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Abstract
Cross-layer scheduling can significantly improve the performance of conventional cellular 
systems by exploiting the independent channel variation across the users. In this context, 
upcoming air interface technologies like orthogonal frequency division multiplexing in 
conjunction with multihop relaying provide new opportunities in the frequency and spatial 
domain to enhance the scheduling gain. Towards this objective, this PhD thesis focuses on novel 
and efficient scheduling algorithms for future packet-centric wireless systems.
In the single-hop case, the problem is modelled as generic weighted sum-rate maximisation 
subject to some additional constraints including the power limitations. The optimal scheduling 
conditions are derived by employing convex optimisation and decomposition theory to obtain the 
upper bound. Furthermore, near-optimal solutions are developed inspired by the optimality 
conditions. Simulation results confirm the efficiency of the developed algorithms. This generic 
resource allocation framework can be employed for different scenarios of the downlink, uplink 
and multihop. In particular, in the case of the downlink, novel algorithms are introduced for 
scheduling by incorporating the knowledge about the distribution of users.
In the multihop case, the resource allocation framework is further extended. Here, it is shown that 
the multihop resource allocation can be decomposed into the route-selection and sub-carrier and 
power allocation sub-problems and the optimality conditions are derived. In particular, the sub­
carrier and power allocation problem is similar to the single-hop case where a set of tuning 
parameters balances the rates across the hops. Novel optimal and sub-optimal algorithms are 
proposed for the rate-balancing in the multihop case and their efficiencies are evaluated by 
extensive simulations. Furthermore, a new framework is introduced to allow an opportunistic and 
coordinated reuse of spectrum within the same cell. This results in a significant improvement in 
the performance of the system compared with the classical orthogonal scenarios.
Key words: Cross-Layer Optimisation, OFDMA Scheduling, Distance-Incorporated Scheduling, 
Multihop Relaying, Rate Balancing, Dynamic Spectrum Reuse, Convex Optimisation, 
Interference Coordination
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Chapter 1
1 Introduction
Packet-centric communications has emerged as the de facto road map of future generations of 
wireless networks where high data-rates in the magnitude of 1 Gb/s (short-range) and 100 Mb/s 
(long-range) are envisioned. Towards this objective, multi-carrier and Multihop (MH) air- 
interface technologies in conjunction with cross-layer optimisation techniques are considered as 
some major enablers of future broadband wireless architecture. Therefore, large interest has been 
attracted in both academia and industry to fully utilise the potential capacities in this area.
Orthogonal Frequency Division Multiplexing (OFDM) is considered as a promising candidate for 
emerging wireless networks due to its inherent robustness to frequency selectivity. In particular, 
this multi-carrier air-interface provides the foundation for adaptive multi access schemes in the 
frequency domain to better utilise multiuser diversity in broadband systems compared to time- 
domain scheduling. This is termed as Orthogonal Frequency Division Multiple Access (OFDMA).
MH relaying, on the other hand, has been targeted as a potential mechanism to enhance the 
efficiency of single-hop cellular networks by improving the coverage or the Quality of Service 
(QoS) particularly in dead spots or cell-edge areas. In practice, the relays can be deployed in a 
fixed or mobile manner or even can be integrated as a part of the capabilities in user terminals. 
Furthermore, relays can employ different transmission strategies including Amplify-and-F orward, 
Decode-and-Forward or Compress-and-F orward regardless of their type of deployment.
Considering the aforementioned air-interface technologies, different opportunities arise to better 
adapt to the dynamic and time-varying nature of the wireless environment. Cross-layer 
optimisation refers to an umbrella of such optimisation approaches, techniques and algorithms to 
deliver higher levels of efficiency. In particular, radio resource scheduling has an inseparable role 
in the heart of this optimisation process.
1.1 Motivation and objectives of the research
Based on the above discussions, the focus of this thesis will be on radio resource scheduling to 
provide more insight into different aspects of this optimisation process. The importance of this 
study comes from the following facts:
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• Although there are various studies in the literature on cross-layer scheduling, the majority 
are limited to special scenarios on the downlink, uplink or MH cases. However, most of 
the resource allocation problems can be treated under a unified framework with multiple 
power constraints where each constraint is related to the sharing of a power budget by a 
disjoint subset of users. Downlink and uplink resource allocation problems are the two 
extreme cases where in the former there is only one power resource related to the Base 
Station (BS) transmission whereas in the latter each user has its own power resource. 
Hence, a unified formulation seems crucial.
• The classical notions of system efficiency do not holistically picture the performance of a 
system in the presence of different scheduling algorithms. In particular, those measures 
lack the knowledge about the distribution of throughput across the network. Here, we 
shed more lights on this omission and propose a complementary measure inspired from 
the information theory for evaluating the performance of different schedulers.
• Although relaying is envisioned to enhance the performance of conventional cellular 
systems, some new challenges are encountered in extending the gain of opportunistic 
scheduling in such MH scenarios, like: How to select the routing strategy? How to 
provide a balancing mechanism between incoming and outgoing rates in different relays? 
What is the best resource-partitioning strategy across different hops? What are the 
possible solutions to alleviate an inherent drawback of relaying, i.e. the extra required 
resources for MH transmission? In this thesis, we try, holistically, to address these issues 
by employing the established framework of resource allocation.
In conjunction with this study, efficient algorithms and resource management procedures are 
developed for time-varying and frequency-selective wireless environment. This research study 
covers three major areas of:
• Scheduling for single-hop OFMDA cellular networks
• Scheduling for MH OFDMA cellular networks
• Opportunistic spectrum reuse in MH OFDMA cellular networks
In each area, the theoretical formulation is established by employing the classical methods of 
optimisation and decomposition from the literature. Thereafter, optimal and near-optimal 
algorithms are developed inspired from the theoretical optimality conditions.
1.2 Scope of the thesis
In this study, some fundamental assumptions are considered to be valid as follows:
2
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• Frequency-selective block fading channel: The channel is considered to be broadband 
frequency-selective and the channel state information remains constant during the 
transmission time interval of a block.
• Single Input Single Output (SISO) model: The case studies are based on SISO channels. 
Nevertheless, the developed concepts can be easily generalised for the case of Multiple 
Input Multiple Output (MIMO) channels.
• Prefect Channel State Information (CSI): It is assumed that the signalling information 
including the CSI is transmitted over a reliable control channel to the transmitter. As a 
result, the effect of inaccuracy in this information is not considered.
• Traffic elasticity: Although, the radio resource optimisation problems are presented in a 
generic manner, the major focus of this study will be on elastic and delay-tolerant traffic 
like browsing. Thus, the effect of burstiness or urgency of traffic is not considered.
1.3 Overview of original contributions
The main contributions of this thesis can be summarised as follows:
• A generic framework for resource allocation based on time-sharing
The problem of Sub-carrier and Power Allocation (SPA) over an OFDMA system is 
formulated as generic weighted sum-rate maximisation with multiple power constraints. Each 
power constraint is related to sharing a power resource by a subset of users. This has wide 
applicability in the scenarios with multiple transmitting nodes that are serving disjoint subset 
of users. Examples include uplink scenario as well as scheduling of multiple relays in a MH 
cellular system. Here, a framework based on time-sharing method is proposed that allows for 
approaching the optimum solution by using a moderate complexity iterative algorithm. The 
provided solution sets an upper bound on the performance of any resource allocation without 
time-sharing. The time-sharing based solution will be further utilised to derive sub-optimal 
but efficient SPA algorithms. Simulation results show negligible performance degradation in 
using sub-optimal solutions.
• Distance-Incorporated scheduling
New objective functions for opportunistic scheduling are proposed that utilise the knowledge 
about the distribution of the user terminals across the network, inspired by the definition of 
Transport Capacity for ad hoc and cellular networks. The proposed concept can be easily 
integrated as an extension to classical scheduling algorithms and provides the ability to 
control the effective distribution of throughput across the network. The outcome algorithms 
can open a new horizon in opportunistic scheduling to target location-based provision of
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services. As a result, high-quality services can be conveyed to areas with the potential for 
higher revenues for network operators.
• Integrated rate-balancing for resource allocation in MH networks
The resource allocation problem for OFMDA MH networks is fundamentally decomposed 
into the sub-problems of route selection and MH-SPA. It is proven that MH-SPA can be 
decomposed into per phase SPA where a set of tuning parameters in conjunction with phase 
duration adjustment will control the balance across different phases. Novel algorithms are 
proposed to engage rate-balancing by the help of user-partitioning and resource-slicing 
concepts. Simulation results show significant improvements in the performance of system by 
applying proposed algorithms.
• Opportunistic spectrum reuse for resource allocation in MH networks
A novel framework is proposed to utilise opportunistic spectrum reuse besides the 
conventional scheduling in MH relay-enhanced networks. This approach provides an effective 
solution to minimise the effect of extra resources that are required in MH transmission. The 
SPA problem in the presence of opportunistic reuse is formulated and the optimality 
conditions are derived. A heuristic distributed approach is also developed, inspired from the 
optimality conditions. Simulation results show that the proposed flexible reuse scheme can 
provide additional advantages in terms of cell-throughput and transport-throughput compared 
to the conventional relay-enhanced scenarios. The distributed nature of the proposed scheme 
facilitates employing simple and robust scheduling mechanisms at the lower levels of 
complexity and signalling.
1.4 Structure of the thesis
The remainder of the thesis is organised as follows:
• Chapter 2: Cross-layer optimisation: State-of-the-art
In this chapter, cross-layer optimisation is introduced and categorised according to the 
major trends in the literature. In particular, we focus on air-interface centric scheduling 
where it is shown that the optimisation of system efficiency can be modelled as a cost 
minimisation or profit maximisation problem with additional constraints. Subsequently, 
major representations are reviewed from the literature. Next, the core building blocks and 
corresponding challenges in multi-carrier and MH networks are presented. Finally, major 
approaches to tackle aforementioned optimisation problems are examined.
4
Chapter 1. Introduction
• Chapter 3: Resource allocation for OFDMA single-hop systems
In this chapter, single-hop SPA is mathematically formulated as a weighted sum-rate 
maximisation with multiple power constraints. Next, the resource allocation problem is 
relaxed by the help of time-sharing. Due to the convexity, the resulting problem is 
decomposed into the power and time-share allocation sub-problems where novel 
algorithms are developed for each sub-problem. Afterwards, a simulation study is carried 
out on developed algorithms compared to the benchmarks from the literature. 
Furthermore, the shortage of classical efficiency measures to picture the system-level 
efficiency is highlighted. To rectify this omission, a complementary measure is 
introduced by utilising the “distance knowledge” to better represent trade-offs among 
throughput, fairness and coverage associated with a given scheduling algorithm. Finally, 
the range information is employed to develop novel scheduling algorithms by tuning the 
priority factor of different users. The resulting concepts are compared to the conventional 
scheduling algorithms for single-hop cellular networks by extensive simulation study.
• Chapter 4: Resource allocation for OFDMA multihop systems
This chapter focuses on the radio resource scheduling for MH relay-enhanced networks. 
Initially, the problem is decomposed into the sub-problems of route-selection and MH- 
SPA and the optimal route selection process is formulated. Subsequently, by focusing on 
MH-SPA, it is shown that it can be divided into per hop power and time-sharing 
allocation where a set of tuning parameters monitors the balance across different phases. 
At this stage, by careful consideration on the stability issue, novel optimal and sub- 
optimal algorithms are proposed to optimise MH-SPA. Moreover, the algorithms are 
further extended for multi-access relaying scenario. On the other hand, additional 
practical factors are integrated into the original formulation including high capacity 
symmetric backhaul, long term averaging and the inclusion of direct users. Finally, the 
efficiencies of proposed concepts and algorithms are investigated based on snap-shot 
based and dynamic system-level simulations.
• Chapter 5: Opportunistic spectrum reuse for OFDMA multihop systems
In this chapter, the MH-SPA problem is further extended by assuming the capability of 
reuse between BS and relays. Initially, the optimal power allocation and pairing polices 
are derived. This mathematical analysis provides efficient algorithms to integrate 
spectrum reuse into opportunistic scheduling. Due to high level of signalling and 
complexity in centralised implementations, the dynamic reuse algorithm is simplified for 
the distributed implementation by a three-stage approach of preliminary scheduling, reuse
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identification and final scheduling. In the end, the proposed algorithms are evaluated 
based on dynamic simulations in two different case studies. The distributed nature of the 
proposed framework enables simple and robust algorithms at a lower level of complexity 
and signalling.
• Chapter 6: Conclusions and future works
This chapter summarises the contributions of the thesis and provides some suggestions for 
future studies.
1.5 Publications
In the course of this PhD study, some publications have been produced as follows:
• “On the efficiency of interference coordination schemes in emerging cellular wireless 
networks,” M. Shariat, A.U. Quddus, and R. Tafazolli, Proceedings o f  IEEE PIMRC, 
Cannes, France, 2008
• “Scheduling as an important cross-layer operation for emerging broadband wireless 
systems,” M. Shariat, A. U. Quddus, S. A. Ghorashi, and R. Tafazolli, IEEE 
Communications Surveys and Tutorials, Q2, 2009
• “Joint opportunistic scheduling and spectrum sharing,” M. Shariat, A. U. Quddus, and R. 
Tafazolli, Proceedings o f IEEE WCNC, Budapest, Hungry, 2009
• “Distance-Incorporated opportunistic scheduling,” M. Shariat, A. U. Quddus, and R. 
Tafazolli, Proceedings o f ACM IWCMC, Leipzig, Germany, 2009
• “Sub-carrier and power allocation with multiple power constraints in OFDMA Systems”, 
R. Hoshyar, M. Shariat, and R. Tafazolli, accepted in IEEE Communications Letters, Mar. 
2010
• “Integrated rate-balancing for OFDMA multihop systems,” M. Shariat, R. Hoshyar, and 
R. Tafazolli, to be submitted to IEEE Communications Letters.
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2 Cross-layer Optimisation: State of the Art
This chapter reviews the state of the art on cross-layer optimisation. Initially, cross-layer 
optimisation techniques are introduced and categorised into three main approaches namely air- 
interface centric, user-centric and route-centric. Subsequently, we focus on air-interface centric 
scheduling. It is shown that the optimisation of system efficiency can be modelled as an 
optimisation problem with additional constraints and major representations are introduced from 
the literature. Furthermore, major opportunities and subsequent challenges in multi-carrier and 
MH networks are presented. Considering the aforementioned problems, the main optimisation and 
decomposition techniques are examined based on the literature. Finally, different notions of 
efficiency are briefly discussed.
2.1 Introduction
The Internet revolution in the last stages of the previous century has had a profound impact on the 
traffic architecture of the new millennium. In this evolved architecture, packets are the key 
elements of all types of traffic, whether it is real-time or non-real-time. This is in sharp contrast to 
the conventional concept, in which real-time traffic such as voice is treated independently through 
the allocation of dedicated resources. However, the rapid evolution of traffic in favour of data 
communications unavoidably leads to the delivery of all types of traffic by means of packets.
The packet-centric architecture of traffic introduces new elements into the conventional method of 
communications, including the definition of QoS at the packet level to differentiate the service 
requirements as well as resource management entities in order to prioritise access to the resources 
of network according to the QoS and the preferences of networks.
In the domain of wired communications, deploying the aforementioned elements provides a 
migration path towards heterogeneous packet-centric networks; however, in the wireless 
counterpart, the situation is more complicated due to the following reasons:
• The wireless spectrum is scarce and achieving high spectral efficiency is crucial.
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• Wireless communications is much more prone to the interference that may result from 
channel variations over frequency, time, space and the way resources are allocated, i.e. 
the channel access scheme [1].
• Some protocols in the Internet such as Transmission Control Protocol (TCP) have been 
originally designed based on the characteristics of wired networks. This includes some 
assumptions about the transmission medium such as a high degree of reliability or a fixed, 
predefined capacity, that are in general not true for wireless channels.
Based on the aforesaid factors, the following consensus is emerging in packet-centric wireless 
networks:
• Considering the requirements of networks, the resource management entities should 
additionally adapt themselves to the dynamics of channel.
• Contrary to wired networks, the abstraction between the layers should be replaced by a 
richer inter-layer coupling to optimise the link and system together.
The latter point refers to cross-layer operations that are promising solutions for use in wireless 
networks to adapt to the channel variations and the requirements of the network in an efficient 
manner. In general, cross-layer operation terminology can refer to “any violation of the layered 
architecture” [2] in order to track the dynamics of the wireless environment. According to the 
cross-layer design proposals in the literature, some general trends are observable that help to 
break down this operation into the following categories:
• Air interface-centric: In this category of cross-layer optimisation, the main focus is on an 
efficient utilisation of the scarce wireless radio resources through adaptation to the time- 
variant channel based on different factors including: the throughput efficiency, fairness 
and QoS. Here, the problem is generally modelled between the physical and Medium 
Access Control (MAC) layers whereas the upper layers of the protocol stack 
(Application/Transport/Network) mainly impose additional constraints on the original 
problem. Two main examples of this approach are: opportunistic scheduling in single-hop 
[3] and MH cellular networks [4]-[8].
• User-centric: In this approach, the main concern is the adaptation of upper layer protocols 
(of the Internet) to the time-variant, unreliable channel in the wireless environment to 
achieve a certain level of user satisfaction in terms of the end-to-end throughput, delay, 
and power consumption. Hence, the emphasis is on the upper layer protocols whereas the 
characteristics of channel are modelled by using simplified assumptions. Therefore, less 
consideration is given to the radio resource management. A large number of proposals for
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improving the performance of TCP [9]-[13] in wireless networks can be categorised as 
having user-centric cross-layer operation.
• Route-centric: Recently, there has been much activity on cross-layer routing in MH 
inffastructure-less wireless networks including ad hoc and mesh networks. Here, there is 
extra emphasis on survivability and connectivity across the selected routes. These 
effectively couple the network layer with the physical or MAC layer to select best routing 
strategies. Some examples of this approach can be found in [14]-[16].
In this thesis, the main focus is on air interface-centric cross-layer scheduling. Although the 
scheduling problem is formulated in a generic manner, the major case studies are on multi-carrier 
OFDMA systems as they are promising candidates for emerging broadband wireless networks.
2.2 Air-interface centric scheduling: modelling
A fundamental problem in wireless networking is the allocation of scarce resources among 
different users in the network. In conventional systems, dedicated resources in time-frequency or 
time-code domain are allocated to different users and a hard bound on the capacity is achieved 
[17]. However, in packet-centric systems, the meaning of a dedicated channel fades out and a new 
horizon is introduced through the concept of shared channels. Here, the resources are dynamically 
allocated to different users and a soft bound on the capacity of a system is reached. This capacity 
is highly dependent on the resource management policy, the nature of traffic and the service 
requirements of networks. This shows that radio resource scheduling plays a key role in 
determining the efficiency of packet-centric systems. To realise this, a simple analogous model is 
presented below:
A wireless communication system can be modelled based on a simple customer-provider 
relationship as in Figure 2-1. In this model, the user terminals are similar to the consumers of 
goods i.e. the customers whereas network operators play the role of providers of these goods. 
Providers are more interested in better net profit, while customers are satisfied by bargain and 
quality goods.
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Figure 2-1: Customer-Provider representation
In general, it is easier to provide bargain goods in the local stores that are closer to the factories of 
a provider due to a reduction in the transportation cost. However, concentrating on the local stores 
leads to losing the potential customers of far-off places, resulting in less profit. This lies in the fact 
that customers are usually distributed in the whole geographic area; hence a provider is less likely 
to sell all the goods in the local stores. On the other hand, providing goods to the far-off stores is 
expensive due to the high transportation cost and is likely to result in only a marginal profit or no 
profit at all, but has the advantage o f serving a larger population and preventing them from going 
to the other competitors. Therefore, the challenge of a provider is: to support goods for different 
stores at the appropriate times with low transportation cost. This policy enables a provider to sell 
all the goods at a reasonable cost by obtaining a good net profit.
Based on this analogy, the scheduler is in charge o f providing the goods (resources) in each store 
(user possible location) at low transportation cost (better channel quality) to achieve a good net 
profit (system-level efficiency). Two important factors should be highlighted in this scenario. 
First, customers (mobile users) are distributed in the entire area and this necessitates a balance in 
the provision of resources (fairness). Second, customers might have some minimum expectations 
(QoS) or practical limitations (constraints). For example, some of the customers might not wait 
forever (urgency) or they may have a limited budget (power constraint). As it can be seen, the 
eventual efficiency of a system is a multidimensional objective not only dependent on the 
throughput but also affected by other limiting factors.
The optimisation of system efficiency with additional requirements can be modelled as an 
objective function with some constraints. According to the customer-provider model, the 
objective function can be represented as a (cost) minimisation or alternatively as a (profit) 
maximisation problem. Here, the distinctive factor among different objective functions originates 
from how the cost or profit is defined in different models.
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2.2.1 Power minimisation
Considering the cost-based objective functions, the most important expense will be the allocated 
power to different users in the system [18]-[21]. This is analogical to the transportation cost in the 
customer-provider model. Hence, the problem is modelled as power minimisation:
N
min Pn (2.1)
71=1
N  represents the total number of users whereas Pn symbolises the power required for allocating a 
fraction of resources to the %-th user:
Pn = ^ J Vn,k (2.2)
ksXn
Here, represents the subset of resources that are allocated to user n based on the resource 
allocation policy while pn k shows the necessary power for the k-th allocated resource to this user.
Additional constraints are involved in this cost minimisation problem. Intuitively, the resource 
allocation creates a major constraint, i.e. limiting the resource pool. This limitation is reflected 
within the resulting interference on reusing a resource by multiple users. However, in dense
systems where reusing is not feasible each resource should exclusively be allocated to a single
user in each time-instance:
Vn,7n 6 yl/'| n ^ m :  ATn n =  0 (2.3)
Here, y l /  shows the total set of users. Consequently, the allocation process happens based on the 
possible resource-user pairs. The main decisive factor goes to the cost of each pair, i.e. pn k . The 
cost calculation happens as follows:
Pn,k =  f(j'n,k> ^n,k) I ^n,k ^ {Tl > ^ 2> ^ 3» (2*4)
H e re ,/(.) represents the mapping function based on the required rate rn k and the channel quality 
indicator where it maps the current channel quality into a list of required powers based on the 
target rate. This should be chosen from a discrete set of achievable rates in practice, i.e. 
rlf r2, Tg,..., rM. The proper rate selection depends on the minimum QoS requirements of users:
Rmin,n — (^n "  ^  ' rn,k) 6 (2.5)
ke/Cn
Here, rn k shows the achievable data rate on the resource k  within the resource pool of user n, ATn 
whereas Rn symbolises the potential aggregate data rate of user n at the current time-instance 
based on the minimum QoS requirement, Rminin.
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Based on this model, the cost-based optimisation tries to find the optimal resource-user pairs that 
minimise the total required power (total cost) while satisfying the minimum QoS requirements of 
different users in the system. As it is obvious, the resource allocation problem, i.e. the proper 
selection of ATn for all the users in this context is strongly coupled with the adaptive rate matching 
and the power allocation based on (2.4) and (2.5). Some solutions to address this problem will be 
presented in Section 5.
2.2.2 Throughput maximisation
Alternatively, the optimisation of system efficiency can be modelled as a profit maximisation 
problem. The profit is usually modelled based on the achievable data rate of different users on 
available resources [22]-[23]. Here, the aggregate throughput of all users in the system is a typical 
objective function:
N
max ^  Rn (2.6)
n = l
In this model, the exclusivity condition for the resources as in (2.3), the discrete rate adaptation 
constraint as in (2.4) and additional minimum rate requirements as in (2.5) are still valid. 
Furthermore, the maximum transmission power Pmax works as another major constraint:
N
<Pmax (2-7)
n = l
In the case of uplink transmission or MH scenario, the power constraint applies to each individual 
mobile user or relay, respectively. Similar to the power minimisation, the rate maximisation with 
additional constraints also leads to a coupled problem as the rate adaptation is still coupled with 
the power allocation problem:
rn,k = g(Pn,k>hn,k) (2-8)
Here, g ( .)  represents this coupling among the three factors, i.e. rate rn k , power pnk  and channel 
quality hn>k.
It can be seen from (2.8) that the achievable data rate on the resource k  is still dependent on the 
allocated power for this resource within the scheduler. In the following sections, some methods 
are proposed to tackle the profit maximisation problem.
2.2.3 Fairness satisfaction
In the literature, the term “fairness” has been used to convey a multitude of meanings and may 
refer to rate, resource or temporal (time) fairness either in short or long-term scales.
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Rate-Faimess requires a balance in the provision of rates to different users according to their 
requirements. In this sense, rate-faimess seems to support similar functionality as the minimum 
service provision. However, rate-faimess can potentially impose a harder constraint on the 
optimisation process as it is simply not satisfied by the minimum provision of service. Strict rate- 
faimess can conflict with the objective i.e. the total cost minimisation or the profit maximisation 
as the provision of an equal rate distribution inevitably has a cost to support poor-channel users as 
fairly as others. This cost can be in the form of either boosting the power or allocating extra 
resources to such poor-channel users. Hence, it will eventually lead to less power or quota of 
resources for others. In this manner, rate-faimess focuses on per user satisfaction rather than 
optimising the overall efficiency. Yet, it is important to note that long term rate-faimess leaves a 
degree of freedom in the time domain for an optimisation algorithm to adaptively allocate the 
rates and still address the efficiency at the system-level. In [24], rate-faimess has been integrated 
into the objective function to maximise the minimum data rate of non-rate-sensitive users subject 
to satisfying the minimum rate requirements of the rate-sensitive ones (short-term rate-faimess). 
In [25], the authors extend this work through considering a proportional rate constraint as follows:
Thus, this constraint regulates the rates through manipulating the ratios y^to yK. This regulation 
enables the algorithm to differentiate users based on their service requirement.
Resource-faimess, on the other hand, equalises the access to the available resources. Generally, 
the resources are defined in different domains like time, code or frequency. Therefore, temporal- 
faimess can be categorised as a special scenario of resource-faimess provided that the resources 
are defined simply in the time domain. Round Robin (RR) is the prototype of a temporal-fair 
scheduling policy. Here, all users are allocated the same share of time-slots. For example 
considering Time Division Multiple Access (TDMA) for a 10-user system, this policy leads to a 
10% access ratio for each user in the system. The major drawback lies in the fact that this 
conventional method is neither channel-aware nor QoS-aware. Therefore, users are likely to be 
allocated in high cost seasons. This leads to undemtilising valuable resources or a low level of 
spectral efficiency.
In [26], the resource-faimess is considered as an additional constraint besides the throughput 
maximisation problem:
This additional constraint equalises the resources among users in each time instance (short-term 
resource-faimess). However, short-term restrictions can limit the overall efficiency of the system. 
To realise this, consider a simple two-user scenario as illustrated in Figure 2-2. Short-term
(2.9)
l^n l —j j  V n e A / ' (2 .10)
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resource fairness (upper part) restricts the quota of each user to 50% of the total resources in each 
time-slot. This implies that if either of the users can not utilise their own quota, (i.e. 50% share) 
due to a poor channel condition, the unutilised fraction of quota will be wasted. However, long 
term resource-faimess can potentially provide a higher degree o f freedom to satisfy fairness in the 
time domain. Focusing on the same scenario, if the fairness window is doubled to two time-slots 
as in the lower part of the figure, it is possible to grant the unutilised resource(s) of the poor- 
channel user to the other one with favourable channel condition at the current time-slot. This 
strategy leaves the opportunity for the poor-channel user to compensate the lower channel 
utilisation in the second time-slot by demanding extra resource(s). As it can be seen, on average 
of the two slots both users receive the same quota of resources, (i.e. 50%). However, due to better 
exploitation across both slots in the second scenario, higher utilisation is achieved. Proportional 
Fairness (PF) is one such long-term strategy that combines the throughput efficiency with the 
long term resource-faimess. Practically, this scheduling policy provides the same fraction of 
resources for all the users in the long-term perspective. However, in each time-instance users are 
prioritised based on their normalised channel profile. The normalization factor is the past profile 
of each user i.e. the corresponding averaged data rate. The numerator of this scheduling metric is 
in favour of the best-channel users, while the denominator tries to achieve the long term resource- 
faimess by penalising the users with good past profile.
Slot 1 Slot 2
Resource pool
user 1
■  ■  ■ ■  ■  □
(§ ) user 2 □  ■  ■ ■  ■  ■
utilized unutilized 
■  □
user 1 ■  ■  ■  ■ ■  ■
user 2 ■  ■ ■  ■  ■  ■
Figure 2-2: Resource utilisation in short-term (upper part) and long-term fairness (lower part)
2.2.4 Utility maximisation
Utility-based optimisation is becoming increasingly popular [27]-[32], Utility functions are quite 
well-known in the field of economics for optimisation problems [31]. A major advantage of 
utility-based modelling lies in the strong coupling between the satisfaction o f users and the
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optimisation objective function. In general, a utility function can be a subjective or an objective 
indicator of satisfaction-level of a user on different potential resources. This satisfaction level is 
highly correlated to the potential data rate on the available resources [27]. Therefore, a utility can 
be defined as an increasing function of date rate Un (Rn) where Rn shows the 72-th user achievable 
data rate on its allocated resources at the current time-instance [29].
Maximising the system-level efficiency can be formulated as the maximisation of aggregate 
utility function for all the users in the system subject to the limiting constraints:
N
m ax^T £/n(Æn) (2 11)
n = l
In this framework, different fairness or QoS policies can be realised through different utility 
functions. Weighted Sum-Rate (WSR) can be considered as an important representation of utility 
where the weighting factors are dynamically tuned according to the fairness criteria or other 
service requirements of the network.
So far, the considered utility function has been modelled based on the instantaneous channel 
condition, i.e. the short term utility. However, as discussed, long term averaging provides a higher 
degree of freedom for a scheduling policy (in the time domain) to keep the system-level efficiency 
in addition to satisfying the QoS or the fairness criteria. Considering the long-term fairness, the 
proposed utility-based objective function turns into:
N
m a x ^  t/n(Rn) (2.12)
n = l
Here, Rn is the current average data rate of user n over the past time-instances where R^ 
symbolises the achievable rate of this user at current time instance, t. This averaging can be 
realised based on a real-time exponential averaging as follows:
Rn = 0- — <y).Rn-1 +  (2.13)
Here, co is inversely proportional to the time window of scheduler and provides the ability to 
control the trade-off between throughput efficiency, fairness and the provision of QoS.
In [31], a utility-based objective function, termed as MDU, has been proposed where service 
requirements are targeted by shaping the utility function for the different types of traffic. In 
particular, marginal utilities (the derivative of utility function with respect to individual rates) are 
employed to tune the scheduling weights to support the various types of traffic. This approach 
supports a flexible priority parameter that can be adapted to the demand of users (load factor).
15
Chapter 2. Cross-layer Optimisation: State o f the Art
2.2.5 Queue stabilisation
In practice, the traffic stream of each user is buffered in the scheduler before the transmission; 
therefore, each queue has a dynamic length based on the demand and the channel condition. In the 
case of uplink transmission, the buffer is located on the user side, thus extra signalling is required 
to update the scheduler on the buffer status of each user.
Two rules are crucial to manage the queues o f different users:
• The resources must be allocated to the users with non-empty queues to fully utilise the 
scarce resources.
• The queues must be handled in such a way that no user experiences overflow in its queue.
The queue-awareness has been emphasised in some proposals as in [33]-[35]. The major common 
message is that maximising the instantaneous throughput does not guarantee the rate stability for 
inelastic and delay-sensitive traffic. Therefore, an efficient radio resource allocation policy should 
consider the characteristics of inelastic traffic in conjunction with the channel profiles to 
overcome rate-instability or buffer overflow. In [33], the cost function is formulated based on the 
long term evolution of queues within the scheduler. To address the cost minimisation, an iterative 
algorithm has been proposed that maximises the throughput while additionally balances the loads 
in queues.
Considering the different representations of system-level optimisation, Table 2-1 summarises 
some important objective functions and the constraints used in the resource allocation according 
to the literature.
Table 2-1: Different objective functions and constraints for resource allocation
Minimise total transmit power over all links 
Maximise total data rate for all users 
Maximise the minimum data rate of user (fairness)
Maximise the aggregate utility of the network 
Maximise the weighted sum-rate 
Minimise the average queue backlogs in buffers 
Minimum data rate 
Discrete rata adaptation
Exclusivity of resources in allocation procedure 
Maximum transmission power (for each user/relay or in total)
The delay (for inelastic and delay-sensitive traffic)
Fairness (resource/ rate) (short-term/long term)
Objective
Functions
Constraints
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2.3 Air-interface centric scheduling: multi-carrier communications
During the past decade, the necessity of dynamic scheduling and radio resource management has 
been realised in different standardising organisations. Towards this objective, most of the existing 
and upcoming technologies support dynamic scheduling as part of the standard they adhere to. It 
is important to note that the basic idea of scheduling and radio resource optimisation is similar 
across different standards. However, the differences originate from the distinctive characteristics 
among different air interface technologies and their respective targets. Table 2-2 lists some of 
these standards based on their air interface technologies and the target data rates in the Downlink 
(DL) and the Uplink (UL).
Table 2-2: Current and upcoming standards with their respective targets
Standard " - Organization Aif lhtefface Target (DL-UL) [Mb/s]
EDGE GSM TDMA 1.9 0.9
HSPA 3 GPP CDMA 14.4 5.76
HSPA+ 3 GPP CDMA 42 11.5
EV-DORevA 3GPP2 CDMA 3.1 1.8
EV-DO Rev B 3GPP2 MC-CDMA 4.9 x 3 1.8x3
ETE 3 GPP OFDMA 100 50
WiMAX (802.16e) IEEE OFDMA 70 70
Considering the data rates in the magnitude of lOOMb/s or beyond, higher orders of bandwidth are 
required in comparison to the existing deployed technologies. High frequency selectivity in 
broadband systems gives privilege to the robust technologies against this impairment. Therefore, 
OFDM due to the high inherent robustness to the frequency selectivity is going to be the dominant 
platform of future broadband wireless technologies [36].
2.3.1 Scheduling resolution
The migration towards OFDM provides important opportunities in scheduling that are quite 
promising. The physical resources in OFDM-based systems are defined in the time-frequency 
domain. Hence, the transmitted signal for each user splits into orthogonal sub-channels in the 
frequency domain for the duration of transmission. Each sub-channel embeds multiple sub­
carriers. The transmission duration breaks down into the time domain sub-frames based on the 
specific standard design. This multiplexing policy enables the allocation of distinct sub-channels
17
Chapter 2. Cross-layer Optimisation: State o f the Art
in the frequency domain to different users in the system i.e. the OFDMA. Therefore, the 
scheduling may happen in the frequency domain via multiplexing multiple users in each time 
instance. Figure 2-3 shows the OFDMA concept in a simplified three-user scenario. It can be seen 
that the data for different users is multiplexed on the different resource units (sub-channel/sub- 
frames pixels) based on the channel profile of users and the service requirements.
It is important to note that existing technologies based on Code Division Multiple Access 
(CDMA) such as High Speed Packet Access (HSPA) or Evolution-Data Optimised (EV-DO) 
enable multi-user multiplexing in each time-instance. However, in multi-carrier technologies 
based on OFDM, multiple sub-channels are realised by each user. Therefore, they can potentially 
provide finer granulity in resource allocation through the multi-channel feedbacks to the 
scheduler. It is important to note that, this granulity will be at the cost of extra signalling 
overheads.
>•ucOJ3
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Time
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Figure 2-3: Frequency-domain scheduling
2.4 Air-interface centric scheduling: M H relaying
MH relaying is envisioned as a potential mechanism to enhance the system-level efficiency in 
cellular networks. Relaying supports intermediate nodes between the BSs and different users 
across the network. As a result, more opportunities for scheduling arise by dividing the 
transmission path on successive hops. This division can potentially facilitate satisfying the far-off 
users at higher levels of service and enables an enhancement in coverage.
In general, three strategies of relaying are possible including Amplify-and-Forward (AF), Decode- 
and-Forward (DF) and Compress-and-Forward (CF).
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• In AF, the received information at a relay is simply amplified and retransmitted. In other 
words, the received packets are dispatched without any modifications within the original 
structure. This provides more simplicity in the processing functionalities of relays. 
However, the received intermediate noise will also be amplified by employing this 
approach.
• In DF, the received information is initially decoded and then the retransmission happens. 
Therefore, the noise is suppressed. Unfortunately, incorrect decoding and re-encoding 
might lead to an error in the final received copy of information. Therefore, this strategy 
should be utilised in the case of acceptable channel quality on the incoming link to a 
relay.
•  In the case of poor channel quality between a relay and the source, the relay can compress 
the received information and forward it to the destination (CF) where the received 
information will be decoded with the assistance of the source. Therefore, here, the packet 
is “virtually” divided between the source-relay pair and eventually is received and 
decoded at the destination.
In this thesis, our focus will be on DF as the main strategy of relaying.
2.4.1 Time duplexing vs. frequency duplexing
Practical relays cannot transmit and receive information simultaneously on the same resource. 
Therefore, a division method is required in time or frequency domain to avoid self-interference.
In Time Division Duplexing (TDD), the separation happens in the time domain. Here, on the first 
time slot, the information is transmitted from the source to the Relay Stations (RSs) whereas on 
the second time-slot, the relays will forward the data to their respective users. Due to the time 
separation in TDD, synchronization is an important factor to avoid self-interference.
In Frequency Division Duplexing (FDD), separate bands are utilised for the different phases of 
transmission. Therefore, no time synchronization is required. However, an extra isolation band is 
required to guard the phases of transmission from each other. This will impose extra complexity 
on the hardware side to support multiband operations. Hence, the choice depends upon the 
preferences of network operators.
Figure 2-4 illustrates the concept of time duplexing and frequency duplexing in a typical MH 
scenario.
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Figure 2-4: TDD (upper part) vs. FDD relaying (lower part)
2.4.2 Mobile relaying vs. fixed relaying
Relays can be either fixed or mobile according the standard that the operators adhere to. Fixed 
RSs can be utilised at different geographic locations within the network according to the cell- 
planning of operators in order to support service to high-demand areas or to cover dead spots. 
Mobile relays, provide a higher level of flexibility to adapt to the dynamics of the network at the 
cost of extra complexity to radio resource scheduling. In both cases, deploying a relay-enhanced 
network imposes extra cost in terms of establishing and maintenance to the network operators.
On the other hand, users can act as mobile relays within the network. Employing such mobile 
relays will limit the burden on the operators. However, mobile users usually have restricted 
capabilities due to practical limitations of their battery and hardware. Moreover, the presence of 
selfish users and the dynamic nature of mobile environment may limit their accessibility in the 
required locations within the network.
In this thesis, the relaying framework is established genetically with a special focus on a certain 
type of fixed RSs with symmetric backhaul.
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2.4.3 MH route selection
Compared to the conventional single-hop systems, MH relaying engages more facilities in the 
provision of services as it requires extra hardware, i.e. the relays. Furthermore, the eventual cost 
or the profit of a relay-enhanced network gets affected by all the intermediate expenses on the 
transmission links in the form of extra resources or additional power that is required. Hence, a 
major question arises to see when it is beneficial to relay. This can be considered as the route 
selection process. This type of routing is different from the conventional concept of routing for ad 
hoc or wireless mesh networks as [7]:
• Such networks are infrastructure-less with more emphasis on survivability and 
connectivity across a selected route
• Each route can comprise several hops to the final destination
Here, the route selection process is effectively absorbed in the radio resource scheduling to 
provide a higher level of efficiency to maximise the main objective function. Moreover, the 
number of hops is limited to maximally two. This is consistent with the observations in the 
literature [7], [37] as routes with more than two hops do not provide additional performance gain 
in our particular target. This strategy limits the complexity and consequent signalling by reducing 
the search space.
In general, the route selection comprises two procedures:
• To find the optimal relay for each user irrespective of its mode of operation.
• To evaluate the efficiency of the optimal MH route compared to direct transmission
The optimal relay for each user can be chosen according to different criteria including location 
[38], minimum path loss [39] or maximum achievable rate [37]. The route selection process and 
pros and cons of different methods are detailed in Chapter 5.
2.4.4 Resource partitioning and resource allocation
The route selection process divides the users into the direct and MH modes of transmission where 
the MH users are attached to the corresponding optimal relay. At this stage, the problem turns into 
the similar context as single-hop resource allocation. However, other major challenges arise on:
• How to partition the resources across different hops for MH users
• How to prioritise direct versus MH users in each snap-shot of scheduling.
A common strategy is the proportional and static partitioning of resources among the two sets of 
users, i.e. direct and MH ones. Consequently, conventional single-hop scheduling algorithms can
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be utilised independently within each set. This approach provides interesting characteristics in 
terms of decomposability that makes it favourable for decentralised implementations. However, 
static partitioning would not be the optimal solution to prioritise direct vs. MH users. Some 
examples of this approach can be found in [40], [41].
Here, we try to fundamentally examine the optimal resource partitioning and resource allocation 
in the context of MH relay-enhanced networks. Furthermore, we propose some suggestions that 
simplify the optimal strategies in case of practical networks.
2.4.5 Rate-balancing
In practice, relays can have different achievable capacities on incoming (first hop) and outgoing 
(second hop) links depending on the backhaul and their links to the associated users. This 
necessitates the provision of a balancing mechanism between the incoming and outgoing streams 
in such intermediate nodes. Otherwise, overflowing a relay, leads to the wastage of resources 
whereas under-loading a relay will underutilise the outgoing links to the corresponding MH users.
2.4.6 Aggressive spectrum reuse
Relaying suffers from an inherent drawback, i.e. the extra resources that are required for MH 
transmission in form of power or time-frequency domain resources. To alleviate this drawback, 
aggressive reuse schemes are suggested at intra-cell scale to further improve the resource 
utilisation in MH networks compared to conventional orthogonal channels [42]. The majority of 
proposals in this area have focused on static reuse schemes between the BS and relays like 
[43],[44], However, an uncoordinated and static reuse of spectrum may lead to strong intra-cell 
interference particularly in the overlapping coverage area of a RS and its serving BS. In here, our 
major focus is on coordinated and intelligent reuse of spectrum in ways to cause minimal 
interference to both parties, i.e. the primary and secondary users of spectrum.
2.5 Air-interface centric scheduling: solutions
So far, we have addressed different models of representation and corresponding challenges for 
cross-layer scheduling according to the literature. In this section, major optimisation methods to 
tackle the aforesaid problems are classified.
2.5.1 Relaxation
Cross-layer scheduling usually involves discrete variables in the optimisation process like the 
exclusivity constraint as in (2.3) or the discrete rates as in (2.4). In the case of discrete rates, the
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scheduler should choose the proper coding and modulation scheme from a discrete set of values 
that is quite dependant to the system design. Of course, introducing new modulation and coding 
schemes will eventually reduce the gap between discrete and continuous rate adaptation. 
However, such practical limitations should also be taken into account. On the other hand, as 
already mentioned, resource allocation involves an inherently discrete constraint for dense 
systems, i.e. the exclusivity constraint. As a result, a resource that has been allocated to one user 
can not be practically utilised by others to avoid the resulting interference. The optimisation 
problems with discrete variables or constraints are combinatorial problems with exponentially 
increasing complexity for larger sets of users and resources. To tackle this issue, the optimisation 
process should be mapped into a more tractable domain with an acceptable level of complexity.
Relaxation is one such method that shifts the problem into the linear optimisation domain. Here, 
initially the discrete constraints are relaxed by assuming a continuous rate adaptation or a time­
sharing policy. This simplification enables the classical optimisation through linear programming 
and convex optimisation. However, the outcome result may not be feasible in the first place due to 
violating the already relaxed constraints. Therefore, some reassignments are required to impose 
those relaxed constraints into the intermediate solutions. Based on this method in [20], the total 
power minimisation problem has been simplified into the linear programming domain.
2.5.2 Dual decomposition
Besides the discrete nature of some variables or constraints, an optimisation process usually 
includes extra constraints that should be taken into account. As an example, the minimum QoS 
requirement in the cost minimisation case as in (2.5) or the total power constraint in the profit 
maximisation as in (2.7) are typical examples of such constraints. Here, some useful 
characteristics of linear programming can be utilised to integrate the constraints within the 
original optimisation.
In dual decomposition theory, convexity provides a special characteristic that helps to decompose 
an optimisation problem.
Definition 2.1 [45]: Function/  (.) is convex if for any x and y  within the f  ()  domain, all possible 
linear combination of them will be in the same domain. Moreover:
f ( 6 x  +  (1 -  0)y) < 0 /(x )  +  (1 -  0 ) f( y )  \fx ,y  G Df  and 0 G [0,1] (2.14)
A generic formulation is utilised here to show the integration of constraints into the original 
problem through the dual decomposition theory:
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minxf 0 (%) s. t.
(2.15)
f i(x )  < 0 Vi e
Here, f 0 shows a generic objective that needs to be minimised similar to (2.1) and the set of 
inequalities A 'f  represent the constraints that need to be satisfied similar to (2.5). To integrate all 
the constraints, the Lagrangian duality is utilised:
L(x,X) = f 0(x) +  Arfi (%) (2.16)
i e M
Here, 2; Vi 6 yVZ are Lagrangian multipliers. In analogy to the customer-provider model, these 
multipliers set the prices of different constraints within the optimisation process.
Here, the dual objective is defined as the minimum value of L(.) over the primal variables x:
g  (A) =  infxL (%, 2) (2.17)
The dual objective has a useful characteristic:
(2.18)
This condition holds for any feasible x  and non-negative 2. As a result, a lower bound on the 
optimal value o f /0 i.e. /*  can be found as:
9* =  maxÀg(X) (2.19)
The difference between the optimal values (f* — g*) is called the duality gap which is always 
non-negative based on (2.18) for any feasible x  and non-negative 2. However, for convex 
functions under some mild conditions, the duality gap reduces to zero (strong duality). 
Furthermore, in [46], it has been shown that under some relaxed conditions like time-sharing, the 
duality gap becomes zero for some generic forms of resource allocation. This is regardless of the 
non-convexity of the original problem. Therefore, the primal objective function could be 
equivalently solved by the dual one.
2.5.3 Primal slicing
In direct resource allocation, it is possible to virtually slice the resources by the help of auxiliary 
variables. If these variables are fixed, the problems will be in the form of static slicing, which can 
be sub-optimal. For example, the static partitioning of resources among direct and MH users can 
be considered as a sub-optimal static slicing. However, if the auxiliary variables are optimised by 
a master problem or an allocation policy, the resource allocation transforms into an optimal 
dynamic slicing. More details on other aspects of primal slicing can be found in [45].
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2.5.4 Gradient and sub-gradient methods
After decomposing a problem, the resulting dual objective function can be solved based on 
gradient/sub-gradient methods if the objective function is differentiable/non-differentiable. For 
example, in (2.19), the optimal value of dual objective i.e. g* can be found iteratively based on 
this approach as follows:
A<t+1> = [A® + s(t)s® ]Djl (2.20)
Where s®  is a gradient of g( .)  at the point A® if  g(. ) is differentiable and a sub-gradient 
otherwise. s ( t )  is a positive step-size. The convergence of this method is guaranteed provided that 
the step-size is selected sufficiently small [45].
2.5.5 Splitting and user-partitioning
Considering the resource allocation problem, the necessary constraints can be imposed into the 
optimisation process through splitting.
Here, the problem is divided into two stages:
• At the first stage, the unconstrained objective function is optimised without considering 
the prohibitive constraints.
• At the second stage, the validity of the constraints is verified and necessary reassignments 
happen.
Definition 2.2: A user is called satisfied or over-satisfied if it meets or exceeds the minimum 
threshold of a constraint whereas it is called unsatisfied in the case of violation.
Having checked the validity of constraints, resources are reassigned from over-satisfied to 
unsatisfied users till all the constraints are met.
Some important rules should be considered to guarantee the optimality and convergence of 
splitting method:
• The reassignment should be done by considering the minimum cost of reallocation.
• The reassigned resources are to be left out from the further steps of the algorithm.
• The algorithm should stop as soon as the violating constraints are satisfied.
In [22], the optimisation problem is simplified through splitting the optimisation into two stages. 
At the first stage, the throughput maximisation happens based on a searching algorithm to find the 
optimal resource-user pairs disregarding the minimum QoS requirements while at the second
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stage, some resources are reallocated to provide the minimum QoS of already non-satisfied users 
through reassignments.
2.5.6 Iterative optimisation
In practice, if the objective function of an optimisation process is continuously differentiable and
sub-problems where the primal variables are updated iteratively in the different sub-problems to 
optimise the main objective.
As an example, consider the following generic minimisation:
The nonlinear Gauss-Seidel algorithm [47] provides the framework to iteratively optimise the
According to this algorithm, if the convexity and differentiability conditions are valid, the above 
sequential process will converge to the optimal solution of (2.21) at the limit point.
2.6 Different notions of efficiency
So far, we have referred to the higher levels of “efficiency” as the ultimate objective in the cross­
layer scheduling. However, besides the qualitative descriptions, efficiency has not been 
holistically defined.
Similar to fairness, efficiency can be defined in different levels as follows:
• Algorithmic: At this level, an algorithm or optimisation technique is called efficient if it 
can reach the optimal solution, i.e. the capacity boundary for an optimisation problem. In 
other words, there should be no other solution beyond the achieved one by the considered 
algorithm.
• Computational: Here, the definition of efficiency is strongly coupled with the complexity 
and convergence properties of different algorithms. Algorithm A is considered to be more 
efficient than algorithm B provided that it demonstrates a lower order of complexity and 
better convergence property compared the latter algorithm.
• Decomposability: In many practical scenarios, the decomposability of an algorithm across 
different entities within the network is favourable. This property provides a higher degree
convex with respect to the primal variables, it is possible to decompose the problem into multiple
minx /(% i,..., x n) where x  =  [x l , ..., x£]T (2.21)
main objective in a circular fashion with respect to one set of primal variables while keeping the 
rest fixed:
argmax*. f ( x \ (2.22)
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of scalability and feasibility for distributed implementation. In this direction, one structure 
of decomposition may provide better efficiency compared to others.
• System-oriented: At this level, efficiency refers to multi-objective criteria that are targeted 
by the operator of the system (network). As a result, the system-level efficiency is an 
adaptive notion based on the requirements from the system. This factor highlights an 
important characteristic for system-level efficiency that is tune-ability.
The aforesaid notions of efficiency can be evaluated in either qualitative or quantitative manner. 
The complexity order, system throughput, fairness index and user satisfaction ratio (in terms of 
minimum data rate/delay requirement) are some typical measures to quantify efficiency in 
different scenarios.
In this thesis, we will investigate the efficiencies of different system topologies, proposed 
algorithms and techniques in different levels as discussed here.
2.7 Chapter summary
In this chapter, cross-layer optimisation was overviewed as a promising solution for improving 
the efficiency of emerging broadband wireless systems. Various cross-layer design approaches 
were classified and the general characteristics of each were discussed. Thereafter, by focusing on 
air interface-centric approach, it was shown that the resource allocation problem can be 
formulated as an optimisation problem with a certain objective function and some particular 
constraints. This was illustrated with the aid of a simple customer-provider model. Furthermore, 
additional challenges and opportunities of multi-carrier systems and relay-enhanced networks 
were presented according to the literature. Finally, major techniques to decompose and solve such 
optimisation problems were overviewed. The discussed schemes are utilised as the optimisation 
tools in other chapters.
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Chapter 3
3 Resource Allocation for OFDMA Single­
hop Systems
This chapter focuses on the problem of resource allocation for single-hop OFDMA systems. The 
Sub-carrier and Power Allocation (SPA) problem is formulated as generic weighted sum-rate 
maximisation. Due to the combinatorial nature of the original problem, a modified relaxed 
problem is modelled by applying time-sharing and the optimality conditions are derived. To 
further enhance the computational complexity of the outcome algorithm, additional near-optimal 
algorithms are developed. Subsequently, the complexity of the proposed algorithms is briefly 
examined. Next, a simulation study is carried out to compare the algorithmic efficiency of the 
proposed algorithms. Additionally, different trade-offs in the system-level efficiency are 
discussed and a new performance measure is introduced inspired from information theory. In this 
context, some practical algorithms are developed by incorporating the knowledge about distance 
and distribution of users. Finally, the system-level performance of the developed algorithms is 
evaluated based on system-level dynamic simulations.
3.1 Theoretical framework
Initially, the SPA problem is formulated generically with multiple power constraints. Each power 
constraint is related to sharing a power resource by a subset of users. This has wide applicability 
in scenarios with multiple transmitting nodes that are serving disjoint subsets of users. Downlink 
and uplink SPA problems are the two extreme cases. In the former, there is only one power 
limitation related to the BS whereas in the latter each user has its own power constraint. As 
another example, part of the radio resource allocation in a MH cellular system has to deal with the 
serving of disjoint subsets of users by different RSs. Hence, a unified formulation assuming 
multiple power constraints seems essential. Here, a framework based on time-sharing method is 
proposed that allows for approaching the optimum solution via using a moderate complexity 
iterative algorithm. The provided solution sets an upper bound on the performance of any resource 
allocation without time-sharing. The time-sharing based solution will be further utilised to derive 
near-optimal but efficient sub-carrier and power allocation algorithms.
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3.1.1 System model
Here, the allocation problem is modelled for a multinode transmitter-receiver system with 
multiple power constraints. The set of users y t/a re  assumed to be served by such a system using 
OFDMA air interface over the set of sub-carriers AT. The users are grouped into M disjoint 
subsets, where m  = 1,2, each subset A /^  is associated with a single transmitting
node m , which is responsible for sending the corresponding data of its users. The maximum 
power budget of node m  is assumed to be Pm . An exclusive sub-carrier allocation is considered 
such that at any given time instance only one user’s signal can be transmitted over a given sub­
carrier. Therefore, the transmissions of different users will become orthogonal. Figure 3-1 depicts 
a typical example of the considered system model. Here, different colours represent the 
orthogonality of allocated sub-carriers across different links. Global channel knowledge is 
assumed to be available at a central scheduler. Depending on the topology and dynamics o f the 
system some practical solutions can be devised to accommodate this assumption. These remedies 
are mainly based on the time domain channel reciprocity, the feedback of channel knowledge and 
broadcast of control data. The scheduler assigns the sub-carriers and calculates the corresponding 
transmit powers.
m
m i m
M N m
P m
Figure 3-1: A typical multiuser system with multiple power constraints
3.1.2 Problem formulation
As a tuneable measure the weighted sum-rate is assumed to be maximised by the scheduler. The 
SPA problem without and with time-sharing are described as follows:
Problem 3.A. (SPA without timesharing): Maximise the weighted sum-rate of users by
performing SPA while satisfying the following constraints:
maxp,r ^neylZ wn^n  s-f (3.1)
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(3.2)neA/Çn ks/C
Y  T n ,k  <1 VkGAT (3.3)
nGA/'
Tn k 6 {0,1} Vn 6 A / 'a n d  V/c 6 AT (3.4)
Where
fin =  y  V k  log 2 (l +  Pn,kPn,k) (3.5)
feeAT
Here, p n k is the instantaneous power that user n  transmits over sub-carrier k. Tn k denotes the 
fraction of time that user n  is allowed to exclusively use this sub-carrier whereas pn k represents 
the received Signal-to-Noise Ratio (SNR) of the constituent link assuming unity power. 
Obviously, (3.2) provides the BS power limitation whereas (3.3) in conjunction with (3.4) 
imposes the orthogonality of resources across the links, i.e. the exclusivity constraint.
The grouping of (3.3) and (3.4) turns the optimisation into a combinatorial problem that is 
intractable for large sets of sub-carriers and users. To map the problem into a more tractable 
domain, constraint (3.4) can be relaxed through time-sharing to provide more flexibility for the 
optimisation process:
Problem 3.B. (SPA with timesharing): Similar to the Problem 3.A. but with the following 
relaxed constraint instead of (3.4):
In the sequel, we propose to solve Problem 3.B. by considering two sub-problems: one for tuning 
the allocated powers for a given fixed time-shares and the other for tuning the time-shares for a 
given fixed power allocation.
3.1.3 Power allocation
Lemma 3.1: For a fixed timesharing policy, the optimal power allocation variables fo r  Problem
3.B. will be the solutions o f the following set o f optimisation problems:
where vTn,m  = 1,..., M are the power prices to be tuned to satisfy the power constraints (3.2). 
Proof. By applying the standard dual decomposition method with dual variables vm , the
Tn k 6 [0,1] Vn 6 A fa n d  V/c G AT (3.6)
Vn,k =  argmaxp {wnlog2( l  +  pn kp) -  vmnp} V n e A f  and  V/e G AT (3.7)
optimisation of Problem 3.B. will be decomposed to the above optimisations. □
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Corollary 3.1: The solution to the power allocation problems (3.7) are the standard multi-level 
water-filling as in (3.8)
* . 1 "■  1 ’ * (3.8)ln(2)vm Pn,k.
Proof: A straight forward result of Lemma 3.1. □
3.1.4 Time-share allocation
The power allocation pn k represents the instantaneous power. The average power used by a user 
on this sub-carrier will be qn k =  Pn^n.k- Now, by fixing the average powers qn k, the time-share 
variables can be re-tuned to increase the weighted sum-rate.
Lemma 3.2: For fixed allocated average powers, the optimal time-share variables fo r  Problem B 
will be the solutions o f the following set o f optimisation problems:
Tn,k =  argmaxT j ^  w n T log2(1 +  Pn,k(ln ,k/‘ü )} Vn G A f  and  V/c G AT (3.9)
Ineyt/' '
subject to the constraints (3.3) and (3.6).
Proof: The power constraints (3.2) are the only factors that couple the optimisation problem 
across the set of sub-carriers. By fixing the average allocated powers, the optimisation will be 
decomposed to the above optimisation per sub-carrier. □
It is interesting to note that the optimisation problems in (3.9) are TDMA problems to be solved 
for each sub-carrier. It is straightforward to show that the functions of the form T[log2(fi +  a / r ) ]  
that appear in (3.9) are concave in r. Therefore, the optimisation problems in Lemma 3.2 are 
convex and can be solved by standard convex optimisation techniques.
Corollary 3.2: The time-share solutions o f equation (3.9) can be found by solving the following 
equations:
U'n(y) =  wn [log2( l  +  y) -  y / ln (2 ) ( l  +  y)] = Ak, y =  Pn,k<\n,khn,k (3.10)
where U'n (y) is the marginal utility o f user n and parameters Ak are the time-share prices (dual 
variables) that should be tuned to satisfy the time-share constraints (3.3) and (3.6).
Proof: A straightforward application of dual decomposition method. □
The above corollary tells us that for any given sub-carrier, the optimal time-shares should balance 
the marginal utilities of users on each sub-carrier. Instead of finding the solution via (3.10) and 
tuning the time-sharing prices, the optimal time-shares can be found by the following slicing 
method that attempts to balance the marginal utilities of users.
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Sub-algorithm 1: For a given sub-carrier k, set initial time-share values to a feasible set and 
calculate the time-shares iteratively (for the current fixed values of average powers) as follows:
the optimal solution given in corollary 3.2.
Proof: The above mapping allocates the new time-shares proportional to the current marginal 
utilities of users. Hence, users with larger/smaller marginal utilities will get more/less time-shares. 
This will help the overall weighted sum-rate to increase at every step. Moreover, the above 
mapping has a fixed point corresponding to the balanced marginal utilities. Consequently, by 
increasing the number of iterations the algorithm will converge to its fixed point, i.e. the optimal 
time-share values. □
Now, the solutions of the two sub-problems presented in Lemmas 3.1 and 3.2 can be combined to 
obtain an iterative algorithm for solving Problem 3.B.
Algorithm 1:
1. Initialization: choose a feasible set for time-shares
2. Power update: given the t ^ -1  ^ , use Corollary 3.1 to calculate
3. Time-share update: given the p® , use sub-algorithm 1 to calculate t®
4. Stop if the termination criterion holds otherwise go to step 2.
It is interesting to note that assuming a predefined power allocation vector, specifies a sub-carrier 
time-sharing vector, i.e. a sub-carrier allocation policy according to (3.11). Similarly, considering 
a predefined time-sharing vector characterises a water-filling based power allocation according to
(3.8). Therefore, the iterations between the two sub-problems can be represented as rolling 
between the sub-carrier and power allocation sub-problems.
Theorem 3.1: The iterative solution provided by the algorithm 1 will converge to the optimal 
solution ofproblem 3.B.for large enough number o f  iterations.
Proof: Problem 3.B. is a convex and differentiable problem with respect to the average power and 
time-sharing variables. Consequently, the Gauss-Seidel conditions are valid and the optimality 
criteria for the solution of problem 3.B. will be the criteria set for its constituent problems. The 
equilibrium point of this iterative algorithm is satisfying the optimality criteria and thus provides 
the optimal solution. □
.where {/'$ . =  y'n(Pn,/c‘?n,k/T^ ) (3.11)
Corollary 3.3: For large enough number o f iterations on t, the sub-algorithm 1 will converge to
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Figure 3-2: An example of evolution of rates vs. iterations for algorithm 1
Figure 3-2 shows the evolution of weighted sum-rate and the user rates for a typical example of 
algorithm 1.
The optimal solution might not be consistent with (3.4) in problem 3.A. Also a time-sharing based 
solution will require larger peak powers. As discussed in Chapter 2, in case o f violating a 
constraint, some reassignments are required. Here, the reassignments happen based on a hard 
mapping approach to allocate each sub-carrier to the user with the highest time-share.
3.2 Sub-optimal algorithms
The complexity of the algorithm 1 can still be moderate due to the required iterations. In the 
following sub-sections, some sub-optimal algorithms are proposed to tackle the complexity issue.
Algorithm 2: In the time-share update of algorithm 1, it is possible to do a single inner iteration of 
t, assuming the previous iteration’s time-shares for the initialisation in (3.11):
Tn ,l =  ~  U n t ( h )  w h e re  V ®  =  U'n {pn ,k q % / T (^ 1))  (3 .12)
hitAT U iik Ti(k
The basic idea behind this update is that instead of a perfect time-share tuning at each iteration, 
the time-shares can be updated once in the direction that improves the overall WSR.
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It has been discussed in the literature that the uniform power allocation can be considered as a 
commendable substitute for the water-filling based approaches particularly when the power is 
poured on the high SNR sub-carriers [22]. This is a common case when the resource allocation is 
employed in conjunction with the power allocation.
Algorithm 3: Replace the power allocation of algorithm 2 with the uniform instantaneous power 
allocation:
Pm
Vn,k =  y  y  —  (3.13)
2-meA/Çn 2-*kE/C Tn,k
Although the proposed algorithms will significantly reduce the complexity of original
optimisation, still the main iteration (Z) is required between the sub-carrier and power allocation 
sub-problems to find the optimal solution. To further alleviate the complexity, a simplified two- 
stage algorithm can be employed.
Corollary 3.4: Assuming the power sharing among all the transmitting nodes, each sub-carrier 
can be allocated to the user with highest marginal utility according to (3.10):
n*k = argmaxnt/'n (y), y  =  pn,kPma* (3.14)
Where n*k is optimal user fo r  sub-carrier k and Pmax represents the total power budget that is 
shared among the transmitting nodes.
Proof: A direct result of Corollary 3.2 in case of shared power pool. □
Algorithm 4: Two-stage SPA:
1. Assuming all the power resources are shared, do the sub-carrier allocation according to 
(3.14)
2. Perform water-filling power allocation provided by Corollary 3.1 based on the integer 
time-shares derived from stage 1.
3.3 Complexity analysis
Here, we provide a brief evaluation of the complexity of the presented algorithms in Table 3-1. 
The complexity of algorithm 1 is related to its power and time-share updates where their 
complexity will be in the order of NK2and NKT, respectively. T is the number of inner iterations 
required for sub-algorithm 1 to converge. Simulation results indicated that even a small value of T 
(e.g. 5) will be enough for a satisfactory convergence. Denoting the number of main iterations 
with L that is almost the same for both algorithms 1 and 2, the complexity of these algorithms will 
be in order of NK(T  +  K)L, and NK(1 +  K)L, respectively. In similar manner, the complexity
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for algorithm 3 will be in order OÏ2NKL.  Algorithm 4 requires less iterations for its first stage and 
the second stage does not require any iteration. Its complexity is almost in the order of K (NJ +  K)  
where J is the number of iterations for (3.14) that is a small one-digit number.
Table 3-1: Complexity analysis of proposed algorithms
Algorithm
Algorithm 1
Algorithm 2
Algorithm 3
Algorithm 4
Complexity
NK(T  +  K)L 
NK(1  +  K)L 
2NKL 
K{NJ +  K)
As a reminder, N and K symbolise the total number of users and sub-carriers whereas T and L 
show the total numbers of inner and main iterations, respectively. J refers to the required iterations 
for (3.14) in the first stage of algorithm 4.
3.4 Evaluation on the algorithmic efficiency
We consider three evaluation scenarios:
Case 1 (M =l): corresponding to the downlink scenarios
Case 2 (\<M<N): related to a generic case with multiple transmitters serving disjoint groups 
Case 3 (M=N): corresponding to the uplink scenarios.
A snap-shot based approach is employed where the samples are averaged over 2000 independent 
snapshots. Here, all the nodes are randomly located across a cell of 1 km radius with a uniform 
distribution. Lognormal shadowing with the average of zero and the standard deviation o f 8 dB is 
considered. ITU pedestrian A is adopted for the generation of frequency-selective fading in a total 
bandwidth of 5 MHz composed of 32 sub-carriers. Path loss is calculated based on the macro cell 
propagation model [48]. Please refer to Appendix A. for more details on simulation methodology.
Table 3-2 summarises the performance of the considered algorithms for the Case 3 as the most 
constrained scenario, i.e. uplink where a benchmark algorithm from the literature [49] is also 
included. The letter H is used to indicate the using of hard mapping on the solution o f the 
corresponding algorithm.
The benchmark algorithm comprises greedy allocation of sub-carriers by incorporating iterative 
water-filling based power allocation at each stage. This algorithm provides near-optimal solution 
with an acceptable level of complexity for uplink scenarios. Assuming K as the total number of 
processed sub-carriers till the current stage, the complexity of power and sub-carrier allocation
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will be in order of N K 2 and N, respectively. Due to the greedy nature of sub-carrier allocation, K 
stages are required to process all sub-carriers. It is straightforward to show that the complexity of 
total resource allocation procedure will be in order of N K (K 2/3  +  / f /2  +  7 /6 ) . As a result, the 
benchmark has a higher level of complexity compared to our proposed solutions particularly on 
large numbers of sub-carriers.
As shown in Table 3-2, algorithms 2 and 3 outperform the benchmark and are very close to 
Algorithm 1 that is the upper bound. Engaging algorithm 3 is highly commendable even for low 
number of users. Algorithm 4 is sub-optimal here as power-sharing is not possible in this scenario. 
However, it provides the solution at significantly lower level of complexity.
Figure 3-3 shows the simulation results for algorithms 2 and 4, for varying number of users for all 
considered cases. This figure indicates that increasing the number of users enhances the weighted 
sum-rate in all scenarios due to better multi-user diversity as well as higher total power. For any 
of the algorithms, case 1 sets the upper bound as all the available total power can be shared among 
all the users. In this regard, case 3 is worst due to the lack of power-sharing. Algorithm 4 has the 
same performance as algorithm 2 for the downlink case due to its optimality. However, for the 
other cases as the level of power sharing among the users reduces, it becomes poorer.
Table 3-2: Comparing the proposed algorithms vs. a benchmark from the literature
N=2 N=4 N=6
31.72 42.73 49.06
31.71 42.68 48.96
31.71 42.65 48.91
31.70 42.65 48.91
30.90 40.94 46.74
31.63 42.51 48.74
No. of users 
Algorithm 1 
Algorithm 1-H 
Algorithm 2-H 
Algorithm 3-H 
Algorithm 4 
Benchmark
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A lgorithm  4 - c a s e  3 
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-V -A lg o r ith m  2 - c a s e  2 
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Figure 3-3: Evaluating the algorithmic efficiency of algorithm 2 vs. algorithm 4
3.5 Different trade-offs in the system -level efficiency
As already discussed, the eventual efficiency of the system is a multidimensional objective not 
only dependent on the throughput but also affected by other limiting factors. As a result, to 
measure the efficiency, different contributing factors should be considered together.
Considering the weighted sum-rate as a tuneable measure to optimise the efficiency o f the system, 
the rate factor governs the throughput efficiency whereas fairness and other service requirements 
of a network should be satisfied through dynamically tuning the weighting factors or by 
considering additional constraints.
When wn are equally updated for all the users, the sub-carriers will be allocated to the users with 
the best channel profiles. Therefore, the system can effectively reach the maximum achievable 
rate on the capacity boundary. A classical objective associated with this target is Maximum- 
Carrier-to-Interference ratio (Max C/I). However, from the perspective of users, this scheme leads 
to the starvation of poor channel users that are usually located close to the cell edge due to the 
higher level of path loss as well as interference from the adjacent cells. In other words, resources 
(sub-carriers) are monopolized by best channel users in such scenarios.
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On the other hand, sub-carriers can be blindly allocated to different users by a RR-based policy. 
Unfortunately, the dynamic nature of wireless environment results in low channel utilisation or 
system throughput based on such short-term fairness policies.
As previously discussed, the PF objective tries to achieve a flexible trade-off by considering the 
past allocation profile of different users. In this policy, while channel profiles favour the best 
channel users, users are penalised based on their past access by considering wn =  1 /Rn where 
Rn is the exponentially averaged data rate over previous time-slots. This method effectively 
equalises resources between the users on long-term perspective and simultaneously gives access 
to different users in relatively good channel conditions.
3.5.1 Evaluating classical measures
Here, major classical measures of efficiency are evaluated by employing dynamic system-level 
simulations. Major simulation parameters are summarised in Table 3-3 and are based on the 
assumptions of Long Term Evolution of 3G (LTE) [50]. More details can be found in Appendix 
A. Furthermore, it is assumed that the users are located at different layers of distance from the BS. 
In other words, each user is representative of all potential users at that distance from the BS. By 
this approach the effective distribution of throughput in the entire cell is obtained. The 
interference is calculated from the first-tier neighbouring cells for all the users. The throughput 
values are averaged over 36000 samples. Without any loss of generality, users are sorted based on 
their distance from the BS.
Figure 3-4 shows the average throughput versus distance for Max C/I, RR and PF schedulers. As 
expected, highest cell-throughput is obtained by Max C/I algorithm, however only those users that 
are close to the BS are able to exploit this high throughput. On the other hand, both RR and PF 
schedulers show a higher degree of fairness in resource allocation. PF demonstrates a better trade­
off between the throughput efficiency and fairness in comparison to other algorithms. It is worth 
mentioning that in spite of resource fairness in both PF and RR cases, higher data rates are 
allocated to users close to the BS while cell-edge users starve from low data rates. Here, 
inevitably resource fairness leads to rate unfairness due to degradation of channel quality by 
increasing the distance from the BS.
Table 3-4 compares two major conventional efficiency measures i.e. cell-throughput and fairness 
index [51] for each of the scheduling algorithms. Obviously, overlooking the simulation results in 
Figure 3-4, i.e. the distribution of throughput with distance, Table 3-4 does not sufficiently 
provide all the required information as it neglects the characteristics of throughput distribution 
across the cell. In other words, the classical measures of efficiency alone cannot characterise
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holistically the implication of different algorithms. Next, a new complementary figure of merit is 
introduced that partly overcomes this drawback.
3.5.2 Transport-throughput as a new figure of merit
It has been pointed out in the previous section that the classical measures, such as “throughput”, 
lack the knowledge about the distribution of throughput. This can be overcome by introducing 
geographical distance explicitly into the figure of merit as distance not only carries the notion of 
coverage but also fairness implicitly (as the users far-off from the BS experience a higher loss and 
hence are less likely to be scheduled). This idea is consistent with the concept of Transport- 
Capacity in information theory that was originally proposed for wireless ad-hoc networks [52]- 
[55] but is equally applicable to cellular networks [56].
Table 3-3: Simulation parameters
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Figure 3-4: Classical scheduling algorithms Max C/I, RR and PF 
Table 3-4: Evaluating the classical scheduling algorithms
Scheduler
Max C/I
Round Robin (RR)
Proportional Fair (PF)
*Faimess Index -  Rn  ^-
Cell-Throughput, Fairness
IBS
25.14 0.11
10.66 0.65
17.64 0.77
N.a:%=1Rnz)
Definition 3.1: The transport capacity of a network is the maximum bit-distance product that can 
be transported by the entire network per second and is measured in bit-meter per second (bit- 
meter/s), where a bit transported over a distance of 1 m towards the destination is counted as 1 bit- 
meter [53].
We observe that the above mentioned concept is directly applicable to the scheduling algorithms 
so we slightly modify it to obtain the definition of Transport-Throughput as:
Transport-Throughput= En=i dnRn (3.15)
Here, Rn represents the achievable rate provided by a given scheduler at distance dn from the BS 
for /7-th user within the network in the presence o f N — 1 other users in the system. Effectively,
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the transport-throughput in (bit-m/s) of a scheduling algorithm provides a trade-off measure 
between sending more bits to the nearby users and fewer bits to the far-off users.
At this stage, previous simulation results are reconsidered based on the new figure of merit in 
Table 3-5.
Table 3-5: Comparing the different measures of system-level efficiency
Scheduler Cell-Throughput FI T ransport-Throughput
Max C/I
[Mb/s]
25.14
10.66
17.64
0.11
0.65
0.77
[Mb.m/s]
2308.2
3189.8
6054.4
It can be seen from Table 3-5 that the new figure of merit embeds the distance-knowledge and 
provides more information about the distribution of throughput across the system. Max C/I has the 
least transport-throughput compared to RR and PF. This is logical given the fact that Max C/I 
ignores the far-off users while PF takes that into account. Considering the new figure of merit, 
even RR outperforms Max C/I due to better characteristics of coverage. Therefore, the new figure 
of merit provides a better complementary picture on the distribution of throughput across a 
network.
3.6 Distance-incorporated scheduling
As illustrated in the previous section, distance can play an important role in deterring the 
efficiency of a scheduling algorithm. This motivates us to examine the effect o f integrating 
distance knowledge into the scheduling objective functions. This is investigated next.
3.6.1 Distance-incorporated Max C/I
The optimisation (3.1) in problem 3.A. represents the Max C/I provided that wn =  1 for all the 
users. By utilising Corollary 3.4 (in the case of downlink), the optimal resource (sub-carrier) for 
each user can be calculated according to (3.14).
Corollary 3.5: Assuming operating in high SNR regime, following criterion can he employed as 
the scheduling metric:
n*k = argm axn{wnrn fc } (3.16)
where rnk = log2( l  +  Pn,kPn,k) shows the achievable rate o f  user n on the resource k.
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Proof: By operating in the high SNR regime implies that y  »  1 in (3.10) that simplifies the 
marginal utility to wnrn k . □
According to Corollary 3.5, if the weight factors are tuned based on the relative distribution of 
users, we have:
n*k =  argm axn{wnrnfe } =  argm axn{dnrnjk } (3.17)
where n*k is the optimal user for current resource while dn shows the distance of user n  from the 
BS. This resource management policy is termed as Greedy Distance-Incorporated Max C/I (GDI- 
Max C/I), in which rn k supports the throughput efficiency whereas dn supervises the priority 
based on the distance.
This distance-incorporated scheduling function additionally can be generalised as follows:
n*k = argm axn{d£ rnik } (3.18)
where f  is the exponent of distance element and gives the ability to control the priority of distant 
users to avoid aggressive access of them.
A simulation study is carried out on this new scheduling metric for the same parameters as in 
Table 3-3 to evaluate the maximum achievable transport-throughput as well as fairness and 
coverage properties of this algorithm. Figure 3-5 shows the simulation results for two GDI-Max 
C/I cases with f  equals 1 and 0.5.
Table 3-6: Comparing GDI-MAX C/I vs. classical PF
Scheduler
PF (Pure)
Cell-Throughput FI T ransport-Throughput
[Mb/s] [Mb.m/s]
GDI-Max C/I {J3= 1)
GDI-Max C/I {/}= 0.5)
17.64 0.77
18.74 0.62
22.36 0.54
6054.4
8413.4
7900.4
Table 3-6 quantifies the corresponding figures of merit. The results show better throughput 
efficiency and significant improvement in the transport-throughput even compared to the classical 
PF algorithm (generally believed to be the best among classical schedulers). However, fairness 
and rate distribution is not satisfactory as the cell-edge users still suffer from low data-rates and 
the users that are close to the BS are penalised as well.
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Figure 3-5: Evaluating GDI-MAX C/I
This is due to the priority factor of distant users. However, the middle users are the only ones who 
can efficiently exploit this priority. This lies in the fact that middle users have relatively good 
condition in both the throughput and distance element, hence they take resources belonging to the 
users close to the BS and simultaneously less chance is given to the far-off users to utilise the 
corresponding resources.
3.6.2 Fixed versus relative priority
As mentioned earlier, the incorporation of distance into a scheduler can be seen as the 
introduction of priority factor into the scheduling objective function. Specifically, the algorithm of 
(3.18) introduces the priority in a relative/variable manner as this priority factor depends upon the 
relative distance of candidate users at that point in the scheduling process. This is the reason of 
non-uniform distribution of throughput in Figure 3-5 and particularly the worse performance of 
the users closer to the BS. In order to overcome this problem, it is possible to design the priority 
factor in an absolute manner where each user has a fixed priority to other users closer to the BS. 
This priority is independent of the relative distance of different users as it is fixed based on the 
distance from a reference user. The user closest to the BS (user 0 in here) is chosen as a logical 
candidate for the reference as it has the best chance of being scheduled in the considered 
environment. The modified algorithm turns into the following sequential algorithm (the resource 
index k  has been dropped for simplicity):
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for i =  1 to TV
n(0 =  argm ax ( r n(i-i),Yi ri)  w here = 0 and Yi = (3-19)
end
Here, i shows the algorithm iteration out of N  (total number of distance-sorted users). Therefore, 
the intermediate solution of will reach to optimal solution n* after TV iterations.
As it can be seen, on /7-th iteration user n  is given the weighted priority of % compared to the 
intermediate solution in the previous iteration that is definitely among n  — 1 users that are
closer to the BS. Therefore, this priority is fixed independent of the relative distance between user 
n  and previous optimal user among n  — 1 users closer to the BS. This algorithm is termed as 
Sequential Distance-Incorporated Max C/I (SDI-Max C/I).
Next, we evaluate this algorithm compared to the classical PF similar to the previous scenario for 
(3 equals 0.25 and 0.33.
Figure 3-6 shows the simulation results for the mentioned cases. Considering Table 3-7, SDI-Max 
C/I outperforms PF in terms of cell-throughput, and transport-throughput while it provides better 
fairness and distribution o f throughput across the cell compared to GDI-Max C/I. This time the 
users close to the BS are less penalised even though the users in the middle still experience a 
privileged service compared to them. In totality, SDI-Max C/I can represent a better distribution 
of throughput as compared to GDI counterpart and classical PF.
Table 3-7: Comparing SDI-Max C/I vs. classical PF
Cell-Throughput FI Transport-Throughput 
[Mb/s] [Mb.m/s]
17.64 0.77 6054.4
21.78 0.73 7573.6
19.30 0.77 7837.4
Scheduler
PF (Pure) 
SDI-Max C/I (J3= 0.25) 
SDI-Max C/I (/?= 0.33)
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Figure 3-6: Evaluating SDI-MAX C/I
3.6.3 Distance-Incorporated PF
Considering the PF scheduler as the best candidate among the classical scheduling objectives, the 
distance knowledge can be incorporated into it in a similar manner to the Max C/I case. The 
modified version of PF based on distance factor, called as Greedy Distance-Incorporated PF 
(GDI-PF) is formulated as follows:
n*k =  argmaxn (3.20)
Similarly, introducing absolute/fixed priority, Sequential Distance-Incorporated PF (SDI-PF) is 
formulated as (3.21):
for i =  1 to Af
n (0 =  argmax (  -=-) where n (0) =  0,y£ =  (3.21)V RiJ \arefj
end
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The GDI-PF algorithm is evaluated with similar parameters as in Table 3-3. Figure 3-7 and Table 
3-8 show simulation results for three different cases, i.e. classical PF and GDI-PF with f t  equals 1 
and 0.5.
Table 3-8: Comparing GDI-PF vs. classical PF
Cell-Throughput FI T ransport-Throughput
[Mb/s] [Mb.m/s]
17.64 0.77 6054.4
13.94 0.91 6252.0
15.64 0.88 6243.4
It can be seen that compared to the classical PF, GDI-PF shows improvement in the fairness and 
cell-edge throughput that is controllable through tuning the parameter /?. However, considering 
transport-throughput the improvement is marginal. This is mainly due to the reduction in the 
throughput efficiency by increasing the rate-faimess.
The SDI-PF is evaluated for three different cases similar to GDI one as shown in Figure 3-8 and 
Table 3-9.
SDI-PF algorithm aggressively priorities the distant users in the resource allocation. This leads to 
a significant enhancement in the fairness and cell-edge throughput. However, this rate 
enhancement is at the cost of throughput efficiency. Based on this algorithm, a reduction in 
transport-throughput is observable that is mainly due to the drastic reduction in the overall 
throughput.
Considering GDI-PF and SDI-PF schedulers, two mechanisms monitor the priority: resource- 
faimess through the exponential averaging in the classical PF denominator as well as rate-faimess 
through incorporating the distance knowledge. The aggressive fairness through both mechanisms 
indeed results in a better rate-faimess and significant improvement in the cell-edge service, but 
this policy is not favourable from the perspective of the network as is evident by the loss in the 
overall cell-throughput and transport-throughput.
Table 3-9: Comparing SDI-PF vs. classical PF
Cell-Throughput FI T ransport-Throughput
17.64 0.77 6054.4
12.80 0.97 5613.6
11.46 0.99 5371.2
Scheduler
PF (Pure) 
GI)I-PF(/?= 1) 
GDI-PF 00= 0.5)
Scheduler
PF (Pure) 
SDI-PFO0=O.4) 
SDI-PF 00= 0.5)
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3.7 Chapter summary
In this chapter, the SPA problem for single-hop OFDMA systems was formulated as generic 
weighted sum-rate maximisation with additional constraints. Due to the prohibitive complexity of 
this combinatorial problem, time-sharing was utilised to map the problem into the convex 
optimisation domain. Here, the optimal solution was derived by employing decomposition theory. 
To further simplify the allocation process, near-optimal but efficient algorithms were proposed 
where their respective efficiencies were confirmed by a snapshot-based evaluation. Next, different 
classical measures of efficiency were introduced and their deficiency to characterise the 
distribution of throughput across the system was highlighted. A new complementary figure of 
merit was introduced called transport-throughput to better represent the trade-offs among 
throughput, fairness and coverage associated with a given scheduling algorithm. Furthermore, 
new objective functions for opportunistic scheduling were proposed that utilise the knowledge 
about the geographic distance of mobile terminals from the BS. The proposed concept could be 
easily integrated as an extension to the classical scheduling algorithms and provided the ability to 
control the effective distribution of throughput across the network.
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Chapter 4
4 Resource Allocation for OFDMA Multihop 
Systems
In this chapter, the resource allocation problem is further extended for MH relay-enhanced 
networks. Here, the MH resource allocation is decomposed into two sub-problems of route- 
selection and sub-carrier and power allocation. Initially, the route selection process is detailed 
where the optimal relay for each user and the respective mode of operation is selected. Next, the 
SPA procedure is investigated by assuming that the associated users to each relay have already 
been decided. To simplify the analysis, the SPA procedure is tackled in three stages. At the first 
stage, the allocation problem is formulated for a pure point-to-point relay-based system where 
each relay is simply associated to a single user. It is shown that the optimisation can be 
decomposed into per phase power and sub-carrier allocation where a set of rate-balancing 
parameters in conjunction with the phase duration adjustment governs the coupling across 
different phases. Moreover, a novel algorithm is proposed based on the user partitioning to engage 
rate-balancing. Next, the problem is generalised for a multi access relaying. Here, each relay is 
associated to multiple users to provide the service. The optimisation is similarly decomposed into 
per phase power and sub-carrier allocations by the aid of a slicing concept on the first phase. 
Finally, other practical factors are considered within the developed framework including the 
symmetric high capacity backhaul, long term balancing and the inclusion of direct users besides 
the MH ones and the developed concepts are evaluated by simulations.
4.1 System model
Relaying has been traditionally considered as a potential mechanism to enhance the efficiency of 
single-hop cellular systems. In a typical relay-enhanced network, users can enjoy the advantage of 
MH transmission when the direct link is deeply faded due to different degradation factors 
including fading, shadowing and path loss. As a result, in each snapshot of radio resource 
scheduling, users are practically divided according to their mode of transmission, i.e. direct or 
MH. For MH users, in the first phase the information is transmitted to the relays whereas on the 
second phase, the received information is relayed to the destination. On the other hand, direct
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users will benefit from the direct transmission on both phases. Here, the system consists of a BS 
and a set of relays A 4 , transmitting information to a set of users A /'over the set of sub-carriers AT. 
Each user, depending on its mode of operation can receive information from the BS or the relay 
that is associated with it. Each sub-carrier is constrained to be exclusively used by a single link 
per phase. This constraint can be removed when some of the transmitting-receiving pairs are far 
and can spatially reuse the same sub-carrier. Here, the system is assumed to be dense and thus 
spatial reuse is not possible. Figure 4-1 shows a typical example of MH relay-enhanced networks 
with \A 4 \ =  2 and \A /\ =  5. Global channel knowledge is assumed to be available at the 
scheduling entities across the network. The schedulers assigns the sub-carriers and calculates the 
corresponding transmit powers for all the supported links in each phase.
 — #>
 >
  >    >
Phase I Phase II
l
M i
m
Figure 4-1: MH relay-enhanced network
4.2 Problem decomposition
In a MH relay-enhanced network, the SPA problem couples with the route selection process. As a 
result, each route selection strategy has a direct impact on the SPA whereas each SPA policy may 
define a new route selection strategy. Here, the problem for weighted sum-rate maximisation has 
a generic representation as follows subject to the power and time-sharing constraints:
maxpTiZ/ 0 (p, x ,x )  s.t. (4.1)
7rm(p, t )  <  Pynaxm Vm 6 (0,1,2,.. M) (4.2)
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nk(f) < 1 V/c £ AT (4.3)
nn(x) < 1 Vn 6 ylZ (4.4)
Where, p,T and x  represent the power allocation, time-sharing and route selection variables 
whereas 7rm(.), 7rk(.) and 7rn (.) symbolise the respective constraints across different nodes and 
sub-carriers.
Lemma 4.1: The optimal solution fo r  MH resource allocation problem can be found by 
sequentially updating the SPA (time-share/power) and route selection variables.
Proof: The nonlinear Gauss-Seidel algorithm as discussed in Chapter 2 can be applied here where 
it will iteratively optimise the objective function in a circular fashion with respect to one set of 
variables while keeping the rest fixed. □
Lemma 4.1 effectively decomposes the resource allocation problem in relay-enhanced networks 
into the double sub-problems of SPA and route selection where they interact with each other via 
their corresponding variables. Consequently, by initialising the SPA variables, a route selection 
strategy can be identified. This preliminary routing decision can be fine-tuned iteratively by 
utilising the power and time-sharing allocations of the previous stages. However, this will incur 
more complexity and signalling into the resource allocation procedure.
4.2.1 Route selection process
Lemma 4.2: Assuming a fixed SPA policy like (p(t),T(t)), the optimal route selection stratetegy 
can be updated based on the following equation:
where is the optimal relay fo r  user n and Rnjn represents the achievable rate o f  user n from  
the relay m fm ¥= 0) or the BS (m  = 0).
Proof: By assuming a fixed SPA policy, the problem has the following closed form subject to the 
route-selection constraint:
Considering the route selection constraint, the above Lemma tells us that for any given user the 
optimal route variables should balance the marginal utilities of users on each route similar to the 
time-share allocation scenario in the previous Chapter. However, each individual user should be 
solely attached to a single relay in practice to guarantee feasibility. As a result, a route that
m*n = argmaxm{/?nm} (4.5)
Xm,n = argmax^
m £M
Vm 6 Ad and Vn 6 A f (4.6)
maximises the above objective function should be selected. □
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Looking closely into the above process, the route selection comprises two procedures:
• To find the optimal relay for each user irrespective of its mode of operation.
• To evaluate the efficiency of the optimal MH route compared to the direct transmission
In practice, other measures like the relative distance or path loss have also been proposed instead 
of (4.5) in the literature. Such measures are sub-optimal in terms of algorithmic efficiency 
compared to optimal route selection process. However, in terms of decomposability and 
signalling, they can fit better into the framework of practical networks.
4.2.2 SPA procedure
After the route-selection process, users are effectively partitioned into the direct and MH modes 
of operation. The direct users can enjoy the benefits of single-hop transmission from the BS on 
both phases whereas the MH ones utilise the relaying to receive the required level of service. In 
following sections, the SPA procedure is addressed in relay-enhanced networks for different 
relaying scenarios.
4.3 Point-to-Point Relaying (PPR)
To simplify the analysis, first, a point-to-point relaying model is considered where each relay is 
exclusively associated to a single user. No direct transmission is supported at this stage. As a 
tuneable measure the weighted sum-rate is assumed to be maximised by the scheduler.
Problem 4.A. {PPR-SPA without timesharing): Maximise the weighted sum-rate of users by 
performing the SPA while satisfying the following sub-carrier and power allocation constraints:
maxPiTEnEA^wnRn s.t. (4.7)
2  Tn lP n l  5  pmax,m where A f0 = M  (4.8)
nsA/Çn keAT
  /- 0 Z =  1 Z. Q\
m e{l ,2 , . . . ,M }  1 =  2 ( )
1 V k E / C  (4.10)
nEN
XI)T^k 6 {0,1} Vn 6 A/"and  V/c e  AT (4.11)
Constraint (4.8) provides the per m-node power limitation. Constraint (4.10) in conjunction with 
(4.11) imposes the orthogonality of allocations across the links, i.e. the exclusivity constraint. 
Rn represents the achievable rate of user n across both phases (from its optimal selected relay)
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whereas Pmax,m determines the power budget of transmitting nodes, i.e. the BS and relays at 
different phases. Here, a  6 (0,1) is the parameter to adjust the duration of phases.
Rn =  min (ccrfp, (1 -  cr)rn(2)) (4-12)
rn(0 = log2 ( l  +  p S pS )  (4.13)
kEK
r®  is the achievable rate of user n at the phase (I); T^k denotes the time-share of user n from
sub-carrier k  whereas p ^ k represents the SNR density function of the constituent link. It is 
important to note that all the relays are associated with the BS for the first phase while each user 
is coupled to its corresponding relay for the second phase based on (4.9). As a result, we have:
Vnk -  Pm l an d PnX =  Pmk where m  =  m*n is the optimal pre-chosen relay for user n based on 
the process in 4.2.1.
4.3.1 Relaxation
The problem 4.A. is combinatorial similar to the single-hop scenario due to the exclusivity 
constraint. Moreover, the minimisation function as in (4.12) can be further simplified into other 
sub-problems. To tackle these issues, the exclusivity constraint is relaxed similar to the single-hop 
case by allowing the time-sharing of resources in each phase:
6 [0,1] Vn 6 A /'and  V/c E AT (4.14)
Additionally, the minimisation problem can be decomposed into the following sub-problems:
Sub-problem 4.A.1 (Bottleneck on the first phase): In this regime, the achievable rate of second 
phase, from relays to their associated users, is greater than the first phase where relays are fed by 
the BS. As a result, this sub-problem is formulated as follows subject to the SPA constraints 
similar to (4.8), (4.10) and (4.14):
maxPjX E n6AZ wnrn(1) s.t. (4.15)
a r ^  <  (1 — t t ) r ^  Vn E A f  (4.16)
As it can be seen, constraint (4.16) is employed to guarantee the operation within the assumed 
regime.
Sub-problem 4.A.2 (Bottleneck on the second phase): Here, contrary to the previous case, the 
first phase is dominant due to the superiority of its channel condition. Hence, this sub-problem is 
formulated as follows subject to similar power and time-sharing constraints.
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maxP/T Z neAz wnni(2) s.t. (4.17)
(1 -  a ) r ^  < a r ^  Vn 6 A f  (4.18)
Similar to sub-problem A .l, constraint (4.18) monitors the operation within the boundaries of the 
assumed regime.
It can be easily shown that any other combination of rates can be mapped into one of the aforesaid 
regimes through rearranging the resources among the users. Hence, by assuming the operation in 
either regime, the relaxed problem can be efficiently solved.
4.3.2 Power allocation
Lemma 4.3: For a fixed timesharing policy and phase duration a, the optimal power allocation 
variables fo r  sub-problems 4.A.lor 4.A.2 will be the solutions o f the following set o f  optimisation 
problems:
Vn.k =  argmaxp {0£°log2( l  +  pnikp) -  vmnp} V n e A f i a n d  V/c 6 AT (4.19)
where vmn are the power prices to satisfy (4.8) and 0 ®  are the balancing parameters to govern
the balance between both phases according to either (4.16) or (4.18).
Proof: By applying the standard dual decomposition with dual variables vmn and pn for sub­
problem 4.A.1, we have:
L ( p , V , l î ) =  Wn OTn(1 ) +  ^  v m n ( P m a x , m -  ^  ^  P n .fc )  +  
n e v V ' m E A 4  n e A / ’m  keAT
(4.20)
Y  ( (1 -  a)rn(2) -  arn(1))
n e A / '
It is straightforward to show that (4.20) results in (4.19) where,
[ I l  < « ,»
Following a similar approach for 4.A.2, the same optimality condition holds unless (4.21) that 
should be amended as follows:
I =  1
1 - 2  <4-22»
Corollary 4.1: The solution to the power allocation problems (4.19) are similar to the standard 
multi-level water-filling as in (4.23)
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(4.23)
Proof: A straightforward result of Lemma 4.3. □
4.3.3 Time-share allocation
Similar to the single-hop scenario, by fixing the average powers qn k, the time-share variables can 
be re-tuned to increase the weighted sum-rate.
Lemma 4.4: For fixed allocated average powers and phase duration a, the optimal time-share 
variables fo r  sub-problems 4.A. lo r 4.A.2 will be the solutions o f the following set o f  optimisation 
problems:
TS  =  argmax, j ^  l o 8 2  ( l  +  P n i 'W v * )  I Vk e  AT (4.24)
[■neAA '
subject to the constraints (4.10) and (4.14).
Proof: By fixing the average allocated powers and the duration of phases, the optimisation will 
be decomposed to the above equations per sub-carrier. □
Corollary 4.2: The time-share solutions o f equation (4.24) can be found by solving the following 
equations:
y(1,=^iS (4-25)n,k
(0where t/ 'n ( y ^ )  is the marginal utility o f user n at phase (I) and Ak are the time-share prices to 
satisfy the constraints (4.10) and (4.14).
Proof: A direct result of Lemma 4.4. □
4.3.4 Adjusting the duration of phases
Lemma 4.5: There is an optimum value o f a where the solutions o f both sub-problems 4. A .l and
4.A.2 converge that is the optimal solution o f problem 4.A where:
a*
Vn e A /'w here a  6 (0,1) (4.26)
rn(1) 0  -  «*)
Here, it is instructive to examine the effect of adjusting the phase duration on the capacity of a 
typical MH network:
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By definition, the instantaneous capacity region Cn (p) is a set that consists of all the achievable 
rate vectors for the current channel state vector p  under the constraints of resource allocation 
policy 7L For example, in problem 4.A, (4.8) provides the constraints on the power allocation p 
whereas (4.10) and (4.11) impose the constraints on the time-sharing policy t .  Mathematically,
the instantaneous capacity region can be considered as the union of all achievable rate vectors
under the considered policy:
Cn (p) = Ui #;(p) where #;(p) satisfies n  (4.27)
In the case of MH networks, each element of a typical achievable rate vector is the minimum of 
achievable rates (of a target user) on both transmission phases according to (4.12). Based on this 
assumption, for a fixed a, the capacity region of a MH network will be the intersection of 
corresponding capacity regions on different phases:
Cn(a ,p )  = 4 1)(a ,p W )n  4 2)((1 -  a ) ,p ® )  (4.28)
Here, increasing the phase duration expands the capacity region of the first phase while it will 
shrink the region on the second phase and vice versa. The capacity region for any value of a can 
be considered as a typical set of achievable rate vectors. As a result, the union of these typical sets 
can form the total capacity region based on (4.27):
C „(p) =  Ua Q ( « ,p )  (4.29)
In the SPA problem (in either phase) for a given weight vector, the optimal solution lies on the 
boundary of the capacity region to guarantee optimality. According to Lemma 4.5, there is an 
optimal a where the solutions of both sub-problems converge. Intuitively, this unified solution 
should be located on the boundary of the capacity regions of both phases. In other words, the 
boundaries of both phases will intersect at the optimal a. Consequently, the outcome boundary of 
the MH capacity region can be achieved by tracing intersection points for different values of a.
Figure 4-2 shows the boundaries of the capacity region across different phases for a two-user 
scenario. As it can be seen, the intersection points of the corresponding boundaries (with the same 
values of a) form the boundary of the MH capacity region in solid green. Figure 4-3 illustrates the 
capacity regions of the same scenario for a uniform quantised set of a (with 100 levels). As 
shown, the MH capacity region can be constructed as the union of capacity regions for different 
values of a. It is interesting to note that, the total MH capacity region is smaller than the 
maximum achievable region in phase one (for «=!) and phase two (for a=0). This clearly shows 
an inherent drawback of the MH transmission compared to the direct one.
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Capacity boundary of phase 1 (a=0.5) 
Capacity boundary of phase 2 (a=0.5) 
Capacity boundary of phase 1 (a=0.6) 
Capacity boundary of phase 2 (a=0.6) 
Capacity boundary of phase 1 («=0.7) 
Capacity boundary of phase 2 («=0.7) 
Capacity boundary of MH (Total)
Figure 4-2: The Capacity boundaries in a MH network
Capacity region o f phase 1
Capacity region o f phase 2
Capacity region o f MH
y
Figure 4-3: The Construction of capacity region in a MH network
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4.3.5 Gradient method and user-partitioning
As was shown, both sub-problems 4.A.l and 4.A.2 follow the sing-hop optimality conditions per 
phase where a set of tuning parameters like jun balances the operation.
The tuning parameters can be updated in an iterative manner based on the gradient method. For 
example, for 4.A.2, we have:
^ t+1) = [ /£ ’ + £(t) (5<t+1>rn(1)(t+1) -  (1 -  aCt+1>)rn(2)Ct+1)) ]Dji (4.30)
Here, £(t) is the coefficient that regulates the step-size in the gradient direction and is chosen
sufficiently small to guarantee the convergence; rT[1^ t+1') and r^2^ t+1  ^ are allocated rates to both
phases according to the tuning set of the previous i t e r a t i o n « ^ +1-) is the current average 
phase duration that is updated as follows:
(4.31)
r (2)(£)
a ®  = --------------------- (4 32)
m r (i)(0 , r (2)(t) 1 ;
'n  ' 'n
It is interesting to note that the tuning parameters pn act as a priority factor in the power and 
time-share allocation similar to weighting parameters wn in the single-hop scenario. As a result, 
there is a direct interaction between the SPA and rate-balancing across the phases. In other words, 
each allocation policy introduces a new set of balancing parameters whereas each tuning set will 
directly affect the resource allocation.
In practice, the SPA is quite sensitive to the tuning of balancing parameters and an improper 
updating might lead to unexpected oscillations in the optimisation process (ping-pong effect). To 
avoid such complications, some important observations should be taken into account:
• As the rate-balancing governs the coupling between the phases, it requires a slower time- 
scale compared to the power and time-share update to provide stability and convergence.
•  To avoid the unnecessary swapping of resources among the users, the relative variations 
of tuning parameters should be controlled.
In each sub-problem, users can be classified based on satisfying or violating the inequality or 
equality that is associated with that sub-problem. As an example, in sub-problem 4.A.1, users that 
satisfy the inequality (4.16) are satisfied users, whereas other violating ones require extra 
resources to fulfil their respective constraint.
Based on the user partitioning (splitting) concept, users are classified per iteration. The tuning 
parameters of (over)satisfied users remain unchanged whereas the unsatisfied users are jointly
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updated with a similar increment. This method can avoid the unnecessary swapping of resources 
among the unsatisfied or satisfied users and gradually increases the priority factor of the 
unsatisfied ones. As a result, the resources are steadily transferred from the (over)satisfied to 
unsatisfied users till the convergence condition holds for all the users.
A l g o r i t h m  1 :  O p t i m a l  R a t e - B a l a n c i n g
1. Initialization: choose a sufficiently small uniform set for and
2. Rate update: given calculate and r^2^ t+1  ^ accordingly.
3. Phase update: update the phase duration parameter according to (4.31) and (4.32).
4. User Partitioning: classify the users according to either (4.16) or (4.18).
5. Balancing update: update the balancing parameters p .
6. Termination: stop as soon as the convergence criterion holds otherwise go to 2.
In the rate-balancing algorithm, the rate vectors of both phases are updated based on the balancing 
parameters of the previous iteration. In practice, if the variations of balancing parameters are 
small compared to the weighting factors of users wn, it is possible to fix the priority factor on the 
bottleneck link according to either (4.21) or (4.22). This approximation, even though sub-optimal 
simplifies the outcome algorithm by just tuning the rates on one phase.
Figure 4-4 and Figure 4-5 illustrate a typical evolution of rate imbalance and WSR according to
the rate-balancing algorithm in a two-user case. As shown, by each iteration, the sub-carriers are 
transferred from the (over)satisfied user with positive imbalance to the unsatisfied one with 
negative imbalance and the phase durations are adjusted accordingly. This procedure continues 
iteratively till a total balance is reached across both relays.
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4.4 Multi-Access Relaying (MAR)
Here, the developed model of point-to-point relaying is further extended for the multi access relay 
where each relay is associated with multiple users.
4.4.1 Problem formulation
In the case of multi-access relay, the SPA in the first phase is among the relays rather than users. 
Hence, the problem is similar to Problem 4.A. with slight modification:
Problem 4.B (MAR-SPA without timesharing)'. Similar to Problem 4.A. where in the first phase, 
Qm shows the associated rate to the relay m:
indirectly related to the power and time-share allocations through the associated rates to the 
relays.
4.4.2 Relaxation and decomposition
Similar to the Problem 4.A, the exclusivity constraint is relaxed through the time-sharing as in 
(4.14). Moreover, the minimisation problem is decomposed into the following sub-problems:
Sub-problem 4.B.1 (Bottleneck on the first phase): Similar to Sub-problem 4.A.I.
Sub-problem 4.B.2 (Bottleneck on the second phase): Similar to Sub-problem 4.A.2.
4.4.3 Resource slicing
In Sub-problem 4.B.1, r fp  are not directly related to the SPA policy. Therefore, they can act as 
slicing variables to divide the resources in the first phase.
The Dual form of Sub-problem 4.B.1 will be as follows subject to the SPA constraints:
(4.33)
nEA/Çn keAT
In the second phase, the achievable rates of different users are identical to Problem 4.A:
k e / c
It is worth mentioning that here the achievable rates of users on the first phase i.e. are
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L(p,T ,Ç ,p')=  ^  WntiTn(1) +  ^  Cm(«Qm ~  ^  0% P) + 
ne A/- me>/ neA^i
(4 35)
^  ( (1 -  a )rn(2) -  arn(1))
neA/"
Here, Çm are the dual variables in charge of balancing the rates in each relay whereas (3n are the 
slicing parameters to match the achievable rates per user.
In Sub-problem 4.B.2, the constraint (4.18) can be initially relaxed to the following constraint:
( 1 -  a)rn(2) <  aQm Vm G A 4  (4.36)
n&A/jfi
As a result, the problem transforms into the following dual form subject to the SPA constraints:
L (p ,r ,0 )  =  ^  wn( l - a ) r n(2) +  ^  Om{a Q m -  ^  (1 ~  « X 00) (4.37)
neA/' me>Z neyV^
Here, Corollaries 4.1 and 4.2 can be efficiently utilised for the power and time-share allocation 
with the following slight modification:
0 " ) = i ( W n - 0 n )  1 =  2  ( 4 3 8 )
where Qn is the tuning set similar to pn that monitors the rate-balancing across different phases. 
Unlike pn, the new tuning set 6n in 4.B.2 not only governs the balance across the relays similar to 
but also embeds the slicing characteristics similar to (3n in 4.B.I.
Here, rate-balancing algorithms can still be employed to calculate the optimal solution of Problem
4.B through 4.B.2 provided that and are substituted with Qm and Hne^  
respectively.
4.5 Practical implications
In practical relay-enhanced networks, extra assumptions should be considered for modelling the 
problem of resource allocation. Here, we try to investigate the implications of such assumptions in 
modelling the problem.
4.5.1 Symmetric backhaul
In fixed relay-enhanced networks, a high capacity symmetric backhaul can be considered where a 
Line-Of-Sight (LOS) connection is present between the BS and its associated relays. This
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symmetric assumption can significantly simplify the rate-balancing procedure. Here, we 
formulate this scenario as Problem 4.C.
Problem 4.C. (MAR-SPA with symmetric backhaul): Maximise the weighted sum-rate on the 
second phase subject to SPA constraints:
maxP)T EneAZ wn ( l  -  cr)rn(2) s.t. (4.39)
^  ' (1  — 0:) în — a Qmax (4.40)
n e A /'
Here, Qm ax shows the total achievable rate of backhaul that should be sliced among different 
relays based on their second phase requirements.
By applying a straightforward dual decomposition (subject to the SPA constraints), we have:
L(p ,T , ip )  = ^  wn ( l  -  a)rn(2) +  \p I ccQmax -  ^ ( 1 -  «)rn(2) j 
n e A /' \  ne A/" /
(4.41)
As it can be seen, here, a single tuning parameter ip controls the balancing of rates among the 
relays. Therefore, to meet the balance, the phase duration parameter can be directly tuned as 
follows:
Z neV  rn2) 
Qmax +  ^nEAA  rn
 75) (4.42)
where are directly calculated based on their respective weights of wn.
4.5.2 Long-term balancing
So far, we have addressed instantaneous balancing of rates in different scenarios. In practice, 
users may care about the average data rates during a specific period of time. The average data rate 
of each user at each time-instance can be expressed by using an exponential averaging as in (4.43)
R ?  =  (1 -  û O i# -»  +  6 ) 4 °  (4.43)
where ft®  is the exponential averaged data rate of user n  at current time-slot and to is inversely 
proportional to the time-window of averaging. Therefore, the weighted sum-rate maximisation 
should be formulated with respect to the average data rates.
Since the average rate is a function of instantaneous data rates R ^ \  all previous algorithms 
are valid provided that wnRn are replaced by wnRn and the derivatives with respect to Rn are 
scaled by co.
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4.5.3 Direct versus MH users
So far, a pure MH system has been considered where all users are connected to the BS via relays. 
In practice, a relay-enhanced wireless network consists of a mixture of direct and MH users. Here, 
it is shown that the provided algorithms are still valid by modifying the weights for the direct 
users.
Problem 4.D. (MH-SPA with direct users): Maximise the weighted sum-rate of all the users 
subject to following SPA constraints:
maxp/cI ne^ w nÆn s.t. (4.44)
-Z"=Um ( A h  ) and A/'= ÇT  U (4.45)
2  ^  Tn0fcPn°fc ^  pm a x ,m  where X  =  ( > ^  U .Z )  (4.46)
n e  A m  k e /C
_  , 0 1 = 1 SA AH\
771 — in G {0,1,2....... M] 1 = 2 ( ^
< 1  V fceA : (4.48)
n e A / '
6 {0,1} Vn 6 A/"and  V/c 6 A7 (4.49)
Here, the users are divided according to their mode of operation into direct, «Zand MH, _Z~ sets of
users so the union of both results in the total set of users AC
Ri = ( l -  a ) r /2) Vi G Z  where ^  (1 -  a ) r /2) <  aQm (4.50)
ieA/Çri
Rj = a r f1^  +  (1 -  a )r j2^  Vj 6 «Z (4.51)
As it can be seen, the direct users are competing with the MH ones with the priority factors of Wj 
in different phases. Unlike the pure MH scenario, in the second phase all users are not supported 
by the relays as the direct users are still fed by the BS on this phase.
It is interesting to reconsider Problem 4.C. in the context of Problem 4.D. Here, the total 
achievable rate of relays on the first phase Qmax is not fixed and is a function of tuning 
parameter ip due to the competition with direct users on the first phase. Consequently, according 
to (4.42) we have:
a* = ------------------ m  (4.52)
Q m axfy  ) 4" ZiE_Z" ri
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Here, are calculated based on their respective weights (Wj — t/;*) compared to the priority of 
the direct users w;-.
4.6 Simulation study
In this section, the developed concepts and algorithms are evaluated by means of extensive 
simulations. Initially, the algorithmic efficiency of the sub-optimal rate-balancing algorithm is 
compared to the optimal one and a benchmark algorithm without any rate-balancing mechanism. 
This evaluation is carried out on different cases by employing snapshot-based simulations to 
examine the effect of bottleneck links on the efficiency of considered algorithms. Next, the 
system-level efficiency of the proposed concept is studied by dynamic simulations in terms of 
throughput, fairness and transport-throughput considering the practical factors.
4.6.1 PPR scenario
Here, we assume that PPR model is employed where each relay is associated to a single user in its 
vicinity. The users are assumed to be slowly moving, so the path loss and shadowing values are 
fixed during the simulation duration. ITU pedestrian A is adopted for the generation of frequency- 
selective fading in both phases. The samples are averaged over 2000 independent snapshots. For 
the Symmetric (Sym) scenarios, the relays are located at the perimeter of a circle with 200 m 
distance from the BS; Users are located at equal distance from their respective relays (500 m). In 
Asymmetric (Asym) scenarios, one relay is shifted to the distance of 900 m; however, the 
associated user keeps the same distance as others, i.e. 500 m.
At first, a two-user case is considered under symmetric and asymmetric bottleneck conditions. 
Figure 4-6 shows the simulation result for this case. As it can be seen, rate-balancing provides 
considerable improvement in the efficiency of the resource allocation compared to the scenarios 
without that. In the case of symmetric bottleneck condition, the sub-optimal algorithm provides 
near optimal performance whereas in asymmetric bottleneck condition, the gap to the optimal 
solution increases. This is consistent with our theoretical inspection in previous sections.
Figure 4-7 shows the simulation result for a three-user case. Here, similar trend is observable in 
both bottleneck conditions.
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Figure 4-6: Evaluating algorithmic efficiency of rate-balancing (PPR, M =l)
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Figure 4-7: Evaluating algorithmic efficiency of rate-balancing (PPR, M=3)
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4.6.2 M AR scenario
In second scenario, the MAR model is utilised where each relay is associated with multiple users. 
Here, the users are assumed to be mobile. As a result, the shadowing and path loss values changes 
across different snapshots. Lognormal shadowing with the average of zero and the standard 
deviation of 8 dB is considered for the relay-to-user links. ITU pedestrian A is adopted for the 
generation of frequency-selective fading in a total bandwidth of 5 MHz (composed of 32 sub­
carriers) in both phases. The samples are averaged over 2000 independent snapshots. The relays 
are located at the perimeter of a circle with 500 m distance from the BS and the users are 
randomly but uniformly distributed in the vicinity of each relay with a maximum distance of 500 
m from their respective relay.
Figure 4-8 shows the simulation result for different numbers of users in this scenario (M=2). As 
expected, increasing the number of users enhances the weighted sum-rate in all cases due to the 
better multiuser diversity as well as higher total power. Rate-balancing provides significant 
improvement in the efficiency of resource allocation compared to the benchmark algorithm. This 
scenario indicates that in a realistic case where a mixture o f symmetric and asymmetric bottleneck 
conditions exists, the performance of the sub-optimal algorithm is quite close to the optimal 
solution. As a result, the sub-optimal algorithm can be considered as a commendable alternative 
due to the lower level of complexity compared to the optimal one.
W ithou t R a te -b a lan c in g  
S u b -o p tim al R a te -b a lan c in g  
O ptim al R a te -b a lan c in g24
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Figure 4-8: Evaluating algorithmic efficiency of rate-balancing (MAR, M=2)
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4.6.3 Practical scenario
In this scenario, the system-level efficiency of proposed concept is investigated by dynamic 
simulations in a practical scenario with symmetric high capacity backhaul. Here, six relays are 
located at the perimeter of a circle at 700 m from the BS. PF is considered as the long-term 
objective function to adjust the weighting values in the MH-SPA context. The route selection 
process is engaged according the developed algorithm in 4.2.1. Other simulation parameters are 
consistent with the assumptions of LTE similar to Table 3-3. More details can be found in 
Appendix A. The interference is calculated from the first-tier neighbouring cells for all the users. 
The throughput values are averaged over 36000 samples.
Figure 4-9 shows the distribution of throughput across the cell for the relay-enhanced (rate-based) 
case compared to the benchmark algorithm with simply direct transmission. As it can be seen, 
relaying provides a higher level of fairness in the distribution of throughput across the cell. In 
particular, users that are closer to the relays can benefit from the MH transmission to achieve a 
higher level of service. Figure 4-10 compares similar relay-enhanced scenario for two different 
route-selection strategies. As shown, rate-based route selection can better capture the dynamics of 
the environment due to the close coupling with the SPA as it is evident in its superior 
performance.
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Figure 4-9: Evaluating relay-enhanced vs. classical single-hop network
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Figure 4-10: Evaluating rate-based vs. distance-based route selection
Table 4-1 sheds more light on the different system-level measures of efficiency in the considered 
scenarios. Here, relaying provides significant improvement in the transport-throughput o f the 
system in addition to the enhancement of the fairness across the cell. In the case o f rate-based 
route selection, the cell-throughput shows marginal improvement compared to the classical 
single-hop PF. However, distance-based route selection reduces the cell-throughput.
Table 4-1: Comparing the system-level efficiency of single-hop vs. relay-enhanced scenarios
Scheduler
Classical PF
Cell-Throughput FI Transport-Throughput 
[Mb/s] [Mb.m/s]
Relay-enhanced (rate-based)
Relay-enhanced (distance-based)
17.64
17.92
17.22
0.77
0.90
0.88
6054.4 
7112.6
6659.4
Figure 4-11 breaks down the relay-enhanced throughput into the direct and MH fractions across 
the cell for the case of rate-based route selection. As illustrated, users that are close to the BS can 
enjoy the high throughput by simply direct transmission whereas other users utilise a combination 
of direct and MH transmission based on their relative channel quality to the associated relay and 
BS. This hybrid utilisation clearly shows the benefit of rate-based route selection compared to
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distance (or path loss) based one as the users are not restricted to one mode of operation across 
different snapshots based on their distance.
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Figure 4-11: The MH fraction vs. direct fraction in relay-enhanced network
4.7 Chapter summary
In this chapter, the problem of resource allocation was addressed for MH relay-enhanced 
networks. It was shown that this optimisation problem can be split into the route selection and 
SPA procedure by the help of Gauss-Seidel iterative approach. As discussed, the MH-SPA could 
be decomposed into per phase sub-carrier and power allocation similar to single-hop scenario 
where a set o f rate-balancing parameters govern the coupling among the phases. Moreover, novel 
algorithms were derived for rate-balancing by employing the concepts of user partitioning and 
slicing. On the other hand, practical factors and their respective implications were integrated into 
the original formulation. This included the high capacity symmetric backhaul, long term 
balancing as well as the inclusion of the direct users besides the MH ones. Finally, the efficiencies 
of proposed concepts and algorithms were evaluated by simulations. As shown, rate-balancing 
could provide significant improvement over the cases without this mechanism. In particular, the 
proposed sub-optimal rate-balancing algorithm could deliver a good approximation o f the optimal 
solution at a lower level of complexity. The proposed MH-SPA algorithm supported a higher
IMH Fraction
 Direct Fraction
87 173 260 346 433 520 606 693 779 866
Distance, m
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level of fairness and transport-throughput across the cell compared to classical single-hop cases 
while it delivered comparable throughput efficiency.
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Chapter 5
5 Opportunistic Spectrum Reuse for OFDMA 
Multihop Systems
In this chapter, the MH resource allocation problem is investigated in the presence of 
opportunistic spectrum reuse within the same cell. First, the general characteristics of 
opportunistic spectrum reuse and the similarities to the scheduling are identified. In this direction, 
a framework is developed to integrate both opportunistic operations by considering their 
respective objectives. It is shown that this approach provides an effective solution to minimise the 
impact of extra resources that are required in MH transmissions. Next, the mathematical problem 
is formulated in a centralised manner by considering the capability of reuse and the optimality 
conditions are derived. Furthermore, due to the prohibitive complexity of centralised algorithms, a 
heuristic algorithm is proposed to engage the opportunistic reuse in a distributed manner and the 
required signalling is highlighted. In the end, the developed algorithms are evaluated by system- 
level simulations.
5.1 Opportunistic spectrum reuse
As discussed earlier, in the dense systems users should not share the resources in the same time- 
instance (the exclusivity constraint). As a result, the resource pool gets partitioned across different 
transmitting nodes in each snapshot of scheduling. This exclusive allocation policy is efficient and 
unavoidable for the dense systems. However, a better utilisation of scarce spectrum is possible in 
non-dense systems by exploiting the geographic separation among the transmitting nodes. 
Unfortunately, once the luxury of the orthogonal transmission fades out, interference will affect 
the performance of joint transmitting nodes. As a result, interference management schemes are 
crucial to control the level of resulting interference. Each interference management policy has a 
direct impact on the efficiency of the scheduling algorithm in terms of throughput, fairness and 
coverage. In general, such schemes can be categorised into three major approaches, i.e. 
interference randomisation, interference cancellation and interference coordination [50]. 
Randomisation schemes including frequency hopping and cell-specific scrambling [57] are useful 
to average out the interference. However, these methods are suitable to exploit the frequency
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diversity and do not fit into the frequency domain scheduling particularly in full load scenarios. 
Cancellation schemes, on the other hand, such as Interleaved Division Multiple Access (IDMA), 
are getting increasingly popular. However, complexity in higher orders of bandwidth particularly 
in the downlink is still an issue that requires further investigation [58]. The idea of spectrum reuse 
when RSs are present has also been considered in [43], [44]. However, an uncoordinated and 
static reuse of spectrum may lead to strong intra-cell interference particularly in the overlapping 
coverage area of a RS and its serving BS. In here, our major focus is on coordinated and 
intelligent reuse of spectrum in ways to cause minimal interference to both parties, i.e. the 
primary and secondary users of spectrum.
Considering the coordinated reuse, there are similarities with the scheduling as both operations 
opportunistically exploit the variations across the channel or the spectrum to provide a better 
overall efficiency. Moreover, both approaches should track the fast variations in the channel 
profiles. Therefore, there is a potential to merge both operations into a unified framework.
5.2 Joint scheduling and reuse: framework
Considering the dynamic nature of the wireless environment, independence in the variations of 
channel or the utilisation of spectrum is the key element in the opportunistic gain of both 
scheduling and spectrum reuse. Here, it is shown that relaying provides an opportunity to utilise 
both operations in a joint manner. To realise this, it is important to initially highlight the 
opportunities that arise in a relay-enhanced network.
Generally, relaying adds a new dimension into scheduling through defining new transmission 
paths between each user and its serving BS. As already discussed, this will introduce the route 
selection process into MH scheduling to select the proper path to the destination. Inevitably a 
route selection strategy has a direct impact on the outcome of the scheduling operation and vice 
versa. On the other hand, the MH transmission enables a better utilisation of spectrum. Relaying 
provides a geographic separation in the transmitting sources (nodes) within a cell as each relay 
and its serving BS are located at separate locations. This division implies a degree of 
independence in the channel realisation of a user from the point of different transmitting nodes. 
This provides a potential for a better utilisation of spectrum among a RS and its serving BS. It is 
mainly due to the fact that a user served by the BS can be faded from the perspective of a RS and 
similarly reverse can happen for another user served by a RS.
Figure 5-1 depicts the main idea in a simple manner. As illustrated, UE1 belongs to the set of 
users that are directly served by the BS whereas UE2 is served by the RS in MH mode. Since UE1 
is faded on fl from the perspective of the RS at the depicted time instance, there is a potential to
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reuse frequency fl on RS-UE2 link as it does not introduce any significant interference to the 
normal transmission of the BS on this frequency. This scheme provides extra resources (e.g. sub­
carriers) for the scheduling by the RS and consequently improves the performance of MH users. 
A similar concept can be exploited at the BS side to improve the performance of direct users.
Capability 
to reuse f1
UE2
BS RS
lR S -U E \
UE1
Figure 5-1: A simplified model of opportunistic reuse
5.3 Problem formulation: Centralised reuse
As discussed earlier, an uncoordinated and static reuse of spectrum may lead to strong 
interference particularly in the overlapping coverage area of a RS and its serving BS. Therefore, a 
proper pairing of the direct and MH users plays a crucial role to maintain the quality of service in 
the presence of joint transmissions. Figure 5-2 and Figure 5-3 illustrate the effect of proper and 
improper pairing on the overall performance of the system.
 ------------
Phase I Phase II
a T  ( l - a ) T
acceptable parin
Figure 5-2: Illustration of acceptable paring
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It is important to note that the joint transmission might not be always beneficial compared to the 
orthogonal transmission. As a result, it is important to engage spectrum reuse at proper sub­
carriers in different time-instances. In practice, in the presence of spectrum reuse, the traditional 
two-state protocol of relay-enhanced networks will be extended into a three-state protocol as 
shown in Figure 5-4.
Figure 5-3: Improper paring and resulting mutual interference
Here, the problem of spectrum reuse is formulated in the generic context of weighted sum-rate to 
derive optimal reuse policies as in Problem 5.A.
Im proper
  ►
Phase I Phase II
a T  (1 -a )T  Strong interference
 paring
T
Phase I Phase II
a T  (l-a )T
Direct transmission 
state
Multihop transmission 
state
Joint transmission 
state
Figure 5-4: Dynamic three-state protocol in the presence of spectrum reuse
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Problem 5.A. {MH-SPA with reuse): Maximise the weighted sum-rate of users by performing 
SPA while satisfying the corresponding constraints:
maxp>T 2 1 n&4 /' wnRn s.t. (5.1)
-Z'=Um {A/m ) and  y l/=  Ç T U JT) (5.2)
^  2  Tn ,iP n ,l ^  pmax,m where Aq = ( ^  U <7) (5.3)
nGACi kETC
m f in €{0 ,1 ,2 , I = 2 (5'4)
X  TS  -  1 V/cGA: (5.5)
neM
where ^  r z fc < 1  Vi 6 _T, Vy 6 jT a n d  Vk G AT (5.6)
zE(_Z"Xjr)
.(0 6 [0,1] Vn 6 A/*and  V/c 6 AT (5.7)
As can be seen, on the first phase, the problem formulation is similar to the MH-SPA without any 
reuse. However, on the second phase the problem is slightly different. In particular, constraint
(5.6) introduces a new time-sharing variable for any pair of direct and MH users. Here, the 
orthogonality on each resource is violated for each pair. Hence, the resulting interference should 
be considered in the achievable rates of each pair:
Ri = (1 — a ) r j^  Vi 6 -Z"where (1 — a ) r ^  < a r ^  (5.8)
Rj =  a r j^  +  (1 — a ) r ^  V; E jT' (5.9)
(2) f2)
r / 2) = V TZ)k log2 ( 1 + Pl,fc(2 ),fc(2 ) ) where z =  (i J )  Vi 6 JT, Vj e JT
ke /C  V 1 +  PjUkPj .k 1
(5.10)
rj.(2) =  V  TZ)k log2 1 +  J,fc(2)J,fc(2) where z =  ( i,;)  Vi 6 -T, V; 6 JT  (5.11)
/cea:  V 1 +  Pij ,kVi,k J
Here, represents the channel between the BS and MH user i assuming direct user j  as
the selected pair; = P ^ k symbolises the channel between relay m  =  m- as the supporting 
relay of user i and direct user j.
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5.3.1 Power allocation
According to Problem 5.A., the power transmission on the first phase follows similar water-filling 
based solution as the orthogonal case in previous chapters. However, for the second phase, more 
investigation is required.
Lemma 5.1: For a fixed timesharing policy and phase duration a, the optimal power allocation 
variables fo r the second phase o f MH users will be the solutions o f the following set o f  
optimisation problems:
{ (  pÇ2)p(2)
Pu = argmaxp j 1 + ''%) (2)
+ ’V ;l082( 1 + ^ S^)_V,n/2)l
z  =  (i,y) Vi 6 -Z-, Vy E jF and  V/c 6 AT
where vm. are the power prices to satisfy (5.3); and Wj are the balancing parameters and 
priority factor o f MH and direct users, respectively.
Proof. It is a direct result of decomposing the above problem. □
It can be easily shown that, the power allocation of direct users follows a similar formulation with 
a slight modification of the target power variable to Pj f . .
Corollary 5.1: The solution to the power allocation problems (5.12) are based on the following 
set o f equations:
ln(2)
\  wyPy.ly; (5.13)
1 + ÿji + y iJ  ( l  + ÿij +  yy)(l +  ÿty)
where y t =  p ^ p ^ . y j  =  =  p[f!kV{2)> ÿji =  pfukVfy and vm. are the power prices
to satisfy (5.3).
Proof: A straightforward result of Lemma 5.1. □
Corollary 5.1 shows that, the power allocation of the second phase is not similar to the classical 
water-filling due to the presence of interference. In particular, the negative term in (5.13) 
introduces a coupling factor between the power allocation of paired MH and direct users. As a 
result, the power prices should be updated iteratively based the gradient or similar method to find 
the joint optimal solution. Such iterative approaches impose significant complexity into the 
optimisation procedure and it is not favourable for practical scenarios.
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Corollary 5.2: The power-allocation solutions o f equation (5.13) can be simplified into (5.14) by 
assuming the operation in the high SINR regime where y; »  ÿp and yj »  ÿÿ.
ln(2) ( i  +  y j  ( i  +  ÿy )
(5.14)
Proof: This is a simplification resulting from the high SINR assumption in Corollary 5.2.
The positive term on the Right-Hand Side (RHS) of (5.14) is similar to the power prices of 
classical water-filling in orthogonal transmission. Therefore, we have:
= vm._ort/i +  the negative term (5.15)
where vTn._ortfo is associated with the power prices of the orthogonal case.
Equation (5.15) clearly shows that the water-filling based solution provides an over-estimation of 
the power prices for the joint transmission case. In the following sub-section, it is shown that in 
the case of opportunistic reuse, the optimal pair of users introduces negligible mutual interference 
on each other. So, the negative term has insignificant effect on the power prices of joint 
transmission and the water-filling can still provide a close approximation of the optimal solution. 
This result is consistent with the concept of acceptable paring as already discussed in Figure 5-2.
5.3.2 Time-share allocation
Similar to the power allocation, the corollaries of the orthogonal transmission can be efficiently 
utilised for the time-share allocation of the first phase. For the second phase, due to the joint 
transmission, following Lemma can be useful:
Lemma 5.2: For fixed allocated average powers and phase duration a, the optimal time-share 
variables fo r  the second phase o f Problem 5.A. will be the solutions o f the following set o f  
optimisation problems:
= argmaxT ^  Tz k
Vk 6 AT
(5.16)
subject to the constraints (5.6) and (5.7).
Proof: By fixing the average allocated powers and the duration of phases, the optimisation will 
be decomposed into the above joint equations per sub-carrier. □
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Corollary 5.3: The time-share solutions o f (5.16) can be found by solving the following joint 
equations:
4 2) = ^
W;
log2 +
log2 ( 1 +
yt Vi
1 +  yjiJ ln (2 )( l +  y£ +  ÿ j i ) ( l  +  y;£).
7; \  %
+
(5.17)
1 + ÿ i j j  ln(2)(l + y;- + ÿi;) ( l  + ÿÿ).
where y t =  P $ q $ / T z,k ,yj = =  P p U i k / Tz,k and
are time-share prices to satisfy constraints (5.6) and (5.7).
Proof: A direct result of Lemma 5.2. □
As can be seen, the optimal joint time-shares are not simply dependant on the weighted 
achievable rates of different users on a target sub-carrier but are affected by the resulting 
interference of the joint transmission.
Corollary 5.4: The time-share solutions o f (5.17) can be simplified into (5.18) by assuming the 
operation in the high SINR regime where y£ »  ÿji and yj »  y£y.
4 2) -  u 'i(yù  +  Wjiyj) -  -  u ' j& j t )  (5.18)
Proof: Assuming the operation in high SINR regime, (5.17) simplifies to:
Vi \ 1
4 2) = 4 2)
w,-
log2
log2
1 + ÿjiJ ln (2 )(l +  ÿji)
yj \  1
+
(5.19)
1 + ÿ i j J  ln (2 )( l +  ÿy )
Expanding the logarithmic terms in (5.19) results in:
42) = 0i(2)l°g(yi) + w;iog2(y/) -
Wi
l0g2(l + ÿv) + ln(2) ( l  + ÿÿ)J " ^  ll0g2(l + 9id + ln(2)(l + ÿ;,).
(5.20)
It is straightforward to show (5.18) based on (5.20) □
Corollary 5.4 shows that each pair of users for the joint transmission will be rewarded with the 
elements U 'fy j)  and U'jiyf) that is in agreement with the orthogonal transmission. However, 
contrary to the orthogonal case, the joint transmission will be penalised with the elements 
U'tjiyij) and U'jiiÿji) that result from the interference term in (5.16). Therefore, the optimal pair 
for the joint transmission should provide sufficient gain in rewarding elements while they 
introduce a low level of mutual interference on each other.
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5.4 Distributed opportunistic reuse
The integration of spectrum reuse in opportunistic scheduling provides a framework for better 
utilisation of spectrum in relay-enhance networks. This alleviates an inherent drawback of MH 
transmission in the utilisation of resources. However, a centralised integration requires a huge 
amount of signalling from relays to the central unit that is usually located at the BS. This 
signalling has not been considered in evaluating the performance of MH systems.
Distributed implementations, on the other hand, can provide more feasible approach in terms of 
complexity as well as the required signalling. However, they are usually sub-optimal compared to 
the centralised approaches as the optimisation happens locally rather than globally in such 
scenarios.
In this section, a distributed implementation is additionally presented to integrate opportunistic 
spectrum reuse into the cross-layer scheduling.
Here, it is assumed the resource scheduling happens at three separate stages:
• Preliminary scheduling: Initially, the scheduling happens based on the orthogonal 
transmission for both direct and MH users.
• Reuse identification: At this stage, the reuse opportunities are identified by considering 
the outcome of the initial stage.
• Final scheduling: At the final stage, the preliminary scheduling is further fine-tuned 
according to the available reuse opportunities. If a reusable sub-carrier (resource) is 
targeted by multiple transmitting nodes, i.e. the relays, the resource is allocated to the user 
that provides the highest weighted sum-rate according to the optimal time-sharing and 
power allocation policy.
5.4.1 Reuse identification procedure
According to the presented approach, after the preliminary scheduling of resources, the 
opportunity for the spectrum reuse should be identified on different transmitting nodes. In general, 
two types of reuse opportunities can be identified:
• Spectrum reuse at the RSs: Here, the allocated resources to the BS are re-utilised at the 
relays to better support the MH users.
• Spectrum reuse at the BS: Similar to the previous case, however, the opportunistic reuse 
happens at the BS side for the resources that have already been allocated to the MH users.
80
Chapter 5. Opportunistic Spectrum Reuse for OFDMA Multihop Systems
To identify the potential opportunities of reuse, Figure 5-1 and Corollary 5.4 are instructive. 
According to Corollary 5.4, a lower level of mutual interference provides a better chance for 
spectrum reuse. Therefore, the channel condition between a MH /direct user and the BS /RS can 
be utilised as a good indicator for the reuse identification procedure. The pseudo-code for 
identification at the RS side (for the BS resources) is as follows:
for /c =  1 to if
(Vi 6 A 4  and V j 6 JT w h ere j  = j'k ) i f  ÿ tj < y th
(5.21)
add resource k  to the reuse pool of RS m
end
Here, y tj  indicates the received interference from the supporting relay of MH user i on direct user 
j. This is the optimal direct user for resource k  based on the preliminary scheduling. Moreover, 
y th is the interference threshold to limit the resulting interference on the primary user of the target 
resource.
In similar manner, the identification procedure at the BS side can happen according to following 
pseudo-code:
for /c =  1 to if
(Vi G A/Çn and  V; G jT w here  i = i*k ) i f  yn  < y th
(5.22)
add resource k  to the reuse pool of BS
end
Here, represents the received interference from direct user j  on MH user i. It is the optimal 
MH user (for the target resource) based on the scheduling at the preliminary stage.
5.4.2 Signalling
As discussed earlier, due to the integration of spectrum reuse into the scheduling, some 
information is required at the reuse station (either BS or RS) prior to reuse procedure. For 
example, in the case of sharing at the RS side, the BS needs to convey the following information 
to RSs:
• The IDs of BS users that have been scheduled at the current time instance with their 
allocated resources, i.e. V/e G
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The required information is already available within the downlink scheduling assignments that is 
broadcast by the BS to all the users as a part of control signalling.
In the case of reuse at the BS, similar information should be communicated back from the RSs. 
The procedure can similarly occur on the signalling channel. However, the reuse procedure for the 
BS should precede the downlink signalling of the BS to include the reusable resources within the 
assigned set. As a result, the reuse information from RSs to BS should be conveyed prior to the 
downlink signalling by the BS. Figure 5-5 shows the sequence of events in this procedure.
Signalling 
+ Sharing info 
for RS (4)
Scheduling
a t B S m Scheduling
>o°Sharing at 
_§S(3)y, Sharing at 
R S (5 ) ,BS
Sharing info 
for BS(2)
Figure 5-5: Sequence of events for distributed reuse
As shown in Figure 5-5, initially scheduling happens at both BS and RSs based on the channel 
quality feedback from their respective users. Next, RSs will provide the required information on 
the signalling channel to the BS. At this stage, BS will identify the reuse opportunities and 
combine those resources with the scheduling set of the initial stage. Thereafter, the assignments 
are conveyed to the direct users through the downlink signalling and concurrently the reuse 
information is provided to the RSs as well. At the final stage, RSs can identify the reuse 
opportunities and provide the assignments in addition to the initial scheduling information to the 
corresponding MH users.
5.5 Simulation study
Here, the system-level efficiency of the proposed spectrum reuse algorithms is evaluated 
compared to the benchmark direct and MH scenarios. Initially, the centralised implementation is 
studied based on a system-level simulation. Next, the distributed implementation is investigated 
under a possible practical scenario and the advantages and improvements are highlighted.
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5.5.1 Centralised spectrum reuse
Here, similar to the previous chapter a symmetric high capacity backhaul is considered and relays 
are located at the perimeter of a circle at 700 m from the BS. PF is considered as the long-term 
objective function to adjust the weight values in MH-SPA context. Other simulation parameters 
are consistent with the assumptions of LTE similar to Table 3-3. The interference is calculated 
from the first-tier neighbouring cells for all the users and the throughput values are averaged over 
36000 samples.
Figure 5-6 shows the distribution of throughput across the cell for the relay-enhanced case with 
dynamic spectrum reuse compared to plain relay-enhanced and classical cases. Opportunistic 
reuse provides a considerable service enhancement across the cell compared to both benchmark 
cases. In particular, the users that are closer to their respective transmitting nodes (either BS or 
RS) can better benefit from this dynamic reuse scheme. In other words, those users statistically 
provide better pairs for the joint transmission due to a higher level of isolation in their 
corresponding channels.
Table 5-1: Comparing the system-level efficiency of dynamic reuse vs. classical models
Scheduler
Classical PF
Relay-enhanced
Dynamic reuse
Cell-Throughput FI T ransport-Throughput 
[Mb/s] [Mb.m/s]
17.64
17.92
21.58
0.77
0.90
0.93
6054.4
7112.6
8972.8
Table 5-1 gives more information on the system-level efficiency of dynamic reuse compared to 
the benchmark algorithms. Here, the dynamic reuse provides considerable gain in cell-throughput 
and transport-throughput while it maintains the favourable fairness characteristics of the relay- 
enhanced case. This is attributed to the intelligent and dynamic engaging of spectrum reuse at the 
proper time-instances.
Figure 5-7 characterises the contributions of different states of dynamic reuse protocol towards 
the achievable throughput in the different locations of the cell. As it can be seen, the users closer 
to their corresponding transmitting nodes benefit more from the joint transmission. This is 
consistent with our previous inspection. However, the users that are within the overlapping 
coverage area utilise a combination of different modes of operation. It is interesting to note that 
the joint MH transmission seems more beneficial compared to the exclusive MH transmission in 
most time-instances. However, the exclusive direct transmission still provides a considerable 
contribution particularly in the middle area of the cell. This shows that the joint transmission 
cases might not be always beneficial compared to the orthogonal (exclusive) ones.
83
Th
ro
ug
hp
ut
, 
Mb
/s 
Th
ro
ug
hp
ut
, 
M
b/
s
_______________ Chapter 5. Opportunistic Spectrum Reuse for OFDMA Multihop Systems
3.6
3.2 
2.8 
2.4
2
1.6
1.2  
0.8 
0.4
0
3.6
3.2 
2.8 
2.4
2
1.6
1.2 
0.8 
0.4
87 173 260 346 433 520 606 693 779 866
Distance, m
Figure 5-7: Joint fraction vs. Exclusive fraction in relay-enhanced network
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Figure 5-6: Evaluating the dynamic reuse in relay-enhanced networks
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5.5.2 Distributed spectrum reuse
To evaluate the performance of the distributed scheme, a simulation study is carried out on a 
hybrid relay-enhanced system. Here, it is assumed that the MH transmission is employed to 
extend the coverage of a serving BS to the deeply shadowed users in the vicinity of the relays. 
Therefore, some simulation parameters are modified based on a hybrid model as in Table 5-2. The 
rest of the parameters are similar to Table 3-3. In the hybrid model, 50% of users closer to the BS 
are assumed to be served by the BS whereas the remainder form the MH users. All the users are 
located at different levels of distance from the BS. The movement o f MH users is limited to a 
sector of 30° wide around the RS. The RS is located at the half o f the cell radius. The interference 
is calculated from the first-tier neighbouring cells for all the users.
Table 5-2: Simulation parameters for hybrid scenario
Direct MH
5 ^
10 dB 12 dB
25 m 10 m
N/A Lognormal
N/A 12 dB
N/A 8 dB
In line with the distributed implementation, the resource pool is divided proportionally among the 
direct and MH users. The RS transmits half of the BS nominal power per sub-carrier to avoid 
excessive interference to adjacent cells.
To alleviate the drawback of MH transmission, spectrum reuse is initially integrated simply at the 
RS based on (5.21).
Figure 5-8 shows the simulation result for this reuse scheme compared to the benchmark scenario 
without reuse. Considering the performance evaluation in Table 5-3, distributed reuse at the RS 
can provide a considerable improvement in the throughput performance of MH users compared to 
the benchmark relay-enhanced case. It is important to note that the reduction in the throughput of 
direct users is marginal in this scenario. This is mainly due to the fact that spectrum reuse occurs 
opportunistically at the resources with the faded condition and imposes a negligible level of 
interference to direct users.
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Figure 5-8: Evaluating distributed reuse at RS vs. plain relay-enhanced case
Table 5-3: Comparing the efficiency of reuse at RS vs. plain relay-enhanced case
Scheme
Relay-enhanced
Reuse at RS
Direct
10.43
10.28
5.59
7.02
Overall
T-put [Mb/s] T-put [Mb/s] T-put [Mb/s]
16.02
17.30
Fairness
Index
0.87
0.91
The promising performance spectrum reuse at the RS motivates us to evaluate the eventual gain of 
the system if a similar policy is adopted in both RS and BS.
Figure 5-9 and Table 5-4 show the simulation result for this new scheme compared to the 
benchmark one.
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Figure 5-9: Evaluating distributed reuse at BS and RS
As it can be seen the new scheme provides a significant improvement in the performance of both 
direct and MH users.
Table 5-4: Comparing the efficiency of distributed reuse vs. plain relay-enhanced case
10.43 5.59 16.02
13.47 6.67 20.14
As shown in Table 5-4, a considerable improvement is observable in the overall throughput 
compared to classical relay-enhanced scheme. However, the improvement in the overall 
throughput of the system marginally affects the fairness across the cell. Compared to the previous 
case, the new scheme shows a lower level of improvement in the throughput of MH users. This is 
mainly due to triggering the reuse policy at the BS that leads to marginal increase in the 
interference of MH users and consequently provides a lower level of throughput for them. This 
shows that through adopting this distributed policy, we managed to achieve the relaying gain with 
additional gain in the overall throughput. As a result, the proposed distributed framework provides 
an opportunity to employ simple and robust scheduling schemes and simultaneously keeps the 
overall system performance at an acceptable level.
h M  R e la y -eh an c ed  
T j Re la y -e n h a n c e d  w ith  o p p o rtu n is tic  r e u s e  a t BS & RS
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5.6 Chapter summary
In this chapter, the SPA problem in relay-enhanced networks was further extended to integrate 
opportunistic spectrum reuse. The problem was mathematically formulated for the centralised 
implementation and the optimality conditions for power and sub-carrier allocation were derived. 
Due to the prohibitive complexity and signalling associated to centralised implementations, a 
heuristic distributed approach was additionally proposed, inspired from optimality conditions. 
Simulation results showed that the spectrum reuse could provide additional advantages in terms of 
cell-throughput and transport-capacity compared to conventional relay-enhanced scenarios. In 
particular, the dynamic characteristics of the proposed scheme maintained similar fairness 
properties across the cell. The proposed distributed scheme could deliver the majority of 
improvements in practical scenarios at a lower level of signalling.
Chapter 6. Conclusions and Future Work
Chapter 6
6 Conclusions and Future Work
In this thesis, the problem of cross-layer scheduling was addressed for emerging OFDMA 
wireless networks where novel scheduling algorithms were developed for single-hop and MH 
systems.
The scheduling problem was modelled as an objective function with multiple limiting constraints. 
The objective function was formulated based on sub-carrier and power allocation problem to 
maximise the weighted sum-rate. The power limitations, orthogonality of allocations and rate- 
balancing limitations were considered as major constraints. As shown, the main SPA problems 
had high levels of complexity due to discrete nature of resource allocation. As a result, they were 
tackled by employing different optimisation techniques, including:
• Relaxation: where the original objective function was mapped into a more tractable 
framework by employing time-sharing concept.
• Decomposition: where the relaxed problem was mathematically decomposed into 
multiple sub-problems by employing different optimisation techniques. In particular, dual 
decomposition was utilised to integrate the power and rate requirements into the main 
objective function whereas primal slicing simplified the time-share update and resource 
slicing in relay-enhanced cases. The iterative approach facilitated the decomposition of 
problem into different layers, i.e. the route selection process and SPA. Here, by iteratively 
optimising the sub-problems, the global optimum could be achieved.
• Splitting and user partitioning: was employed to develop rate-balancing algorithms. As 
shown, this method provided an effective solution to incrementally approach the optimum 
balancing point and simultaneously helped to avoid unexpected instability and 
oscillations.
• Hard mapping and reassignments: Due to relaxing some constraints at the initial stage, 
the optimal intermediate solution might not be feasible in the context of original problem. 
Therefore, reassignments were employed to impose the relaxed constraints. Here, a 
simple hard mapping was utilised to allocate each resource to the user with the highest 
time-share.
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6.1 Summary of contributions
The main technical contributions were presented in Chapter 3-5. Here, a summary is outlined in 
the following paragraphs:
Chapter 3 was focused on resource allocation in the context of single-hop OFDMA systems. 
Here, a generic framework was proposed for SPA by considering an OFDMA system with 
multiple power constraints. This generic framework can be applied to different scenarios on the 
downlink, uplink or even relay-enhanced systems. In this context, novel algorithms were 
developed with low-to-moderate complexity and fast convergence property. Simulation results 
confirmed the algorithmic efficiency of the proposed framework. Furthermore, the shortage of 
classical notions of system efficiency to holistically picture the performance of the system was 
highlighted. To rectify this omission, a new measure was introduced called transport-throughput 
to better represent trade-offs among throughput, fairness and coverage associated with a given 
scheduling algorithm. Additionally, the knowledge about the distribution of users was integrated 
into the scheduling metrics. The outcome algorithms were capable of controlling the distribution 
of throughput across the network. As a result, high-quality services could be conveyed to 
platinum areas with the potential for higher revenues for network operators.
In Chapter 4, the resource allocation framework was extended for MH relay-enhanced networks. 
Here, the problem was decomposed into double sub-problems of route-selection and SPA. It was 
proved that SPA could be decoupled into per hop power and time-sharing allocation where a set 
of tuning parameters monitored the balance across different phases. By careful consideration of 
the stability issue, novel optimal and sub-optimal algorithms were proposed to engage rate- 
balancing across different hops to enhance the performance of the system. The proposed rate- 
balancing algorithm could provide a significant improvement over cases without rate-balancing. 
Additionally, the developed concepts were further studied in dynamic scenarios by taking into 
account all practical implications. As shown, the proposed MH resource allocation could deliver 
considerable improvement in the fairness and transport-capacity by maintaining the throughput 
efficiency.
Finally, in Chapter 5, the MH resource allocation was considered in the presence of opportunistic 
spectrum reuse within the same cell. This assumption could provide a complementary mechanism 
to alleviate an inherent drawback of MH transmission, i.e. extra resources that are required in 
relay-enhanced scenarios. Here, due to violating the orthogonality condition, it was crucial to 
control and coordinate the resulting interference. As a result, the proper selection of pairing users 
had a key role in the outcome efficiency of the system. Towards this objective, the optimal power 
allocation and pairing polices were derived. Although the interference could affect the power and
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time-sharing allocation compared to the orthogonal transmission, it was shown that under high 
SNR regimes important simplifications might be applied into the allocation criteria. In particular, 
the optimal pair for joint transmission should experience low levels of interference from each 
other. Due to the high levels of signalling and complexity in a centralised implementation, the 
dynamic reuse algorithm was further simplified for a distributed implementation. The proposed 
algorithms were evaluated based on dynamic simulations in two different case studies. The 
centralised implementation of spectrum reuse showed promising improvement in the cell- 
throughput and transport-throughput in cellular environment. On the other hand, simulation 
results confirmed similar promising performance for distributed spectrum reuse. The distributed 
nature of this algorithm enables employing simple and robust algorithms at a lower level of 
complexity and signalling.
6.2 Possible future directions
Cross-layer scheduling is promising for emerging wireless networks. This area of research 
includes a wide range of ongoing and upcoming problems. Here, we provide some interesting 
areas that can be considered for future studies:
6.2.1 Interference avoidance and Inter-cell scheduling
Intra-cell scheduling gets affected by an external inter-cell factor, i.e. the interference that is quite 
dependent to the demand of users (the load factor) in the entire system. Considering a full load 
scenario, inter-cell interference can significantly affect the efficiency of intra-cell scheduling 
algorithms. Therefore, interference management is crucial to maintain the cross-layer scheduling 
gain.
Considering static interference management, non-overlapping time-frequency resources should be 
allocated to the neighbouring cells to avoid the effect of interference. Unfortunately, as discussed 
earlier, this method reduces the diversity of available resources in each cell and is not spectrally 
efficient. Alternatively, as usually the cell-edge users are more likely to get affected by the 
interference, it is possible to orthogonalise cell-edge users in neighbouring cells to avoid the effect 
of interference. In this manner, the users away from the cell-edge can exploit the diversity of all 
available resources while the cell-edge ones encounter less interference. This enables individual 
cross-layer scheduling algorithms to more efficiently allocate the resources at intra-cell scale. This 
technique is referred to as cell partitioning or fractional frequency reuse in the literature [59].
In cell partitioning, it is possible to enhance the diversity gain through a dynamic resource 
allocation in neighbouring areas of adjacent cells rather than a static predefined strategy. This is
91
Chapter 6. Conclusions and Future Work
termed as inter-cell scheduling [60]. Such dynamic coordination schemes impose extra overhead 
and consequent delay that might not be completely consistent with the semantic of fast intra-cell 
scheduling. Nevertheless, the scale of coordination can be limited to clusters of neighbouring cells 
to justify the level of signalling and delay. There are some recent studies in this area like [61]. 
Furthermore, we have done some evaluation studies on coordination schemes as a supporting 
contribution of this thesis (more details can be found in Appendix B.)
6.2.2 Impact of signalling
Radio resource scheduling usually involves different contributing parameters including:
Input parameters, like CSI, user profiles, QoS requests and location information that are essential 
as the input of scheduling procedure.
Output parameters, like sub-channel assignments, power allocations and phase duration 
assignment that is effectively the outcome of scheduling procedure.
Hidden parameters, like slicing, pricing or other tuning parameters that are introduced during 
decomposition procedures where the original problem is decomposed into different sub-problems.
In practice, the aforesaid parameters are located in different physical entities across a network. As 
a result, the optimisation procedure requires explicit or implicit message passing to convey this 
parametric information to a target entity. The message passing imposes some overhead in the 
form of signalling to the network. The amount of required signalling is quite dependant on the 
topology of networks, the time-scale of required updates, the convergence rate and other 
characteristics of implemented algorithms. Therefore, quantitative analysis of signalling overhead 
for different scheduling algorithms is another interesting topic for future studies. Some interesting 
results on this matter can be found in [62].
6.2.3 Impact of inelasticity of traffic
In this thesis, our major focus was on radio resource scheduling for elastic traffic like browsing. 
Here, due to the high levels of delay-tolerance, throughput, fairness and coverage (transport 
capacity) have been considered as major evaluation measures. It is interesting to investigate the 
scheduling problem for inelastic delay-sensitive services (like VoIP or streaming) where other 
complementary measures should be considered in both scheduling metric and figures of merit. 
Urgency can be expressed as either a minimum delay requirement dreq n or a target minimum 
rate Rmin,n besides the main objective function. Alternatively, the inelasticity can be represented 
as the queue-awareness where the dynamic length of queued packets (for different users) provides
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an indication of urgency or priority to tune the weighting factors. Some past findings on this area 
can be found in [31], [63], [64] for single-hop wireless networks.
6.2.4 Power and energy efficiency
Power-awareness and energy consumption has been traditionally considered as a major challenge 
in infrastructure-less networks [16]. In cellular networks, power efficiency and green radio is 
gaining momentum in recent studies (e.g. [65]-[67]) to achieve a lower Total Cost of Ownership 
(TOO) for the operators in addition to addressing the environmental concerns. Here, a new 
definition of system-level efficiency arises in the form of output rate per consumed energy in 
bits/joule. This definition can potentially introduce new energy-efficient scheduling strategies that 
can be examined in future studies.
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A Simulation Methodology
In this thesis, two simulation strategies are employed.
In snap-shot based simulations, each simulation comprises several snapshots of independent 
observations from the system. At the beginning of each snapshot users are distributed across the 
cell and are associated to their corresponding channels. Consequently, the resource allocation 
procedure takes place and finally the instantaneous efficiency measures are collected. Here, due to 
independence across different snapshots, the user mobility or any other correlation between the 
samples are not considered.
In dynamic simulation studies, during a run of simulation users are mobile and can move around. 
As a result, there is a degree of correlation across different samples by employing auto-correlation 
and cross-correlation concepts. Furthermore, the interference is modelled from the first tier of 
neighbouring cells and the effect of other channel interference is reflected in evaluating the 
performance of considered systems.
A .l Path loss model
The path loss model is based on a generic format that is applicable for the test scenarios in urban 
and suburban areas where the building are of nearly uniform height. Considering a carrier 
frequency of 2000 MHz and a BS antenna height of 15 m, we have:
L =  128.1 +  37.6 log10(R) (A.l)
Here, L is the path loss value in dB and R is the distance between the BS and mobile user in 
kilometres. The minimum distance for the validity of this path loss model will be 35 m.
The penetration loss has been considered in some dynamic scenarios on top of the path loss with a 
Log-Normal distribution (similar to the shadowing).
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A.2 Shadowing model
The shadowing is assumed to have Log-Normal distribution with mean of zero and standard 
deviation of a. In the case of dynamic simulations, the Shadowing Auto-Correlation (SAC) and 
Shadowing Cross-Correlation (SCC) is considered as follows:
A.2.1 Generation of SAC
The SAC represents the correlation among the shadowing values of the same link in different 
locations across different snapshots. This is modelled based on a normalized auto-correlation 
function as follows:
-|A x |L n(2)
p(Ax) = e dcor I ' /
Here, p is the correlation coefficient and Ax is the distance between the successive locations in 
different snapshots. dcor is the de-correlation distance. According to this model, the successive 
shadowing samples of the same link are correlated as follows:
S i,t = P  + V 1 “ P2si,t
Where s iit represent the correlated shadowing value of link i at the current location based on the 
shadowing value of previous location s i,t is an independent Gaussian random variable with
mean of zero and standard deviation of cr.
A.2.2 Generation of SCC
The SCC models the correlation among the shadowing value of different links in the same 
location. For example, assuming L different links, the L cross-correlated shadowing values are 
generated as follows:
s  = a s 0 +  V l -  a2s  and a 6 [0,1] (A.4)
Here, s  is the the vector of cross-correlated shadowing values to the L links whereas s 0 is 
considered as the reference SCC vector, a2 represents the constant cross-correlation factor 
between any two links.
A 3 Frequency-selective fading
To generate the frequency-selective fading a ray-based model (Jakes model) has been employed. 
Here, initially the time-domain samples are generated as follows:
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• Generating the real and imaginary parts of each path based on the Jakes model.
• Normalising and shifting the generated values based on the channel power-delay profile
To convert the time-domain samples into the frequency domain, sampling, zero padding and 
Discrete Fourier Transform (DFT) are performed.
B Interference Coordination Schemes
In this appendix, our major focus is on possible inter-cell coordination schemes on the downlink 
side to manage the interference at intra-cell scale. First, potential policies are introduced based on 
the literature. Thereafter, the developed schemes are evaluated and compared in OFDMA context 
to study the effects of different policies on the overall system efficiency. Considering the outcome 
results the advantages and disadvantages of different methods are pointed out.
B .l Background
Interference coordination schemes try to alleviate the interference through defining an inter-cell 
controlling mechanism. Such controlling mechanisms can happen in either static or dynamic 
manner.
Considering static coordination, non-overlapping resource units in time-frequency domain must 
be allocated to the neighbouring cells to avoid the effect of interference. Unfortunately, dividing 
the resources among adjacent interfering cells will reduce the diversity of available resources per 
cell and does not drive the potential throughput efficiency of channel-aware scheduling 
algorithms. Alternatively, Fractional Frequency Reuse (FFR) can provide more feasible solution. 
This method exploits the asymmetric property of interference to provide a more resource diversity 
in the central area of each cell compared to complete partitioning of resources. This is mainly due 
to the fact that interference is strongest at the cell-edge area and users in cell-edge vicinity are 
more likely to get affected. Based on this method, each cell is divided into central and cell-edge 
area. Users in the cell-edge area are provided with a fraction of total resources but they experience 
a lower level of interference whereas central area users can exploit the diversity of all the 
remainder of resources. This method enables the intra-cell schedulers to assign the resources in a 
fairer manner across the cell. However, fractional dividing of resources can reduce the trunking 
gain1. Dynamic interference coordination, on the other hand, can provide more degree of freedom 
for intra-cell scheduling. However, the price for such methods must be carefully considered as
1 Trunking gain refers to the gain that is achieved by merging resources into a single shared resource pool.
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dynamic coordination imposes signalling among neighbouring cells and inevitably leads to higher 
orders of delay in intra-cell scheduling. Moreover, it violates the independency of intra-cell 
schedulers as it defines a higher layer of management on top of intra-cell resource allocation. 
Nevertheless, such dynamic schemes can be limited to a small set o f strong interfering cells to 
keep the independency and resulted delay within acceptable thresholds. In following section, we 
develop a simulation methodology and thereafter we investigate the effects of different 
coordination schemes on PF as the benchmark scheduling algorithm.
B.2 Simulation study
The case study is done on the downlink of a typical OFDMA system consisting o f wraparound 7 
cells as shown in Figure B-l to evaluate the PF in different coordination schemes. We consider a 
10-user scenario in which users are located at different layers of distance from the BS. Each user 
is the representative of all potential users at that distance from the BS. By this approach, the 
effective distribution of cell-throughput across the cell is obtained. Without any loss o f generality, 
the users are sorted based on their distance from the BS. Moreover, a backlogged traffic is 
considered and power is distributed identically on all sub-channels (uniform power allocation 
policy). The rest of simulation parameters (similar to that in [50]) are shown in Table 3-3. Here, 
the sub-frame duration equals 1ms that in effect halves the reported values compared to previous 
chapters.
Figure B-l : Layout of cell deployment
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B.2.1 Full interference scenario
In the first scenario, all resources are shared in an uncoordinated manner among the adjacent cells. 
This implies frequency reuse factor of one in the entire cell area or explicit interference modelling 
similar to all previous scenarios. PF algorithm is considered at intra-cell.
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Figure B-2: Performance of classical PF in full-interference scenario
Figure B-2 illustrates the outcome result in full interference scenario. Flere, the effective 
distribution of throughput is shown versus the distance from the BS. PF scheduler provides a 
reasonable compromise between fairness and cell-throughput through long-term channel 
awareness. However, in full interference condition, this scheme suffers from low data rates in the 
cell-edge area due to strong Co-Channel Interference (CCI) in addition to higher levels of path 
loss. This benchmark scenario clearly shows the necessity of interference management. In the 
following sub-sections, the above mentioned intra-cell scheduling concept is evaluated in 
different coordination schemes.
B.2.2 Coordinated transmission of Power (CP)
As already discussed, adaptive power allocation can be considered as a complementary scheme to 
enhance the efficiency o f resource scheduling at intra-cell scale. However, such schemes can 
happen at the cost of extra complexity as well as signalling in the system. Moreover, the gain 
diminishes by increasing the available modulation and coding schemes as the system gets closer
Distance (m)
693 779 866
104
Appendix
to the continuous rate adaptation. As shown, uniform power allocation is a quite commendable 
approach in such conditions provided that the power is poured on good channel profiles. This is 
usually the case in the presence of an adaptive scheduler. Furthermore, in practical scenarios 
boosting the power on some resources at one cell can cause strong interference on those resources 
in the neighbouring cells. In other words, improvement in one cell might turn out to be at the cost 
of service in adjacent cells. In this direction, fixed power allocation seems like a robust solution, 
that bypasses extra complexity, signalling and strong inter-cell dependencies. However, 
considering the problem at inter-cell scale, simple inter-cell power coordination methods can be 
employed to control the level of interference among the adjacent cells. One such scheme is shown 
in Figure B-3.
F3
FI F2 In Cell 0
F2
FI F3 In Cells 
2/4/6
FI
F2 F3 In Cells 
1/3/5
Figure B-3: Inter-cell power coordination scheme across neighbouring cells
Based on this coordination method, the total bandwidth is divided into three distinct bands. Each 
cell transmits on full power on its exclusive band, whereas it reduces the power on the other two 
bands. This power coordination scheme provides a platinum  band per cell on a lower level of 
interference. For example in cell 0, F3 provides the platinum band whereas F I  and F2 are the 
non-platinum bands.
In this coordination scheme, two different resource allocation procedures are possible. One 
approach is to employ the same benchmark allocation scheme, i.e. keeping the frequency reuse 
factor of one in the entire cell area to simply let the intra-cell scheduling algorithm choose the 
optimal resources for different users. The advantage of this method lies in the fact that the total 
resource pool is not statically partitioned among central and cell-edge areas. Figure B-4 
demonstrates the results for this allocation procedure in 3 different levels of power reduction
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compared to the benchmark algorithm. Here /? represents the fraction of nominal power that is 
transmitted on two non-platinum bands per cell. As it can be seen in Table B -l, this simple power 
coordination scheme provides better cell-throughput compared to the benchmark. However, users 
close to the BS take more advantage from this coordination scheme compared to the cell-edge 
ones. Consequently, enhancement in the cell-edge area is still marginal compared to the 
benchmark algorithm.
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Figure B-4: Evaluating CP vs. benchmark 
Table B-l: Comparing efficiency of CP vs. benchmark
Central Cell-Edge Overall Fairness 
T-put [Mb/s] T-put [Mb/s] T-put [Mb/s] Index
7.82
8.22
8.08
7.98
1.00
1.08
1.05
1.03
8.82
9.30
9.13
9.01
0.77
0.75
0.76
0.77
PF (pure)
PF-CP (P: 0.55)
PF-CP (P: 0.65)
PF-CP (P: 0.75)
Alternatively, it is possible to partition the resources between the cell-edge and central area users, 
i.e. employing fractional frequency reuse. As a result, the platinum band is exploited by the cell-
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edge users whereas the remainder of resources, i.e. two other bands can be utilised by central area 
users. This method provides a higher level of diversity in central area compared to the cell edge 
but at a lower level of power. In this scenario, a criterion is required to differentiate central area 
users from the cell-edge ones. The criterion in our scenario is defined based on the distance of a 
user from the BS. The threshold is set to 65% of the cell radius. Thus, the central area 
accommodates 7 users whereas 3 far-off users are located in the cell-edge area. Resource 
allocation happens in three different stages. At the first stage, cell-edge users are scheduled from 
the platinum band of resources with a lower level of interference. In the second stage, central area 
users are scheduled from the remainder of resources and finally, the non-utilised fraction of 
resources from the platinum band are reallocated to the central area as this avoids the wastage of 
resources and provides more diversity for the central area. Figure B-5 shows the simulation results 
in this scenario for three different levels o f power reduction. As illustrated in Table B-2, this 
scheme provides significant increase in throughput of cell-edge area. However, this improvement 
is at the cost of throughput in the central area. In particular, users in the middle of the cell are 
adversely affected as they can barely exploit the returned fraction of platinum band at the third 
stage due to a higher level of path loss as well as interference compared to users close to the BS.
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Figure B-5: Evaluating CP-FFR vs. benchmark
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Table B-2: Comparing efficiency of CP-FFR vs. benchmark
Central Cell-Edge Overall Fairness 
T-put [Mb/s] T-put [Mb/s] T-put [Mb/s] Index
7.82
6.44
6.63
6.77
1.00
1.40
1.23
1.12
8.82
7.84
7.86
7.89
0.77
0.79
0.78
0.77
PF (pure) 
PF-CP-FFR (p: 0.55) 
PF-CP-FFR (P: 0.65) 
PF-CP -FFR(p: 0.75)
B.2.3 Pure fractional frequency reuse
In the allocation schemes based on inter-cell power coordination, the first-tier interference from 
the neighbouring cells is alleviated on a fraction of bandwidth, i.e. the platinum band. However, 
this interference is not totally eliminated. This is due to the fact that, the coordination happens in 
a symmetrical pattern for all the cells. As a result, the total elimination of interference on the 
platinum band requires reducing the power to zero in the central areas which is not a feasible 
solution. This clue directs us towards another approach to coordinate interference as shown in 
Figure B-6.
Figure B-6: Pure fractional frequency reuse plan
Here, the total bandwidth is partitioned into two distinct groups. The first group is exclusively 
considered for the central area of all the cells whereas the second group is partitioned into three
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non-overlapping subgroups. Consequently, each subgroup is allocated to the cell-edge area of one 
of the neighbouring cells similar to Figure B-6. This flexible reuse pattern for the cell-edge area 
completely eliminates the first-tier interference on each allocated sub-group. Moreover, it does 
not require any power coordination among adjacent cells as the resources for both categories have 
already been separated. However, the cell-edge quota is limited compared to the power 
coordinated scenario as just a single subgroup is allocated to the cell-edge area per cell. Figure 
B-7 shows the simulation results for this new scheme in similar scenario as previous section 
where 70% of users are located in the central area and 30% remain in the cell-edge.
I I PF- CP- FFR (p = 0.55) 
■  PF- FFR
433 520
Distance (m)
Figure B-7: Evaluating pure FFR vs. CP-FFR and benchmark 
Table B-3: Comparing efficiency of pure FFR vs. CP-FFR and benchmark
Central Cell-Edge Overall Fairness
PF (pure)
PF-CP-FFR (p: 0.55)
T-put [Mb/s] T-put [Mb/s] T-put [Mb/s] Index
PF-FFR
7.82
6.44
6.48
1.00
1.40
1.44
8.82
7.84
7.92
0.77
0.79
0.85
As shown in Table B-3, this coordination scheme can provide similar improvement in the cell- 
edge throughput at a lower level of cost compared to the power coordinated scenario. Moreover,
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as it can be seen, this scheme can provide fairer distribution of throughput in both the cell-edge as 
well as central area. This is mainly due to the complete elimination of first-tier interference in this 
scheme as well as full transmission of power on all the bandwidth. However, the peak achievable 
throughput in cell-edge area is limited compared to the power coordinated scheme as only a 
fraction of second group is allocated to this area. To realise the consequence of this issue, 
consider a scenario in which users are gradually concentrated in the cell-edge area. Inevitably, in 
that scenario, the distance threshold should move towards the central area, i.e. resources should be 
transferred from the central quota into the cell-edge pool. Unfortunately, the resources of central 
area belong to group one that is used in frequency reuse factor of one in all the cells. This implies 
that the interference level can be strong on those resources in the cell-edge area. Thus, an 
uncoordinated transfer of resources to the cell-edge does not bring considerable improvement, as 
those resources would be barely utilised in the cell-edge. This shows that although the lack of 
power coordination is favourable in symmetric scenarios with uniform distribution of users, such 
schemes may not be able to sufficiently handle the dynamic changes in the distribution of users. 
Therefore, undoubtedly, a power coordination layer is required on top of such flexible reuse 
schemes to manage more complex scenarios.
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