Abstract. This paper is dedicated to the issue of modeling information flows in networks with complex topologies and it describes a comparison of the sequential (written in the MATLAB language) and parallel (based on GPGPU technology) software implementations of the hybrid fluid model (HFM) of Internet traffic. Obtained performance estimates of both software implementations indicate a higher performance of parallel software implementation HFM. The directions of further research, the results of which will be the basis for the later development of parallel software implementation HFM are proposed.
Introduction
In order to research features of the information flows, generated in modern computer networks with large number of different devices and applications, fluid model (FM) of network traffic [1] and its further modification -hybrid fluid model (HFM), which was proposed in [2] , are used. FM and HFM represent the following coupled sets of nonlinear differential equations: ( ) Due to lacking analytical solutions of ODEs, used in HFM, there is a need in finding their numerical solutions and consequentially developing appropriate software implementations. A version of HFM software implementation with sequentially executable code has been introduced in [3] . However, experience of its practical usage showed that the speed of data flows characteristics calculations is very slow even for relatively simple network configurations. In this regard, it was conjectured in [4] about the possibility of significantly increasing computational speed through the use of GPGPU technology. Authors have developed the parallel software implementation of HFM using GPGPU for networks with a single router in order to confirm it, and analysis of it was presented in [5] .
The article touches upon the results of computational speed comparison of sequential and parallel software implementations of HFM for networks with multiple routers. Sequential implementation written with script programming language MATLAB [2] and parallel implementation written with C programming language and OpenCL framework were used in the experiments. Due to the fact of correspondence of computed numerical results obtained with sequential implementation of HFM and real network traffic was earlier proved in [2] , we take convergence of sequential and parallel implementation as testifying criterion for correctness of parallel implementation.
The experiments methodology
As a part of experiments, it is suggested to carry out modeling of data flows in networks, which conceptual topology diagram is shown in Fig. 1 . Fig. 1 shows that network topology diagram of the described experiments, -is a collection of smaller networks, each of which is a subnet, consisting of two TCP-senders, one router, one receiver and three links. The total number of subnets for k-th experiment is Time measurements will be conducted before and after simulation, excluding initialization operations. We will compute 20 independent HFM solutions for experiment plan with obtained average computational time measurements over this ensemble of solutions. For each experiment all HFM solutions will be checked for consistency between sequential and parallel implementations.
The same hardware and operational system will be used for eliminating influence of external factors during the performance of each of the implementations during the experiments.
Analysis of experimental results
Comparison of the averaged over the ensemble of the independent solutions system of ODE (1) (2), obtained using the sequential and parallel implementations HFM, showed that their differences from each other remained within the error due to the finite precision of the computer calculations.
Averaged over the ensemble of implementations of time simulation measurements for the 8 experiments plans, are described below in Fig. 2 . As we can see from Table 1 shows quantitative values of the computation time.
Number of TCP-classes We should note, that, when using parallel processing algorithms on the central processor (CPU) (for example, embedded in the language MATLAB), the computational speed will decrease inversely proportional to the number of processor cores. However, even when using CPU with 8 cores computational time, it will obviously be more than when it is obtained with using a parallel implementation HFM. Analysis of the experience of using the sequential software HFM implementation, written with С language [5] , shows that it provides higher speed of calculations in comparison with a software implementation, written with MATLAB script language, however, it will still be inferior to the parallel HFM implementation. But one of the main pros for using CPU implementations is the opportunity to use large amounts of RAM memory for storing parameters and calculation results, therefore, modeling a larger number of TCP classes of Internet traffic (according to our estimates, their number may reach 2 17 ) and networks with difficult topology.
As a part of a further improvement of the parallel software implementation, it is planned to develop a system architecture, which allows using dynamic-link modules in order to implement new algorithms AQM, TCP etc. 
Conclusion
The efficiency of parallel HFM implementation, developed with usage of GPGPU technology, is confirmed. It is shown that its usage provides a significant increase in computation speed compared to the sequential HFM implementation, written in MATLAB language. Parallel HFM implementation, Created by the authors, in contrast to the packet simulators, i.e. NS-2, provides the possibility of modeling high speed Network with difficult topology.
