Finding the location and concentration of groundwater contaminant sources typically requires the solution of an inverse problem. A parallel hybrid optimization framework that uses genetic algorithms (GA) coupled with local search approaches (GA-LS) has been developed previously to solve groundwater inverse problems. In this study, the identification of an emplaced source at the Borden site is carried out as a test problem using this optimization framework by using a Real Genetic Algorithm (RGA) as the GA approach and a Nelder-Mead simplex as the LS approach.
INTRODUCTION
Finding the location and concentration of contaminant sources is an important step in groundwater remediation and management. This could be used in identifying the responsible parties in a groundwater contamination incident and for other environmental forensic investigations.
This typically requires the solution of an inverse problem from a set of measured data. The commonly used method is simulation -optimization. The solution to the inverse problem, which is frequently investigated in the field of groundwater science and engineering, involves the adjustment of model parameters of a simulation model to fit the output of the model to the observed data (Sun 1994) . Mahar & Datta (1997) developed a methodology to combine the groundwater pollutant source identification and the optimal monitoring network design. They used least-squares minimization for the source identification model and integer programming for the monitoring design model. A limitation of this work is that uncertainty doi: 10.2166/hydro.2009.002 was not sufficiently included in the aquifer parameters. Mahar & Datta (2001) extended the work to include both hydraulic conductivity and source location in their optimization model. Sciortino et al. (2000) studied the inverse modeling for locating the DNAPL in groundwater flow. Their algorithm is valid for a dissolving one-component DNAPL pool situated at the bottom of a three-dimensional homogeneous aquifer under steady, unidirectional flow conditions. The problem is formulated as a least-squares minimization problem, which they solved using the Levenberg-Marquardt algorithm. They found that the proposed inverse modeling is robust in the presence of measurement errors, but is still sensitive to the observation well location and that the solutions are non-unique. proposed a hybrid genetic algorithm-local search approach (GA-LS) to solve the groundwater source identification problem. Numerical experiments showed hybrid methods to be promising because they combine the good aspects (e.g. ability to combine aspects of the solution from different parts of the decision space) of global search methods (e.g. genetic algorithms) and local search methods (gradient or non-gradient). This work, and related work by Sayeed (2004) and Clayton (2005) , suggested that source identification problems are prone to non-uniqueness, especially if the location, size and strength of the source are all unknown. Hybrid methods were then extended to solve groundwater source release history problems by Mahinthakumar & Sayeed (2006) . They found that hybrid methods are effective in solving these problems and that release history problems were less prone to non-uniqueness compared to source identification problems.
Non-uniqueness in solutions to inverse problems is an issue that must be addressed and is a major focus of this work. Generation of alternative solutions (i.e. identifying niches in solution space) offers a viable approach for addressing the non-uniqueness issue. In this study, the alternative generation method EAGA (Evolutionary Algorithm to Generate Alternatives (Zechman & Ranjithan 2004 , 2007 ) is explored as a means to address the non-uniqueness issue in inverse problems.
The goal of this study is to investigate the application of EAGA in conjunction with the GA-LS method to address the non-uniqueness issue when solving an inverse problem.
In this study, a three-dimensional field scale identification of the emplaced source at the Borden site, Ontario, Canada was solved to test this optimization framework. The next section introduces the Borden site problem briefly, and discusses the governing equation and the methods used in this study. The third section presents the results and discussion. The fourth section discusses the application of the alternative generation method. The last section summarizes the major conclusions.
BORDEN SITE PROBLEM DESCRIPTION
The Borden site is a field experiment research site at a Canadian Force Base (CFB). A large number of field experiments (e.g. Mackay et al. 1986 Mackay et al. , 1994 Poulsen & Kueper 1992; Kueper et al. 1993; Rivett et al. 2001 ) were done at that site. A controlled field experiment to study the development of dissolved chlorinated solvent plumes from a residual DNAPL (dense non-aqueous phase liquid) was conducted by Rivett et al. (2001) . Figure 1 shows a sketch of the experiment. This experiment used an emplaced source with three pollutant components, i.e. trichloromethane (TCM), trichloroethene (TCE) and perchloroethene (PCE).
Measurements were made of the pollutant concentration at several downstream locations to monitor the fate and transport under natural aquifer conditions. The plumes for the three substances are found to be narrow in the transverse direction and long in the longitudinal direction due to the low transverse dispersivity.
In this study, the parameters from the Borden site field experiment were used to generate measurement data for an inverse problem where the source is to be identified based on the data. The governing equation describing the groundwater transport is (Bear 1972) 
where C is contaminant concentration, D is the dispersivity tensor that is dependent on velocity, v is the velocity field, q is the flux of source or sink, C 0 is the injected source concentration and u is porosity.
A forward simulation model based on Equation (1) Figure 2 shows the hydraulic conductivity field for a typical horizontal layer. The simulated and measured plumes are shown in Figure 3 .
INVERSE MODELING METHODOLOGY
The emplaced source location and concentration are determined based on the generated measurement data using the forward simulation model. The commonly used objective function for source identification is root square error (RSE, or normalized weighted RSE (Mahar & Datta 1997) . But intial experimentation on the comparison of the two-norm and infinity-norm indicated that using the infinity-norm or 'maximum observation error' yielded slightly better results (Zechman 2005) . Thus, in this study, the objective function ('objective error') to be minimized is defined as maximum observation error
where ccal Parallel computation implementation details are available in . In this study, 57 processors of the NCSA TeraGrid Cluster 1 were used to do the independent forward simulations modeling in parallel.
A complete simulation -optimization model takes about 20 minutes. As the actual location and concentration of the source are also known in this case, the performance with respect to the accuracy of the solutions predicted by each approach is also evaluated.
The monitoring network layout is selected downstream.
They are at elevations of 2, 3 and 5 m above the bottom of the study area. Figure 4 shows the layout and lists the coordinates of the sampling points.
In the representation of the source identification problem, the source was assumed to be a rectangular prism with uniform concentration within this prism. This leads to seven unknowns (i.e. decision variables): three coordinates (x, y, z) each to denote the two extremities of the prism, and a concentration. Since the real location and concentration of the source is known for this illustration study, we can define the following metric as a measure of performance of the optimization algorithms: Given that a GA is a good global searcher but is weak at refined local search, it may identify several near-optimal solutions. A subsequent local search starting from these solutions may lead to the true solution. This problem may be exacerbated due to lack of adequate observations or noise due to measurement or other errors. Likelihood of non-uniqueness will generally increase if measurement or other errors exist in the objective function, as shown schematically in Figure 9 . In this case, it is very difficult to estimate the true solution as it may have erroneously a higher objective function value than other local optima. In this case, several local optima might be identified as potential solutions for the studied inverse problem.
ADDRESSING NON-UNIQUENESS
To address non-uniqueness we propose using a technique called alternative generation (AG). AG can provide multiple maximally different solutions in decision space that have similar objective values. These solutions could then be used as starting points for a local search approach. As depicted in Figure 8 , if AG is utilized, it may find all four alternative threshold solutions from which four local searches could be started. In this case, the local search starting from alternative 2 will lead to the true solution.
Recently, various AG approaches have been developed for evolutionary methods using niching techniques. In this paper, we adopt the EAGA approach proposed by Zechman & Ranjithan (2004 , 2007 and modified slightly by Sayeed (2004) . The following is a brief description of this algorithm:
Step 1: initialize the population with P subpopulations (in this study, 4 subpopulations each with a size of 50 were chosen).
Step 2: In SP 1 , search for the best solution with respect to the objective function. Step 3 Step 4: For each individual k in a subpopulation SP p , p ¼ 2, 3, … , P, calculate the distance measure (d k ) between individual k and the already generated alternatives in the preceding subpopulations, i.e. SP 1 , … , SP p21 as defined by Sayeed (2004) :
where n is the number of decision variables, x ¼ (x 1 , x 2 , … , x n ) is individual k and y ¼ (y 1 , y 2 , … , y n ) is the already generated alternative solutions.
Step 5: In each subpopulation SP p , apply binary tournament selection. In SP 1 , the selection is based on the objective function value. In SP p , p ¼ 2, 3, … , P, the selection is based on both objective and distance values. If two individuals are feasible, the one with the larger distance value (d k ) will be selected. For the other cases, if the majority of the subpopulation is feasible, the selection is still based on distance value. Otherwise, the selection is based on objective function value.
Step 6: Apply other genetic algorithm operators, such as crossover and mutation.
Step 7 incorporating new information. In our case, however, we will use these solutions as starting points for a local search.
The solutions yielded by these extreme cases (a2 and a4) are compared in Figure 11 .
We next apply four instances of a local search algorithm (Nelder-Mead simplex) by using these four alternatives as starting points. Figure 12 compares the objective versus solution error for each alternative. As expected, a4 leads to the best solution since it starts with a smaller solution error. The error considered in Equation (5) is 'unbiased' (a mean of zero) which is generally appropriate for measurement errors. Thus MO and STDOBJ could be used as the metrics for evaluating the four alternatives. It is noted that if other sources of errors such as model structure error (e.g. error in hydraulic conductivity distribution) need to be considered then errors could be biased and these metrics may not be good indicators. Figure 18 for case 5. From Figure 18 and Table 2 , comparing a1 -a4, it is shown that, for each case, the four alternatives have very different performances in terms of MO or STDOBJ. Which alternative is to be selected depends on the metric of interest and metric values for each alternative. For example, for case 1, in terms of MO, the best alternative is a4, while in terms of STDOBJ, the best alternative is a1. Several other cases (e.g. cases 6 and 10) also show similar behavior. But for the remaining cases, the best alternatives in terms of both metrics are the same.
The solution error values are also listed in Table 2 .
It shows that the best alternative might be other than those deemed good in terms of MO or STDOBJ. For example, for case 10, in terms of solution error, the best alternative is a2. But in terms of MO and STDOBJ, the best alternatives are a3 and a1, respectively.
From the above analysis, it is shown that different metrics will result in different best alternatives. How to choose the best one when multiple alternatives are available
is still an open question. This question could be addressed by using both the MO and STDOBJ metrics in the selection process (method 1) in the following manner ( Figure 19 shows the flowchart for this procedure):
1. Choose the two best alternatives in terms of MO and STDOBJ, respectively. The two alternatives might be different. (Figure 19 ).
If we apply the above criterion to the 30 cases listed in Table 2 , for 24 cases out of 30, (i.e. 80% reliability), the selected alternatives also has the best solution error. From the above analysis, it is evident that methods 1 and 2 perform nearly equally well, with method 1 yielding slightly better results. We therefore recommend that a selection strategy based on MO and STDOBJ (e.g. method 1) could be used to make a decision on the four alternatives generated by EAGA. It remains to be investigated, however, whether this process could be applied to other source identification problem scenarios or even other inverse problems. 
