We report results from our study of International Ultraviolet Explorer (IUE ) data of a group of T Tauri stars (TTS). Comparisons between UV-line fluxes in these stars and in the Sun indicate very high levels of activity in their atmospheres and comparatively higher electron densities. Spectroscopic diagnostic line ratios indicate densities over an order of magnitude higher than in the 'quiet' Sun at 'transition region' temperatures. At these densities, metastable levels can attain comparable populations to the ground level and ionization fractions can be altered as a result of the sensitivity of dielectronic recombination. In Brooks et al. we improved the treatment of these effects using the ADAS software package, the atomic models and data of which are based on collisional-radiative theory. Here we extend the analysis to a sample of five TTS: RY Tau, BP Tau, RU Lupi, GW Ori and CV Cha.
INTRODUCTION
T Tauri stars often display various emission lines superimposed on late K-to early M-type absorption spectra. These young (#10 7 yr) low mass (,3M ( ) and extremely active stars have been studied from radio to X-ray bands, since they are the key to understanding the overall picture of the earlier stages of stellar evolution and because of their analogy with the young Sun.
The ultraviolet is an especially valuable spectral range for such study. It includes several emission lines indicative of temperatures in the range of a few Â10 4 Kupto2Â 10 5 K, therefore allowing the study of plasma under different physical conditions. In this context, emission measure (EM) and differential emission measure (DEM) techniques are powerful tools which provide insight into the structure of the atmospheres at these temperatures and consequently into the mechanisms responsible for the strong UV emission. If a number of stars in a sample show comparable EM distributions, one would expect similarities in the physical mechanisms or types of structure that dominate the emission.
In a previous work (Brooks et al. 1999 , hereafter Paper I) we reported on an analysis of International Ultraviolet Explorer (IUE ) UV data of the classical T Tauri star (CTTS) BP Tau. The aim in that paper was to introduce improved atomic models and data, tested in the laboratory and solar context, to the EM analysis of the atmosphere of this star. Using these methods we were able to derive the DEM for this star for the first time. This in turn allowed us to test various assumptions regarding the nature of the atmospheric structure. Thus we were able to conclude that the atmosphere appears closer to constant electron pressure, rather than to constant electron density. In addition, we showed that solar coronal abundances provide greater consistency than photospheric abundances and we found support for electron density estimates that we made using line ratios. We also attempted to assess the accuracy of the EM method when compared to the more refined DEM method. This is important since the IUE data limitations do not allow us to perform a similar study for the majority of the other TTS in the IUE data base. Finally, we also attempted to assess the reliability of the individual lines used in the analysis.
Our objective in the present work is to extend the analysis to other TTS in the IUE data base and examine some of the issues raised in greater detail. In Section 2 we describe the sample of stars used in this work and the IUE observations. In Section 3 we make a general assessment of the levels of activity and electron densities in the atmospheres of these stars by comparing the observed fluxes to solar observations and through line ratios. In Section 4 we briefly review the EM method and describe additional atomic data that were necessary for the present analysis. In Section 5 we present the results of the analysis, attempt to improve the electron density estimates and assess other factors that may have an important effect, e.g. opacity. In Section 6 we present a discussion and we close with more general conclusions in Section 7.
THE SAMPLE OF STARS AND IUE OBSERVATIONS

Global properties of the sample
In this section we briefly review the global properties of the stars analysed in this paper.
RY Tau
RY Tau is a well-studied TTS located at a distance of 140 pc in the Taurus -Auriga complex. It has long been a target for photometric and spectroscopic observations because of its extreme variability, which is well-demonstrated by the dramatic increase from 11th to 9th magnitude in Vobserved in 1983/84 (Herbst & Stine 1984) . It is also very young (,1:6 Â 10 6 yr, Hartigan, Edwards & Ghandour 1995) and has a mass of ,1.4 M ( (Basri, Martin & Bertout 1991) . Its radius was estimated to be 2.4 R ( by Hartigan et al. (1995) .
Spectroscopically it is a K1 IV star (Cohen & Kuhi 1979 ). However, a spectral type as early as G2 has also been reported (Cabrit et al. 1990; Petrov et al. 1999 ). Optical observations show that RY Tau has only small amounts of veiling. A value of ,0.1 was reported by Basri et al. (1991) near Li i , 6707
A, while Valenti, Basri & Johns (1993) found no veiling in the blue region.
Variability is evident in both the blue-and red-shifted absorption components of the Ha line profile (Johns & Basri 1995) . Some dependence of the Ha flux on the brightness of the star was also reported, although the results are somewhat contradictory (Holtzman, Herbst & Booth 1986; Vrba et al. 1993) . Hb was occasionally found to be in emission whereas the higher Balmer lines are always in absorption. High-resolution line profiles were studied in detail by Hamman & Person (1992) . Periodicities in the light curves ranging from 5 to 66 d have been reported but none have been confirmed (e.g., Herbst et al. 1987; Petrov et al. 1999) .
Determinations of the optical extinction (A V ) appear very uncertain and range from values of 0.55 to 2.7 (Hartigan et al. 1995; Beckwith et al. 1990 ). Recently, a value in the range 1:0-1:3 was also reported by Petrov et al. (1999) . Here we adopt the value 0.55 as derived from the fitting of the UV continuum (Costa 2000) .
RY Tau is an infrared source with an extremely flat distribution of energy in this spectral region (Bertout, Basri & Bouvier 1988) . In a millimeter survey, Beckwith et al. (1990) report it as a strong millimeter continuum emission source. These authors claim the presence of a circumstellar disc with a mass of about 0.016 M ( . However, Edwards et al. (1987) were unable to confirm its presence during their radio wavelength search for molecular outflows.
The IUE spectrum of RY Tau shows a moderate far -UV excess and only weak Fe II emission (Herbig & Goodrich 1986 ). An interesting result is that the UV Mg II line changed from absorption to emission when the star faded from V ¼ 9:9 to 10.8 (Eaton & Herbst 1995) . The star is also an X-ray emitter. This was originally reported by Damiani et al. (1995) -who used Einstein observations -and was later confirmed by observations with the ROSAT PSPC (Strom & Strom 1994) . The X-ray luminosities observed were L X ¼ 5:3 Â 10 29 erg s 21 and L X ¼ 2:8 Â 10 31 erg s 21 , respectively. However, the ROSAT All-Sky-Survey did not detect RY Tau (Neuhäuser et al. 1995) .
BP Tau
The properties of this star are discussed in great detail in Paper I. Briefly, it is a young classical T Tauri star about 10 6 yr old (Hartigan et al. 1995; Simon, Ghez & Leinert 1993 ) and a member of the Taurus-Auriga complex located at a distance of 140 pc (Elias 1978) . It is a K5-K7 dwarf (Herbig & Bell 1988 ) with a mass between 0.45 and 0.9 M ( (Hartigan et al. 1995; Basri et al. 1991 ). The radius is 1.9 R ( (Hartigan et al. 1995) and L * / L ( is between 0.87 (Hartigan et al. 1995 ) and 1.21 (Beckwith et al. 1990 ). The optical extinction is discussed in Paper I and we adopt the value of 0.5.
RU Lupi
RU Lupi is an unusual TTS with one of the largest Ha equivalent widths [W(Ha )] known in this class of stars. It is a member of the Lupus 2 dark cloud. From spectroscopic parallaxes of field stars, Hughes, Hartigan & Clampitt (1993) estimated a distance of 1402 0 pc for the Lupus SFR. The mass of the star is estimated as 0.30 M ( (Nürnberger, Chini & Zinnecker 1997 ) and the radius as 1.6 R ( (Gahm et al. 1974) .
The spectral type identification is difficult because of the strong veiling. Normally it is assumed to be late K (Schwartz & Heurmann 1981) . Its luminosity was recently reported as 2.13 L ( (Nürnberger et al. 1997 ) which is in good agreement with the value given by Gahm et al. (1974) . RU Lupi is also highly variable both in terms of absolute emission-line fluxes and in W(Ha ). Values in the range 140-216 A have been reported (Hamman & Person 1992; Appenzeller, Krautter & Jankovics 1983) . Photometric observations in V also show irregular variations from 9.4 to 12 mag. Neither Giovanelli et al. (1991) nor Gahm et al. (1993) were able to identify any periodicity from the observed photometric variations. However, Hutchinson et al. (1989) propose that the optical curve and colourcolour variations could be explained by the rotation of a spotted star with f ¼ 0:9 and T S ¼ 5300 K. Giovannelli et al. (1995) carried out a long campaign of multifrequency observations, from X-ray to radio wavelengths. Their analysis of all UV spectra showed a strong variability in the continuum and in the lines. In addition, in 1986 June a brightening of about 1 mag on a time-scale of 4 d was observed and appeared to be related to UV and IR enhancements. Two flare-like events were also detected.
The extinction towards RU Lupi is somewhat uncertain. Gahm et al. (1979) suggest a value of 0.6 whereas Krautter et al. (1997) recently proposed a much higher value of 1.28. However, our UV continuum analysis points to a value of A V ¼ 0:4 which will be adopted throughout this work.
RU Lupi is also an IRAS source, although the initial values for the 12-m and 25-m fluxes were overestimated (Cohen & Jones 1987) . It shows an excess continuum emission in the near infrared region (Gahm et al. 1974) . Submillimeter radiation has also been detected (Weintraub, Sandell & Duncan 1989) . Nürnberger et al. (1997) , in a 13.3 mm dust continuum survey, found RU Lupi to be a strong millimeter emitter. Using the observed flux, they inferred the presence of a 2:27 Â 10 23 M ( circumstellar disc. IUE high-and low-dispersion spectra were presented by Brown et al.(1984b) . The line profiles of Mg II show a strong blue displaced absorption feature which supports the idea of the presence of an expanding circumstellar shell. The Fe II UV1 multiplet (,2600-2630 AÞ shows a P Cygni profile which Lago (1984) and Brown et al. (1984b) attribute to a strong stellar wind. Interestingly, Brown et al. (1984b) find that transition-region line widths increase with increasing temperature. Since some of the lines observed are optically thin, opacity broadening cannot be the sole mechanism, and they suggest that kinematic broadening as a result of flows or turbulence is dominant.
RU Lupi has also been detected in X-rays by Krautter et al. (1997) using the ROSAT PSPC at a level of L X ¼ 1:74 Â 10 29 erg s 21 :
GW Ori
GW Ori is a CTT spectroscopic binary associated with the l Orioniz association at a distance of 400 pc (Murdin & Penston 1977) . This binary, with an orbital period of 242 d, is one of the brightest and most massive TTS. Mathieu, Adams & Latham (1991) used the evolutionary tracks of Cohen & Kuhi (1979) to estimate a mass of 2.6 M ( and an age of 10 6 yr. More accurate models later confirmed the age but indicate a somewhat larger mass, around 3 M ( (Mathieu et al. 1995) . The radius is 8.4 R ( (Cohen & Kuhi 1979) although it is rather uncertain since it has been derived from the bolometric luminosity and the effective temperature of the star.
There is some dispute about the value of the bolometric luminosity. Calvet et al. (1985) and Simon, Boesgaard & Herbig (1985) propose values of 66 and 72 L ( , respectively. However, Mathieu et al. (1991) argue that the value for the primary is only 26 L ( and attribute the excess to circumstellar material. The interstellar absorption is 0.8. A G5 spectral type was assigned by Cohen & Kuhi (1979) who also reported a W(Ha ) of 27.6 Å .
GW Ori is also a rapidly rotating TTS. Projected rotation velocities of 43 and 40 km s 21 were measured by Bouvier et al. (1986) and Hartmann et al. (1986) , respectively. Despite difficulties in determining the photometric period, light variations were only measured in the U band, and a 3.2-d period identified (Bouvier & Bertout 1989 ). However, this value was not confirmed by Gahm et al. (1993) who found no periodicity on time-scales of days to weeks. GW Ori was observed over five nights, during which its nightly variation was typically 0.15 mag in V (Smith, Jones & Clark 1996) which is similar to the value of approximately 0.1 mag amplitude in V reported by Bouvier & Bertout (1989) . Again, this behaviour is not consistent with the 3.2-d period.
GW Ori shows a very large infrared excess (Cohen 1980 ) attributed to circumstellar dust. Strong submillimeter emission (the largest ever found in a TTS) was also observed (Mathieu et al. 1995) and proposed to result from a 1.5-M ( circumbinary disc.
An X-ray luminosity of 5 Â 10 31 erg s 21 was measured by Feigelson & Decampli (1981) in the 0:5-4:5 keV band.
CV Cha
CV Cha is a CTT binary member of the Chamaeleon dark cloud (Reipurth & Zinnecker 1993) . It is located at a distance of 140 pc. Its mass was estimated to be 1.5 M ( and the radius 2.0 R ( (Feigelson et al. 1993 ).
The star is classified as spectral type G8 (Rydgren 1980 ) with a luminosity between 3.4 and 4.2 L ( (Feigelson et al. 1993; Chen et al. 1997) . No significant veiling is present (Appenzeller & Wagner 1989) .
Both high-and low-resolution UV data have been analysed by Penston & Lago (1983) , who found strong variability in the intensity of the Mg II line for the two different observation periods. The profiles show blue displaced absorption which they argue is indicative of the presence of outflows. Conversely, Appenzeller & Wagner (1989) found only low-velocity and narrow blue absorption components in their high-resolution optical O I, data which led them to conclude that any mass flows present are only weak. However, the O I lines themselves were rather weak and their presence was not confirmed by Reipurth, Pedrosa & Lago (1996) . A rotation period of 4.4 d was reported by Bouvier & Bertout (1989) , although this is somewhat uncertain.
There is also significant interstellar absorption towards CV Cha. Chen et al. (1997) indicate A V ¼ 1:7, which is somewhat higher than the earlier value of A V ¼ 1:0 reported by Simon et al. (1985) . The value obtained by Chen et al. (1997) is confirmed by our analysis of low-resolution IUE spectra and is therefore adopted in this work.
CV Cha is an IRAS source (Whittet 1974) . The far-infrared (FIR) flux values listed in the IRAS point source catalogue indicate the presence of a small amount of cool interstellar matter around this star. Linear polarization measurements give values of about 1 per cent, which are constant (Ménard & Bastien 1992) .
The ultraviolet spectrum (low-and high-resolution IUE data) was presented by Penston & Lago (1983) .
This star has also been detected in X-rays with the Einstein Observatory by Feigelson & Kriss (1989) . Two soft X-ray images of this same region were obtained with the ROSAT PSPC which confirm CV Cha, with L X , 10 30 , as one of the strongest X-ray sources in the Chamaeleon dark cloud (Feigelson et al. 1993 ).
IUE observations
For the spectral analysis we have used low-resolution ð6-7 AÞ data from the IUE Newly Extracted Spectra (INES). This public archive contains spectra calibrated by the reduction techniques as described in Garhart et al. (1997) . Recently, the reduction procedures were improved as reported by Rodriguez-Pascual et al. (1998) . For each star we selected the best quality spectra available which have been added to further improve the signal-to-noise ratio.
The dates, image numbers and exposure times of the data used for BP Tau are given in Paper I and the spectrum is also presented. Table 1 gives the relevant data for the other stars and Figs 1 -4 show their spectra. The lines analysed are overplotted on the figures.
With regard to the spectroscopic binaries (GW Ori and CV Cha), Mathieu et al. (1991) showed that the infrared luminosity of the companion to GW Ori was negligible and hence the contribution to the UV should be unimportant. We thus assume that the UV emission from the primary is dominant. For CV Cha, the separation between the primary and secondary is quite large (1596 au, Reipurth & Zinnecker 1993 ) and should therefore not present a problem in observations of the primary.
We have identified the emission lines in the spectra of the stars and measured the respective fluxes using the routines available in the FIGARO package for data reduction. The spectra are fairly typical of TTS including emission lines from Si III,SiIV,CIV,HeII, Si II,F eII and Mg II. The effects of interstellar absorption were taken into account by using the relation
where f obs is the observed flux and f cor represents the flux corrected for the interstellar absorption. The values of A l were obtained using a 'mean' interstellar extinction law (Savage & Mathis 1979) . Table 2 gives the fluxes so derived and the associated uncertainties for the lines of interest. The latter are a result primarily of uncertainties in the fitting procedure.
ELECTRON DENSITIES AND ACTIVITY LEVELS
There are two pieces of general evidence that indicate that the densities and activity levels in TTS atmospheres are higher than in the Sun. Direct comparisons of line fluxes with different solar regions show similarities with very active regions while electron density estimates using line ratios are usually higher than in the 'quiet' Sun at similar temperatures. When carrying out comparisons of the former, we have calculated line surface fluxes to account for differences in distance and radius. In doing this, the corrected fluxes were multiplied by a factor ðd * /R * Þ 2 , where d * is the distance to the star and R * is the stellar radius.
As in Paper I, the solar data we took for comparison were from Cappelli et al. (1989) . We examined data from a 'quiet' region, an active region and a solar flare. For all the stars in our sample, it was clear that the flux distributions with temperature were closer to that of the solar active region (SR9 in the notation of Cappelli et al. 1989 ) and so these data are shown in the subsequent plots.
Interestingly, the flux levels are considerably higher in all the stars than in the solar active region. Fig. 5 shows the stellar-to-solar active region line-flux ratios for RY Tau and BP Tau. The y-scale is given as the logarithm of the flux ratios. Fig. 6 shows the comparisons for GW Ori, CV Cha and RU Lupi. It can be seen from the first of these figures that the line fluxes are 5 to 30 times larger than those of the solar active region at similar temperatures.
In the extreme case of CV Cha (Fig. 6 ) this increases to 2 to 3 orders of magnitude. However, this is just one solar active region and the enhancement factors will clearly be variable from region to region. In Paper I we used the ratio of the Si III] 1892-Å forbidden line to the allowed 1303.5-Å multiplet to assess the electron density in the atmosphere of BP Tau. This was the only density diagnostic ratio available in the spectrum. However, the allowed line is blended with O I and so an accurate estimate of the density requires an accurate estimate of the contribution from O I. As pointed out there, subtraction of the contribution from this line is not straightforward because of the competition between processes forming the line; principally there is interplay between photoexcitation and opacity, which act to offset one another, but charge exchange recombination may also play a role. Detailed radiative transfer computations for a model chromosphere are required (such as those made for a Tau by McMurry 1999) to fully understand the formation of this line in TTS. However, it is possible to set limits on the range of densities. An absolute upper limit can be set by assuming that the Si III line dominates and using the lower formation temperature diagnostic curve presented in fig.  3 of Paper I. Regarding setting a lower limit, in Paper I we argued that the shape of the diagnostic curve allowed us to set a maximum limit on the ratio value and hence a lower limit on the Si III emission. We also made a number of assumptions regarding the formation temperature of Si III and the likely enhancement of the O I line flux (see the discussion in Paper I for more details). In the case of BP Tau, the density was constrained to within the range 10 11 to 6 Â 10 12 cm 23 . In addition, the DEM fitting for BP Tau implied a density around 5 to 7:5 Â 10 11 cm 23 which was very close to the line ratio result ð4 Â 10 11 cm 23 Þ assuming the line 'behaved' like a collisionally excited one and subtracting the contribution arising from O I using the split-up fractions obtained from the DEM. The consistency obtained from two independent techniques lends support to the electron density estimate.
We have used this line ratio again to estimate the electron densities in the atmospheres of the other stars in our sample. Unfortunately, we were unable to derive DEMs with our ADAS code as a result of having insufficient spectral lines over a reasonable temperature range to perform the numerical integral inversion with any reliability. Thus we were unable to independently confirm these results with the same statistical rigour adopted in Paper I. However, in Section 4 we attempt to improve on these results using EM techniques. The contribution from O I has again been subtracted. In doing this, we computed the electron density from the line ratio and then referred to the DEM solution for BP Tau for the appropriate density to obtain the split-up fractions. The O I was then subtracted and the density estimate re-computed. The results are given in Table 3 . The absolute upper limits (AUL) to the electron density are also shown but we have omitted the lower limits as these are more subjective and in Paper I were aimed primarily at setting a suitable range for the DEM calculation.
In summary, at the temperatures of formation of these lines, for all the stars in our sample, we find indications that the densities are between 10 and 40 times higher than in the quiet Sun.
METHOD OF ANALYSIS AND ATOMIC DATA
A comparison of emission-measure techniques and a full explanation of the adopted method were given in Paper I. In this work we adopt the same method as used there, slightly altered as discussed below. Briefly, for an atomic transition j !i we express the line flux (in units of photon cm
where n j is the population of the excited state j, A j !i is the spontaneous radiative rate for the transition, n e is the electron density, d * is the distance to the star in cm, n el is the total population of the element, n H is the hydrogen number density, n ION is the total population of the ionization stage ION, VEM is the volume emission measure, T e is the electron temperature, T p is the temperature where G(T e ) is at a maximum, G(T e ) is the product of line emissivity, ionization fraction and hydrogen to electron number density ratio and
where the integral is taken over a temperature interval D log T e ¼ 0:5 around the value T p . Hence b tries to take account of the shape of the G(T e ). The factor 1/2 is introduced since half the photons are emitted back towards the photosphere and hence not detected. The method is a modification to the technique of Jordan & Wilson (1971) and more recently Jordan et al. (1987) and Laming, Drake & Widing (1995) . However, following Jordan et al. (1987) we compute the locus of VEM which gives an upper limit to the VEM distribution. This is done by calculating the VEM at a set of temperature points around T p and assuming the entire line is formed at those temperatures. We chose an interval of 0.5 in log T e . The atomic calculations were done using the ADAS package. The ionization and recombination data and model for n H /n e are as given in Paper I.
A-values, energy levels and electron impact excitation data
The collisional excitation and spontaneous radiative decay data sources are mostly as given in Paper I, except for some improvements and the inclusion of the following additional ions which emit lines which were not observed in the spectrum of BP Tau but are present in at least one of the additional stars analysed here.
O-like ions
For O I the data set was updated to include the results of Bhatia & Kastner (1995) . This was a distorted wave calculation including 13 levels. The number of levels was extended (up to 30, i.e. 3s 1 D 2 ) with the additional data generated from the Cowan atomic structure code and the energy levels taken from the NIST data base.
Li-like ions
For C IV the data were extended from those of Paper I by including nine new energy levels (making 24) up to 5 g 2 G 9/2 . The energy levels were adjusted to the NIST values and additional data were generated from the Cowan atomic structure code.
Be-like ions
For C III, the first 44 fine-structure resolved energy levels (up to 2s5f 1 F 3 ) were included. The ionization potentials are those of Kelly (1987) and the energy levels are those of Moore (1993) . The A values for n ¼ 2-2 and 3-3 transitions are those of Allard et al. (1990) . Where they do not give values, we used those of Nussbaumer & Storey (1979) . Results from Idrees & Das (1989) were used for n ¼ 2-3 and 3-4 transitions. The value for the intercombination transition (2s 21 S to 2s2p 3 P 1 ) was taken from Fleming, Hibbert & Stafford (1994) . The collisional data are as recommended in the review by Berrington (1994) . That is, the 12 state R-matrix calculations of Berrington (1985) and Berrington et al. (1989) -covering n ¼ 2-2 and n ¼ 3-3 transitions -and the fine-structure resolved results of Berrington et al. (1985) for transitions between 2s2p 3 P and 2p 2 3 P, since the R-matrix calculation was in Russel -Saunders (LS) coupling. The 12 LS states correspond to the first 20 fine-structure levels. The other finestructure results have been obtained from these data by splitting the collision rates using statistical weight factors except for transitions amongst the 2s2p 
B-like ions
For C II, the first 141 fine-structure resolved energy levels (up to 2p 2 3d 2 D 5/2 ) were included. The ionization potentials and energy levels were taken mainly from the NIST data base with additional data from Cowan calculations. The A-values, including the transitions of interest, were taken from Nussbaumer & Storey (1981) and extended with values from NIST, Lennon et al. (1985) and Froese-Fischer (1983 . The electron collisional data were obtained by combining relativistic distorted wave collision strengths and oscillator strengths from Zhang & Sampson (1994) with R-matrix calculations by Blum & Pradhan (1992) . The Blum & Pradhan data included the 14 lowest levels plus a further four, and the calculation was performed over a limited temperature range ð10 3 -4 Â 10 4 KÞ. However, these data are preferred and so they were smoothed on to the Zhang & Sampson data at high temperature. The accuracy at high temperature is not particularly good; a typical variation being a factor of two between the data sets. Data for transitions not given by either author were added from Cowan calculations.
C-like ions
For O III, the first 46 fine-structure resolved energy levels were included (up to 2p 41 S). The ionization potentials and energy levels were taken from the NIST data base and the A-values were taken from Moore (1993) and Wiese, Fuhr & Deters (1996) and supplemented with values from Cowan calculations. The collisional data were taken from Aggarwal & Keenan (1999) which was a 26-state R-matrix calculation in LS coupling including the six lowest configurations. The data were expanded as recommended by the authors. Comparisons by those authors to their previous work (Aggarwal 1993) show the collision strengths to be the same but show differences in the effective collision strengths. They have shown the earlier results to be in error.
RESULTS
Emission measure analysis of IUE data
In order to calculate the VEM curves, we require an estimate of the electron density. As mentioned earlier, we consider the results from the line ratio diagnostic to be preliminary and so we have attempted to derive an electron density from the VEM results by bringing the VEM loci for the forbidden lines into agreement with the general trend. However, we have used the preliminary values given in Table 3 for the computation of level populations, ion fractions, etc., of the allowed lines. We have also used these values to give us the appropriate fractional contributions to the blend of O I and Si III. 12 cm 23 and either of 1, 2.5 or 5 Â 10 11 cm 23 depending on the preliminary density derived for the star (see Table 3 ). We also present results for densities below which a factor of 2 change in density results in a reduction of the VEM loci by only about 10 per cent. 9 cm 23 since this gives the best agreement with the general trend (see below). When present, we have also extended the VEM loci for Si II and C II to lower temperatures ðlog T e ¼ 4:0 and 4.1, respectively) to show how they would converge. We also extended the Si III blended line locus to show the overlap with Si II. Fig. 7 shows the distribution for RY Tau. The loci show a general decrease in VEM with increasing temperature that is tracked primarily by the O I,S iII,CII,S iIV and C IV curves. The method also begins to reveal which lines are discrepant from the general trend without the necessity of a DEM analysis.
RY Tau
The Si III 1303.5-Å loci appear to lie above the general trend, which may be a result of the blending with O I.
Evidently loci continue to lie above the general trend despite some improvement. We also investigated the effects at high density and found that the VEM loci continued to increase.
To investigate the consistency of the spectrum we used the C IV VEM at the formation temperature of O IV] ðlog T e ¼ 5:15Þ to make a rough prediction of the corrected flux for the O IV]
,1397 Å multiplet. This gave a value around 10 per cent of the flux of the Si IV line with which it ought to be blended. This falls within the error of the Si IV flux quoted in The disagreement between theory and observation then points to problems in either the atomic data or the physical assumptions in the EM technique, e.g. ionization equilibrium, constant elemental abundances, etc. An alternative interpretation could be that the discrepant lines are formed in a separate region with different physical characteristics. These possibilities are discussed in detail in Section 6.
BP Tau
The distribution for BP Tau was discussed in detail in Paper I where a comparison to DEM results was made. The VEM results presented here differ only in the introduction of the loci method and the improvement to the O I data mentioned in Section 4. The newer O I data lead to a lower temperature of formation and an increase in VEM by a factor of 1.7.
Once again the loci show a general decrease in VEM with increasing temperature but the trend is less immediately obvious (see the O I,S i II,S i IV,C IV and N V curves in Fig. 8 ). The distribution is also similar to that of RY Tau until about log T e ¼ 4:9. There is then evidence of a slight upturn in the VEM because of the C IV line and then the N V line, whereas in RY Tau the VEM continues to fall. The N V curve represents the highest temperature sampled by the data for any of the stars and its presence was crucial in the numerical calculation of the DEM in Paper I. The behaviour of the Si III lines is similar to the case of RY Tau. The loci of both lines lie above the general trend but come into agreement with each other at a density of 5 Â 10 11 cm 23 . The N III] line shows a very different behaviour and lies above the general trend. Altering the electron density used to calculate the VEM loci does not bring the curve into agreement with the others, although the situation improves for lower values.
Once again we checked the consistency of some of the lines observed in this star. Using the C IV and N V VEMs for the formation temperature of N IV] ðlog T e ¼ 5:05Þ, we estimated the corrected flux for the N IV] 1486-Å line. These gave corrected fluxes around 50 to 100 times weaker than that of N III] and thus below the sensitivity of the IUE. We also estimated the corrected flux for O IV] using the same VEMs but at the appropriate formation temperature. These both gave values which fell within the error bars quoted for the Si IV] line with which it ought to be blended. Thus the spectrum is self-consistent in this case. Fig. 9 shows the distribution for RU Lupi. The downward trend is again noticeable through the O I,S iII,CII,S iIV and C IV curves. However, in this case the fall in the VEM is not quite as rapid as in BP Tau or RY Tau, and in fact levels off with C II,S iIV and C IV showing comparatively similar amounts of emission. There is no evidence of an upturn as observed in BP Tau, but despite this the VEM values remain higher in RU Lupi in the higher temperature region.
RU Lupi
The Si III lines show a behaviour similar to that described for RY Tau and BP Tau. Although they are above the general trend, they are in agreement with each other for an electron density corresponding to the initial estimate (10 11 cm 23 ). However, in contrast to BP Tau, the forbidden N III] loci come very close to agreement with the general trend at the lowest density, 5 Â 10 9 cm 23 .C III] also comes into agreement at the lowest density shown ð5 Â 10 8 cm 23 Þ. Note that although we have extended the C II loci to lower temperatures, the curve does not yet converge with that of Si II in this case. A reduction of temperature of 0.05 in log would result in an emission measure greater than the y-range of the graph and so we preferred not to extend the curve any further to preserve clarity in the figure.
Once again we used the C IV VEM to make a rough estimate of the corrected flux for N IV]. This gave a corrected flux about 3.6 times lower than that of N III]. Although this is not so clear a case as in RY Tau and BP Tau, note that the N III] flux is the lowest quoted for RU Lupi (see Table 2 ) and is itself quite close to the detection limit. Fig. 2 shows quite a convincing feature for N III] and there is also a 'line-like' spectral feature around 1486 Å , although it is much smaller. It could also be background variation. However, the spectrum appears self-consistent in that N III] appears to be present and the predicted flux of N IV] suggests it would be very close to the detection limit which is confirmed by examination of the spectrum. If N IV] is present, it is very weak, and we have not included it in the analysis since the associated errors on the flux would also be large and its identification is questionable. Also, any density information we might derive from its VEM loci would have to be treated as less reliable than that derived from the betterobserved density-sensitive lines. Fig. 10 shows the distribution for GW Ori. The O I,S iII,CII,SiIV and C IV loci trace out a smooth distribution again. The trend settles smoothly in a manner similar to that of RU Lupi, but the VEM values are substantially larger in this star (at least one order of magnitude when compared to RY Tau which has the same initial density estimate -see Table 3 ). Similar discrepancies are found with the Si III lines. Although they lie above the general trend, they can be brought into reasonable agreement with each other at the density closest to the initial estimate ð2:5 Â 10 11 cm 23 Þ. The C III] loci again lie above the general trend but as in the case of RU Lupi it appears that they can be brought into agreement with the trend at the lowest density, 5 Â 10 8 cm 23 . As for RU Lupi, in order to preserve clarity we did not extend the C II curve any further, as the emission measure rises to a value greater than the y-range of the figure. Fig. 11 shows the distribution for CV Cha. A fairly smooth trend is evident once again through the O I,S iII,CII,SiIV and C IV loci. In this case there is some evidence of an upturn around log T e ¼ 4:9 as observed in BP Tau. Note that the VEM values are substantially larger again in this star, being over an order of magnitude larger than RY Tau. Again the Si III lines lie above the trend but are perhaps closer than in the other cases. Reasonable agreement is reached between them for the electron density closest to the initial estimate ð1 Â 10 11 cm 23 Þ even if the match is worse in this case than in the other stars. It is clear also in this case that the O III] loci cannot be brought into agreement with the general trend. However, the C III] line does come into agreement at low density albeit a factor 10 higher than in the cases of RU Lupi and GW Ori. As for RU Lupi and GW Ori, in order to preserve clarity we did not extend the C II curve any further, as the emission measure rises to a value greater than the y-range of the figure.
GW Ori
CV Cha
Finally, we have used the C IV VEM again to estimate the corrected flux for the O IV] line. The value we obtain is around 45 per cent of the flux which we have attributed to Si IV. This is significant and larger than the error bars quoted in Table 2 . It is difficult to separate these two lines since they also have separate components of their multiplets at near coincident wavelengths, so we have not included O IV] in the present calculations. However, we investigated the effect of reducing the Si IV flux by around 45 per cent. This leads to a similar reduction in VEM. To put this in context, since the VEMs are plotted as log in Fig. 11 , alterations to the points of the Si IV curve are less than 0.5 per cent and hence are not visible on the plot.
If the O IV] line is not present to the degree suggested by the C IV VEM (which is likely to be an uncertain estimate), then this would cast doubt on the identification of the O III] line. Another possibility is that part of the flux attributed to O III] could come from a possible blend with C i , 1657
A. However, using our atomic models we estimate that C I ought not to contribute more than about 20 per cent of the flux for this line, which falls within the errors quoted in Table 2 .
Opacity test case: RY Tau
Since the electron densities in TTS atmospheres appear somewhat higher than in the Sun, it is expected that optical depth effects may Figure 10 . The VEM loci plotted against temperature for GW Ori. Figure 11 . The VEM loci plotted against temperature for CV Cha.
alter the emergent fluxes of lines normally assumed to be optically thin in the solar case. In addition, the effect of opacity is likely to be greater for the lines that are affected at all in the Sun (e.g. C II 1335 Å ). We have thus investigated the influence of opacity on some of the lines used in the analysis. For this purpose we have made use of simple escape factor techniques to estimate the optical depths in the lines. The techniques are described elsewhere (Brooks et al. 2000; Fischbacher, Loch & Summers 2000) and are implemented as a computer code as part of the ADAS package. The techniques are less reliable at high optical depths but give a useful indication of the effect of opacity on the VEM, and certainly are useful for concluding whether a particular line is affected or not. We considered RY Tau because of the magnitude of the derived VEM values, which should result in lower optical depths. We converted the VEMs to column emission measures (CEM) assuming spherical symmetry and a radius of 2.4 R ( . The CEMs were then converted to ion column densities assuming solar coronal abundances and making use of the preliminary electron density estimate and the appropriate value of n H /n e according to the line temperature of formation. These values were then entered into the ADAS code along with a number of geometrical options. Of the choices available, we chose an extended slab geometry to approximate a layer of atmosphere. The thickness of the slab was chosen so that its product with the density gave the column density. The lateral extent of the slab was chosen to be very large and was not a sensitive parameter in the calculation. The population density of the upper level in the transition was chosen to peak at layer centre and decrease parabolically toward the edges. Finally, we assumed that equipartition of energy between ions and electrons had had sufficient time to take place. This assumption may not be justified but is more likely to be so in the region of interest in a TTS than in the solar corona for example, since the thermalization timescale is proportional to T 3=2 e and 1/n e , i.e. the time-scale shortens as the temperature decreases and the density increases. The code then calculated the optical depth in the line.
The lines of greatest interest for this exercise were the allowed lines of C II and Si II. As reported in Paper I in the DEM analysis of BP Tau, the predicted flux for Si II is somewhat greater than that observed, which may be an indication of opacity. The forbidden lines are not expected to be significantly affected because of their small A-values and we confirmed this using the models above. We did not consider the blended line or the allowed lines of C IV and Si IV.
For C II the optical depth is ,25.4. For Si II it is ,3.47. The optical depths were then used to calculate layer-averaged escape probabilities, from which we then computed an opacity-modified contribution function, G*(T e ). The observed flux was then combined with the G*(T e ) to compute the opacity modified VEM. The C II VEM was thus increased by a factor of 11.4 and the Si II VEM by a factor of 2.45. These are the increases computed at the formation temperature. Clearly, as we move away from the peak of emission, the VEM loci increase and hence the column densities increase and the effect of opacity is to sharpen the trough in the loci curve.
Comments on the atomic modelling
In this work we have improved the atomic modelling by updating both the fundamental and derived atomic data bases for the individual lines of interest. The rate coefficients now correspond to the most recent available in the general literature and in some cases they are supplemented by our own calculations. The number of energy levels included in the population calculations has been extended and the density sensitivity of the dielectronic recombination and ionization coefficients has been included. In this subsection we examine the influence of some of these improvements in greater detail.
Regarding the introduction of higher levels, we estimate that including the Dn . 0 transitions produces a change in the emission measure results at the temperature of the peak of the G(T e ) function of less than 10 per cent. This is therefore not a significant factor in our results. However, our ADAS data format for fundamental atomic data has been prescribed in this manner to allow the models to be extended for confrontation with higher-resolution spectral data (Hubble Space Telescope GHRS, XMM RGS etc.) which in turn will require higher-accuracy atomic data. For example, we hope to include state-selective dielectronic recombination data to specific higher levels, in the future. Table 4 shows the effect of including the density dependence of dielectronic recombination and ionization on the G(T e ) functions for the lines of interest. The shifts in the temperatures of the peak of the G(T e ) functions are shown, together with the percentage changes in the peak values of the G(T e ). The results are compared at zero density and 2:5 Â 10 11 cm 23 which was taken as being roughly representative for the TTS in our sample. The percentages are computed as changes with increasing density. Note that the density dependence of the level populations has been separated out, so that these results are solely due to ionization equilibrium density sensitivity. An example showing the effects discussed below is presented in Fig. 12 for O I 1303.5 Å .
The peak values of G(T e ) for the forbidden lines are not altered significantly (less than ,6 per cent), however, there are quite substantial differences for the allowed lines (,34-87 per cent). These differences will be reflected in the emission measure results.
The temperatures of the peaks of the G(T e ) functions are lowered in most cases by ,0:05-0:1 in log. However, the temperature of the peak of the G(T e ) function for O I falls by 0.45 in log. This is a result of the double peaked nature of the O I contribution function and purely reflects the fact that the lower temperature peak becomes dominant (see Fig. 12 ). These results should be borne in mind when assessing the formation temperatures used in our emission measure plots. Note also the additional substantial alteration of the shape of the G(T e ) function in the example figure. Lago, Penston & Johnstone (1985) derived the CEM distribution for GW Ori from IUE UV line fluxes and X-ray data from the Einstein Observatory. The distribution shows a decrease with temperature (up to ,log T e ¼ 5:05Þ which they fitted with a temperature power law (T b ) assuming an exponent of 21:49^0:42. Above this temperature, the emission appears to increase. The C II CEM was not included in the analysis since it appeared to lie below the general distribution. The distribution for RU Lupi was derived by Lago et al. (1985) from IUE UV-line fluxes and the results were similar to the case of GW Ori at lower temperatures, showing a decrease in emission measure with increasing temperature (up to ,log T e ¼ 5:2Þ. However, they show only a small increase at higher temperatures (,log T e ¼ 6:0Þ before falling again. A power law was fitted to the lower temperature data with an exponent of 21:57^0:22. The C II emission measure was also observed to be lower than the general distribution in this star.
Interstellar absorption was suggested as a possible cause of this, and in Paper I we drew attention both to the possible influence of errors in the atomic data for this ion, and to the importance of a correct determination of the formation temperature (using a collisional-radiative model). However, Lago et al. (1985) appear to favour opacity effects as the most likely explanation, and in the previous section we showed that C II is indeed likely to be affected by opacity, at least at the column densities derived from the preliminary electron density estimates.
The fall-off of CEM appeared less rapid than in the Sun (powerlaw exponent 2:1^0:23Þ in both stars, which the authors attribute to the regions either being more extended, or having a density gradient less than expected in an atmosphere in hydrostatic equilibrium -as might arise if the emission region lay in the decelerating part of the stellar wind.
We also made temperature power-law fits to the data presented for comparisons with these earlier works. For this purpose we used the single temperature of the maximum of the G(T e ) function. In the case of RU Lupi, we obtained a value for the exponent of 22:93^1:37 and in the case of GW Ori we obtained 22:74^1:42. In both cases they agree with the previous results although the uncertainties are significant. The Lago et al. (1985) results were derived from only four lines in each case. From our discussion above, the loci method appears to reveal that the general trend for each star, as derived from the allowed lines, is not well represented by a power-law distribution. In addition, when the extra lines available here are added to the power-law calculations, it is more ambiguous as to whether the VEM fall-off is less rapid than in the Sun and, if the trend of the allowed lines is accepted, it indicates that the fall-off is more rapid. On the contrary this would imply that very steep density gradients exist or that the emitting region shows a more rapid decrease in volume, with increasing temperature, than in the Sun. Also, the results for C II would not be so obviously discrepant. Jordan & Kuin (1988) also derived the CEM distribution for RU Lupi and attempted to bring the forbidden lines into agreement with the general trend in order to assess the electron density. They found conflicting results suggestive of two zones with different densities. The distribution itself appears somewhat similar to our results and they noted that it reflects the inverse of the radiative power-loss curve. They used the C III] line to derive an electron density in the range 2-8 Â 10 10 cm 23 in the higher-density region, which essentially agrees with our preliminary density estimate using the line ratio (10 11 cm
23
). However, assuming constant pressure this appeared to give an unreasonably high density at lower temperatures (Brown et al. 1984a) , hence the suggestion of a separate zone. They also concluded, from comparisons with models, that above 2 Â 10 4 K the lines are not formed in the stellar wind but in a region continuing from the high-density chromosphere. Below this temperature, they suggested the lines were formed in a cool stellar wind. Our analysis of RU Lupi appears to lend support to this suggestion. In addition, they postulated that the two regions had different ionization but that both were in equilibrium. This is discussed further below.
It is also clear from our VEM distributions that there are unexpected mismatches between the theoretical and the observed fluxes for the forbidden lines and also the Si III line. As mentioned, in the case of Si III this could well be a result of blending with O I, but the fact that the other lines do not follow the general trend (for any of the expected densities) points towards the possibility of two separate emitting zones, unreliabilities in the fluxes, uncertainties in the atomic data or failures in one or more of the physical assumptions in the method. It is interesting that some of the forbidden lines could be brought into agreement with the general trend at low density (e.g. N III] in RU Lupi or C III] in GW Ori). This suggests that there may be uncertainties in the modelling of the high-density behaviour in the atomic coefficients. Since such discrepancies were not found by Jordan & Kuin (1988) in their analysis of RU Lupi, we found it prudent to investigate this issue in greater detail. To check on the high-density behaviour of the atomic data we looked at Jordan et al. (1987) and used x 1 Ori as a test example. Using their fluxes and our atomic data we were able to derive CEM results similar to those presented there, i.e. we found no discrepancy for the forbidden lines and were able to bring the lines into agreement at similar densities to their results. This suggests that the problems are not in the atomic data but rather are in the assumptions made in the EM method.
In addition, we used the line fluxes presented by Brown et al. (1984b) together with our atomic data to check whether there was any substantial difference between our results and those of Jordan & Kuin (1988) . Again we were able to essentially reproduce their results and it became clear that the discrepancies found in this work were most obviously detectable with the N III] line.
There are a number of possible assumptions that could be called into question. The forbidden lines could also be affected by opacity, the elemental abundances may not be constant throughout the atmosphere, or there could be a breakdown in the assumption of equilibrium ionization balance. However, the forbidden lines are expected to be less sensitive than the allowed lines, and using the column densities derived from the VEM results together with the escape factor models and geometry discussed in relation to RY Tau above, we find optical depths for all the forbidden lines ,4 Â 10 23 . We also considered the effects of adopting solar photospheric abundances. Only in the cases of RU Lupi and GW Ori could we hope to bring all the lines into agreement, as Si was the only element whose abundance was significantly affected and lines of C, N, and O would still be discrepant in the other stars. However, on recomputation of the VEM distributions, the Si results did not alter sufficiently to bring them into agreement with the general trend. Regarding non-equilibrium ionization, little definitive comment can be made without a proper prediction of its potential influence on the observed spectrum. Mismatches as large as those found here are not expected to occur and indeed it is believed that such discrepancies should be smaller for the more active late-type stars (Lanzafame 1999) . This deserves further attention within the framework of current accretion/wind models.
The possibility that the explanation lies in two components of the UV emission is an important one. The consistency between the discordant intersystem lines (e.g. N III] in BP Tau) and the lines which are not detected (e.g. N IV] in BP Tau) lends support to their identification and suggests this may well be the explanation. Note, however, the exception of CV Cha. As pointed out by Brown et al. (1984a) in their analysis of T Tauri, the ratios of forbidden and allowed lines cannot be used to determine the electron density if they are formed in separate regions. It then no longer makes sense to attempt to match the VEM curves at the same density since the two regions may have very different physical characteristics. A further consideration is that the region forming the forbidden lines must also contribute something to the emission in the permitted lines. One could envisage a primary solar-like VEM with a secondary component superimposed which together are responsible for the unusual shape of the curve derived for the permitted lines. Referring to the flux ratio plots in Figs 7 and 8, there do appear to be strong similarities between the flux distributions with temperature and the solar active region for all the stars. Such similarities might indeed suggest a systematic difference from the solar case superimposed on a solar-like flux component.
Another striking feature is that the VEMs for GW Ori and CV Cha are much larger than those of the other stars. For GW Ori all the VEMs are over 10 times larger than those of RY Tau. In the case of CV Cha, with the exception of the C III] line (the VEM of which is a factor of 3 larger), they are over 30 times larger than those of RY Tau. Aside from this difference in magnitude the distributions do have similarities. In this work we have investigated the influence of electron density, interstellar absorption and opacity. In the case of the latter, although there are substantial differences in the results, the effect of opacity is not sufficient to account for the difference between the two distributions for either line in CV Cha or for Si II in GW Ori, at least for the geometry considered. Note also that since the escape factor falls with optical depth the result would be to increase the VEM values for GW Ori and CV Cha by greater amounts than in RY Tau (because of the higher column densities) thus increasing the already considerable discrepancy. Therefore, it is clear that none of the processes considered accounts for this sizeable difference in the magnitude of the VEM between these stars. Taking GW Ori and RY Tau for comparison, if we accept the preliminary electron density estimates and assume spherical symmetry, the difference would be a result of the volume of the emission region as the radii of the two stars are nearly the same. The vertical extent of the emission region then reflects the difference in VEM so that it would be ,10 times greater in GW Ori than in RY Tau. The argument holds also if spherical symmetry is violated but the geometry of the emission region is the same in both stars. A similar argument can be made for the cases of CV Cha and RU Lupi, this time suggesting that the vertical extent of the emission region in CV Cha is ,5-20 times greater than in RU Lupi. Since the distributions are very similar, we could well have similar processes operating in all the stars but over a more extensive region in GW Ori and CV Cha.
CONCLUSIONS
We have analysed IUE UV data of a group of five TTS in order to derive their VEM distributions and assess the levels of activity in their atmospheres. Improvements in the spectroscopic analyses come from using the collisional-radiative atomic models and data discussed in Paper I and extended here. From comparisons of line fluxes to the solar case we have been able to examine the relative activity amongst the sample of stars and we find similarities with solar active regions. We have also used a line ratio diagnostic to estimate the electron densities in the atmospheres of the stars, and the results imply that the densities are 10-40 times higher than in the quiet Sun at transition region temperatures.
The VEM distributions throughout the sample show a similar decrease up to temperatures around log T e , 4:9. Above this temperature there is some evidence that the amount of material rises in BP Tau and CV Cha but falls in all the others. We find that the decrease in VEM with increasing temperature, for all the stars, appears sharper than in some previous work. In comparison with the solar case the result suggests that the UV emission is formed in a region with a steeper decrease in density or volume with increasing temperature. Note that, at the densities implied by the line ratios, in absolute terms the TTS emitting regions would be more extended than in the Sun, assuming the same geometry.
The Si III VEM loci is always found to be discrepant which is probably a result of the blending with O I. The behaviour of the forbidden lines appears to vary from case to case. We have attempted to improve the electron density estimates by bringing the VEM loci for the forbidden lines into agreement with the general trend. However, we find that there is no electron density which will bring all the discrepant lines into agreement with the general trend for any of the objects. This suggests either that we have problems with the atomic data used, the fluxes are unreliable or there is a failure in one or more of the physical assumptions made by the EM method.
The closest cases we can get to bringing all the forbidden lines into agreement are GW Ori and RU Lupi, where the Si III] and C III] VEM loci in GW Ori and the Si III], C III] and N III] VEM loci in RU Lupi almost match at the lowest densities. However, note that these densities are not the same for all the lines since they represent the density below which a factor of 2 change will result in only a 10 per cent change in VEM. There are other cases in which single forbidden lines can be brought into good agreement at this extreme. This result is suggestive that any problems in the atomic data are with the high-density behaviour. However, we have ruled this out through our comparison in Section 6. Problems with the fluxes as a result either of the extraction method or of the measurement uncertainties are also not sufficient to account for the very large discrepancies. Thus we favour a failure in one or more of the physical assumptions. We then examined the effects of opacity and found that both C II and Si II are likely to be affected but that the forbidden lines are optically thin. We also investigated the consequences of adopting solar photospheric elemental abundances. However, in both cases the discrepancies remain.
In the case of RU Lupi, Jordan & Kuin (1988) suggested the presence of two separate emission regions. This could well provide the explanation for the mismatches observed in the TTS analysed in this work. The consistency between the discordant intersystem lines and those not detected lends further support to this finding, noting the exception of CV Cha. It is possible that we could be observing a primary solar-like VEM with a secondary separate component superimposed, which together are responsible for the unusual shape of the curves derived. It is clear that further progress can only be made through comparisons with models. Also, a breakdown of the equilibrium ionization balance cannot be ruled out but is not expected to account for the large discrepancies found.
Finally, the VEM results for GW Ori and CV Cha are somewhat larger than for the other stars in the sample. They are over 10 times greater than RY Tau in the case of GW Ori (despite our using the same electron density for the computations) and 5-15 times greater than RU Lupi in the case of CV Cha (again using the same electron density). The activity levels for these two objects are also correspondingly higher. None of the physical processes we have investigated can account for the differences although the situation may be confused in the case of CV Cha and RU Lupi as it is not so clear that the geometry is the same. However, noting the assumptions made above, we suggest that the UV emission in GW Ori and CV Cha is formed in a more extended region than in the other three stars.
