This paper proposes an improved evolutionary algorithm with parallel evaluation strategy (EAPES) for solving constrained multi-objective optimization problems (CMOPs) efficiently. EAPES stores feasible solutions and infeasible solution separately in different populations, and evaluates infeasible solutions in an unusual manner, such that not only feasible solutions but also useful infeasible solutions will be used as parents to reproduce the populations for the next generation. The EAPES proposed in this paper ranks infeasible solutions based on the scalarizing function named constrained penalty-based boundary intersection (C-PBI), which is determined by objective function values and a total constraint violation value. Then, this paper investigates the performance of the C-PBI-based EAPES to search for Pareto-optimal solutions compared to the non-dominated sorting genetic algorithm II (NSGA-II) and the previous EAPES without using C-PBI. The C-PBI-based EAPES with a well-tuned parameter is most capable to explore Pareto-optimal solutions with good diversity, spread, and convergence to the true Pareto front. The C-PBI-based EAPES assigns bad rank to the infeasible solutions that are expected away from an unknown Pareto front, and does not store such solutions. Thus the C-PBI-based EAPES exhibits a higher searching capability than the previous EAPES by evaluating infeasible solutions in an appropriate balance between objective functions and total constraint violation.
Introduction
Most of real-world optimization problems correspond to constrained multi-objective optimization problems (CMOPs). A CMOP aims to find some solution vectors with n design variables x = [x 1 , x 2 , · · · , x n ], which minimize M objective functions f m (x) (m = 1, 2, · · · , M) and do not violate J constraints g j (x) ( j = 1, 2, · · · , J). A CMOP is defined in the mathematical form as          Minimize: f m (x) (m = 1, 2, · · · , M),
A solution which violates at least one constraint is called an infeasible solution. A constraint violation value c j (x) ( j = 1, 2, · · · , J) is defined for each constraint as
In many CMOPs, it is often difficult to simultaneously optimize all objective functions due to conflict between these objective functions. Preferably, various Pareto-optimal solutions, which are not dominated by any other solution in terms of all objective functions, should be obtained to reveal and understand trade-offs between objective functions. Population-based search algorithms such as multi-objective evolutionary algorithms (MOEAs) are useful to find out diverse Pareto-optimal solutions in CMOPs in a single run. Indeed MOEAs have been applied to various engineering fields. In order to expand the range of application of MOEAs further, maturation of constraint handling is essential. In particular a mechanism to obtain feasible solutions from infeasible solutions is significantly important in CMOPs. Several mechanisms for effective constraint handling have been proposed in the previous researches.
In the non-dominated sorting genetic algorithm II (NSGA-II) (Deb et al., 2002) , infeasible solutions are stored and compared with each other according to their total constraint violation values until the number of feasible solutions reaches a population size. Assigning better rank to infeasible solutions with a smaller total constraint violation value enables NSGA-II to evolve infeasible solutions into feasible solutions. This constraint handling has two problems though it has been widely used in the world. The first problem is that well-diverse infeasible solutions may be eliminated from a population by competitive (but not diverse) feasible solutions before sufficient infeasible solutions evolve into feasible solutions. In MOEA, an initial population is generated to accomplish good diversity in the design variable space. This is based on the general concept of evolutionary computation that various feasible solutions in the initial population lead to diverse solutions with preferable objective function values in the later population. If most of the solutions in the initial population satisfy constraints, solution search will probably work well. In CMOPs with severe constraints, however, sufficient diversity of feasible solutions is not likely to be ensured because a lot of infeasible solutions are generated in the initial population. Therefore, it is important for MOEAs to derive diverse feasible solutions from infeasible solutions in an early stage of solution search. In NSGA-II, feasible solutions and infeasible solutions are stored in the same population with a limited size. Moreover, infeasible solutions are ranked worse than any feasible solution. Consequently, infeasible solutions are removed from the population as feasible solutions are found and stored in the population. If infeasible solutions are culled out from the population before sufficient infeasible solutions evolve into feasible solutions, it is impossible to secure the diversity of feasible solutions due to lost information about infeasible solutions. The second problem is that infeasible solutions are assessed only by their constraint violation values. In CMOPs with severe constraints this assessment is not effective to improve objective functions, and thus it results in many poor feasible solutions whose objective functions are not improved so much. In addition, only limited infeasible solutions tend to be used for reproduction in evolutionary computation unless a mechanism for retaining the diversity of infeasible solutions is introduced. Such infeasible solutions prevent MOEAs from deriving well-diverse feasible solutions in the whole design space. Thus, NSGA-II still has difficulty in finding diverse optimal solutions in CMOPs with severe constraints.
To overcome these problems, an evolutionary algorithm with parallel evaluation strategy (EAPES) (Kato et al., 2015) has been proposed and its usefulness has been demonstrated. In EAPES, feasible solutions and infeasible solution are separately stored in different populations, and infeasible solutions are evaluated in an unusual manner where not only feasible solutions but also useful infeasible solutions are used as parents to reproduce the populations for the next generation. Diversity of feasible solutions is ensured and efficient solution search is realized by modifying the method to handle infeasible solutions. However, EAPES still has a challenge; this method assigns high fitness not only to solutions with good objective function values and a small total constraint value but also to solutions with bad objective function values and a small total constraint value and/or those with a large total constraint value and good objective function values.
In this paper, we propose an improved EAPES to enhance solution search performance of MOEA in CMOPs. The proposed method valuates infeasible solutions based on the scalarizing function named constrained penalty-based boundary intersection (C-PBI), which is determined by objective function values and a total constraint violation value. Choosing appropriate parameters in the C-PBI function, it is possible to give higher or lower fitness to better or worse infeasible solutions, respectively. This paper investigates the performance of the C-PBI-based EAPES to search for Pareto-optimal solutions compared to NSGA-II and the previous EAPES without using C-PBI through numerical tests in SRN (Srinivas and Deb, 1994) , TNK (Tanaka et al., 1995) , OSY (Osyczka and Kundu, 1995) , C3-DTLZ1 , and C3-DTLZ4 problems.
Evolutionary Algorithm with Parallel Evaluation Strategy (EAPES)
EAPES realizes efficient solution search by improving the handling of infeasible solutions. This section describes a process of the solution search, which is called parallel evaluation strategy, and the ranking of infeasible solutions in EAPES.
Parallel Evaluation Strategy
The process of parallel evaluation strategy is described below. The parameters and the abbreviations used in this description are summarized in Table 1 . Flowchart of parallel evaluation strategy is illustrated in Fig. 1 . Step 1: Initial population generation First, set t = 0 and generate an initial population P t of N F solutions randomly. Then, evaluate M objective function values and J constraint violation values for each solution in P t , which is assigned to FP t or IP t . Finally, rank feasible solutions in FP t according to the ordinary non-dominated ranking rule based on M objective functions and infeasible solutions in IP t according to a different non-dominated ranking rule based on M + 1 evaluation functions (M objective functions + total constraint violation; its details will be described in Section 2.2). Here, set the best rank of infeasible solutions in IP t to be worse than the worst rank of feasible solutions in FP t .
Step 2: Population reproduction First, merge FP t and IP t into P t , and select N F /2 pairs of parent solutions from P t by the tournament selection (Deb, 2001) . Second, perform the simulated binary crossover (SBX) (Deb, 2001 ) and the polynomial mutation (Deb, 2001 ) on the selected pairs to produce a child population Q t with N F solutions. Then evaluate M objective function values and J constraint violation values are evaluated for each solution in Q t , which is assigned to FQ t or IQ t . And merge FQ t and FP t into FR t , and IQ t and IP t into IR t . Here, delete the infeasible solutions in IR t , which are dominated by the feasible solutions in FR t . This is because the infeasible solutions, which are inferior to the current Pareto front in the objective function space, may interrupt solution search. Finally, conduct the non-dominated ranking based on M objective functions in FR t and the non-dominated ranking based on M + 1 evaluation functions in IR t . Here, set the best rank of infeasible solutions in IR t to be worse than the worst rank of feasible solutions in FR t .
Step 3: Alternation of generations Determine the solutions, which are taken over from FR t and IR t to the next generation, by the Best-N selection (Deb, 2001) . Preserve N F feasible solutions and N I infeasible solutions with better rank in FP t+1 and IP t+1 , respectively.
Step 4: Terminal Decision Set t = t + 1. If t < T , then go to
Step 2, and continue the solution search. Otherwise, stop the solution search.
Ranking of Infeasible Solutions
Infeasible solutions are ranked by the non-dominated ranking based on M+1 evaluation functions d m (m = 1, 2, · · · , M+ 1). These evaluation functions are composed of M objective functions and total constraint violation C(x). The total constraint violation value is defined as
where c max j is the maximum value of the j-th constraint violation in a population represented as
M + 1 evaluation functions are defined as
Note that this non-dominated ranking is performed in the space of M inverted objective functions and total constraint violation. This is based on an assumption that Pareto-optimal solutions may exist between existence regions of feasible solutions and infeasible solutions.
Comparing two solutions according to this ranking rule, the same rank is assigned to both solutions unless one solution is superior to the other in terms of all M + 1 evaluation functions. Therefore, there is a problem that this ranking rule can assign good rank not only to the solutions with bad objective function values and slight constraint violation but
EAPES Improved with Constrained Penalty-based Boundary Intersection (C-PBI)
To solve the problem of the conventional EAPES, we propose to employ the parallel evaluation strategy coupled with modified handling of infeasible solutions using a scalarizing function. The scalarizing function is defined with weight vectors, which are uniformly distributed in the objective function space, such that Pareto-optimal solutions will be searched along each weight vector. This section describes the modified ranking of infeasible solutions and the C-PBI scalarizing function in the proposed EAPES.
Modified Ranking of Infeasible Solutions
The process of the modified handling of infeasible solutions is described as follows. The parameters used in this description are summarized in Table 2 . Step 1: Preparation First, set r to the worst rank of feasible solutions in FR t (or FP t when t = 0) and normalize the objective function values of infeasible solutions in IR t (or IP t when t = 0). An objective function f m (x) is normalized into F m (x) as 
Then, evaluate a modified total constraint violation valueC(x) defined as 
Step 2: Ranking Set r = r + 1. Then assign rank r to the solutions, which have the maximum scalarizing function value for each weight vector (its definition is described in Section 3.2) among the solutions which have not yet been ranked. Here, the same solution may be assigned with the same rank for different weight vectors.
Step 3: Iteration Unless all infeasible solutions are ranked, then go to
Step 2, and continue the ranking. Otherwise, stop the ranking.
Scalarizing Function, Constrained Penalty-based Boundary Intersection (C-PBI)
Penalty-based boundary intersection (PBI) (Zhang and Li, 2007 ) is one of the typical scalarizing functions to minimize multiple objective functions in MOPs. The proposed EAPES adopts C-PBI, which is a new scalarizing function not only to minimize objective functions but also to reduce total constraint violation in CMOPs. A scalar function g C−PBI (x | λ, z * ) of a solution x for the reference point vector z * and the weight vector λ in the objective function space is defined as
where d 1 and d 2 are determined as
The elements of z * are determined as
A schematic of C-PBI is shown in Fig. 2 . d 1 is the distance between the reference point and the point A, at which the solution is projected perpendicularly to the weight vector passing through the reference point. d 2 is the distance between the solution and the point A. A balance between d 1 and d 2 is adjusted by θ 1 . As θ 1 becomes larger, d 2 becomes more influential, and a solution closer to the weight vector is assigned with better rank. This study sets θ 1 = 5 according to the previous study . The C-PBI-based EAPES considers a balance between objective functions and a total constraint violation valueC(x), which is adjusted by θ 2 as well. As θ 2 becomes larger, constraint violation becomes more influential, and a solution with a smaller total constraint violation value tends to be assigned with better rank. If θ 2 is fixed, the balance between objective functions and total constraint violation can be considered universally in any CMOP by evaluating the total constraint violation value as in Eq. 6.
Numerical Tests
The C-PBI-based EAPES is compared with the previous EAPES without using C-PBI (Kato et al., 2015) and NSGA-II (Deb et al., 2002) regarding the performance to search for Pareto-optimal solutions in five numerical tests. The C-PBIbased EAPES's with θ 2 = {1, 2, 5, 10, 20, 50, 100} are implemented to find an appropriate value of θ 2 . Their performance is evaluated by the performance metrics averaged over 30 trials with different initial populations. The three methods are statistically compared using the averaged metrics. This section describes numerical settings, performance metrics, numerical results, and discussions on the performance of MOEAs in CMOPs.
Numerical Settings
The following CMOPs are used in the present numerical tests: SRN (Srinivas and Deb, 1994) , TNK (Tanaka et al., 1995) , OSY (Osyczka and Kundu, 1995) , C3-DTLZ1 (Jain and Deb, 2014) with k = 5, and C3-DTLZ4 (Jain and Deb, 2014) with k = 10. The number of objective functions in C3-DTLZ1 and C3-DTLZ4 is scalable and now set to 3. The optimization parameters set in those numerical tests are shown in Table 3 . The parameter values are identical in all MOEAs. 
Performance Metrics
The following metrics are evaluated to measure the solution search performance of MOEAs: hypervolume (HV) (Zitzler, 1999) and inverted generational distance (IGD) (Van Veldhuizen and Lamont, 1998) . HV is an overall performance metric. HV corresponds to the area dominated by obtained Pareto-optimal solutions and bounded by a reference point R in the objective function space. A higher value of HV means that obtained Pareto-optimal solutions are superior in terms of diversity, spread, and convergence to the true Pareto front. The reference points set in the numerical tests are shown in Table 3 . IGD is a performance metric of the proximity to the true Pareto front. IGD corresponds to the average distance from a point on the true Pareto front to the closest Pareto-optimal solution obtained by MOEA. A smaller value of IGD means that obtained Pareto-optimal solution are superior in terms of the convergence to the true Pareto front.
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Numerical Results
The average values of HV evaluated at the final generation are compared in Fig. 3 . The C-PBI-based EAPES with almost any value of θ 2 results in larger HV than the other MOEAs. A larger value of HV means better in overall performance related to diversity, convergence and spread. It indicates that the C-PBI-based ranking of infeasible solutions in EAPES is useful for preventing local convergence and promoting Pareto front search. Furthermore, the average values of IGD evaluated at the final generation are compared in Fig. 4 . IGD also indicates the superiority of the C-PBI-based EAPES. These figures show the C-PBI-based EAPES with θ 2 = 2 achieves better performance in terms of both HV and IGD than the other MOEAs in all numerical tests. Here, a statistical test is conducted using HV and IGD at the final generation in order to assess the statistical significance between the previous EAPES and the C-PBI-based EAPES with θ 2 = 2. As the results, in SRN and TNK, the statistical significance is not confirmed (p > 0.05). In the numerical tests with severe constraints: OSY, C3-DTLZ1 and C3-DTLZ4, on the other hand, the statistical significance is confirmed (p < 0.05). It can be said that the C-PBI-based EAPES with θ 2 = 2 has better performance than the previous EAPES in CMOPs with relatively severe constraints. (e) C3-DTLZ4 Fig. 3 The hypervolume performance metric at the final generation in five numerical tests. (e) C3-DTLZ4 Fig. 4 The inverted generational distance performance metric at the final generation in five numerical tests.
In addition, the histories of HV and IGD against generation are compared in Figs. 5 and 6, respectively. Here, the C-PBI-based EAPES employs θ 2 = 2. Figures 5 and 6 show that there is little difference in the solution search performance between the C-PBI-based EAPES and the previous EAPES in SRN and TNK, however, the C-PBI-based EAPES outperforms the other MOEAs in OSY, C3-DTLZ1 and C3-DTLZ4. These results suggest that the C-PBI-based EAPES has some possibility of achieving high solution search performance even in difficult CMOPs, which have many objective functions and/or many constraints.
Discussions on Performance
In order to reveal the factors in high solution search performance achieved by the C-PBI-based EAPES (θ 2 = 2), we examine the relationship between the distribution of infeasible solutions and the solution search performance. Figure 7 shows the distribution of the best-ranked infeasible solutions obtained by the C-PBI-based EAPES and the previous EAPES at different generations t = {10, 50, 100} with the same initial population. Now we look into OSY where the distributions of infeasible solutions can be easily understood in two dimensions and there is a difference in the solution search performance. The C-PBI-based EAPES assigns bad rank to the infeasible solutions that are expected away from an unknown Pareto front, and does not store such solutions. It is considered the C-PBI-based EAPES exhibits a higher searching ability than the previous EAPES by evaluating infeasible solutions in an appropriate balance between objective functions and total constraint violation.
Assigning good rank to only the infeasible solutions which are close to the true Pareto front may produce the improvement of the searching ability. However, it can lead to the loss of diversity, hence we must be careful to investigate the C-PBI-based EAPES furthermore.
Conclusions
In this paper, to enhance solution search performance of multi-objective evolutionary algorithm in constrained multiobjective optimization problems we proposed an improved evolutionary algorithm with parallel evaluation strategy, which employed the parallel evaluation strategy coupled with a modified technique to handle infeasible solutions. Infeasible solutions were ranked by the constrained penalty-based boundary intersection scalarizing function, which aims to search an optimal solution along each weight vector as well as to reduce the constraint violation of infeasible solutions. Then, the proposed algorithm was compared with the previous evolutionary algorithm with parallel evaluation strategy and the non-dominated sorting genetic algorithm II in terms of the performance to search for Pareto-optimal solutions in several numerical tests. The proposed algorithm with θ 2 = 2 in the constrained penalty-based boundary intersection scalarizing function was most capable to explore Pareto-optimal solutions with good diversity, spread, and convergence to the true Pareto front. The proposed algorithm assigned bad rank to the infeasible solutions that are expected away from an unknown Pareto front, and does not store such solutions. Thus the proposed algorithm exhibits a higher searching capability than the previous evolutionary algorithm with parallel evaluation strategy by evaluating infeasible solutions in an appropriate balance between objective functions and total constraint violation. The proposed algorithm may exhibit high solution search performance even in more difficult constrained multiobjective optimization problems, which have more objective functions and/or more constraints than the present numerical tests. Toward this goal, therefore, future work needs to seek for the universality of θ 2 = 2 by testing the proposed algorithm in other test problems.
