Letters to the Editor
A note on temperature effect estimate in mortality time series analysis From 
VITO MR MUGGEO
Sirs-There is considerable and increasing attention in evaluating the effects of temperature on health, due to the growing concentration of greenhouse gases which is causing average temperatures to rise. Death excesses are observed with low and high temperatures, therefore it is of interest to quantify both the cold-and the heat-related risks in order to gain insight into possible consequences of global warming.
Taking a clue from the recent paper by Gouveia et al. which appeared in this journal, 1 I discuss briefly some drawbacks resulting from the methodology used in that paper.
A brief introduction on the topic comes first. The Poisson regression has become the standard means to analyse daily time-series mortality data. Such a model relates the log-expected death count (logE [Y] ) to explanatory variables, including temperature and confounders known to explain, to some extent, variability in daily deaths.
It is well known that the mortality-temperature relationship is V-shaped, therefore a possible way to account for such a non-linear relationship is to set two complementary variables TEMP1 = min(TEMP-ψ,0) and TEMP2 = max(TEMP-ψ,0). TEMP is the average temperature and ψ, usually assumed as known, is the value where mortality reaches its minimum. This approach is rather useful since it allows direct estimation of percent change in mortality associated with 1ЊC increase in cold and heat. 1, 2 Among the confounders, seasonality is undoubtedly the most important factor as mortality time-series are always characterized by a periodic pattern with peaks during the winters. Several methods have been discussed and employed to control for long-term trend, including dummy variables for months and harmonic components. However, recently non-parametric smoothing terms have become quite popular, since they are able to account for non-regular cycles.
Let f(TIME,df ) be the non-parametric smoother of seasonality (TIME = 1,2,…) with df degrees of freedom and x the other confounders (such as influenza epidemics, day-of-week, holiday, air pollution) with linear parameters α. Omitting a possible smoothing term for relative humidity, the semi-parametric model is:
(1)
The backfitting algorithm is usually employed to estimate the parameters in the so-called generalized additive model in equation (1); S-plus, for instance, uses the backfitting by means of its function gam().
In air-pollution effect assessments, recently it has been pointed out that backfitting can lead to bias in the linear parameter estimates (α,β 1 ,β 2 in the equation above) and underestimation of the corresponding standard errors. 3, 4 Simulations have shown that bias is essentially due to different factors, the most important being the degree of concurvity, namely, roughly speaking, the 'correlation' between the nonparametric smoothed variable (TIME) and the parametric variables whose coefficients are of interest. These findings concern the effect of air pollutants whose pattern in time (that is the 'correlation' with TIME variable) is usually moderate.
The problem that has to be emphasized when studying temperature effects is that temperature itself is much more related to time than any pollutant and thus leads to a higher degree of concurvity; as a consequence, bias in estimates of β 1 and β 2 are expected to be larger. To illustrate, Table 1 shows the estimates for all natural causes (ICD.IX 1-799) mortality data, 1997-1999, in Palermo (South Italy having approximatively 700 000 residents). Estimates refer to per cent risk change, i.e. 100 ϫ (exp(β)-1) ) obtained by backfitting (actually the S-plus gam() function) and by a possible alternative approach based on parametric regression splines that have been shown to yield unbiased estimates for the linear parameters. 3 The model includes days-of-week, holidays, influenza epidemics, and air-pollution (PM 10 ) evaluated as mean of lag 0-1, and temperature also included as mean lag 0-1.
The t-values are calculated as ratios of the point estimates on corresponding standard errors: when | t | Ͼ 1.96 the parameter is usually understood to be significant. Differences in the cold-related risk are worth noting: the backfitting estimates a semiparametric model with a significant adverse influence of TEMP1, i.e. low temperatures increase mortality. On the other hand, the parametric model yields a weaker yet beneficial cold effect, although uncertainty is high (low | t | value) and hence the estimate is non-significant and then negligible. On the other hand, the heat-related risk is substantially unchanged. Hence according to the results returned by the S-plus gam() function, one should conclude that a risk coming from increases of cold is plausible.
Another point should be discussed here: estimation of model (1) assumed to be fixed. 1,2 Independently of the estimation approach, assuming ψ known can lead to underestimating the standard error of the other parameters (including β 1 and β 2 ), since the uncertainty of ψ is neglected. In order to obtain correct estimates of standard errors, one should fit several models for every fixed breakpoint ψ in the range of the observed temperature values and apply the formula of the conditional variance, taking averages over all ψ values selected. Alternatively one could use a method recently proposed that allows estimation jointly of all the parameters of the model. 5 Such a method could be very useful and desirable when one is interested in estimating a three-segment relationship. As pointed out by both referees, it may be more plausible to assume a rather wide range of moderate temperatures over which the risk is negligible. In principle, estimation of such multiple breakpoint models can be carried out quite straightforwardly according to the method outlined in reference 5, through a parameterization similar to the one used in the single breakpoint case. However, temperature-mortality curves often exhibit high heterogeneity, making estimation of two breakpoint patterns quite difficult.
In conclusion, ignoring the side-effect of backfitting and leaving out uncertainty in break-point detection is very likely to cause underestimation in standard errors and therefore overestimation of the precision of relative risks. While bias is expected in any linear parameter when backfitting is used, the bias in the estimate of the parameters for temperature can be very severe and can lead to misleading findings and conclusions. In particular, due to high concurvity between TIME and TEMP1, the cold effect is likely to be seriously overestimated with the heat-related risk remaining substantially unchanged as shown in Table 1 . Thus care must be taken in fitting data according to model (1) and in interpreting the relevant results about temperature effects.
Reducing social inequalities and the prevention of coronary heart disease From JR EMBERSON, PH WHINCUP, RW MORRIS and M WALKER Sirs-In his commentary on our paper, 'Social class differences in coronary heart disease in middle-aged British men: implications for prevention', published in the April 2004 issue of the International Journal of Epidemiology, 1 Professor Marmot takes exception to our assertion that the impact of social class on population levels of coronary heart disease (CHD) (estimated in our paper to be 22%) would be 'modest'. 2 While we agree that our use of the word 'modest' in this context may have been inappropriate, we stand by our conclusion regarding the relative potential of strategies reducing social inequalities in CHD when compared with strategies for population-wide modification of established coronary risk factors in the prevention of CHD. In our analysis, we estimated that in British middle-aged men, approximately one-fifth of all major CHD events would have been prevented if the average risks of non-manual social classes had been experienced by the whole population. A reduction in CHD rates of this magnitude would be both important and desirable. However, compared with the reduction in CHD risk which could be achieved by populationwide changes in the three most important causal factors for CHD (blood cholesterol, blood pressure, and cigarette smoking), this is a fairly limited reduction. We have shown in this study population that even modest (10%) population-wide reductions in both blood pressure and blood cholesterol (which could in turn be achieved by population-wide reductions in intakes of saturated fat and salt) would be sufficient to reduce CHD rates by almost 50%. 3 The limited contribution of reducing social inequalities reflects the high CHD risk and the unfavourable coronary risk profile of non-manual men in this study. Although these analyses relate to risk factor profiles in 1978-1980, the lack of a social class gradient in blood pressure and cholesterol in contemporary adults 4 suggests that the overall balance of benefit of the two approaches will not have changed markedly. The relative feasibility of implementing the two prevention strategies in the UK is debatable, since neither approach has been systematically applied to control of the CHD epidemic. However, the practical feasibility of centrally directed population-wide changes in diet has been well demonstrated in other settings. [5] [6] [7] University College London, Royal Free Hospital, Department of Primary Care & Population Sciences, London NW3 2PF, UK. E-mail: j.emberson@pcps.ucl.ac.uk
