The method of reduction of a Fredholm integral equation to the linear system is generalized to construction of a complex potential -an analytic function in an infinite multiply connected domain with a simple pole at infinity which maps the domain onto a plane with horizontal slits. We consider a locally sourceless, locally irrotational flow on an arbitrary given n-connected infinite domain with impermeable boundary. The complex potential has the form of a Cauchy integral with one linear and n logarithmic summands. The method is easily computable.
Introduction
Conformal mappings by the analytical functions of complex variable play an important part in solution of many problems of mechanics and mathematics, particularly in the case of plane potential fields and Laplace equation solution [1] . It is known that a complex potential of a plane locally sourceless, locally irrotational steady flow in any n-connected infinite domain may have only logarithmic summands to the analytic function with the given simple pole at infinity [2] . Here we present the method of construction of a complex potential for this flow in any multiply connected domain with impermeable boundary through approximate solution of the Fredholm equation. We give the following formulation of the problem: given the velocity at the infinity and the circulations around the contours we are able to find the analytic function with constant imaginary parts at the domain boundary and the given simple pole at infinity. We prove convergence of the method and give certain clarifying examples of its application. We base our construction of the complex potential in an infinite multiply-connected domain on the approximation of the analytic mapping of our domain on the domain with horizontal slits with the given simple pole at infinity.
The solution of the integral equations in our method is reduced to the solution of an infinite linear system. We obtain an approximate mapping by solving the finite system with a truncated matrix.
The method computational complexity equals O(M 3 ), here M is the order of the corresponding system.
Complex potential construction for the flow around several contours by means of Cauchy integral
Consider an infinite n-connected domain D z bounded by the simple smooth curves L s given by the equations
We also assume that the boundary curves L s complex representations are as follows:
The parametrization traces the contours L s , s = 1, . . . , n, counterclockwise. Note that the flow may include circulations around certain connected components of the domain. Proof. Assume that v ∈ C is the velocity of the flow at infinity. Consider the complex potential in the form of the function φ(z) = vz+ n s=1 c s log(z−z * s )+ψ(z) [2] . Here z * s is a point inside the domain bounded by the contour L s , c s = Γs 2πi , Γ s is the circulation around the contour L s , s = 1, . . . , n, [2] , and ψ(z) is the unknown analytical in D z function.
Any contour L s , s = 1, . . . , n, is a part of a flow line for this complex potential, so the imaginary part of the function φ(z) is constant on these contours.
According to [7] the necessary and sufficient condition for ψ(t), to be analytic in D z are the boundary relations
where t ∈ [0, 2π], s = 1, . . . , n.
We introduce the new functions p s (t), q s (t) as follows: ψ(z s (t)) = p s (t) + iq s (t), s = 1, . . . , n. Note that
here C s is constant for any s = 1, . . . , n.
We separate the real part of both sides of equation (1):
After differentiating relation (2) with respect to t and integrating the results by parts, we obtain the following relations on the functions p s (t):
where
The kernel L σ,s has a singularity in the form of cot 
The Cauchy principal value integral
can be calculated via Hilbert formula [10] as in [9] .
Finally we obtain the following system of Fredholm integral equations of the second kind which can be written in the operator form as follows:
The last operator system can be reduced to the infinite linear system over the Fourier coefficients of the unknown functions p s (t), s = 1, . . . , n, if we find the coefficients of double Fourier expansions of the kernels of integral operators and compare the coefficients with the same trigonometric functions. Approximate solution of the infinite system over Fourier coefficients of the unknown functions is a solution of a truncated system over the Fourier coefficients of the unknown functions.
Existence of the exact solution of system (5) and convergence of the approximate solution to the exact one provided M → ∞ were proved in [8] for the case of conformal mapping of a simply connected domain. This proof can be applied to the case of multiply connected domain if we replace the corresponding space l 2 by the space l 2 × l 2 × · · · × l 2 . We search for the approximate solution of system (5) in the form of Fourier polynomials:
α ls cos lt + β ls sin lt, s = 1, . . . , n.
Now integral Fredholm equations of the second kind in (5) can be reduced to the linear system over Fourier coefficients α ls and β ls , s = 1, . . . , n:
T on the right-hand side of the system consist of the elements
The block matrices A σs , B σs , C σs , D σs , σ, s = 1, . . . , n, of size M × M consist of the elements
where j, k = 1, . . . , n, δ rt is the Kronecker delta function. Now this system can be reduced to the infinite equation system over the unknown coefficients α k,j , β k,j , j = 0, . . . , n, k = 1, . . . , ∞, in the equivalent formỸ
, the infinite matrixP consists of the elements
equal to cos x or sin x. These elements being the Fourier coefficients of double Fourier series of (arg(z k (τ ) − z j (t))) τ or ln |z k (τ ) − z j (t)| τ ,Q being the sequence of the corresponding Fourier coefficients of the functions q j (t), j = 1, . . . , n. We need to construct the approximate solutionỹ j (t) of equation system (8) in the trigonometric polynomial formỹ j (t) = M k=1 α k,j cos kt + β k,j sin kt in order to apply truncated linear system as in [16] . So we have to find the vectorỸ F with zero coordinates starting with the (2M (n + 1) + 1)-th one which approximates the infinite vectorỸ . Further on we identify the vector-function Y , the integral operator P , the vector-function Q with the sequenceỸ , the infinite matrixP and the sequenceQ, respectively. Evidently the kernels (arg(z j (τ ) − z k (t))) τ of system (6) are infinitely differentiable for k = j. Due to Cauchy theorem we have arg(z j (τ ) − z j (t)) = argz (t + θ(τ − t)) with θ ∈ (0, 1), so this function is well-defined for t, τ ∈ [0, 2π] and lim τ →t arg(z j (τ ) − z j (t)) τ = k(t)|z (t)|/2 where k(t) is the curvature of the boundary curve at the corresponding point. It can be easily verified that the kernel (arg(z j (τ ) − z j (t))) τ is at least twice differentiable with respect to both variables. So the double complex Fourier coefficients of (arg(z k (τ ) − z j (t))) τ have the following estimates: |c k,j,l,t | < U |l| 2 |t| 2 . For F = (n + 1)2M integral equation system (6) reduces to infinite linear system (8) which can be presented as follows:
Here P F is an F ×F block matrix P =
P j,k correspond to integral summands of (6), j, k = 0, . . . , n, S is an F × ∞ matrix, R is an ∞×F matrix, V is an ∞×∞ matrix, I F and I ∞ are the identity matrices of relative sizes. Each of the vectors Q 1 and Y 1 has F coordinates, the vectors Q 2 and Y 2 have the infinite number of coordinates. The Fourier coefficients of the smooth functions tend to zero as their numbers tend to infinity, so the coefficients of the matrices S, R and V together with the coordinates of Q 2 decrease rapidly as F → ∞. Due to Theorem assumptions and the Fourier coefficients speed of convergence to zero the matrix norm of V and the vector norm of Y 2 tend to zero as F → ∞. Let us prove that there exists the number T ∈ N such that the matrix operator I F − P F is invertible ∀F > T since the limit for P F integral operator P is compact and the operator I − P is invertible due to the lemma assumption. Note that we do not distinguish a finitely dimensional vector and the Fourier polynomial with the corresponding finite set of coordinates in our proof. Recall first that due to chapter VI, paragraph 1 of [17] P − P F → 0 if F → ∞. The operator norm that we deal with here is the usual operator norm for the Hilbert space mappings. Let us assume that ∀T ∈ N there exists s l > T such that the spectrum of P s l contains 1. Then there exists an infinite sequence (v s l ) l∈N ⊂ L 2 such that v s l = 1 and P s l v s l = v s l . Let us prove that then there should exist at least one limit point for the sequence {v s l } l∈N . Since the operator P is compact there exist both a subsequence {v s k j } j∈N and an element w 0 ∈ L 2 so
Note that since v s k j = 1, ∀j ∈ N, the element w 0 is nondegenerate. Let us show now that the relation P w 0 = w 0 holds true. Indeed, we have
. Hence the spectrum of P contains 1. A contradiction with one of the assumptions.
We now take the number F so that V < 1 and the matrix I F −P F possesses the inverse one. Now we have the relation
Obviously one can choose the value of F so large that
2 ) ≤ r where r < 1 is arbitrary small. Now we estimate the norm of the difference between the solution x 1 and the solutionx 1 of the truncated system (I F − P F )x 1 = y 1 :
Consider the first summand on the right-hand side of the last inequality. Recall the Jackson's inequality: if f : [0, 2π] → C is an r times differentiable periodic function such that |f (r) (x)| ≤ 1, 0 ≤ x ≤ 2π, then, for every positive integer n, there exists a trigonometric polynomialT n−1 of degree at most n − 1 such that |f (x) − T n−1 (x)| ≤ C(r) n r for any x ∈ [0, 2π] where C(r) depends only on r [18] . So the vector norm of y 2 can be estimated by this inequality by K/F 2 . The second summand also behaves no better than O(1/F 2 ). So the error due to the series tail is O(1/F 2 ). The functions ψ s (t), s = 1, . . . , n, can be restored via the derivatives p s (t) given by formula (7) and the functions q s (t) with arbitrary constant summands q 0s
We choose the constant summand q 01 = 0. We obtain the values of the other constant summands q 0s , s = 2, . . . , n, in the following way. We take n−1 points z * k in n−1 finite components bounded by L k , k = 2, . . . , n. The functions ψ s (t), s = 1, . . . , n, are the boundary values of the analytical in D z function, so the Cauchy integral with the corresponding density along the boundary of D z vanishes at the points z * k , k = 2, . . . , n. Therefore we have the linear complex system
over the unknown complex numbers q 0s , s = 2, . . . , n.
Now we have the functions ψ s (t), s = 1, . . . , n, t ∈ [0, 2π], and therefore we can restore the complex potential.
The approximate analytical potential now has the form of the Cauchy integral
If the given contour L s , s ∈ {1, . . . , n}, possesses a cusp then the flow is steady if its branching point for L s coincides with the cusp. In order to put the branching points of the flow at the cusps of the given contours so that the velocity there vanishes we have to modify the circulations Γ k around the contours L k , k = 1, . . . , n.
3. Examples (Fig. 1) . The circulations Γ 1 = Γ 2 = 0. We give the flow lines on Fig. 1 (a) . Fig. 1 (b) shows the absolute values of velocity. The minimal velocity values happen at the flow branching points. 2. Consider two elliptic holes bounded by exp 1 4 (−i)π (3 exp(it)−exp(−it))+ 10i and 2 exp(−it) + 4 exp(it), t ∈ [0, 2π], with velocity at infinity equal to 1 + 0.1i. In order to shift the branching points of the flow at the contours we introduce the circulations −0.4π and −1.2π around the lower and the upper contours, respectively. We give the flow lines on Fig. 2 (a) . Fig. 2 (b) shows the absolute values of velocity. The flow branching points on the lower contour shift downwards from that of item 1.
3. Consider two elliptic holes bounded by exp 1 4 (−i)π (3 exp(it)−exp(−it))+ 10i and 2 exp(−it) + 4 exp(it), t ∈ [0, 2π], with velocity at infinity equal to 1 + 0.1i. In order to shift the branching points of the flow at the contours we introduce the circulations 0.4π and −1.2π around the lower and the upper contours, respectively. We give the flow lines on Fig. 3 (a) . Fig. 3 (b) shows the and 0.15e 2it + 1.6e it + (0.3i + 0.8) e −it − 0.25ie −2it + 10i, t ∈ [0, 2π]. We construct the flow with velocity at infinity equal to 1 + 0.1i. We give the flow lines on Fig. 4 (a) . Fig. 4 (b) shows the absolute values of velocity. 0.15e 2it + 1.6e it + (0.3i + 0.8) e −it − 0.25ie −2it +10i, t ∈ [0, 2π].
We put the flow velocity at infinity equal to 1 + 0.1i. We give the flow lines on Fig. 5 (a) . Fig. 5 (b) shows the absolute values of velocity. 
