Arquitecturas multiprocesador distribuidas: cluster, grid y cloud computing by De Giusti, Armando Eduardo et al.
Arquitecturas Multiprocesador Distribuidas: 
Cluster, Grid y Cloud Computing. 
 
 
Armando De Giusti, Fernando Tinetti, Marcelo Naiouf, Horacio Villagarcía, Oscar Bría, Franco Chichi-
zola, Laura De Giusti, Mónica Denham, Ismael Rodriguez, Diego Montezanti, Victoria Sanz, Fabiana 
Leibovich, Emmanuel Frati, José Pettorutti, Adrián Pousa, Enzo Rucci 
 
  
Instituto de Investigación en Informática LIDI (III-LIDI) 
 Facultad de Informática – UNLP 
{degiusti, fernando, mnaiouf,  hvw, onb, francoch, ldgiusti, mdenham, ismael, dmontezanti, vsanz, fleibovich, 






Esta línea de Investigación está dentro del 
proyecto “Arquitecturas Multiprocesador 
Distribuidas. Modelos, Software de Base y 
Aplicaciones” acreditado por el Ministerio 
de Educación y de proyectos específicos 
apoyados por organismos nacionales e in-
ternacionales. 
En el tema hay cooperación con varias  
Universidades de Argentina  y se está traba-
jando con Universidades de América Latina 
y Europa en proyectos financiados por Cy-
TED, AECID y la OEI (Organización de 
Estados Iberoamericanos). 
Se participa en iniciativas como LAGrid, 
EELA y el Programa IberoTIC de inter-
cambio de Profesores y Alumnos de Docto-
rado en el área de Informática. 
Por otra parte,  se tiene financiamiento de la 





Caracterizar las arquitecturas multiprocesa-
dor distribuidas enfocadas a cluster, grid y 
cloud computing, con énfasis en las que uti-
lizan procesadores de múltiples núcleos 
(“multicores”), con el objetivo de modeli-
zarlas, estudiar su escalabilidad, analizar y 
predecir performance de aplicaciones para-
lelas y desarrollar esquemas de tolerancia a 
fallas en las mismas. 
Analizar y desarrollar software de base para 
clusters de multicores, tratando de optimi-
zar el rendimiento de tales arquitecturas pa-
ra diferentes modelos de programación pa-
ralela y diferentes paradigmas de resolución 
de aplicaciones. 
 
Es de hacer notar que este proyecto se 
coordina con otros dos proyectos en curso 
en el III-LIDI y relacionados con Algorit-
mos Distribuidos/Paralelos y Sistemas de 
Software Distribuido. 
 
Keywords: Sistemas Paralelos. Cluster, 
Multicluster, Grid y Cloud Computing. 
Concurrencia en datos y procesos. Para-
digmas de programación paralela. Modelos 
y predicción de performance. Scheduling. 
Virtualización. Tolerancia a fallas.  




La investigación en Sistemas Distribuidos y 
Paralelos es una de las líneas de mayor 
desarrollo en la Ciencia Informática actual 
[1]. En particular la utilización de arquitec-
turas multiprocesador configuradas en clus-
ters, multiclusters, grids y clouds, soporta-
das por redes de diferentes características y 
topologías se ha generalizado, tanto para el 
desarrollo de algoritmos paralelos, la ejecu-
ción de procesos que requieren cómputo in-
tensivo y la atención de servicios WEB 
concurrentes [2][3][4][16]. 
 
El cambio tecnológico, fundamentalmente a 
partir de los procesadores multicore, ha im-
puesto la necesidad de investigar en para-
digmas “híbridos”, en los cuales coexisten 
esquemas de memoria compartida con men-
sajes [5][6]. 
 
Es importante en este contexto la modeliza-
ción del comportamiento de estos sistemas 
paralelos, así como desarrollar nuevos pa-
radigmas y herramientas para la programa-
ción eficiente de aplicaciones, y nuevas es-
tructuras de datos que permitan su manejo 
en forma concurrente desde distintos proce-
sos/procesadores [9]. 
 
Asimismo, aparecen nuevas líneas de I/D 
tales como el scheduling dinámico basado 
en el consumo de cada núcleo, el control en 
tiempo real de la frecuencia del clock de 
cada núcleo para optimizar consumo, la de-
tección en bajo nivel de errores de concu-
rrencia, el estudio y desarrollo de lenguajes 
y compiladores adecuados a estas arquitec-
turas y la detección y tolerancia a fallos uti-
lizando dinámicamente núcleos de la misma 
arquitectura [8][15]. 
 
Por otra parte la heterogeneidad que carac-
teriza a los clusters y grids, así como a las 
redes de comunicaciones, se extiende a las 
nuevas arquitecturas multicore enfocando 
funcionalidades específicas para algunos 
núcleos, lo cual puede mejorar la perfor-
mance pero al mismo tiempo complejiza el 
scheduling de los procesos paralelos 
[7][30]. 
 
La aparición de las arquitecturas tipo Cloud 
obliga a poner especial atención a los pro-
blemas de virtualización y predicción de 
performance (para la asignación dinámica 
de recursos). Naturalmente a mayor poten-
cia del Cloud, también crecen las compleji-
dades al analizar la comunicación y el acce-
so a memoria en arquitecturas que están 
distribuidas y a su vez conformadas por 
placas con un número variable de procesa-





Un procesador multicore  integra dos o más 
núcleos computacionales dentro de un 
mismo “chip” [10]. La motivación de su 
desarrollo se basa en incrementar el rendi-
miento, reduciendo el consumo de energía 
en cada núcleo. [17]. 
Un cluster es un sistema de procesamiento 
paralelo compuesto por un conjunto de 
computadoras interconectadas vía algún ti-
po de red, las cuales cooperan configurando 
un recurso que se ve como “único e inte-
grado”, más allá de la distribución física de 
sus componentes. Cada “procesador” puede 
tener diferente hardware y sistema operati-
vo, e incluso puede ser un “multiprocesa-
dor” [11]. Cuando se conectan dos o más 
clusters sobre una red tipo LAN o WAN, se 
tiene un multicluster [12]. La configuración 
más simple a considerar es la conexión de 
clusters homogéneos sobre una red LAN o 
WAN, utilizando un sistema operativo co-
mún [13]. 
 
Un Grid es un tipo de sistema distribuido  
que permite seleccionar, compartir e inte-
grar recursos autónomos geográficamente 
distribuidos [13]. Un Grid es una configu-
ración colaborativa que se puede adaptar 
dinámicamente según lo requerido por el 
usuario, la disponibilidad y potencia de 
cómputo de los recursos conectados. El 
Grid puede verse como un “entorno de pro-
cesamiento virtual”, donde el usuario tiene 
la visión de un sistema de procesamiento 
“único” y en realidad trabaja con recursos 
dispersos geográficamente [14]. 
 
Las arquitecturas tipo “Cloud” se presentan 
como una evolución natural del concepto de 
Clusters y Grids, integrando grandes con-
juntos de recursos virtuales (hardware, pla-
taformas de desarrollo y/o servicios), fácil-
mente accesibles y utilizables por usuarios 
distribuidos. Estos recursos pueden ser di-
námicamente reconfigurados para adaptarse 
a una carga variable, permitiendo optimizar 
su uso [18][19][25][26]. 
 
 
Aspectos de interés 
 
 El incremento en el número de procesa-
dores disponibles en clusters, grids y 
clouds obliga a poner énfasis en el desa-
rrollo de los algoritmos de virtualización 
[15]. 
 La heterogeneidad es inevitable al com-
poner un sistema paralelo que integra 
múltiples procesadores, niveles de me-
moria y tecnologías de comunicación 
[7]. 
 A partir de la complejidad creciente del 
hardware, se hace más desafiante el 
desarrollo de capas de software eficiente, 
desde el middleware hasta los lenguajes 
de aplicación [20][27][28]. 
 Los problemas clásicos de scheduling y 
mapeo de procesos a procesadores tienen 
nuevos objetivos (en particular los rela-
cionados con el consumo) y deben con-
siderar la posible migración de datos y 
procesos durante la ejecución [29]. 
 Los modelos de predicción de perfor-
mance resultan especialmente comple-
jos, en particular considerando que los 
multicores disponen de diferentes nive-
les de memoria y diferentes tiempos de 
comunicación entre núcleos, según su 
“distancia” en la configuración de la ar-
quitectura [30]. 
 El tema de la detección y tolerancia a fa-
llos de hardware y software se vuelve un 
punto crítico al operar sobre arquitectu-
ras con gran número de procesadores, los 






Líneas de Investigación y Desarro-
llo 
 
Temas de Estudio e Investigación 
 
 Arquitectura de procesadores multicore. 
Clusters de multicores.  Software de ba-
se.  
 Modelos de predicción de performance 
para arquitecturas tipo cluster de multi-
cores, grids y clouds. 
 Simulación de arquitecturas. Análisis de 
variantes en multicores y clusters de 
multicores. 
 Nuevas técnicas de scheduling para sis-
temas paralelos, en particular en función 
del consumo de los procesadores. 
 Virtualización en clusters, grids y 
clouds. Predicción de performance apli-
cada a la virtualización. 
 Nuevas estructuras de datos, orientadas 
a procesamiento paralelo sobre clusters, 
grids y clouds. 
 Detección de errores de concurrencia, 
en tiempo de ejecución.  
 Procesamiento paralelo basado en 
GPUs. Aplicación sobre clusters de 
multicores. 
 Cloud computing.. Análisis comparati-
vo con cluster y grid computing para 
problemas paralelos de cómputo inten-
sivo.  
 Detección y Tolerancia a Fallos (de 
hardware y software)  en clusters, grids 
y clouds. 
 Métricas de evaluación de performance 
y escalabilidad para las nuevas arquitec-
turas paralelas, a partir del uso de pro-




 Desarrollo y evaluación de aplicaciones 
sobre un cluster de multicores (128 nú-
cleos). 
 Desarrollo de la capa de software para 
virtualización del cluster de multicores 
para emular servicios de cloud compu-
ting.  
 Simulación de variantes en las arquitec-
turas de multicore. 
 Prueba de algoritmos de scheduling ba-
sados en balance de consumo sobre los 
núcleos de un cluster de multicores. 
 
Formación de Recursos Humanos 
 
En cooperación con Universidades iberoa-
mericanas se ha implementado la Maestría  
en Cómputo de Altas Prestaciones y se con-
tinúa dictando la Especialización en 
Cómputo de altas Prestaciones y Tecnolo-
gía GRID. 
En esta línea de I/D existe cooperación a 
nivel nacional e internacional. Hay 9 Inves-
tigadores realizando su Doctorado, 4 reali-
zando la Maestría y 5  alumnos avanzados 
están trabajando en su Tesina de Grado de 
Licenciatura. En 2010 se aprobaron 2 Tesis 
Doctorales, 1 de Maestría, 2 de Especialista 
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