The concept of Energy Packet Network (EPN) proposed by Gelenbe, is a new framework for modeling power grids that takes distributed energy generation such as renewable energy sources into consideration, and which contributes to modeling the smart grid. Based on G-network theory, this paper presents a simplified model of EPN and formulates energydistribution as an optimization problem. We analyze it theoretically, and detail its optimal solutions. In addition to using existing optimization algorithms, a heuristic algorithm is proposed to solve for EPN optimization. The optimal solutions and efficacy of the algorithm are illustrated with numerical experiments. Further, we present an EPN with disconnections and a similar optimization problem is investigated. Optimal solutions are presented, and numerical results using the analytic optimal solutions, random solutions, a cooperative particle swarm optimizer and a heuristic algorithm illustrate the power of different approaches for solving energy-distribution problems using the EPN formalism.
INTRODUCTION
The Smart Grid is a network of computers and power infrastructure that monitors and manages energy usage [47] , and is emerging to become the next generation electricity grid [12] . An important goal of the smart grid is to integrate all forms of energy [49] , including gas, heat, hydro power, solar power, off-shore wind, biomass energy, wave energy and many other combined distributed power, according to the future smart grid vision shown in [4] . Energy sources, such as the solar power, off-shore wind and wave energy, can be classified as renewable energy sources (RES). In terms of climate goals, RES are environment friendly and recent studies show that a smart grid incorporating RES can decrease annual CO 2 emissions by 5-16% [43] . In addition, RES are becoming commercially profitable in the energy markets, forcing the smart grid to include them. RES are becoming more plentiful [21] and electricity users may also utilize the RES to generate electricity and give it back into the grid, making the electricity storage in the grid extremely distributed. This distributed generation (DG) makes the energy market more feasibly [10, 21] ; however, controlling them can be much more complicated [50] . also been modeled [39] . The RNN was used in real-time applications such as Packet Network Routing and Cloud Task Assignment with Reinforcement Learning [6, 20, 54] . Furthermore, RNN's application to deep learning yields very high recognition (as well as training) accuracy includes [41, 42] . Note that the G-network model is significantly more general than the RNN [16, 19, 32] because it has state transitions with some arbitrary up or down jumps and it can model transitions that span any number of distinct nodes in the network [18] .
EPNs and the Smart Grid
In the mathematical model for EPNs, the nodes of the EPN include energy sources, energy storage centers and energy consumption centers, where the energy sources can be distributed RES (i.e., the DG). The energy in the EPN is stored, distributed and consumed in the form of energy packets. In addition to the work in [21] , the work by Hikihara presents the similar concept of "power packets" and verified the feasibility of a power packet dispatching system at the physical layer [50, 51] . Then, the EPN can be regarded as a queueing network, the energy storage of the nodes are the queues, the energy packets are the regular customers in the queues and there may be control/request packets in the EPN corresponding to the signals (negative customers or triggers) in the G-networks. Using G-network theory [16, 32, 36] in an approximate manner and certain assumptions, for example, unlimited storage capacity and energy packet generation and consumption submitting to Poisson process, the steady-state probabilities related to the nodes can be expressed mathematically by a system of equations. The purpose of the EPN in [21] is to meet the surges in energy demand in a grid, where the grid has both steady energy sources and distributed RES. In most of the time, the energy demand in the grid is satisfied by steady energy sources, but, in some instants, the energy demand may exceed the maximum level of steady energy and these excess energy requests may be met by the RES, which are managed by the EPN. Most concept used in the EPN model of [22] is similar to that of [21] , but the EPN model is more specific and designed for the energy management for the Cloud computing servers, where the energy consumption centers become the Cloud computing centers. In the cases that scarce sources of energy must be shared by multi-computational units, the EPN can manage the energy in the storage centers, which is stored from DG when energy demand is not high, to best match and smooth the intermittent energy supply. Similarly, using G-network theory, the steadystate probabilities related to the nodes in the EPN can be approximately expressed by a system of equations. By analyzing the solutions of the equations, the approximate behaviors of the EPNs (in both [21] and [22] ) can be analyzed, so that parameters in the EPN can be adjusted accordingly in order to achieve different objectives, for example, satisfying energy needs of energy consumption centers, or say, the Cloud computing centers.
Based on the G-network theory [16, 32, 36] and previous work on the EPN [21, 22] , this paper presents a simplified model of EPN that can be mathematically expressed by a systems of equations, whose nodes include distributed energy generators, energy storages and energy consumers. Then, we investigate the maximization of the amount of work done by the consumers per unit time in the EPN. This is an energy-distribution problem and we mathematically formulate it into an optimization problem. We analyze this problem based on the EPN model and present the analytic optimal solutions. Then, based on the learning algorithm for the RNN in [55] , an heuristic algorithm is proposed to solve the problem. Then, we conduct numerical experiments to verify the correctness of analytic optimal solutions and demonstrate the efficacy of the proposed algorithm, compared with the random solutions and gradient-descent algorithm. Further, we present another model of EPN with disconnections based on the simplified EPN. A similar optimization problem is investigated. We present the analytic optimal solutions for two of three cases, and, for the rest case, we apply optimization algorithms to seeking for solutions. Comparative numerical results using the analytic optimal solutions, random solutions, a cooperative particle swarm optimizer and the proposed heuristic algorithm further demonstrate the superiority of the proposed algorithm for energy distribution of the EPNs.
E-Networks
Another stream of recent work launched by Erol Gelenbe to model energy consumption in wired and wireless networks, which we will call E-networks ("Erol Networks") is motivated by the need to model communication systems that operate with renewable energy [33, 34] . In such systems, communications require both processing of the incoming packets and their wireless transmission. This can only occur if a node has enough energy; interesting cases arise when one considers "Cognitive Radio" where energy is needed both to sense a channel, decide about a transmission and then use significant energy to transmit a packet whose transmission may actually fail due to collisions, interference or noise [38] .
On the other hand, the time scales for energy harvesting are slow, while the packet transmission times are very fast. Thus, mixed continuous-discrete models based on diffusion approximations, where transmissions and packet arrivals are instantaneous, while energy harvesting is a continuous process [1] are very useful. However, models that consider jump processes and discrete Markov chains can also provide elegant closed-form results [24, 26] .
In such systems, it is important to consider what happens between multiple hops. Indeed packets can travel over several hops [37] , while energy remains local unless it is harvested by wireless means. Similarly, there can be an imbalance between the number of energy units (or packets) needed for transmission, and the number of packets that can be transmitted with one or more energy packets [44] . Generally, this is still in its infancy, especially when one considers that the carriers of information may be nano-particles, which are subject to quantum effects [25, 27, 28] .
ENERGY DISTRIBUTION FOR A SIMPLIFIED ENERGY PACKET NETWORK
First, the simplified mathematic model of energy packet network and a related energydistribution problem are presented. We then solve this energy-distribution problem in three ways: (1) via theoretical analyses, we present the optimal solutions; (2) we deduce a gradient-descent algorithm; and (3) a heuristic algorithm is developed. Last, we demonstrate the correctness of the optimal solutions and the efficacy of the proposed heuristic algorithm by comparative numerical results of the optimal solutions, random solutions, gradient-descent algorithm and heuristic algorithm. Note that the reason why we present the heuristic algorithm in this section even when the analytic optimal solutions have found is to demonstrate the efficacy of the heuristic algorithm such that we have better confidence that the algorithm is capable of finding good solutions in the case where it is difficult to deduce analytic optimal solutions, as illustrated in Section 3.
Mathematical Model and Problem Description
The simplified EPN consists of G energy generators, S energy storage units and C energy consumers. For better illustration, the model structure of the simplified EPN is presented in Figure 1 Letq s and q c denote the stationary probabilities that the sth storage has energy in storage and cth consumer has energy to consume, respectively. According to the G-network theory [16, 21, 22, 32, 36] , we can mathematically present the expressions ofq s and q c as the following system of equations:
where ∀s ∈ S and ∀c ∈ C. In addition, 
Energy-distribution problem.
The energy-distribution problem of the EPN (1) we consider is described as follows. We want to maximize the amount of work done by the consumers per unit time in the EPN (1), or equivalently: given {Λ g |g = 1, . . . , G}, {μ c |c = 1, . . . , C}, {δ s |s = 1, . . . , S} and {γ s |s = 1, . . . , S},
Optimal Solutions for Energy Distribution
This subsection analyzes the energy-distribution problem (2) of the EPN (1) in theory and presents analytical optimal solutions. We consider the problem from two cases. One case is that the energy is limited. The other is that the energy is sufficient.
The energy is limited.
In this case, the energy is limited such that
μ c . This means that the total energy-consumption rate denoted by H = C c=1 μ c is larger than the total energy-generation rate G g=1 Λ g . We want to make use of all energy and do not want the energy to go to the energy storages because the energy will leak without doing anything useful. So, it is reasonable to setp g,s = 0, ∀g ∈ G, s ∈ S. Since 
Then, we have
We can see that all energy has been fully used (no energy is wasted). Based on the law of conservation of energy, we could say that K * = G g=1 Λ g is the optimal result for the maximization problem (2) , where the optimal solution isp g,s = 0 andp g,c = μ c /H, ∀g ∈ G, s ∈ S, c ∈ C. In addition, p s,c ∀s ∈ S, c ∈ C can be any non-negative value satisfying (3) and (4), we havê
The available energy covers the needs. In this case,
in this case, the energy is sufficient such that q c = 1, ∀c ∈ C, meaning the system is saturated.
μ c is the optimal result for the maximization problem (2) in this case, where the optimal solution is alsop g,s = 0 andp g,c = μ c /H, ∀g ∈ G, s ∈ S, c ∈ C. In addition, p s,c ∀s ∈ S, c ∈ C can be any non-negative value satisfying C c=1 p s,c = 1.
Gradient-Descent Algorithm
We can also design a gradient-descent algorithm to solve the maximization problem (2) .
First, let us define P ∈ R (SC+GC+GS)×1 as a vector that consists ofp g,s ,p g,c and p s,c , where
with h s,c = (
Then, we need to derive the expression of ∂K/∂P such that a P -update formula can be derived.
To simplify the derivation, we first ignore the constraints of P , which are P ≥ 0, In addition, we also assume thatq s < 1 and q c < 1 such that the EPN (1) can be rewritten aŝ
Then, 
Then, the P -update formula can be
where l denotes the current number of iterations and η > 0 is the step size. After each iteration, we make P satisfy constraints P ≥ 0, Remark 1: Since we do not integrate the constraints of P into the derivation of the expression of ∂K/∂P , the solutions found by the P -update formula (16) may not be optimal.
A Heuristic Algorithm
Hoping to find acceptable solutions to the maximization problem (2), we design a heuristic algorithm by adapting the learning algorithm for the RNN in [55] that is developed based on [52] , where the idea of the algorithm is to solve a non-negative least-squares problem. First, let us find an approximate problem, which is easier to solve, to the maximization problem (2). In problem (2), we want to maximize K = C c=1 (μ c q c ). Equivalently, we want to minimize −K = − C c=1 (μ c q c ). Equivalently, we want to minimize
The approximate problem to problem (2) is that we want μ c q c to be as close to μ c as possible (or q c to be as close to 1 as possible) using P ∈ R (SC+GC+GS)×1 . We show in the followings how to apply the idea in [55] to design a heuristic algorithm for solving the approximate problem. Let us make a reasonable assumption thatq s < 1 and q c < 1 such that the EPN (1) can be rewritten as (8) . Let us rewrite (8) in the following form:
If we substitute q c with 1 andq s with given parametersŷ s into (17), the equality between the left and right sides of (17) no longer holds (in most cases). To approach equality as much as possible, we first define a cost function fŶ ,P = AP − b
We solve the following problem, hoping that the solutions could also be good solutions to the approximate problem and problem (2):
The heuristic learning algorithm for solving (19) is given in Algorithm 1, where P (m) denotes the values of P in the mth iteration,
Algorithm 1.
A heuristic algorithm for solving problem (2) 
Numerical Results
The following numerical experiments are conducted to verify the analytic optimal solutions in Section 2.2 and test the performance of the gradient and heuristic algorithms in Sections 2.3 and 2.4. All results in this subsection are summarized into Table 1 . In addition, the symbol "-" in the tables of this paper means that the result cannot be obtained due to hardware limitations or high complexity of analysis. Note that we consider only the case that the energy is limited in this subsection. In the whole paper, all numerical experiments are conducted in a MATLAB R2014a environment, which is operated on a personal computer (CPU: Intel i7-4770 3.40 GHz; memory: 8.00 GB). First, we use the analytic optimal solution in Section 2.2.1. The numerical result K = 0.15, which is the same as the analytic optimal result K * = 0.15. Since the dimension of P is small, we can randomly select the values of P for many trials (e.g., 20,000 trials) to find a nearly optimal solution. Figure 3 presents the values of K in these 20,000 trials. The best result is K = 0.1496. Figure 4 presents the results by using the gradient algorithm, where the number of iterations is 100. The best result is K = 0.1417, which is close to the optimal result K * = 0.15. Figure 5 presents the results by using the heuristic algorithm, where M = 5 and L = 20. The best result is K = 0.15, which is the same as the optimal result K * = 0.15. In addition, we assume that the consumers differ from each other significantly. So, we set μ c = 1 + 9(c − 1)/(C − 1) with c = 1, . . . , C. First, we use the analytic optimal solution in Section 2.2.1. The numerical result K = 1.0931, which is the same as the analytic optimal result K * = 10 g=1 Λ g . We then randomly select the values of P for 20,000 trials. However, since the dimension of P is not small, a nearly-optimal solution may not be found. In these 20,000 trials, the best result is K = 1.0756. Figure 6 presents the results by using the gradient-descent algorithm, where the number of iterations is 100. The best result is K = 1.0684. Figure 7 presents the results by using the heuristic algorithm, where M = 5 and L = 20. The best result is K = 1.0931, which is the same as K * . (1) with G = 2, S = 2 and C = 2 using randomly generated P for energy distribution. More results are given in Table 1 . In all cases except the case of G = 2, S = 2 and C = 2, Λ g , δ s and γ s with ∀g ∈ G, s ∈ S are randomly generated in the ranges of [0, 0.2], [0, 1] and [0, 0.1], respectively, while μ c = 1 + 9(c − 1)/(C − 1), ∀c ∈ C. We can see that, among the algorithms, the the heuristic algorithm (Algorithm 1) performs the best even when the network size becomes as large as 500. In summary, to manage energy distribution of the EPN (1) in order to maximize K, the analytic optimal solutions presented in Section 2.2 and the heuristic algorithm in Section 2.4 are the best choices.
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cases. Moreover, the results show that the heuristic algorithm 1 is capable of finding nearlyoptimal solutions and performs better than the CPSO-S, especially when the dimensions of the problem become high.
Mathematical Model and Problem Description
Suppose that, in the EPN (1), there are C 1 consumers located too far away from the energy generators such that these consumers cannot get energy directly from the generators (or say, these consumers are disconnected from the generators), where 0 < C 1 < C. Let C 2 = C − C 1 . This EPN can be described in Figure 8 , where there are G energy generators, S energy storages, C 1 disconnected energy consumers and C 2 connected energy consumers. Let q s ,q c1 and q c2 denote the stationary probabilities that the sth storage has energy in storage and c 1 th disconnected consumer and c 2 th connected consumer have energy to consume, respectively. According to the G-network theory [16, 21, 22, 32, 36] , these probabilities can also be calculated directly as:
where ∀s ∈ S, ∀c 1 ∈ C 1 and ∀c 2 ∈ C 2 . In addition, 
Optimal Solutions for Energy Distribution
We consider the maximization problem (21) in three cases. We present the analytical optimal solutions for first and second cases. For the third case, we search for acceptable solutions using optimization algorithms that will be detailed in Sections 3.3 and 3.4.
The energy is limited. In this case, the energy is so limited that
μ c2 . This means that the total energy-generation rate is not larger than the total consumption rate of C 2 connected consumers. 
Let H 2 = C2 c2=1 μ c2 . In addition, let us set
Then, we have q c2 = (
We could say that K * = G g=1 Λ g is the optimal result for the problem (21) , where the optimal solution isp g,s = 0 andp g,c2 = μ c2 /H 2 , ∀g ∈ G, s ∈ S, c 2 ∈ C 2 . In addition,p s,c1 , p s,c2 ∀s ∈ S, c 1 ∈ C 1 , c 2 First, we use part of the energy to satisfy the energy needs of all connected energy consumers such that q c2 = 1,
And,
, which means that eachq c1 , ∀c 1 ∈ C 1 is equal to each other. Since C1 c1=1p s,c1 = 1 because of the setting of p s,c2 = 0, ∀c 2 ∈ C 2 , then from (20), we havê
Since, in this case,
Until here, we have two possible situations forq c1 that is eitherq c1 = 1 orq c1 < 1.
Ifq c1 = 1, it is easy to have
Ifq c1 < 1, we need to analyze it in a different way. First, we make an assumption that
To find a maximal value of C1 c1=1 (μ c1qc1 ), it is reasonable to make the denominators as large as possible while the numerators as small as possible. In addition, since we have setp g,c2 = μ c2 /B, we have 
Finally, we have that
or
may be the optimal result for the maximization problem (21), where the optimal solution 
Remark 2:
If C 1 = C that means all consumers are disconnected from energy generators, the system becomeŝ
Then, the optimal result may be
, where the optimal solution isp g,s min = 1 for s min = arg min s (γ s /δ s ) andp g,s = 0 for s = s min . In addition,p s,c1 =μ c1 /H ∀s ∈ S, c 1 ∈ C 1 .
Remark 3:
It can be complicate to analyze the optimal result and optimal solution for the maximization problem (21) if the energy is more sufficient such that
μ c2 + Υ s1 with s 1 = arg min s (γ s + δ s ), ∀s ∈ S. In this case, designing an optimization algorithm to find approximate solutions may be a more practical choice.
Cooperative Particle Swarm Optimizer
In this subsection, we apply the simple yet effective algorithm, the CPSO-S algorithm [53] , to solving the maximization problem (21) .
First, let us defineP ∈ R (SC+GC2+GS)×1 as a vector that consists ofp g,s ,p g,c1 ,p s,c1 and p s,c2 , wherē
with h 1s,c1 = (s − 1)
Let M = SC + GC 2 + GS and N respectively denote the number of swarms and the number of particles in each swarm, where N is selected by the algorithm user. LetP n (m) andP n (m) with ∀m ∈ M, n ∈ N respectively denote the current state and best state of the nth particle in the mth swarm. LetP (best) denote the bestP found so far. Assume that κ n ∼ U (0, 1) andκ n ∼ U (0, 1) with ∀n ∈ N are uniform random sequences in the range (0, 1), which will be updated after each iteration, then, the state-update formula can bē
where
ω is called the inertia weight and setup to vary from 1 to near 0 during the search process, l denotes the current number of iterations. The CPSO-S algorithm for solving problem (21) is similar to the one in [53] and thus omitted here. Note that, after each update, we makē P satisfy constraintsP ≥ 0, 
Remark 4:
The CPSO-S algorithm performs well in solving the problem (21) . But, it requires solving the system (20) for 3MN times in a single iteration, which can be quite time-consuming when dealing with a system with high dimensions.
A Heuristic Algorithm
The followings present briefly how to adapt the heuristic algorithm 1 in Section 2.4 to find approximate solutions for the maximization problem (21) .
Similar to what is done in Section 2.4, we first define a cost functionfŶ ,P = ĀP −b 
We solve the following problem:
The heuristic algorithm for solving problem (21) is quite similar to Algorithm 1. To illustrate the algorithm clearly, the detailed procedure is also given in this paper, shown in Algorithm 2, whereP 
Numerical Results
In numerical experiments of this subsection, we also assume that the consumers differ from each other significantly, and there are at least two connected consumers (C 2 > 1) and two disconnected consumers (C 1 > 1). Therefore, we setμ c1 = 1 + 9(c 1 − 1)/(C 1 − 1) with c 1 = 1, . . . , C 1 , μ c2 = 1 + 9(c 2 − 1)/(C 2 − 1) with c 2 = 1, . . . , C 2 . In addition, δ s and γ s with ∀s ∈ S are randomly generated in the ranges of [7, 12, 47, 50] , respectively. Table 2 summarizes the results by using the optimal solutions in Section 3.2.1, the randomly-generated solutions (20,000 trials), the CPSO-S algorithm (50 iterations, N = 3) and the heuristic algorithm 2 (M = 1, L = 100 and 100 trials) to solve problem (21) . It can be seen that Algorithm 2 is able to find solutions that are as good as the optimal solutions for the EPN with many generators and consumers, while the CPSO-S is so time-consuming that we cannot obtain results for it when there are 100 generators and 300 consumers. Table 3 . K * and the best K found by using different algorithms for energy distribution of the EPN (20) with different G, S, C 1 and C 2 when the energy is sufficient. Table 3 summarizes the results by using the optimal solutions in Section 3.2.2, the randomly-generated solutions (20,000 trials), the CPSO-S algorithm (50 iterations, N = 3) and Algorithm 2 (M = 1, L = 100 and 10 trials) to solve problem (21) . The results show that Algorithm 2 performs better than the CPSO-S and obtains results close to those of the optimal solutions.
The energy is limited. In this case,
G g=1 Λ g ≤ C2 c2=1 μ c2 = H 2 and Λ g , ∀g ∈ G is randomly generated in the range of [0, H 2 /G].(G, S, C 1 , C 2 ) K * Optimal Random CPSO-S
3.5.3.
The energy is more sufficient. In this case, G g=1 Λ g > H 2 + Υ s1 with s 1 = arg min s (γ s + δ s ), ∀s ∈ S and Λ g , ∀g ∈ G is randomly generated in the range of [(H 2 + Υ s1 )/G, (H 2 + S s=1 (γ s + δ s ))/G]. In this case, analytic optimal solutions are not available. Table 4 summarizes the results by using the randomly-generated solutions (20,000 trials), the CPSO-S algorithm (50 iterations, N = 3) and Algorithm 2 (M = 1, L = 100 and 10 trials) to solve problem (21) . We can see that Algorithm 2 performs the best.
In summary, the numerical results in this subsection well verify the correctness of the analytic optimal solutions and the efficacy of Algorithm 2 for managing energy flows inside the EPN with disconnections. The analytic optimal solutions are the best choices for the first and second cases when the energy is not very sufficient, while Algorithm 2 is the best choice when a widely applicable solution is needed. 
CONCLUSIONS AND FUTURE WORK
We have presented two EPN models consisting of energy generators, energy storages and energy consumers, which could be used to model (or say, describe) certain types of power grids with distributed and intermittent energy generators such as RES. Based on the EPN model, we have formulated the problem of maximizing the effective work done by the energy consumers per unit time. We provide analytic optimal solutions to the maximization problem for most cases, and we have also presented an effective heuristic to handle all the cases. For comparison, we have also developed a gradient-descent algorithm and adapted the CPSO-S for solving the problem. Numerous numerical experiments have been conducted to verify the analytic solutions and to demonstrate the efficacy of the optimization algorithms. Furthermore, the proposed heuristics also show better performance as compared with other optimization algorithms. Thus, this paper shows that by using EPN models with G-network theory for analytical modeling, various operating objectives of power grids can be mathematically formulated into optimization problems. As a result, the control of the power grid can be simplified and the grid itself can become smarter. In future work, we plan to develop EPN models for the smart grid that take more real-world parameters into consideration, so as to investigate different relevant optimization objectives and techniques.
