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Abstract 
We define the notion of a local adaptation of a spanning tree in a biconnected graph, and 
consider the number of local adaptations required to reconfigure the spanning tree. We show 
that [n/21 r n/2 - 1 l/2 local adaptations are sufficient, and may be necessary, to make a node 
a leaf in the spanning tree, that d/8 + o(n’) local adaptations are sufficient, and may be 
necessary, to add or delete an edge from the spanning tree, and that 3n2/4 + o(n’) local 
adaptations are sufficient to transform one spanning tree to another spanning tree. 
1. Introduction 
We determine bounds on the number of local adaptations necessary to reconfigure 
a spanning tree of an undirected graph. We were motivated to examine these problems 
by applications in computer networks, where spanning trees are useful for many tasks, 
such as broadcasting [2]_ In a large network it is likely that each node u knows only 
about the portion of the network, and the portion of the spanning tree, local to v. 
More precisely, the standard assumption is that each node u only knows about the 
nodes in the network adjacent o v, and which links incident to u are in the spanning 
tree. Consider the network/graph in Fig. 1. We adopt the convention that spanning 
tree edges are shown as solid lines and nonspanning tree edges are shown as dashed 
lines. Assume that the node u wants to replace the link uw in the spanning tree S for 
some reason (for example, the link VW might have experienced alarge increase in load). 
At first glance u would seem to have two alternatives, it can either replace uw by ux, or 
it can replace uw by uy. While selecting uy is a valid choice, selecting ux is not valid 
since S - {VW> + {ux} is not a spanning tree. Unfortunately, u cannot determine 
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Fig. 1. An example 
from local information that ux is not valid. In general, this dilemma will occur at any 
node that is not a leaf in S. In contrast, any leaf v in the spanning may arbitrarily 
replace the link connecting u to the rest spanning tree by any other link incident to u. 
We thus define a local adaptation v(,” to be the event of a vertex v, which is a leaf in the 
spanning tree S, deleting the link uw from S and adding the link ux to S. 
While these problems originally arose in a distributed environment, in this paper we 
assume that we have global knowledge of the graph and the spanning tree. The only 
restriction we impose is that all changes must be local adaptations. We assume global 
knowledge for two reasons. Firstly, it results in natural and interesting combinatorial 
problems. Secondly, while the upper bounds that we obtain will generally not 
translate back into the distributed environment, the lower bounds that we obtain will 
limit the performance of any distributed algorithm that uses only local information. 
The first two problems we consider are determining the number of local adapta- 
tions needed to remove an edge from, or add an edge to the spanning tree. The 
problem of removing an edge VW from the spanning tree is essentially equivalent to the 
problem of making either u or w a leaf, and the problem of adding an edge ux to the 
spanning tree is essentially equivalent to the problem of making either u or x a leaf. 
We thus see that these two problems share a common subproblem, which we call the 
leaf problem. 
Leaf problem: An instance (G, S, v) consists of a biconnected graph G, a starting 
spanning tree S, and a vertex v. The problem is to find a sequence of local adaptations 
that makes v a leaf in the spanning tree. 
The leaf problem may not have a solution if G is not biconnected since an 
articulation point cannot be a leaf in any spanning tree. (An articulation point is 
a vertex whose removal disconnects the graph. A graph is biconnected if it does not 
contain an articulation point.) Fig. 1 also shows that in nonbiconnected graphs some 
edges may be stuck in the spanning tree S, and some edges may be permanently 
excluded from S; more specifically, the edge ij cannot be removed from S, and the edge 
wz cannot be added to S, using local adaptations. Note that networks, in general, 
avoid articulation points since they cause bottlenecks, and are not resilient to faults 
PI. 
We show in Section 2, [n/21 [n/2 - 1 l/2 1 ocal adaptations are sufficient to solve 
any instance of the leaf problem. Here n is the number of vertices in the graph, and r-1 
is the ceiling function. In Section 3, we show that this bound is tight by giving 
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a sequence of instances, one for each n, that require [n/21 [n/2 - 1 l/2 local adapta- 
tions. These results show that n2/8 + o(n*) local adaptations are sufficient, and may 
be necessary, to remove an edge from, or add an edge to, a spanning tree. (We use the 
standard notation o(f(n)) to denote some function y(n) with the property that the 
limit of If~(n)l/\.f’(n)l goes to zero as n goes to infinity.) 
The last problem that we consider is determining the number of local adaptations 
required to transform an arbitrary spanning tree into another arbitrary spanning tree. 
Transformation problem: An instance (G, S, T) of this problem consists of a bicon- 
netted graph G, and two spanning trees, S and T. of G. The problem is to produce 
a sequence of local adaptations that transforms S into T. 
The example in Fig. 1 shows that we must continue our assumption that the graph 
is biconnected if we want to guarantee the existence of a solution. The construction in 
Section 3 shows that at least n2/8 + o(n*) local adaptations are required to solve the 
transformation problem for some instances. In Section 4, we show that, contrary to 
our expectation, the worst-case number of local adaptations required to solve the 
transformation problem is asymptotically the same as the number required to solve 
the leaf problem. More precisely, we show that 3n2/4 + o(n2) local adaptations are 
always sufficient to solve any instance of the transformation problem. 
All of our upper bounds in this paper yield efficient algorithms that output the 
required sequence of local adaptations. 
2. The upper bound for the leaf problem 
The following notation, and Fig. 2, are used throughout this section. G is the 
biconnected graph in question, and S is a spanning tree of G. S may change over time. 
We say that a local adaptation ti(,” occurrrd at vertex L’. If C\V is an edge in S, then 
S - i~\t’i consists of two disjoint trees. Denote the tree containing u by S,,, and the tree 
containing M’ by S,,. Let k denote the number of nodes in S,.. For any node u E S,., we 
define S, to be the tree in S - {up] that contains u, where p is the next vertex after u on 
the unique path from u to M: in S. 
We first show that there is a sequence of local adaptations to make a vertex a leaf, 
without being too concerned about the length of the sequence. 
Fig. 2. Standard scenano 
70 K.R. Pruhs /Discrete Applied Mathematics 57 (1995) 67- 74 
Theorem 1. Given any instance (G, S, v) of the leaf problem, there is a sequence of local 
adaptations that makes v a leaf: 
Proof. Let VW be an edge in S. The proof is by induction on k, the number of nodes in 
S,. However, the induction hypothesis needs to be strengthened slightly to: There is 
a sequence U of local adaptations that makes v a leaf, with the property that if a(,b E U 
then a E S, immediately before this local adaptation is applied. 
In the base case, k = 1, and u is already a leaf, Otherwise, since G is biconnected, 
there must be an edge ax, such that u # v, u E S, and x E S,(See Fig. 2). The number of 
nodes in S, is < k, so we can apply the induction hypothesis to S, to make u a leaf 
(here u and p play the roles of v and w, respectively). But now, since u is a leaf, we can 
perform the local adaptation u(f: to move u to S,. Since, by the induction hypothesis, 
local adaptations have thus far only occurred at nodes in S,, S,: now contains at most 
k - 1 nodes. We can thus apply the induction hypothesis again to S, to make 
u a leaf. 0 
Define U(k) to be the maximum, over all instances of the leaf problem with k nodes 
in S,, of the number of local adaptations needed to make v a leaf. From the proof of 
Theorem 1 we can conclude that U(k) d 2U(k - 1) + 1. However, this only gives us 
an exponential upper bound. We improve this bound to quadratic by showing that we 
can use the local adaptations that made u a leaf to make the subsequent problem 
easier. We must first make some definitions. 
The reverse of the local adaptation 1 = a(: is a a(:, and is denoted lr. Let 
U = ll,. . . , li and V = m,, . . , mj be two sequences of local adaptations. The reverse of 
U, denoted U’, is li, . . . ,l;. The sequence UV is II, . . , li, ml, . . . ,mj. Note that UU’ 
produces no net affect. If V is a subsequence of U we use U - V to denote the ordered 
sequence of local adaptations that are in U but not V. Assume that U is a sequence of 
local adaptations atisfying the induction hypothesis in the proof of Theorem 1. Then 
a local adaptation a(,b E U is a switch with respect to S, if c$S, at the time, and is 
a hold if c E S, at that time. Note that it will always be the case that both a and b will 
always be in S, before this local adaptation. 
Lemma 1. Let (G, S, v) be an instance of the leaf problem, VW be an edge in S, and k be the 
number of vertices in S,. Let U be a sequence of local adaptations, occurring only at 
nodes in S,, that make v a leaf and let R be the ordered subsequence of U consisting of 
exactly the k - 1 switches with respect to S, in U. Then UR’ is a sequence of local 
adaptations that doesn’t change the nodes in S, and S,. 
Proof. We prove the following by induction on m: After m local adaptations from R’ 
are applied, the nodes in S, (and hence in S,) are the same as the time after the 
(k - 1 - m)th switch with respect to S, in U. 
The base case m = 0 is trivial. Now consider the time before the mth local adapta- 
tion 1 = a(,b E R’. Since a(f E U was a switch, after this local adapation it was the case 
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that c E S,, and a, b E S,. By the induction hypothesis, the same is true before I occurs. 
After a(; occurred, vertex a was a leaf. This must also be true before 1 occurs, since no 
local adaptations occur in S,, and by the induction hypothesis all the vertices that 
were moved to S, after vertex a have already been returned to S,.. Hence, I is a local 
adaptation and moves vertex a back to S,.. 17 
Note that UR’ may change some edges in S,.. 
Theorem 2. Let (G, S, v) be an instance of the leaf problem, VW be an edge in S, und k he 
the number of vertices in S,. Then there is a sequence of at most k(k - 1)/2 locul 
adaptations, occurring only at nodes in S,, that makes v a leaf. 
Proof. The proof is by induction on k. If k = 1, u is already a leaf. Otherwise, let u be 
a node in S, such that u # v, u is adjacent to a vertex x in S,, and no other node 
besides u in S, is adjacent to a vertex in S,. Let p be last node besides u on the path 
from v to u in S,. Assume that the number of nodes in S, is m. Note m d k - 1. By the 
induction hypothesis there is a sequence U of at most m(m - 1)/2 local adaptations 
that makes u a leaf. Since no node beside u in S, is connected to S,., each a<: E U is 
a hold, i.e. c E S,. After U, we apply the local adaptation u($. We then apply Lemma 
1 to S, to move all m - 1 nodes, besides U, initially in S, to S,, using at most m ~ 1 
local adaptations. 
Hence, it takes at most m(m - 1)/2 + m = m(m + 1)/2 local adaptations to move all 
the nodes initially in S, to S,. Only k - m nodes now remain in S,.. By the induction 
hypothesis, it takes at most (k - m)(k - m - 1)/2 local adaptations to make 1’ a leaf. 
We now need only verify that 
m(m + 1)/2 + (k - m)(k - m - 1)/2 6 k(k - l),i2. 
By algebraic simplification one can see that this is equivalent to m d k - 1. 0 
Corollary 1. Given an instance (G, S, v) of the leaf problem, there exists a sequence of at 
most [n/21 [n/2 - 1112 local adaptations that makes v a leaf 
Proof. If v is not a leaf, then select VW E S so as to minimize the number of vertices k in 
S,.. It is not too hard to see that k can be at most r n/21. 0 
3. The lower bound for the leaf problem 
We construct a sequence of instances for the leaf problem, one for each n 3 2. The 
graph in the nth instance, I,, contains n vertices labeled u(l), , v(n). Each vertex u(i) is 
connected to each of v(i - 2), v(i - l), v(i + 1) and v(i + 2) with an index in the range 
1 . . . n. The spanning tree S contains edges of the form v(i)v(i + 1) for 1 < i < n - 1. 
Fig. 3 shows Ia. 
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Fig. 3. Is. 
Theorem 3. It takes at least rn/2J [n/2 - 11/2 1 ocal adaptations to make v([n/21) 
a leaf in I,. 
Proof. Let k = [n/21. Let U(i) be the minimal number of local adaptations required 
to make u(i) a leaf for 1 d i < k. Note that by symmetry U(i) is also the number of 
local adaptations required to make v(n - i + 1) a leaf. Hence, if n is even, then any 
optimal sequence of local adaptations for making u(k) a leaf will never make v(k + 1) 
a leaf. Similarly, if n is odd, we can assume, without loss of generality, that any optimal 
sequence of local adaptations for making v(k) a leaf makes v(k - 1) a leaf before it 
makes v(k + 1) a leaf. Hence, we can conclude that v(i) becomes a leaf before u(i + 1) 
for 1 didk-1. 
We now prove by induction that U(i) > i(i - 1)/2, 1 d i < k. The base case, i = 1 is 
trivial. When v(i - 1) becomes a leaf for the first time, all the vertices v(l), . . . , u(i - 1) 
are still in the same subtree of S - {u(i)v(i + 1)} as v(i). To see this note that since 
u(i - l)u(i) is still in S, u(i - l)v(i + 1) cannot be in S since u(i - 1) is a leaf. Hence, it 
takes at least i - 1 more local adaptations to make v(i) a leaf. Therefore, 
V(i) 3 V(i - 1) + i - 1. Using the induction hypothesis we then get U(i) 3 
(i - l)(i - 2)/2 + (i - 1) = i(i - 1)/2, and we are done. 0 
Note that these instances show that n2/8 + o(n*) local adaptations may be 
necessary to remove an edge from the spanning tree, or to add an edge to the spanning 
tree. 
4. The transformation problem 
Theorem 4. For any instance (G, S, T) of the transformation problem there exists 
a sequence of 3n2/4 + o(n*) local adaptations that transforms S into T. 
Proof. Initially, let c be a vertex in G minimizing the number of nodes in the largest 
subtree in the forest S - {c}, and let I = {c}. The number of nodes in the largest 
subtree in S - {c} is no more than n/2. The set I will always be a subgraph of Sn T. 
For each u$Z, we define S, to be the tree of S - {up} that contains u, where p is the 
next node after u on the unique path in S from u to the closest vertex in I. Note that 
p could be in I. 
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We construct the desired sequence of local adaptations in stages. To begin a stage, 
let ux E T - I be an edge with x E I. Note that ~$1 since T is acyclic. We say that this 
stage occurs at u. First, assume that ux$S. Then let U be the sequence of local 
adaptations, defined in proof of Theorem 2, that makes u a leaf using only local 
adaptations occurring at vertices in S,. As in Lemma 1, we define R to be the 
subsequence of switches with respect to S, in U. The sequence of local adaptations for 
this stage is then U {u($) Rr. The vertices that were in S, at the start of the stage are 
now classified as z~eteruns. A vertex not classified as a veteran is called a greenhorn. We 
end the stage occurring at u by adding ux and u to I. If ux E S then the only difference 
in this stage is that the local adaptation u($ is not required. Note that each stage adds 
at least one edge to I, and we terminate when I is a spanning tree. 
As Lemma 1 shows, after this stage the vertices of the tree in S - {ux} that contains 
u are the same as the vertices that were in the tree S, initially. So the net result to the 
components of the forest S - I is that the vertices (besides u) initially in S, have been 
detached from some tree and now constitute separate trees of their own. This implies 
that for each tree W in S - I the classification, with respect to being a greenhorn or 
a veteran, of every vertex in W, is the same. 
We now break the accounting of the number of local adaptations into cases. Let 
W be some initial tree in S - {c> that contains m vertices. Until further notice we only 
consider the cost of stages occurring at vertices initially in W. 
Let ki be the number of vertices in the tree considered in stage i. First consider the 
cost of the set N of stages occurring at greenhorn vertices that were initially in W. 
Note that xit,V ki < m. By Lemma 1 and Theorem 2 the number of local adaptations 
in a stage i E N is at most kf/2 + o(kf). Since squaring is a convex function, 
CitV kf/2 + o(kf) is maximized by making one ki = m and the rest equal to zero. This 
gives us a bound of m*/2 + o(m*) on the number of local adaptations for stages 
occurring at greenhorns in W. 
We now consider stages occurring at veterans that were initially in W. We show 
that relatively few local adaptations are needed on these stages. Assume that after 
a stage has occurred at u, some latter stage occurs at a vertex u^ that was in S, (before 
the stage occurring at u). At this later time let k^ be the number of nodes in the tree So. 
Further, let r? be the subsequence of R consisting of the k^ - 1 local adaptations 
occurring at nodes (besides 2) in So. Then 0 is a choice for the sequence that makes 
u^ a leaf that is consistent with our construction. Hence, this stage requires at most 
21; ~ 1 local adaptations. On the ith stage, occurring at a veteran ui in W, the number 
of nodes in the tree Sut can be at most m - i since each stage transfers a vertex to I. 
Therefore, the number of local adaptations for stages on veterans in W is at most 
CyZ 1 2i - 1, which is bounded by m2 + o(m’). Hence, the total number of local 
adaptations occurring at vertices in W is 3m2/2 + o(m*). 
Once again, since squaring is a convex function, the number of local adaptations 
will be maximized if we have few trees in S - {c} that are large. The worst case is if 
there are two trees in S - {c} each with size n/2 + o(1). Hence, the total number of 
local adaptations is at most 2[3(n/2)2/2 + o((n/2)2)] = 3n2/4 + o(n2). 0 
74 K.R. Pruhs /Discrete Applied Mathematics 57 (199.5) 67-74 
Acknowledgements 
The author would like to thank Udi Manber, with whom he collaborated on the 
genesis of this research [l]. 
References 
[l] U. Manber and K. Pruhs, A distributed algorithm for computing random spanning trees and its 
applications to congestion control in networks, Technical Report, Computer Science Department, 
University of Arizona (1989). 
[Z] .I. Spragins (with J. Hammond, and K. Pawlikowsi), Telecommunications: Protocols and Design 
(Addison-Wesley, New York, 1991). 
