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Abstract. In this paper we study nonlinear second-order differential inclusions involv-
ing the ordinary vector p-Laplacian, a multivalued maximal monotone operator and
nonlinear multivalued boundary conditions. Our framework is general and unifying and
incorporates gradient systems, evolutionary variational inequalities and the classical
boundary value problems, namely the Dirichlet, the Neumann and the periodic prob-
lems. Using notions and techniques from the nonlinear operator theory and from mul-
tivalued analysis, we obtain solutions for both the ‘convex’ and ‘nonconvex’ problems.
Finally, we present the cases of special interest, which fit into our framework, illustrat-
ing the generality of our results.
Keywords. Maximal monotone operator; pseudomonotone operator; Hartman condi-
tion; vector p-Laplacian; convex and nonconvex problems; Leray–Schauder alternative.
1. Introduction
In this paper we study the following nonlinear multivalued boundary value problem:{
ϕ(x′(t))′ ∈ A(x(t))+F(t,x(t)) a.e. on [0,T ]
(ϕ(x′(0)),−ϕ(x′(T ))) ∈ ξ (x(0),x(T )), (1.1)
where ϕ : RN −→ RN is the function defined by ϕ(ζ ) df= ‖ζ‖p−2
RN
ζ , p ≥ 2, A : RN ⊇
D(A) −→ 2RN is a maximal monotone map, F : [0,T ]×RN −→ 2RN is a multivalued
vector field and ξ : RN ×RN −→ 2RN×RN is a maximal monotone map describing the
boundary conditions.
We conduct a detailed study of problem (1.1) under the hypothesis that F satisfies
the Hartman condition (see [16] and p. 433 of [17]). Our formulation with the general
nonlinear multivalued boundary conditions unifies the basic boundary value problems,
namely the Dirichlet, Neumann and periodic boundary value problems, which can be
obtained as special cases of problem (1.1) (see §5). Also the presence in (1.1) of the
multivalued maximal monotone operator A, incorporates in our formulation second-order
systems with nonsmooth convex potential. Moreover, since we also allow the possibility
that the domain of A is not all the RN (i.e. D(A) = {ζ ∈RN : A(ζ ) 6= /0} 6=RN), our study
also includes second-order evolutionary variational inequalities.
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As we already mentioned, our basic hypothesis on F is the so-called Hartman condition,
which permits the derivation of a priori bounds for the solutions of (1.1). This condition
was first employed by Hartman [16] for the vector Dirichlet problem{
x′′ = f (t,x)
x(0) = x(T ) = 0,
where the function f : [0,T ] × RN −→ RN is continuous. Later, it was used by
Knobloch [24] for the vector periodic problem for a vector field which is locally Lip-
schitz in ζ ∈ RN . Variants and extensions can be found in [13] and the references
therein. Very recently the periodic problem was revisited by Mawhin [26], who used
the vector p-Laplacian differential operator. Our work here extends this recent paper of
Mawhin [26] in many different ways. We should point out that recently there has been
an increasing interest for boundary value problems involving the p-Laplacian. How-
ever, the overwhelming majority of the works deal with the scalar problems (i.e. N = 1)
[2,3,9,14,22].
Boundary value problems for second-order differential inclusions were studied by Erbe
and Krawcewicz [11], Frigon [12], Kandilakis and Papageorgiou [22] and Halidias and
Papageorgiou [15]. In these papers F depends also on x′, but A ≡ 0 and the differential
operator is the linear operator x 7−→ x′′. Recently, in a series of remarkable papers, De
Blasi and Pianigiani [5,6,7,8] developed the so-called ‘Baire category method’ for the
derivation of strong relaxation results for the first-order multivalued Cauchy problems in
separable Banach spaces.
Our approach is based on notions and results from multivalued analysis and from the
theory of nonlinear operators of monotone type. We are led to an eventual application
of a generalized version of the multivalued Leray–Schauder alternative principle, proved
recently by Bader [1]. For the convenience of the reader, in the next section we recall
some basic definitions and facts from these areas as well as the result of Bader, which will
be used in the sequel. Our main references are [20,21].
2. Preliminaries
Let (Ω,Σ) be a measurable space and let X be a separable Banach space. We introduce
the following notation:
Pf (c)(X)
df
= {A ⊆ X : A is nonempty, closed (and convex)} ,
P(w)k(c)(X)
df
= {A ⊆ X : A is nonempty, (weakly-) compact (and convex)} .
A multifunction F : Ω−→ Pf (X) is said to be measurable, if for all x ∈ X , the function
Ω ∋ ω 7−→ d(x,F(ω)) df= inf{‖x− y‖X : y ∈ F(ω)} ∈ RN+
is Σ-measurable. A multifunction F : Ω −→ 2X \ { /0} is said to be graph measurable, if
GrF df= {(ω ,x) ∈ Ω×X : x ∈ F(ω)} ∈ Σ×B(X),
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with B(X) being the Borel σ -field of X . For Pf (X)-valued multifunctions, measurability
implies graph measurability, while the converse is true if Σ is complete (i.e. Σ = Σ̂ = the
universal σ -field). Recall that, if µ is a measure on Σ and Σ is µ-complete, then Σ = Σ̂.
Now, let (Ω,Σ,µ) be a finite measure space. For a given multifunction F : Ω−→ 2X \{ /0}
and 1 ≤ p ≤+∞, we introduce the set
SpF
df
= { f ∈ Lp(Ω;X) : f (ω) ∈ F(ω) µ − a.e. on Ω}.
In general, this set may be empty. It is easy to check that, if the map Ω∋ω 7−→ inf{‖x‖X :
x ∈ F(ω)} is in Lp(Ω), then SpF 6= /0.
Let Y,Z be Hausdorff topological spaces. A multifunction G : Y −→ 2Z \ { /0} is said
to be lower semicontinuous (respectively upper semicontinuous), if for every closed set
C⊆Z, the set G+(C) df= {y∈Y : G(y)⊆C} (respectively G−(C) df= {y∈Y : G(y)∩C 6= /0})
is closed in Y . An upper semicontinuous multifunction with closed values has a closed
graph (i.e. GrG df= {(y,z) ∈ Y ×Z : z ∈ G(y)} is closed), while the converse is true if G
is locally compact (i.e. if for every y ∈ Y , there exists a neighbourhood U of y such that
G(U) is compact in Z). Also, if Z is a metric space, then G is lower semicontinuous if and
only if for every sequence {yn}n≥1 ⊆ Y such that yn −→ y in Y , we have
G(y)⊆ liminf
n→+∞
G(yn),
where
liminf
n→+∞
G(yn)
df
=
{
z ∈ Z : lim
n→+∞
d(z,G(yn)) = 0
}
or equivalently
liminf
n→+∞
G(yn)
df
=
{
z ∈ Z : z = lim
n→+∞
zn where zn ∈ G(yn), for n ≥ 1
}
.
If Z is a metric space, then on Pf (Z) we can define a generalized metric h, known in the
literature as the Hausdorff metric, by setting
h(B,C) df= max
{
sup
b∈B
d(b,C),sup
c∈C
d(c,B)
}
∀B,C ∈ Pf (Z).
If Z is complete, then (Pf (Z),h) is complete too. A multifunction F : Y −→ Pf (Z) is
said to be Hausdorff continuous (h-continuous for short), if it is continuous from Y into
(Pf (Z),h).
Next, let X be a reflexive Banach space and X∗ its topological dual. A map A : X ⊇
D(A) −→ 2X∗ is said to be monotone, if for all elements (x,x∗),(y,y∗) ∈ GrA, we have
〈x∗− y∗,x− y〉 ≥ 0 (by 〈·,·〉 we denote the duality brackets for the pair (X ,X∗)). If addi-
tionally, the fact that 〈x∗− y∗,x− y〉= 0 implies that x = y, then we say that A is strictly
monotone. The map A is said to be maximal monotone, if it is monotone and the fact that
〈x∗− y∗,x− y〉 ≥ 0 for all (x,x∗) ∈ GrA, implies that (y,y∗) ∈ GrA. So, according to this
definition, the graph of a maximal monotone map is maximal monotone with respect to
inclusion among the graphs of all monotone maps from X into 2X∗ . It is easy to see that
a maximal monotone map A has a demiclosed graph, i.e., GrA is sequentially closed in
X ×X∗w and in Xw×X∗ (here by Xw and X∗w, we denote the spaces X and X∗ respectively,
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furnished with their weak topologies). If A : X −→ X∗ is everywhere defined and single-
valued, we say that A is demicontinuous, if for every sequence {xn}n≥1 ⊆ X such that
xn −→ x in X , we have that A(xn) −→ A(x) weakly in X∗. If map A : X −→ X∗ is mono-
tone and demicontinuous, then it is also maximal monotone. A map A : X ⊇D(A)−→ 2X∗
is said to be coercive, if D(A)⊆ X is bounded or if D(A) is unbounded and we have that
inf{〈x∗,x〉 : x∗ ∈ A(x)}
‖x‖X
−→+∞ as ‖x‖X →+∞, with x ∈ D(A).
A maximal monotone and coercive map is surjective.
If H is a Hilbert space and A : H ⊇D(H)−→ 2H is a maximal monotone map, then we
can define the following well-known operators.
Jλ
df
= (I +λ A)−1 (the resolvent of A),
Aλ
df
= = 1λ (I− Jλ ) (the Yosida approximation of A),
for λ > 0. Both these operators are single valued and everywhere defined. In addition, Jλ
is nonexpansive and Aλ is monotone and Lipschitz continuous, with Lipschitz constant
1/λ (hence Aλ is maximal monotone). Moreover, if A0(x) ∈ A(x) is the unique element
of minimum norm in A(x) (i.e. ‖A0(x)‖H = min{‖v‖H : v ∈ A(x)}), then
‖Aλ (x)‖H ≤ ‖A0(x)‖H ∀x ∈ D(A), λ > 0
and
Aλ (x)−→ A0(x) in H as λ ց 0 ∀x ∈ D(A).
Moreover
lim
λց0
Jλ (x) = proj(x;D(A)) ∀x ∈ H
(here by proj(·,D(A)) we denote the metric projection on D(A) and because D(A) is
convex, since A is maximal monotone, proj(·,D(A)) is single valued). In particular, if
D(A) = H, then Jλ −→ I as λ ց 0, i.e., the resolvent is a kind of approximation of the
identity on H. Note that, because A is maximal monotone, for every x∈D(A), the set A(x)
is nonempty, closed, convex and thus A0(x) is a well-defined unique vector in A(x).
An operator A : X −→ 2X∗ is said to be pseudomonotone, if
(a) for all x ∈ X , we have A(x) ∈ Pwkc(X∗),
(b) A is upper semicontinuous from every finite dimensional subspace Z of X into X∗w,
(c) if xn −→ x weakly in X , x∗n ∈ A(xn) and limsupn→+∞〈x∗n,xn − x〉 ≤ 0, then for every
y ∈ X , there exists x∗(y) ∈ A(x), such that
〈x∗(y),x− y〉 ≤ liminf
n→+∞
〈x∗n,xn− y〉.
If A is bounded (i.e. it maps bounded sets into bounded ones) and satisfies condition
(c), then it satisfies condition (b) too. An operator A : X −→ 2X∗ is said to be generalized
pseudomonotone, if for all x∗n ∈ A(xn), with n≥ 1, such that xn −→ x weakly in X , x∗n −→
x∗ weakly in X∗ and limsupn→+∞〈x∗n,xn− x〉 ≤ 0, we have that
x∗ ∈ A(x) and 〈x∗n,xn〉 −→ 〈x∗,x〉.
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Every maximal monotone operator is generalized pseudomonotone. Also a pseudomono-
tone operator is generalized pseudomonotone. The converse is true if the operator is
everywhere defined and bounded. A pseudomonotone operator which is also coercive, is
surjective.
Let Y,Z be Banach spaces and let K : Y −→ Z be a map. We say that K is completely
continuous, if the fact that yn −→ y weakly in Y implies that K(yn) −→ K(y) in Z. We
say that K is compact, if it is continuous and maps bounded sets into relatively compact
sets. In general, these two notions are distinct. However, if Y is reflexive, then complete
continuity implies compactness. Moreover, if Y is reflexive and K is linear, then the two
notions are equivalent. Also a multifunction F : Y −→ 2Z \ { /0} is said to be compact,
if it is upper semicontinuous and maps bounded sets in Y into relatively compact sets
in Z.
As we already mentioned in the Introduction, our approach makes use of a generaliza-
tion of the multivalued Leray–Schauder alternative principle (see [10], Theorem I.5.3, p.
61) due to [1] (see also [21], p. 346).
PROPOSITION 1.
If Y,Z are two Banach spaces, G : Y −→ Pwkc(Z) is upper semicontinuous into Zw, K :
Z −→ Y is completely continuous and K◦G is compact, then one of the following two
statements holds: either (a) the set S df= {x∈Y : x ∈ β (K◦G)(x) for some 0 < β < 1}⊆Y
is unbounded or (b) the map K◦G has a fixed point.
3. Auxiliary results
In this section we consider the following regularized version of (1.1):
{
(ϕ(x′(t)))′ ∈ Aλ (x(t))+F(t,x(t)) a.e. on [0,T ]
(ϕ(x′(0)),−ϕ(x′(T ))) ∈ ξ (x(0),x(T )), (3.1)
with λ > 0. Using Proposition 1, we will obtain a solution for problem (3.1). By a
solution of (3.1), we mean a function x ∈ W 1,p([0,T ];RN), such that ‖x′(·)‖p−2
RN
x′(·) ∈
W 1,p′([0,T ];RN) (where p ≥ 2 and 1/p+ 1/p′= 1) and

(
‖x′(t)‖p−2
RN
x′(t)
)′
= Aλ (x(t))+ f (t) a.e. on [0,T ](
‖x′(0)‖p−2
RN
x′(0),−‖x′(T )‖p−2
RN
x′(T )
)
∈ ξ (x(0),x(T )),
where f ∈ Sp′F(·,x(·)). Recall that for 1 < r < +∞, we have that the space W 1,r([0,T ];RN)
is embedded continuously (in fact compactly) in C([0,T ];RN) and so the pointwise eval-
uation of x and ‖x′(·)‖p−2
RN
x′(·) at t = 0 and t = T make sense.
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Our hypotheses on the data of (3.1) are the following:
H(A)1 : A : RN ⊇ D(A)−→ 2R
N is a maximal monotone map, such that 0 ∈ A(0).
H(F)1 : F : [0,T ]×RN −→ Pkc(RN) is a multifunction, such that
(i) for all ζ ∈ RN , the multifunction [0,T ] ∋ t 7−→ F(t,ζ ) ∈ 2RN is measurable;
(ii) for almost all t ∈ [0,T ], the multifunctionRN ∋ ζ 7−→F(t,ζ )∈ 2RN has closed graph;
(iii) for all k > 0 there exists ak ∈ L2([0,T ])+, such that for almost all t ∈ [0,T ], all ζ ∈RN
with ‖ζ‖
RN ≤ k and all u ∈ F(t,ζ ), we have ‖u‖RN ≤ ak(t);
(iv) there exists M > 0, such that for almost all t ∈ [0,T ], all ζ ∈ RN with ‖ζ‖
RN = M
and all u ∈ F(t,ζ ), we have (u,ζ )RN ≥ 0 (Hartman condition).
H(ξ ) : ξ : RN ×RN ⊇D(ξ ) :−→ 2RN×RN is a maximal monotone map, such that (0,0) ∈
ξ (0,0) and one of the following conditions holds:
(i) for every (b,b′) ∈ ξ (a,a′), we have (b,a)
RN ≥ 0 and (b′,a′)RN ≥ 0; or
(ii) D(ξ ) = {(a,a′) ∈RN ×RN : a = a′}.
Let
D df=
{
x ∈C1([0,T ];RN) : ‖x′(·)‖p−2
RN
x′(·) ∈W 1,p
′
([0,T ];RN) and(
‖x′(0)‖p−2
RN
x′(0),−‖x′(T )‖p−2
RN
x′(T )
)
∈ ξ (x(0),x(T ))
}
and let V : Lp([0,T ];RN)⊇ D −→ Lp′([0,T ];RN) be defined by
V (x)(·) df=−
(
‖x′(·)‖p−2
RN
x′(·)
)′
∀x ∈ D.
With simple modifications in the proof of Proposition 3.1 of [22] (see also [15], proof
of Theorem 1), we can have the following result:
PROPOSITION 2.
If hypothesis H(ξ ) holds, then V is maximal monotone.
Now we can state an existence result for problem (3.1).
PROPOSITION 3.
If hypotheses H(A)1,H(F)1,H(ξ ) hold, then problem (3.1) has a solution x∈C1([0,T ];RN).
Proof. In what follows, by Âλ : Lp([0,T ];RN) −→ Lp′([0,T ];RN), we denote the
Niemytzki operator corresponding to Aλ , i.e.
Âλ (x)(·) = Aλ (x(·)) ∀x ∈ Lp([0,T ];RN).
Actually note that because Aλ is Lipschitz continuous with constant 1/λ and Aλ (0) = 0,
then
‖Aλ (ζ )‖RN ≤ 1λ ‖ζ‖RN ∀ζ ∈ R
N
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and so
Âλ (x) ∈ Lp([0,T ];RN)⊆ Lp
′
([0,T ];RN) ∀x ∈ Lp([0,T ];RN)
(since 2 ≤ p <+∞). Moreover, if x ∈C([0,T ];RN), then Âλ (x) ∈C([0,T ];RN). Also, let
ϕ̂ : Lp([0,T ];RN)−→ Lp′([0,T ];RN)
be the map, defined by
ϕ̂(x)(·) df= ‖x(·)‖p−2
RN
x(·) ∀x ∈ Lp([0,T ];RN).
Both maps Âλ and ϕ̂ are clearly continuous and monotone, thus maximal monotone. Let
Kλ
df
=V + Âλ + ϕ̂ : Lp([0,T ];RN)⊇D −→ Lp
′
([0,T ];RN).
Claim 1. Kλ is bijective.
From Proposition 2 and since Âλ and ϕ̂ are both maximal monotone, it follows that Kλ
is maximal monotone too (see [20], Theorem III.3.3, p. 334). In what follows, by 〈·,·〉pp′ ,
we denote the duality brackets for the pair (Lp([0,T ];RN),Lp′([0,T ];RN)). Because
Âλ (0) = 0, we have
〈Kλ (x),x〉pp′ ≥ 〈V (x),x〉pp′ + 〈ϕ̂(x),x〉pp′ ∀x ∈ D.
Using Green’s identity (integration by parts), we obtain
〈V (x),x〉pp′=−
∫ T
0
((
‖x′(t)‖p−2
RN
x′(t)
)′
,x(t)
)
RN
dt
=−
(
‖x′(T )‖p−2
RN
x′(T ),x(T )
)
RN
+
(
‖x′(0)‖p−2
RN
x′(0),x(0)
)
RN
+
∫ T
0
‖x′(t)‖p
RN
dt.
Because of hypotheses H(ξ ), we know that
−
(
‖x′(T )‖p−2
RN
x′(T ),x(T )
)
RN
+
(
‖x′(0)‖p−2
RN
x′(0),x(0)
)
RN
≥ 0.
Therefore, we obtain
〈V (x),x〉pp′ ≥ ‖x′‖pp ∀x ∈D. (3.2)
Also 〈ϕ̂(x),x〉pp′ = ‖x‖pp. Hence
〈Kλ (x),x〉pp′ ≥ ‖x′‖pp + ‖x‖
p
p = ‖x‖
p
1,p
(here by ‖ · ‖1,p we denote the norm in W 1,p([0,T ];RN)). So we have proved that Kλ is
coercive. Recall that a maximal monotone and coercive operator is surjective. Also ϕ̂ is
clearly strictly monotone and so we infer that Kλ is injective and the claim is proved.
Thus, we can define the single valued operator
K−1λ : L
p′([0,T ];RN)−→ Lp([0,T ];RN).
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Claim 2. K−1λ : L
p′([0,T ];RN)−→D⊆W 1,p([0,T ];RN) is completely continuous (hence
compact).
To this end, assume that
yn −→ y weakly in Lp
′
([0,T ];RN), (3.3)
and set xn
df
= K−1λ (yn), for n ≥ 1, and x
df
= K−1λ (y). For every n ≥ 1, we have
yn =V (xn)+ Âλ (xn)+ ϕ̂(xn), (3.4)
so
〈yn,xn〉pp′ = 〈V (xn),xn〉pp′ + 〈Âλ (xn),xn〉pp′ + 〈ϕ̂(xn),xn〉pp′ .
Recall that Âλ (0) = 0 and Âλ is maximal monotone and so we have that 〈Âλ (xn),xn〉pp′ ≥
0. Hence, from (3.2), we have
‖xn‖
p
1,p = ‖xn‖
p
p + ‖x
′
n‖
p
p ≤ 〈yn,xn〉pp′ ≤ ‖yn‖p′‖xn‖p ≤ ‖yn‖p′‖xn‖1,p.
As the sequence {yn}n≥1 ⊆ Lp
′
([0,T ];RN) is bounded, so also the sequence {xn}n≥1 ⊆
W 1,p([0,T ];RN) is bounded. Thus, by passing to a subsequence if necessary, we may
assume that
xn −→ z weakly in W 1,p([0,T ];RN)
for some z ∈W 1,p([0,T ];RN) and from the compactness of the embedding W 1,p([0,T ];
R
N)⊆ Lp([0,T ];RN), we also have that
xn −→ z in Lp([0,T ];RN).
So, from (3.3) and the continuity of Âλ and ϕ̂ , we have that
〈yn,xn− z〉pp′ −→ 0,
〈Âλ (xn),xn− z〉pp′ −→ 0,
〈ϕ̂(xn),xn− z〉pp′ −→ 0.
So, from (3.4), we obtain
lim
n→+∞
〈V (xn),xn− z〉pp′ = 0.
From (3.3), we see that the sequence {V (xn)}n≥1 ⊆ Lp′([0,T ];RN) is bounded. So passing
to a subsequence if necessary, we may have that
V (xn)−→ w weakly in Lp
′
([0,T ];RN)
for some w ∈ Lp′([0,T ];RN). Because V is maximal monotone (see Proposition 2), it is
generalized pseudomonotone and w =V (x), i.e.
V (xn)−→V (z) weakly in Lp
′
([0,T ];RN). (3.5)
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Thus exploiting the continuity of Âλ and ϕ̂ , in the limit as n →+∞, we obtain
y =V (z)+ Âλ (z)+ ϕ̂(z) = Kλ (z)
and so
z = K−1λ (y) = x.
Moreover, from (3.5), we see that the sequence {‖x′n(·)‖p−2RN x′n(·)}n≥1 ⊆W 1,p
′
([0,T ];RN)
is bounded and so, passing to a next subsequence if necessary, we may assume that
‖x′n(·)‖
p−2
RN
x′n(·)−→ g weakly in W 1,p
′
([0,T ];RN)
for some g ∈W 1,p′([0,T ];RN) and from the compactness of the embedding W 1,p′([0,T ];
R
N)⊆C([0,T ];RN), we have that
‖x′n(·)‖
p−2
RN
x′n(·)−→ g in C([0,T ];RN).
So
‖x′n(t)‖
p−2
RN
x′n(t)−→ g(t) ∀t ∈ [0,T ],
and because the function ϕ : RN ∋ ζ 7−→ ‖ζ‖p−2
RN
ζ ∈ RN is a homeomorphism, we also
have x′n = ϕ−1(ϕ(x′n(·)))−→ ϕ−1(g(·)) and so
x′n −→ ϕ−1(g(·)) weakly in Lp([0,T ];RN).
Because xn −→ x weakly in W 1,p([0,T ];RN), it follows that x′(·) = ϕ−1(g(·)). Hence
g(t) = ‖x′(t)‖p−2
RN
x′(t) for almost all t ∈ [0,T ]. Therefore
ϕ(x′n(·))−→ ϕ(x′(·)) in C([0,T ];RN)
and so
x′n −→ x
′ in Lp([0,T ];RN).
Thus, we have proved that
xn −→ x in W 1,p([0,T ];RN).
Since every subsequence of {xn}⊆W 1,p([0,T ];RN) has a further subsequence converging
strongly to x in W 1,p([0,T ];RN), we infer that the whole sequence converges strongly
to x and this proves the complete continuity of K−1λ . Moreover, since L
p′([0,T ];RN) is
reflexive, K−1λ is also compact. Thus, the proof of Claim 2 is complete.
Consider the following modification of the oriented field F(t,ζ ):
F1(t,ζ ) =−F(t, pM(ζ ))+ϕ(pM(ζ )),
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where M > 0 is as in hypothesis H(F)1(iv) and pM : RN −→RN is the M-radial retraction
defined by
pM(ζ ) df=
{ ζ if ‖ζ‖
RN ≤ M
Mζ
‖ζ‖
RN
if ‖ζ‖
RN > M.
Evidently, F1(t,ζ ) is measurable in t ∈ [0,T ], has closed graph in ζ ∈ RN and for almost
all t ∈ [0,T ], all ζ ∈ RN and all u ∈ F1(t,ζ ), we have that ‖u‖RN ≤ aM(t) for some aM ∈
L2(0,T )+, namely aM
df
= aM+Mp−1 (see hypothesis H(F)1(iii)). Consider the multivalued
Niemytzki operator
F̂1 : Lp([0,T ];RN)−→ 2L
p′ ([0,T ];RN )
corresponding to F1 and defined by
F̂1(x)
df
= Sp
′
F1(·,x(·))
∀x ∈ Lp([0,T ];RN).
Using the properties of F1, as in the proof of Theorem 3 of [15], we can show that F̂1 is
Pwkc(Lp
′
([0,T ];RN))-valued and the multifunction x 7−→ F̂1(x) is upper semicontinuous
from Lp([0,T ];RN) into Lp′([0,T ];RN)w and so also from the space W 1,p([0,T ];RN) into
the space Lp′([0,T ];RN)w.
Consider the multivalued map
K−1λ ◦ F̂1 : W
1,p([0,T ];RN)−→ Pk(W 1,p([0,T ];RN))
(see Claim 2). We want to obtain a fixed point for the operator K−1λ ◦ F̂1, by using Propo-
sition 1. For this purpose, let
S df= {x ∈W 1,p([0,T ];RN) : x ∈ β (K−1λ ◦ F̂1)(x), 0 < β < 1}.
Claim 3. The set S ⊆W 1,p([0,T ];RN) is bounded.
Let x ∈ S. We have
Kλ
(
1
β x
)
∈ F̂1(x) ∀β ∈ (0,1).
So
V
(
1
β x
)
+ Âλ
(
1
β x
)
+ ϕ̂
(
1
β x
)
∈ F̂1(x) ∀β ∈ (0,1).
Thus 〈
V
(
1
β x
)
,x
〉
pp′
+
〈
Âλ
(
1
β x
)
,x
〉
pp′
+
〈
ϕ̂
(
1
β x
)
,x
〉
pp′
=−〈 f ,x〉pp′ + 〈ϕ̂ (pM(x(·))) ,x〉pp′ , (3.6)
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with f ∈ Sp′F(·,pM(x(·))). As before, we have that〈
Âλ
(
1
β x
)
,x
〉
pp′
≥ 0 ∀β ∈ (0,1).
Moreover, using Green’s indentity and hypothesis H(ξ ), we obtain〈
V
(
1
β x
)
,x
〉
pp′
≥
1
β p−1 ‖x
′‖pp.
Also, we have〈
ϕ̂
(
1
β x
)
,x
〉
pp′
≥
1
β p−1 ‖x‖
p
p.
Using these inequalities in (3.6) and applying hypothesis H(F)1(iii) (recall that f (t) ∈
−F(t, pM(x(t))) almost everywhere on [0,T ] and so ‖ f (t)‖RN ≤ aM(t) almost everywhere
on [0,T ]), we obtain
1
β p−1‖x‖
p
p +
1
β p−1‖x
′‖pp
≤ ‖ f‖p′‖x‖p +
〈
‖pM(x(·))‖p−2
RN
pM(x(·)),x(·)
〉
pp′
≤ ‖aM‖p′‖x‖p +
∫
{x>M}
Mp−1‖x(t)‖
RN dt +
∫
{x≤M}
‖x(t)‖p
RN
dt
≤ T (2−p
′)/2p′‖aM‖2‖x‖p +Mp−1‖x‖1 + ‖x‖pp.
As (1/β p−1)> 1, we have
‖x‖p1,p ≤
(
T (2−p
′)/2p′‖aM‖2 +Mp−1T (p−1)/p
)
‖x‖p.
Thus, we conclude that
‖x‖1,p ≤ c1,
for some c1 > 0 independent on x ∈ S. This proves Claim 3.
Now we can apply Proposition 1 and obtain x ∈ D, such that x ∈ (K−1λ ◦ F̂1)(x).
Claim 4. For all t ∈ [0,T ], we have that ‖x(t)‖
RN ≤ M.
Suppose, that the claim is not true. Then, we can find t1, t2 ∈ [0,T ], with t1 < t2, such
that
‖x(t1)‖RN = M or t1 = 0,
and
‖x(t2)‖RN = max
t∈[0,T ]
‖x(t)‖RN > M
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and
‖x(t)‖RN > M ∀t ∈ (t1, t2].
Since x ∈ (K−1λ ◦ F̂1)(x), we have that
Kλ (x) = F̂1(x)
and so (
‖x′(t)‖p−2
RN
x′(t)
)′
= Aλ (x(t))+ f (t)+ϕ(x(t))−ϕ(pM(x(t)))
almost everywhere on [0,T], with x ∈ D and f ∈ Sp′F(·,pM(x(·))). Then, for almost all t ∈
(t1, t2], we have
d
dt
(
‖x′(t)‖p−2
RN
x′(t),x(t)
)
RN
=
((
‖x′(t)‖p−2
RN
x′(t)
)′
,x(t)
)
RN
+
(
‖x′(t)‖p−2
RN
x′(t),x′(t)
)
RN
= (Aλ (x(t))+ f (t)+ϕ(x(t))−ϕ(pM(x(t))),x(t))RN + ‖x′(t)‖pRN
≥
‖x(t)‖RN
M
( f (t), pM(x(t)))RN + ‖x(t)‖pRN −Mp−1‖x(t)‖RN .
By virtue of hypothesis H(F)1(iv), we have that
‖x(t)‖RN
M
( f (t), pM(x(t)))RN ≥ 0 a.e. on (t1, t2]
and so we obtain that
d
dt
(
‖x′(t)‖p−2
RN
x′(t),x(t)
)
RN
≥ ‖x(t)‖RN
(
‖x(t)‖p−1
RN
−Mp−1
)
> 0 (3.7)
almost everywhere on (t1, t2].
Suppose that 0 < t2 < T . Then for r(t)
df
= ‖x(t)‖2
RN , we have r
′(t2) = 0 and so
(x′(t2),x(t2))RN = 0. From (3.7), we have that the function
(t1, t2] ∋ t 7−→
(
‖x′(t)‖p−2
RN
x′(t),x(t)
)
RN
∈ R
is strictly increasing. This means that
‖x′(t)‖p−2
RN
(
x′(t),x(t)
)
RN < ‖x
′(t2)‖
p−2
RN
(
x′(t2),x(t2)
)
RN ∀t ∈ [t1, t2).
So
(x′(t),x(t))
RN =
1
2
r′(t)< 0 ∀t ∈ [t1, t2).
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Thus
M2 < ‖x(t2)‖2RN < ‖x(t1)‖
2
RN ,
what is a contradition with ‖x(t2)‖RN = maxt∈[0,T ] ‖x(t)‖RN ≥ ‖x(t1)‖RN .
Suppose that t2 = T . Then r′(T ) ≥ 0. On the other hand, if hypothesis H(ξ )(i) is in
effect, we have(
−‖x′(T )‖p−2
RN
x′(T ),x(T )
)
RN
≥ 0.
Hence (x′(T ),x(T ))
RN ≤ 0 and so r′(T ) = 0 and we argue as before. If hypothesis
H(ξ )(ii) is in effect, then x(T ) = x(0) and r′(0) ≤ 0 ≤ r′(T ). As (0,0) ∈ ξ (0,0) and
ξ is maximal monotone, from inclusion in (3.1), we conclude that (x′(0),x(0))
RN ≥
(x′(T ),x(T ))
RN and thus r′(0) ≥ r′(T ). So, we have that r′(0) = r′(T ) = 0 and next we
argue as above. Finally, if t2 = 0, than t1 = t2 = 0 and the claim is automatically true. This
proves Claim 4.
Because of Claim 4, for a fixed point x ∈ D of K−1λ ◦ F̂1, we have that pM(x(t)) = x(t)
for all t ∈ [0,T ] and therefore{ (
‖x′(t)‖p−2
RN
x′(t)
)′
∈ Aλ (x(t))+F(t,x(t)) a.e. on [0,T ]
(ϕ(x′(0)),−ϕ(x′(T ))) ∈ ξ (x(0),x(T )),
i.e. x ∈C1([0,T ];RN) is a solution of (3.1).
4. Existence theorems
In this section we prove existence theorems for problem (1.1) under different hypotheses
on A and F . First we examine the case where domA 6= RN (hypothesis H(A)1) and F
is convex valued (hypothesis H(F)1 – convex problem). Then we assume that domA =
R
N (see hypothesis H(A)2 below) and this allows us to slightly generalize the growth
condition on F (see hypothesis H(F)2). Finally for both cases domA 6= RN and domA =
R
N
, we consider the ‘nonconvex problem’ (i.e. F does not need to have convex values,
see hypotheses H(F)3 and H(F)4).
To have an existence theorem for problem (1.1), we need a hypothesis that relates
the monotonicity term A of the inclusion with the monotone term ξ of the boundary
conditions.
H0 : for all λ > 0, all (a,a′) ∈ D(ξ ) and all (b,b′) ∈ ξ (a,a′), we have
(Aλ (a),b)RN +(Aλ (a′),b′)RN ≥ 0.
Remark 1. If ξ = ∂ψ with ψ : RN ×RN −→ R convex (hence locally Lipschitz), then if
by ∂iψ , for i = 1,2, we denote the partial subdifferential of ψ(a,a′) with respect to a and
a′ respectively, then we know that
∂ψ(a,a′)⊆ ∂1ψ(a,a′)× ∂2ψ(a,a′).
306 Leszek Gasin´ski and Nikolaos S Papageorgiou
Remark 2. In this setting, we know that
(Aλ (a),b)RN ≥0 and (Aλ (a′),b′)RN ≥0 ∀(a,a′)∈D(ξ ), (b,b′) ∈ ξ (a,a′),
Remark 3. is equivalent to saying that
ψ(Jλ (a),a′)≤ ψ(a,a′) and ψ(a,Jλ (a′))≤ ψ(a,a′) respectively,
(see [20]).
Theorem 1. If hypotheses H(A)1,H(F)1,H(ξ ) and H0 hold, then problem (1.1) has at
least one solution x ∈C1([0,T ];RN).
Proof. Let λn ց 0 and let xn ∈ C([0,T ];RN) be solutions of the corresponding prob-
lem (3.1) with λ = λn, for n ≥ 1. Such solutions exist by virtue of Proposition 3. More-
over, from the proof of Proposition 3 (see Claim 4), we know that
‖xn‖∞ ≤ M ∀n ≥ 1, (4.1)
with M > 0 as in hypothesis H(F)1(iv). We have
V (xn)+ Âλn(xn) =− fn with fn ∈ Sp
′
F(·,xn(·)).
So
〈V (xn),xn〉pp′ + 〈Âλn(xn),xn〉pp′ =−〈 fn,xn〉pp′ .
We know that 〈Âλn(xn),xn〉pp′ ≥ 0 and as before via Green’s identity and since xn ∈D, we
have that
‖x′n‖
p
p ≤ 〈V (xn),xn〉pp′ .
So, from hypothesis H(F)1(iii), we have
‖x′n‖
p
p ≤ ‖ fn‖p′‖xn‖p ≤ T 1/pM‖aM‖p′ ∀n ≥ 1.
Thus the sequence {x′n}n≥1 ⊆ Lp([0,T ];RN) is bounded and from (4.1), also {xn}n≥1 ⊆
W 1,p([0,T ];RN) is bounded. Hence, by passing to a subsequence if necessary, we may
assume that
xn −→ x weakly in W 1,p([0,T ];RN).
Note that Âλ (xn) ∈ C([0,T ];RN) and because of hypothesis H(F)1(iii), we have that
{ fn}n≥1 ⊆ L2([0,T ];RN)⊆ Lp′([0,T ];RN). So we obtain
〈V (xn), Âλn(xn)〉pp′ + ‖Âλn(xn)‖
2
2 =−〈 fn, Âλn(xn)〉pp′ . (4.2)
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From Green’s identity, we have that
〈V (xn), Âλn(xn)〉pp′ =−
∫ T
0
((
‖x′n(t)‖
p−2
RN
x′n(t)
)′
,Aλn(xn(t))
)
RN
dt
= −
(
‖x′n(T )‖
p−2
RN
x′n(T ),Aλn(xn(T ))
)
RN
+
(
‖x′n(0)‖
p−2
RN
x′n(0),Aλn(xn(0))
)
RN
+
∫ T
0
(
‖x′n(t)‖
p−2
RN
x′n(t),
d
dt Aλn(xn(t))
)
RN
dt. (4.3)
Recall that the Yosida approximation Aλn : RN −→ RN is Lipschitz continuous and so by
Rademacher’s theorem, it is differentiable almost everywhere. Also Aλn is monotone. Ifζ ∈RN is a point of differentiability of Aλn , then from the monotonicity property, we have(
ζ ′, Aλn(ζ + tζ
′)−Aλn(ζ )
t
)
RN
≥ 0 ∀t > 0,ζ ′ ∈RN .
So passing to the limit as t → 0, we have
(ζ ′,A′λn(ζ )ζ ′)RN ≥ 0.
From the chain rule of Marcus and Mizel [25], we know that
d
dt Aλn(xn(t)) = A
′
λn(xn(t))x
′
n(t) a.e. on [0,T ].
We return to (4.3) and use the above equality as well as hypothesis H0. So we obtain
〈V (xn), Âλn(xn)〉pp′ ≥
∫ T
0
(
‖x′n(t)‖
p−2
RN
x′n(t),A′λn(xn(t))x
′
n(t)
)
dt ≥ 0.
Using this inequality in (4.2), we obtain
‖Âλn(xn)‖
2
2 ≤ ‖ fn‖2‖Âλn(xn)‖2
and so the sequence {Âλn(xn)}n≥1 ⊆ L2([0,T ];RN) is bounded. Thus we may assume that
Âλn(xn)−→ u weakly in L2([0,T ];RN).
Arguing as in Claim 2 in the proof of Proposition 3, we can show that
xn −→ x in W 1,p([0,T ];RN)
and
‖x′n(·)‖
p−2
RN
x′n(·)−→ ‖x
′(·)‖p−2
RN
x′(·) weakly in W 1,p
′
([0,T ];RN).
Also, we have that
‖ fn(t)‖RN ≤ aM(t) for a.a. t ∈ [0,T ],
with aM ∈ L2([0,T ]) (see hypothesis H(F)1(iii)) and so, passing to a subsequence if nec-
essary, we may say that
fn −→ f weakly in L2([0,T ];RN),
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for some f ∈ L2([0,T ];RN). Using Proposition VII.3.9, p. 694 of [20], we have that
f (t) ∈ convlimsup
n→+∞
F(t,xn(t))⊆ F(t,x(t)) a.e. on [0,T ]
(the last inclusion is a consequence of hypothesis H(F)1(ii) and of the fact that F is
Pkc(RN)-valued). So f ∈ S2F(·,x(·)). Therefore in the limit as n →+∞, we obtain(
‖x′(t)‖p−2
RN
x′(t)
)′
= u(t)+ f (t) a.e. on [0,T ].
Since ϕ(x′n(·)) −→ ϕ(x′(·)) weakly in W 1,p
′
([0,T ];RN), from the compactness of the
embedding W 1,p′([0,T ];RN)⊆C([0,T ];RN), we have that
ϕ(x′n(t))−→ ϕ(x′(t)) ∀t ∈ [0,T ].
Because ξ is maximal monotone, we have that Grξ ⊆ RN × RN is closed. Since
(ϕ(x′n(0)),−ϕ(x′n(T ))) ∈ ξ (xn(0),xn(T )) for all n≥ 1, in the limit we have that
(ϕ(x′(0)),−ϕ(x′(T ))) ∈ ξ (x(0),x(T )).
To show that x ∈ C1([0,T ];RN) is actually a solution of (1.1), we need to show that
u(t) ∈ A(x(t)) almost everywhere on [0,T ]. For this purpose, let Ĵλn : Lp([0,T ];RN) −→
Lp([0,T ];RN) be the Niemytzki operator corresponding to the map Jλn : RN −→ RN , i.e.
Ĵλn(x)(·) = Jλn(x(·)) ∀x ∈ L
p([0,T ];RN).
Since Jλn is nonexpansive, as before via the chain rule of Marcus and Mizel [25], we have
that Ĵλn(xn) ∈W
1,p([0,T ];RN) and
d
dt Jλn(xn(t)) = J
′
λn(xn(t))x
′
n(t) a.e. on [0,T ],
with
‖J′λn(xn(t))‖RN×N ≤ 1 a.e. on [0,T ].
So ‖J′λn(xn(t))x
′
n(t)‖RN ≤ ‖x
′
n(t)‖RN almost everywhere on [0,T ], from which we infer
that the sequence {Ĵλn(xn)}n≥1 ⊆ W 1,p([0,T ];RN) is bounded. Thus, passing to a next
subsequence if necessary, we may assume that
Ĵλn(xn)−→ v weakly in W
1,p([0,T ];RN), (4.4)
Ĵλn(xn)−→ v in L
p([0,T ];RN), (4.5)
for some v ∈W 1,p([0,T ];RN). From the definition of the Yosida approximation, we have
Jλn(xn(t))+λnAλn(xn(t)) = xn(t) ∀t ∈ [0,T ].
So
Ĵλn(xn)+λnÂλn(xn) = xn. (4.6)
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Recall that {Âλn(xn)}n≥1 ⊆ L2([0,T ];RN) is bounded and λn ց 0. From (4.5), if we pass
to the limit in (4.6), as n →+∞, we obtain v = x. Therefore
Ĵλn(xn)−→ x weakly in W
1,p([0,T ];RN)
Ĵλn(xn)−→ x in C([0,T ];R
N).
Let
C df= {t ∈ [0,T ] : ∃ (y,w) ∈ GrA s.t. (u(t)−w,x(t)− y)RN < 0}.
If we can show that C is a Lebesgue-null set, then by virtue of the maximal monotonicity
of A, we will have u(t) ∈ A(x(t)) almost everywhere on [0,T ].
Let
Γ(t) df= {(y,w) ∈GrA : (u(t)−w,x(t)− y)
RN < 0}.
Evidently C = {t ∈ [0,T ] : Γ(t) 6= /0}. Also
GrΓ = ([0,T ]×GrA)
∩ {(t,y,w) ∈ [0,T ]×RN ×RN : η(t,y,w) < 0},
where η(t,y,w) df= (u(t)−w,x(t)−y)
RN . Clearly the function [0,T ] ∋ t 7−→ η(t,y,w) ∈R
is measurable and the function RN ×RN ∋ (y,w) 7−→ η(t,y,w) ∈ R is continuous. Hence
η is jointly measurable. Therefore
GrΓ ∈L ([0,T ])×B(RN)×B(RN)
with L ([0,T ]) being the Lebesgue σ -field of [0,T ]. Invoking the Yankov–von Neumann–
Aumann projection theorem (see [20], Theorem II.1.33, p. 149), we have
proj[0,T ]GrΓ = {t ∈ [0,T ] : Γ(t) 6= /0}=C ∈L ([0,T ]).
If |C|> 0 (here by | · |we denote the Lebesgue measure on [0,T ]), we can use the Yankov–
von Neumann–Aumann selection theorem (see [20], Theorem II.2.14, p. 158), to obtain
measurable functions y : C −→RN and w : C −→ RN , such that (y(t),w(t)) ∈ Γ(t) for all
t ∈ C. By virtue of Lusin’s theorem, we can find a closed set C1 ⊆C, such that |C1| > 0
and both restriction functions y|C1 , w|C1 are continuous and bounded. Since
Aλn(xn(t)) ∈ A(Jλn(xn(t))),
we have
(Aλn(xn(t))−w(t),Jλn(xn(t))− y(t))RN ≥ 0.
So ∫
C1
(Aλn(xn(t))−w(t),Jλn(xn(t))− y(t))RN dt ≥ 0
and thus, passing to the limit as n →+∞, we have∫
C1
(u(t)−w(t),x(t)− y(t))
RN dt ≥ 0.
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On the other hand, since (y(t),w(t)) ∈ Γ(t), for all t ∈C and |C1|> 0, we have∫
C1
(u(t)−w(t),v(t)− y(t))
RN dt < 0,
we obtain a contradiction. This proves that |C| = 0 and so u(t) ∈ A(x(t)) almost every-
where on [0,T ]. Therefore x ∈C1([0,T ];RN) is a solution of (1.1).
When domA =RN , we can slightly generalize the growth condition on F by assuming
that aM ∈ Lp
′
([0,T ])+ (1 < p′ ≤ 2) and drop hypothesis H0. Thus our hypotheses on A
and F are the following:
H(A)2 : A :RN −→ 2R
N is a maximal monotone map, such that domA=RN and 0∈A(0).
H(F)2 : F : [0,T ]×RN −→ Pkc(RN) is a multifunction, which satisfies hypotheses H(F)1
(i), (ii), (iii), but with ak ∈ Lp′([0,T ])+ and hypothesis H(F)1(iv).
Theorem 2. If hypotheses H(A)2,H(F)2 and H(ξ ) hold, then the solution set S ⊆
C1([0,T ];RN) of problem (1.1) is nonempty and closed.
Proof. Let λn ց 0 and let xn ∈C1([0,T ];RN) be solutions of problem (3.1) (see Proposi-
tion 3; note that the proposition is also valid under hypotheses H(F)2 instead of H(F)1).
We know that
‖xn‖C([0,T ];RN ) ≤ M ∀n ≥ 1
(see Claim 4 in the proof of Proposition 3). We have
V (xn)+ Âλn(xn) =− fn with fn ∈ Sp
′
F(·,xn(·)).
As in previous occasions, since Âλn(0) = 0 and from Green’s identity and hypothesis
H(ξ ), we have
‖x′n‖
p
p ≤ 〈V (xn),xn〉pp′ + 〈Âλn(xn),xn〉pp′ =−〈 fn,xn〉pp′ .
So, from hypothesis H(F)2(iii), we have that
‖x′n‖
p
p ≤ T
1/pM‖aM‖p′ ∀n ≥ 1.
Thus the sequence {x′n}n≥1 ⊆ Lp([0,T ];RN) is bounded and so the sequence {xn}n≥1 ⊆
W 1,p([0,T ];RN) is also bounded.
Thus, by passing to a subsequence if necessary, we may assume that
xn −→ x weakly in W 1,p([0,T ];RN)
and
xn −→ x in Lp([0,T ];RN)
(recall that W 1,p([0,T ];RN) is embedded compactly in Lp([0,T ];RN)). Recall that for all
n ≥ 1 and all t ∈ [0,T ], we have
‖Aλn(xn(t))‖RN ≤ ‖A
0(xn(t))‖RN .
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Because domA = RN (see [20], p. 307), we have that A0 is bounded on compact sets. So,
for all t ∈ [0,T ] and all n ≥ 1, we have that
‖A0(xn(t))‖RN ≤ sup{‖A0(ζ )‖RN : ζ ∈ BM(0)}<+∞.
Hence, we have that for all t ∈ [0,T ], the sequence {‖Aλn(xn(t))‖RN}n≥1 is uniformly
bounded (i.e. it is bounded by a constant not depending on n≥ 1 and t ∈ [0,T ]). Thus, also
the sequence {ÂλN (xn)}n≥1 ⊆ L
p′([0,T ];RN) is bounded and passing to a subsequence if
necessary, we may assume that
Âλn(xn)−→ u weakly in L
p′([0,T ];RN).
As in the proof of Proposition 3, we can show that
xn −→ x in W 1,p([0,T ];RN)
and
‖x′n(·)‖
p−2
RN
x′n(·)−→ ‖x
′(·)‖p−2
RN
x′(·) in W 1,p′([0,T ];RN).
Also, by virtue of hypothesis H(F)2(iii), we may assume that
fn −→ f weakly in Lp′([0,T ];RN)
and so as before, we can have that f ∈ Sp′F(·,x(·)). So, in the limit as n →+∞, we have that(
‖x′(t)‖p−2
RN
x′(t)
)′
= u(t)+ f (t) a.e. on [0,T ].
Also, since ϕ(x′n(·))−→ ϕ(x′(·)) weakly in W 1,p
′
([0,T ];RN), we have that
ϕ(x′(·))−→ ϕ(x′(·)) in C([0,T ];RN)
and so
ϕ−1
(
‖x′n(t)‖
p−2
RN
x′n(t)
)
= x′n(t)−→ x
′(t) = ϕ−1
(
‖x′(t)‖p−2
RN
x′(t)
)
,
for all t ∈ [0,T ]. Also recall that, at least for a subsequence, we have
xn −→ x in C([0,T ];RN).
Since Grξ is closed in RN ×RN and
(ϕ(x′n(0)),−ϕ(x′n(T ))) ∈ ξ (xn(0),xn(T )) ∀n ≥ 1,
in the limit as n →+∞, we obtain
(ϕ(x′(0)),−ϕ(x′(T ))) ∈ ξ (x(0),x(T )).
Again, it remains to show that u(t) ∈ A(x(t)) almost everywhere on [0,T ]. To this end,
let Â : Lp([0,T ];RN)⊇ D̂ −→ 2Lp
′
([0,T ];RN )
, be defined by
Â(x) df= {u ∈ Lp
′
([0,T ];RN) : u(t) ∈ A(x(t)) a.e. on [0,T ]},
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for all x ∈ D̂ df= {x ∈ Lp([0,T ];RN) : Sp
′
A(x(·)) 6= /0}. Note that in particular, we have
C([0,T ];RN)⊆ D̂.
We shall show that Â is maximal monotone. To this end, let ϕ : RN −→ RN and ϕ̂ :
Lp([0,T ];RN)−→ Lp′([0,T ];RN) be as in the proof of Proposition 3, i.e. ϕ(ζ ) df= ‖ζ‖p−2
RN
ζ
for ζ ∈RN and ϕ̂(x)(·) df= ‖x(·)‖p−2
RN
x(·) for x ∈ Lp([0,T ];RN). First, we show that R(Â+
ϕ̂) = Lp′([0,T ];RN). For this purpose, take h ∈ Lp′([0,T ];RN) and let
Γ(t) df= {(y,w) ∈RN ×RN : w ∈ A(y), w+ϕ(y) = h(t), ‖y‖
RN ≤ r(t)},
where r(t) df= ‖h(t)‖1/p−1
RN
+ 1. Note that A+ϕ is maximal monotone on RN (see [20],
Theorem III.3.3, p. 334) and so Γ(t) 6= /0 almost everywhere on [0,T ] (see [20], proof of
Theorem III.6.28, p. 371). We have
GrΓ = {(t,y,w) ∈ [0,T ]×RN ×RN :
η(t,y,w) = 0, d(w,A(y)) = 0, ‖y‖RN ≤ r(t)},
where η(t,y,w) df= w + ϕ(y)− h(t). Evidently η is a Caratheodory function (i.e. mea-
surable in t ∈ [0,T ] and continuous in (y,w) ∈ RN ×RN), thus it is jointly measurable.
Also since RN ∋ ζ 7−→ A(ζ )∈ 2RN is upper semicontinuous and Pkc(RN)-valued (because
domA = RN ; see [20], p. 365), we have that
R
N ×RN ∋ (y,w) 7−→ d(w,A(y)) ∈ R+
is a lower semicontinuous function. Therefore
GrΓ ∈L ([0,T ])×B(RN)×B(RN),
with L ([0,T ]) being the Lebesgue σ -field on [0,T ]. Invoking the Yankov–von Neumann–
Autmann selection theorem (see [20], Theorem II.2.14, p. 158), we obtain measurable
maps y,w : [0,T ] −→ R, such that (y(t),w(t)) ∈ Γ(t) for all t ∈ [0,T ]. Evidently y ∈
Lp([0,T ];RN) and w ∈ Lp′([0,T ];RN). Hence
R(Â+ ϕ̂) = Lp′([0,T ];RN).
Now, we shall show that this surjectivity property implies the maximality of the mono-
tone map Â. Indeed, suppose that x˜ ∈ Lp([0,T ];RN), y˜ ∈ Lp′([0,T ];RN) and satisfy
〈ŷ− y˜, x̂− x˜〉pp′ ≥ 0 ∀x̂ ∈ D̂, ŷ ∈ Â(x).
Because R(Â+ ϕ̂) = Lp′([0,R];RN), we can find x1 ∈ D̂ and y1 ∈ Â(x1), such that y˜+
ϕ̂(x˜) = y1 + ϕ̂(x1). Then
〈ŷ− y1− ϕ̂(x1)+ ϕ̂(x˜), x̂− x˜〉pp′ ≥ 0 ∀x̂ ∈ D̂, ŷ ∈ Â(x).
So, in particular, putting x̂ = x1 and ŷ = y1, we have
〈ϕ̂(x1)− ϕ̂(x˜),x1− x˜〉pp′ ≤ 0.
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But clearly ϕ̂ is strictly monotone. Therefore, it follows that x˜= x1 ∈ D̂ and y˜= y1 ∈ Â(x1),
i.e. (x˜, y˜) ∈ Gr Â and so Â is maximal monotone.
If Jλn : R
N −→RN is the resolvent map of A, for all t ∈ [0,T ], we have
‖Jλn(xn(t))− x(t)‖RN
≤ ‖Jλn(xn(t))− Jλn(x(t))‖RN + ‖Jλn(x(t))− x(t)‖RN
≤ ‖xn(t)− x(t)‖RN + ‖Jλn(x(t))− x(t)‖RN .
As the last two terms tend to zero, as n→+∞, we also have that
Ĵλn(xn)−→ x in L
p([0,T ];RN).
Recall that Aλn(xn(t)) ∈ A(Jλn(xn(t))) for all t ∈ [0,T ], and so(
Ĵλn(xn), Âλn(xn)
)
∈ Gr Â ∀n ≥ 1.
As Â is maximal monotone, it has a closed graph and thus, passing to the limit in the last
inclusion as n →+∞, we obtain (x,u) ∈Gr Â, i.e.
u(t) ∈ A(x(t)) a.e. on [0,T ].
This proves that x ∈C1([0,T ];RN) is a solution of (1.1), i.e. S 6= /0.
Finally, we show that the solution set S ⊆C1([0,T ];RN) is closed. So, let {xn}n≥1 ⊆ S
be a sequence of solutions of (1.1) and assume that
xn −→ x in C1([0,T ];RN).
As before, we can show that
ϕ(x′n(·))−→ ϕ(x
′
(·)) weakly in W 1,p′([0,T ];RN).
Therefore, in the limit as n →+∞, we obtain that(
‖x
′
(t)‖p−2
RN
x
′
(t)
)′
∈ A(x(t))+F(t,x(t)) a.e. on [0,T ].
Moreover, since Grξ is closed, we have that
(ϕ(x′(0)),−ϕ(x′(T ))) ∈ ξ (x(0),x(T )),
i.e. x ∈ S.
Remark 2. If we strengthen the growth condition on F , to H(F)′2(iii) for almost all t ∈
[0,T ], all ζ ∈ RN and all u ∈ F(t,ζ ), we have ‖u‖
RN ≤ a(t) + c‖ζ‖p−1RN , where a ∈
Lp′([0,T ])+ and c > 0. Then it is easy to check that the solution set S ⊆C1([0,T ];RN) is
in fact compact.
We can have corresponding existence result for the ‘nonconvex problem’. In this case
our hypotheses on the multifunction F(t,ζ ) are the following:
H(F)3 : F : [0,T ]×RN −→ Pk(RN) is a multifunction, such that
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(i) the multifunction [0,T ]×RN ∋ (t,ζ ) 7−→ F(t,ζ ) ∈ 2R is graph measurable;
(ii) for almost all t ∈ [0,T ], the multifunction RN ∋ ζ 7−→ F(t,ζ ) ∈ 2RN is lower semi-
continuous;
(iii) for all k > 0, there exists ak ∈ L2([0,T ])+, such that for almost all t ∈ [0,T ], all
ζ ∈ RN with ‖ζ‖
RN ≤ k and all u ∈ F(t,ζ ), we have ‖u‖RN ≤ ak(t);
(iv) there exists M > 0, such that for almost all t ∈ [0,T ], all ζ ∈ RN , with ‖ζ‖RN = M
and all u ∈ F(t,ζ ), we have (u,ζ )
RN ≥ 0.
Theorem 3. If hypotheses H(A)1,H(F)3,H(ξ ) and H0 hold, then problem (1.1) has a
solution x ∈C1([0,T ];RN).
Proof. As in the proof of Proposition 3, we consider the following modification of F :
F1(t,ζ ) df=−F(t, pM(ζ ))+ϕ(pM(ζ )).
Evidently F1 is graph measurable, for almost all t ∈ [0,T ], the multifunction RN ∋ ζ 7−→
F(t,ζ ) ∈ 2RN is lower semicontinuous and for almost all t ∈ [0,T ], all ζ ∈ RN and all
u ∈ F1(t,ζ ), we have that ‖u‖RN ≤ aM(t). Consider the multivalued Niemytzki operator
F̂1 : Lp([0,T ];RN)−→ Pf (Lp
′
([0,T ];RN))
corresponding to F1, i.e.
F̂1(x)
df
= Sp
′
F1(·,x(·))
∀x ∈ Lp([0,T ];RN).
We show that F̂1 is lower semicontinuous. To this end, it suffices to show that for every
h ∈ Lp′([0,T ];RN), the function
Lp([0,T ];RN) ∋ x 7−→ d(h, F̂1(x)) ∈R+
is upper semicontinuous. Now, let ϑ ≥ 0 and let us consider the superlevel set
U(ϑ) df= {x ∈ Lp([0,T ];RN) : d(h, F̂1(x)) ≥ ϑ}.
We need to prove that U(ϑ) is closed. Let {xn}n≥1 ⊆U(ϑ) and assume that
xn −→ x in Lp([0,T ];RN).
Passing to a subsequence if necessary, we may assume that
xn(t)−→ x(t) for a.a. t ∈ [0,T ]
and because F1(t, ·) is lower semicontinuous, so for almost all t ∈ [0,T ], we have that
limsup
n→+∞
d(h(t),F1(t,xn(t)))≤ d(h(t),F1(t,x(t))) a.e. on [0,T ].
Also, by virtue of Hu and Papageorgiou ([20], p. 183) we have that
ϑ ≤ d(h, F̂1(xn)) =
∫ T
0
d(h(t),F1(t,xn(t))) dt.
Nonlinear second-order multivalued boundary value problems 315
So, using Fatou’s lemma, we have
ϑ ≤ limsup
n→+∞
d(h, F̂1(xn)) = limsup
n→+∞
∫ T
0
d(h(t),F1(t,xn(t))) dt
≤
∫ T
0
limsup
n→+∞
d(h(t),F1(t,xn(t))) dt
≤
∫ T
0
d(h(t),F1(t,x(t))) dt = d(h, F̂1(x)),
and thus x ∈U(ϑ), i.e., U(ϑ) is closed and so F̂1 is lower semicontinuous.
Clearly, the values of F̂1 are decomposable sets. So according to Theorem II.8.7, p. 245
of [20], there exists a continuous map
u : Lp([0,T ];RN)−→ Lp′([0,T ];RN),
such that
u(x) ∈ F̂1(x) ∀x ∈ Lp([0,T ];RN).
We consider the following approximation to problem (1.1):
(
‖x′(t)‖p−2
RN
x′(t)
)′
= Aλ (x(t))+ u(x)(t) a.e. on [0,T ],
(ϕ(x′(0)),−ϕ(x′(T )) ∈ ξ (x(0),x(T ))) λ > 0.
(4.7)
Viewing u as a function from W 1,p([0,T ];RN) into Lp′([0,T ];RN), we see that prob-
lem (4.7) is equivalent to fixed point problem x = K−1λ u(x), with
Kλ : Lp([0,T ];RN)⊇ D −→ Lp
′
([0,T ];RN)
as in the proof of Proposition 3. Arguing as in the proof of Proposition 3, using this time
the classical single-valued Leray–Schauder alternative principle, we obtain a solution for
problem (4.7).
Finally, if λn ց 0 and xn ∈C1([0,T ];RN) for n≥ 1, are solutions of problem (4.7), with
λ = λn, as in the proof of Theorem 1, we can show that
xn −→ x in C1([0,T ];RN)
and x solves (1.1).
Again, if domA =RN , we can slightly strengthen the growth condition on F and obtain
the nonconvex counterpart of Theorem 2.
H(F)4 : F : [0,T ]×RN −→ Pk(RN) is a multifunction, which satisfies hypotheses H(F)3
(i), (ii), (iii), but with ak ∈ Lp′([0,T ])+ and hypothesis H(F)1(iv).
Theorem 4. If hypotheses H(A)2,H(F)4 and H(ξ ) hold, then problem (1.1) has a solu-
tion x ∈C1([0,T ];RN).
316 Leszek Gasin´ski and Nikolaos S Papageorgiou
5. Special cases
In this section, we indicate some special problems of interest which fit into our general
framework and illustrate the generality and unifying character of our work here.
Example 1. Let K1,K2 ⊆ RN be nonempty, closed and convex sets with 0 ∈ K1∩K2. Let
δK1×K2 be the indicator function of K1×K2, i.e.
δK1×K2(ζ ,ζ ′) =
{
0 if (ζ ,ζ ′) ∈ K1×K2,
+∞ otherwise.
Then, we know that δK1×K2 is a proper, convex and lower semicontinuous function on
R
N ×RN and
∂δK1×K2 = NK1×K2 = NK1 ×NK2
(here, if C ⊆ RN , by NC we denote the normal cone to C; see e.g. [20], p. 534). Let
ξ = ∂δK1×K2 . Then problem (1.1) becomes
(
‖x′(t)‖p−2
RN
x′(t)
)′
∈ A(x(t))+F(t,x(t)) a.e. on [0,T ],
x(0) ∈ K1, x(T ) ∈ K2,
(x′(0),x(0))RN = σ(x′(0),K1),
(−x′(T ),x(T ))
RN = σ(x
′(T ),K2).
(5.1)
Note that, if C ⊆ RN , σ(·,C) : RN −→ R = R∪{+∞} denotes the support function of C,
i.e.
σ(ζ ,C) = sup{(ζ ,c)
RN : c ∈C} .
The map ξ is maximal monotone, since it is the subdifferential of δK1×K2 . Because 0 ∈
K1∩K2, we have that (0,0)∈ ξ (0,0) and if (b,b′)∈ ξ (a,a′) = NK1(a)×NK2(a′), we have
that (b,a)
RN ≥ 0 and (b′,a′)RN ≥ 0, hence hypothesis H(ξ ) is valid. Therefore the results
of this paper apply to problem (5.1).
Example 2. Let us take K1,K2 ⊆ RN+ as before, ψ = δRN+ and A = ∂ψ . For ζ =
(ζ1,ζ2, . . . ,ζN) ∈ RN+, we have
A(ζ ) = N
R
N
+
(ζ ) df=

{0} if xk > 0 for all k ∈ {1,2, . . . ,N},
−RN+∩{ζ}⊥ if xk = 0 for at least one,
k ∈ {1,2, . . . ,N}.
In this case, we check that for all λ > 0, we have
Aλ (ζ ) = 1λ (ζ − p(ζ ;R
N
+)),
with p
(
·;RN+
)
being the metric projection on RN+. For ζ ∈ K1∪K2, we have p
(ζ ;RN+)=ζ and so Aλ (ζ ) = 0. Thus the hypothesis H0 is satisfied. Problem (1.1) becomes the
following evolutionary variational inequality:
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(
‖x′(t)‖p−2
RN
x′(t)
)′
∈ F(t,x(t))
a.e. on {t ∈ [0,T ] : xk(t)> 0 for all k ∈ {1,2, . . . ,N}} ,(
‖x′(t)‖p−2
RN
x′(t)
)′
∈ F(t,x(t))− u(t)
a.e. on {t ∈ [0,T ] : xk(t) = 0 for at least one k ∈ {1,2, . . . ,N}},
x(0) ∈ K1, x(T ) ∈ K2,
x(t) ∈ RN+, u(t) ∈ R
N
+, (x(t),u(t))RN = 0 ∀t ∈ [0,T ],
(x′(0),x(0))RN = σ(x′(0),K1),
(−x′(T ),x(T ))
RN = σ(−x
′(T ),K2).
(5.2)
Example 3. If in the previous case, we choose K1 = K2 = {0}, then NK1 = NK2 = RN
and so there are no constraints on x′(0) and x′(T ). Therefore, problem (1.1) becomes
the classical Dirichlet problem. Moreover, since Aλ (0) = 0, we see that hypothesis H0
holds.
Example 4. If K1 = K2 = RN , then NK1 = NK2 = {0} and so there are no constraints on
x(0), x(T ) and x′(0) = x′(T ) = 0. Thus problem (1.1) becomes the classical Neumann
problem. Clearly hypothesis H0 is automatically satisfied.
The scalar (i.e. N = 1) Neumann problem with A ≡ 0 was studied recently by
Kandikakis and Papageorgiou [23], using a different approach.
Example 5. If
K = {(ζ ,ζ ′) ∈RN ×RN : ζ = ζ ′}
and
ξ = ∂δK = K⊥ = {(ζ ,ζ ′) ∈RN ×RN : ζ =−ζ ′},
then problem (1.1) becomes the periodic problem. Again hypothesis H0 is automatically
satisfied since
(Aλ (a),a′)RN +(Aλ (d),d′)RN = 0 ∀(a′,d′) ∈ ξ (a,d).
The nonconvex periodic problem for first-order inclusions was studied recently by De
Blasi et al [4], Hu et al [18] and Hu and Papageorgiou [19]. In their formulation A ≡ 0
and their methods are degree theoretic.
Example 6. Let ξ : RN ×RN −→ RN ×RN be defined by
ξ (ζ ,ζ ′) =
(
1
ϑ p−1 ϕ(ζ ),
1
η p−1 ϕ(ζ
′)
)
,
with ϑ ,η > 0, then problem (1.1) becomes a problem of Sturm–Liouville type with
boundary conditions
x(0)−ϑx′(0) = 0, x(T )+ηx′(T ) = 0.
It is easy to see that hypotheses H(ξ )(i) and H0 are satisfied.
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