(3.7)
For the same reason

Ez(t)z(t)' = [A -X ( t -t 1)C]'Ez(t + l ) z ( t + 1)'
. [A -I<( t + 1)C] + C'Eu(t + 1)' C. (3.8) Let Q ( t ) := E z ( t ) z ( t ) ' , and recall that Eu(t)' = l/r(t); by combining (3.7) and (3.8), we get a Lyapunov-like matrix recursion for Ee(t)' evolving backward in time, i.e.
with initial condition Q ( T ) .= 0. The double-sweep recursions for computing d from y are now complete.
B. Reconstruction
The reconstruction problem amounts to the following. Given the two-sided innovations {d(l), ... , d ( T ) } and the matrices
This is a reversal of the steps of two-sided linear prediction. First, the variances {Ee(t)'} are computed by the system (3.9), and e is obtained as
The system (2.4) can be inverted to give u from e, i.e.
{ u ( t ) = -A-(t)'z(t) + e ( t ) , Z ( T )
Finally, the system (3.6) can be inverted to give y from U , i.e.
( t ) u ( t ) .
I. INTRODUCTION A significant portion of the subject paper [l] is based on the dubious model of coefficient quantization errors as "statistical coefficient quantization noise" (SCQN). This allows such errors to be treated by the same well-known statistical methods as signal round-off noise (RON), rather that the traditional deterministic (linear) approach to coefficient quantization [2] . However, since almost all practical filter designs are approximations of some ideal filter to begin with, it is clearly preferable in most cases to account for coefficient quantization in the initial approximation procedure by increasing the number of coefficient bits and/or the filter order of an appropriate structure until the quantized filter meets the given specifications. Then, there are no coefficient errors to model. The author gratefully acknowledges helpful discussions with H.
W.
SchuBler.
