Monte Carlo (MC) simulation is the gold standard for dose calculation. An accurate mathematical source model can be used for the radiation beams. Source models can consist of sub-sources or fewer sources with data that need to be measured. This can speed up treatment plan verification without the need for a full simulation of the radiation treatment machine. Aims: This study aimed to construct a novel hybrid source model for 6 MV photon beams for an Elekta Synergy accelerator and to commission it against measured beam data and treatments plans. Methods and Material: The model comprised of a circular photon and planar electron contamination source. The modified Schiff formula provided off-axis variable bremsstrahlung spectra. Collimation and scatter were modelled with error functions. An exponential function modelled the transmitted fluence through the collimators. The source model was commissioned by comparing simulated and measured MC data. Dose data included profiles, depth dose and film measurements in a Rando phantom. Field sizes ranged from 1 × 1 cm 2 to 40 × 40 cm 2 .
Introduction
According to The Lancet, South Africa can expect a 78% increase in cancer cases by 2030. One in three people will develop cancer in their lifetime in the United Kingdom where the disease caused 430 mortalities per day in 2010 [1] . Radiation of tumours plays a prominent role and accurate radiation treatment planning is important for successful treatment outcomes.
Most radiation treatment planning systems (TPS) use analytical dose calculation algorithms, but Monte Carlo (MC) simulation of particle transport is the most accurate way to determine the absorbed dose in regions of tissue interfaces and heterogeneities, e.g. the lung and head-and-neck regions [1, [2] [3] [4] [5] [6] [7] . The DOSXYZnrc MC code is considered the gold standard to simulate dose deposition in computed tomography (CT)-based patient models [8] . It can independently verify TPS dose calculations, albeit fast routine dose verification is required.
One of the difficulties with the clinical implementation of MC dose calculation is the characterisation of the radiation source within a universal source model. A full MC simulation that includes the radiation treatment head of the machine would not be time efficient; any radiation field must first be completely simulated before its phase space data can be used in subsequent BEAM/DOSXYZnrc simulations. Phase space data contain the dynamical parameters of all particles followed through the simulation process ending up at a pre-determined scoring plane. The millions of particle histories in a phase space files can take up large amounts of disk space. Sometimes the exact geometry of the head is unknown and an alternative is to use a source model that describes the energy and fluence distribution of the particles. Such a model would sample the incoming particle's direction, position, and energy; therefore eliminating a full-scale simulation process.
Deng and co-workers [2] used the BEAMDP code to extract planar fluence, angular distribution, energy spectra and fractional sub-source contributions from EGS4/BEAM simulations of a Varian Clinac 2100C. Three photon subsources were modelled for particles originating from the target, primary collimator and flattening filter. The beam energies under consideration were 4, 6 and 15 MV. They could replicate dose distributions in patient models within 2% when compared between the source model and the original fully simulated phase space data [2] .
Fix and co-workers [4] studied simple beam models generated for the GEANT4 code for 6 and 15 MV. Phase space data were collected for electron energies matching depth dose data. They set up four simple source models. In model 1, they used a single source with constant spatial fluence with a single energy spectrum. Model 2 varied this spatial fluence in the source retaining the energy spectrum as for model 1. In model 3, they varied the energy spectrum keeping the spatial fluence the same as for model 1. Finally, in model 4, they varied the spatial fluence and the energy spectra in the off-axis direction. Model 4 proved to be the most accurate over the range of field sizes studied [4] .
Fippel et al. [9] developed a virtual energy fluence model using two Gaussian-shaped photon sub-sources and one uniform electron (contamination) source for the XVMC MC code. The photon sub-sources represented the bremsstrahlung target and the flattening filter. The parameters describing the Gaussian shape could be deduced from dose distributions in air for various square and rectangular fields with fixed monitor units [9] .
Others improved the electron-contamination source model in a clinical photon beam for the EGS4-based BEAM and MCSIM codes. Its size depended on the field size with a predetermined energy spectrum from various accelerators. It could match clinical 6, 10 and 18 MV photon beams within 2% or 2 mm [6] .
Fix et al. [1] also studied photon source characteristics to construct a generalised three sub-source model representing photons originating from the target, primary collimator and flattening filter. They studied phase space data for 6 and 18 MV beams. They could achieve dose agreement for 99% of all voxels within 1% or 1 mm for the combined source model [1] .
Fix et al. [1] also studied photon sub-source sensitivity to initial electron beam parameters for 6 and 18 MV. Again, they used three photon sub-sources and an additional primary electron sub-source, which allows for energy and radial distribution variation for electrons striking the linac target. They used phase space data for various electron energies striking the target as well as various radially spread distributions, which were dosimetrically compared between different data sets. The energy spread was found to have a small effect on the sub-source distributions while the mean energy and radial intensity changed the target sub-source distribution shape [10] .
Sterpin et al. [11] studied the relationships between primary electron spot and focal size as well as the virtual source position in his MC model. They studied three electron energies between 3 and 18 MeV with spot sizes ranging from 0 to 1.5 mm thickness for 0.15 and 1.0 cm thick tungsten targets. The virtual source position was determined through back projection of the photons from different phase space planes downstream. It was found the photon and electron spot size could be considered equal [11] .
Smaller field size treatments involving stereotactic radiosurgery is also an area for MC source development such as works by Deng et al. [12] They built a dual source model for a 6 MV Cyberknife system. The EGS4 BEAM code was used for beam characterisation. Each source was circular for primary and scattered photons, respectively. No electron contamination was modelled. Dose data between phase space and the source model agreed within 2% or 2 mm for 6 to 60 mm diameter fields at 80 to 100 cm source-to-surface (SSD) fields [12] .
Chaves and co-workers [13] used the MCNP4C to construct an eight-source model for a Siemens 6 MV Megatron. The model could accurately calculate dose distributions in water for depth dose curves within 2.5% or 1 mm [13] .
The aim of this study was to construct a hybrid photon source model for the EGSnrc-based MC code DOSXYZnrc for dose calculation to evaluate its effectiveness to model 6 MV photon beams without the need for extra focal sub-sources. Beam particle fluence is modelled using suitable equations. The source is developed with the aid of an in-house code with a graphical user interface that allows for fluence adjustments in order to replicate clinical beam data. An additional planar electron contamination source was also included in the model. In this paper, the hybrid source model for the DOSXYZnrc MC code will be defined as the hybrid source model (HSM) and used throughout.
Methods and Materials

Graphical user interface with beam modelling parameters
A graphical user interface is used to adjust the parameters for the source to fit field profile data. It adjusts fluence intensities from the target to the exit plane by tweaking the fitting parameters of the beam modelling equations. Plots of the fluence can be displayed that act as a guide to adjust the exit fluence of the source model. The graphical user interface generates an output file that contains information regarding the energy spectrum and the fluence distribution. This file is then used as an input for the MC simulation.
The source consists of one circular photon source below the target. Its primary photon fluence is modelled with a Gaussian function [14] . The photon fluence from the target passes through a conical shaped primary collimator. The primary collimator is modelled with error functions to correct the primary fluence for collimation and scattering. The transmitted photons under the collimators that add to the dose outside the field edges are modelled with an exponential function. The bremsstrahlung energy spectrum is calculated using the modified Schiff method and is radially adjusted with an analytic function to model spectral softening due to the flattening filter [15, [16] [17] [18] [19] .
It is a function of electron energy that will strike the target. The photon energy distribution is given by: 
The parameter Z w represents the tungsten target with an atomic number of 74. The value of 111.0 is Schiff's constant.
The flattening filter models attenuation of the transmitted fluence from the source through an attenuation function, and can be seen in Figure 2 :
Here t is a polynomial describing the off-axis attenuation thickness.
The wedge was modelled in a similar way since its shape and atomic composition is known. The collimation of the jaws and multi-leaf collimators (MLC) was modelled with error functions as shown in Equation 6:
Eq. 6
Here X 3 denotes the 50% intensity of the penumbra and x is the off-axis position of the dose profile. The slope of the penumbra can be varied through parameter σ.
The mirror and monitor chamber was not modelled since they do not perturb the photon beam [14] .
The direction of primary target photons is determined by a projection plane at an effective SSD. In this plane, an energy spectrum is associated at each point within a certain annulus to take off-axis beam softening into account due to the presence of the flattening filter [8, 20] .
A planar electron contamination source is located just below the treatment head. Its energy spectrum was determined using a method that assumes that the percentage depth dose for a real clinical 6 MV x-ray beam subtracted by a MC simulated pure photon beam of the same energy would yield the relative electron depth dose contribution to the clinical beam [21] .
Benchmarking water tank data acquisition
For source commissioning, benchmarking clinical beam 3D-dose data must be available to set the parameters of the Gaussian circular photon source and error functions to conform to the dose profiles and depth dose of the water tank data. The 3D-dose data for other fields must be available to test the accuracy of the source model. Water tank scans of beam data
All the measurements for 6 MV were taken with a Scanditronix Wellhöfer Blue Phantom system and OmniPro Accept software (version 6.5). A 0.01 cm 3 
Monte Carlo simulations
The beam characterisation model (Isource=4) is used that is incident from any direction. It consists of a polar coordinate system at the isocenter with a distance, dsource, to the center of the source plane. As seen in Figure 3 , the origin of the plane is defined by theta and phi and the rotation of the source around its own plane is described by phicol. Enough histories were simulated to reduce the variance below 1% in the clinical useful part of the beam. Photon transport was followed down to 10 keV and electron transport was terminated at a total energy of 700 keV. The boundary crossing was set at 'EXACT' together with the PRESTA II electron-step algorithm. Spin effects were switched on with bound Compton scattering switched off. Atomic relaxations and Rayleigh scattering were not used.
The HSM dose data were scored at an SSD of 100 cm in a water phantom at a depth of 1 cm. The resolution of the phantom (60 × 60 × 60 cm 3 ) was 0.2 cm in the x and y directions and 0.5 cm in the z direction.
Verification of MLC aperture conformity
In the source commissioning process, the HSM must also accurately replicate MLC apertures. Solid water Gafchromic film measurements for 6 MV were compared with the source MLC apertures for an Elekta Synergy linear accelerator. A comparison was made between the 50% isodose lines at depths of 5 and 10 cm. Irregular MLC shapes from Taskgroup 53 were planned on a XiO® 4.62 TPS for a phantom consisting of water. The treatment plan was transferred to the Elekta Synergy linac by using the Mosaiq software. GAFCHROMIC® EBT2 sheets (Lot No. A02011304), with dimensions 20.32 × 25.4 cm 2 were placed between water equivalent material that served as build-up and backscatter as in Figure 4 . The SSD was 100 cm and the film was irradiated at depths of 5 and 10 cm, respectively. The monitor units (MUs) ranged between 327 and 358 for the different fields. 
Simulation and verification of treatment plans
The newly commissioned source was tested against Gafchromic film measurements in an anthropomorphic Rando phantom. Head-and-neck, prostate, and nasopharyngeal treatments were simulated.
One of the treatment plan consisted of two fields each with energy of 6 MV as in Films were scanned with an Epson Perfection V330 Photo scanner to produce uncompressed TIFF images. Before scanning, 24 hours were allowed for complete post irradiation polymerisation [20, 22] . Afterwards, during scanning, film orientation was conserved with no image adjustment and colour corrections [22, 23] . The resolution was 72 dpi in the 48-bit colour depth mode. For dose comparison, a pixel-to-dose conversion curve was set up.
Results
HSM parameters for the target and primary collimator
The first step is to get the correct primary fluence as altered by the target, flattening filter and primary collimator. The largest field size, 40 × 40 cm 2 , was used to determine the σ value for the target fluence. In a least-square optimisation process, profile matching was calculated. The degree of agreement (α), which the sum of the square of differences between measured and calculated dose data, was minimised. Through adjustment of σ, the HSM dose was re-simulated and compared to the water tank data. A graph of α vs σ revealed the optimal value for σ in Equation 1. The result of an incorrect σ value for Equation 1 can be seen in Figure 6 . The central part of the diagonal dose profile (at least 2.0 cm away from the penumbra) was not perturbed by the primary collimator, just the flattening filter.
From Figure 7 , it can be seen that σ = 80 would shape the primary fluence to yield the closest comparison between HSM and measured data by using the sum of the square of the dose difference between the two sets of data.
For the primary fluence for σ = 80, the influence of the primary collimator is modelled by an error function, erf(x,σ 1 ), which truncates this fluence at the collimator edge (Figure 8) . The value for sigma one, σ 1 , describes the penumbra formed by the primary collimator.
The correct value for σ 1 was determined as 0.94 and remained fixed for the HSM. It was determined by the leastsquare fitment of the calculated and measured beam penumbra for the 40 × 40 cm 2 largest field on the diagonal profile. The same was done for the determination of the parameters for the MLC. The total fluence below the flattening filter can be seen in Figure 8 .
Hybrid source model parameters for MLC and jaws
The effect of MLC and collimator truncation on the fluence is modelled by error functions, as in the case above for the primary collimator. For each field size there is an optimal σ value that best describes the dose profile at the edge of the collimation device (penumbra). For the 'upper' jaws and the MLC, the optimal value was 0.4, and for the 'lower' jaws, it was 0.07, virtually constant over field sizes. The smaller value of σ for the 'lower' jaw pair indicates a greater 'trimming' effect of the beam. van
The effect of the σ value on the jaws can be seen in Figure 9 . All the fields were firstly simulated with default parameters and compared with the measured data. The parameters were then altered until a good agreement was found between the simulated and measured data.
Source commissioning: comparison between HSM and benchmark water tank data
The dose profile data at depths of 1.5, 10, 20 and 30 cm are in good agreement (Figures 10-11) . The same holds for half field dose profiles for fields larger than 10 × 10 cm 2 (Figure 12) .
From the results, HSM fluence modelling allows for accurate dose profile replication compared with water tank measurements. The HSM was tested for offset and wedged fields (Figures 13, 14, and 15) , and was found to be in good agreement with water tank data to within 1.5% or 1.5 mm.
Good agreement was also found for the percentage depth dose (PDD) data for field sizes from 1 × 1 cm 2 to 5 × 5 cm 2 as seen in Figure 16 . The HSM consists of two sub-sources, one circular photon subsource and one planar sub-source for electron contamination. This is to enhance the surface dose of pure photon beams so that the real clinical beam can be replicated. The relative weight of the electron sub-source to create a combined dose that conforms to the relative dose of clinical beams was determined (Figure 17) . The 6 MV beam energy needs the least electron contamination that is only significant from fields exceeding 12 × 12 cm 2 whereas a 15 MV beam needs to have electron contamination included for fields > 4 × 4 cm 2 . The electron sub-source weight increases as the beam energy increases due to higher energy of secondary electrons needed to enhance the lower surface dose of the higher energy photons.
Source commissioning: HSM conformity to MLC apertures
The 50% isodose line comparison for MLC contours simulated with the HSM and Gafchromic film measurements taken at 5 cm depth in a solid water RW3 phantom for an Elekta Synergy accelerator reveals that the worst discrepancy is within 4% or 4 mm while more than 95% of all points lie within 3% or 3 mm (Figure 18 ).
Source commissioning: dose comparison between HSM and film measurements in a Rando phantom
Gafchromic film and HSM dose data for nasopharyngeal treatment were compared by setting the Gamma criterion 3% or 3 mm, which was met for this complex dose calculation case involving soft tissue, bone structures and air cavities (Figure 19 ). Uncertainties are attributed to Gafchromic film dosimetry, which contributes 1.5% in this study. The HSM variance is up to 1% and this enlarges dose error margins to larger than 2% or 2 mm when combined with film measurement.
Discussion
This study describes a HSM that contains a circular photonand electron contamination sub-source. The contribution of the latter is within 1% compared to the pure circular photon subsource weight. Off-axis differential spectral changes caused by the flattening filter were also included through a modified Shiff model.
The fluence truncation due to all collimators could be modelled with error functions. Collimator, flattening filter and wedge transmission was modelled with attenuation functions. Results indicated good replication (within 2% or 2 mm) of calculated dose profiles and those measured in the water tank (Figures 10 to 16) .
The HSM does not include additional sub-sources exclusively for secondary photon scatter modelling from collimator and jaw faces. As a result, output factors e.g. scatter factors and total scatter factors, cannot be calculated using this source. To ensure proper dose modelling, measured relative output scatter factors are used to scale each beam's dose contribution before they are combined to calculate the total dose. However, this does not limit the source model for its intended use.
For beam energies below 8 MV, electron contamination could be excluded in the model for fields < 12 × 12 cm 2 . For higher beam energies at, say 15 MV, build-up modelling is compromised without an additional electron source. In some treatments, the dose close to the surface is sought and good agreement is a requirement against measured clinical data. Another reason why a HSM approach for dose calculation was adopted is that radiation treatment fields are not always in the same plane (Z-slice). This causes difficulty for simple hand calculation for quality assurance purposes. This, in combination with high-contrast anatomical inhomogeneities, makes simple hand calculation challenging.
A deficiency of this HSM is that when treatment cases such as intensity-modulated radiation therapy (IMRT) are used, it would be better to include a full simulation of the accelerator to include all sources of machine scatter. This will take longer than just using a simple source model, but the total scattering will be accounted for. In this case, dose evaluation of IMRT plans will take much longer. However, this source model is suited for conformal therapy verification.
Conclusion
The HSM presented here consists of a single circular photon sub-source as well as a planar electron contamination subsource. The photon fluence was modelled by a Gaussian and the collimator scatter and truncation with error functions. The modified Shiff method was used to model the bremsstrahlung spectrum, which could also vary in the radial direction at offaxis locations. Determination of these function parameters could be done from regular beam data, including wedged fields. Asymmetrical fields could be modelled successfully. Examples of nasopharyngeal cancer treatment were used to show that the source model conforms to measurement within 3% or 3 mm on the linear accelerator for which it was implemented. This HSM is useful for dose calculation where regular or conformal fields are used. Care must be taken to ensure that the total scatter factor is known for each field shape. The HSM is also useful for evaluation of radiation dose, especially where the configuration of treatment fields makes simple hand calculation less accurate. For more advanced radiation treatment techniques, e.g. IMRT, a full MC simulation of the linac is recommended.
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