Abstract. We prove a version of Tao's algebraic regularity lemma for asymptotic classes in the context of graphons. We apply it to study expander difference polynomials over fields with powers of Frobenius.
1. Introduction 1.1. Historical overview. Tao's algebraic regularity lemma is a variant of the celebrated Szemeredi's regularity lemma that works for graphs that can be defined by a first-order formula over finite fields. It states that such a graph can be decomposed into definable pieces roughly about the same size so that the edges between those pieces behave almost randomly.
It was formulated by Tao in [12] in order to study expander polynomials over finite fields, and initially it was proved for large enough fields of large enough characteristics. It was pointed out by Hrushovski [5] and by Pillay-Starchenko [9] that a simpler proof can be found using the model-theoretic tools for studying the growth rates of definable sets over finite fields developed by Chatzidakis-van den Dries-Macintyre in [2] . They indicated that it may be possible to extend these results to the context of asymptotic classes of finite structures as studied by Macpherson-Steinhorn [8] . Tao revisited and simplified the proof even further, and we broadly follow the strategy from his blog article [11] .
1.2. Definable regularisation. The first goal of this note is to formulate the lemma in a more uniform way, emphasising that realisations of a single definable stepfunction over finite structures from an asymptotic class can be used to regularise a definable graph. The proof is almost constructive, and we carefully analyse the space of parameters needed to define the regularising stepfunction. It becomes apparent that there are finitely many possible asymptotic behaviours of its realisations as we vary the finite structures in an asymptotic class.
1.3. Graphons. Our second goal is to promote the idea that the most suitable framework for formulating and proving results of this type is the space of graphons with the cut metric. The algebraic regularity lemma in this context states the following, see theorems 4.4, 4.5 and Corollary 4.6.
In the space of graphons, the set of accumulation points of the family of realisations of a definable bipartite graph over the structures ranging in an asymptotic class is a finite set of stepfunctions.
The strategy of proof is congenial to the context of graphons in view of the fact that we start with a general weak regularity Lemma 2.19 for graphons, and then use definability and Chatzidakis-van den Dries-Macintyre properties to dramatically improve the conclusion.
1. 4 . Fields with powers of Frobenius. Lastly, we would like to draw attention to the fact that the algebraic regularity lemma applies to finite-dimensional bipartite graphs definable in the language of difference rings over the class of algebraic closures of finite fields equipped with powers of the Frobenius automorphism, which was shown to be an asymptotic class in [10] (with a suitable modification to the definition of 'asymptotic class'). This is a significant generalisation of the context of finite fields and a potential new source of interesting examples. We outline the possibility of studying difference expander polynomials and we describe the difference morphisms which are moderate expanders.
Upon writing a preliminary version of this article, we received a copy of [5] . We now understand that Hrushovski envisaged in that letter that Tao's regularity lemma applies to fields with Frobenius, and that Tao's algebraic constraint is directly related to the existence of a model-theoretic group configuration.
Graphs and Graphons

Kernels and graphons.
Definition 2.1.
(1) The space of kernels W is the space of bounded measurable functions [0, 1] 2 → R, i.e., its underlying vector space is L ∞ ([0, 1] 2 ). A suitable metric will be introduced below. ( 2) The space of graphons is W 0 = {W ∈ W : 0 ≤ W ≤ 1}.
(3) We write W 1 = {W ∈ W : −1 ≤ W ≤ 1}.
Remark 2.2. The classical literature on graphons [7] usually stipulates that kernels and graphons have to be symmetric functions, and we write W sym and W sym 0 for the corresponding spaces.
Given that we are primarily interested in studying the limits of bipartite graphs, we do not assume the symmetry, but our context is easily reconciled with the classical one through the map W → W sym , assigning to every W ∈ W the symmetric 'bipartite kernel'
elsewhere.
This will yield a closed embedding in the cut metric from 2.13, which allows us to resort to the classical theory of symmetric graphons.
Definition 2.3. Let U , W be two kernels.
(1) We say that U and W are equal almost everywhere if the set {(x, y) ∈ [0, 1] 2 : U (x, y) = W (x, y)} is a null set with respect to the Lebesgue measure.
(2) We say that U and W are isomorphic up to a null set if there exist invertible measure-preserving maps ϕ, ψ : [0, 1] → [0, 1] such that U and
are equal almost everywhere.
2.2. Graphs as graphons.
be a finite weighted bipartite graph. We use the following notation:
(
Definition 2.6. Let Γ = (U, V, E ⊆ U × V, w) be a finite weighted bipartite graph. We define the associated stepfunction
by considering the partitions [0, 1] = i∈U U i and [0, 1] = j∈V V j with lengths µ(U i ) = w i /w U and µ(V j ) = w j /w V , and let
Remark 2.7. The assignment W induces a one-to-one correspondence between weighted bipartite graphs and stepfunctions. By a slight abuse of notation, whenever we wish to consider the graph Γ in the space of graphons, we implicitly identify Γ with W (Γ).
Kernel operators.
Definition 2.8.
it is a compact operator, with a singular value decomposition
where {u i } and {v i } are orthonormal sets and σ i are positive with σ i → 0 such that the Hilbert-Schmidt norm satisfies
The spectrum of T is discrete, and the nonzero eigenvalues λ i satisfy lim i λ i = 0. If W is symmetric, the eigenvalues λ i are real and we have a spectral decomposition
where f k is the normalised eigenfunction corresponding to the eigenvalue λ k .
Operations on kernels.
Definition 2.10. Let W i be a countable family of kernels, and let a i and b i be positive real numbers with i a i = 1 and i b i = 1. The direct sum of kernels W i with weights (a i , b i ), denoted
is defined as follows. We partition the interval [0, 1] into intervals I i of lengths a i and also into intervals J i of lengths b i . We consider the monotone affine maps ϕ i mapping I i onto [0, 1], and ψ i mapping J i onto [0, 1], and we let
A kernel is said to be connected, if it is not isomorphic up to a null set to a non-trivial direct sum of kernels.
Apart from the obvious linear structure, we consider the following operations on W .
Definition 2.11. Let U and W be two kernels.
(1) Their product is the kernel
(2) Their operator product is the kernel
Remark 2.12. If U and W are kernels, then
2.5. The cut norm and distance.
Definition 2.13. The cut norm on the linear space W of kernels is defined by
where S and T vary over all measurable subsets of [0, 1]. The associated cut metric is
Fact 2.14. For W ∈ W 1 , we have the inequalities 
2.6. Regularity/homogeneity and the cut distance.
Definition 2.16. Let Γ = (U, V, E ⊆ U × V ) be a finite bipartite graph and ǫ > 0.
(1) We say that Γ is ǫ-homogeneous of density w ∈ [0, 1] provided, for every A ⊆ U and B ⊆ V ,
(2) We say that Γ is ǫ-regular of density w ∈ [0, 1] if, for every A ⊆ U with |A| > ǫ|U | and B ⊆ V with |B| > ǫ|V |,
is ǫ-homogeneous with density w ij . Let W be a weighed bipartite graph on U , V such that all vertices have weight 1 and all edges between U i and V j have weight w ij . Then
2.7.
The space of graphons. The cut distance is only a pseudo-metric, so let us write W 0 for the metric space of classes of graphons at distance zero.
Proof. For symmetric graphons, this is a known theorem of Lovász and Szegedy which essentially follows from a variant of Szemerédi's regularity lemma. Our version can be deduced from it through the closed embedding from 2.2, which maps W 0 onto a closed subset of the space of symmetric graphons. (1/ǫ
2 ) steps such that, writing
Proof. We reformulate the first part of the proof of [11, Lemma 3] in the language of graphons.
associated with the stepfunction W . Its adjoint T * is given by
We can apply the singular value decomposition to the Hilbert-Schmidt operator T , which gives
On the other hand, we obtain the Hilbert-Schmidt norm bound
Using
as well as (1), (2), we obtain (4)
We use these bounds to find a low rank approximation to the sixth power
Intuitively, taking a high power 'tames' any unpredictable behaviour of T and produces a more manageable operator. The above operator can be diagonalised as
Given an ǫ > 0, we split
where A = A ǫ is a low rank operator
and B = B ǫ is the error term
Using the triangle inequality, Hölder's inequality A.2 and (4),
Using (4), we discretise
,ǫ takes at most 1/σ i δ values, and e i is bounded in magnitude by δ.
By the choice of δ, the fact that y ′ i ∞ ≤ y i ∞ + e i ∞ ≤ 1/σ i + δ and arguments analogous to the above, we get that
Thus, we have decomposed
where A ′ is of 'low rank', and E ′ has integral kernel bounded pointwise by 2ǫ 2 . Using (3), the number of summands in the definition of A is at most 1/ǫ 2 . We partition
where V i = V i,q,s,ǫ are the level sets of y ′ i (removing any empty cells to ensure the V i are all non-empty), and
3. Asymptotic classes of finite structures 3.1. The yoga of definable sets. Let C be a category of structures for a fixed first-order language L with (substructure) embeddings as morphisms, and let C ≺ be a subcategory in which the morphisms are elementary embeddings. Given a first-order formula ϕ(x) in the language L in variables x = x 1 , . . . , x n , we define the assignment
mapping a structure F in C to the set of realisations of the formula ϕ in F . If ϕ is a sentence in the language L, theñ ϕ : C → Set assigns to each F ∈ C the truth value of ϕ in F . For n > 0, the 'affine space' A n is the assignment
For each formula ϕ, the restriction ofφ to C ≺ is a functor
On the other hand, while A n : C → Set is a functor, the assignmentφ : C → Set for an arbitrary formula ϕ(x) in variables x = x 1 , . . . , x n (or a sentence) is at best a subfunctor of A n .
Definition 3.1. A subfunctor S of some A n with n ≥ 0 is called a definable set if it is equivalent to the assignmentφ associated with some first-order formula ϕ(x) in n variables.
We often emphasise that such sets are 'parameter-free', or 'defined with no parameters'.
If X and Y are definable sets, their argument-wise cartesian product, denoted
A definable function
from a definable set X to an arbitrary set E is determined by a choice of (1) finitely many values e 1 , . . . , e n ∈ E, and (2) finitely many definable subsets X i ⊆ X, i = 1, . . . , n, so that, for every F ∈ C,
The intended meaning for X = A 0 is that the X i are associated with sentences ϕ i such that, for every F ∈ C, f F = e i if and only if F |= ϕ i
Let F ∈ C, and let L F be the language obtained by adding the constant symbols for the elements of F to L. Let C F be the subcategory of F consisting of superstructures of F .
If ϕ(x; c) is a formula in the language L F with parameters c = c 1 , . . . , c m ∈ F , then we can define the assignmentφ
A definable map of definable sets over S is a commutative diagram X Y S Given two definable sets π : X → S and π ′ : X ′ → S over S, we can define their fibre product X × S X ′ by
and it is again a definable set. Let π : X → S be a definable set over S and let s ∈ S(F ) for some F ∈ C. We can clearly consider the singleton {s} as a definable set with parameters from F over S, so we obtain a definable set
which is thought of as a fibre of X over S with parameter s, since
Hence, a definable set X over S gives rise to a family of definable sets X s parametrised by parameters s from S.
Note, if X is a definable set, it can naturally be considered as a definable set over A 0 . Indeed, we consider the definable map which takes X(F ) to ⊤ if and only if X(F ) = ∅. Definition 3.3. Let X be a definable set over S and let E be a set. A definable function f : X → E over S on a class of structures C is determined by a choice of (1) finitely many definable functions e 1 , . . . , e n : S → E, and (2) finitely many definable sets X 1 , . . . , X n over S such that, for every F ∈ C, every s ∈ S(F ), we have
3.2. Counting and asymptotic classes.
Definition 3.4. Let C be a class of finite structures (considered a category with substructure embeddings). We say that C is a CDM-class, if, for every definable set X over S, there exist
a constant C X > 0, so that, for every F ∈ C and every s ∈ S(F ),
Definition 3.5. Let C be a class of finite structures (considered a category with substructure embeddings). We say that C is an asymptotic class (in the sense of [8] and [3] ), if, for every definable set X over S, there exist (1) a definable function µ X : S → Q, (2) a definable function d X : S → N, so that, for every ǫ > 0 there exists a constant N > 0 such that for every F ∈ C with |F | > N and every s ∈ S(F ),
Algebraic regularity lemma
Definition 4.1. A definable bipartite graph over S is a triple Γ = (U, V, E), where U, V, E ⊆ U × V are definable sets over S. For each F ∈ C and each point s ∈ S(F ), we obtain a bipartite graph
We are interested in describing the (limit) behaviour of the graphs Γ s (F ) as F and s vary over an asymptotic class C. Definition 4.2. Let U, V be definable sets over S. A definable stepfunction on U × V over S is a definable function W : U × V → [0, 1] over S such that there exist definable sets U 1 , . . . , U m and V 1 , . . . , V n over S so that, for each F ∈ C and each s ∈ S(F ),
and W s is constant on each U i,s × V j,s . For F ∈ C and s ∈ S(F ), by a slight abuse of notation, we will often identify the weighed graph W s (F ) with its associated stepfunction W (W s (F )) ∈ W 0 . Lemma 4.3. Let W be a definable stepfunction on U × V over S on a CDM-class C. The set of accumulation points of the set
and analogously for V j . We can partition
and thus W s (F ) is within O M (|F | −1/2 ) from a stepfunction associated to a weighed bipartite graph with vertex weights {µ il : i} and {ν jl : j} and edge weights {e ijl : i, j} in the cut metric.
In fact, even more is true: the sequence {W s (F ) : s ∈ S l (F )} is a Cauchy sequence in the · 1 -norm. Theorem 4.4 (Tao's algebraic regularity lemma for asymptotic classes). Let Γ = (U, V, E) be a definable bipartite graph over a definable set S on an asymptotic class of finite structures C. Then there exists a definable setS over S and a definable stepfunction W overS such that for every ε > 0, there exists an M > 0 such that for every F ∈ C with |F | ≥ M , everys ∈S(F ) mapping onto s ∈ S(F ),
Theorem 4.5 (Tao's algebraic regularity lemma). Let Γ = (U, V, E) be a definable bipartite graph over a definable set S on a CDM class of finite structures C. There exists a constant M = M (Γ) > 0, a definable setS over S and a definable stepfunction W overS such that for every F ∈ C, everys ∈S(F ) mapping onto
We will prove Theorem 4.5 because of the more interesting/precise analysis of the error term, and the proof of Theorem 4.4 follows along the same lines. We follow the ideas from the proof of [11, Lemma 3] . Note that, if needed, the self-improvement trick from [11] can obtain a better bound of
Proof. The weak regularity result established in Proposition 2.19 states that for every pre-graphon W and every ǫ > 0, there exists a stepfunction with at most N (ǫ) = (5/ǫ 3 ) ( 1/ǫ 2 ) steps which approximates W 6 up to 2ǫ 2 in · ∞ -norm. The idea is to improve this result by using the definability of Γ and the constraints on the growth rates of the sets of realisations of definable sets over CDM-classes from Definition 3.4.
Let us name the key objects. For F ∈ C and an s ∈ S(F ), let T = T s :
The proof consists of the following conceptual steps.
(1) By the definability of Γ, the set of relevant CDM-growth rates of certain definable invariants of Γ is finite and hence separated by some minimal distance δ. We choose an ǫ > 0 small enough with respect to δ, and we construct a definable stepfunction W with at most N (ǫ) steps anticipating all the possible behaviours that may occur in regularising each Γ s (F ) for varying F ∈ C and s ∈ S(F ). (2) We verify that, for any large enough F ∈ C, any s ∈ S(F ), writing W s = W (Γ s (F )), any (not necessarily definable) stepfunction with at most N (ǫ) steps that regularises W (2), it follows that W s is close to a realisation of W in the cut metric, which shows the required regularity.
Step 1. We will use the definability of Γ and decide on an appropriate choice of ǫ.
Using 3.4, we get that there exists a a definable function c = c(v, v ′ , s) and a constant C 1 > 0 so that, for all F ∈ C, s ∈ S(F ) and v, v
Replacing the role of T s by T * s , we consider the integral kernel
of T * T T * T T * T , and we similarly find a definable function c * = c * (u, u ′ , s) and a constant C 2 so that for all F , s ∈ S(F ) and u, u ′ ∈ U s (F ),
The set of values of c and c * is finite, so its elements are separated by some minimal distance δ > 0.
Let us choose an ǫ > 0 such that
For everyn ≤ n ≤ N (ǫ) = (5/ǫ 3 )
(1/ǫ 2 ) , writing
expresses that s ′ = (v 1 , . . . , v n , s) can serve as parameters for a definable stepfunction on V s with steps V 1,s ′ , . . . , V n,s ′ and values c(v i , v j , s) on V i,s ′ × V j,s ′ , where V 1,s ′ , . . . , Vn ,s ′ are top-dimensional steps that we will call large in the sequel.
Let Sn ,n → S be the definable set associated with the formula ψn ,n , and let
be the disjoint union of all the Sn ,n forn ≤ n ≤ N (ǫ). For each i ≤ n, we have a definable set V i,n,n → Sn ,n → S V . Analogously, using c * in place of c, for everym ≤ m ≤ N (ǫ) we construct definable sets U j,m,m → S * m,m → S U , for j ≤ m, which form steps of a definable stepfunction with values c * . Using 3.4 again, for each i,n, n and j,m, m as above, there is a definable function f j,m,m,i,n,n : S * m × S S n → Q such that for all F ∈ C, and s ′ ∈ S * m,m (F ), s ′′ ∈ Sn ,n (F ) mapping onto s ∈ S(F ),
We consider the definable stepfunction W overS which is given by W ↾ Uj,m,m×Vi,n,n = f j,m,m,i,n,n over the component S * m,m × S Sn ,n ofS.
Step 2. Let us choose M such that for |F | ≥ M ,
Let us consider F ∈ C with |F | ≥ M , a parameter s ∈ S(F ) and the stepfunction W s = W (Γ s (F )).
We apply Proposition 2.19 to W s for the ǫ chosen in Step 1, and this yields a partition V s (F ) = V 1 ∐ · · · ∐ V n into n ≤ N (ǫ) not necessarily definable sets V i so that the integral kernel K 3 (v, v ′ ) fluctuates by less than δ/2 on each V i × V j . On the other hand, by (6) , and the choice of F , each value of K 3 (v, v ′ ) is within δ/2 from a value of the definable function c. Hence we can improve the near-constancy to the property
for some value γ ij of c, whenever v ∈ V i , v ′ ∈ V j and i, j ∈ {1, . . . , n}. Note that K 3 is symmetric, so γ ij will be symmetric too. Moreover, by reducing the number of V i , we can assume that γ ij = γ i ′ j for all j ∈ {1, . . . , n} implies i = i ′ , i.e., that the array γ is reduced.
Using this property, we see that, if v 1 , . . . , v n satisfy the definable condition
then there exists a permutation σ of {1, . . . , n} such that c σ(i),σ(j) = γ ij and v i ∈ V σ(i) . Note, if v i ∈ V i for i ∈ {1, . . . , n} are parameters, then V i is definable as
Hence, choosing parameters s ′ = (v 1 , . . . , v n , s) satisfying the condition Sn ,n determines V i up to a permutation σ preserving γ i,j . Hence, for a fixed s ′ we may relabel the V i so that V i = V i,n,n,s ′ (F ). Note that V i,n,n for i ≤n are large, so 3.4 gives that for some positive a i ∈ Q,
while for i >n, dim(V i,n,n,s ′ ) < dim(V ) and
[0, 1] is supported onV j with mean zero. Combining (5) and (7), we obtain
On the other hand, Bessel's inequality gives
and so Hölder's inequality (combining these two inequalities via A.3) shows that
Similarly, arguing for K * 3 (u, u ′ ), we can find a partition
with m ≤ N (ǫ) so that, upon fixing a parameter s ′′ = (u 1 , . . . , u m , s) satisfying S * m,m and relabeling U j , we have
when f is supported on one of the largeŪ i = W (U i ) with mean zero.
Step 3. Let W be the definable stepfunction overS defined in Step 1. We claim that fors ∈S(F ) which maps to s ′ and s ′′ from Step 2,
Combining the above with the Cauchy-Schwarz inequality, we deduce that
whenever f and g are supported onV i andŪ j with at least one of f , g of mean zero. For measurable A ⊆Ū i and B ⊆V j , we decompose the characteristic functions
into sums of mean-zero and constant functions, so we obtain that
On the other hand,
Thus, for measurable A ⊆Ū i and B ⊆V j , we have
This completes the proof over large blocks U i × V j . In view of (9), the behaviour over non-large blocks is absorbed in the error terms and does not affect the above conclusion.
Finally, we note that the notions of regularity and homogeneity (cf. 2.16) over large blocks are equivalent because of (8) .
Corollary 4.6. Let Γ be a definable graph over S on an asymptotic class C. The set of accumulation points of the family of finite graphs {Γ s (F ) : F ∈ C, s ∈ S(F )} in the space of graphons is a finite set of stepfunctions.
Examples and applications
5.1. Finite fields. The original algebraic regularity lemma by Tao in [12] was formulated for graphs definable in the language of rings over finite fields. We give several examples of graphons arising in this context. Example 5.1. Consider the definable graph Γ = (U, V, E) where U = V = A 1 , and the edge relation is E(x, y) ≡ ∃z x + y = z 2 .
We are interested in accumulation points in the graphon space of the set of graphs
as F q ranges over all finite fields (these are in fact a symmetric variant of the well-known Paley graphs). When char(F q ) = 2, being a square is an event of 'CDM probability' 1/2, and these graphs accumulate around the constant graphon W (1/2). For char(F q ) = 2, everything is a square, so the graphs accumulate around the constant graphon W (1).
Hence, the set of accumulation points is
Example 5.2. Consider the definable graph Γ = (A 1 , A 2 , E) with the edge relation
The definable sets
Let W be the definable function which returns 1 on U 0 × U 0 ∪ U 1 × U 1 and 0 elsewhere. The definable stepfunction W regularises Γ, and the set of accumulation points of Γ(F q ) in the space of graphons is
where the former denotes the stepfunction associated to the graph with incidence matrix 0 1 1 0 , which is the accumulation point of Γ(F q ) for odd q, and the latter is the constant graphon 1, which is the accumulation point of Γ(F q ) for even q.
In the following example, unlike in Example 5.1, the limit behaviour is not determined by the characteristic only. In fact, the set of cubes in F q depends on whether the primitive cube root of unity belongs to F q or not, and it is of size (q − 1)/3 + 1 if 3|q − 1 and of size q otherwise. The condition µ 3 ⊆ F q is expressible by the first-order condition
so Γ is definably regularised. To conclude, the graphs Γ(F q ) accumulate around
when 3|q − 1, and around W
otherwise.
The following example illustrates the need to introduce parameters.
Example 5.4. Consider the graph Γ on A 1 with the edge relation
The graph is trivially considered over the base S = A 0 . Let
and consider the definable sets U i overS, i = 0, 1, 2:
We see that Γ is regularised by the definable stepfunction W(x, y; z) overS taking value 1 on consisting of a commutative ring with identity R and an endomorphism σ : R → R. We call it a difference field if R happens to be a field. A homomorphism of difference rings
is a ring homomorphism f : R → S satisfying
A difference ring (R, σ) is a transformal domain if R is a domain and σ is injective. Notation 6.1. For a prime power q, we write
for the difference field consisting of the algebraic closure of a finite field, together with a power of the Frobenius automorphism
Definition 6.2. Let (k, σ) be a difference ring. The difference polynomial ring in variables x 1 , . . . , x n is the difference ring in infinitely many variables
with σ inferred from the rule σ(x j,i ) = x j,i+1 and its action on k. Informally speaking, if x = (x 1 , . . . , x n ), we can write
, with x = (x 1 , . . . , x n ), and some ordinary polynomial F ∈ k[t 0 , t 1 , . . . , t r ]. The set of solutions to the equation
Example 6.4. The set of solutions of the difference equation σx = x in the difference field K q = (F p , ϕ q ) is the finite field F q .
6.2. Difference schemes.
Definition 6.5. Let (k, σ) be a difference ring, and consider a system of difference polynomial equations
where
The affine difference variety defined by the above system is the functor X : (k, σ)-Alg → Set which assigns to every (k, σ)-algebra (R, σ) the set
of (R, σ)-rational points of X, i.e., the intersection of the solution sets of all equations f i = 0 in (R, σ).
We define more general difference schemes as follows.
Definition 6.6. Let (A, σ) be a difference algebra over a difference ring (k, σ). The (affine) difference scheme associated with A over k is the functor
Definition 6.7. Let X be a difference scheme associated with a difference ring (A, σ). We say that (1) X is transformally integral, if (A, σ) is a transformal domain;
(2) X is of finite transformal type over (k, σ), if there exists an epimorphism from a difference polynomial ring over k onto (A, σ).
6.3.
Counting points over fields with Frobenius. In [10] , we established the following CDM-style result.
Theorem 6.8. Let X → S be a definable map in the language of difference rings. Then there exist
a constant C X > 0, so that, for every K q with q > C X and every s ∈ S(K q ),
Note that the statement of the theorem formally entails that µ X (s) < ∞ if and only if d X (s) < ∞. We shall say that X → S is of finite relative dimension, provided d X maps into N.
Remark 6.9. The class C of fields K q for prime powers q cannot literally be considered a CDM-class as in Definition 3.4 because the fields K q are infinite. However, if we formally stipulate |K q | = q, and agree to only consider finite-dimensional definable sets, it comes rather close, and we can extend most techniques used in the CDM context to C.
Remark 6.10. An alternative approach to 6.9 is to study finite fields with powers of Frobenius, which requires the study of N -dimensional asymptotic classes. The authors of [4] go even further, and note that Tao's regularity lemma applies in classes of structures with pseudofinite dimension.
6.4. Algebraic regularity lemma for fields with Frobenius. Corollary 6.11. Let Γ = (U, V, E) be a definable bipartite graph of finite relative dimension over a definable set S in the language of difference rings. There exists a constant M = M (Γ) > 0, a definable setS over S and a definable stepfunction W overS such that for every K q with q > M , everys ∈S(K q ) mapping onto
Example 6.12. Let U(x) ≡ xσ(x) 2 = 1, and let Γ be a graph on U × U with the edge relation E(x, y) ≡ ∃z ∈ U xy = z 3 .
Then U(K q ) is the group µ 2q+1 of (2q + 1)-th roots of unity inF q , and the size of the set of cubes depends on whether µ 3 ⊆ µ 2q+1 , i.e., whether 3|2q + 1. Henceforth we can follow the reasoning from Example 5.4 and we obtain the same limit stepfunctions.
On the other hand, let us point out that the graphs Γ(K q ) cannot be obtained from a graph interpretable over finite fields, which shows that the difference context is genuinely richer. Indeed, already in even characteristic, for each q, the smallest finite field containing the set µ 2q+1 = U(K q ) is F 4q 2 , so the size of the set of realisations grows roughly as the square root of the size of the corresponding finite field, which is known to be impossible by the negative answer to Felgner's question in [2] . Example 6.13. Let Γ be defined on the same U as in Example 6.12, but with E(x, y) ≡ ∃z ∈ U xσ(y) = z 3 .
In order to facilitate the notation, write Γ = (U, U, E) = Γ(K q ), so that U = µ 2q+1 ⊆F q . Let ζ ∈F q be a primitive cube root of unity, and write U i = ζ i U 3 , for i = 0, 1, 2. We split the fields K q into subclasses:
(1) ζ / ∈ U , i.e. 3 |2q + 1; (2) ζ ∈ U and ζ q = ζ, i.e., 3|2q + 1 and 3|q − 1; (3) ζ ∈ U and ζ q = ζ 2 , i.e., 3|2q + 1 and 3 |q − 1.
The set of corresponding limits is
7. Directions for future research 7.1. Expander difference polynomials.
Definition 7.1. Let S be a transformally integral difference scheme of finite transformal type over Z and let X 1 , . . . , X n , Y be difference schemes of finite transformal type and relative total dimension 1 over S, and let
be a morphism of difference schemes over S. We say that f is a moderate asymmetric expander if there exist constants c, C > 0 such that, for every difference field K q = (F p , ϕ q ), every s ∈ S(K q ) and every choice of
The following can be obtained formally from 6.11 by methods used in the proof of [12, Theorem 38 ].
Theorem 7.2 (Expansion dichotomy)
. Let X, Y, Z be difference schemes of finite transformal type over S with geometrically transformally integral fibres of total dimension 1, and let f : X × S Y → Z be a morphism of difference schemes over S. Then at least one of the following statements hold:
(1) (Algebraic constraint). The morphism
is not dominant. (2) (Moderate expansion property). The morphism f is a moderate asymmetric expander in the sense that there exists a σ-localisation S ′ of S and a constant C > 0 such that for every K q , every s ∈ S ′ (K q ), and every 
is not dominant. Then there exists a localisation S ′ of S, and a (difference) definable group (G, * ) definably isogenous to a subgroup of G a , G m or of an elliptic curve over S ′ and finite-to-finite definable correspondences χ :
Proof. As pointed out by Hrushovski in [5] , as well as Tao in a number of talks, the hidden group structure can be uncovered using the model-theoretic group configuration arguments. The base difference scheme S is associated with a transformal domain (R, ς), so we can take its fraction field (k, ς) and work in a large model of ACFA extending it.
Given that ACFA is a simple theory, we will use the context of partial generic multiactions familiar from [1] and [13] .
Let η be a generic point of S, and write X η , Y η and Z η for the generic fibres of X, Y and Z over S, considered as difference schemes over k. We define a partial type π ⊆ X η × Y η × Z η over k to be the graph of f η , i.e., by stipulating that
provided f η (g, x) = x ′ , for g ∈ X η , x ∈ Y η and x ′ ∈ Z η . It is handy to abbreviate this by writing xx ′ |= g. Note, if xx ′ |= g, then x ′ ∈ dcl(gx), x ∈ bdd(gx ′ ) and f ∈ bdd(xx ′ ). Moreover, if g | ⌣ x, then x ′ | ⌣ g and x ′ | ⌣ x, so π is a generic invertible multiaction. The assumption that the above morphism is not dominant in this context states that for all x, x 1 , x 2 , y, y 1 , y 2 , g 1 , g 2 , if xx 1 |= g 1 , yy 1 |= g 1 , xx 2 |= g 2 , yy 2 |= g 2 , then the set {x 1 , x 2 , y 1 , y 2 } is dependent.
We claim that π • π −1 is a generic multiaction in the following sense. Starting with an independent triple g 1 , g 2 , x, let xx 1 |= g 1 , xx 2 |= g 2 , so that x 1 x 2 |= g 2 •g −1
1 . Let h = Cb(x 1 x 2 /g 1 g 2 ) ∈ π • π −1 . We need to verify that h | ⌣ g 1 and h | ⌣ g 2 . Let us choose y ≡ g1g2 x such that y | ⌣g 1g2 x. It follows that the set {x, y, g 1 , g 2 } is independent. We denote by y 1 and y 2 the elements satisfying yy 1 y 2 ≡ g1g2 xx 1 x 2 .
Using y | ⌣g 1 g2 x, we get that y 1 | ⌣g 1g2 x 1 x 2 , which, together with y 1 | ⌣ g 1 g 2 yields y 1 | ⌣ x 1 x 2 g 1 g 2 and y 1 | ⌣x 1x2 g 1 g 2 . Using the non-dominance assumption, y 2 ∈ bdd(y 1 x 1 x 2 ), so y 1 y 2 | ⌣ x1x2 g 1 g 2 .
We conclude that h = Cb(x 1 x 2 /g 1 g 2 ) = Cb(y 1 y 2 /g 1 g 2 ) = Cb(y 1 y 2 /x 1 x 2 ) ∈ bdd(x 1 x 2 ).
Thus, since x 1 x 2 | ⌣ g 1 and x 1 x 2 | ⌣ f 2 , we confirm that h | ⌣ g 1 and h | ⌣ g 2 .
In terminology of [1] and [13] , it follows that the set of germs of the multiaction π • π −1 is a polygroup chunk and, using the general techniques applicable to any simple theory, one readily constructs an almost-hyperdefinable group. In this case, however, it is more useful to use techniques specific to ACFA to construct a definable group. To that purpose, we observe that the tuple (g 1 , g 2 , h, x, x 1 , x 2 ) forms a group configuration, conveniently depicted by the diagram where:
(1) any three non-collinear points are independent; (2) in any triple of collinear points, any two are interbounded over the third; (3) g 1 is interbounded with Cb(xx 1 /g 1 ), g 2 is interbounded with Cb(xx 2 /g 2 ) and h is interbounded with Cb(x 1 x 2 /h). Thus, we can apply [6, Lemma 3.3 ] to obtain a definable group (G, * ). Using [6, Theorem 3.1], G is virtually definably embeddable into an algebraic group of dimension 1 over k, as required. Through standard constructibility arguments, we see that the same can be achieved over a finite ς-localisation S ′ of S.
Corollary 7.4. Let X, Y , Z be difference schemes of finite transformal type and relative total dimension 1 over S, and let f : X × S Y → Z be a morphism of difference schemes over S. Then at least one of the following statements hold.
(1) The morphism f is related through finite-to-finite correspondences to the additive or multiplicative group law in a way described in 7.3. (2) The morphism f is related through finite-to-finite correspondences to the addition law on an elliptic curve in a way described in 7.3. (3) The morphism f is a moderate asymmetric expander.
The above result is obtained by using rather general group configuration/reconstruction techniques in model theory. Using more specific methods of difference algebraic geometry, we aim to establish a more direct statement of the algebraic constraint conditions and relate the morphism f in the non-dominant case to a difference algebraic subgroup of either the additive group, the multiplicative group, or an elliptic curve. It may be possible to eliminate the elliptic curve case (2) in the above corollary.
Appendix A. Inequalities Fact A.1. Let H be a Hilbert space. We have the following inequalities.
