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Introduction 
The facts that: 
- The category of topological spaces has a (dense, closed embedding)-factorization 
structure for single maps, 
- Hausdorff spaces are precisely those which are ‘dense-separated’ (or, equivalently, 
those for which the diagonal Ax :X + X2 is a closed embedding, 
- A space Y is compact iff for each space Z, nz : Y x Z + Z is closed, and 
fxid 
- A map f: X + Y is perfect iff for each space 2, X x Z - Y x Z is closed, 
are used to motivate a closer look at analogous situations elsewhere in Top and in 
a more general categorical context. 
* Many of the ideas and results included in this paper are due to the second author, and were 
encorporated in an unfinished manuscript that she was preparing shortly before her untimely death in 1982. 
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In Section 1 general factorization structures for single morphisms are investigated 
as well as their relationships to source and sink factorization structures. Section 2 
continues with an investigation into the Pumpliin-Riihrl Galois correspondence 
[17] between classes of objects and classes of morphisms in any category. More 
examples are provided, an internal characterization is obtained for the A-Epis, and 
in reasonable categories, for each class of objects A it is shown that A-Epi forms 
the left factor of a factorization structure, while for each family of morphisms, E, 
the E-separated objects form a quotient-reflective subcategory. In Section 3 the 
notion of strong limit operator is introduced and it is shown that such operators 
are in one-to-one correspondence with factorization structures with embedding right 
factors. In the last section M-compactness of objects and M-perfectness of morph- 
isms is defined in those (E, M)-categories that are hereditary constructs and have 
products of pairs. Examples are given and results analogous to certain topological 
ones that relate these concepts are obtained. 
Throughout we use the terminology of [9]. All subcategories will be assumed to 
be both full and isomorphism-closed. 
1. Factorization systems for morphisms, sources, and sinks 
Let X be a category and let each of E and M be a class of morphisms such that: 
- ifeEEandhEIsoX,andhoeexists,thenhoeEE; 
- if m E M and h E Iso X, and m 0 h exists, then m 0 h E M. 
Definition 1.1. (E, M) is called a fuctorizafion structure on X provided that: 
(1) X has (E, M)-fuctorizations of morphisms; i.e., each morphism f in X has a 
factorization f = m 0 e, with e E E and m E M. 
(2) X has the unique (E, M)-diugonulizution property; i.e., for each commutative 
square 
e 
A-B 
C-D 
m 
with e E E and m E M there exists a unique d with d 0 e = r and m 0 d = s. 
Remark 1.2. Notice that there is no assertion concerning the relationships among 
the epimorphisms in X(Epi X), the monomorphisms in X (Mono X), E, and M. 
Below we give some examples of factorization structures and list some straightfor- 
ward consequences of the above definition, cf. [2,5,18]. 
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Examples 1.3. (1) For any category, (Iso, Mor) and (Mor, Iso) are (trivial) factoriz- 
ation structures. 
(2) In each of SET and Grp, (Epi, Mono) is a factorization structure. 
(3) Set has precisely four factorization structures; the three mentioned above and 
(E, M), where 
E={X9, YIX=03Y=p)}; 
and 
M={Xs Ylm is a bijection or X=0}. 
(4) Top has more than a proper class of factorization structures, but (Epi, Mono) 
is not one of them. Each of (surjection, embedding), (quotient, one-to-one), (dense, 
closed embedding), and (front-dense, front-closed embedding) is a factorization 
structure on Top. 
Proposition 1.4. If (E, M) is a factorization structure on X, then 
(1) (A4, E) is a factorization structure on X0’. 
(2) If 
e 
A-B 
id d 
l/l 
m 
A-D 
f 
commutes, where e E E and m E M, then f E M. 
(3) f E M if and only if for each commutative square 
e 
A-B 
r 
I I 
s 
C-D 
with e E E, there exists a (not necessarily unique) d such that r = d 0 e and f 0 d = s. 
(4) En M = Iso X. 
(5) Each of E and M is closed under composition. 
(6) Each (E, M)-factorization is unique up to a unique commuting isomorphism. 
(7) Ifm=nofwithm,nEM, thenfeM. 
(8) M is closed under the formation of products, pullbacks, multiple pullbacks, and 
limits. 
Proposition 1.5. If X has a terminal object T, (E, M) is a factorization structure on 
X, and B is the full isomorphism-closed subcategory of X consisting of all objects B for 
which the unique morphism B + T belongs to M, then: 
(1) B is E-reflective in X 
(2) If A is a subcategory of X such that E is the class of all A-extendible morphisms, 
then B is the E-reflective hull of A in X. 
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Proof. The reflection morphisms are the first factors of (E, M)-factorizations of 
terminal maps. To see that A c B, use Proposition 1.4(2), and to see that B is the 
hull, use Proposition 1.4(7). 0 
Remarks 1.6. (a) The notion of factorization structure (Definition 1.1) can be 
generalized in two directions: to factorization structures for (certain) sources, and 
to factorization structures for (certain) sinks. 
(b) For any category X, each statement below implies those that follow it, and 
if X has an initial object, they are all equivalent. They are not equivalent in general. 
(i) X has products (resp. finite products). 
(ii) In X every factorization structure (E, M) can be extended to a factorization 
structure (E, A’) for set-indexed sources (resp. finite sources). 
(iii) The trivial factorization structure (Mor X, Iso X) can be extended to a 
factorization structure for set-indexed sources (resp. finite sources). 
(c) [ll] If X is co-well-powered and (E, JH) is a factorization structure for 
set-indexed sources, then the following are equivalent: 
(i) There exists an A’ such that (E, JR’) is a factorization structure for arbitrary 
sources. 
(ii) E E Epi X. 
(iii) If (X, (m)) E JI& then (X, (m, m)) E .A. 
(iv) Every X-section belongs to JR. 
(d) Thus, in well-behaved categories X, the factorization structures (E, M) that 
can be (uniquely) extended to factorization structures for arbitrary sources are 
precisely those for which E E Epi X and those that can be (uniquely) extended to 
factorization structures for arbitrary sinks are precisely those for which M c Mono X. 
The following characterization theorem for factorization structures is due to 
Bousfield [2]. 
Theorem 1.7. If X is cocomplete and E is a family of X-morphisms, then the following 
are equivalent: 
(1) There exists some class of morphisms M such that (E, M) is a factorization 
structure on X. 
(2) E has the following properties: 
(a) Iso Xc E. 
(b) E is closed under composition. 
(c) Ife=foe^withe,e^EE, thenfEE. 
(d) E is closed under the formation of push-outs. 
(e) E is closed under the formation of colimits. 
(f) (Solution set condition.) Each X-morphism f has a representative set of 
factorizations f = g, 0 e,, CY E A with each e, E E and for each factorization 
f = g 0 e, with e E E there is some 6 E A and some morphism h such that 
eG=hoeandg=gGoh. 
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Proposition 1.8. Let (Ei, M,), be a family of factorization structures on an M-well- 
powered category for which (E, M) is also a factorization structure with E E Ei for all 
i E I. Then there is some A?l such that (nEi, I&) is a factorization structure as well. 
Proof. Clearly nEi satisfies all of the conditions of the above theorem except 
possibly the solution set condition. To see that this is also satisfied, for a given 
f: X + Y, first form all factorizations mj 0 h, with mj belonging to the representative 
set of M-subobjects and h, E n Ei. This is a solution set for f since if f = p 0 e^ with 
e^ E n Ei, and m 0 e is (E, M)-factorization of p, e 0 e* E n Ei, so that the factorization 
m 0 (e 0 e^) is isomorphic to one in the set above. 0 
Definition 1.9. A morphism e is called a swell epimorphism provided that it diagonal- 
izes over mono-sources, i.e., whenever ( mi)[ is a mono-source and k, 0 e = mi 0 h for 
each i E I, there exists a morphism d such that d 0 e = h and m, 0 d = ki for each i E I. 
Lemma 1.10. If X has (epi, mono-source)-factorizations for 2-sources, then in X the 
extremal epimorphisms are the swell epimorphisms. 
Proof. Swell epis are always epimorphisms and are extremal as well. To show the 
converse, let e be an extremal epi and let 
e 
A-B 
hl lkZ 
C-D 
m, 
commute for each i, where (mi : C + Di) is a mono-source. 
(epi, mono-source) factorization of the 2-source (e, h), then 
mono, hence iso. mZ 0 ml’ is the required diagonal. 0 
If (I?, (m,, m2)) is an 
m, can be seen to be 
Theorem 1.11. For any category X the following are equivalent: 
(1) 
(2) 
(3) 
(4) 
(5) 
X is (epi, mono-source) -factorizable 
X is (extremal epi, mono-source)-factorizable 
(swell epi, mono-source) is a factorization structure for sources in X. 
(extremal epi, mono-source) is a factorization structure for sources in X. 
(E, Ju) is a factorization structure for sources in X, for some class E of morphisms 
and collection Ju of mono-sources. 
Proof. Using the lemma one easily sees that (2)*(3)+(q)+(5). That (5)+(l) 
follows from results in [lo] and [20]. To see that (l)+(2) first show that each single 
morphism f has a (extremal epi, mono)-factorization. Let f = (mi 0 ei)I be all the 
(epi, mono) factorizations of f; and let (ei), = (n,)t 0 e be the (epi, mono-source) 
factorization of (ei),. To show that e is extremal, first show that each single ni is a 
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monomorphism. Suppose that e = m 0 g, where m is a mono. If g = A 0 e^ is an 
(epi, mono)-factorization of g, then for any p E 1, (m, 0 nr 0 m 0 m) 0 2 is an 
(epi, mono)-factorization ofJ and, thus, equals some mi,, 0 ei,. Hence, since mi, 0 ni, = 
mip ’ nio9 
mi, 0 ni, 0 m 0 & 0 ei, = miO 0 e- 10’ 
Left and right cancellation shows that & and m are retractions (and monos) thus 
isos. Hence e is extremal. 
To show that each source has a (extremal epi, mono-source)-factorization, first 
take its (epi, mono-source)-factorization and then the (extremal epi, mono)-factoriz- 
ation of the epimorphism. 0 
We close this section with a result that relates the condition that E s Epi X to 
the condition that for all squares the diagonal map lies in M. In the next section 
(2.4) we shall see that for squares, ‘diagonal maps belonging to M’ designates the 
objects that are ‘separated’ relative to the factorization structure. 
Theorem 1.12. (cf. 1.6(c)). If (E, M) IS a morphism factorization structure on a 
category X that has products of pairs, then the following are equivalent: 
(1) EsEpiX. 
(2) Every X-extremal monomorphism belongs to M. 
(3) Every X-strong monomorphism belongs to M. 
(4) Every X-regular monomorphism belongs to M. 
(5) Every X-section belongs to M. 
(6) X~ZEMandX~YEMorX=+X(m,f!ZxYEM. 
(7) For each X 22 E Mor X, the graph off belongs to M; 
i.e., x 0 XXZEM. 
(8) x 42~ MJX(~,~) 22~ M. 
(9) XEObX+XdXX% M. 
(10) gofgM*fEM. 
(11) goeEM, eEE+e.IsoX. 
(12) M={fEMorXIf=goe,eEE+eEIsoX}. 
2. A Galois correspondence between morphisms and objects 
In [17] F’umpliin and RGhrl presented a Galois correspondence between classes 
of morphisms and classes of objects, that gave insight into the notions of ‘denseness’ 
and ‘Hausdorffness’ (or ‘separation’) in a general category. In this section we 
continue the investigation of this correspondence. 
Definition 2.1. For any category X, let the relation u G Mor X x Ob X be given by: 
euY iff for each pair of X-morphisms f; g with codomain Y, (f 0 e = g 0 e) *f = g. 
Given a class E of X-morphisms, E-Sep = {Y 1 ecrY for all e E E} is called the 
class of E-separated objects in X. Given a class A of X-objects, A-Epi = {e 1 effY for 
all YE A} is called the class of A-epis in X. 
H. Herrlich et al. / Factorizations, denseness, 163 
Proposition 2.2. The ‘collections’ of all subclasses of morphisms and all subclasses of 
objects, ordered by inclusion, together with the functions given by 
E ++ E- Sep, A H A-Epi, 
is a Galois correspondence, (called the Pumpliin- Riihrl connection). 
Examples 2.3. (1) If X = Top and E = all dense maps, then E-Sep = Haus. If X = 
Unif and E = all dense maps, then E-Sep = all separated uniform spaces. Similar 
examples occur in other topological categories such as Prox, Cont, Near, and 
PseudoMet. 
(2) If X = Ab and E = all orbitally dense maps (f: G + H is orbitally dense iff 
the orbit of each h E H meets f [ G]), then E-Sep = all torsion free abelian groups. 
(3) If X = Top and E = all front-dense maps [ 11, then E-Sep = T,. 
(4) If X = Top and E = all back-dense maps (f: X + Y is back-dense iff for each 
YE Y there is some XE X, such that {y, f(x)} is indiscrete), then E-Sep= T,,. 
(5) If X =Top and E = all c-dense maps (f is c-dense if for each yg Y, there is 
some x E X such that f(x) E {J}) then E-Sep = Tr . 
(6) If X = Top and E = all d-dense maps (f is d-dense iff for each y E Y, there is 
some x E X such that y E {f(x)}) then E-Sep = T, . 
(7) If X = Top, k is a regular infinite cardinal, and E = all k-dense maps (f is 
k-dense iff for each y E Y there is Z G f [X] such that card(Z) < k and y E z), then 
E-Sep = all spaces X with the property that for each x, y E X there is some 2 c X 
with card(Z) < k such that for all neighborhoods U and V of x and y (resp.) 
2 n U n V # 0 =3 x = y. (This creates a chain of separation axioms between Ti and 
Tz.) 
(8) If X = Top and E = all r-dense maps (f in r-dense iff for each y E Ylf[X] 
there is some x E X such that f(x) E {y} and y rZ (f(x))), then E-Sep = R,,. 
(9) If X = Top and E = all q-dense maps (f is q-dense iff each clopen neighbor- 
hood of each y E Y meets f [Xl) then E-Sep = all spaces for which quasi-components 
are singletons. 
(10) If X = Top and E = all connected-dense maps (f is connected-dense iff each 
YE Y is in the component of f(x) for some x in X), then E-Sep= all totally 
disconnected spaces. 
(11) If X = (compact HausdorQgenerated spaces, and E = all dense maps then 
E-Sep = all weakly Hausdorff spaces (i.e., &-spaces [16,22]). 
(12) If X = Pos, and E = all lower-dense maps (f is lower-dense iff for each y E Y 
there is some x E X such that f (x) 6 y), then E-Sep = all partially-ordered sets whose 
order is equality. 
(13) If X is any semi-lattice, considered as a category, then for any factorization 
structure (E, M) on X, E- Sep = X. 
(14) For any category X, 0-Sep = Ob X, X-Epi = Epi X, 0-Epi = Mor X and 
Mor X-Sep = { Y 1 for all X E Ob X card(hom(X, Y)) s 1). 
(15) If X = Top and SE A c To, where S is the Sierpinski space, then A-Epi = all 
front dense maps. 
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(16) If X = Top and A consists of only the two-point discrete space, then A-Epi = 
all q-dense maps. 
(17) If X = Top and the two point indiscrete space belongs to A, then A-Epi = all 
surjective maps. 
(18) If X = Top, then T2-Epi properly contains all dense maps and T,-Epi 
properly contains all c-dense maps and all d-dense maps. 
Hausdorff Characterization Theorem 2.4. (cf. [ 171, [ 141 and Theorem 1.12.) 1f (E, M) 
is a factorization structure in a jinitely complete category X, then for any object Y in 
X, the following are equivalent: 
(1) YEE-Sep. 
(2) For each X f Y, the graph off is in M; i.e., (id, f) E M. 
(3) ForeachXA Y, X-+“ZEM, (m,f)EM. 
(4) For each X 2 YE M, (m, m) E M. 
(5) YL Y*EM. 
(6) If r, s : X + Y, then Equ(r, s) E M. 
Proposition 2.5. [17] For each family A of X-objects: 
(1) A-Epi satisfies the condition (u)-(e) of Theorem 1.7(2). 
(2) E-Sep is closed under the formation of all mono-sources and thus under the 
formation of all limits. 
Proposition 2.6. If (E, M) is a factorization structure in an M-well-powered cocomplete 
category X, and E E Epi X, then for each family of objects A of X there is a family of 
morphisms M such that (A-Epi, M) is a factorization structure on X. 
Proof. Since A-Epi 1 Epi X, by a proof similar to that of Proposition 1.8, A-Epi 
can be shown to satisfy the solution set condition; so that by Proposition 2.5, 
Theorem 1.7 applies. 0 
Proposition 2.7. If each source in X has an (epi, mono-source)-factorization, then for 
each family E of X-morphisms, E-Sep is a (swell epi)-rejlective subcategory. 
Proof. By Theorem 1.11 (swell epi, mono-source) is a factorization structure for 
sources in X. By Proposition 2.5 this factorization of the total source from X to 
E-Sep gives the reflection for X. 0 
Remark 2.8. In view of the two propositions above, it is clear that for reasonable 
categories, like Top, the Galois closures induced by the Pumpliin-RGhrl connection 
yield interesting families. The closure of any family C of morphisms gives a 
morphism factorization structure (E, M) with E z C, but never gives a source 
factorization structure, unless it is the trivial one: (epi, extremal mono-source). 
Likewise the closure of any family of objects A yields a (swell epi)-reflective 
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subcategory containing A. It is natural to ask whether this is the (swell epi)-reflective 
hull of A. Lord [12] has shown that this is not the case, since the closure of the 
family of functionally Hausdorff spaces in Top is not itself. 
Proposition 2.9. If (E, M) is a factorization structure on X, then E- Sep is M-hereditary. 
Proposition 2.10. Let A be any family of objects of X, B be its Pumpliin-Riihrl closure; 
(i.e., B = (A-Epi)-Sep), C be such that A G C G B, and D be any rejective subcategory 
with A E D c B. Then for any X 4 Y, the following statements are equivalent: 
(1) eEA-Epi. 
(2) e E C-Epi. 
(3) If rx : X + X, and ry : Y + Yb are the D-reflections and e, : X,, + Yn is the 
unique morphism such that the diagram 
commutes, then e, is an epimorphism in D. 
(4) If 
e 
Y-W 
b 
is a push-out and rw . W + W, is the D-reflection map for W, then rw 0 a = rw 0 b. 
3. Strong limit operators 
In this section we will assume that X is a hereditary construct; i.e., a concrete 
category over Set with the property that each inclusion of a subset into the underlying 
set of any X-object has an initial lift. Such initial lifts will be called embeddings. 
Lemma 3.1. (surjection, embedding) is a factorization structure on X. (If X z Y, we 
denote the middle object of this factorization by f [Xl). 
Definition 3.2. A strong limit operator on X is a family I= ( lx)XEOb x, where for any 
object X, lx associates to each embedding Y c X an embedding l,Y 5 X such that 
the following are satisfied: 
(1) Ycl,Y 
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(2) ZGl,Y= W*l,zGl*z. 
(3) for each X z Y, and 2 c X, f(Syz) E l&(Z). 
Proposition 3.3. Every strong limit operator is idempotent and order-preserving: i.e., 
(4) I,(I,Y) = I,X 
(5) Ycz~x*z,Ycz,z. 
Remark. By the above proposition every strong limit operator is a closure operator 
(cf. [6,8,4,12, 191) although not necessarily a Kuratowski closure operator. Also 
note that not every closure operator in the sense of Salbany [19] need be a strong 
limit operator. E.g. in Top, the idempotent hull of the operator given by: [A] = 
n{flJA~ U= U”} is a closure operator, but is not a strong limit operator; 
(Definition 3.2(2) is not satisfied). 
Definition 3.5. Let I be a strong limit operator on X then 
(1) X 2 Y is called l-dense provided that Zy(f[X]) = Y, 
(2) an embedding X ? Y is called l-closed provided that Z,,(m[X]) = m[X]. 
Proposition 3.6. If 1 is a strong limit operator on X, then (l-dense, l-closed embedding) 
is a morphism factorization structure on X. 
Corollary 3.7. If X is well-powered and has coproducts, then for each srrongflimit 
operator 1, X is an (l-dense sink, l-closed embedding) category (where a sink Xi A Y) 
is Z-dense provided that ly(uf;[Xi]) = Y). 
Proof. See Remark 1.6 (b), (c). Cl 
Proposition 3.8. If (E, M) is a factorization structure on X, and for each embedding 
Y f X, qxY is the middle object of its (E, M) factorization, then 7 = ( qx) is a strong 
limit operator on X. 
Remark. The functions that assign to each factorization structure the strong limit 
operator 7 (Proposition 3.8) and to each strong limit operator 2, the (I-dense, I-closed 
embedding) factorization structure (Proposition 3.6) are inverses of each other. Thus 
there is a one-to-one correspondence between the class of all strong limit operators 
and the class of all factorization structures (E, M) with ME {embeddings}. Similar 
correspondences have been obtained by Lord [12] between such factorization 
structures and hull operators in certain complete, well-powered constructs, and by 
Cagliari and Mantovani [4] between such factorization structures and semiclosure 
operators in epireflective subcategories of topological categories. 
H. Herrlich et al. / Factorizations, denseness,. . 167 
4. M-perfect morphisms and M-compactness 
In this section we will assume that X is a morphism (E, M)-hereditary construct 
with finite products. 
Definition 4.1. (cf. [14,3].) An X-morphism X 2 Y is called: 
(1) M-preserving provided that for each B ~XEM, if sOr=fom is the (surjec- 
tion, embedding)-factorization off 0 m, then s E M. 
(2) M-perfect provided that for each object, Z, fx id: X x 2 + Y x 2 is M- 
preserving. 
Lemma 4.2. If X f Y is M-preserving and B 2 YE M then f 0 m is M-preserving. 
Proposition 4.3. The classes of M-preserving morphisms and M-perfect morphisms are 
closed under composition. 
Proposition 4.4. The class of M-perfect morphisms is finitely productive. 
Proposition 4.5. If every surjective morphism is in E, then 
(1) M is the family of M-preserving embeddings, 
(2) M is contained in the family of M-perfect morphisms. 
Proposition 4.6. If X has a terminal object, then in X every M-perfect morphism is 
M-preserving. 
Corollary 4.7. If X has a terminal object and E contains all surjective morphisms, then 
for any X-morphism f each condition below implies those that follow it, and for 
X-embeddings f, all three conditions are equivalent: 
(1) fcM. 
(2) f is M-perfect. 
(3) f is M-preserving. 
Definition 4.8. An X-object X is called M-compact provided that for each object Z 
the projection rr* : X x 2 + 2 is M-preserving. 
Examples 4.9. (1) If X =Top and (E, M) = (dense, closed embedding), then M- 
compact = compact; so M-compact n E-Sep = compact Hausdorff. 
(2) If X = Ab and (E, M) = (orbitally dense, orbitally closed embeddings) then 
M-compact = special (cf. [15]) and M-compact n E-Sep = torsion free divisible. 
(3) If X = Top and (E, M) = (front dense, front closed embedding), then M- 
compact = {X 1 X is compact and {(x) 1 x E X} has a finite subcover}. 
(4) If X = Top and (E, M) = (q-dense, q-closed embedding), then M-compact = 
{Xlevery clopen cover contains a finite subcover}. 
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(5) If X = Top and (E, M) = (x-dense, x-closed embedding) for ‘x’ = ‘c’, ‘d’, ‘r’, 
or ‘back’ (see 2.3) then M-compact = X. 
Proposition 4.10. The class of M-compact objects is closed under the formation offinite 
(nonempty) products. 
Proposition 4.11. If X has a terminal object T and E contains all surjective morphisms 
then an X-object Y is M-compact i# Y + T is M-perfect. 
Proposition 4.12. The class of M-compact objects is M-perfect hereditary and M- 
hereditary. 
Corollary 4.13. If Y is a compact topological space and X f Y is a closed embedding 
or a perfect map, then X is compact. 
Proposition 4.14. Given X s Y where X is M-compact and YE E-Sep, then f must 
be M-perfect. 
Proof. M-compactness of X implies that rr yxz is M-preserving. Since YE E-Sep, 
(id,f)EM (2.4.2), so (id,f)xidEM (1.4.8). 7’husfxid isM-perfect. Cl 
Corollary 4.15. Every compact subspace of a Hausdorfl topological space is closed. 
Proposition 4.16. If X has concrete pullbacks, and X s Y s 2, then 
(1) g 0 f M-preserving and g and embedding implies f is M-preserving. 
(2) g 0 f M-perfect and g an embedding implies f is M-perfect. 
(3) g 0 f M-perfect, YE E-Sep and every surjective morphism is in E implies f is 
M-perfect. 
Proof of (3). 
X-Y 
(id,fil 1 (g, id) 
XxY-ZXY 
(g -f)xid 
YE E-SepJ(id, f) E M. Thus (id, f) is M-perfect. So by (4.3) and (4.4) (g, id) 0 f is 
M-perfect. Hence by (2) f must be M-perfect. 0 
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