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Estimating Higher-Order Moments Using Symmetric Tensor Decomposition˚
Samantha Sherman: and Tamara G. Kolda;
Abstract. We consider the problem of decomposing higher-order moment tensors, i.e., the sum of symmetric
outer products of data vectors. Such a decomposition can be used to estimate the means in a
Gaussian mixture model and for other applications in machine learning. The dth-order empirical
moment tensor of a set of p observations of n variables is a symmetric d-way tensor. Our goal is to
find a low-rank tensor approximation comprising r ! p symmetric outer products. The challenge is
that forming the empirical moment tensors costs Oppndq operations and Opndq storage, which may
be prohibitively expensive; additionally, the algorithm to compute the low-rank approximation costs
Opndq per iteration. Our contribution is avoiding formation of the moment tensor, computing the
low-rank tensor approximation of the moment tensor implicitly using Oppnrq operations per iteration
and no extra memory. This advance opens the door to more applications of higher-order moments
since they can now be efficiently computed. We present numerical evidence of the computational
savings and show an example of estimating the means for higher-order moments.
Key words. higher-order moments, higher-order cumulants, Gaussian mixture models, symmetric tensor de-
composition, implicit tensor formation
1. Introduction. Moments and cumulants are commonly used in statistical analysis of
random variables. They are involved in testing normality of data, estimating parameters of
distributions, detecting outliers, etc. [11, 27, 26, 29]. Let V P Rn be a multivariate random
variable. The first moment and cumulant are simply the expected value, EpV q. The second
moment is the expected value of the outer product of the random variable with itself, EpV b
V q P Rnˆn. The second cumulant, also known as the covariance, is the expected value of
the outer product of the centered observations, i.e., with the mean subtracted off [27, 29, 30].
In general, the dth moment is the expected value of the d-way outer product of the random
variable with itself, EpV b V b ¨ ¨ ¨ b V q, forming a d-way symmetric tensor of dimension
n. The dth cumulant is based on the dth moment and subtracts off appropriate lower-order
effects, but we omit the formulas here and instead refer readers to McCullaugh [29, 30]. The
third cumulant is often called the skewness and measures the asymmetry of the distribution;
for instance, Gaussian distributions have zero skewness. The fourth cumulant is called the
kurtosis of a distribution and measures the sharpness or flatness of the distribution [27].
Tensor decomposition of moment and cumulant tensors are used in a variety of statistical
and data science applications, including independent component analysis and blind source
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Figure 1.1: Illustration of the rank-r low-rank approximation for a 3-way tensor (d “ 3).
separation [10, 13, 15], clustering [34, 12], learning Gaussian mixture models [23, 4, 20, 18, 33],
latent variable models [2, 3], outlier detection [16, 1], feature extraction in hyperspectral
imagery [19], and multireference alignment [32]. In these cases, it is assumed that the empirical
higher-order moment is already computed. However, computing these moments is extremely
expensive when n is even moderately large and especially for d ě 4 because the cost is Oppndq
for p observations. There is some concern about this expense, e.g., Domino et al. [17] show
how to reduce the complexity by a factor of d! by exploiting symmetry. Our goal is to show
how to avoid the formation expense altogether.
We let X denote the empirical estimate of the dth moment based on p observations, of
size nd. We consider the problem of computing a low-rank symmetric canonical polyadic (CP)
tensor decomposition, Xˆ:
(1.1)
X « Xˆ ”
rÿ
j“1
λj a
bd
j ô xˆi1i2...id “
rÿ
j“1
λj
dź
k“1
aikj for all i1, i2, . . . , id P t 1, . . . , n u ,
where xˆi1i2...id is the pi1, i2, . . . , idq entry of Xˆ, r ! p is the rank of the approximation Xˆ, λj
is the jth entry of the weight vector λ P Rr, and aj and aikj are the jth column and pik, jq
entry, respectively, of the factor matrix A P Rnˆr. The superscript bd denotes the d-way
outer product. An illustration of the symmetric CP decomposition is shown in Figure 1.1.
The symmetric CP problem is well studied [14, 28, 9, 31, 24].
The difference of interest in this paper is that the data tensor X has special structure.
Suppose we are given a set of p observations, denoted tv1,v2, . . . ,vp u, of an n-dimensional
real-valued random variable V . Then the dth empirical moment is given by
(1.2) X “ 1
p
pÿ
`“1
vbd` ô xi1i2...id “
1
p
pÿ
`“1
dź
k“1
vik` for all i1, i2, . . . , id P t 1, . . . , n u ,
where xi1i2...id is the pi1, i2, . . . , idq entry of the moment tensor X and vik` denotes the ik entry
of observation v`. The tensor X is symmetric because it is invariant under any permutation
of the indices, which is a consequence of the order of multiplication being irrelevant.
The difficulty that we seek to overcome is that the storage and computational costs of
forming and working with the moment tensor can be prohibitive. The work to construct X is
Oppndq, the storage is Opndq, and the work per iteration to compute a rank-r approximation
HIGHER-ORDER MOMENTS USING SYMMETRIC TENSOR DECOMPOSITION 3
0 1,000 2,000
0
20
40
60
Number of Covariates (n)
S
to
ra
g
e
(G
B
)
0 1,000 2,000
103
105
107
109
1011
Number of Covariates (n)
O
p
er
a
ti
o
n
s
p
er
It
er
a
ti
o
n d “ 3 explicit
d “ 4 explicit
d “ 3 implicit
d “ 4 implicit
Figure 1.2: Comparison of storage required and floating-point operations per iteration to
compute a rank r “ 10 symmetric canonical tensor decomposition approximation for dth
moment for different numbers of covariates (n) when the empirical moment tensor is stored
explicitly or implicitly.
is Oprndq. For d “ 3 and n “ 1000, X requires 8 GB of storage; for d “ 4 and n “ 200,
X requires 12 GB of storage.1 The per iteration storage and floating point operations per
iteration cost to compute a rank r “ 10 approximation are shown in Figure 1.2 for different
values of d and n.
To address this problem, our contribution is to show that we can construct a low-rank
approximation of a symmetric moment tensor without ever explicitly forming it, which we
refer to as implicit computation of the symmetric CP decomposition. This approach reduces
the computational cost per iteration to Oppnrq. We can use the low-rank estimates of the
moments to also produce approximations to the cumulants and do other calculations. Implicit
calculation means that we can analyze much larger data sets. Avoiding formation of an
expensive operator or array is a common practice in numerical methods, e.g., in “matrix-free”
methods and other contexts. For instance, a similar implicit approach is used in the context of
(non-symmetric) tensor decomposition for computational chemistry in which case the original
tensor also has a sum-of-rank-one components format [8].
The paper is organized as follows. Notation and background on the symmetric tensor
decomposition are established in section 2. The equivalence of the implicit and explicit ap-
proaches is shown in section 3. In section 4, we numerically demonstrate the computational
savings and illustrate that larger problems are accessible, showing examples based on esti-
mating the means in a spherical Gaussian mixture model. The overall goal of this work is to
make higher-order moments more accessible and usable for statistical and data analysis.
2. Notation and background. Lowercase letters denote scalars, e.g., a. Lowercase bold
letters denote vectors, e.g. a; and the jth element of a is aj .
Uppercase bold letters denote matrices, e.g., A; the jth column vector of matrix A is
1The storage cost in gigabytes is calculated as nd ¨ 8{109. Technically, we could reduce the storage costs by
a factor of d! by exploiting symmetry [6], but this drives up the computational cost due to poor data locality.
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denoted as aj ; and the pj, kq element of A is ajk. The notation A ˚ B denotes elementwise
multiplication for two matrices of the same size. The notation rAsd denotes the elementwise
power operation, i.e., each element is raised to the dth power. For a vector a P Rn, the
notation Da ” diagpaq, i.e., the nˆ n diagonal matrix with a on its diagonal.
Uppercase bold letters in Euler script, such as X, denote higher-order tensors, i.e., d-way
arrays with d ě 3. We say d is the order of the tensor. The pi1, i2, . . . , idq element of X
is denoted as xi1i2...id . For notational convenience, we let i denote a multiindex such that
i ” pi1, i2, . . . , idq, thus xi ” xi1i2...id . We denote the space of real-valued tensors of order d
and dimension n by Rrd,ns. In storage and computational complexity analyses, we treat the
tensor order, d, as a constant.
2.1. Inner product and norm of tensors. The inner product of two tensors X,Y P Rrd,ns
is the sum of the product of their corresponding entries, i.e.,
(2.1)
〈
X,Y
〉 “ nÿ
i1“1
¨ ¨ ¨
nÿ
id“1
xi1i2...id yi1i2¨¨¨id .
If x,y are vectors, then
〈
x,y
〉 “ xTy. The norm of a tensor is the square root of the sum
of the squares of its entries, i.e., }X}2 “ 〈X,X〉. The cost to compute the inner product or
norm is Opndq.
2.2. Symmetric tensors. A tensor is called symmetric if its entries are invariant under
any permutation of the indices [14]. We let Srd,ns Ă Rrd,ns denote the subspace of symmetric
tensors. From [6], the number of unique entries in a d-way n-dimensional symmetric tensor isˆ
n` d´ 1
d
˙
« n
d
d!
.
2.3. Tensor times same vector. A commonly used tensor operation is called tensor times
same vector (TTSV) [25]. The computation of the TTSV in all modes for a tensor X P Srd,ns
and vector a P Rn is denoted by Xad and the result is a scalar:
(2.2) Xad “
nÿ
i1“1
¨ ¨ ¨
nÿ
id“1
˜
xi1i2...id
dź
k“1
aik
¸
.
The computation of the TTSV in all modes but one is denoted Xad´1 P Rn and results in a
vector of size n:
(2.3)
´
Xad´1
¯
i1
“
nÿ
i2“1
¨ ¨ ¨
nÿ
id“1
˜
xi1i2...id
dź
k“2
aik
¸
for all i1 P t 1, . . . , n u .
Observe that Xad “ 〈Xad´1,a〉, so we can use the result of the TTSV in all modes but one to
compute the TTSV in all modes. The cost to compute either version of the TTSV is Opndq.
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2.4. Symmetric outer product. The outer product of an n-dimensional vector with itself
results in a rank-1 symmetric matrix of size nˆ n such that
pa ˝ aqij “ aiaj for all i, j P t 1, . . . , n u .
Here, the outer product is denoted by ˝. The three-way tensor outer product of an n-
dimensional vector with itself results in a three-way symmetric tensor such that
pa ˝ a ˝ aqijk “ aiajak for all i, j, k P t 1, . . . , n u .
Generally speaking, the d-way tensor outer product of a with itself d-times, denoted as abd,
results in a d-way rank-1 symmetric tensor such that
(2.4) abd “ a ˝ a ˝ . . . ˝ alooooooomooooooon
d times
with
´
abd
¯
i1i2...id
“
dź
k“1
aik for all i1, . . . , id P t 1, . . . , n u .
The cost to form abd explicitly is Opndq.
2.5. Symmetric Kruskal tensors. We define Krd,n,rs Ă Srd,ns to be the space of symmetric
Kruskal tensors that can be written as the sum of r components where each component is a
scalar times a d-way n-dimensional rank-one symmetric tensor. Mathematically,
(2.5) Krd,n,rs ”
#
rÿ
j“1
λj a
bd
j
ˇˇˇˇ
ˇ λ P Rr,A P Rnˆr
+
Ă Srd,ns.
The (symmetric) rank of a symmetric tensor is the minimal r such that the tensor can be
expressed as the sum of r symmetric rank-one components. Hence, every tensor in Krd,n,rs is
of rank at most r. Colloquially, Krd,n,rs may be referred to as the set of rank-r tensors even
though r is only an upper bound on the rank.
2.6. Symmetric tensor decomposition. The goal of symmetric tensor decomposition is
to find a rank-r symmetric CP decomposition Xˆ P Krd,n,rs that is a good approximation of
a given tensor X P Srd,ns. Ideally, we would choose a value of r that is equal to the rank of
X; however, there is no direct way to find or compute the rank of a symmetric tensor [14].
Indeed, computing the rank has been shown to be NP-hard [22]. For this work, we assume
that the value of r is specified by the user.
There are a few ways to formulate the optimization problem [24], but here we simply
consider the sum of the squared errors between the entries of the approximation Xˆ and data
tensor X. Thus, for a given rank r, computing a rank-r symmetric CP decomposition reduces
to solving the nonconvex optimization problem:
(2.6) min
λ,A
fpλ,Aq ” }X´ Xˆ}2 s.t. Xˆ ”
rÿ
j“1
λj a
bd
j .
Computing fpλ,Aq requires Oprndq operations to form Xˆ and compute the difference.
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We can compute the gradients and use a standard first-order optimization method to solve
(2.6), though we are not guaranteed of finding an optimum and usually employ multiple starts
in the hopes of finding a good solution. From [24], the corresponding gradients are
Bf
Bλj “ ´2
«
Xadj ´
rÿ
k“1
λk
〈
aj ,ak
〉dff
and(2.7)
Bf
Baj “ ´2dλj
«
Xad´1j ´
rÿ
k“1
λk
〈
aj ,ak
〉d´1
ak
ff
,(2.8)
for j “ 1, 2, . . . , r. The work to compute the gradient is dominated by the TTSV calculations,
at a cost of Oprndq.
3. Implicit decomposition. In this paper, we focus on the case where the data tensor X
has special structure. Let V “ “v1 v2 ¨ ¨ ¨ vp‰ P Rnˆp be a data matrix whose columns
represent p observations of a random real-valued n-vector. For convenience, we define the
constant vector ν “ “1{p 1{p ¨ ¨ ¨ 1{p‰T P Rp. We typically assume n ! p, meaning that
we have many more observations than variables (also known as covariates or features). As
described in the introduction, the individual entries of the dth moment are given by (1.2), so
the full tensor can be expressed in outer product notation as
(3.1) X “
pÿ
`“1
ν` v
bd
` P Krd,n,ps.
Hence, the tensor X is a symmetric Kruskal tensor with nd entries, and rankpXq ď p. Our
goal is to show that we can reduce the computational expense from Oprndq to Oprnpq for
such data tensors. We do this by working with X implicitly, i.e., we can compute the function
values and gradients for the rank-r tensor decomposition of X using only ν P Rp, V P Rnˆp
so that the full tensor X P Rrd,ns is never formed.
3.1. Key lemmas. Our results depend on two key lemmas for symmetric rank-1 d-way
tensors. The first says that the inner product of two symmetric rank-1 tensors reduces to the
dth power of the dot product of the factor vectors. The second says that the TTSV in all
modes but one has a similar format. The proofs are straightforward and left as an exercise
for the reader.
Lemma 3.1. Let a,b P Rn. Then the inner product of the d-way symmetric rank-1 tensors
constructed from the vectors satisfies
〈
abd,bbd
〉 “ 〈a,b〉d.
Lemma 3.2. Let a,b P Rn. Let S be the symmetric rank-1 tensor defined by S ” bbd. Then
the TTSV in all modes but one of tensor S with the vector a satisfies Sad´1 “ 〈a,b〉d´1b.
Further, the TTSV in all modes satisfies Sad “ 〈a,b〉d.
3.2. Computing TTSV for the gradient implicitly. The most expensive computations in
the gradient evaluations are the TTSVs. Lemma 3.3 explains how to compute the TTSV for
pd´1q vectors using the constituent elements of X. We remind the reader that Dν “ diagpνq.
Lemma 3.3. Let X “ řp`“1 ν` vbd` P Krd,n,ps and a P Rn. Then Xad´1 “ VDνrVTasd´1.
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Proof. Using the definition of X and Lemma 3.2, we have
Xad´1 “
pÿ
`“1
pν` vbd` qad´1 “
pÿ
`“1
ν`
〈
v`,a
〉pd´1q
v`.
The standard calculation of the TTSV is Opndq work. The dominant cost in the implicit
version is the matrix-vector multiplies involving V for a cost of Opnpq. If we define the matrix
Y P Rnˆr such that yj ” Xad´1j , then we can calculate all the TTSVs implicitly using
(3.2) Y ” VDνrVTAsd´1,
for a cost of Opnprq operations.
3.3. Computing the function value implicitly. To compute the function value (2.6), we
first rewrite it as: }X ´ Xˆ}2 “ }X}2 ` }Xˆ}2 ´ 2〈X, Xˆ〉. The first term is a constant and can
be ignored. We compute the remaining two terms implicitly without forming X, as described
in the lemmas that follow.
Lemma 3.4. Let Xˆ “ řrj“1 λj abdj P Krd,n,rs. Then }Xˆ}2 “ λT rATAsdλ.
Proof. Using the definition of Xˆ, rearranging terms, and applying Lemma 3.1, we have
〈
Xˆ, Xˆ
〉 “ 〈 rÿ
j“1
λj a
bd
j ,
rÿ
j“1
λj a
bd
j
〉
“
rÿ
j“1
rÿ
k“1
λjλk
〈
abdj ,a
bd
k
〉 “ rÿ
j“1
rÿ
k“1
λjλk
〈
aj ,ak
〉d
.
The cost to form Xˆ is Oprndq, and the cost of computing its norm is Opndq. Exploiting
its structure using Lemma 3.4 reduces the cost to Opnr2q. Although }X}2 is technically not
necessary (since it is a constant term), we include it here for completeness. Lemma 3.4 applied
to X yields }X}2 “ νT pVTVqdν, in which case the cost to compute the norm is Opnp2q.
Lemma 3.5. Let Xˆ “ řrj“1 λj abdj P Krd,n,rs. Then 〈X, Xˆ〉 “ wTλ where wj “ Xadj for
j P t 1, . . . , r u.
The proof is straightforward and left to the reader. If w is precomputed, the cost of the
dot product is only Oprq. We can compute w using Y from (3.2) as wj “ yTj aj for j “ 1, . . . , r
for a cost of Opnrq operations.
3.4. Implicit versus explicit algorithms. Putting the information above together, we have
the function and gradient evaluation algorithms for both the explicit and implicit cases in
Figure 3.1. Recall that we are computing fpλ,Aq ” }X ´ Xˆ}2 where Xˆ “ řrj“1 λj abdj . The
function and gradient can be used in any first-order optimization method to compute the best
rank-r model.2
For the explicit case in Algorithm 3.1, the inputs are the (explicit) moment tensor X, the
values of λ P Rr and A P Rnˆr (used to form Xˆ), and α “ }X}2 which is a constant that can
be ignored by setting it equal to zero. The outputs are the function value (f) and gradients.
2The problem is non-convex, so there is no guarantee of finding a global minimum. In practice, one usually
obtains good results with a few random starting points.
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Algorithm 3.1 Explicit computation
1: function fg explicit(X,λ,A, α)
2: for j “ 1, . . . , r, do yj “ Xabpd´1qj , end
3: for j “ 1, . . . , r, do wj “ aTj yj , end
4: B “ ATA
5: C “ rBsd´1
6: u “ pB ˚Cqλ
7: f “ α` λTu´ 2wTλ
8: gλ “ ´2pw ´ uq
9: GA “ ´2dpY ´ADλCqDλ
10: return f,gλ,GA
11: end function
Algorithm 3.2 Implicit computation
1: function fg implicit(ν,V,λ,A, α)
2: Y “ VDνpVTAqd´1
3: for j “ 1, . . . , r, do wj “ aTj yj , end
4: B “ ATA
5: C “ rBsd´1
6: u “ pB ˚Cqλ
7: f “ α` λTu´ 2wTλ
8: gλ “ ´2pw ´ uq
9: GA “ ´2dpY ´ADλCqDλ
10: return f,gλ,GA
11: end function
Figure 3.1: Algorithms for computation of the function and gradient for symmetric CP de-
composition with an explicit data tensor X versus implicit computation using ν and V where
X “ řp`“1 ν` vbd` . Differences are shown in red. Here, the input α “ }X}2 is a constant term
in the function that can be set to anything without impacting the optimization. Recall that
powers outside bracketed matrices are elementwise powers.
We let gλ P Rr denote the gradient with respect to λ whose entries are defined by (2.7).
Likewise, we let GA P Rnˆr denote the gradient with respect to A; the columns of GA are
defined by (2.8).
For the implicit case in Algorithm 3.2, the input data tensorX is replaced by its constituent
parts, i.e., ν P Rp and V P Rnˆp. Recall that ν is the constant vector whose entries are 1{p.
The implicit approach avoids explicitly forming the moment tensor, which would have an
additional one-time cost of Oppndq in addition to the extra computational cost in the function
and gradient evaluation. The differences in the explicit algorithm are highlighted in red.
In both algorithms, we define several new variables for efficient reuse of computations,
namely B ” ATA, C ” rATAsd´1 and u ” rATAsdλ.
Because we make maximal reuse of computations, the sole difference between the explicit
and implicit method is in the computation of the matrix Y, representing the TTSVs. Assum-
ing p, n " r, computation of Y is the dominant cost of either method. Lines 3–9 cost Opnr2q.
The cost of computing Y (in Line 2) is Oprndq for the explicit version as compared to Oppnrq
for the implicit version. Hence, the implicit version is less expensive so long as p ! nd´1.
In terms of memory, both explicit and implicit have the same requirement for the outputs
and temporaries: Opnrq storage. For the explicit case, the input tensor X requires Opndq
storage. For the implicit case, the inputs ν and V require Opnpq storage.
The one-time optional cost to compute the input α “ }X}2 is Opndq in the explicit case
and Opnp2q in the implicit case. For some larger values of p, the implicit cost may be more
expensive than the explicit formation of X.
4. Numerical results. In this section, we present results from numerical experiments to
demonstrate the effectiveness of the implicit approach for moment tensors. All experiments
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were run on a dedicated computer with a dual socket Intel E5-2683v5 2.00GHz CPU (28
total cores) with 256 GB DDR3 memory, using MATLAB 2018a. No specific parallel coding
was used, but some calls within MATLAB take advantage of multiple cores. All methods
are implemented using the Tensor Toolbox [5]. We use a standard first-order optimization:
limited-memory BFGS with bound constraints (L-BFGS-B) [36] as the optimization method
for the explicit and implicit methods, using the implementation provided by Stephen Becker’s
MATLAB wrapper [7]. We use no lower and upper bounds, i.e., we set them to ´8 and `8,
respectively. We use the default options (including the default memory of m “ 5), with the
following exceptions: maximum iterations = 10,000; maximum total iterations = 50,000; and
the gradient norm tolerance (pgtol) was set as specified in the subsections that follow.
4.1. Timing comparison of explicit and implicit methods. We compare the timings for
the explicit and implicit methods for different scenarios depending on d (order), n (size),
p (number of samples), and r (rank of approximation). For each scenario, the observation
matrix V P Rnˆp has entries from the uniform p0, 1q distribution, so we are not expecting the
low-rank approximation to have any specific structure. Since no structure is expected, we set
the optimization tolerance to be relatively low, i.e., pgtol “ .05. For each scenario, we run
the optimization ten times with ten different initial guesses and report average results.
The results are shown in Table 4.1. We report the mean and standard deviation of
the total run time and number of iterations for the explicit and implicit methods. The
number of iterations is the total number of inner iterations, i.e., the number of times that
the function/gradient evaluation is called. The table includes the average time per iteration,
as computed for the data from all ten runs. The best relative error for each scenario is not
reported in the table but is in the range p1ˆ 10´3, 8ˆ 10´3q. We also omit the time to create
the explicit moment tensor, but it is always less than 10% of the optimization time. Before
we dig into the results, we explain the variations in the number of iterations. Given the same
initial guess, the explicit and implicit functions and gradients are mathematically identical;
however, small differences may be introduced because of numerical round-off errors in the
different computations. In the context of an optimization method, these small differences can
result in different paths to the solution or even different solutions, as well as different numbers
of iterations. Nevertheless, the absolute difference in the final objective value between any
paired explicit and implicit run (i.e., with the same starting point) is 2ˆ 10´5.
Our main focus is on how the cost per inner iteration (i.e., per function/gradient eval-
uation) grows under different scenarios. Recall that the cost per (inner) iteration is Oprndq
for the explicit method as compared to Oppnrq for the implicit method. Hence, we expect
the speedup of the implicit method to be Opnd´1{pq. There is little difference between the
explicit and implicit methods when nd is relatively small. On current computing architec-
tures, “relatively small” equates to nd ă 106. For the scenarios where d “ 3 and n “ 75,
the explicit 3rd order moment tensor is less than 4MB in size. With one exception, the im-
plicit method is slightly faster per iteration than the explicit method. The one exception is
rd “ 3, n “ 75, p “ 3750, r “ 5s, which is not surprising since p « nd´1. There is a 5ˆ or
greater improvement for the implicit method when nd is relatively large. On current computing
architectures, “relatively large” equates to nd ą 107. For the scenarios with rd “ 3, n “ 375s
and rd “ 4, n “ 75s, the storage for the explicit moment tenors are 421 MB and 323 MB
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Scenario Time Per Iter. (s) Total Time (s) Total Iterations
d n p r Exp. Imp. Exp. Imp. Exp. Imp.
3 75 750 5 5.30e-04 4.36e-04 1.84˘0.52 1.64˘0.39 3473˘959 3767˘955
3 75 750 25 1.91e-03 5.91e-04 17.79˘3.34 5.09˘1.05 9296˘1650 8606˘1788
3 75 3750 5 5.17e-04 7.96e-04 2.08˘0.63 3.11˘1.08 4023˘1249 3905˘1375
3 75 3750 25 1.90e-03 1.03e-03 15.96˘2.76 8.78˘0.91 8384˘1452 8504˘854
3 375 3750 5 2.29e-02 4.82e-03 240.45˘45.60 43.77˘11.10 10506˘1951 9075˘2488
4 75 3750 5 1.47e-02 9.22e-04 75.64˘20.89 4.16˘1.06 5160˘1438 4514˘1081
Table 4.1: Timing comparison of explicit and implicit methods with different scenarios for d
(order), n (size), p (# observations) and r (rank), reporting average results for 10 optimization
runs for each scenario. The moment tensor comes from the situation where the p observations
are vectors of length n drawn from the uniform distribution. All times are reported in seconds.
“Time Per Iter.” is the average time per inner iteration over all runs. “Total Time” is the
overall optimization time, reporting mean and standard deviation for the 10 runs. “Total
Iterations” is the total number of inner iterations (each of which requires a function/gradient
calculation), reporting mean and standard deviation for the 10 runs.
and the implicit method is faster by factors of 5 and 16, respectively. The per-iteration cost
of the explicit method is insensitive to p. Increasing p from 750 to 3750 for rd “ 3, n “ 75s
causes no change in the per iteration time for the explicit method, but the implicit method
becomes more expensive by a factor of 2. Conversely, the per-iteration cost of the implicit
method increases only linearly with n whereas the cost of the explicit increases at a polynomial
rate. When n is increased from 75 to 375 (5ˆ), the per iteration cost of the explicit method
increase by a factor of 44 versus only 6 for the implicit method. The per-iteration cost of
the explicit method goes up exponentially in d. As we increase d from d “ 3 to d “ 4 for
rn “ 75, p “ 3750s, the per iteration cost of the implicit method is nearly unchanged whereas
the explicit method goes up by a factor of 28.
4.2. Numerical estimation of means in spherical Gaussian mixture model. In the ex-
amples in the previous section, the test problems had no underlying low-rank structure. Here
we demonstrate the performance on problems with known solutions. Specifically, we consider
the case of data that comes from a spherical Gaussian mixture model as has been done, e.g.,
in [3]. Each observation is of the form
v` „ N pµj` , σ2Iq where Probpj` “ jq “ 1{r for j “ 1, . . . , r.
In other words, there are r spherical Gaussians mixed together (with equal probabilities) with
means µj for j “ 1, . . . , r. Each observation v` is drawn from one of the r Gaussians. The
dth-order moment should have rank r and can be estimated with a rank-r symmetric tensor
factorization such that Aideal “
“
µ1 ¨ ¨ ¨ µr
‰
is its factor matrix (appropriately scaled).
Unlike [3, 2], we make no assumption that Aideal is orthogonal or incoherent. Indeed, this
method works well when each µj is a random column of the nˆn identity matrix (which would
not be incoherent). However, we choose an example where the means µj are correlated to show
that it works even in that case, which is generally considered to be both more difficult and
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Figure 4.1: Example of data from Gaussian mixture model for n “ 500 with r “ 5 components
of the form N pµj , σ2Iq. The component means are such }µj} “ 1 for all j and µTj1µj2 “ 0.5
for all j1 ‰ j2, and the covariance is σ2I with σ “ 10´1. We show p “ 750 samples, distributed
uniformly across the five components. The samples are color-coded according to component.
The data has been randomly projected to two dimensions for the purposes of visualization.
more realistic. Specifically, we require }µj} “ 1 for all j and µTj1µj2 “ 0.5 for all j1 ‰ j2, which
corresponds to an angle of 60˝.3 An example of a Gaussian mixture from r “ 5 components is
shown in Figure 4.1. The data is randomly projected from n “ 500 dimensions down to two.
We can see that the data is highly overlapping, making discovery of the means potentially
challenging.
Results of a series of experiments with Gaussian mixture models are shown in Figures 4.2
and 4.3 for d “ 3 and d “ 4, respectively. For all experiments, we fix n “ 500. We only use the
implicit method since the explicit method would be too expensive in time and memory. For
d “ 3, the explicit moment tensor would be 1 GB in size; for d “ 4, it would be 500 GB. We
experiment with different number of components (r P t 3, 5, 10 u) and different noise levels (σ P
t 10´4, 10´3, 10´2, 10´1 u). For each scenario (i.e., d,r,σ), we generate p “ 250r observations,
i.e., 250 samples per component. One generally does not know true rank, so we test different
values for the rank of the approximation in the range rˆ P t r ´ 2, . . . , r ` 2 u. We set the
convergence tolerance to be pgtol = 1e-4. For each value of rˆ, we run the optimization
procedure ten times and take the best solution in terms of the relative error of the solution.
The choice of random initialization is critical to the success of the method. If r ! n, there is
3The function matrandcong from the Tensor Toolbox from MATLAB can be used to create such a matrix,
which follows the method proposed by Tomasi and Bro [35].
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Figure 4.2: We compute a rank-rˆ approximation for moment tensors of order d “ 3. Data are
generated by a spherical Gaussian mixture model with r components and p samples propor-
tionally divided among them. The observations are of size n “ 500 and the noise is defined
by σ. The top plot is the smallest relative error over ten optimization runs. The middle plot
is the corresponding similarity score of the low-rank model factors and the true means. The
bottom plot is the total time for the ten optimization runs. The true rank (r) is shown by a
vertical dashed line.
a high probability that a random initial guess in Rnˆrˆ is nearly orthogonal to all the means,
i.e., AT0 Aideal « 0. To avoid this dilemma, we use a randomized range finder [21] to identify
an appropriate starting guess: A0 “ VΩ, where Ω is a Gaussian testing matrix of size pˆ rˆ.
In Figures 4.2 and 4.3, plots in the top row show the final relative error for the best of ten
runs, each with a different random initialization. As the rank increases, the relative error will
eventually stagnate and the rank might be estimated as the first rank before stagnation. For
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Figure 4.3: We compute a rank-rˆ approximation for moment tensors of order d “ 4. Data are
generated by a spherical Gaussian mixture model with r components and p samples propor-
tionally divided among them. The observations are of size n “ 500 and the noise is defined
by σ. The top plot is the smallest relative error over ten optimization runs. The middle plot
is the corresponding similarity score of the low-rank model factors and the true means. The
bottom plot is the total time for the ten optimization runs. The true rank (r) is shown by a
vertical dashed line.
σ ď 10´2, the relative error drops significantly at rˆ “ r and remains fairly constant for rˆ ą r.
For σ “ 10´1, the difference in errors across the different ranks is barely noticeable, which
makes determining the rank difficult. Nevertheless, the method is still successful at recovering
the true means, even if the rank is overestimated, as will be seen in the middle plots. In terms
of the final error, there is little difference between d “ 3 and d “ 4.
The middle plots show the recovery of the true means, using the similarity score for the
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Figure 4.4: For the problem described in Figure 4.1, recovery of the means from the third-order
(d “ 3) moment tensor. The true rank is r “ 5. The rank of the approximation is in the range
rˆ P t 3, . . . , 7 u. The solution shown corresponds to the lowest relative error over ten runs. The
recovered means (columns aj for j “ 1, . . . , rˆ) are shown as black circles and should, ideally,
align with the true means (µj for j “ 1, . . . , r) given by colored x’s. The random projection
is the same as was used in Figure 4.1, but the image is zoomed in to clearly see the means.
solution with the lowest relative error. Without loss of generality, we assume }µj} “ 1 for
j “ 1, . . . , r and }aj} “ 1 for j “ 1, . . . , rˆ. The score is the average cosine of the angles
between the computed means in A and the true means in Atrue:
(4.1) score “
$’’’’&’’’’%
max
piPΠprˆ,rq
1
rˆ
rˆÿ
j“1
|µTpipjqaj | if rˆ ă r, and
max
piPΠpr,rˆq
1
r
rÿ
j“1
|µTj apipjq| if rˆ ě r,
where Πpr1, r2q “ t pi : t 1, . . . , r1 u Ñ t 1, . . . , r2 u | pipj1q ‰ pipj2q@j1 ‰ j2 u is the set of all pos-
sible one-to-one mappings for r1 ď r2. Ideally, the score should be 1. If rˆ ă r, then A can only
match a subset of the true means. Nonetheless, we can still check if a subset of the means is
correctly identified. Likewise, if r ą rˆ, there are a surplus of candidates to match the means,
so we pick the best ones. Here, we see the advantage of higher-order moments because the
results for d “ 4 are superior to those for d “ 3. Improvements with increasing dimensionality
have been observed in similar situations [4].
The bottom plots show the sum of the run times for all ten optimization runs. Note that
the y-axis scales are different for each value of r but held constant across the two plots (for
d “ 3, 4) for easy comparison. Observe that the time for the higher order d “ 4 is actually
less than that of the lower order d “ 3.
Finally, Figure 4.4 shows recovered means for a scenario illustrated in Figure 4.1: n “ 500,
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r “ 5, σ “ 10´1, p “ 1, 250. Here, we consider the third-order moment tensor, d “ 3. These
are the results of the computations shown in the middle column of Figure 4.2. For rˆ ă r, it is
of course impossible to recover all the means. In both cases, it is close to detecting the green
and blue means. For rˆ “ r, the recovery is very good, despite the high overlap in the clusters.
Most interestingly, overestimating the rank does not detract substantially from detecting the
true means.
5. Conclusions and future work. The dth-order moment can be prohibitively expensive to
form and decompose. We developed a method to implicitly find a low-rank decomposition to
the symmetric moment tensor that does not require forming the whole tensor. Our numerical
results show that this new implicit method is returning the same decompositions as existing
explicit methods, is considerably faster, and can solve problems that would have previously
been intractable.
We have demonstrated the success of this method in the case of a spherical Gaussian
mixture model for n “ 500. Past work made assumptions about the means being orthogonal or
at least incoherent, but we have no such limitation. However, we note that tensor approaches
can only find the direction of the means, not their norms. The norms can be determined
provided the proportion of observations from each component is known in advance. If not,
an expectation maximization approach may be employed. Generalizing this approach to the
case where the proportions are not known is a topic for future research.
In the case that we have many, many observations so that p is exceptionally large, even
the implicit method may be too expensive. In such a case, an option is to use only a subset of
observations for each function or gradient evaluation. For instance, we can show the following
lemma.
Lemma 5.1. Let X “ 1p
řp
`“1 v
bd
` P Krd,n,ps where V P Rnˆp. Let s ! p and V˜ P Rnˆs
comprise s random columns (with replacement) from V. Define the random stochastic Kruskal
tensor X˜ “ 1s
řs
`“1 v˜
bd
` P Krd,n,ss. Then for a given vector a P Rn, we have
ErX˜abpd´1qs “ Xabpd´1q.
If we define Y˜ such that its jth column is given by y˜j “ X˜abpd´1q, then Lemma 5.1 says
ErY˜s “ Y. By linearity of expectation, we can use this for unbiased stochastic estimators of
the function and gradients.
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