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1 Introduction
1.1 Scientiﬁc goal of the antimatter experiment AEGIS
The current standard model of particle physics describes the known particles and most of
their interactions accurately. But one force is still not yet understood: gravitation [1]. A
potential way to reveal its nature is to investigate the gravitational interaction of ordinary
matter with antimatter [2]. Antimatter is the mirror version of ordinary matter. Its particles
have the same mass but the opposite charge compared to ordinary particles. So it is cheerfully
discussed as to whether an antimatter apple would fall up1.
The Antimatter Experiment: Gravitation, Interferometry, Spectroscopy2 (AEGIS) at the
European Organization for Nuclear Research (CERN) is a future experiment investigating
exactly this interaction between antimatter and matter [1]. However, measurements on
charged particles would be perturbed by any small electromagnetic ﬁeld [4]. A suﬃciently
low-ﬁeld environment is extremely diﬃcult to realize in a complex physics experiment hand-
ling antimatter. Therefore uncharged, i.e. neutral, antihydrogen atoms are used.
Antihydrogen is a promising candidate for the investigation in the earth's gravitational
ﬁeld. It has been produced and detected for the ﬁrst time in 1995 [5]. The energy of
the ﬁrst produced antihydrogen was too high to conduct any studies. The ﬁrst slow, i.e.
cold, antihydrogen was produced and detected in 2002 with the help of CERN's Antiproton
Decelerator (AD) [6].
It should be possible to produce signiﬁcant amounts of slow antihydrogen with the AEGIS
experiment at CERN. This would facilitate the direct measurement of earth's gravitational
acceleration g¯ on antimatter. The major scientiﬁc goal of this experiment is to measure g¯
with a relative precision of 1 % [7].
The layout of AEGIS is shown in Figure 1.1. Main features include the two supercon-
ducting magnets (represented by the yellow shells) necessary to radially conﬁne the particle
beams. There will be two beams, one of antiprotons delivered by the AD and one of positrons.
The antihydrogen is created in a Penning trap situated in the combination region. This trap
is used to accumulate the antiprotons during about 120 s. In this time the particles are also
1The article by R. Courtland can be found in [3].
2A very detailed description of AEGIS can be found in the proposal for the AEGIS experiment at the
CERN antiproton decelerator [1].
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Figure 1.1: Setup of the AEGIS experiment with 1.. superconducting magnet (1 T), 2.. mixing chamber of
the dilution refrigerator, 3.. chimney housing the dilution refrigerator including 1K-pot and still, 4.. high voltage
electrodes of the Penning trap, 5.. catching region, 6.. instrumentation region, 7.. combination region, 8..
measurement region.
cooled. The positrons will be accumulated in a separate trap. They react to positronium
and are forced, after a laser excitation, into the Penning trap [2]. The particles combine
there to form antihydrogen within some µs [8].
1.2 Cooling of antimatter
The antimatter is horizontally accelerated towards the detector, with which the vertical
deﬂection of the antihydrogen beam due to the earth's gravitational ﬁeld will be measured.
However, the atoms' velocity will always have a random velocity in all directions, therefore
a vertical component as well, according to the Maxwell-Boltzmann [9] distribution. The
mean value of this velocity is reduced towards low temperatures. In order to perform precise
measurements and to meet the goal of the experiment, the antihydrogen should have a
temperature of ≤ 100 mK [2, 8].
However, the antihydrogen is diﬃcult to cool after its creation, since it is immediately
forced out of the Penning trap by an electrical ﬁeld. For this reason the constituent antipar-
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ticles need to be cooled before they combine. Especially the antiprotons have to be cooled
to ≤ 100 mK [2] before combination [8]. They are cooled within the Penning trap during
the 120 s trapping period.
The Penning trap forms a horizontal hollow cylindrical volume, only opened for the beams.
The charged particles are conﬁned in this volume radially by the magnetic ﬁeld and axially
by the electrical ﬁeld. Thus the antiprotons do not touch the trapping electrodes, which
would be catastrophic for the experiment since antimatter annihilates with matter. The
thermal coupling is achieved by an electron gas. The gas is cooled by the electrodes and
removes the heat from the antiprotons.
The Penning trap is thermalized at the mixing chamber, see the blue element marked with
number 2 in Figure 1.1, the coldest part of a dilution refrigerator. In this temperature range
only a dilution refrigerator is capable to provide the required continuous cooling power.
The thermal link between the high voltage electrodes of the Penning trap and the mixing
chamber of a dilution refrigerator is investigated in this work, since this temperature level
requires an excellent thermal contact between the electrodes and the cooling source. High
voltage electrodes of a Penning trap are charged with time-dependent voltages up to several
kilovolt and therefore have to be individually electrically insulated. However, the electrical
insulation implies at this low temperatures generally a poor thermal contact, depending
on the thermal conductivity of the bulk materials and on the usually dominant thermal
boundary resistances.
Two diﬀerent designs are investigated, the so called Rod design and the Sandwich design,
in order to ﬁnd the optimal solution to cool the electrodes according to the experimental
conditions. A possible design of the thermal link, the Sandwich design, is shown in Figure 1.2.
It shows the electrodes of the Penning trap attached to the mixing chamber.
Due to the speciﬁc environment of the experimental setup several requirements [10] for
the design arise:
• An Ultra High Vacuum (UHV) reduces the annihilation of antimatter and diminishes
the heat load to the electrodes and the mixing chamber due to conduction in the
residual gas. Only low outgassing materials and reliable, leak tight joints guarantee
UHV conditions.
• A very homogeneous magnetic ﬁeld is present. In order to preserve the ﬁeld
homogeneity only non or very low-magnetic materials should be considered. Standard
brazing techniques should not be applied due to the high content of nickel in the brazing
agent, since nickel has a very high magnetic susceptibility and could strongly inﬂuence
the homogeneity.
• The particle radiation requires radiation hard materials. This constraint excludes for
instance the usage of most glues.
3
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• Joining processes using high temperatures might be critical, because fragile feed-
throughs, joints and sensitive electronics could be damaged. Only local heating, as in
the case of electron beam welding, should be applied.
Figure 1.2: Sectional view of the AEGIS' Penning trap. It consisting of 10 electrodes consecutively aligned along
the particle beam axis. Some electrodes are split into 4 sectors. A possible design of the thermal link between
electrodes and the mixing chamber of a dilution refrigerator using electrically insulating plates is shown. The
mixing chamber is the blue part. Depicted is the direction of the heat load Q˙ and the heat transfer cross section.
1.. electrode, 2.. split electrode, 3.. dielectric material and 4.. heat exchanger.
The amount of heat load, to be removed from the Penning trap, is very vague, since the
parts connected to the electrodes are still under design. However, the heat load is most likely
time-dependent due to the intermittent creation of antimatter. For this reason the thermal
investigation of the designs are performed applying static heat loads [10] as well as heat
pulses [11]. The measurements are performed with the CERN Central Dilution Refrigerator
providing a cooling power of approximately 100 µW at 50 mK.
Measurements are required since relevant information concerning the thermal boundary
resistances are found only for temperatures higher than 1 K [12]. These information can
only be partially applied in the envisaged temperature range between 30 and 150 mK.
4
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Two diﬀerent designs, the Rod design and the Sandwich design, are described in this work
used to thermally link the high voltage electrodes with the cold source working between
30 mK and 70 mK. In order to develop and to investigate these designs theoretical founda-
tions are required, which are summarized in this chapter.
The electrodes are exposed to steady-state and as well time varying heat loads in the
ﬁnal experimental environment of AEGIS. Therefore the thermal behavior is determined by
static and dynamic measurements. A Sandwich's thermal diﬀusivity is deﬁned to evaluate
the thermal dynamic behavior, which is based on thermodynamic properties including con-
ductivity and heat capacity of the involved materials copper, normal- or superconducting
indium and sapphire.
Both designs use sintered heat exchangers, immersed in liquid helium, in order to transfer
the heat. At low temperatures a high thermal resistance, the so called Kapitza resistance
occurs. The heat exchangers are designed in a way to minimize the eﬀect of this resis-
tance. They are designed and manufactured according to theoretical basics introduced in
this chapter.
2.1 Thermal conduction in solids
The heat ﬂow conducted through a homogeneous and isotropic solid element, having the
length L and the uniform cross section A, with neither heat source nor heat sink and in
steady state conditions
(
dT
dt
= 0
)
is calculated according to the Fourier's law [13] with
Q˙ =
A
L
∫ T2
T1
λ(T ) dT =
A
L
λ¯∆T , (2.1)
where T1 and T2 are the temperatures at the ends of the element and λ(T ) is the temperature
dependent thermal conductivity of the element. As shown on the right side of equation (2.1)
5
2 Heat conduction in solids, liquids and across interfaces at low temperatures
a mean thermal conductivity λ¯ is sometimes also deﬁned for speciﬁc temperature intervals.
The conducted heat ﬂow depends linearly on the temperature gradient
(
∆T
L
)
, the cross
sectional area and the thermal conductivity. The thermal conductivity is only depending on
the bulk material and its temperature. The pressure dependency is insigniﬁcant for solids.
Figure 2.1: Thermal conductivity versus temperature for various materials below 1 K. The diagram is taken
from [9]. This literature provides references to the original literature.
Some thermal conductivity values λ(T ) are shown in Figure 2.1. The thermal conductivity
of the diﬀerent materials is widely spread with more than 7 orders of magnitude below 1 K.
Generally it can be found, that metals show a higher thermal conductivity than dielectrics.
It diminishes more pronounced for dielectrics than for metals. Furthermore can be stated
that the absolute value of the conductivity depends on the purity and the crystalline perfec-
tion of the materials. The thermal conductivity of a metal behaves similar to its electrical
conductivity. It increases linearly with temperature and purity, which is expressed by the
Wiedemann-Franz law [14].
The thermal conductivity λ(T ) of most standard materials is experimentally known [15].
At low temperatures it often obeys a law of the form
λ = B · TC , (2.2)
6
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where B and C are constants. The values of B and C are determined from experimental
data and are given in Table 2.1 for some key materials. The unit of T is K and the thermal
conductivity is given in W/(K m).
Table 2.1: Empirical constants to estimate the thermal conductivity of construction materials using equa-
tion (2.2). The constants are given for materials, which are used in this work. Own ﬁtted values, which are based
on data from the mentioned reference, are shown for the materials marked with (∗).
Material B C Temperature Ref.
G10, along ﬁbers(∗) 0.012 1.65 (0.3 < T < 1.4) K [16]
Copper, impurities < 10 ppm 1300 1 (200 < T < 700) mK [17]
Copper, commercial wire(∗) 100 1 (20 < T < 400) mK [18]
Stainless steel(∗) 0.15 1.03 (0.1 < T < 0.7) K [18]
Sapphire, single crystal 2.48 3 (0.45 < T < 100) K [19], [20]
Heat can only be conducted or carried by free electrons or by phonons, as described below.
These heat carriers are usually scattered by other electrons, phonons or by defects in the
material. Therefore the constants B and C depend on the mean free path of the phonons and
electrons, which is amongst others determined by the impurities and the lattice imperfections
of the materials. The electron-phonon and the phonon-phonon scattering are temperature
dependent. For this reason the thermal conductivity depends on temperature too.
Phonons
A phonon is a quasi-particle representing a vibration mode of the crystal lattice. These
vibration modes are quantized according to the model of Debye [21]. A phonon can be dis-
tinguished in a longitudinal or a transversal phonon depending on its motion. Transversal
phonons oscillate perpendicular to the energy transport direction and longitudinal phonons
oscillate in the direction of energy transport, analog to compression waves. In liquids
only longitudinal phonons exist, whereas in solids the phonons oscillate longitudinally and
transversally.
The phonons of a body do not oscillate with one single frequency. They oscillate with
a frequency spectrum of 3 times the number of atoms involved. But for heat transfer cal-
culations only the phonons in the temperature depending dominant range of the frequency
spectrum are considered. These are the phonons with an energy comparable to the thermal
energy kBT , where kB is the Ludwig-Boltzmann constant. In general mainly the transverse
phonons with an energy of 2 to 3 kBT are relevant for the heat transport in a solid [22]. The
dominant phonon frequency νdom, i.e. the frequency of the phonons that carry most of the
7
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heat at a given temperature T , is calculated with equation (2.3) [23]
νdom = 90 · 109 HzK · T . (2.3)
The thermal dominant phonon wavelength l can be calculated with the dominant frequency
and the material's speciﬁc phonon velocity v by
ldom =
v
νdom
. (2.4)
The dominant phonon frequency and the phonon wavelength for copper, indium and sapphire
are shown in Figure 2.2.
Figure 2.2: Depicted are the dominant phonon frequency, according to equation (2.3), and the phonon wave-
length, calculated with equation (2.4), versus temperature. The transversal sound velocities for sapphire and
indium are taken from [12]. The velocity of transverse phonons is strongly anisotropic in indium and varies for
the diﬀerent crystal directions. The maximum transversal velocity of 1500 km/s is taken. The transverse phonon
velocity of copper is strongly dependent on its treatment and an average value of 2200 km/s is used. Transversal
sound velocities can be found in [24] for annealed and rolled copper.
The number of thermally excited phonons is rather small in the investigated temperature
range, so phonon-phonon scattering can be neglected. The scattering at lattice imperfec-
tions [9] can be neglected as well, because the dominant phonon wavelength is generally
larger compared to the size of the lattice imperfections. Accordingly the main contribution
of scattering is due to crystal boundaries. The thermal conductivity decreases strongly with
decreasing temperature. The thermal conductivity due to phonons is often called lattice
thermal conductivity and can be approximated with [22]
λph =
1
3
cphV vph l , (2.5)
where cphV is the volumetric heat capacity of the quasi-particles, vph is the phonon velocity and
8
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l is the phonon mean free path. In Section 2.2 a T 3-dependency of the lattice volumetric heat
capacity is explained. The phonon velocity and the phonon mean free path are temperature
independent at low temperatures, thus the thermal conductivity due to phonons is [22]
λph ∝ T 3 . (2.6)
Monocrystalline aluminum oxide, i.e. sapphire, has a rather perfect crystal with a low
density of defects and impurities. At a temperature of about 30 K its thermal conductivity
can become very large, even comparable to the thermal conductivity of very pure copper [25].
At low temperatures the dominant defect at which phonons scatter is the surface itself. The
phonons are either scattered or reﬂected at the surface of the crystal depending on the surface
roughness. The phonons may be well reﬂected at very carefully polished surfaces, similar to
photons.
On the other hand sintered aluminum oxide, also called alumina, is a strongly disor-
dered dielectric. The mean free path determined by the scattering of phonons on defects,
especially grain boundaries, becomes very small. Accordingly the thermal conductivity is
signiﬁcantly reduced compared to sapphire. Such strong phonon scattering might result in
an T 2 dependency of the thermal conductivity, as for instance in dielectric glassy materials
below 1 K [22]. The stronger phonon scattering in the polycrystalline alumina reduces it's
thermal conductivity by up to two orders of magnitude compared to the monocrystalline
sapphire [22].
Electrons
Only the free electrons carry heat. Usually metals have a considerably larger electronic
thermal conductivity λe than lattice thermal conductivity λph, because the electron velocity
is much larger than the phonon velocity, i.e. the sound velocity. Electron scattering on
defects and impurities limits the conductivity at low temperatures. The number of phonons
is as mentioned small, hence the electron scattering on thermally excited phonons is neg-
ligible. For this reason the lattice thermal conductivity can be neglected and the thermal
conductivity λe of pure metals can be estimated with [22]
λe =
1
3
ceV vF l , (2.7)
where ceV is the electronic volumetric heat capacity, vF is the Fermi velocity and l is the
mean free electron path. Since the electronic volumetric heat capacity is proportional to T 1,
the following temperature dependency for the electronic thermal conductivity λe results [9]
λe ∝ T 1 . (2.8)
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In superconducting metals, the electrons can be paired to so-called Cooper pairs below the
material's critical temperature Tc. These paired electrons do not carry heat. Therefore in a
superconductor only the remaining unpaired free electrons can carry heat. Their quantity
decreases exponentially with temperature below Tc. At a suﬃciently low temperature of ap-
proximately T = Tc/10 the thermal conductivity of a superconductor approaches the thermal
conductivity of an insulator with a temperature dependency of T 3 [9]. Hence, the thermal
conductivity of a metal in the superconducting state is usually several orders of magnitude
smaller compared to the conductivity of the same metal in the normalconducting state.
This is described in [9] for aluminum, which shows a 6 orders of magnitude smaller thermal
conductivity at 50 mK in the superconducting state compared to the normalconducting one.
2.2 Heat capacity of solids
Figure 2.3: Molar heat capacity versus temperature for various materials. The diagram is taken from [9].
This publication provides references to the original literature. The values of stainless steel 304 are based on
measurements by [26] and an assumed molecular weight of 56 g
mol
.
The speciﬁc heat capacity c is the heat capacity per unit of mass. It is either given for a
constant pressure (cp) or a constant volume (cV ). The speciﬁc heat capacity, which is derived
10
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with the Debye-expression, is given for a constant volume. However, the diﬀerence between
cp and cV usually amounts to only ≈ 1 % [25] for solids at low temperatures and is therefore
negligible.
The speciﬁc heat capacity multiplied with the material's molar mass is the molar heat
capacity, see Figure 2.3. The speciﬁc heat capacity strongly depends on the heat carriers.
This is similar to the thermal conductivity. Pure metals generally show a higher speciﬁc
heat diminishing less pronounced towards low temperatures compared to dielectrics.
The speciﬁc heat capacity c is the sum of the contribution by electrons and by phonons,
obeying the law [22]
c = γ T + DT 3, (2.9)
with the Sommerfeld coeﬃcient γ, the constant D and the temperature T . The constants γ
and D are temperature independent and characterize the contribution by the valence elec-
trons and the phonons, respectively [22]. In the case of a dielectric there is no contribution
by electrons. In pure metals both contributions exist, but their inﬂuence is temperature de-
pendent. The phonon contribution dominates at higher temperatures, whereas the electrons
dominate the speciﬁc heat capacity at lower temperatures. For example copper shows an
equal contribution of electrons and phonons at about 4 K. Below 1 K the contribution by
phonons is much smaller than by electrons and can be neglected, see equation (2.10).
The speciﬁc heat capacity of stainless steel, for example type 304, does not follow simply
a linear law below 1 K. In addition to the linear electronic term it consists of a nuclear term
[26]
c = B T +
C
T 2
, (2.10)
with the material and purity depending constants B, C and the temperature T . The nuclear
term strongly dominates at temperatures below 100 mK and provokes a signiﬁcant increase
of the speciﬁc heat capacity at lower temperatures. Consequently the speciﬁc heat capacity
of 304 stainless steel compared to copper is about 50 times higher at 100 mK and already
100 times at 80 mK1.
In many applications the volumetric rather than the speciﬁc heat capacity should be used,
since the volume of the components are of importance. The constants of the equations (2.9)
and (2.10) for relevant materials are shown in Table 2.2 in order to calculate the volumetric
heat capacity.
1Values of Table 2.2 are used for the calculation.
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Table 2.2: Constants to estimate the volumetric heat capacity using equations (2.9) and (2.10). The constants
are given for materials used in the presented work. Own ﬁtted values, which are based on data from the mentioned
reference, are shown for the materials marked with (∗).
Material γ or B D C Temperature Ref.
J/(m3 K2) J/(m3 K4) J K/m3 mK
Copper 97 40 < T < 1000 [27]
Aluminum(∗) 145 100 < T < 200 [28]
Stainless steel 304 3673 4.42 70 < T < 600 [26]
Sapphire(∗) 1.2 1000 [29]
2.3 Kapitza resistance between liquid helium and a solid
In 1941, P. Kapitza reported a signiﬁcant temperature drop near the boundary, when heat
was ﬂowing from a solid to liquid helium2 [30]. Therefore the thermal boundary resistance
between a solid and liquid helium is referred to as Kapitza resistance in the literature and
in this work. It turned out that the resistance exists for a heat ﬂow from the liquid to the
solid as well [12], i.e. the Kapitza resistance is independent of the heat ﬂow direction.
More than ten years later, Khalatnikov [31] proposed a theory for this phenomenon, the
so called acoustic mismatch theory, which explains the experimental results below 100 mK
rather well. This theory describes the phonon transmission at a liquid-solid interface and
shall be discussed below.
Not all incident phonons are transmitted at an interface of two materials with diﬀerent
acoustic properties, causing the thermal resistance. The transferred fraction reduces with
the phonon reﬂection at the interface and with the diﬀerence in acoustic impedance of the
two involved materials.
Referring to Figure 2.4 phonons travel with the speed of sound, i.e. with vs ≈ 3000 m/s [22]
in a typical solid and with vh ≈ 238 m/s or vh ≈ 183 m/s in liquid 4He or 3He, respec-
tively [18]. The index s refers to the solid and h to the liquid helium. In analogy to optics,
Snell's law can be applied when phonons strike the liquid-solid interface [22]
sinαh
sinαs
=
vh
vs
, (2.11)
where αh is the angle of incidence and αs is the angle of refraction, at which the phonons
cross the boundary.
Like in optics, total reﬂection of the incident phonons might occur beyond a critical angle.
2In the initial experiment the boundary was at a bronze wire thermometer. In subsequent experiments the
solid was a thin platinum ﬁlm on glass, and after that, Kapitza performed a series of experiments on the
thermal boundary resistance between copper and liquid helium [23].
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Figure 2.4: Schematics of the phonons crossing a liquid helium-solid interface according to Snell's law. Shown
are the velocities v and their vectors of phonons able to pass the boundary from the helium side. Only the phonons
within the cone having the critical solid angel αch can cross the boundary. Phonons beyond the critical cone are
totally reﬂected.
This theoretical critical angle of incidence is very small with αch ≈ 4.5 ◦ for phonons impinging
the solid from the 4He side and can be calculated using equation (2.11) with sinαs = 1
αch = arcsin
vh
vs
. (2.12)
From all the phonons hitting the interface from the helium side, only the ones coming
within a critical cone with this small angle can enter into the solid. Calculating the ratio of
the solid angle of the cone to the whole hemisphere gives a fraction of phonons able to enter
the solid. This fraction amounts to f ≈ 3 · 10−3 and is calculated by [22]
f = pi
sin2 αch
2pi
. (2.13)
But not even all phonons from this small fraction are transmitted due to the diﬀerence
of the acoustic impedances. The acoustic impedance Z is calculated for a given material by
13
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multiplying its density ρ with its sound velocity v [9]
Z = ρ v . (2.14)
The acoustic impedances are particularly grave for the liquid helium-solid interface, because
they are very diﬀerent with ρsvs ≈ 106 g/(cm2 s) for solids but ρhvh ≈ 103 g/(cm2 s) for the
liquid helium [9] having a much lower density.
The transmission coeﬃcient due to diﬀerence in acoustic impedance t for Zs  Zh is
calculated with [32]
t =
4ZhZs
(Zh + Zs)2
≈ 4Zh
Zs
=
4ρhvh
ρsvs
(2.15)
and amounts to approximately 4 · 10−3.
Only a fraction of phonons, which is the product of the non reﬂected fraction f and the
transmitted fraction due to the mismatch of acoustic impedances t
f t = 2
ρhv
3
h
ρsv3s
, (2.16)
will actually enter the solid. Only this little fraction of phonons, which is less then 10−5
contributes to transmission and therefore rather high thermal resistances for liquid helium-
solid interfaces are observed. Hence the liquid helium and the solid are rather well insulated
from each other.
With the previous explanation the transferred heat ﬂow and the Kapitza resistance can
be calculated. Having the energy density u [22, 9] of the longitudinal phonons in the liquid
at a temperature T given as
u =
pi2k4BT
4
30h¯3v3h
, (2.17)
the heat ﬂow Q˙ to a surface A can be calculated in analogy to the Stefan-Boltzmann law for
the thermal radiation [22]
Q˙ =
pi2k4Bρhvh
30h¯3ρsv3s
AT 4 , (2.18)
where kB is the Ludwig-Boltzmann constant and h¯ is the reduced Planck constant. In thermal
equilibrium exactly the same amount of energy must be transmitted from the solid into the
liquid. If, however, Th 6= Ts and the temperature diﬀerence is much smaller compared to the
absolute temperature T then the transferred heat load for a given temperature diﬀerence
∆T can be expressed as [22]
Q˙ =
dQ˙
dT
∆T =
2pi2k4Bρhvh
15h¯3ρsv3s
AT 3∆T . (2.19)
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Referring to [9] the Kapitza resistance RK is deﬁned as
RK =
∆T
Q˙
. (2.20)
The latter deﬁnition combined with equation (2.19) yields to the Kapitza resistance
RK =
15h¯3ρsv
3
s
2pi2k4Bρhvh
1
AT 3
, (2.21)
where vs is the transverse sound velocity of the solid. The essential result of equation (2.21)
is the T−3 dependence of the resistance, i.e. the Kapitza resistance increases strongly with
decreasing temperature. This limits especially the heat transfer from the heat exchanger to
the helium inside the mixing chamber of a dilution refrigerator.
The foregoing theoretical prediction of the Kapitza resistance with the acoustic mismatch
theory agrees reasonably well with most experimental data for annealed solids [33] in a
temperature range of 10 mK < T < 100 mK [22]. This holds for the absolute value of
the Kapitza resistance and as well it's temperature dependence of T−3. Diﬀerent Kapitza
resistances between liquid 4He or 3He and various solids are given in [18, 9], where references
to the original work are presented.
These compilations show without exception that the measured resistances are at least 3
times lower than predicted by the acoustic mismatch theory [23]. Above 100 mK the ex-
perimentally observed Kapitza resistance decreases signiﬁcantly compared to the theoretical
model. At 1 K the measured resistance is often as much as 2 orders of magnitude smaller.
This is not yet understood [23].
The diﬃculties of the theoretical prediction might be caused by the fact that the mea-
surements depend extremely on the samples itself and their preparation, i.e. on its material
purity, roughness, cleanliness, internal tension et cetera [33] and are therefore not consistent
for the diﬀerent authors. Because only at suﬃciently defect-free interfaces phonons are not
scattered and therefore behave according to the acoustic mismatch model. Other theoretical
models exist to account for these deviations, for instance the diﬀuse mismatch model [23]
and the attenuated mismatch model [34], which will only be brieﬂy discussed here.
A crucial assumption made in the acoustic mismatch model is that no scattering occurs
at the interface. But in reality phonons are scattered at interfacial defects. The diﬀuse
mismatch model assumes a diﬀuse scattering of all the phonons. The diﬀuse scattering
greatly decreases the Kapitza resistance at higher temperatures [23], which could be an
explanation for the lower measured Kapitza resistances. The attenuated mismatch model
predicts a lower Kapitza resistance as well. The assumption for this model is an attenuation
of phonons beyond the critical angle αch in the bulk solid near the boundary so that energy
can be transferred across the interface.
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Finally it should be mentioned, that a lot of confusion exists in using the naming "Kapitza
resistance" and "Kapitza resistivity". The diﬀerence shall be clearly pointed out. The
Kapitza resistance RK with the unit KW is already deﬁned in equation (2.20). The Kapitza
resistivity Rk is relative to the heat transferring cross section A and is due to the temperature
dependence, which can be seen in equation (2.21), relative to T 3. Thus the unit of Rk is
K4m2
W
. The transferred heat is similar to the acoustic mismatch theory, see equation (2.18),
deﬁned as [35]
Q˙ =
A
4Rk
(T 4H − T 4C) . (2.22)
where Rk is the Kapitza resistivity, TH is the temperature of the hot and TC the temperature
of the cold medium. The foregoing equation is used to derive the Kapitza resistivity by
Rk =
A
4 Q˙
(T 4H − T 4C) (2.23)
if the temperature diﬀerence is rather high compared to the absolute temperature [36].
Having small ∆T the heat load is calculated similar to equation (2.19) [35]
Q˙ =
A
Rk
T 3(TH − TC) . (2.24)
Thus the Kapitza resistivity for small ∆T is derived with
Rk =
A
Q˙
T 3(TH − TC) . (2.25)
The Kapitza resistivity is rather important and is therefore often discussed in literature.
It has theoretically and often practically a constant value in a temperature range between
10 mK and 100 mK. Therefore the Kapitza resistivity is plotted versus temperature in order
to highlight the deviation from the T−3 predicted temperature dependency.
2.4 The eﬀectiveness of sintered heat exchangers
Heat exchangers are used to transfer the applied heat to the helium in the mixing chamber.
They use sintered metal structures in order to overcome the strong inﬂuence of the Kapitza
resistance at low temperatures. A sintered structure can be understood as a "ﬁn" enlarging
the heat transferring surface, see Figure 2.5.
The heat ﬂows from the substrate of the heat exchanger to the sintered grains via the
"sintered bridges", then from the grain's surface to the liquid helium ﬁlling the sinter pores
and ﬁnally through this liquid helium towards the phase boundary between the 3He-rich and
the 3He-poor phase. The diﬀerent helium phases are described in Section 4.1. The normal
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Figure 2.5: Schematics of a sintered heat exchanger placed in the mixing chamber. The heat exchanger is
immersed in cold liquid helium. The heat load is transferred from the warm substrate of the heat exchanger
towards the cold bulk helium via the sinter and the helium ﬁlling the sinter pores.
ﬂuid 3He has a reduced thermal conductivity compared to the superﬂuid 4He.
So the heat ﬂow is limited by 3 eﬀects: The conduction resistance caused by the "sintered
bridges", the Kapitza resistance at the boundary between the sintered grains and the liquid
helium and ﬁnally the conduction resistance of the helium. One can deﬁne an eﬀectiveness
 of the sintered heat exchangers as the ratio of the Kapitza resistance to the total of the
mentioned 3 resistances
 =
RK∑3
i=1Ri
. (2.26)
A high eﬀectiveness of the heat exchanger placed inside the mixing chamber is vital for
AEGIS. The eﬀectiveness  of a heat exchanger is also deﬁned as the ratio of the actual to the
ideal energy transfer [37]. The ideally transferred energy is the amount of heat passing the
interface of the sinter grains to the liquid helium ﬁlling the sinter pores, i.e. it is determined
by the Kapitza resistivity. For this reason it is called Kapitza eﬀectiveness K in this report.
The actual energy transfer can be measured by means of the temperatures of the bulk
helium and the heat exchanger's substrate and the ideal one can be estimated with the
lowest possible Kapitza resistivity of real heat exchangers. These values can be found for
example in [38] for copper heat exchangers. The theoretical Kapitza resistivity of the acoustic
mismatch theory does not agree well for sintered heat exchangers [9] and is not used. Hence,
according to equation (2.22) the eﬀectiveness is given as
K(T ) =
Q˙meas(T )
A
4Rk
(T 4H − T 4C)
, (2.27)
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with Q˙meas the measured or actual transferred heat, A the heat transferring surface, the
temperatures TH of the hot heat exchanger and TC of the cold helium at the phase boundary
and Rk the Kapitza resistivity between copper and helium.
The eﬀectiveness is thus inﬂuenced by the heat transferring surface, which depends on the
height of the sinter and its pores. Furthermore the pores' cross section is a vital parameter
of the sinter, mainly inﬂuenced by the grain size of the sinter. Unfortunately the powders
are likely to be inhomogeneous, having a range of grain sizes and diﬀerent non spherical
geometries. The average grain size is often determined by the volumetric Brunauer Emmett
Teller (BET) gas adsorption technique [39]. Another method is the determination depending
on the pressure drop of a gas ﬂow passing the sinter. With this method an average grain size
or hydraulic diameter of d = 18 µm was found for the copper powder used for the presented
work [40]. The copper powder is speciﬁed in Section 3.3.
The heat exchanger surface A can be estimated with the known grain size d. It is the
number of grains multiplied with their surface Agrain. Expressing the number of grains with
the solid volume of the sinter Vsolid divided by the volume of one grain Vgrain, it follows
A =
Vsolid
Vgrain
Agrain with (2.28)
Vsolid = V (1− ψ) , (2.29)
where ψ is the porosity of the sinter. The porosity is the volumetric fraction of the pores in
the total sinter volume. The surface of a sintered heat exchanger can be calculated with
A =
6V (1− ψ)
d
. (2.30)
using equation (2.29) in equation (2.28). This surface is not necessarily the eﬀective heat
exchanging surface. It is rather the maximum available surface of the sintered structure.
The heat exchanging materials have naturally a limited heat conduction. The heat con-
ductivities, in our case sintered copper and helium, diﬀer strongly [41]. Thus a characteristic
criterion to determine the eﬀective sinter height is necessary.
The thermal penetration depth
The characteristic pore depth for an eﬀective heat exchanger is called the thermal penetration
depth ξ. The concept of the thermal penetration depth was reﬁned by Krusius et al. [42].
They performed measurements at temperatures below 10 mK with a copper heat exchanger
immersed in 3He. A much smaller thermal conductivity of the sintered copper compared
to the helium was assumed. Hence the sinter's conductivity and the Kapitza resistance are
the only limits of the heat transfer. Assuming a constant helium temperature in the sinter
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pores and the bulk and using the energy balance at the surface of the sinter, the thermal
penetration depth ξ could be derived.
A similar idea is used by Niinikoski [38] for temperatures greater than 50 mK and more
recent by Cousins et al. [41] for the temperature range between 5 mK and 150 mK. Contrary
to Krusius et al. they neglect the conduction resistance in the copper or silver sinter and
assume the helium conductivity and the Kapitza Resistance limit the heat transfer only.
This assumption shall be proved for temperatures relevant for this work.
Only very few thermal conductivity data of sintered metals can be found in the literature,
for instance in [43]. These data are for very speciﬁc sinter geometries and temperatures and
cannot be applied in our case. So the bulk conductivity of copper serves as an approximation.
This is a very rough estimation, since the thermal conductivity of the copper is limited by
the "sintered bridges". The thermal conductivities at 30 mK are 3 W
m K
and 0.02 W
m K
for
bulk copper and helium, respectively. The value for copper is listed in Table 2.1. The
conductivities of pure 3He, 4He and helium mixtures are roughly the same at 30 mK and are
taken from [22], see as well Figure 2.1. Thus it is assumed, that the conduction resistance of
the copper sinter can be neglected. The heat Q˙K , which is transferred at the sinter surface,
must be conducted through the helium in the pores
Q˙K = Q˙λ(He) . (2.31)
Using equation (2.22) and expressing the conducted heat in the helium with its thermal
conductivity, one derives
A
4Rk
(T 4H − T 4C) =
λ
ξ
AHe(TH − TC) , (2.32)
with the thermal conductivity of helium λ and the thermal penetration depth ξ. The cross
section for helium conduction in the sinter AHe is the volume of the pores divided by the
penetration depth
AHe =
V ψ
ξ
. (2.33)
The sinter volume V can be described with equation (2.30). Equation (2.32) can be trans-
formed, assuming small temperature diﬀerences
A
Rk
T 3 ∆T =
λ
ξ
Aψ d
ξ 6(1− ψ)∆T . (2.34)
Finally the equation of the thermal penetration depth can be written as
ξ =
√
λRk
T 3
ψ d
6(1− ψ) . (2.35)
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Heat exchangers having a sinter height similar to the thermal penetration depth work eﬀec-
tively, because the heat transferred at the total sinter grain surface to the helium is equal to
the heat conducted by the helium ﬁlling the sinter pores. In case of a greater sinter height
the temperature of the heat exchanger and of the helium trapped in the pores would rise.
Heat exchangers with a sinter height smaller than the penetration depth, would be more
eﬀective, of course. But on the other hand, the heat transferring surface would be reduced.
Commonly used sinter heights are 2 mm [9] at most.
2.5 Thermal boundary resistance of solid-solid
interfaces
In 1959 the acoustic mismatch model was extended to solid-solid boundaries. This stimulated
its experimental investigation [44]. The experimental work for this theory shows that, in
contrast to the Kapitza resistance, the thermal boundary resistance between solids is often
much higher than calculated from the acoustic mismatch [23]. The major reason is often the
quality of the contact surfaces.
When two solids touch each other, then the actual contact area is often very small because
of microscopic irregularities or the roughness in the larger scale. Thus only some high peaks
of the opposing surfaces touch each other. For pressed metal-metal joints contact areas of
only 10−6 of the nominal area have been observed [9]. In this case the actual contact area can
be considerably increased by applying a force. Hence the pressure is magniﬁed at the peaks
which undergo plastic deformation. More contacts, i.e. larger contact surfaces, develop until
the pressure is just below the yield strength of the material. Consequently the contact area
and the thermal conductance are proportional to the applied force with which the pieces are
pressed together [18]. The disadvantage is the deformation of the lattice and subsequently
a reduction of the bulk conductivity.
Pressure independent procedures in order to increase the actual contact area are solder-
ing [45], the use of epoxy [36], varnish or grease [46]. These contacts are, as normally
expected for thermal contact conductivity, depending on the contact area. Broad overviews
of solder, varnish, grease and pressure joints are given in [25, 47]. Electrically insulating
pressure joints are discussed in [48].
Due to the technical requirements of AEGIS, the experimental environment or the fragility
of the involved components, like electronics or glued feedthroughs, pressure joints are exclu-
sively used to thermalize the electrodes at the mixing chamber in the experimental setup.
These copper-copper and copper-sapphire pressure joints can additionally be improved with
a soft and ductile metal like indium, which is still pliable at low temperature.
If the force is rather high, resulting in a joining pressure higher than the yield strength of
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indium3, the thermal conductance of the joint can be signiﬁcantly increased by placing a thin
foil of indium between the parts bolted together [25]. The foil thickness is recommended
to be between 0.05 mm and 0.1 mm [25]. If the force results in a joint pressure higher
than the yield strength the indium starts creeping and the thermal conductance scales with
the contact area. For forces resulting in pressures below the yield strength the thermal
conductance scales rather with force. However, this is only true for high temperatures.
Measurements at low temperatures of about 1.5 K already showed a reduction in thermal
conductance for low forces, resulting in pressures well below the indium's yield strength [49].
This observation is rather important for the presented work and shall be discussed.
L.J. Salerno et al. [49] measured the thermal conductance of metal-metal contacts with
a 0.13 mm thin indium foil sandwiched in between diﬀerent metals. Data were taken for
diﬀerent heat loads and diﬀerent sandwich pressing forces in the temperature range from
1.6 K up to 6 K. The copper contact surfaces were carefully lapped to 0.8 µm and had a
diameter of 10.2 mm. The applied pressing procedure is very important. The pressing forces,
resulting in pressures between 0.3 MPa (22 N) and 8.2 MPa (670 N), were applied at room
temperature to press the sandwiches. The cool down and the measurements were performed
with a lower pressure of 0.3 MPa. Hence, only for some samples the conditions for creeping
of the entire indium were met. The results of [49] are shown in Figure 2.6.
Figure 2.6: Thermal conductance for diﬀerent
joint forces versus temperature of pressed copper
contacts improved with a sandwiched indium foil.
The forces are: A, 22 N; B, 44 N; C, 112 N; D,
224 N; E, 336 N; F, 448 N; G, 560 N; H, 670 N.
The diagram is taken from [49].
Figure 2.7: Thermal conductance for a joint force
of 670 N versus temperature of diﬀerent pressed
copper contacts. The contacts are A, uncoated; B,
Au-plated; C, Au-washer; D, In-foil; E, Apiezon R©N.
The diagram is taken from [49].
Figure 2.6 shows a reduced inﬂuence of force on the thermal contact conductance at low
temperatures. This means indium augmented contacts turn to force independent contacts
towards low temperatures and thus scale with the cross sectional area rather than with the
3The yield strength of indium is equal or greater 1 MPa [25] and depends on the duration of force application
as described in Section 3.1.
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applied force. This might hold even for resulting joint pressures below the indium's yield
strength.
Further Salerno et al. proved that the addition of indium foil dramatically improves
the contact conductance of all investigated metal-metal connections. This improvement is
depicted in Figure 2.7, where the improvement scales with the diﬀerence between curve A and
D. Curve A relates to an uncoated copper contact and D to an indium coated copper contact.
The improvement by Apiezon R©N4, which is higher than by indium is rather interesting as
well. This might be caused by a very thin Apiezon R©N layer. However, a stronger decrease of
conductance towards low temperatures can be seen compared to indium. Important is that
the high forces for Apiezon R©N contacts needed to be maintained to prevent the loosening of
contact, because Apiezon R©N becomes rigid at cryogenic temperatures [49].
The contact resistance of the pressure joints is extremely sensitive to the surface defects.
The surface cleanliness is a further important criterion. If surface impurities, e.g. oxides or
grease, form a layer which is thin compared to the wavelength of the dominant heat carriers,
the thermal boundary resistance can be expected to be proportional to T−1 for metals and
to T−3 for dielectrics. For dirty or oxidized metal surfaces the passage of electrons can
be strongly reduced. If the cleanliness allows only phonons to pass metal-metal contacts,
then the theoretical boundary resistance has a temperature dependency of T−2 [18]. The
mentioned theoretical temperature dependencies could be experimentally proved.
Metal-dielectric interfaces
The contact resistance for a metal-dielectric interface can be explained by means of the
acoustic mismatch theory, which was already described in Section 2.3. According to this
theory the thermal boundary resistance is caused by reﬂection of thermal phonons impinging
beyond the critical cone and no phonon scattering is assumed. The thermal boundary
resistance has its minimum according to the theory for interfaces of identical materials and
increases by about a factor of 3 for interfaces of strongly dissimilar solids. But for metal-
dielectric interfaces the acoustic mismatch theory seems to be too simpliﬁed since it does not
account for the inﬂuence of electrons. It is not yet understood how the conduction electrons
contribute to the energy transfer across the boundary [12]. The electrons in the metal may
attenuate phonons [23] due to scattering which of course changes the critical cone and thus
the mismatch of phonons. This would contribute to the heat transfer only if this attenuation
occurs in the material with the higher acoustic impedance. Thus the Kapitza resistance
to a metal could be reduced, but the boundary resistance could increase for instance for a
copper-sapphire surface.
However, for the case of very good metal-dielectric contacts an extremely good agreement
4M&I Materials Ltd, UK
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with the acoustic mismatch theory was observed by several researchers. For instance mea-
surements on sandwiches of ﬂat copper plates, glued together with epoxy, showed at 100 mK
a very good agreement with the acoustic mismatch theory [36]. Additionally the thermal
boundary resistance between a rhodium-iron ﬁlm and polished sapphire was measured [23].
In this work special care was taken during the sample preparation. The sapphire was an-
nealed after polishing. The rhodium-iron ﬁlm was then sputter deposited onto the sapphire,
which was kept at a high temperature to anneal the metal ﬁlm. The results showed as well a
very close agreement with the acoustic mismatch theory. Already at elevated temperatures
between 1 and 5 K the measured resistivity was observed to be constant. Thus the thermal
boundary resistivity in analogy to equation (2.23) depends linearly on T−3.
The conclusion for the mentioned measurements is, that for some cases of very well per-
formed metal-dielectric contacts, the thermal boundary resistance behaves exactly as pre-
dicted by the acoustic mismatch theory. This is true for rare phonon surface scattering,
which should be negligible at well-prepared smooth interfaces for low dominant phonon fre-
quencies of ν < 100 GHz [23]. These frequencies correspond to temperatures below 1 K and
long phonon wavelengths as depicted in Figure 2.2. At temperatures beyond 1 K strong
scattering might occur, since the probability of scattering increases with increasing phonon
frequency, in analogy to light. But again this holds only if the contact between the metal and
the dielectric is good. As already described the use of indium reduces the contact resistance
towards lowest temperatures. Therefore it is often used to improve the contacts to dielectrics
like sapphire.
Interfaces between indium and sapphire were studied by several authors [50, 51, 52, 12].
They ﬁrst coated the sapphire with either vapor deposition or ultrasonic soldering and then
vacuum casted an indium rod or another indium-coated sapphire rod to it [12]. The per-
formed steady-state measurements covered temperatures in the range from 0.4 K up to 6 K
and showed thermal boundary resistances higher then the value5 predicted by the acoustic
mismatch theory by about 30 % up to 300 %.
In the latter case the indium was vapor deposited onto a rough sapphire surface [50] with
an unknown roughness. A boundary resistivity of 63 cm2K4/W at 0.4 K and a tempera-
ture dependence of T−2.7 between 0.4 K and 1.2 K was observed6. The thermal boundary
resistivity for superconducting indium was even greater.
Lowest resistivities were achieved by ultrasonic soldering the indium to polished sap-
phire [51]. This soft soldering method uses high frequency acoustic vibrations to ﬁrst clean
the indium from oxide layers at its surface, so that the molten indium can properly wet
the sapphire surface. The ultrasonic soldering iron generates a high pressure with which
5The thermal boundary resistance of a sapphire-indium interface is 20.4 cm2K4/W given by [23] and 19.5
or 22.4 cm2K4/W given by [12], depending on the diﬀerent transversal sound velocities of indium. Only
the sapphire can be considered to be isotropic.
6This temperature dependence of the thermal boundary resistance is an own ﬁt for the data of [50].
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the liquid solder is forced into the sapphire's surface irregularities. With this method very
low resistivities of about 27 cm2K4/W at 1.1 K with a temperature dependency of about
T−2.78 to T−2.88 between 1.1 K and 2.1 K were measured. The diﬀerence in resistivity for
normalconducting and superconducting indium was only very minor.
Ultrasonic soldered interfaces were investigated by Schmidt and Umlauf [12] as well. But
the sapphire was found to be strongly ﬁssured where the indium entered. Therefore it was
not recommended to use the ultrasonic soldering but rather vapor deposition of indium
onto sapphire, since it results in smooth boundaries. They measured the thermal boundary
resistivity for superconducting and normalconducting indium deposited either onto rough or
polished sapphire rods. The resulting thermal boundary resistivities of these measurements
are shown in Figure 2.8.
Figure 2.8: Depicted are the thermal boundary resistivities versus temperature for sapphire interfaces vapor
deposited with indium. Measurements were performed for the superconducting and the normalconducting state
of indium, which are represented by the ﬁlled and the empty marker, respectively. A magnetic ﬂux density of
about 30 mT used to drive the indium normal was applied perpendicular to the boundaries for samples A and C,
and parallel for sample B. Sample A had an optically polished sapphire surface, sample B a rough sapphire surface
with a roughness of 7 µm and C represents the arithmetically averaged resistivity of a sapphire-indium-sapphire
sandwich with polished sapphire surfaces. The direction of the heat ﬂow is indicated, the phonons cross the
indium-sapphire boundary or the sapphire-indium boundary represented by the round or the triangular marker,
respectively. The two sandwich boundaries are referred to as boundary1 and boundary2. The diagram is taken
from [12].
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Some important conclusions can be derived from the latter ﬁgure.
• At low temperatures the absolute value of the thermal boundary resistance of the rough
sapphire samples and normalconducting indium agrees rather well with the acoustic
mismatch theory. Thus the indium vapor deposition and subsequent pressing on of
indium yields good contacts.
• The thermal boundary resistance depends on T−n with 2 < n ≤ 3. In case of super-
conducting indium n equals 3, as predicted by the acoustic mismatch theory, already
below approximately 2 K. This dependency is not achieved for the normalconducting
indium, where n is smaller than 2.
• Slightly lower boundary resistances are achieved with indium in the normalconducting
state. This even holds, for the very thin indium layer of the sample *C with a thickness
of only 38 µm, i.e. an electronic contribution is visible. But the diﬀerence could not
be explained by the change in thermal conductivity of the indium only. Therefore an
interaction with the conduction electrons was proposed, which reduces the thermal
boundary resistance [12].
• The usage of rough sapphire surfaces instead of optically polished surfaces might result
in a reduced thermal boundary resistance. This reduction was qualitatively explained
by the researches. The resistance is reduced with increasing surface roughness due to
the increased microscopic surface in the case the dominant phonon wavelength is equal
or smaller compared to the mean amplitude of the surface roughness.
• The thermal boundary resistance of an indium-sapphire interface is independent of the
phonon direction, as expected from the acoustic mismatch theory.
So far only single interfaces are discussed in detail. However, in many practical applications
a series of metal-dielectric interfaces are applied and shall therefore be discussed.
Metal-dielectric interfaces in series
As already mentioned, Schmidt and Umlauf [12] investigated a sandwich made of two pol-
ished sapphires with indium in between. Indium was vapor deposited onto the two sapphires,
which were subsequently pressed together under vacuum at a temperature above the melting
temperature. A thin intermediary indium layer of 38 µm thickness was achieved with this
method. Thus a sandwich with a thermal total resistance RTOT consisting of two thermal
boundary resistances RTB was measured. In order to derive the thermal boundary resistance,
the thermal total resistance was just simply divided by 2 due to the two existing boundary
resistances [12], thus RTOT = 2RTB. This simple approach is not always applicable, depend-
ing on the phonon scattering in the intermediate layer. For a phonon mean free path l, which
is long compared to the thickness d of the intermediate layer, less total resistance than the
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total of the two individual boundary resistances is expected [53], thus RTOT < 2RTB. The
thermal total resistance of two boundaries can be calculated using the equation of [12]
RTOT = 2(1− Γ)RTB . (2.36)
where Γ is the integrated transmission probability and RTB is the thermal boundary resis-
tance.
Equation (2.36) was investigated by measuring the thermal total resistance due to two
boundaries of a foil made of superconducting material. In the superconducting state a
signiﬁcantly lower thermal total resistance compared to the normalconducting state was ob-
served [53]. This is probably due to mean free path eﬀects, since the thermal boundary
resistance is often found to be higher in the superconducting than in the normalconducting
state [53, 12]. The phonon mean free path in superconducting state is generally several or-
ders of magnitude larger compared to the normalconducting state [12] and thus often large
compared to the intermediate layer. Therewith the phonon scattering within the interme-
diate layer can be neglected and the major resistance of the phonons is at the boundaries.
This holds not only for metals being in the superconducting state, but also for other clean
mono-crystalline materials like for instance sapphire and even glued sandwiches at very low
temperatures, where the phonon mean free path is larger than the thickness of the thin
epoxy layer [36].
Equation (2.36) with the integrated transmission probability Γ shall be discussed further.
The integrated transmission probability varies between 0 and 0.5 according to [12]. It seems
the two extrema describe the cases l → 0 and l → ∞ which yields RTOT = 2RTB and
RTOT = RTB respectively, considering a ﬁnite thickness of the intermediate layer. This
would lead to the assumption that for ideal contacts and smooth surfaces the thermal total
resistance consists of one thermal boundary resistance only, considering that the phonons
are not scattered within the intermediate layer between the two metal-dielectric interfaces
in series.
The measurements with an intermediate sandwiched metal layer, being either in normal-
conducting or superconducting state, and the measurements with a thin glued epoxy layer
proved that the thermal total resistance depends strongly amongst others on the phonon
scattering in the intermediate layer. However, it is unknown, how the total resistance of an
indium-sapphire-indium sandwich is inﬂuenced by the phonon scattering in the intermediate
layer. This needs to be investigated for the Sandwich design.
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2.6 Thermal diﬀusivity
The thermal diﬀusivity is a measure of the propagation speed, with which a temperature
disturbance at one point in a bulk material travels to another point. It is therefore a measure
to evaluate the dynamic behavior of the heat conduction in a solid. The thermal diﬀusivity
is a material property, calculated by dividing the thermal conductivity λ by the bulk density
ρ and the speciﬁc heat capacity c [25]
a =
λ
ρ c
. (2.37)
The product of the heat capacity and the bulk density is nothing else than the volumetric
heat capacity.
The thermal diﬀusivity for some cryogenic materials, in the temperature range from 4 K
to room temperature, are depicted in Figure 2.9. The thermal diﬀusivity of most materials
Figure 2.9: Thermal diﬀusivity versus temperature for various materials. The diagram is taken from [25]. This
book provides references to the original literature.
strongly increases with reducing temperature. It is especially high for materials having
high purity and low lattice imperfections. For such materials the thermal diﬀusivity is
rather independent of the used heat carriers, i.e. the values for metals and dielectrics are
27
2 Heat conduction in solids, liquids and across interfaces at low temperatures
similar. However, due to the dependency on the thermal conductivity and the volumetric
heat capacity, the thermal diﬀusivity can not be the same for all the materials.
The thermal diﬀusivity is generally constant in the investigated temperature range for
pure metals and dielectrics, since it is depending on the thermal conductivity and on the
speciﬁc heat capacity. Both material properties show, according to the theory, the same
temperature dependence, either T 3 in case of heat transport by phonons or T 1 in case of
heat transport dominated by electrons below 1 K [25].
The thermal diﬀusivity for some relevant materials is shown in Table 2.3 for the investi-
gated temperature range. It is calculated with equation (2.37) using the values of Table 2.1
and Table 2.2 for the thermal conductivity and the volumetric speciﬁc heat, respectively.
The thermal diﬀusivity of copper, aluminum and stainless steel type 304 are compared in
more detail in Section 3.4.
Table 2.3: Calculated thermal diﬀusivity a of some selected materials using equation (2.37). The values of the
thermal conductivity and the volumetric speciﬁc heat are summarized in Tables 2.1 and 2.2.
Material Therm. diﬀusivity Temperature
(m2/s) (mK)
Copper 1.0 40 < T < 200
Aluminum 0.7 100 < T < 200
Stainless steel type 304 20 · 10−6 100
Sapphire 1.5 1000
The heat propagation in a material can be measured with diﬀerent methods. Most com-
mon are the investigations of sinusoidal heat waves or single heat pulses [54]. The propaga-
tion of sinusoidal temperature waves was pioneered by Howling et al. [55]. Both methods
are convenient, since rather simple analytical equations can be derived from Fourier's law.
Fourier's law for the temperature ﬁeld can be written, assuming the heat propagation in a
one-dimensional homogeneous "rod" with neither heat sources nor heat sinks [13]
∂T
∂t
= a
∂2T
∂x2
, (2.38)
with the temperature T , the time t, the length x and the thermal diﬀusivity a. In the case
that a sinusoidal heat wave is applied at one end of the semi-inﬁnite rod, the temperature
wave propagating along the rod is as well sinusoidal with a periodic time equal to the exiting
heat wave. Depending on the thermal diﬀusivity the propagating wave is attenuated and
time delayed. The time delay increases with propagation, see Figure 2.10.
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Figure 2.10: Depicted is a one-dimensional, semi-inﬁnite rod, which is periodically heated at x = 0. The resulting
temperature T (x = 0) is sinusoidal. The propagating sinusoidal temperature wave is time delayed by ∆t and the
temperature amplitude is attenuated by ∆A with increasing distance x.
The time delay ∆t is calculated with [13]
∆t =
x
2
√
τ
pia
, (2.39)
where x is the distance to the surface where the temperature wave started to propagate and
τ is the periodic time. The time delay is the time needed by the wave propagating from
the surface to an arbitrary distance. It is increased by a longer periodic time and a smaller
thermal diﬀusivity. The material's thermal diﬀusivity can be calculated for a sinusoidal
oscillation using equation (2.39) of the time delay
a =
x2
4pi
τ
∆t2
. (2.40)
Thermal diﬀusivity of a sandwich
As mentioned, the thermal diﬀusivity is a material property, i.e. the concerning theory can
be applied for a bulk material only. The question need to be answered: Can the thermal
diﬀusivity be applied for a sandwich as well?
A sandwich, consisting of several material layers having diﬀerent thermal diﬀusivity, shall
be assumed. The speed of heat propagation diﬀers from layer to layer for such a sandwich.
In order to estimate the time delay of the heat propagation at the sandwich's extremity,
see equation (2.39), an average propagation speed, i.e. an average thermal diﬀusivity can
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be used. The average thermal diﬀusivity shall be calculated relative to the thickness of the
material layers. However, the latter only holds, assuming that there is no thermal contact
resistance between the layers. But this is generally not true at low temperatures.
Accounting for the thermal boundary resistance is not as simple as accounting for the
diﬀerent thermal diﬀusivity of the material layers. An equivalent thermal diﬀusivity for a
boundary, analogue to equation (2.37), can not be derived, since there is no thermal capacity
of the boundary. However, it should be possible to presume an average thermal diﬀusivity
a∗ for the total sandwich. This average thermal diﬀusivity, see equation (2.37), can be
calculated with an average thermal conductivity λ¯, which accounts for all resistances in
series
xTOT
λ¯ A
= RTOT =
∑
i
Rλ,i +
∑
j
RTB,j , (2.41)
where xTOT is the total thickness of the sandwich (in direction of the heat propagation), A is
the cross sectional area, RTOT is the thermal total resistance, Rλ,i is the thermal conduction
resistance of layer i and RTB,j is the thermal boundary resistance of boundary j. The thermal
conduction resistance of layer i is calculated by
Rλ,i =
xi
λiA
, (2.42)
where xi is the layer thickness and λi is it's heat conductivity. Using the latter equation in
equation (2.41) the average thermal conductivity can be written as
λ¯ =
(∑
i
xi
xTOT
1
λi
+
A
xTOT
∑
j
RTB,j
)−1
. (2.43)
The ﬁrst term in the latter equation can be neglected, if the thermal conduction resistance
is much smaller compared to the boundary resistances. This is generally the case at ultra
low temperatures for small xi. The average volumetric heat capacity ρc of the sandwich can
be estimated by the contribution of the material layers
ρc =
∑
i
xi
xTOT
ρci . (2.44)
Finally the average thermal diﬀusivity of a sandwich, considering thermal boundary resis-
tances and neglecting thermal conduction resistances, can be calculated, using the equa-
tions (2.43) and (2.44) in equation (2.37). It follows
a∗ =
(
A
xTOT
∑
j
RTB,j ·
∑
i
xi
xTOT
ρci
)−1
. (2.45)
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cooling
Two diﬀerent designs to cool the electrodes of the Penning trap are described in this chap-
ter, the so called Rod design and the Sandwich design. The major diﬀerence between the
designs is the mechanism of heat transfer. The two mechanisms are based on free electrons
or phonons. They have been described already in Section 2.5. The heat transfer of the
Rod design is dominated by electrons, but also phonons are present, whereas the heat is
transferred over the Sandwich by phonons only. The two designs, integrated in the mixing
chamber lid of a dilution refrigerator are shown in Figure 3.1.
Figure 3.1: Drawing of the test setup with the Sandwich design and the Rod design.
31
3 Design options for the electrode cooling
3.1 Sandwich design
The Sandwich uses a sandwiched layer with convenient thermal and electrical properties.
This material needs to be a dielectric for electrical insulation with only little lattice imper-
fections, on which phonons could be scattered, in order to guarantee a good heat transport.
For this purpose a monocrystalline sapphire plate is selected, which is pressed between the
electrode and the mixing chamber lid. The electrode is thus electrically insulated with re-
spect to the mixing chamber lid. This is advantageous because only the electrodes carry
high voltages, which minimizes the amount of metallic material to be charged. Accordingly
charging times, charging losses and Joule heating can be minimized. Furthermore all me-
chanical components of the mixing chamber as well as the helium inside the mixing chamber
are at electrical ground potential, which makes a further electrical insulation unnecessary.
Sapphire plates
Diﬀerent sapphire plates are investigated. An overview of the variety of the measured Sand-
wich samples is given in Table 3.1.
Table 3.1: Overview of the measured Sandwich samples.
Sample Sapphire dimension Sapphire roughness Indium thickness
(mm x mm) Ra (nm) (µm)
*A  20 x 1.5 2.6 (polished) 250 (foil)
*B  20 x 1.5 370 (rough) 250 (foil)
*C  20 x 1.5 2.6 (polished) 125 (foil), 3 (deposited)
*D  20 x 1.5 370 (rough) 125 (foil), 3 (deposited)
According to the manufacturer1 the mounted sapphire plates have a purity of 99.99 % and
feature either rough or polished surfaces. The polished sapphires show an average surface
roughness of about 2.6 nm on both sides. This roughness is only 1% compared to the photon
wavelength of the visible light, ranging between 380 nm and 780 nm. Therefore this sapphire
is often referred to as optically polished.
Rough sapphire plates are also investigated to take advantage of an increased microscopic
heat transferring surface. The rough surfaces are created by the cutting tool, when the plates
are cut oﬀ from the synthetic monocrystalline sapphire rod. Some grooves resulting from the
cutting process are in the order of several µm and thus visible to the naked eye. Polishing
or another ﬁnishing is not applied to the rough surfaces.
1supplied by AB saphir [56]
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The surface roughness is investigated with vertical scanning interferometry. With this
optical diagnostic technique it is possible to measure the average surface roughness Ra with
a sampling rate of 1.63 µm. The average roughness is estimated from approx. 350,000 and
1,850,000 measured points for the polished and the rough surfaces, respectively. The results
can be seen in Figure 3.2.
Figure 3.2: The optically measured surface roughness of polished (left) and rough (right) sapphire surfaces. The
used diagnostic technique is the vertical scanning interferometry.
Indium layer
The sapphire is covered on both sides with indium in order to increase the thermal contact
conductances of the Sandwich. This was already discussed in Section 2.5.
The properties of the used indium layers are summarized in Table 3.1. All four Sandwich
samples applied indium foils2 of either 250 µm (samples *A and *B) or 125 µm (samples *C
and *D) thickness, having a purity of 99.99 %.
In case *C and *D a very thin indium layer is deposited on both sides of the sapphire
plates by Physical Vapor Deposition (PVD). For this process the sapphire samples are placed
in a high vacuum above a source of very pure indium (99.9999 %) as target anode, see
Figure 3.3. The indium is bombarded with electrons from a charged tungsten ﬁlament (also
called electron gun). The electron beam evaporates the indium. These liberated atoms
radiate in the half space and deposite on the sapphire. Consequently a thin indium layer is
deposited on one side of the sapphire plates.
A crystal oscillator is used to control the growth of the indium layer during the deposition
process to roughly 2 nm/s. The ﬁnal thickness of the indium layer is measured with the
crystal oscillator to approximately 2 µm. This technique measures the indium amount de-
posited onto a crystal, but does not allow a direct measurement of the indium thickness on
the sample. Therefore the vertical scanning interferometry is applied, with which a proﬁle at
2supplied by SCB Service and Consulting Cornelia Budzylek [57]
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Figure 3.3: Arrangement for the physical vapor deposition of indium onto sapphire samples.
the edge of the indium layer is measured. The indium thickness results from the measured
diﬀerence in height between the indium surface and the uncoated sapphire surface. The
indium layer is checked at three diﬀerent locations. The results show only minor diﬀerences.
An average indium thickness of roughly 3 µm covering the sapphire surface could be derived
from the measurements, see Figure 3.4.
Figure 3.4: Results of the vertical scanning interferometry. The left ﬁgure shows the location of the measured
path between uncoated sapphire (white triangular marker) and indium covered sapphire (black marker). The
measured height-proﬁle is shown on the right.
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Mounting procedure of the Sandwich
The indium covered sapphire Sandwich is clamped for several days at room temperature.
During this time period the joint pressure is greater than the yield strength of indium. This
allows not only the creeping of indium but also the wetting of the sapphire surface with
indium, what is often called cold welding. The clamping process lasts several days, since
both the adhesion of indium to other materials and the yield strength depend strongly on
the time of applying a force [58]. The room temperature yield strength of indium reduces
with clamping time roughly from 3 MPa at the start of the clamping process to 1 MPa after
some days [58]. In [25] the yield strength for pure indium is as well given as ≥ 1 MPa. This
means in the case that the indium can creep freely, the applied pressure would diminish over
time from its starting value to the value of the yield strength, which is approximately 1 MPa.
Figure 3.5: Sandwich integrated in the test setup. Figure 3.6: Mockup in order to estimate the
clamping force of the Sandwich, the indium creep-
ing and the sapphire wetting with indium.
During the mounting all Sandwich samples are clamped with approximately 8 MPa at
room temperature. The pressure is thus much higher than the indium's yield strength by
at least a factor of 2.5. This high pressure does not change much over time, possibly due
to friction processes in the bulk indium and at its interfaces. The clamping force is checked
several times per day. In order to compensate for a possible pressure reduction due to indium
creeping after the ﬁnal mounting process, Belleville spring washers made of beryllium copper
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are used. The Sandwich is not accessible after the mounting and the clamping force might
change. The Belleville spring washers also maintain a pressing force at cold temperatures
and keep the Sandwich parts in place. Nevertheless the absolute value of the pressing force
seems to be less important, as already discussed.
The pressing force is applied with the help of four threaded brass bolts of M5 type, which
are screwed in the mixing chamber lid, see Figure 3.5. One brass nut and two Belleville spring
washers are used per bolt. The clamping force applied to the Sandwich at room temperature
is estimated with a separate mockup using spiral springs with known spring constants, see
Figure 3.6. The displacement of the springs, i.e. the pressing force, is measured versus
bolting torque.
With the same mockup, the adhesion of indium foil to the sapphire is tested at room
temperature, as a function of the cleaning procedure, the pressing force and the temperature.
Very good adhesion could be observed for copper surfaces, deoxidized with Scotch-BriteTM 3.
Scotch-BriteTM should however, not be used to clean the oxidized indium, because it's nylon
mesh is impregnated with an aluminum oxide abrasive, which penetrates in the ductile
indium during cleaning. Another deoxidation procedure, for instance with hydrochloric
acid, could be considered. After deoxidation a careful cleaning of the indium and sapphire
surfaces, for example by ﬁrst degreasing with acetone and then cleaning with isopropanol,
is mandatory.
Improved adhesion is observed for increased clamping forces. In Figure 3.7 the view
through the sapphire after clamping is shown. An improved contact region (dark color) is
visible for the high clamping force. For high clamping forces, resulting in pressures ≥ 3 MPa,
good cold weldings of indium to the copper and to the sapphire are established, see Figure 3.8.
A Sandwich sample, heated to 100 ◦C, shows the best adhesion. However, high temperatures
cannot be applied in the test setup nor in the ﬁnal setup, since temperature sensors, wire
feedthroughs and other sensitive equipment would be harmed.
Figure 3.7: Adhesion of indium to polished sapphire
for clamping pressures of 1.3 MPa (left) and 3.1 MPa
(right). The view through the sapphire is shown.
Figure 3.8: A compact Sandwich is achieved by cold
welding.
3produced by 3M [59]
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Parasitic heat load
Figure 3.5 shows the rather complex clamping arrangement designed to avoid a major par-
asitic heat ﬂow bypassing the Sandwich, which could inﬂuence the precise measurements.
The clamping arrangement is thermally insulated by twenty G10 plates4. The large number
of thermal boundary resistances and the low heat conductivity of the dielectric G10 reduces
the heat leak eﬃciently.
The parasitic heat ﬂow transferred across twenty G10 plates is estimated by taking the
bulk heat resistance Rλ of G10 and the thermal boundary resistance Rκ of the pressed G10
interfaces. The following equations are used:
Rλ = n
l
λA
, (3.1)
Rκ = (n+ 1)
1
κ
, (3.2)
with n the number of plates, l the plate thickness, λ the bulk thermal conductivity, A the heat
transferring cross section and κ the thermal contact conductance. The thermal conductivity
of G10 is estimated using the thermal conductivity integral between the maximum occurring
electrode temperature of 150 mK and the minimum mixing chamber lid temperature of
30 mK. Rλ of 0.01 K/µW is derived with the extrapolated values for the thermal conductivity
shown in Table 2.1.
The thermal contact conductance increases approximately linearly with force and can be
estimated with the equation for pressed solid-solid interfaces below 4.2 K [25]:
κ = κ(445 N, 4.2 K)
F
445 N
(
T
4.2 K
)C
(3.3)
with κ the thermal contact conductance in W/K at temperature T , κ(445 N, 4.2 K) the conduc-
tance at 4.2 K with 445 N clamping force, F the actual applied force and constant C. This
constant ranges from 1 to 3 depending on the dominant heat carriers. Since phonons transfer
the heat across the stack of G10 plates, C = 3 is deﬁned. A thermal contact conductance
of κ = 40 nW/K is yielded, taking κ(445 N, 4.2 K) = 7 · 10−4 W/K for sapphire from [25], the
used Sandwich pressing force of F = 2500 N and the arithmetic mean temperature5, which
is calculated with the maximum occurring electrode temperature of 150 mK and a mixing
chamber lid temperature of T = 90 mK. Now using this derived value for κ in equation (3.2)
a contact resistance of Rκ = 520 K/µW is estimated.
Hence the thermal resistance caused by the interfaces of the G10 stack is four orders
4ﬁberglass with epoxy resin of 0.2 mm thickness
5Using the arithmetic mean of the temperature is a pessimistic estimation, since most of the G10 plates in
the stack have a temperature close to that of the mixing chamber lid due to the good thermal insulation.
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of magnitude higher compared to the resistance of the G10 bulk material. Therefore Rλ
can be neglected. Dividing the maximum temperature diﬀerence by the resistance yields a
maximum parasitic heat ﬂow bypassing the Sandwich of less than 0.2 nW. This is more than
four orders of magnitude less compared to the applied heat load during the measurements.
So the bypassing heat, crossing the stack of G10 plates, can also be neglected.
3.2 Rod design
The thermal conductivity of metals is dominated by free electrons in the investigated tem-
perature range, whereas electrically insulating materials conduct heat only by phonons,
reducing signiﬁcantly the thermal conductivity compared to electrical conductors [15]. The
Rod design, shown in Figure 3.1, avoids the compromise between the thermal and the elec-
trical properties of one material, which is diﬀerent to the Sandwich design. It separates the
electrical insulation from the part where thermal contact is needed. The design consists of
a metallic pin thermally and electrically connecting one electrode with one heat exchanger
inside the mixing chamber. However, this metallic contact means that any metal part con-
nected to the pin will have the same electrical potential as the connected electrode. A
ceramic, electrically insulating the pin with respect to the metallic mixing chamber lid, has
therefore been installed. The pin and the connected heat exchanger are electrically insulated
by the helium in the mixing chamber.
Figure 3.9: Depicted is a standardized feedthrough with a nickel-metalization. Shown is its preparation before
the active vacuum brazing and the joined product.
The Rod's electrical insulation to the mixing chamber lid is obtained by using a tubular
shaped, sintered aluminum oxide (Al2O3). Similar designs are commonly used for commer-
cially available, vacuum tight electrical feedthroughs. These feedthroughs6 are manufactured
6provider are for instance Kyocera, CeramTec or FRIATEG
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with a standardized brazing technique, applying a thin nickel layer covering the Al2O3 surface
in order to improve the adhesion of the silver containing brazing agent.
Nickel is a ferromagnetic material [60]. Measurements on a commercial feedthrough, an
example is shown in Figure 3.9, performed at room temperature, showed an increased mag-
netic susceptibility due to the very thin nickel layer. Since the eﬀect on the magnetic ﬁeld
homogeneity cannot be estimated, the commercial feedthroughs can not be used for this
application. Instead tubular pieces of Al2O3 without nickel layers were manufactured. Un-
fortunately these pieces are diﬃcult to braze. Therefore, a novel active vacuum brazing
technology with a silver containing brazing agent is applied to connect copper rings to the
Al2O3 piece [61]. This brazing procedure is suitable for ultra high vacuum and can therefore
be used at the lid of the mixing chamber which has to be leak tight for superﬂuid helium.
Copper rings are butt brazed to the ceramic and give a certain ﬂexibility, see Figure 3.10.
The ﬂexibility is necessary to compensate for the diﬀerent contractions and for the diﬀerent
Figure 3.10: Improved Rod design with two ﬂexi-
ble copper rings, butt brazed to the ceramic.
Figure 3.11: First Rod design, which broke be-
cause of shear stress during cool down.
cool down rates of the materials used. Copper contracts signiﬁcantly more and cools faster
than the ceramic, causing strong shear stresses during fast thermal cycles. A mechanical
stiﬀ design without the copper rings at both ends of the ceramic would result in a broken
ceramic. Such a failure was found for an early Rod design already during the ﬁrst cool down,
see Figure 3.11.
The brazed package of ceramic and copper rings is then welded to the metallic pin. Electron
beam welding is chosen. Due to its low heat impact the brazed joints are protected. The
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lower copper ring is joined with the same method to the mixing chamber lid. Both weldings
are unproblematic, since all the parts are made of the same material: OFHC7 copper. This
copper type is however very soft and a harder material with comparable properties is wished
for the mixing chamber lid. Beryllium copper is therefore test-welded to the OFHC copper
rings. A metallographic cut through such a weld, depicted in Figure 3.12, shows neither any
abnormalities nor ﬁssures in the material. Concerning the welding both OFHC copper and
beryllium copper can be used for the construction of the mixing chamber lid.
Figure 3.12: Metallographic cut of an electron
beam weld between beryllium copper (left) and
OFHC copper (right). The weld has a depth of
approx 1 mm.
Figure 3.13: Electron beam weld between Rod
and test lid.
The Rod design has to be tested before welding it to the mixing chamber lid. Therefore
a small test lid, as shown in Figure 3.13, is ﬁrstly welded to the Rod. This assembly is
brute thermally cycled by plunging it into liquid nitrogen and warming it up with a heat
gun. After ten thermal cycles no leak is detected and the Rod is welded to the ﬁnal mixing
chamber lid of the test setup and leak tested again.
The metallic pin of the Rod is machined out of one piece to avoid interfaces, i.e. thermal
resistances. The used material is OFHC copper, annealed during the vacuum brazing process.
The pin head, see Figure 3.10, is formed by a thread and a built-in spanner ﬂat to provide
a good contact to the electrode. Underneath the spanner ﬂat is a slender neck to decouple
the torsion moment from the sensitive joints during tightening. The pin foot sitting in the
mixing chamber is designed in a similar manner, as shown in Figure 3.13. But it has a cone
for applying a high force on the connection to the heat exchanger.
7This copper type is described in Section 3.4
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Dielectric properties of helium mixtures in a mixing chamber
The Rod design electrically connects a single high voltage electrode with a heat exchanger
immersed in helium within the mixing chamber. This heat exchanger is therewith charged
up to the electrodes potential and is electrically insulated only by the helium from the mixing
chamber having ground potential and from the other heat exchangers sitting closely.
At high potentials the dielectric properties of the irradiated helium may be reduced or
may even break down. This has been known from the start of the design. However, the
foreseen potential applied to the electrodes increased remarkably during the progress of the
project from below 10 V to about 1000 V. When having voltages of up to several kilovolt,
the dielectric properties of helium are crucial to avoid considerably currents ﬂowing to the
ground or an electrical breakdown.
The environment in the mixing chamber will have the following characteristics: The crit-
ical distances in the helium, i.e. the distances between the components having diﬀerent
voltages, are in the range of only few millimeters. The applied voltage per electrode will be
continuously about 0.1 V and pulsed up to 1 kV. However, in order to have a safety margin
the electric breakdown strength of helium should be even higher. The helium bath consists
of two separate phases. One, of almost pure 3He, ﬂoating on a mixture composed of 3He and
4He. The helium will be at a temperature of about 50 mK and at a pressure of 0.1 mbar.
Under these conditions both isotopes of helium are liquid [62] and the 4He is even super-
ﬂuid. Antimatter is created in the experiment, which annihilates with matter. This process
produces γ radiation, which will ionize the helium in the mixing chamber. For this reason
about 105 electrons and the same amount of ions will be continuously present in the helium8.
These ions and electrons may produce further charge carriers, since they are accelerated by
the strong electrical ﬁeld between the heat exchanger and the mixing chamber. Furthermore
the magnetic ﬁeld lines of a 1 T ﬁeld penetrate the helium.
Unfortunately publications concerning the electric breakdown strength and leakage cur-
rents have not been found for the described conditions. Most of the experiments are con-
ducted at higher temperatures and higher pressures of helium. Nevertheless these publica-
tions provide a starting point for an estimation. The resulting ﬁndings shall be presented
according to the parameters inﬂuencing the breakdown strength.
• The temperature dependency of the leakage current is insigniﬁcant below 1 K [63].
• A pressure dependence of the break down current was observed in liquid helium9.
Lower pressure resulted in a lower breakdown strength. This seems to be similar to
the breakdown strength of gases described by Paschen's law [65]. This observation
would be disadvantageous, since the helium pressure in the mixing chamber is about
8Private communication with the AEGIS spokesperson M. Doser.
9Private communication with G.M. Seidel, coauthor of [64].
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0.1 mbar. But the pressure dependency can only be discussed quantitatively, since the
available results are of measurements performed at higher pressures.
• Trajectories of moving charged particles are elongated in magnetic and electrical
ﬁelds. This increases the probability of ion and electron collisions. Subsequent sec-
ondary ionizations become more likely. This lowers the breakdown strength [66].
• Unfortunately information regarding the electrical breakdown in subcooled liquids
could not be found. This would be of interest, since the helium in the mixing cham-
ber is subcooled. The published measurements were all performed with helium at its
saturated vapor pressure. Under these conditions it is assumed, that a small bubble
formed near the cathode precedes a breakdown [67]. Lowest break down voltages were
achieved with a radioactive source mounted in a volume ﬁlled only partially with liquid,
thus having a fraction of helium gas. In this case the electrical breakdown voltage of
the liquid phase was extremely low with about 350 V/mm [64]. However, it is doubtful
whether the breakdown of the subcooled helium in the mixing chamber is as low due
to the absence of helium gas.
• Several experiments have shown that polarity plays an important role in the break-
down phenomenon [63, 68, 69]. Low breakdown voltages are achieved when a peaked
cathode and a plane anode are used. Higher values, by a factor of about 2, appear for
a plane cathode and a peaked anode. These results reveal that the electrons of the
cathode initiate the breakdown process.
• Size eﬀects concerning the surfaces and shapes of anodes and cathodes and concerning
the helium volume have been observed and quantiﬁed in various works [66, 68].
• Impurities may scatter electrons and increase therefore the breakdown voltage. In
contrast, impurities requiring only low ionization energies may supply free electrons
after collisions and act so as eﬀective charge carrier producers [67]. In order to keep
the impurities in the helium as low as technically possible a charcoal trap working at
liquid nitrogen temperature is integrated in the CERN Central Dilution Refrigerator.
• Additional 3He atoms in 4He introduce small angle scattering and the motion of the
electrons and ions is hindered. This increases the recombination of electrons and ions
and the breakdown voltage might increase [64]. The same eﬀect reduces the leakage
current too.
• The breakdown is a statistical event and individual readings are often 50 % oﬀ the
mean value [68]. This means for the results found in literature large errors can be
assumed.
Neither for the leakage current, nor for the breakdown voltage values are found for the
AEGIS conditions. The conditions of [68] were closest, showing breakdown voltages of
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about 10 kV/mm. Given that the pressure is lower in the mixing chamber the breakdown
strength could be signiﬁcantly lower. Unfortunately there is no sign before breakdown like a
characteristic leakage current. This means the risk of unintended electric breakdown exists.
Furthermore a leakage current of several 100 pA [63] has to be expected in the radiation
environment of AEGIS.
Nevertheless, the Rod design having the heat exchangers insulated from the mixing cham-
ber by the helium only, might work reliable. Thin electrical insulators could be inserted at
critical points of the setup like edges close to the heat exchangers or the mixing chamber.
This would elongate the eﬀective distances for the ions and electrons, i.e. the risk of electrical
breakdown would be reduced. Evidence could give measurements of the breakdown strength
with the CERN Central Dilution Refrigerator.
3.3 Heat exchanger
In order to overcome the signiﬁcant inﬂuence of the Kapitza resistance to the helium in the
mixing chamber home made heat exchangers are used, as depicted in Figure 3.14. The heat
exchanger consist of sintered structures to increase the heat transferring surface. Two heat
exchangers are integrated in the test setup. One is directly connected to the Rod and the
other one to the mixing chamber lid. These connections are improved by an interlayer of
indium. The pressing forces are applied by screwing to initiate the indium creep. Four M5
screws press the heat exchanger against the lid. The other heat exchanger is connected to
the Rod via a conical shaped interface, as shown in Figure 3.13. The force is applied with a
M5 nut as well. Thus this heat exchanger is not directly thermally attached to the mixing
chamber lid.
Figure 3.14: Bottom view of the mixing chamber lid of the test setup. Two heat exchangers are mounted. The
left heat exchanger is directly pressed against the mixing chamber lid, the right one is attached to the Rod only.
Their geometry is already adapted to AEGIS.
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Sintering process
Copper and silver are the two commonly used materials for sintered metal heat exchangers
in dilution refrigerators [9]. Copper has the advantage that its oxide layer prevents it from
sintering at room temperature. Thus it is more stable than silver powder, which self-sinters
at room temperature. Therefore the storable and easily manageable copper is used. A copper
powder10 of 325 mesh size having grain sizes of up to 44 µm is chosen. Its purity is 99.9 %.
The material of the heat exchanger mold is OFHC copper, because it does not get brittle in
a reducing atmosphere and guarantees high thermal conductivity.
The sintering is done in the CERN Central Cryogenic Laboratory with a procedure dis-
cussed in [40]. The process is described very brieﬂy in the following. The major steps are:
sample preparation, pre-sintering, sintering and cool down of the samples.
• The sample preparation includes the machining of the mold and its surface treatment
including cleaning. In the so prepared mold, the copper powder is ﬁlled. This is done
in a way to achieve the highest possible porosity. So the powder is neither pressed
nor tapped. The excessive powder is removed with a spattle and the powder weight
of the ﬁlling is measured. Then the samples are placed into a vacuum cylinder with a
thermocouple close to it.
• For the pre-sintering, the sinter oven is pre-heated to 500 ◦C. Then the samples,
placed in the cylinder with a vacuum of 10-5 mbar, are inserted in the oven. The warm
up of the samples takes about 20 min. A ﬁlling with hydrogen rich gas follows. The
samples remain at 500 ◦C under this atmosphere for 60 min, in order to deoxidize the
mold and especially the ﬁne copper powder.
• Now the literal sintering process starts. The samples are heated up to about 850 ◦C
in a vacuum. This requires 45 min. Then the cylinder is ﬁlled with helium, as heat
exchanging gas, and remains for 20 min in the oven. Hydrogen is not taken as heat
exchanging gas, because it could remain in the heat exchanger. In the copper material
embedded hydrogen could undergo an ortho-para conversion [71]. This exothermal
reaction would give an additional heat load to the heat exchanger in the later low
temperature application.
• The cool down to ambient temperature lasts approximately 200 min. This rather long
time is chosen to reduce the stress in the sinter and more important at its interfaces
to the mold.
In the past a poor sticking of the cooper sinter to the substrate could be observed for samples
sintered with the described sintering procedure. However, a good adhesion of the sinter to
the heat exchanger's mold is mandatory for a good thermal contact.
10provider is ESPI Metals [70]
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Adhesion of sinter at its interfaces
A test with diﬀerent surface treatments of the substrate is launched. Its goal is to improve
the adhesion between sinter and substrate. Table 3.2 represents an overview of the diﬀerent
substrate treatments.
A reference sample is treated in a standard way: The mold is machined with a common
milling procedure, followed by a chemical cleaning and a passivation of the surface (marked
with 1 in Table 3.2). This reference sample can be used to compare the samples:
• *1 to *5 are either processed with sandpaper of diﬀerent roughness, scratched with a
cutter or sand blasted.
• *6 is chemically etched (marked with 2 in Table 3.2) and afterwards passivated like all
the other samples.
• Sample *7 is ﬁrst sintered with a very thin layer of copper powder. Samples *8 and
*9 are compressed by tapping, where *8 has only a thin basic compressed layer and
*9 is completely compressed.
Table 3.2: Overview of diﬀerent substrate's surface treatments in order to investigate the adhesion of sinter at
its interfaces. The achieved adhesion qualities (ranking from 1 to 5, where 1 is very good) of the sinter to the
substrate, both made of copper, are listed. The meaning of the remarks for chemical treatment are as follows. 1:
The samples are degreased in an ultrasonic bath with detergent NGL 17.40, deoxidized with hydrochloric acid and
ﬁnally passivated with chromic acid. 2: Etching or bating of the samples with ammonium persulphate solution
(100g/l) for 30 minutes, followed by a passivation with chromic acid. For further information see the description
in the text.
sample ref. *1 *2 *3 *4 *5 *6 *7 *8 *9
processing milled paper paper paper cut blas- milled milled milled milled
500 220 80 ted
chemical treatment 1 1 1 1 1 1 2, 1 1 1 1
sintered layer x
tapped layer x
all tapped x
adhesion quality 4 3 5 5 2 4 5 1 5 5
The resulting adhesion is evaluated with three diﬀerent measures. 1: An evaluation of
the gap size between the sinter and the mold walls. This allows the conclusion about the
contact to the substrate. If the gap size is large, then the contact to the bottom of the mold
is poor and the sinter shrinks away from the walls. 2: Comparison of the required force to
destroy the contact between sinter and mold. 3: A microscopic investigation of sinter and
mold. Therefore the samples are cut lateral and longitudinal after ﬁlling up the gaps and
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pores with epoxy resin. Some investigated samples of poor (sample *5) and of good adhesion
(samples *4, *7) are shown in Figure 3.15, exemplarily.
Figure 3.15: Sample *5 (left) with poor and samples *4 (middle), *7 (right) with good adhesion between sinter
and substrate of the heat exchanger (HX). The adhesion is tested with a destructive force (top) and under the
microscope (bottom). The white bars are equivalent to 0.5 mm. The samples are described in Table 3.2.
The following results are derived by the performed evaluations.
• The standard surface machining and treatment (sample *1) does not give good adhesion
of the sinter to the mold.
• Neither surface roughening with sandpaper (samples *1, *2, *3) nor sandblasting (sam-
ple *5) improve the sinter's contact to the mold.
• Chemical etching of the mold even reduces the adherence.
• Compressing, i.e. tapping the sinter powder, increases the density of the sinter. This
in turn ampliﬁes the shrinkage and the sinter adheres less.
• Grooves, formed with a carpet cutter, signiﬁcantly improve the adhesion. The powder
sticks in the grooves and to the sharp edges. The grooves are crosswise, with a distance
of 1 mm and have a depth of 0.1 mm.
• The best adhesion is achieved with a thin sintered layer acting as contact layer for
the ﬁnal sinter. Both, the contact layer and the ﬁnal sinter should be performed with
the same sinter powder, in order to have the same grain size. A positive side eﬀect
is a slightly higher density of the sinter in contact with the mold, which improves the
thermal contact.
These adhesion results deﬁne the surface treatment of the heat exchanger implemented
in the test setup. Their molds are milled, afterwards degreased in an ultrasonic bath with
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detergent NGL 17.4011, deoxidized with hydrochloric acid and ﬁnally passivated with chromic
acid. Then the bottom of the mold is grooved with a carpet cutter. The crosswise grooves
are separated by 1 mm having a depth of 0.1 mm. After the ﬁrst thin contact layer is
sintered, the ﬁnal sinter layer is produced. Some of the steps are presented in Figure 3.16.
Figure 3.16: Depicted are the heat exchanger of the test setup after grooving (left), after sintering a thin contact
layer (still placed on the sinter support with a thermocouple) and after the ﬁnal sintering (right).
3.4 Materials of choice
Oxygen Free High Conductivity (OFHC) copper12 is the material of choice in the test setup
and in AEGIS, for instance for the mixing chamber, heat exchanger and when possible for
components attached to the mixing chamber lid. Due to its advantageous properties at
low temperatures, mainly the low heat capacity, high thermal conductivity, low magnetic
susceptibility and most importantly its good machining and joining properties, it is chosen
for most of the components. In this section copper will be compared with some metals
commonly used in cryogenics.
In order to achieve quickest possible cooling rates, materials with a low heat capacity
should be applied. The volumetric rather than the speciﬁc heat capacity should be used,
since the volume of the components are of importance. The volumetric heat capacity depends
linearly on the temperature T for pure materials like copper and aluminum below 1 K.
Whereas the heat capacity of stainless steel, for example type 304, does not simply follow
a linear law, see Table 2.2. It consists, besides the linear electronic term, of a nuclear term
[26]. This term strongly dominates at temperatures below 100 mK and provokes a signiﬁcant
increase of the speciﬁc heat capacity at lower temperatures. Consequently the volumetric
heat capacity of 304 stainless steel is about 40 times higher at 200 mK and already 400
times at 50 mK compared to copper, see Figure 3.17. The deviation between copper and
aluminum can be neglected. Therefore the heat to be extracted from a component made of
stainless steel, in order to cool it down, can be several orders of magnitude higher than to
extract it from the same component made of copper or aluminum.
11provider is NGL Cleaning Technology SA [72]
12CDA 101 99.99 %, according ASTM/UNS database, ASTM Standard Designation for Wrought and Cast
Copper and Copper Alloys: Introduction [73]
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Besides the amount of heat that needs to be extracted from a part, the thermal diﬀusivity
also aﬀects the cooling rate. The thermal diﬀusivity is the ratio of a material's thermal
conductivity to its volumetric speciﬁc heat, as described in Section 2.6. If a material has a low
thermal diﬀusivity, hence a low thermal conductivity and a high speciﬁc heat, the material
eﬀectively insulates itself and requires long times for extracting heat from its core [25]. The
diﬀusivity is calculated with values from Table 2.1 and 2.2, and amounts to 1.0 m2/s and
0.7 m2/s for copper and aluminum, respectively, and approximately 20 mm2/s at 100 mK
for stainless steel. Thus the thermal diﬀusivity is more than four orders of magnitude
smaller for stainless steel, as depicted in Figure 3.18. Vice versa the theoretical cool down
takes more than four orders of magnitude longer for stainless steel. The thermal diﬀusivity
approaches a temperature independent value for copper and aluminum. This is because both
the conductivity and the heat capacity depend linearly on temperature. The nuclear term
of stainless steel's speciﬁc heat reduces the thermal diﬀusivity, especially below 100 mK.
As demonstrated copper is, in terms of quick cooling rates and short time constants in
order to achieve thermal equilibrium, a better choice than stainless steel. Aluminum can be
compared to copper but it is, among other things, diﬃcult to braze and therefore not used.
Further investigations for the cooling rates and time constants can be found in [74].
Figure 3.17: Calculated volumetric heat capacity for
copper, aluminum and stainless steel, with data of
[27], [28] and [26], respectively.
Figure 3.18: Calculated thermal diﬀusivity for cop-
per, aluminum and stainless steel. Data shown in Fig-
ure 3.17 and Table 2.1 are used.
A further critical material property which has to be considered is the magnetic suscep-
tibility. As mentioned the antimatter is radially conﬁned due to a magnetic ﬁeld of high
homogeneity, and this should be disturbed as little as possible. But at very low temper-
atures only very few pure metals have minor eﬀect on the magnetic ﬁeld. The magnetic
susceptibility of a metal strongly depends on temperature and the magnetic ﬁeld exposed,
as will be discussed in Section 4.2. Since no information could be found for the applied
combination of low temperatures and magnetic ﬁeld, the magnetic susceptibility at 4.2 K
with very low applied magnetic ﬁelds can be compared. Values of some weakly magnetic
materials can be found under these conditions in [75], [76] and [9]. This information is suf-
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ﬁcient to compare some relevant metals qualitatively. The magnetic susceptibility of pure
aluminum and copper are for both close to zero, but negative for copper (diamagnetic) and
positive for aluminum (paramagnetic). However, the paramagnetic stainless steel types 304
and 316 have up to four orders of magnitude higher susceptibility compared to copper and
should be avoided.
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In this chapter the test setup is described, where the investigated cooling designs are inte-
grated. The Sandwich design and the Rod design are attached to the mixing chamber of a
dilution refrigerator. Therefore the principle of a dilution refrigerator and the used CERN
Central Dilution Refrigerator are described. In order to turn the indium, integrated in the
test setup, from the superconducting to the normalconducting state, a superconducting coil,
creating a magnetic ﬁeld, is applied. The superconducting coil is referred to as supercon-
ducting magnet in this report. Furthermore the temperature sensors and their reading are
explained.
4.1 Dilution refrigerator
Out of the variety of cryogenic cooling methods dilution refrigeration is the only one sup-
plying a continuous cooling power below 300 mK. This temperature is typically the low
temperature limit of 3He cryostats with external pumps. Since AEGIS needs continuous
cooling at about 100 mK, a dilution refrigerator is used. The cooling method of a dilution
refrigerator was proposed by H. London [77] in 1962 and the ﬁrst operating refrigerator was
build by Das [78] in 1965. Nowadays it is the standard method to reach temperatures below
300 mK down to 5 mK with a record of 1.9 mK [79] and it is the base from which even lower
temperatures can be reached [9].
Physical background
Dilution refrigerators use a physical eﬀect occurring at low temperatures in mixtures of 3He
and 4He. This eﬀect is depicted in Figure 4.1, where the temperature versus molar fraction
of 3He in the mixture is shown.
First the pure liquids are considered. 4He becomes superﬂuid at a temperature of about
2.18 K [80], whereas the 3He shows superﬂuidity only below about 2.5 mK [9]. The superﬂuid
transition temperature of 4He reduces if normal liquid 3He is diluted in it. In the case the 3He
concentration is about 67.5 % the superﬂuid transition temperature is about 867 mK [9]. At
this concentration and this temperature the λ-line meets the phase separation line. Below
this temperature the mixture separates into two phases, a 3He-rich and a 4He-rich phase
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with the limiting concentrations of the phase separation line. The concentrations in the gray
region of Figure 4.1 are unstable and can be understood as a two phase region [9] consisting
of the 3He-rich phase and the 4He-rich phase.
Figure 4.1: Phase diagram of liquid 3He-4He-mixtures at saturated vapor pressure, taken from [81].
The limiting concentrations are temperature dependent. When a mixture is cooled below
867 mK, the 3He-rich phase increases its relative amount of 3He until it becomes pure. On
the contrary the 4He content of the 4He-rich phase depresses towards lower temperatures,
until a minimum molar fraction of at least 6.6 % is established [9]. This ﬁnite solubility is
the eﬀect on which the dilution refrigeration technology is based.
Having the 4He-rich phase, often also called dilute phase or 3He-poor phase, and the
3He-rich phase in the mixing chamber the lighter 3He-rich phase rises and ﬂoats on top
of the dilute phase. When pumping on the 4He-rich phase mainly 3He evaporates since it
has a higher vapor pressure compared to 4He. In order to maintain the composition of the
dilute phase 3He-atoms migrate from the 3He-rich phase and transverse the phase boundary
towards the 4He-rich phase. For this the atoms need energy, which is taken from the thermal
energy of the environment. In other words, when 3He-atoms cross the boundary, then the
enthalpy of mixing, which is determined by the diﬀerences of the speciﬁc heats of the two
phases [9], is taken away from the helium mixture in the mixing chamber. The cooling power
can be maintained continuously when the 3He is recirculated to the 3He-rich phase inside
the mixing chamber. The operating principle is described in [22, 18, 9].
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The CERN Central Dilution Refrigerator (CCDR)
To study important features, such as the heat transfer at lowest temperatures, the CCDR
was designed and built in the CERN Central Cryogenic Laboratory. The mechanical layout
of the CCDR including the cryostat, the helium pumps, the gas handling rack et cetera is
described in [38]. The CCDR and its cold part are shown in Figure 4.2.
Modiﬁcations are carried out to prepare the CCDR for the performed measurements.
This includes a new mixing chamber pot, a new mixing chamber lid with the integrated
Sandwich and Rod designs and electrical feedthroughs for the new thermometry, an improved
thermal anchoring of wires fed to the mixing chamber, a new routing of the tube-in-tube heat
exchanger connected to the mixing chamber and the implementation of a superconducting
magnet. The superconducting magnet is described in the next section.
Figure 4.2: Left picture: The CCDR in operation. The cryostat is placed in the ﬂoor, so only the top ﬂange
with its connections is visible. The pipes going to the 3He and 4He pumps and a tube for warm air is visible. The
workstation for data acquisition and control plus the electronic racks are depicted on the left of the picture. Next
to the cryostat a 500 liter dewar is placed. Right picture: Shown is the dismounted cold part without the heat
shields around the mixing chamber. From top down are the 1K-pot, still and the opened mixing chamber to see.
For more details regarding the components of a dilution refrigerator see [22, 18, 9].
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4.2 Superconducting magnet suppressing the
superconductivity of indium
Indium is used to improve the thermal contacts not only of the Sandwich design, but also of
the Rod design, for instance for the connection of the electrode and the heat exchanger to the
metallic pin, and the temperature sensors. Generally to achieve a signiﬁcant improvement,
the indium must be in the normalconducting state to make use of phonons and electrons as
heat carriers. In order to avoid the superconductivity of the applied indium and to simulate
the conditions of AEGIS, a superconducting magnet is integrated around the mixing chamber
and the test section.
Calculation of the required magnetic ﬂux density
At very low temperatures several materials, including pure metals like indium show super-
conductivity. Indium is in the superconducting state below 3.412 K [82], if no magnetic ﬁeld
is applied. This state and its thermal aspects are already described in Section 2.1. In the
superconducting state the conduction electrons are grouped to Cooper pairs, which are no
longer available for thermal conduction.
It is possible to split oﬀ the paired electrons and to turn the superconducting into the
normalconducting state. This can be done by applying a suﬃciently high magnetic ﬁeld.
The magnetic ﬂux density required to destroy the superconductivity is the critical magnetic
ﬂux density, which increases with reduced temperature. The critical magnetic ﬂux density
Bc(T ) of many pure metals can be calculated for T ≤ Tc with the empirical equation [22]
Bc(T ) = Bc(0)
[
1−
(
T
Tc
)2]
, (4.1)
where Bc(0) is the critical ﬂux density near absolute zero temperature and Tc is the critical
temperature, at which the metal can start to become superconducting.
The critical magnetic ﬂux density near absolute zero Bc(0) is about 28 mT [22] for indium.
According to equation (4.1) the critical magnetic ﬁeld in order to suppress the indium's
superconductivity is very close to Bc(0) at temperatures relevant for the present work.
The magnetic ﬂux density B created by a ﬁnite cylindrical coil can be calculated with the
equation of [83]
B =
µ0 I N√
4r2 + l2
, (4.2)
with the magnetic ﬁeld constant µ0, the electrical current through the coil wire I, the total
number of turns of wire N , the inner radius r and the length l of the coil. Equation (4.2)
is valid for short cylindrical coils, where l is not much larger than r. The magnetic ﬁeld
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constant, also known as magnetic permeability is applicable for a vacuum and is given
with [84]
µ0 = 4pi × 10−7 N
A2
≈ 1.257× 10−6 N
A2
. (4.3)
The design of the superconducting magnet can be deﬁned using the indium's critical
magnetic ﬂux density of Bc(0) = 28 mT in equation (4.2).
Design and integration of the magnet
The magnet surrounding the mixing chamber with the Rod and the Sandwich is shown in
Figure 4.3.
Figure 4.3: Superconducting magnet integrated in the test setup. The magnet is used to guarantee the normal-
conducting state of indium, which is used to improve the thermal contact.
The magnet is wound of superconducting wire1, which consists of 54 superconducting
ﬁlaments, each having a thickness of 27 µm. The ﬁlaments, embedded in a copper matrix,
are made of niobium-titanium (NbTi) with a critical temperature of about Tc = 9.2 K [86].
1provided by Outokumpu Pori Oy [85]
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The superconducting wire, with a total length of 1 km, is wound on a hollow cylinder
made of OFHC copper. The cylinder is thermally and mechanically connected to the last
actively cooled heat shield of the dilution refrigerator. Therewith a suﬃcient cooling of
the superconductor to approximately 200 mK is established, which is far below the critical
temperature.
The magnet design is adapted to the existing dilution refrigerator. The outer dimensions
of the magnet are limited by the available space inside the inner heat shield and its inner
diameter is ﬁxed by the mixing chamber. Hence the magnet has an inner radius of r = 90 mm
and a length of l = 100 mm. In order to achieve the indium's critical magnetic ﬂux density
of Bc = 28 mT with a reasonably low electrical current, the number of windings should be
rather high as can be seen from equation (4.2). Therefore 6 layers of wire are chosen, which
amounts to 1750 windings. So the required electrical current I does not exceed 3 A. This
rather low current is advantageous for the used power supply, which switches for currents
≥ 3 A to an operation mode characterized by less current stability.
The current supplied to the magnet should be as stable as technically possible. An unstable
magnetic ﬁeld induces eddy currents, which could heat the test setup extensively. A very
sophisticated power supply for a pulsed platinum NMR thermometer2 is used.
Measurements of the magnetic ﬁeld eﬀect
Thermal measurements are performed to verify the conducting state of indium. During
these measurements the magnetic ﬂux density is increased while monitoring a temperature
diﬀerence resulting by a certain heat load. The results are shown in Figure 4.4.
The measurements are performed on the Rod design, which uses indium at several contacts.
A constant heat load to the dummy electrode is applied creating a temperature diﬀerence
with respect to the helium in the mixing chamber. The helium temperature is controlled
to 50 mK. The magnetic ﬂux density is then slowly increased by ramping up the electrical
current supplied to the superconducting magnet. The required current to create the indium's
critical ﬂux density, i.e. to turn the indium to the normalconducting state, can be calculated
with equation (4.2). Using the geometrical design data of the winding yields the theoretical
calculated critical current of Icalc = 2.6 A. The maximum supplied current exceeded this
value with 3 A.
In Figure 4.4 a temperature diﬀerence of about 95 mK can be seen, if the magnet is oﬀ.
At low currents, up to approximately 0.5 A, the temperature diﬀerence changes only minor.
With increasing current the temperature diﬀerence reduces almost linearly down to 15 mK
until a current of approximately 2.6 A is reached. This value rather equals to the calculated
critical current Icalc which corresponds to the indium's critical magnetic ﬂux density Bc.
2The device type is PLM-5 provided by Picowatt [87]. NMR stands for nuclear magnetic resonance.
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Figure 4.4: Evolution of temperature diﬀerence during the ramping up of the magnetic ﬁeld. The Rod design
is heated with a heat load of about 9.2 µW. The resulting temperature diﬀerence between the heated dummy
electrode and the helium in the mixing chamber which is controlled to about 50 mK, is shown. The electrical
current is increased by 3 mA/s until the current approaches I = 3 A. The electrical current to achieve the indium's
critical magnetic ﬂux density is calculated to be Icalc = 2.6 A.
Increasing the electrical current beyond the value of 2.6 A does not reduce the temperature
diﬀerence anymore.
The indium is in an intermediate state between 0.5 A and 2.6 A. The magnetic ﬂux
density is not suﬃcient to deliver enough energy for splitting the Copper pairs, considering
a homogeneous magnetic ﬁeld. But practically the ﬁeld is inhomogeneous, because the
superconducting indium repulses the ﬁeld lines, which is also called Meissner-Ochsenfeld
eﬀect [88]. So it comes around the superconducting indium to a concentration of the ﬁeld
lines, which of course is depending on the shape and the orientation of the foils [89]. Hence
the magnetic ﬂux density is ampliﬁed at the indium edges, which turns already parts of it
into the normalconducting state.
For the thermal measurements on the Rod and the Sandwich an electrical current of
3 A is supplied to the superconducting magnet. This current creates a maximum magnetic
ﬂux density of about 32.3 mT. Thus the critical ﬂux density is exceeded, B > Bc and the
normalconducting indium does improve the thermal contacts.
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4.3 Noise reduction, temperature read out electronic,
heater power supply
Most important for the performed thermal investigations presented in this work is an accurate
and reproducible temperature measurement. But the temperature measurement at ultra cold
temperatures is rather demanding. This is originated by low signals of only few microvolts
caused by very low sensor excitations in order to avoid the self-heating of the sensors. The
eﬀect of self-heating is discussed in more detail in the next section, which concerns the
temperature sensors themselves.
The resistance measurements are made with a four-wire sensing conﬁguration. Since the
resistor is at low temperature, whereas the readout electronics is at room temperature, the
wiring is made by low thermal conductivity wires, which are generally also poor electrical
conductors. This relation is given by the Wiedeman-Franz law [9], which holds for normal-
conducting materials only.
The wires carrying the bias current and the wires for measuring the voltage drop are
twisted pairwise. This twisting suppresses magnetically coupled interferences due to time
varying magnetic ﬂuxes because it tends to null out the eﬀects of an applied ﬁeld [90]. This
is especially important for the CCDR, since a magnetic ﬁeld is present inside the cryostat.
The four wires connecting one resistor with the resistance bridge allow the intrusion of
undesired radio frequencies (RF) into the cryostat. Thus the resistive components are heated
due to Joule-heating, which is ampliﬁed towards low temperatures due to diminishing heat
capacities. A common problem is the RF-heating caused by local telephone broadcasters
and wireless LAN in the low GHz-range, but also much lower frequencies of few MHz can
cause interference problems in sensitive applications [91].
The wires fed into the cryostat are ﬁltered in order to reduce the interference of external
noise sources. When ﬁltering does not produce an unwanted change in the signal, wires
should be ﬁltered as heavily as possible. However, a ﬁlter may attenuate the signal detected
by the bridge, thus giving an erroneous reading of the resistance. For this reason low-pass
ﬁlters3 are integrated in the CCDR. They are of pi-type which are usually used for the
mentioned purpose. Such ﬁlters consist of two capacitors and one inductance to ﬁlter the
AC component of a signal [93]. Every single wire is ﬁltered against ground.
These ﬁlters are checked concerning their ﬁltering performance depending on the frequency
applied to them. In order to test the ﬁltering performance sine waves with amplitudes of
either 50 mV or 500 mV are applied to the ﬁlter by a function generator. The excitation
wave and the resulting ﬁltered sine wave are measured with an oscilloscope. The results are
presented as attenuation of the signal amplitude versus excitation frequency in Figure 4.5.
3The ﬁlters are provided by SOURIAU Connection Technology [92] and are of type M8AF51.
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Figure 4.5: Signal attenuation in % for low-pass ﬁlters versus excitation frequency in MHz. The ﬁlters are
integrated in the CCDR in order to ﬁlter high radio frequencies. But signals with a low frequency, for instance
the excitation frequency of the resistance bridge should pass the ﬁlter with only an insigniﬁcant attenuation. See
the text for more information regarding the used ﬁlters.
The measured values suggest no ﬁltering of low frequency signals. In other words the
excitation signal of the resistance bridge and the signal of the voltage drop over a temperature
sensor is insigniﬁcantly ﬁltered. But RF in the low MHz range are already ﬁltered. The
attenuation is very high for frequencies ≥ 10 MHz.
In addition to ﬁltering, the shielding of experiments from external interferences is of im-
portance. Gaps in shielding of the order of wavelenghts of λ/20 are signiﬁcant [90]. This
means the shielding has to be "watertight" in order to avoid gaps where RF leaks in.
In order to reduce RF-problems it is advised to place the dilution refrigerator in special
shielded rooms. But this is not the case for the CCDR. Therefore standard methods for
suppressing the coupling between sensitive wires or apparatus and noise sources are used.
These methods are described in [74]. It includes for instance surrounding the signal wires
outside the cryostat by a shield held at ground. This is achieved at the CCDR by copper
braids. The braids are grounded 360◦ on both ends. The cryostat itself is a good shielding
and provides an almost ideal grounding structure with a low impedance up to several hundred
MHz [91]. The wires fed into the cryostat are connected to very sensitive instruments like
the resistance bridges which are therefore housed in a shielded electronic rack.
However, with the introduced principles of shielding and ﬁltering, residual noise on the
signal cannot be avoided completely. This holds for white noise especially with low frequen-
cies caused by the mains frequency for instance. Band-pass ﬁlters to reduce the frequency
bandwidth are therefore applied. Such ﬁltering is integrated in the resistance bridges.
A synchronous demodulation, usually simply called log-in, allows to extract the signal
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from a dominant noise by knowing the signal frequency. For this the resistor is excited
by the resistance bridge with a rectangular current wave having the signal frequency. This
frequency is set to 12.5 Hz for the AVS47 resistance bridge and is synchronized to the mains
frequency [94]. Additionally a reference signal is produced with the same frequency. The
product out of the reference signal and the signal of the sensor is integrated. The result is
a signal, where the contribution from any signal that is not at the same frequency as the
reference signal is attenuated essentially to zero [90].
A cooled cryogenic sensor itself does not generate very much thermal noise, also called
Nyquist noise, because of its low temperature [95]. Most of the noise comes from the equip-
ment at room temperature. For this reason lock-in preampliﬁer are used, mounted next to
the cryostat [94].
Two resistance bridges of type AVS47 are installed in the shielded rack. One, having
a multiplexer, is used to read the sensors installed on the Sandwich design and the Rod
design. The other resistance bridge reads the signal of the reference sensor placed in the
helium within the mixing chamber. This temperature signal is sent to the temperature
controller4, keeping the temperature of the helium stable by adjusting the power of a heater.
The noninductive coiled [25] heater is situated in the lower part of the mixing chamber as
depicted in Figure 4.10.
The controller is a low noise device and is housed in the shielded rack. It is therefore
considered to be well shielded. The same holds for the interconnecting wire between the
resistance bridge and the controller.
The power supply5 for heating the dummy electrodes in thermal contact to the Rod or
the Sandwich design is battery driven and considered to be an ultra-clean voltage source
decoupled from the mains.
4.4 Temperature sensors
Only few temperature sensors are suitable for accurate measurements below 1 K. These
are germanium semiconductor resistors, carbon resistors and ruthenium oxide metallic resis-
tors [25]. Carbon resistors are recommended not to be used below 0.75 K [25]. Germanium
sensors have a rather high magnetoresistance and are for this reason not recommended for
the use in high magnetic ﬁelds [25]. Since a magnetic ﬁeld of about 1 T will be present in
AEGIS, ruthenium oxide metallic resistors are the best choice available. These sensors are
often referred to as RuO2 sensors.
RuO2 thick ﬁlm resistors have been widely used for the last decades as resistive compo-
nents in small electronic devices working at room temperature. More recently they have
4The used temperature controller is of type TS-530A provided by PICOWATT [87].
5The isolated voltage source is of type Sim 928 provided by Stanford Research Systems [96].
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been applied to measure low temperatures, because their resistance is strongly temperature
dependent below 4.2 K. Therefore they serve as stable, very sensitive and cheap temperature
sensors in the sub-Kelvin regime [97, 98, 99].
The used RuO2 thick ﬁlm resistors6 consist of a ﬁlm of RuO2 glued with epoxy on a
high purity alumina substrate using traditional screen-printing technology and measure 1.2
by 1.9 mm. They are all bought from the same production batch to minimize diﬀerences
between them. These resistors are specially treated in order to guarantee a stable and precise
resistance at room temperature. Since they are not prepared for low temperature applications
they have a low price of a few cents only. The sensor conditioning to use the RuO2 sensors
and the calibration7 are performed in the CERN Central Cryogenic Laboratory.
Sensor conditioning
The RuO2 sensors consist of various materials bonded together. Internal stress occurs within
the sensor caused by unequal contractions of the diﬀerent materials at low temperatures.
This aﬀects the reproducibility.
To cancel the eﬀect of drifts in resistance due to thermal cycling it would be best to do
a calibration before performing the actual temperature measurement, without warming up
in between [74]. Unfortunately this is not possible for our test setup, since the sensors are
placed at diﬀerent locations and equal temperatures cannot be guaranteed for all sensors.
Much research has been done on the topic of stabilizing RuO2 sensors by thermal cycling.
The data suggest, that microcracking in the layers of epoxy cause the drift in resistance.
The sensor needs to be saturated with microcracks to remain stable and reproducible. This
can be done by a thermal cycling procedure, in which the sensor is subjected many times to
a fast temperature cycle [99, 101, 102].
The procedure of thermal cycling used in the framework of this work will be described
next. Since most of the thermal contraction in materials is happening in the range from
ambient to about 80 K, the thermal cycling is done several times between ambient and
liquid nitrogen temperature.
The sensors are glued onto small supports made of copper. These units are screwed onto
a copper disc braced to a blind ﬂange as depicted in Figure 4.6. The sensors are thermally
cycled with an average speed of approximately 0.7 K/s while being in a helium atmosphere.
A bath of liquid nitrogen is used for cooling down and a hot water bath is used to accelerate
the warm up. Care is taken that the sensor temperatures do not exceed 300 K. For this
the temperature of the copper disc is measured with a Pt100 sensor. The same sensor
additionally serves to check whether the copper disc has reached steady-state temperatures
6The type is RCWP05752K00FKWB provided by Vishay/Dale [100].
7These works were supported by Wiemer van der Veur, who worked during his internship under my super-
vision.
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Figure 4.6: Sensors mounted on the copper disc
for thermal cycling.
Figure 4.7: Test rig for thermal cycling. The mea-
surement equipment (center) and the open liquid
nitrogen dewar (left) are shown.
at cold operation. It is calibrated and the achieved temperature resolution is roughly 5 mK
at liquid nitrogen temperature [103, 104].
Every ﬁfth cycle the setup is allowed at cold to stabilize in temperature to be able to
perform a precise resistance measurement. In order to cancel any oﬀset voltages due to
thermoelectric eﬀects (Seebeck eﬀect) [105] the bias current is switched from positive to
negative direction during the voltage measurement. The measured resistances are presented
in Figure 4.8. It shows the relative change in resistance with respect to the resistance
measured during the ﬁrst cycle versus the cycle number. For some sensors the resistance
stabilizes after approximately 60 cycles while for others it keeps lowering until the maximum
cycle of 95 is performed. In order to ensure the use of stable sensors the ones behaving
like the latter are not used. These results are in good agreement with previous works [99,
102, 101], reporting the thermal cycling of comparable resistors and the stabilization of
its resistance after comparable numbers of thermal cycles. Furthermore at LakeShore, a
provider of calibrated RuO2 sensors, the sensors are thermally cycled 60 times before the
calibration8.
In Figure 4.8 the resistance variations of the stable temperature sensor (represented by the
green markers) are caused by dissimilar conditions in ambient temperature, noise, immersion
depth of the probe in liquid nitrogen, nitrogen temperature and so on. These instabilities are
8Personal email correspondence with LakeShore technicians.
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Figure 4.8: Relative change in resistance with respect to the resistance measured during the ﬁrst cycle versus
number of thermal cycles. The resistance measurements are performed at liquid nitrogen temperature. The
diagram is taken from [106].
similar for all the sensors and can therefore be canceled by comparing the sensors resistances
among each other.
Calibration within the mixing chamber
Several RuO2 sensors which turned out to be stable during the thermal cycling are placed
inside the mixing chamber close to the calibrated reference sensor9 for the calibration. The
sensors to calibrate and the reference sensor, provided by LakeShore, are referred to as CS
and LS, respectively.
Figure 4.9: Mixing chamber lid equipped with
RuO2 sensors glued to a copper plate before cal-
ibration.
Figure 4.10: Mixing chamber pot equipped with
RuO2 sensors glued into copper cones before cali-
bration. The reference thermometer (LS) provided
by LakeShore and the heater to stabilize the tem-
perature of the helium are also shown.
9The reference sensor is a RuO2 thick ﬁlm sensor type RX-202A provided by LakeShore [104].
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All sensors are immersed in the helium. This guarantees minimal temperature diﬀer-
ences between the sensors that are being calibrated and the reference one. The sensors are
calibrated between 25 mK and 1 K as described below.
The six sensors to calibrate, placed inside the mixing chamber, are shown in Figures 4.9
and 4.10. Figure 4.9 depicts the bottom side of the mixing chamber lid. A disc of poly-
oxymethylene, having a low thermal conductivity [107], is used to mount the sensors. This
disc is mounted in such a way that all six sensors and the reference sensor are at the same
height inside the mixing chamber. This way all sensors are in the same helium concentra-
tion and thus have equal temperature. Figure 4.10 shows the mixing chamber pot with
the polyoxymethylene support, around which the helium heater is wound. Furthermore the
temperature sensors glued into a copper cone, dedicated to measure the temperature of the
heat exchanger, are mounted along with the reference thermometer.
Four superconducting wires are connected to each sensor. They are chosen because of
their low thermal conductivity, which causes less heat load by the wires. So the temperature
measured is that of the surface in contact with the sensor and not that of the wires. Addi-
tionally the wires are thermalized by gluing them to the sensor supports, which are either
the plates or the cones of copper.
The resistances of the sensors to be calibrated are measured at diﬀerent helium tempera-
tures. These temperatures are determined with the LS reference thermometer calibrated in
the temperature range from 40 mK to 1 K. LakeShore supplies a set of ﬁtting coeﬃcients
used to calculate the LS temperature T from resistance R using the following equations [108]
Z = log(R) , (4.4)
X =
(Z − ZL)− (ZU − Z)
ZU − ZL and (4.5)
T =
10∑
i=0
Ai · cos (i · arccos (X)) , (4.6)
where ZL, ZU and Ai are the ﬁtting coeﬃcients given in [108]. The latter equation is the
sum over the ﬁrst 11 orthogonal Chebyshev polynomials [109]. These are often used in
data ﬁtting because they minimize the polynomial interpolation error. The equations (4.4)
and (4.5) serve to map the resistance range on the [-1,1] interval, since the arccosine of a
number outside this interval does not exist.
As can be seen in Figure 4.11 the Chebyshev ﬁt (represented by the red curve) given by
LakeShore gives an excellent interpolation, but the extrapolation is rather poor. Tempera-
tures below 40 mK are therefore determined by extrapolation the LakeShore resistance data
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Figure 4.11: Calibrated data for the LakeShore sensor [108]. Depicted are the data measured by LakeShore, their
ﬁtting curve given by LakeShore (red curve, Chebyshev ﬁt) and an own ﬁtting curve (green curve, Exponential
ﬁt). The diagram is taken from [106].
with an exponential ﬁtting function according to Mott's law [90]
R (T ) = R0 exp
(
T0
T
)n
, (4.7)
where n of typical RuO2 sensors ranges between 0.25 and 0.5 for temperatures less than
1 K [90]. Using the MATLAB R© ﬁtting routine lsqcurveﬁt, minimizing the sum of the square
of the diﬀerences between calculated and by LakeShore provided resistances, yields the values
R0 = 1318.8 Ω, T0 = 1.4412 K and n = 0.3987. This ﬁt provides a better extrapolation, com-
pared to the ﬁt given by LakeShore, towards low temperatures as can be seen in Figure 4.11.
The values extrapolated by equation (4.7) are represented by the green curve.
At a stable temperature in the mixing chamber the resistance of each sensor is measured
sequentially every 1.5 seconds for a 5 minutes period. The resulting average resistance value
for every sensor is shown in Figure 4.12. During the same time interval the resistance of
the LakeShore reference sensor is measured. These values are also averaged. The calculated
temperature is depicted on the abscissa in Figure 4.12. As can be seen in this ﬁgure there is
little variation from sensor to sensor, i.e. all sensors behave approximately in the same way
over the entire depicted temperature range.
A measure often used for accuracy is the dimensionless sensitivity of a thermometer. It is
deﬁned as
∣∣(dR
R
)
/
(
dT
T
)∣∣. A dimensionless sensitivity above 0.1 is good. Typical RuO2 sensors
dimensionless sensitivity below 1 K is ≈ 0.4 [25]. Since the resistance of the calibrated sensors
rises dramatically towards low temperatures the dimensionless sensitivity is extremely good
with a value of 1.2 at 200 mK and even a value of 2 at 50 mK.
65
4 Test setup
Figure 4.12: Measured resistance for the calibrated RuO2 sensors versus the temperature of the reference sensor.
The diagram is taken from [106].
Error estimation of the temperature reading
In order to know the limitations of the calibrated RuO2 sensors, an error analysis is made
and described in this section.
A number of factors have to be taken into account when calculating the accuracy of
the sensors. First, the reference temperature measurement has a certain inaccuracy due
to the limited calibration accuracy. Furthermore, when a secondary temperature sensor is
applied, a polynomial ﬁt is often used to convert the sensor resistance into temperature.
This polynomial ﬁt is a source of uncertainties. Finally, an inaccuracy in the resistance
measurement due to the limitations of the measurement device used and an inaccuracy due
to noise creates uncertainties in the temperature. The last two uncertainties occur in both,
the readings of the reference sensor and of the calibrated sensors.
The calibrated temperature sensors, however, do not necessarily have to be at the measured
temperature of the reference sensors. Eﬀects like self-heating, inhomogeneous temperature
distribution inside the mixing chamber, magnetoresistance and heat transport via the wires
in contact to the sensors play a role as well.
- Calibration and ﬁtting error of the reference sensor
The reference sensor has an intrinsic calibration error of ±3 mK between 40 and 300 mK. For
higher temperatures up to 1 K this error amounts to ±4 mK [108]. These errors are based on
a 2σ or 95 % conﬁdence interval and consist of the calibration error plus the reproducibility
error.
An extra ﬁtting error occurs due to the extrapolation of the reference sensor between 25
and 40 mK. This can only be estimated due to the absence of measured data. The data are
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ﬁtted with equation (4.7). This gives a better agreement at low temperatures, because the
Root Mean Square Deviation (RMSD) is optimized for the resistance. A ﬁt is done with the
same equation (4.7), but inverted to give T (R). This results in a better agreement at high
temperatures, since the RMSD is optimized for the temperature. The maximum diﬀerence
between these two approaches is 1 mK in the extrapolated temperature range. This value is
taken as a worst case approximation, therefore the calibration error of ±4 mK between 25
and 40 mK is estimated.
- Fitting error of the calibrated sensors
For the RuO2 sensors a Chebyshev ﬁt is made for the range between 25 mK and 1 K.
Similar to equation (4.6) 11 ﬁtting coeﬃcients Ai are used. The standard deviation of the
ﬁt can be used as an estimate of the temperature error. It amounts to ±0.3 mK for the
calibrated sensors. The ﬁtting error equals to ±0.6 mK in order to ensure a 95 % conﬁdence
interval. The ﬁtting error of the reference sensor is smaller with ±0.2 mK. Nevertheless, the
ﬁtting error of the reference sensor is rather good. This ﬁt is made over a larger spread of
temperatures (25 mK to 1 K versus 40 mK to 1 K) and a much larger spread of resistances
(1500 kΩ to 4 kΩ versus 73 kΩ to 4 kΩ) compared to the ﬁt of the reference sensor.
- Resistance measurement error of reference and calibrated sensors
The largest error of the resistance measurement is caused by noise due to imperfect ampliﬁers
and by the limited accuracy of the resistance bridge. The former is taken into account by
calculating the standard deviation σ of the measured resistance values. The latter is stated
in the manual [94] to be 0.02% of the measured resistance. The error is therefore calculated
according to the Gaussian propagation of uncertainties [71]
∆R =
√
(0.02% ·R)2 + (2σ)2 . (4.8)
The temperature error can be derived from the resistance error using the ∆R by the T (R)
relation, known for each sensor from the ﬁtting. The error in temperature can be calculated
by
∆T =
T (R + ∆R) − T (R−∆R)
2
. (4.9)
Figures 4.13 and 4.14 show the resulting temperature errors, due to erroneous resistance
measurements, distinguished between the calibrated sensors and the reference sensor, re-
spectively. The jumps in resistance measurement error are caused by the switching between
the measurement ranges of the resistance bridge, i.e. the change in resolution. The de-
crease in error within a measurement range is caused by both, the increased dR
dT
and the
reduced standard deviation for increased resistance towards the upper limit of the measure-
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Figure 4.13: Temperature error versus temperature.
The error is caused by the resistance measurement of
the calibrated sensors [106].
Figure 4.14: Temperature error versus temperature.
The error is caused by the resistance measurement of
the reference sensor [106].
ment range. Especially at low temperatures the sensitivity dR
dT
of the calibrated sensors is
signiﬁcantly higher compared to the reference sensor. Accordingly the measurement error of
the calibrated sensors is smaller.
The error can be presented for the diﬀerent measurement ranges. For the reference ther-
mometer the maximum resistance measurement error is ±0.5 mK in the temperature range
of 25 mK to 400 mK and ±2.5 mK for higher temperatures up to 1 K. The same error of the
calibrated sensors is estimated to be only ±0.25 mK between 25 mK and 70 mK, ±0.5 mK
between 70 mK and 400 mK and ±2.5 mK for higher temperatures up to 1 K.
- Total errors
The total errors in temperature introduced by each individual source are given in Table 4.1.
Table 4.1: Overview of the total temperature error in mK of the calibrated temperature sensors. The errors are
caused by the Reference Sensor (LS) and by the Calibrated Sensors (CS).
Temperature → (25 ≤ T ≤ 70) mK 70 mK < T ≤ 0.4 K (0.4 < T ≤ 1) K
Error source ↓
LS: ﬁtting, calibration ±4.0 mK ±4.0 mK ±4.0 mK
LS: R-measurement ±0.5 mK ±0.5 mK ±2.5 mK
CS: ﬁtting ±0.6 mK ±0.6 mK ±0.6 mK
CS: R-measurement ±0.3 mK ±0.5 mK ±2.5 mK
CS: total ±5.4 mK ±5.6 mK ±9.6 mK
The total error of the calibrated temperature sensors is ∆T ≤ ±5.6 mK between 25 mK
and 400 mK. This rather high error is mainly inﬂuenced by the calibration, ﬁtting and
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resistance measurement of the reference thermometer. An error of only about 1 mK is due to
the ﬁtting and the resistance measurement of the calibrated thermometers. The error at high
temperatures of up to 1 K is much higher with ∆T ≤ ±9.6 mK. In this temperature range
the major fraction of this error is as well dedicated to the reference sensor. In the presented
errors, an ideal reproducibility for the calibrated sensors is assumed. This assumption is
discussed next.
Reproducibility
The term reproducibility is deﬁned as the closeness of agreement between the results of a
measurement and the results of the same measurement carried out under the same conditions
at a later time. It is for instance inﬂuenced by thermal cycling, mechanical strain or shock
from handling.
The reproducibility of the calibrated sensors is diﬃcult to estimate, since the measurement
conditions are not the same from one cool down to another. All sensors are dismounted
and remounted at diﬀerent locations of the test setup. Especially the sensors outside of
the mixing chamber cannot be easily evaluated, since they are less shielded from residual
heat loads. Thus the temperature sensor glued into the copper cone and mounted to the
heat exchanger of the Rod design is evaluated. This temperature sensor is compared to
the reference thermometer after 6 cooling cycles from room temperature down to 30 mK.
Both sensors are compared at the relevant temperatures of 30, 50 and 70 mK. The results,
expressed as temperature diﬀerences are shown in Table 4.2.
Table 4.2: Reproducibility of a calibrated sensor attached to the heat exchanger in the mixing chamber after 6
thermal cycles. Shown is the temperature T at which the temperature diﬀerence ∆T = TLS − TCS is measured.
Furthermore the temperature errors due to the resistance measurement according to equations (4.8) and (4.9)
are shown for the reference sensor (∆TLS) and for the calibrated sensor (∆TCS).
T ∆T ∆TLS ∆TCS
mK mK mK mK
70 -0.16 ±0.126 ±0.057
50 -0.21 ±0.082 ±0.180
30 -0.13 ±0.050 ±0.052
The temperature diﬀerences between the reference and the calibrated thermometer
∆T = TLS − TCS are rather small. They are roughly in the range of the error due to
the resistance measurements. More importantly they are considerably lower than the ﬁtting
error of the calibrated sensor. This holds only assuming a perfect reproducible reference
sensor. Therefore it can be concluded that the calibrated sensor shows a very reproducible
behavior. The reproducibility of the other sensors is assumed to be similar.
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Self-heating
The sensor's resistance is measured by biasing the sensor with a current Isensor and measuring
the voltage drop depending on its resistance Rsensor. At the same time this excitation heats
naturally the sensor with a power calculated with Pdis = I2sensorRsensor. The sensor's current
biased by the resistance bridge can be calculated by the bias voltage Ubridge and half of the
resistance range Rbridge. Therefore the heat dissipated in the sensor due to the resistance
measurement is calculated by [94]
Pdis =
(
Ubridge
Rbridge/2
)2
Rsensor . (4.10)
Typical values of the dissipated heat are in the femto-Watt to pico-Watt range. Since
the sensor has a thermal resistance to its surroundings, the dissipated power will heat it
to a temperature above that of the surroundings. For this reason the dissipated power in
the sensor must be kept reasonably low in order to minimize the error due to self-heating.
Three factors worsen the self-heating at low temperatures. Firstly, the RuO2 resistance value
increases signiﬁcantly towards low temperatures, which causes more power to be dissipated
if the bias current remains the same. Secondly, the thermal resistance between the sensor
and its environment increases drastically. Thirdly the relative error dT/T due to self-heating
becomes larger at low temperatures.
In order to estimate the described error a simpliﬁed model is used for a sensor entirely
covered with epoxy resin. The following assumptions are made: The heat transfer from
the sensor to the glue is dominated by the thermal boundary resistance already described
in Section 2.5. All the dissipated heat is transferred at the sensor's surface and no heat is
transferred via the wiring. This assumption is veriﬁed by the very low thermal conductivity
and thickness of the used superconducting wires. Transforming the equation for the heat
ﬂow over a thermal boundary (2.24) yields the temperature error
∆T =
PdisRtb
AsensorT 3
. (4.11)
Inserting typical values for Pdis = 1 · 10−14 W, T = 0.025 K, Asensor = 6 · 10−6 m2 and
Rtb = 8 · 10−4 m2K4W [9] results in a temperature error of ∆T = 8 · 10−5 mK. Assuming the
sensor to be entirely immersed in liquid helium, i.e. taking Rtb = Rk = 0.02 m
2K4
W
[9] results
in a higher temperature error of ∆T = 2 · 10−3 mK. The self-heating scales inversely with the
heat transferring surface. In case the sensors are not completely covered and are partially
in vacuum, the self-heating is increased. But the resulting temperature error is increased by
not more than one order of magnitude, thus ∆T ≤ 2 · 10−2 mK.
The error due to self-heating is calculated in a worst case scenario, which means at the
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lowest temperature measured. The calculation results in the conclusion that self-heating
eﬀects should be negligible, but only for a reasonable bias current.
The self-heating eﬀect of all sensors located at the test setup is checked after the cool-
down directly before the thermal measurements are performed. This check gives important
information about the sensor's thermal contact to the body of which the temperature is of
interest. Thermal contacts which are not well prepared cause an increase of temperature
due to self-heating. The self-heating of the sensors is checked at a stable temperature in the
mixing chamber. The temperature of 30 mK is chosen, because the boundary resistivity and
the resulting self-heating is ampliﬁed towards low temperatures. The resulting temperature
diﬀerence caused by self-heating versus bias voltage is shown in Figure 4.15.
Figure 4.15: Shown is the temperature error due to self-heating versus bias voltage of the resistance bridge.
On the secondary ordinate two times the standard deviation of the temperature reading is shown. The reference
sensor is compared to one of the calibrated sensors. The measurements are performed at 30 mK.
The resistance bridge used, allows to chose a bias voltage of 3, 30, 100, 300, 1000 µV.
Higher bias voltages are possible as well, but these cases are not discussed, since they trigger
excessive self-heating. The temperature measurements with the lowest possible bias voltage
yield the reference temperatures for the sensors to compare, since no signiﬁcant self-heating
can be assumed. By increasing the bias voltage, i.e. the bias current and the dissipated heat
load, the temperature diﬀerence increases. This increase is exemplarily shown for one of the
calibrated sensors by a ﬁtting curve according to equation (4.10).
The eﬀect of self-heating is visible for bias voltages Ubridge ≥ 100 and 300 µV for the
reference and the calibrated sensors. The rather signiﬁcant diﬀerence in self-heating between
the reference and the calibrated sensors is caused by the thermal contact to the environment.
The high self-heating eﬀect of the reference thermometer can be explained by the thermal
resistances between the actual sensors and its housing and further by the high Kapitza
resistance between its housing and the helium in the mixing chamber.
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However, the absolute temperature diﬀerence due to self-heating is not the only measure
to decide which bias voltage is best. Noise, represented in Figure 4.15 by the double standard
deviation, also needs to be considered. The product of temperature diﬀerence due to self-
heating and twice the standard deviation of the temperature reading should be as low as
possible for an optimized bias voltage.
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Figure 5.1: Drawing of the test setup with the Sandwich and Rod design. Shown are the positions of heaters
and temperature sensors.
5.1 Heat exchanger in the mixing chamber
The eﬀectiveness of the used sintered heat exchanger is crucial and depends on the eﬀective
heat transferring surface. This surface is inﬂuenced amongst others by the sinter height,
which should be in the order of the thermal penetration depth.
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Sinter height
The Kapitza resistance presented in literature for sintered heat exchangers is often signif-
icantly lower compared to heat exchangers having sinter heights equal to or thicker than
the thermal penetration length [41]. This is a result of the signiﬁcant resistance due to the
thermal conduction in the helium within the sinter pores, which is added to the Kapitza
resistance. The thermal penetration depth has an optimum, as described in Section 2.4,
which can only be roughly estimated. It depends on several conditions like the sinter's grain
and pore size, the porosity and its homogeneity, the temperature, the concentration of 3He
and the resulting thermal conductivity of the helium.
The penetration depth is strongly depending on the porosity of the sintered structure,
since the helium ﬁlls the pores. For this reason the sintering process aims to achieve a
homogeneous sinter porosity as high as possible and to create channels opened towards the
bulk helium. The eﬀect is a large cross section for an improved heat conduction in the helium.
Generally porosities of about 50 % are reached [110]. In this work the average porosity is
calculated as the ratio of the sinter density to the bulk density of copper. The sinter density
is estimated with its weight and its volume. The outer dimensions, inclusive the sinter height,
are measured with microscopy, an example of which is shown in Figure 3.15. An average
porosity of (58 ± 2) % is found. Its major inaccuracy is the measured sinter height, which
is estimated to be (1.05 ± 0.05) mm. The porosity can be evaluated by optical microscopy
as well. For this, the sinter is ﬁlled with epoxy, cut and polished. Such a microscopy is
used to cross check the derived porosity and its homogeniety. A microscopic photograph of
a transverse cut is shown in Figure 5.2. Well visible is the volume of the sinter ﬁlled by
copper (light-colored fraction), which does not change signiﬁcantly with the sinter height.
Furthermore the top view of the sinter from the helium side is depicted in Figure 5.3. There
the diﬀerent grain sizes and the high porosity of the sinter surface can be seen clearly.
Figure 5.2: Transverse cut through the sinter. The
presented bar is equivalent to 20 µm.
Figure 5.3: Top view on the sinter.
With the known porosity and the other mentioned parameters, the thermal penetration
74
5.1 Heat exchanger in the mixing chamber
depth can be estimated. The equations used and their derivation were described in Sec-
tion 2.4. The thermal penetration depth of the described sinter is estimated, assuming
pure 3He or a helium mixture containing 5 % 3He 1 [9]. The results are shown in Figure 5.4.
The sinter's parameters for the calculation are a porosity of 58 % and an average grain size
of 18 µm [40]. Typical values for the Kapitza resistivity can be found in [38] and the thermal
conductivity of helium is taken from [9].
Figure 5.4: Diagram of the sinter's thermal penetration depth versus temperature of the heat exchanger's
substrate. The values are calculated for copper sinter with a porosity of 58 % and an average grain size of
18 µm [40]. Typical values for the Kapitza resistivity can be found in [38] and the thermal conductivity of helium
is taken from [9]. The sinter height, measured to approximately 1.05 mm, is shown additionally.
The sinter height of the produced heat exchangers amounts to approximately 1.05 mm.
This height is equal to the calculated penetration depth of pure 3He at about 75 mK. Above
this temperature the eﬀectiveness of the heat exchanger is reduced, because of the limiting
heat conduction within the helium. At low temperatures the whole sinter surface is eﬀective,
but the sinter height and therewith the heat exchanging surface could be increased. The
sinter height of about 1 mm is chosen, in order to have a heat exchanger working eﬀectively
between 50 mK and 100 mK .
Kapitza resistivity
Since the thermal penetration depth is very roughly estimated, thermal steady-state mea-
surements are performed. For this the Rod is heated and the temperatures of the attached
heat exchanger mold and the bulk helium is measured. The heating power is calculated with
the electrical current and voltage measured by a four wire measurement. The temperature
diﬀerence between the heat exchanger mold and the bulk helium, ranging from 2 mK to
5 mK, is measured at diﬀerent helium temperatures. The helium is controlled to a stable
temperature between 30 mK and 150 mK. An oﬀset-calibration of the two thermometers is
1Thermal conductivity values for a 6.6 % 3He concentration [9] could not be found in the literature.
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performed without any heating power. The resulting Kapitza resistivity (RK T 3H A) is labeled
with "measured" in Figure 5.5 and is calculated with equation (2.23).
Additionally Kapitza resistivity values are depicted, either taken from Wikus [38] or Rade-
baugh [111] for sinter interfaces to pure 3He or to saturated dilute helium. For interfaces
to pure 3He a 12.5 % higher Kapitza resistivity can be seen. The second parameter in-
ﬂuencing the resistivity is the grain size of the copper powder. With reducing grain size
the resistivity RK T 3H A is increased, which show Radebaugh's data for 44 µm and 25 µm
maximum powder grain size, depicted in Figure 5.5. One should, however, also consider the
signiﬁcantly increased surface, using smaller powders in the same volume. Therefore the
transferred heat load at the interface would increase by roughly a factor of 2 for the 25 µm
powder. Apparently the precise estimation of the average grain size after sintering is vital
for a correct estimation of the Kapitza resistivity. But this is often rather unprecise and
done with diﬀerent methods. This might be the reason for the slightly diﬀerent resistivity
values of Wikus and Radebaugh for the 44 µm copper powder.
Figure 5.5: Diagram of the sinter's Kapitza resistivity and of the Kapitza eﬀectiveness versus the heat exchanger
temperature. The values of RK T
3
H A are either taken from Wikus [38] or Radebaugh [111]. The shown resistivity
values are for copper sinters, made of powder with maximum grain sizes of 44 µm or 25 µm. The Kapitza
eﬀectiveness is the ratio of the measured values to the Wikus' values for pure 3He or dilute helium.
Nevertheless, all Kapitza resistivity values, taken from Wikus or Radebaugh, are constant
in the investigated temperature range. This is not the case for the measured values pre-
sented by the red markers in Figure 5.5. They decrease towards lower temperatures and
the resistance has a temperature dependence of RK ∝ T−2.47H . The inﬂuence of the helium's
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heat conduction is thus not yet insigniﬁcant and must be considered. A similar behavior was
found already by Cousins et al. [41]. Depending on the sinter thickness, compared to the
thermal penetration length, they found a temperature dependence of the heat exchangers
thermal total resistance varying between T−2 and T−3.
The extrapolation of the measured resistivity approaches the Wikus' values at 35 mK
or 20 mK, considering the heat exchanger immersed in 3He or saturated dilute helium,
respectively. This means, only at these low temperatures the inﬂuence of the helium ﬁlling
the pores can be neglected.
Scaling the measured resistivity with respect to the values of Wikus shows the same
relation. This relation is in this work called the Kapitza eﬀectiveness, see equation (2.27). It
was described in more detail in Section 2.4. The eﬀectiveness at 75 mK is, for both 3He and
saturated dilute helium, roughly 50 % assuming Wikus' values. 75 mK is mentioned because
it is the dimensioning temperature, where the thermal penetration depth is equal to the sinter
height. In other words at this temperature the conduction resistance is equal to the Kapitza
resistance. Therefore the measured resistivity should be twice the ideal Kapitza resistivity,
consequently resulting in a Kapitza eﬀectiveness of 50 %. This agreement is rather good,
especially considering the simpliﬁed calculation model of the thermal penetration depth.
A Kapitza eﬀectiveness of 50 %, one might think, is a potential worth to exploit. But
it is a pretty good value indeed, because there is not much to change except diminishing
the sinter height. Doing so, the heat exchanging surface is reduced and subsequently the
transferred heat as well.
The heat exchangers will work most probably close to 50 mK in AEGIS. Thus the inves-
tigated heat exchangers, having their optimum at about 75 mK, should be improved. This
can be achieved by an increased sinter height, since the Kapitza eﬀectiveness is greater than
50 %. The optimum of the heat exchangers, i.e. a Kapitza eﬀectiveness of 50 %, at 50 mK
might be reached with a slightly increased sinter height of 1.35 mm. This height can be
estimated using the ﬁtting equation of the measured resistance, presented by the red curve
in Figure 5.5, with an increased heat transferring surface due to the larger sinter height.
Low temperature diﬀerences between the heat exchanger and the liquid helium are not
only of importance, but also a very good thermal anchoring of the electrodes to the heat
exchanger. The measurements concerning these thermal anchoring are discussed below.
5.2 Thermal total resistances of Rod design and
Sandwich design
In this section the thermodynamic measurements of the Sandwich design and the Rod design
shall be described. Further the results and the subsequent conclusions will be presented.
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The heat transfer of the Sandwich design and the Rod design is measured in steady-state
mode. A constant heat load is applied to one of either designs. Care is taken that no major
residual heat load distorts the accuracy of the measurements and to guarantee thermal
equilibrium. Negligible residual heat loads are established about 14 days after the cool down
of the dilution refrigerator. This is examined with the beforehand calibrated temperature
sensors, especially with the ones installed outside of the mixing chamber. They are compared
to the reference thermometer, entirely immersed in the helium within the mixing chamber
and thus considered to be well shielded from any residual heat load. So major temperature
diﬀerences caused by residual heat loads are detectable. After changing the temperature
in the mixing chamber a suﬃcient waiting time of more than 30 hours is realized. After
changing the settings of the heater connected to the Sandwich or the Rod design about 2
hours are given to reach thermal equilibrium.
For both designs the constant heat load is applied to the electrode dummy, which is either
the top plate of the Sandwich or the plate connected to the Rod. The positions of the heaters
connected to the dummy electrodes and of the installed temperature sensors are shown in
Figure 5.6. Both designs transfer the heat to the helium, whose temperature is controlled
to rather stable values of either 30, 50 or 70 mK during the presented measurements. The
temperatures created by the heat loads are shown for the Sandwich and the Rod in Figure 5.6.
In the depicted diagrams the temperature scale has the same range starting with 20 mK but
the heat load scale of the Rod is multiplied by a factor of 10.
For the Sandwich design, depicted in the upper diagram of Figure 5.6, a major temper-
ature diﬀerence can be found between the copper pieces in contact with the sapphire, i.e.
the heated electrode dummy (red markers) and the mixing chamber lid (magenta markers).
A further but only minor temperature diﬀerence is visible at the pressed contact between
the mixing chamber lid and the heat exchanger (blue markers). The temperature diﬀerence
between the heat exchanger and the helium in the mixing chamber cannot be seen on this
scale.
The temperature characteristics for the Rod design diﬀers signiﬁcantly compared to the
Sandwich. It has a better temperature distribution, as depicted in the lower diagram of
Figure 5.6, with its largest temperature diﬀerence between the heated electrode dummy (red
markers) and the metallic pin (magenta markers). This temperature diﬀerence is almost
twice that between the pin and the heat exchanger (blue markers). This rather signiﬁcant
diﬀerence can only be explained by the quality of the pressed contacts. Both contacts are
improved by thin indium foils. This turns the thermal contacts being surface dependent
rather than pressure dependent as described in Section 2.5. Since the cross sectional areas
are comparable for both contacts, only the quality of the contacts can give this diﬀerence,
which is apparently caused by the diﬀerent designs. The contact to the electrode is simply
done by pressing two not specially prepared ﬂat surfaces together, whereas a conical contact
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Figure 5.6: Heat load to the Sandwich design (top) and to the Rod design (bottom) versus the resulting
temperatures. Shown is the Sandwich made out of polished, indium deposited sapphire. Note the diﬀerent scales
of the heat load. The positions of the temperature sensors are shown on the right of each diagram, where the
same color code is used.
to the heat exchanger is used. The conical design strongly ampliﬁes the contact forces and
yields a proper indium creeping and subsequently a very good wetting. Thus the contacts of
parallel surfaces should be replaced in the future design by conical contacts in order to reduce
the thermal resistance. Additionally the temperature diﬀerence between the heat exchanger
(blue markers) and the helium (green markers) caused by the Kapitza resistance is rather
small, even smaller than for the conical metallic contact to the rod. A good thermal design
as well as mechanical design and careful manufacturing of the sintered heat exchangers can
be considered.
As can be seen in Figure 5.6, an approximately 10 times higher heat load can be transferred
with the Rod design, assuming 100 mK electrode temperature (red markers) and 50 mK
helium temperature (green markers). These are the estimated temperatures on which the
preliminary thermal AEGIS design is based. As expected the Rod design has much less
thermal total resistance compared to the Sandwich due to the lower thermal boundary
resistances. The reason can be found in the type of available heat carriers, which was
already described in Section 2.5. The heat is transported via the fast electrons and the
phonons along the Rod design. But only a very small fraction of rather slow phonons pass
the sapphire boundaries of the Sandwich design.
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Not only the absolute value of the thermal total resistance, but also its temperature
dependency strongly correlates to the dominant heat carriers in theory. This temperature
dependency cannot be seen in Figure 5.6. Instead the thermal total resistance versus hot
temperature shall be used. It is calculated for both, the Rod design and the Sandwich design
with
RTOT =
∆T
Q˙
. (5.1)
The temperature diﬀerence ∆T of the Sandwich is calculated with the temperatures of the
sapphire-touching copper parts, i.e. the electrode dummy and the mixing chamber lid, thus
∆TSW = TH−TC applies for the Sandwich design. Whereas the Rod`s temperature diﬀerence
is derived between its dummy electrode and its heat exchanger, therefore it is calculated by
∆TR = TH − THX . The equation (5.1) is used for more than only a qualitative comparison
between Rod and Sandwich design, since the relevant cross sections are comparable. As
relevant cross sections are the heat transferring surface of the Sandwich and the occupied
cross section of the Rod design considered. The resulting thermal total resistance is shown
in Figure 5.7.
Figure 5.7: Depicted is the thermal total resistance of the Sandwich and Rod design versus the temperature of
the heated dummy electrode. The resistance is calculated with equation (5.1). The helium temperature in the
mixing chamber is controlled to be either 30, 50 or 70 mK. The resistance values of the Sandwich sample *C, see
the sample overview in Table 3.1, are represented.
Figure 5.7 shows very clearly the diﬀerent resistances depend on the available heat carri-
ers. Firstly, the absolute resistance values are much smaller for the Rod design compared to
the Sandwich. Secondly, the temperature dependency of the resistance is for both designs
diﬀerent. The resistance of the Rod depends almost linearly on the inverse hot tempera-
ture due to the dominant electrons. The Sandwich design uses phonons only, whereby the
temperature dependence is much more pronounced. The Sandwich's total resistance should
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theoretically depend on T−3, as described already in Section 2.5. But a weaker temperature
dependence is visible.
The thermal boundary resistivity corresponding to equation (2.25) is a commonly used
representation of the thermal boundary resistance at low temperatures. The resistivity is the
resistance multiplied by T 3 and by the heat transferring cross section A. It has a constant
value at low temperatures, assuming a resistance behaving similarly to the theoretical model
of the acoustic mismatch theory. By plotting the resistivity, it is possible to easily detect the
deviation from the T−3-dependency. This of course holds only for contacts where dielectrics
are involved. Nevertheless, contacts having an electronic contribution, i.e. metal-metal
boundaries, are often plotted the same way.
In order to compare the performance of the four diﬀerent Sandwich cases introduced in
Section 3.1 and the Rod design, their thermal total resistivities Rtot are plotted in Figure 5.8
versus the dummy electrode temperature TH . The temperature diﬀerences are sometimes
higher than the absolute temperature. Therefore it cannot be assumed that the temperature
diﬀerences are small compared to the absolute temperature and the thermal total resistivities
Rtot are calculated similar to equation (2.23) with
Rtot =
A
4 Q˙
(T 4H − T 4C) , (5.2)
where A is the relevant cross section and T is the temperature of either the hot or the cold
side.
As can be seen in Figure 5.8, the thermal total resistivities of the four Sandwich cases
diﬀer considerably and the following trends can be observed [10]:
1. Inﬂuence of the sapphire roughness on Rtot: A rougher sapphire surface increases
the thermal total resistance. This is in contradiction to the values of Schmidt and Um-
lauf [12]. They compared a polished surface with a 7 µm rough surface at temperatures
greater than 1 K. As already described in Section 2.5 they explained the reduced resis-
tance for the rough surface by the increased microscopic contact surface in the case the
dominant phonon wavelength is equal or smaller compared to the mean amplitude of
the surface roughness. In our case the measured average surface roughness of the rough
and the polished sapphire is 370 nm and 2.6 nm, respectively, see as well Table 3.1.
Applying Schmidt and Umlauf's ﬁnding a roughness inﬂuence should occur in the case
that the dominant phonon wavelength is equal or smaller than 370 nm. This is the case
in indium and in sapphire at temperatures of about 90 mK 2 and about 380 mK re-
spectively, see as well Figure 2.2. At temperatures higher than the mentioned ones the
roughness inﬂuence should increase with temperature. Below this temperatures the
2This value is derived for the high transversal sound velocity of 1.5 km/s [12].
81
5 Results of the thermal measurements and their discussion
Figure 5.8: Shown are the thermal total resistivities of the diﬀerent Sandwich cases and of the Rod design.
These resistivities are calculated with equation (5.2) and are plotted versus the electrode dummy temperatures.
The resistivities are calculated with TC which is the temperature of the mixing chamber lid or the temperature
of the heat exchanger for the Sandwich or the Rod design, respectively. The relevant cross sections are the heat
transferring surface of the Sandwich and the occupied cross section of the Rod design. The helium temperature in
the mixing chamber is controlled to either 30, 50 or 70 mK. An overview of the Sandwich samples *A, *B, *C and
*D are given in Table 3.1. Furthermore a value for a Sandwich of sapphire-indium(normalconducting)-sapphire at
1 K and the thermal boundary resistivity of the Acoustic Mismatch Theory (AMT) between sapphire and indium,
depending on the two diﬀerent transverse sound velocities of indium [12], are shown. *C1 boundary is the estimated
thermal boundary resistivity of the Sandwich case *C, see for more information in the text.
roughness inﬂuence becomes less important, since the phonon wavelength increases.
According to [44], there is no roughness inﬂuence if the phonon wavelength is much
larger than the mean amplitude of the roughness. Since the phonons impinge from the
indium towards the sapphire the dominant phonon wavelength of indium is of great
importance for the electrode-sapphire boundary and a roughness inﬂuence should be
detectable for temperatures higher than 90 mK. The phonons then leaving the sapphire
have the dominant phonon wavelength of sapphire. Thus the roughness inﬂuence is
only detectable at temperatures higher than 380 mK for the sapphire-indium boundary.
But the predicted reduction in resistivity is not measured for ampliﬁed temperatures
above 90 mK. The observed discrepant behavior could be explained by a non-perfect
contact between the indium and the rough sapphire, a damage of the sapphire near
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the surface or phonon scattering eﬀects as described in [23]. However, most probably
a non-ideal contact between the indium and the rough sapphire is the reason. The
non-ideal contact is caused by the roughness of the sapphire. Residuals and air can be
trapped in its grooves when an indium foil is pressed against the sapphire surface.
2. Interfaces of vapor deposited indium and sapphire: A good contact between
indium and sapphire is essential to reach low thermal resistances, especially for rough
sapphire surfaces. Covering the sapphire on both sides only with an indium foil and
applying a pressing force does not seem to produce good interfaces, even for resulting
joint pressures much higher than the yield strength of indium. The latter technique is
used to make the Sandwich samples *A and *B. In order to improve their interfaces,
an indium layer of about 3 µm is vapor deposited on the sapphire surfaces of the Sand-
wich samples *C and *D, as shown in Section 3.1. These indium deposited sapphire
plates are, similar to the ones of samples *A and *B, additionally covered with thin
indium foils on both sides. An improvement of the contact, i.e. a reduction of the
total resistivity, can be seen in Figure 5.8. The resistivity of the Sandwich with the
rough sapphire reduces due to the indium deposition by about 30 % and the polished
one by about 15 %. This signiﬁcant improvement seems to be due to the fact that
indium particles are deposited onto the sapphire surface under vacuum. Thus only
few residuals and oxides are trapped at the interface unlike the interface produced by
foils. Using deposited indium adds interfaces between the deposited layer and the foil.
The additional resulting thermal boundary resistances seem to not inﬂuence the total
resistance signiﬁcantly. For the samples applying rough sapphires the improvement
is considerable but their resistivity is still higher compared to the samples using pol-
ished sapphire. The latter suggests that even the indium vapor deposition does not
yield suﬃciently good interfaces due to the roughness. The deposited indium particles
might be too large compared to the surface roughness, so that a fraction of the gaps
are blocked. Thus the sapphire surface is not wetted completely with indium. Other
joining or coating3 procedures like ultrasonic soldering of indium to the sapphire might
produce better interfaces. Nevertheless, ultrasonic soldering is not investigated, since
the sapphire was already found to be ﬁssured [12] due to the process.
3In a private correspondence H. Kinder suggested a chrome-coating of 5 to 10 nm thickness on the sapphire,
which shall improve the contact of the indium crystalls to it.
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3. Temperature dependency of the Sandwich's thermal total resistance: The
measurements suggest that the thermal total resistance depends on T−nH − T−nC . The
factor n is for all the investigated Sandwich samples rather similar with n = 3.64±0.05.
Therefore the thermal total resistivity is presented in Figure 5.9 which is calculated
similarly to equation (5.2), but with a factor of n = 3.64 instead of 4. This tempera-
ture dependency is slightly higher compared to previous experiments, where n ≈ 3.5
was found [12]. The acoustic mismatch theory predicts a theoretical value of n = 4.
This rather small deviation seems to be related to non-ideal interfaces in our case. If
the contact between two solids is imperfect, the eﬀective contacting surface increases
at decreasing temperature because the phonon wavelength increases [12]. Such a re-
lationship is expected according to the theory presented in [44]. For the same reason,
pressure contacts yield usually a temperature dependence with 3 < n < 4.
Figure 5.9: Shown are the thermal total resistivities of the diﬀerent Sandwich cases. These resistivities are
calculated with equation (5.2), but using a factor of n = 3.64 instead of 4. The resistivity is plotted versus the
electrode dummy temperatures. This diagram is similar to Figure 5.8, see there for more information.
4. Absolute value of the thermal total resistivity: The Sandwich sample with the
lowest resistance is sample *C. It applies an indium deposited, polished sapphire and
has a signiﬁcantly lower total resistivity, ranging from 26 to 45 cm
2K4
W
compared to a
sapphire-indium-sapphire Sandwich found in [12] having 70 cm
2K4
W
at 1 K. The speciﬁ-
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cation of the latter Sandwich was already presented in Section 2.5. Both Sandwiches
consist of an indium-sapphire interface and a sapphire-indium interface in series. Ac-
cording to the acoustic mismatch theory, the boundary resistance is independent of
the phonon direction. This means the boundary resistance is the same for both, the
indium-sapphire and the sapphire-indium interface. However, as already described in
Section 2.5, the thermal total resistance RTOT is not always just the sum of the two
thermal boundary resistances RTB. According to equation (2.36) it is calculated with
RTOT = 2(1−Γ)RTB, where Γ is the integrated transmission probability, which ranges
between 0 and 0.5 [12]. The transmission probability is inﬂuenced by the ratio of the
phonon mean free path in the intermediate Sandwich layer and the thickness of the
layer. For the sapphire-indium-sapphire Sandwich Γ ≈ 0 was found [12] due to the
short phonon mean free path in the indium layer compared to its thickness. For the
Sandwich case *C the phonon mean free path in the sapphire is considered to be rather
large. It can be estimated to about 1 mm using equation (2.5) of the lattice thermal
conductivity with the volumetric heat capacity shown in Table 2.2, the transversal
phonon velocity taken from [12] and the thermal lattice conductivity presented in Ta-
ble 2.1. This is only an approximation and it certainly depends on the impurities of
the used sapphire discs. A similar value was measured with propagating heat pulses at
2 K [54]. This value should be applicable for lower temperatures as well, because the
phonon mean free path is constant at low temperatures according to equation (2.5).
Therewith the mean free path of the phonons is in the order of the sapphire thick-
ness. The ballistic phonons are only scattered a little, thus Γ = 0.5 is assumed. Using
the latter value of Γ yields RTOT = RTB. So only one thermal boundary resistance
has to be taken into account for the Sandwich, namely where phonons impinge on
the sapphire. Further the thermal conduction resistance of the sapphire, measured by
[19], is considered. It is deducted from the measured thermal total resistance. The
estimated thermal boundary resistivity of the Sandwich case *C, shown as *C1 boundary
in Figure 5.8, can now be compared with the one of the Acoustic Mismatch Theory
(AMT). The derived boundary resistivity is, at low temperatures, in very good agree-
ment with the absolute values of the acoustic mismatch theory, which are presented
by the dashed lines in Figure 5.8. This may prove the assumptions made. However,
evidence could only give additional measurements with the same Sandwich samples
but having sapphire discs of diﬀerent thickness.
The measurements previously discussed are all performed with a suﬃciently high magnetic
ﬁeld in order to destroy the superconductivity of indium, which is pressed with the copper
parts against the sapphire disc. But also supplementary measurements are performed with-
out magnetic ﬁeld, thus having the indium in the superconducting state. The results of these
measurements are presented, as an example for the Sandwich sample *C, in Figure 5.10.
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Figure 5.10: Shown are the thermal total resistivities of the Sandwich case *C. A magnetic ﬂux density of
about 32.3 mT is applied perpendicular to the indium foil to turn it from the normal to the superconducting
state. Further the resistivity for the Sandwich (ﬁlled markers) and for the Sandwich design (empty markers) are
presented. This diagram is similar to Figure 5.8, see there for more information.
A signiﬁcant dependence of the resistivity on the conducting state of indium can be de-
tected. The resistivity is approximately 50 % higher if the indium is in the superconducting
instead of the normalconducting state. This increase is due to several eﬀects. In the normal-
conducting state the dominant electrons and phonons conduct the heat through the indium
layers very eﬃciently. Thereby the indium layers can be neglected in terms of thermal re-
sistances. This is diﬀerent for the indium beeing in the superconducting state, where only
phonons transfer heat trough the indium layers. In this case the layers have to be considered,
because the phonons are scattered in the indium. Their mean free path is in superconduct-
ing indium shorter compared to sapphire and reduces not only with impurities but also with
lattice defects due to deformation. The latter reduction is most probably not insigniﬁcant
due to the high pressing forces applied. However, taking the thermal conduction resistance
through the indium layers into account, further boundary resistances must be considered.
These are the interfaces between the indium foils and the pressing copper pieces and between
the indium foils and the vapor deposited indium layers. All these interfaces give additional
thermal boundary resistances which can be increased by surface impurities and bad contacts.
The previous discussed resistivity values are for the Sandwich itself but not for the en-
tire Sandwich design. However, for the future AEGIS design the thermal total resistivity,
including the Kapitza resistivity, is of great importance. The thermal total resistivity for
the entire design is shown by the empty markers in Figure 5.10. It is calculated using the
temperatures TH of the dummy electrode and this time the temperature THe of the helium in
the mixing chamber. As can be seen the added resistances, including conduction resistance,
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boundary resistance and the rather high Kapitza resistance, are insigniﬁcantly small.
The doubt of the accuracy of the measurements with superconducting indium shall be
cleared. The ﬁxations of the temperature sensors are also improved by thin layers of indium,
which increases the thermal contact resistances in the case of superconducting indium. This
increase of resistance is investigated by the self-heating of the temperature sensors, as de-
scribed in Section 4.4. It is checked not only in the normalconducting but also in the
superconducting state. No diﬀerence in self-heating is found, so that only a minor change in
contact resistance can be assumed.
However, the derived thermal total resistivity implements naturally systematic and ran-
dom errors. The latter ones of the temperature readings are especially important, since the
resistivity depends on T 4. The estimation of the random error of the resistivity yields about
± 0.2 cm2K4
W
for the presented values in Figure 5.10. This value is derived with the tem-
peratures' standard deviation of 200 readings per sensor. The error increases with reducing
temperature diﬀerences, especially for TH − TC ≤ 3mK. For this reason only the resistiv-
ities for TH − TC ≥ 5mK are presented. The described error is rather independent of the
absolute temperature. It is slightly reduced towards low temperatures, since the sensitivity
of the used thermometers increases.
Furthermore the systematic errors need to be taken into account. At mixing chamber
temperatures below 50 mK small diﬀerences between TH and TC without heating are seen. It
is assumed that the temperature diﬀerence is caused mainly by residual heat loads. Knowing
these heat loads, the measured heating power can be corrected. For this the following ﬁtting
equation is used
Q˙ = A (T nH − T nC)− Q˙0, (5.3)
where Q˙ is the measured heating power and TH and TC are the measured temperatures. The
parameters ﬁtted are the constants A, n and Q˙0. These constants account for the thermal
total resistivity, its temperature dependency and the residual heat loads, respectively. An
overview of the ﬁtted residual heat loads are shown in Table 5.1.
Table 5.1: Overview of the residual heat load Q˙0 depending on TC . The residual heat loads are ﬁtted with
equation (5.3). Additionally the error of the ﬁtted residual heat loads ∆Q˙0 and the ratios between the ﬁt-
ted residual heat load and the measured heating power Q˙(∆T=5mK) resulting in a temperature diﬀerence of
(TH − TC) = 5mK are shown. For more information see the text.
TC Q˙0 ∆Q˙0
Q˙0
Q˙(∆T=5mK)
mK nW nW %
70 4.4 ± 0.4 2.6
50 1.8 ± 1.3 2.6
30 -2.5 ± 0.6 -10.0
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The residual heat loads change with temperature TC . In order to have a feeling of the
absolute values of the residual heat loads, they are compared with the measured heating
powers creating a temperature diﬀerence of 5 mK. As can be seen for mixing chamber
temperatures equal or higher than 50 mK the residual heat loads are very small compared
to the heating power. At lower mixing chamber temperatures the heating power reduces
due to the high thermal total resistance, so that the inﬂuence of the residual heat load has
to be considered. The residual heat load at 30 mK seems to be rather high, but it creates a
temperature diﬀerence over the Sandwich of < 0.15 mK only. Nevertheless, the calculations
of the thermal total resistivity is performed with the corrected heating power Q˙ + Q˙0. The
average error of the resistivity values can be collaterally estimated by the error of the ﬁtting
constant A in equation (5.3). This yields an error of the Sandwich's thermal total resistivity
of about ∆Rtot = ±3 % for temperature diﬀerences (TH − TC) ≥ 5mK.
As mentioned, one of the intentions of this work is to ﬁnd the optimal design to cool
the high-voltage electrodes. With the previous information concerning the derived thermal
total resistivity certain important conclusions can be drawn. The Sandwich sample *C is
the best sample, having the lowest thermal total resistivity of the four investigated samples.
Therefore optically polished, monocrystalline sapphire plates with low impurities need to be
used for AEGIS. These plates have to be annealed and subsequently deposited with indium
by PVD. They should be sandwiched with additional indium foils on both sides between the
electrode and the lid of the mixing chamber. During the mounting process care needs to be
taken about cleanliness and oxide-free metal surfaces. The Rod design is characterized by a
signiﬁcantly lower thermal total resistivity. But when applying the Rod design its electrical
insulation must be considered.
5.3 Sandwich's thermal diﬀusivity
In many practical applications the heat load can often be split in two fractions of which one
is constant over time and the other is time-dependent. This is also the case for the electrodes
of the Penning trap. The intermittent heat loads are amongst others caused by the pulsed
creation and annihilation of antimatter. The question arises: How can the Sandwich design
be optimized, in order to transfer the heat load as fast as possible towards the mixing
chamber? The property determining this temperature propagation is in the present report
referred to as the Sandwich's thermal diﬀusivity a∗, analog to the thermal diﬀusivity of a
bulk material a [112]. The property a∗ should be understood as a value to compare the
thermal behavior of the investigated Sandwiches amongst each other since their thermal
boundary resistances diﬀer.
The Sandwich's thermal diﬀusivity is a property speciﬁcally valid for the investigated
Sandwiches only. It is, similar to the thermal diﬀusivity according to equation (2.37), de-
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scribed by the ratio of the Sandwich's thermal conductivity to its volumetric heat capacity.
The latter is similar for all the diﬀerent Sandwich designs, since the materials and their
volumes are unchanged. The volumetric heat capacity is for this reason Sandwich indepen-
dent, but temperature dependent only. It is determined by the speciﬁc heat capacities of
copper and sapphire as well as their densities, the latter can be assumed to be constant
in the relevant temperature range. The diﬀerence in a∗ between the Sandwich cases at a
constant temperature is thus determined only by a diﬀerent thermal boundary resistance,
inﬂuencing the thermal conductivity. Small values of Sandwich's thermal diﬀusivity are ex-
pected, since the thermal conductivity is signiﬁcantly reduced by the dominant boundary
resistances. Furthermore the Sandwich's volumetric heat capacity is rather high.
The thermal diﬀusivity can be derived with diﬀerent methods, where the most common
are single heat pulses or sinusoidal heat waves. The single heat pulse method demands a
high time-resolving measurement equipment able to measure precisely in the microsecond-
range [54] and is therefore not considered. Applying for instance a sinusoidal heat wave
gives simple analytical equations to calculate the diﬀusivity depending on the phase shift
between the induced and the propagated temperature wave. In the presented work a similar
approach is used. A square heat wave is applied to the Sandwich and the temperature
waves versus time are measured on the heated and on the cold side of the Sandwich. A
typical temperature behavior resulting for a Sandwich is shown in Figure 5.11, in which a
Figure 5.11: Diagram of the measured temperatures of the heated and the cold side of the Sandwich versus
time as a response to a square heat wave. The sensor positions are depicted in Figure 5.6. Shown are the results
for the Sandwich sample *C, with a helium temperature in the mixing chamber of about 30 mK, a periodic time
of the square heat wave of 30 s and no magnetic ﬁeld. The scale of the primary and secondary ordinate diﬀer.
signiﬁcant time delay between the measured temperatures of both Sandwich sides is visible.
The derived time delays of all the measured cases are depicted in Figure 5.12. These cases
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include the four diﬀerent Sandwich samples, the mixing chamber temperature of 30, 50 and
70 mK and periodic times of 30, 40 and 60 seconds.
Figure 5.12: Diagram of the time delay versus the measured cold temperature of the Sandwich TC for diﬀerent
Sandwich samples. An overview of the Sandwich samples is given in Table 3.1. The periodic time is either 30,
40 or 60 seconds.
The Sandwich's thermal diﬀusivity can be derived with the measured time delays shown
in Figure 5.12. But the simple diﬀusivity equations for sinusoidal heat waves cannot be used
in the presented work, due to several reasons:
• The temperature variation does not freely propagate in space, but is stopped by the
ﬁxed temperature in the mixing chamber. The temperature of the helium is controlled
to be either 30, 50 or 70 mK. The helium temperature is found to be stable with
approximately ± 25 µK.
• The temperatures on both sides of the Sandwich show a diﬀerent average temperature,
but the simple equations do not account for this.
• The resulting temperature waves diﬀer considerably from a sinusoidal wave. With the
current test setup sinusoidal heating is impossible. The heater is only switched on or
oﬀ, thus a square heat wave results. The temperature waves diﬀer from the square
wave due to the heat capacity of the materials. The so imposed temperature waves
are shown for example in Figure 5.11.
For this reason the Sandwich's diﬀusivity is simulated4 with the function pdepe provided
4This work was supported by Simon Feigl, who worked during his master thesis under my supervision.
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by MATLAB R©. The simulation uses the following assumptions [112]. The Sandwich is
modeled as a one-dimensional "rod" made of a homogeneous material. The rod's length
is the thickness of the sapphire xS plus a thermalization length xth. The assumption of
xS implies the neglection of the metallic material due to its high thermal diﬀusivity. The
neglected metals are copper and indium, of which the foils and the vapor deposited layer
are made of. This approach is conﬁrmed by the derived results of the Sandwich's thermal
diﬀusivity a∗ which is several orders of magnitude smaller compared to the metal's diﬀusivity
a. Since the used sapphire thickness of all Sandwich samples is approximately 1.5 mm, the
samples can be easily compared amongst each other.
The following Initial Conditions (IC) and Boundary Conditions (BC) are used for the
simulation:
• IC: The homogeneous Sandwich temperature is equal to the measured helium temper-
ature TMC in the mixing chamber before applying a heat: TH(t = 0) = TC(t = 0) =
TMC ,
• BC: The top of the Sandwich has the measured temperature when the quasi-static
state is reached: TH(t) = TH,meas(t),
• BC: The end of the simulated rod has the measured helium temperature in the mixing
chamber: TMC = TMC,meas.
The simulated temperature of the Sandwich's cold side TC,sim is the value to compare with
the measured one TC,meas. Its average value is optimized by changing the thermalization
length. Its phase shift with respect to TH,meas is optimized by varying the Sandwich's thermal
diﬀusivity a∗.
The simulated Sandwich's thermal diﬀusivity a∗ versus the measured cold temperature
of the Sandwich TC is depicted in Figure 5.13. It is more than 6 orders of magnitude
smaller than the thermal diﬀusivity of copper, indium or sapphire bulk. The signiﬁcant
inﬂuence of the thermal boundary resistance at the sapphire interfaces on a∗ is obvious. The
diﬀusivity reduces with diminishing temperature. This also indicates the dependence on the
thermal boundary resistance, since the materials thermal diﬀusivity is ideally constant in the
investigated temperature range. The thermal boundary resistance theoretically depends on
the temperature with T−3, see Section 2.5. A ﬁt of the diﬀusivity shows a T 3C-dependency,
as shown in Figure 5.13. But the temperature steps of the diﬀusivity are too few in order
to discuss the temperature dependency in detail. However, the inﬂuence of the thermal
boundary resistances on the Sandwich's thermal diﬀusivity is well visible.
The results of the dynamic measurements show similarities to the ones of the static mea-
surements. The Sandwich sample *C performs best, i.e. it shows the highest diﬀusivity
values. The high diﬀusivity seems to be caused by the indium deposition of the sapphire,
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Figure 5.13: Diagram of the simulated Sandwich's thermal diﬀusivity a∗ versus the measured cold temperature
of the Sandwich TC . An overview of the Sandwich samples is given in Table 3.1. A signiﬁcant dependency on the
periodic time is observed at low temperatures for the Sandwich samples with indium deposited sapphire plates.
The periodic time is either 30, 40 or 60 seconds.
because the Sandwich sample *D, having an indium deposited rough sapphire performs sim-
ilarly to *C. The samples applying non-deposited sapphires have generally about half of the
diﬀusivity compared to the ones with polished sapphires. This diﬀerence can also be clearly
seen in the measured time delay, see Figure 5.12.
The Sandwich's thermal total resistivity can also be derived from the values gained by the
dynamic measurements. Using the average applied heat and the average temperatures of
both Sandwich sides, resistivity values very similar to the ones of Figure 5.8 can be derived.
This is due to the average values, which are by deﬁnition independent of time.
Critical remarks concerning the model of the Sandwich's diﬀusivity
The results can be distinguished for the Sandwich samples *A, *B and *C, *D. It seems the
indium vapor deposition applied on the sapphire plates of the samples *C and *D improves
the contact signiﬁcantly. At higher temperatures the inﬂuence of the sapphire surface rough-
ness is visible as well. It is stronger for the non-deposited samples and only minor for the
indium deposited samples. Hence the sapphire roughness is secondary. However, this be-
havior is contrary to the results of the measurements with a static heat load [10]. The static
measurements show a signiﬁcantly higher Sandwich's thermal resistance for rough sapphire
surfaces. The indium deposition onto sapphire reduces the resistance, but only slightly. So
the sapphire roughness is of greater importance for the static heat transfer.
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The diﬀusivity is rather independent of the applied periodic times. There is an exception
for the Sandwich samples applying indium deposited sapphire plates. The diﬀusivity at
approximately 30 mK increases by about a factor of 2 if the periodic time is halved. The
same eﬀect can be seen at the time delay of the samples applying non-deposited sapphire
plates, see Figure 5.12. The time delay increases signiﬁcantly for longer periods, especially
for the samples with the rough sapphire. This behavior cannot be seen in Figure 5.13, since
the absolute diﬀusivity values of the samples *A and *B are very small at 30 mK.
The Sandwich's thermal diﬀusivity is calculated by dividing the thermal conductivity by
the volumetric heat capacity and is thus assumed to be temperature but not time dependent.
However, the dynamic measurements suggest that the Sandwich's thermal diﬀusivity depends
on the periodic time at low temperatures. Unfortunately the data are insuﬃcient to give
reliable conclusions. Measurements with shorter periods and higher time resolution could
give more evidence. Such measurements are not performed, because they are not relevant
for AEGIS.
Nevertheless, it is doubtful that the use of the Sandwich's thermal diﬀusivity is an ap-
propriate approach to evaluate the heat propagation in the Sandwich. The simulated Sand-
wich's thermal diﬀusivity might be an erroneous or not the appropriate way to review the
heat propagation due to the following reasons:
• A main uncertainty is the time resolution of the measurements. Data are taken only
every 0.7 up to 1.4 seconds. This time resolution is mainly limited by the used resistance
bridge.
• It is possible to read only one temperature sensor at the time. The readings of the
two temperature sensors are one after the other. These readings are compared to a
reference, which is the precise triggering of the heater. The heater is triggered with an
accuracy of ± 5 ms.
• The response time of the temperature sensors is unknown. However, it should be
comparable for all measurements, since the temperature sensors are not changed and
the procedure of contacting them to the Sandwich is identical. Diﬀerences from sample
to sample might occur because the sensor measuring the temperature TH is dismounted.
The disassembly and reassembly are necessary for a proper cleaning of the contact
surface of the Sandwich's top plate.
• The temperature variations, especially of the temperature TC , are very small and
therefore rather inaccurate. The amplitude is, for low temperatures, sometimes below
20 µK.
• The step width in time and length introduces errors in the simulation.
• The temperature of the helium in the mixing chamber is controlled. This might in-
ﬂuence the measured time delay between TH and TC strongly. This inﬂuence may be
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signiﬁcant, especially since the Kapitza resistance RK is small compared to the Sand-
wich's thermal total resistance RTOT . Assuming RTOT >> RK and a temperature
oscillation of the helium, the time delay would be inﬂuenced by the Kapitza resistance
rather than by the Sandwich's resistance. Actually measuring the Kapitza resistance
would also explain the dynamic measurements with and without a magnetic ﬁeld. The
time delay does not change depending on the magnetic ﬁeld, as presented by the blue
empty markers in Figure 5.12, since the Kapitza resistance is rather independent of
electrons. Further it would explain the insigniﬁcant inﬂuence of the sapphire surface
roughness on the Sandwich's diﬀusivity.
• The model of a temperature dependent diﬀusivity could be too simpliﬁed. This sim-
ple model accounts for the boundary resistances, but does not account for time-
dependent processes. Relevant time-dependent processes could be phonon-phonon,
electron-electron and phonon-electron interactions. Just to extend this idea: The tem-
perature sensors are mainly thermally coupled by the electrons than by the phonons.
• The Sandwich's thermal diﬀusivity assumes a propagating heat wave. But the idea of a
propagating heat wave might be badly chosen, since the actual wavelength is extremely
large compared to the dimensions of the Sandwich. The wavelength is the product of
the materials average phonon velocity and the period. The transversal phonon velocity
in sapphire is about 6400 m/s [12] and the period of the heat wave is between 30 and
60 s, thus the wavelength is in the kilometer range.
The derived values give nevertheless guidelines for an optimized Sandwich design. The
sapphire plates should be indium deposited in order to transfer the occurring heat load as
fast as possible to the mixing chamber. This conclusion is similar to the measurements
applying a static heat load.
5.4 Heat load step function to the Sandwich design
As already described, the major periodical heat load of the high voltage electrodes is cre-
ated by γ radiation due to annihilation. The result is a very quick temperature increase
of the electrodes approximately every 200 seconds. The temperature increase depends on
the amount of annihilated antimatter, i.e. the amount of created energy, the amount of
energy deposited in the electrodes and the heat capacity of the electrodes. A preliminary
approximation predicts a temperature increase of the electrodes from 70 to 100 mK. Step
measurements are conducted to derive information on the time needed, until the electrode
reaches their base temperature of 70 mK again.
The performed measurement procedure will be described below. The upper copper plate
of the sandwich is heated with a constant heat load until a constant plateau temperature
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is reached. Then the heating is switched oﬀ and the following thermalization process is
recorded. The dummy electrode cools down to the initial base temperature by heat transfer
through the sandwich to the cold mixing chamber. A typical temperature plot of the step
measurements is shown in Figure 5.14.
Figure 5.14: Typical cool down of the heated Sandwich's electrode dummy plotted versus time. After a stable
temperature while heating is reached, the heater is switched oﬀ. Shown is the fall-oﬀ time needed, until the
temperature diﬀerence has only 5 % of its previous value (red double arrow).
The temperature during the cool down phase follows an exponential decay. The temper-
ature diﬀerence ∆T can be approximated with the equation
∆T = ∆Tmax e
−Bt , (5.4)
where ∆Tmax is the maximal temperature diﬀerence, B is the decay constant and t the time.
The maximal temperature diﬀerence is derived when the plateau temperature and the base
temperature are stable. They are considered to be stable 14 minutes after the heater is either
switched on or oﬀ. The temperatures used for ∆Tmax are averaged over 1 minute.
The fall-oﬀ time can be calculated with equation (5.4). The used characteristic fall-oﬀ time
is t5%. It is the time needed until the temperature curve has fallen to 5 % of its initial value
with respect to the base temperature. This fall-oﬀ time is shown for the diﬀerent Sandwich
samples in Table 5.2. The error of the fall-oﬀ time is aﬀected by the time resolution of the
measurements, which has been 1.5 seconds.
The table shows, similarly to the static measurements, the best thermal contact, i.e.
shortest fall-oﬀ time, for the Sandwich sample *C, followed by *A. These samples use the
polished sapphire plates, where *C applies an indium deposited plate. The samples *B and
*D use rough sapphire plates. Again, the indium deposited sapphire plate improves the
thermal contact.
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Table 5.2: Results of the fall-oﬀ time for the cool down of the heated Sandwich's electrode dummy. The values
of t5 % in seconds are for a base temperature of approximately 70 mK and a temperature diﬀerence of about
30 mK or 50 mK. The four diﬀerent Sandwich samples are described in Table 3.1. The error of the shown data
is t5 % ± 0.6 s. A magnetic ﬁeld is applied to turn the indium normalconducting.
Sandwich t5 % in seconds
sample TH=70... 100 mK TH=70... 120 mK
*A 22.4
*B 36.8
*C 16.4 19.7
*D 32.6
The fall-oﬀ time for the best Sandwich sample *C is t5 % = (16.4 ± 0.6) s. This is the
time needed for the temperature of the test dummy to sink from approximately 100 mK
to 71.5 mK. The complete reduction of ∆T takes, for the described case, approximately 30
seconds. Since the temperature diﬀerence of 30 mK is only a rough estimate, the Sandwich
sample *C is heated until ∆T = 50 mK is established. The fall-oﬀ time t5 % increases then
by approximately 20 %.
In order to scale the values to the electrodes of AEGIS, the diﬀerences between the test
setup and the AEGIS ﬁnal setup have to be identiﬁed. The major diﬀerence will be the
geometry of the electrodes and its contact surface. The ratio r is used to compare the two
setups. Considering the heat load by annihilation independent from the electrodes geometry,
r is calculated by
r =
m
A
, (5.5)
where m is the thermal mass of the electrode to be cooled and A is the heat transferring
cross section. Equation (5.5) is only valid for materials having the same speciﬁc heat and
thermal diﬀusivity and considering the same thermal design with similar contact resistances.
The approximated heat transferring cross sections A are 3.1 cm2 and 80 cm2 for the test
setup and the AEGIS setup, respectively. The copper mass of the dummy electrode is
measured to 63 g. An estimation of the AEGIS' electrodes gives a weight of 340 g. The
resulting ratio r is about 20 g/cm2 and 4 g/cm2. Thus the ratio for the AEGIS setup is 5
times smaller compared to the test setup. This means that for a given mass the setup of
AEGIS will have ﬁve times more area for the heat transfer than the test setup, or vice versa
the heat which needs to be transferred is only 20 % for a given temperature diﬀerence and
the same heat transferring cross section. Thus the cooling of the AEGIS electrodes will be
signiﬁcantly faster than the cooling of the dummy electrode.
In addition, the base temperature for AEGIS is foreseen to be 100 mK and not 70 mK as
used in measurements. A higher base temperature reduces the thermal boundary resistance
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and the cool down time should be shorter at 100 mK than at 70 mK. This is proven by
the dynamic measurements. The cool down time is amongst others determined by the
Sandwich's thermal diﬀusivity a∗. The thermal diﬀusivity increases roughly with T 3, which
would accelerate the cooling process of the electrodes. The increase of the material's speciﬁc
heat at elevated temperatures stays against this trend. But this increase is only depending
on T 1 for copper and is thus increasing less than the Sandwich's thermal diﬀusivity.
Taking all these points into account, a very careful estimation for AEGIS can be done. The
electrodes in AEGIS will probably recover from the pulsed heat load within tens of seconds,
depending on the type of Sandwich sample. The recovery time of the AEGIS electrodes is
estimated to be below 20 seconds until the base temperature is reached again, after a typical
heat load due to annihilation, using a design like the Sandwich sample *C.
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The scientiﬁc goal of the AEGIS experiment is to measure the inﬂuence of the earth's gra-
vitational force on antihydrogen. The envisaged measurement precision requires the cooling
of the antihydrogen trap down to 100 mK. This so called Penning trap is formed by several
electrodes which are intermittently charged up to several kilovolts. The electrodes are ther-
mally linked to a dilution refrigerator, which is the only continuously working refrigerator at
these low temperatures. The envisaged cooling power of this dilution refrigerator is rather
high with about 100 µW at 50 mK.
The work presented is conducted in order to investigate the heat exchanger inside the
mixing chamber of the dilution refrigerator and the thermal link between the electrodes
and the mixing chamber. This link must provide good thermal conduction and electrical
insulation taking into account the environmental conditions of the future experiment e.g.
the ultra high vacuum, the homogeneous magnetic ﬁeld, the radiation and the fragility of
the equipment attached to the thermal link.
Two link designs are investigated, the Rod design and the Sandwich design. The Sandwich
uses an electrically insulating sapphire plate sandwiched between the warm electrodes and
the cold mixing chamber lid. Since the preparation of the Sandwich has a strong inﬂuence on
its thermal performance, four diﬀerently prepared test Sandwiches are investigated to ﬁnd
a recipe for an optimized Sandwich design. The examined Sandwiches diﬀer in the sapphire
surface roughness and in the application method of the indium layers in contact with the
sapphire. Polished and rough sapphires are used, having an average roughness of 2.6 nm
or 370 nm, respectively. All sapphires are sandwiched with additional indium foils on both
sides having a thickness of ≤ 250 µm. Furthermore one rough and one polished sapphire are
vapor deposited with indium.
The Rod design electrically connects a single electrode with a heat exchanger, located
within the mixing chamber, by a copper pin. An alumina ring electrically insulates the Rod
design from the mixing chamber lid. Consequently the heat exchanger is charged by the
same high voltage as the electrode connected to it. The heat exchanger is thus electrically
insulated from the metallic mixing chamber only by the helium. However, the insulating
behavior of helium, ionized by γ radiation caused by the annihilation of antimatter, might
suﬀer. For an electrode potential of some kilovolts a leakage current of several 100 pA has to
be expected and even an electric breakdown cannot be excluded. Nevertheless, thin electrical
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insulators could be inserted to elongate the distance for the charged particles. Measurements
of the electric breakdown strength could give more evidence.
In both, Sandwich and Rod design, homemade heat exchangers are integrated to transfer
the heat to the cold helium within the mixing chamber. These heat exchangers are based on
sintered structures to increase the heat transferring surface and to overcome the signiﬁcant
inﬂuence of the Kapitza resistance. A common used sintering procedure showed poor adhe-
sion of the sinter to the mold. For this reason diﬀerent surface treatments of the mold and
diﬀerent sintering procedures are tested. Best adhesion is achieved to a mold grooved with a
carpet cutter and to a mold with a thin sintered contact layer. Both treatments are applied
to the heat exchangers implemented in the test setup. The sintered structure is made of 325
mesh copper powder. The thickness of the copper powder is about (1.05±0.05) mm after
sintering. The achieved porosity of (58±2) % is very high. This is advantageous, since the
heat transfer in the helium, ﬁlling the sinter pores, towards the bulk helium is facilitated by
high porosities.
The investigated heat exchanger dimensions are adapted to the AEGIS application. Ther-
mal measurements showed a transferred heat of about 8.5 µW per heat exchanger with
50 mK helium temperature and 55 mK heat exchanger temperature. Their optimum should
be at about 75 mK considering the thermal penetration depth and the Kapitza resistance
for similar sintered heat exchangers, having sinter heights much smaller then the penetra-
tion depth. The optimum of the heat exchangers at 50 mK might be reached with slightly
larger sinter heights of about 1.35 mm. The approximated transferred heat could be then
slightly increased to about 9.0 µW considering the mentioned temperatures. For both sinter
heights about 12 heat exchangers are required assuming the mentioned temperatures and
the envisaged cooling power of the dilution refrigerator.
The electrodes are intermittently heated in AEGIS. The four diﬀerent Sandwich designs
are therefore thermally investigated applying constant as well as pulsed heat loads. The
Rod design is tested with constant heat loads only. The measurements with static heat
loads uncover the behavior of the thermal boundary resistances and thermal conduction
resistances in a reliable manner.
For the Sandwich design an optimized contact of indium to the sapphire is essential to
achieve low thermal resistances. The contact to the sapphire is improved by indium vapor
deposition onto polished sapphire. The thermal total resistance of this Sandwich shows a
temperature dependence of approximately T−2.64 and is signiﬁcantly lower, with roughly
30 cm
2K4
W
at 50 mK, than data found in the literature. Its calculated thermal boundary
resistivity, assuming only one thermal boundary resistance at the warm sapphire surface and
the thermal conduction resistance of sapphire, agrees very well at low temperatures with the
value of the acoustic mismatch theory, which is about 20 cm
2K4
W
. A heat ﬂux of 0.6 µW
cm2
can
be transferred with the best Sandwich design assuming 100 mK electrode temperature and
100
55 mK heat exchanger temperature. The current design provides a cross section of about
100 cm2. A heat load to the electrodes of 60 µW seems to be not exceeded at present. The
remaining cooling power of 40 µW can be used to thermalize cabling, shielding and other
equipment.
The Rod has the advantage to transfer signiﬁcantly more heat, about 10 times more, than
the Sandwich for the same temperature diﬀerence. The Sandwich's heat transferring cross
section is comparable to the surface occupied by the Rod. Therefore both designs can be
compared not only qualitatively.
The heat pulse caused by the formation of antihydrogen will raise the electrodes' tem-
perature from their operating temperature by about 30 mK. The cool down to its initial
temperature takes about 20 s for the optimized Sandwich design, which transfers the heat
fastest. There will be about 100 s left during each period in which the electrodes are on
their operating temperature for the cooling of the trapped antiprotons.
The measurements are performed at the CERN Central Dilution Refrigerator, which is
for this work, specially equipped with the investigated designs, a superconducting magnet
suppressing the indium's superconductivity and extensively prepared thermometers of RuO2
type.
Outlook
The engineering task of this investigation is fulﬁlled, but on the scientiﬁc side the following
points deserve further investigations.
The measurements with a constant heat load to the Sandwich showed a diﬀerent temper-
ature dependency of the thermal total resistance than predicted by the acoustic mismatch
theory. This is most probably caused by non-perfect connections to the sapphire plate. Fur-
ther connection procedures should be tested. Gold sputtered polished sapphire plates are
currently under investigation.
Still unclear is the propagation and scattering of phonons in the sapphire. The investiga-
tion of Sandwiches with a varying sapphire thickness would be of interest for another possible
design using gold electrodes, directly deposited on one thick hollow sapphire cylinder. Such
an electrode design would be advantageous because of extremely short charging times.
The static thermal measurements showed signiﬁcantly lower thermal resistances of the
Rod design compared to the Sandwich design. However, the heat exchanger of the Rod
design is charged with the same high voltage as the electrode connected to it. A literature
research revealed, that the risk of unintended electric breakdown of the insulating helium,
surrounding the heat exchanger, can not be completely excluded. Therefore the breakdown
strength and the leakage current of the helium in the mixing chamber should be investigated,
depending on the γ radiation, the magnetic ﬁeld and the electrical potential.
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Symbols
Symbol Name Unit
a Thermal diﬀusivity m
2
s
A Surface area or cross section m2
a∗ Sandwich's thermal diﬀusivity m
2
s
B Constant Variable
Magnetic ﬂux density T
c Speciﬁc heat capacity J
kgK
C Constant Variable
d Diameter or grain size m
D Constant Variable
f Fraction [1]
F Force N
I Electrical current A
l Length, wave length or mean free path m
m Mass kg
n Quantity or constant [1]
N Number or amount [1]
P Power W
Q˙ Heat Load W
r Radius m
Ratio kg
m2
R Thermal resistance if combined with a upper-case subscript K
W
Thermal resistivity if combined with a lower-case subscript m
2K4
W
Electrical resistance Ω
Ra Average surface roughness nm
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Nomenclature
Symbol Name Unit
t Time s
Transmission coeﬃcient [1]
T Temperature K
u Energy density J
m3
U Electrical potential V
v Velocity m
s
V Volume m3
x Distance m
X Fitting coeﬃcient [1]
Z Acoustic impedance kg
m2s
Fitting coeﬃcients [1]
α Angle ◦
 Eﬀectiveness [1]
γ Sommerfeld coeﬃcient J
kgK2
Γ Integrated transmission probability [1]
κ Thermal contact conductance W
K
λ Thermal conductivity W
m2K
ν Phonon frequency Hz
ψ Porosity [1]
ρ Mass density kg
m3
σ Standard deviation Variable
τ Periodic time s
ξ Thermal penetration depth m
Physical Constants
Symbol Name Value Unit
e Euler's constant 2.7182818..
h¯ Reduced Planck constant 1.0545716 · 10−34 J s
kB Ludwig-Boltzmann constant 1.38065 · 10−23 JK
µ0 Magnetic ﬁeld constant 1.257 · 10−6 NA2
pi Ratio of a circle's circumference to its dia-
meter
3.1415593..
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Subscripts and Superscripts
Symbol Name
c Critical
C Cold
calc Calculated
dis Dissipated
dom Dominant
e Electron
el Electrical
excite Excitation
F Fermi
grain Powder grain
h or He Helium
H Hot
HX Heat Exchanger
k or K Kapitza
l Lower
λ Thermal conduction
meas Measured
MC Mixing Chamber
ph Phonon
s or solid Solid
S Sapphire
sim Simulated
SW Sandwich
tb or TB Thermal boundary
th Thermal
tot or TOT Thermal total
U Upper
V Volumetric
∗ Sandwich sample
λ Thermal conduction
κ Thermal contact conduction
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Nomenclature
Abbreviations
AC Alternating Current
AD Antiproton Decelerator
AEGIS Antimatter Experiment: Gravity, Interferometry, Spectroscopy
Al2O3 Polycrystalline aluminum oxide, also called alumina
AMT Acoustic Mismatch Theory
*A, *B, *C, *D Measured Sandwich samples
BET Brunauer Emmett Teller gas adsorption technique
BC Boundary Condition
CCDR CERN Central Dilution Refrigerator
CERN European Organization for Nuclear Research
CS Calibrated Sensor
OFHC Oxygen Free High Conductivity
DC Direct Current
DR Dilution Refrigerator
IC Initial Condition
LS Temperature sensor provided by LakeShore, reference sensor
MC Mixing Chamber
RF Radio Frequency
RMSD Root Mean Square Deviation
RuO2 Ruthenium oxide metallic thick ﬁlm resistors
UHV Ultra High Vacuum
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