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Introduction and Overview
One of the famous open problems in the 17th and 18th century was the question of the
value of the convergent series
∞∑
n=1
1
n2
.
This question was first asked by Mengoli in 1644. Many great mathematicians of that
time tried to solve this problem in vain. It took almost 100 years until Euler solved it
in 1734 and proved
∞∑
n=1
1
n2
= pi
2
6
using state of the art techniques in analysis. From a nowadays point of view this formula
can be seen as the first contribution to the study of special values of L-functions. On the
other hand, at the time of Euler no one would have considered this formula as a statement
of number-theoretical interest. The bare appearance of numbers in a mathematical
statement does not make it a number-theoretical statement. So, it took another 100
years until L-functions became objects of number-theoretical interest. In 1837, Dirichlet
introduced L-functions associated with Dirichlet characters and used them to prove
the existence of an infinite number of primes in arithmetic progressions. Only shortly
afterwards, Dirichlet gave the first instance of a class number formula for quadratic
fields. The analytic class number formula
lim
s→0 s
−(r1+r2−1)ζK(s) = −hKrK
wK
for a general number field K goes back to Dedekind. Here, hK is the order of the class
group, rK is the regulator, wK is the number of the roots of unity contained in K and
r1 + r2− 1 is the rank of the group of units of OK . This beautiful formula assembles all
the basic invariants of a number field in a single equation. From the mid 19th century
on, L-functions have been a central and important object of study in number theory.
Furthermore, they provide a source of deep and beautiful conjectures. The analytic class
number formula can be seen as the prototype of the very general Tamagawa number
conjecture (TNC) of Bloch and Kato on special values of L-functions. The Tamagawa
number conjecture and its p-adic analogue, the Perrin-Riou conjecture, express special
L-values in terms of various realizations of motivic cohomology classes. While the TNC
in its general form is far out of scope of today’s methods, there has been some progress
in proving particular cases. Let us concentrate here on some results concerning progress
in the case of Hecke characters of number fields. For the Riemann zeta function the
1
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proof of the Tamagawa number conjecture (TNC) goes back to Bloch and Kato and
was completed by Huber and Wildeshaus in [HW98]. For Dirichlet characters it was
proven by Huber and Kings [HK03]. For non-critical L-values of CM-elliptic curves
the TNC was settled by Kings in [Kin01]. For critical L-values of Hecke characters of
imaginary quadratic fields the most general result has been obtained by Tsuji [Tsu04] as
an application of a very general explicit reciprocity law.
In order to tackle particular cases of the Tamagawa number conjecture first we need a
way to construct enough motivic cohomology classes, then we have to understand their
realizations and relate those cohomology classes to special values of L-functions. An
important source of such motivic cohomology classes is provided by the polylogarithm.
The bridge between the specializations of those polylogarithm classes and L-values is
often given via Eisenstein series and their cohomology classes. Let us take a closer look
at Eisenstein series and the elliptic polylogarithm and thereby explain the main results
of this thesis.
Eisenstein series
Eisenstein series provide a key tool in studying special values of L-functions. For exam-
ple, consider real-analytic Eisenstein series for congruence subgroups of SL2(Z). Their
values at CM-points play an important role in studying special values of L-functions
associated with Hecke characters of imaginary quadratic fields. For
(ω1, ω2) ∈ GL+ :=
{
(ω1, ω2) ∈ C2 : Im
(
(ω1)−1ω2
)
> 0
}
,
let us consider the lattice Γ in C spanned by ω1, ω2. For b > a + 2 and x0 ∈ 1NΓ the
series
(−1)b+1b!
(Im ω¯1ω2)a
∑
γ∈Γ\{−x0}
(x¯0 + γ¯)a
(x0 + γ)b
converges absolutely. It defines a real-analytic modular form of level N . For a = 0 the
resulting modular form is algebraic. The non-holomorphic Eisenstein series
(−1)b+1b!
(Im ω¯1ω2)a
∑
γ∈Γ\{−x0}
(x¯0 + γ¯)a
(x0 + γ)b
can be obtained by applying a times the Weil operator
W = − 1Im ω¯1ω2
(
ω¯1
∂
∂ω1
+ ω¯2
∂
∂ω2
)
to the algebraic modular form
(−1)b−a+1(b− a)!
∑
γ∈Γ\{−x0}
1
(x0 + γ)b−a
b− a > 2.
2
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At first sight, there seems to be little hope to give an algebraic interpretation of the non-
holomorphic Eisenstein series for a > 0. However, by an ingenious insight of Katz the
Weil operator admits a cohomological interpretation. This cohomological description
allows a purely algebraic interpretation of real-analytic Eisenstein series as de Rham
cohomology classes. Let us recall the approach of Katz [Kat76], cf. the exposition in
[Tsu04, II. §2]. To each point (ω1, ω2) ∈ GL+ we can associate a complex elliptic curve
E = C/(ω1Z+ ω2Z), (Z/NZ)2 ∼→ E[N ](C), (x, y) 7→ xω1
N
+ yω2
N
with Γ(N) level structure. For N > 3 this gives us a map
GL+ →MN (C)
to the C-valued points of the modular curve of level Γ(N). This map allows us to view
real-analytic modular forms as real-analytic sections of the line bundle ω(C∞)a+b with
ω := e∗Ω1Euniv/MN . Let us denote by H
1
dR the first relative de Rham cohomology of the
universal elliptic curve. Following Katz, let us use the Gauss–Manin connection on H1dR
and the Kodaira–Spencer isomorphism to define the algebraic differential operator:
θ : ωk ↪→ SymkH1dR ∇−→ SymkH1dR ⊗OMN Ω
1
MN
∼←− SymkH1dR ⊗OMN ω
2 ↪→ Symk+2H1dR
Composing this with the projection obtained from the Hodge decomposition, we obtain
the differential operator
θ(C∞) : ω(C∞)k θ−→ Symk+2H1dR(C∞) ω(C∞)k+2.
Now, Katz showed that under the above identification the Weil operator coincides with
the differential operator θ(C∞). The benefit of this interpretation is that the definition
of θ is purely algebraic. This gives us a purely algebraic interpretation of real-analytic
Eisenstein series as sections of
Syma+bH1dR.
Katz’ cohomological construction of real-analytic Eisenstein series via the Gauss–Manin
connection allows us to study algebraic and p-adic properties of real-analytic Eisenstein
series. On the other hand, the usage of the differential operator θ has an obvious
disadvantage. It is far from being functorial. For the definition of θ it is essential that the
Kodaira–Spencer map is an isomorphism. As an example, let us recall that the value of
real-analytic Eisenstein series on CM elliptic curves is one of the main tools for studying
L-values of Hecke characters for imaginary quadratic fields. The non-functoriality of
the above construction forces us to study the universal situation although we are just
interested in the value of real-analytic Eisenstein classes for a single CM elliptic curve.
In [BK10b] Bannai and Kobayashi have observed that the Kronecker theta function
and certain translates of it are generating series for an important class of real-analytic
Eisenstein series, the Eisenstein–Kronecker series. These are real-analytic modular forms
defined for b > a+ 2 ≥ 0 by
e∗a,b(z0, w0; Γ) :=
∑
γ∈Γ\{−z0}
(z¯0 + γ¯)a
(z0 + γ)b
〈γ,w0〉Γ
3
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with 〈z, w〉Γ := exp
(
zw¯−wz¯
A(Γ)
)
and A(Γ) := =ω2ω¯1pi . For general b > 0, a ≥ 0 they can be
defined by analytic continuation, cf. [BK10b, §1.1]. For CM elliptic curves Bannai and
Kobayashi applied Mumford’s theory of algebraic theta functions to study algebraicity
properties of the Kronecker theta function. At least for CM elliptic curves this gives a
new approach for studying real-analytic Eisenstein series and their algebraic properties,
which avoids considering the universal situation. Unfortunately, the approach via the
Kronecker theta function does not directly generalize to more general elliptic curves.
The first main result of this thesis gives a new and purely algebraic construction of
cohomology classes of real-analytic Eisenstein series via the Poincare´ bundle. This con-
struction is compatible with base change and works for arbitrary families of elliptic
curves E over a general base scheme S. We are building on the work of Bannai and
Kobayashi. Instead of working with theta functions, we will work with the underlying
section of the Poincare´ bundle. This algebraic section will be defined in the first chapter
and will be called the canonical section
scan ∈ Γ
(
E ×S E∨,P ⊗ Ω1E×SE∨/E∨
(
[E × e] + [e× E∨]))
of the Poincare´ bundle P. After passing to the universal vectorial extensions of both
E and its dual, we get canonical connections on the Poincare´ bundle. Applying them
iteratively to certain translates of the canonical section, allows us to give a functorial
construction of elements
Ea,b+1s,t ∈ Γ
(
S, SymaH1dR
(
E∨/S
)⊗ Symb+1H1dR (E/S))
for torsion sections s ∈ E∨[D](S) and t ∈ E[N ](S). The first main result of this thesis
is the following:
Theorem (cf. Theorem1 1.7.2). The Hodge decomposition on the universal elliptic curve
of level Γ(ND) identifies Ea,b+1s,t with the real-analytic Eisenstein–Kronecker series
(−1)a+ba!b!e
∗
a,b+1(Ds˜,Nt˜)
Aaa! dz
⊗(a+b+1).
Here, s˜ and t˜ are certain analytic lifts of the torsion sections s and t.
As an application of our purely algebraic construction of real-analytic Eisenstein series
via the Poincare´ bundle, we will give a new construction of the two-variable p-adic
measure of Katz interpolating real-analytic Eisenstein series on the ordinary locus of
the modular curve. Like Katz we will work with the universal trivialized elliptic curve
Etriv/M triv. Norman’s theory of p-adic theta functions allows us to associate p-adic
theta functions
Dϑs(T1, T2) ∈ V (Zp,Γ(N)) JT1, T2K
1 for a more detailed version of the theorem, see the main body of the text
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with coefficients in Katz’ ring V (Zp,Γ(N)) of generalized p-adic modular forms to certain
translates of the canonical section. Via Amice’ isomorphism between functions on Ĝm
and p-adic measures we obtain a two-variable measure
µEisD,s ∈ Meas
(
Zp × Zp, V (Zp,Γ(N))
)
with values in p-adic modular forms. We call this measure the p-adic Eisenstein–
Kronecker measure. Our second main result gives a bridge between p-adic theta functions
and generalized p-adic modular forms:
Theorem (cf. Theorem2 4.5.3). The measure µEisD,s interpolates p-adic variants DEk,r+1s
of the Eisenstein–Kronecker series p-adically, i.e.:∫
Zp×Zp
xkyrdµEisD,s(x, y) = DEk,r+1s .
This result is motivated by the construction of two-variable p-adic measures for CM-
elliptic curves at ordinary primes by Bannai–Kobayashi [BK10b]. Further, we compare
our measure to that of Katz.
The remaining results of this thesis concern the algebraic de Rham realization and the
syntomic realization of the elliptic polylogarithm:
The elliptic polylogarithm
The cohomological polylogarithm is an important tool for constructing cohomology
classes of motivic origin as needed for studying particular cases of conjectures on special
values of L-functions. To give an example, polylogarithmic classes play a key role in the
above mentioned proofs of the TNC for Dirichlet characters by Huber-Kings [HK03] and
CM elliptic curves by Kings [Kin01].
But let us start with the classical polylogarithmic functions. The functions
lnk x :=
∞∑
n=1
xn
nk
, |x| < 1, k ≥ 1
have already been studied by Euler in 1768. The relation to the classical logarithm is
given by ln1 x = − log(1− x). On the open unit disc these functions satisfy the integral
relation
lnk x =
∫ x
0
lnk−1 z
dz
z
, |x| < 1, k ≥ 2.
Using this identity, the classical polylogarithmic functions can be analytically continued
to multivalued holomorphic functions on C \ {0, 1}. The starting point towards a mod-
ern treatment of the classical polylogarithmic functions can be seen in the monodromy
computation of Ramakrishnan of the polylogarithmic functions [Ram82], see also the
2 for a more detailed version of the theorem, see the main body of the text
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exposition by Hain [Hai94]. The above integral equation can be reformulated as a linear
differential equation. Let us define ω0 = dzz and ω1 :=
dz
1−z and
W :=

0 ω1 0 · · · 0
. . . ω0
. . . ...
... . . . . . . 0
. . . ω0
0 · · · 0

∈ H0(P1(C),Ω1P1(log{0, 1,∞}))⊗Gln+1(C),
then the multivalued polylogarithmic functions can be encoded as solutions of the linear
differential equation
dλ = λW, λ : C \ {0, 1} → Cn+1.
Again, we can reformulate this. Let us consider the connection
∇(f) = df − fW
on the n+1-dimensional trivial vector bundle Cn+1×P1(C)\{0, 1,∞} and let us denote
the local system of horizontal sections by Pol . This local system captures the solutions
of the above differential equation. Then, one can show that Pol sits in a non-trivial
extension
0→ Logn → Pol → C→ 0
of local systems. Here C is the constant local system and Logn is the local system on
C \ {0} associated with the representation of pi1 := pi1(C \ {0})
C[pi1]/Jn+1, J := ker (C[pi1] C) .
Let us observe that every unipotent representation of pi1 of length n is a module under
C[pi1]/Jn+1. Thus, the sheaf Logn has a distinguished role under all unipotent local
systems of length n and is called n-th logarithm sheaf. Let us summarize the above
by saying that the classical polylogarithmic functions are encoded in the above non-
trivial extension. It is this sheaf-theoretical interpretation of the classical polylogarithm
functions which can be fruitfully generalized to other more general settings.
It was observed by Deligne that the above extension of local systems underlies a varia-
tion of mixed Hodge structures. Beilinson extended the definition of the polylogarithm
for P \ {0, 1,∞} to the theory of mixed sheaves in the l-adic setting . The motivic origin
of the polylogarithm for P\{0, 1,∞} was worked out by Huber and Wildeshaus [HW98].
In the seminal work “The elliptic polylogarithm” Beilinson and Levin have extended the
definition of the polylogarithm to elliptic curves. They have defined the polylogarithm
for any mixed sheaf theory and have proven its motivic origin. Besides, they have shown
that the period functions of the polylogarithm in the R-Hodge realization are given by
certain Eisenstein–Kronecker series. From here on many generalizations and applica-
tions of polylogarithmic cohomology classes have been given. Let us concentrate here on
6
Contents
the syntomic realization of the elliptic polylogarithm. The importance of syntomic coho-
mology comes from its interpretation as absolute p-adic Hodge cohomology, see Bannai
[Ban02] and Deglise–Nizio l [DN15]. Thus, syntomic cohomology can be seen as a p-adic
version of Deligne–Beilinson cohomology. This explains the importance of syntomic co-
homology for the formulation of the p-adic Beilinson conjecture and the conjecture of
Perrin-Riou on special values of L-functions.
The rigid syntomic realization of the elliptic polylogarithm for CM elliptic curves has
been studied by Bannai, Kobayashi and Tsuji [BKT10]. They first give an explicit
description of the de Rham realization of the elliptic polylogarithm. Building on this
they relate the rigid syntomic realization of the elliptic polylogarithm to overconvergent
functions obtained as certain moment functions of the p-adic distribution interpolating
the Eisenstein–Kronecker numbers. On the other hand, the syntomic Eisenstein classes
obtained by specializing the polylogarithm class on the ordinary locus of the modular
curve have been described by Bannai and Kings [BK10a]. These Eisenstein classes are
related to moments of Katz’ two variable p-adic Eisenstein measure interpolating real-
analytic Eisenstein series. Again, the de Rham Eisenstein classes are an important
intermediate step for understanding the syntomic Eisenstein classes.
The remaining main results of this thesis are concerning the de Rham realization and
the syntomic realization of the elliptic polylogarithm. For the de Rham realization of the
elliptic polylogarithm we are building on previous results in the PhD thesis of Scheider
[Sch14]. Like Scheider, we consider arbitrary families of elliptic curves over a smooth
base scheme over a field of characteristic zero. Scheider shows that the (relative) de
Rham logarithm sheaves for families of elliptic curves can be constructed by restricting
the Poincare´ bundle P† on E ×S E† to infinitesimal thickenings of E × e:
L†n := (prE)∗
(
P†
∣∣∣
E×Infne E†
)
.
Restricting the canonical section to such infinitesimal neighbourhoods allows us to con-
struct sections
LDn ∈ Γ
(
E,Ω1E(E[D])⊗ L†n
)
.
Indeed, these logarithmic 1-forms with values in the logarithm sheaves represent the
polylogarithm in de Rham cohomology:
Theorem (cf. Theorem3 5.2.10). The de Rham realization of the D-variant of the elliptic
polylogarithm is explicitly given as follows:(
[LDn ]
)
n≥0 = polD,dR ∈ lim←−n
H1dR (UD,LogndR)
This can be seen as an algebraic version of previous results of Scheider [Sch14, §3]. To-
gether with Scheider’s result on the logarithm sheaves this gives an algebraic description
of the de Rham realization of the elliptic polylogarithm purely out of the Poincare´ bun-
dle. Building on this result allows us to give an explicit description of the rigid syntomic
3 for a more detailed version of the theorem, see the main body of the text
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realization of the elliptic polylogarithm on the ordinary locus of the modular curve. This
generalizes the results of Bannai–Kings and Bannai–Kobayashi–Tsuji:
Theorem (cf. Theorem4 6.5.3). There is a compatible system of overconvergent sections
in the syntomic logarithm sheaves ρn ∈ Γ
(
E¯K , j
†
D(Lognsyn)
)
describing the D-variant of
the syntomic polylogarithm on the ordinary locus of the modular curve
pol
D,syn = ([ρn])n≥0 ∈ lim←−
n
H1syn
(
UD,Lognsyn(1)
)
.
In tubular neighbourhoods ]t[ of torsion sections there is a canonical decomposition of
these overconvergent sections
ρn|]t[ =
∑
k+l≤n
eˆt,(k,l)ωˆ[k,l]
in terms of certain generators (ωˆ[k,l])k+l≤n of the logarithm sheaves. The rigid-analytic
functions eˆt,(k,l) appearing in this decomposition are moment functions of the p-adic
Eisenstein–Kronecker measure
eˆt,(k,l)(s) = (−1)ll!
∫
Z×p ×Zp
ykx−(l+1)(1 + s)xdµEisD,t(x, y)
with values in p-adic modular forms.
Both, the description of the de Rham and the syntomic realization, are developed out
of the Poincare´ bundle. We hope that the approach via the Poincare´ bundle might give
also new insights for studying polylogarithms for higher dimensional Abelian varieties.
Overview
Let us give a more detailed overview over the single chapters of this thesis:
Chapter 1: Eisenstein series via the Poincare´ bundle
In the first chapter we will present a new construction of real-analytic Eisenstein series
via the Poincare´ bundle. Let pi : E → S be an elliptic curve and (P, r0, s0) be the
bi-rigidified Poincare´ bundle on E ×S E∨. After choosing the autoduality isomorphism
E
∼→ E∨, P 7→ [OE([−P ]− [e])],
we get the more explicit description
(P, r0, s0) =
(
OE×E(−[e× E]− [E × e] + ∆)⊗OE×E pi∗E×Eω⊗−1E/S , r0, s0
)
=
=
(
pr∗1OE([e])⊗−1 ⊗ pr∗2OE([e])⊗−1 ⊗ µ∗OE([e])⊗ pi∗E×Eω⊗−1E/S , r0, s0
)
4 for a more detailed version of the theorem, see the main body of the text
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where ∆ is the anti-diagonal and the rigidifications r0 : (e × id)∗P ∼→ OE and s0 :
(id× e)∗P ∼→ OE are induced by the canonical isomorphism
e∗OE(−[e]) ∼→ ωE/S .
We can view the line bundle OE×E(−[e×E]−[E×e]+∆) in a canonical way as a Cartier
divisor. Now, it comes with a canonical meromorphic section. This section induces a
section
scan ∈ Γ
(
E ×S E∨,P ⊗ Ω1E×SE∨/E∨
(
[E × e] + [e× E∨])) .
which will be called the canonical section. Further, we will define translation operators
UN,Ds,t : (Ts × Tt)∗([D]× [N ])∗P ([D]× [N ])∗P.
for N,D ≥ 1, and torsion sections s ∈ E[N ](S), t ∈ E∨[D](S). For later applications
we will further define a D-variant of the canonical section sDcan. Passing to the universal
vectorial extensions of both E and E∨
E] ×S E†  E ×S E∨
and denoting by P],† the pullback of the Poincare´ bundle gives canonical integrable
connections
P],† P],† ⊗O
E]×E† Ω
1
E]×E†/E]
∼= P],† ⊗OS H1dR (E∨/S)
P],† P],† ⊗O
E]×E† Ω
1
E]×E†/E†
∼= P],† ⊗OS H1dR (E/S) .
∇]
∇†
Applying these connections iteratively to translates of the canonical section and evaluat-
ing at the zero section gives a functorial construction of algebraic Eisenstein–Kronecker
series
Ek,r+1s,t ∈ Γ
(
S, SymkH1dR
(
E∨/S
)⊗ Symr+1OS H1dR (E/S)) .
Our main result of the first chapter relates the algebraic Eisenstein–Kronecker series to
real-analytic Eisenstein series via the Hodge decomposition on the analytification of the
universal elliptic curve. Furthermore, we prove a distribution relation for translates of the
canonical sections generalizing the distribution relation of Bannai–Kobayashi [BK10b].
While the definition of the canonical section a priori involves the choice of an autoduality
isomorphism, we give an intrinsic characterization of the canonical section. This intrinsic
characterization of the canonical section is motivated by the definition of the Kato–Siegel
functions of Kato [Kat04, Prop. 1.3]. The symmetry of our constructions via the Poncare´
bundle is reflected by the functional equation of the Eisenstein–Kronecker series.
Chapter 2: The geometric de Rham logarithm sheaves
In the second chapter we recall results of the PhD thesis of Scheider [Sch14]. Let us
denote the pullback of the Poincare´ bundle to E ×S E† by P†. Here, E† is the universal
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vectorial extension of E∨. By restricting the Poincare´ bundle P† along E ×S Infne E† we
obtain the geometric logarithm sheaves
L†n := (prE)∗
(
P†
∣∣∣
E×Infne E†
)
.
The canonical connection on P† induces an integrable S-connection ∇L†n on L
†
n. One
of the main results of Scheider says that (L†n,∇L†n) satisfies the universal property of
the n-th relative de Rham logarithm sheaf. In the second chapter we recall the most
important properties of the geometric logarithm sheaves from [Sch14]. Along the same
lines we study the properties of
Ln := (prE)∗
(
P|E×Infne E∨
)
.
It turns out that there are canonical inclusions Ln ↪→ L†n. A good way to think about
Ln is as the first non-trivial filtration step in the Hodge filtration of the (geometric)
logarithm sheaves L†n. Restricting the D-variant of the canonical section sDcan to E ×S
Infne E∨ gives us a family of sections
lDn ∈ Γ(E,Ln ⊗OE Ω1E/S(E[D])).
These sections will be called canonical sections of the geometric logarithm sheaves. These
sections will be important for describing the de Rham realization of the elliptic polylog-
arithm.
Chapter 3: The Katz splitting
As outlined above, the geometric logarithm sheaves serve as relative versions of the
de Rham logarithm sheaves. For studying the algebraic de Rham realization of the
polylogarithm, we need to extend the relative connections ∇L†n to absolute connections.
In chapter 3 we develop the necessary tools for overcoming these technical difficulties.
First, we recall a construction of Katz of a functorial cross-section to the canonical
projection
E]  E
of the universal vectorial extension over the open subset U := E \ {e}. This gives us
a U -valued point of the universal vectorial extension. A result of Mazur and Messing
[MM74, (2.6.7)] allows us to view this U -valued point as an infinitesimal rigidification
on the line bundle P|U×E∨ . Restricting this infinitesimal rigidification to U × Inf1e E∨,
gives a functorial way to split the canonical extension of the first geometric logarithm
sheaf
0 pi∗ωE∨/S L1 OE 0 (L)
over the open subset U = E \ {e} ⊆ E. For an elliptic curve E/S over a smooth T -
scheme this allows us at the same time to split the restriction to U of the short exact
sequence
0 pi∗Ω1S/T Ω1E/T Ω1E/S 0. (Ω)
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Indeed, we prove that tensorizing the pushout of (L) along the Kodaira–Spencer map
pi∗ωE∨/S → pi∗Ω1S/T ⊗OE pi∗ω⊗−1E∨/S
with pi∗ωE∨/S = Ω1E/S gives the exact sequence (Ω). This allows us to transfer the
canonical splitting of the short exact sequence (L)|U to a canonical splitting of (Ω)|U .
These splittings allow us to explicitly extend the relative connection on L†n to an absolute
one.
Chapter 4: P -adic interpolation of real analytic Eisenstein series via p-adic
Theta functions
In the fourth chapter we will construct Katz’ two-variable p-adic Eisenstein measure
via the Poincare´ bundle. Following Norman, we will associate p-adic theta functions
to sections of the Poincare´ bundle for ordinary elliptic over p-adic rings. Applying this
construction to the D-variant of the canonical section on the universal trivialized elliptic
curve Etriv/M triv allows us to construct p-adic theta functions
Dϑs(T1, T2) ∈ V (Zp,Γ(N)) JT1, T2K
for non-trivial torsion sections e 6= s ∈ Etriv[N ](M triv). Here, V (Zp,Γ(N)) is the ring
of (generalized) p-adic modular forms of level N . The Amice transform between p-adic
measures and functions on Ĝm allows us to associate a two-variable p-adic measure µEisD,s
with values in generalized p-adic modular forms to Dϑs(T1, T2). This measure will be
called D-variant of the p-adic Eisenstein–Kronecker measure. Finally, we will compare
this measure to Katz’ two-variable measure interpolating real-analytic Eisenstein series
p-adically.
Chapter 5: The algebraic de Rham realization of the elliptic polylogarithm
In this chapter we construct the algebraic de Rham realization of the elliptic polyloga-
rithm completely out of the Poincare´ bundle. Let K be a field of characteristic zero and
E/S an elliptic curve over a smooth K-scheme. Following Scheider, we will recall the
definition of the D-variant of the elliptic polylogarithm in de Rham cohomology. Using
analytic methods, Scheider has already given an analytic description of the de Rham
realization via the Jacobi theta function on the universal elliptic curve [Sch14, §3]. Our
description of the algebraic de Rham realization can be seen as an algebraic version of
his results. The Katz splitting allows us to lift the relative 1-forms
lDn ∈ Γ(E,Ln ⊗OE Ω1E/S(E[D]))
to absolute ones
LDn ∈ Γ(E,Ln ⊗OE Ω1E(E[D])).
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The main theorem of this chapter is that the (D-variant of the) de Rham polylogarithm
is represented by the pro-system LDn :
([LDn ])n≥0 = polD,dR ∈ lim←−
n
H1dR (UD,LogndR) .
Chapter 6: The syntomic realization of the elliptic polylogarithm for
ordinary elliptic curves
In the last chapter we will give an explicit description of the rigid syntomic realization
of the elliptic polylogarithm over the ordinary locus of the modular curve. This can be
seen as a generalization of the description of the syntomic Eisenstein classes in [BK10a]
and the description of the syntomic polylogarithm for CM elliptic curves in [BKT10].
Let us consider a morphism of syntomic data E → S - in the sense of Bannai [Ban00]
- underlying an elliptic curve. As in Bannai–Kings and Bannai–Kobayashi–Tsuji, the
de Rham realization ([LDn ])n≥0 determines the syntomic realization uniquely. More pre-
cisely, the differential equation
∇LogndR(ρn) = (1− φ)(LDn )
characterizes a unique system ρn of overconvergent sections of the syntomic logarithm
sheaves. This system describes the syntomic polylogarithm class. In the above differen-
tial equation, φ is obtained via the Frobenius structure of the syntomic logarithm. If we
restrict the universal elliptic curve to the ordinary locus of the modular curve, we can
describe the overconvergent sections ρn more explicitly. In tubular neighbourhoods of
torsion sections the overconvergent sections ρn are given by moment functions of the p-
adic Eisenstein–Kronecker measure constructed in chapter 4. The proof heavily exploits
the fact that both the de Rham realization LDn and the p-adic Eisenstein–Kronecker mea-
sure are constructed via the same object: namely, the canonical section of the Poincare´
bundle.
Notation and Conventions
All schemes are assumed to be separated and locally Noetherian. For a group scheme G
over a basis S we will usually write pi : G→ S for the structure map and e : S → G for
the unit section. If G is Abelian, the multiplication by N morphism will be denoted by
[N ]. Whenever we are working over a fixed base scheme S, morphisms are supposed to
be S-morphisms. If we are working over a fixed base scheme, products are taken in the
category of S-schemes.
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1 Eisenstein series via the Poincare´ bundle
In [Kat76] Katz constructed algebraic sections in symmetric powers of the first de Rham
cohomology of the universal elliptic curve representing real-analytic Eisenstein series.
His construction involves the Gauss–Manin connection and the Kodaira–Spencer iso-
morphism on the universal elliptic curve. In [BK10b] Bannai and Kobayashi observed
that the Kronecker theta function and certain translates of it are generating series for
real-analytic Eisenstein series. Motivated by this work, we will give an algebraic con-
struction of real-analytic Eisenstein series for arbitrary families of elliptic curves via the
Poincare´ bundle in this chapter. To be more precise, we will construct in a functorial
way a canonical section of the Poincare´ bundle for elliptic curves over arbitrary base
schemes. Passing to the universal vectorial extensions of both, the elliptic curve and
its dual, gives us two integrable connections on the Poincare´ bundle. By applying them
iteratively and evaluating at torsion points allows us to construct the desired sections
representing real-analytic Eisenstein series. On the way we will prove a distribution re-
lation for the canonical section. Furthermore, the symmetry of the geometric situation
immediately yields the symmetry of the real-analytic Eisenstein series predicted by the
functional equation. As far as possible we try to make all constructions independent of
unnecessary choices like the choice of an autoduality isomorphism between E and its
dual.
1.1 The Poincare´ bundle
Let E/S be an elliptic curve. Let us recall the definition of the Poincare´ bundle and
thereby fix some notation. A rigidification on a line bundle L on E is an isomorphism
r : e∗L ∼→ OS .
A morphism of rigidified line bundles is a morphism of line bundles respecting the rigid-
ification. The dual elliptic curve E∨ represents the connected component of the functor
T 7→ Pic(ET /T ) := {iso. classes of rigidified line bundles (L, r) on ET /T}
on the category of S-schemes. The dual elliptic curve is again an elliptic curve. Since
a rigidified line bundle has no non-trivial automorphisms, an isomorphism class of a
rigidified line bundle determines the line bundle up to unique isomorphism. This implies
the existence of a universal rigidified line bundle (P, r0) on E ×S E∨ with the following
universal property: For any rigidified line bundle of degree zero (L, r) on ET /T there is
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a unique morphism
f : T → E∨
such that (idE × f)∗(P, r0) ∼→ (L, r). In particular, we obtain for any isogeny
ϕ : E → E′
the dual isogeny as the morphism ϕ∨ : (E′)∨ → E∨ classifying the rigidified line bundle
(ϕ× id)∗P ′ obtained as the pullback of the Poincare´ bundle P ′ on E′ ×S (E′)∨. By the
universal property of the Poincare´ bundle, we get a unique isomorphism of rigidified line
bundles
γid,ϕ∨ : (idE × ϕ∨)∗P ∼→ (ϕ× id(E′)∨)∗P ′.
Of particular interest for us is the case ϕ = [N ]. In this case the dual [N ]∨ is just the
N -multiplication [N ] on E∨. Let us simplify notation and write γ1,N instead of γid,[N ].
The inverse of γ1,N will be denoted by
γN,1 : ([N ]× id)∗P ∼→ (id× [N ])∗P.
For N,D ≥ 1 define
γN,D : ([N ]× [D])∗P ∼→ ([D]× [N ])∗P
as the composition in the following commutative diagram
([N ]× [D])∗P ([ND]× id)∗P
(id× [DN ])∗P ([D]× [N ])∗P.
([N ]×id)∗γ1,D
(id×[D])∗γN,1 ([D]×id)∗γN,1
(id×[N ])∗γ1,D
(1.1)
Indeed, this diagram is commutative since all maps are isomorphisms of rigidified line
bundles. Furthermore, rigidified line bundles do not have any non-trivial automorphisms,
i. e. there can be at most one isomorphism between rigidified line bundles. By the same
argument we obtain the following identities.
Lemma 1.1.1. Let N,N ′, D,D′ ≥ 1 then
(a) ([D]× id)∗γ1,D′ ◦ (id× [D′])∗γ1,D = γ1,DD′
(b) (id× [N ])∗γN ′,1 ◦ ([N ′]× id)∗γN,1 = γNN ′,1
(c) ([D]× [N ])∗γN ′,D′ ◦ ([N ′]× [D′])∗γN,D = γNN ′,DD′
For a section s ∈ E(S) let us write Ts : E → E for the translation morphism. We can
now define the following translation operators for the Poincare´ bundle.
Definition 1.1.2. For N,D ≥ 1, s ∈ E[N ](S), t ∈ E∨[D](S) we define an isomorphism
UN,Ds,t : (Ts × Tt)∗([D]× [N ])∗P ([D]× [N ])∗P.
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of OE×SE∨-modules via
UN,Ds,t := γN,D ◦ (Ts × Tt)∗γD,N .
In the most important case N = 1 we will simply write UDt := U1,De,t .
For a given torsion point t ∈ E[D](T ) for some S-scheme T let us write Nt instead of
[N ](t). We have the following behaviour under composition.
Corollary 1.1.3. Let D,D′, N,N ′ ≥ 1 be integers. For s ∈ E[N ](S), s′ ∈ E[N ′](S)
and t ∈ E∨[D](S), t′ ∈ E∨[D′](S) we get:(
([D]× [N ])∗UN ′,D′Ds′,Nt′
)
◦ (Ts′ × Tt′)∗([D′]× [N ′])∗UN,DD′s,N ′t = UNN
′,DD′
s+s′,t+t′
Proof. The general case decomposes into the following special cases(
([D]× id)∗U1,D′e,t′
)
◦ (id× Tt′)∗([D′]× id)∗U1,De,t = U1,DD
′
e,t+t′ (1.2)(
(id× [N ])∗UN ′,1s′,e
)
◦ (Ts′ × id)∗(id× [N ′])∗UN,1s,e = UNN
′,1
s+s′,e (1.3)
and (
([D]× id)∗UN ′,1Ds′,e
)
◦ (Ts′ × id)∗(id× [N ′])∗U1,De,N ′t = UN
′,D
s′,t (1.4)(
(id× [N ])∗U1,D′e,Nt′
)
◦ (id× Tt′)∗([D′]× id)∗UN,1D′s,e = UN,D
′
s,t′ . (1.5)
Using Lemma 1.1.1(a), we will prove (1.2) and (1.4). The other cases are completely
analogous. We have(
([D]× id)∗U1,D′e,t′
)
◦ (id× Tt′)∗([D′]× id)∗U1,De,t Def.=
=([D]× id)∗γ1,D′ ◦ ([D]× Tt′)∗γD′,1 ◦ ([D′]× Tt′)∗γ1,D ◦ ([D′]× Tt′)∗(id× Tt)∗γD,1 (1.1)=
=([D]× id)∗γ1,D′ ◦ (id× Tt′)∗
(
(id× [D′])∗γ1,D ◦ (id× [D])∗γD,1
) ◦ ([D′]× Tt+t′)∗γD,1 =
=([D]× id)∗γ1,D′ ◦ (id× [D′])∗γ1,D ◦ (id× Tt′)∗(id× [D])∗γD,1 ◦ ([D′]× Tt+t′)∗γD,1 Lem.=
=γ1,DD′ ◦ (id× Tt+t′)∗γDD′,1 = U1,DD
′
e,t+t′
and(
([D]× id)∗UN ′,1Ds′,e
)
◦
(
(Ts′ × [N ′])∗U1,De,N ′t
)
=
=([D]× id)∗ (γN ′,1 ◦ (TDs′ × id)∗γ1,N ′) ◦ (Ts′ × [N ′])∗ (γ1,D ◦ (id× TN ′t)∗γD,1) Lem.=
=([D]× id)∗γN ′,1 ◦ ([N ′]× id)∗γ1,D ◦ (Ts′ × [D])∗γ1,N ′ ◦ (Ts′ × Tt)∗(id× [N ′])∗γD,1 =
=γN ′,D ◦ (Ts′ × Tt)∗γD,N ′ =
=UN ′,Ds′,t .
17
1 Eisenstein series via the Poincare´ bundle
1.2 The canonical section of the Poincare´ bundle
In this section we will state the characterizing property of the canonical section. The
characterizing property will not depend on a chosen autoduality isomorphism. The proof
of existence of the canonical section will be the content of the next section. There we
will choose an autoduality isomorphism and construct the canonical section quite explic-
itly. The advantage of this approach is that we have both an intrinsic characterization
independent of any choices and an explicit description useful for computations.
Let E/S be an elliptic curve over a separated locally Noetherian base scheme S. Let us
fix once and for all a rigidified line bundle (P, r0) satisfying the universal property of the
Poincare´ bundle. The line bundle (id× e)∗(P, r0) is a trivial line bundle on E together
with a rigidification. By rigidity there is a unique isomorphism
s0 : (id× e)∗(P, r0) ∼→ (OE , can)
of rigidified line bundles. The triple (P, r0, s0) will be called the birigidified Poincare´
bundle. Let
Ω1E×SE∨/E∨
(
[E × e] + [e× E∨]) := OE×E∨ ([E × e] + [e× E∨])⊗OE×SE∨ Ω1E×SE∨/E∨
be the sheaf of relative Ka¨hler differentials on E ×S E∨ tensorized with the line bundle
OE×E∨ ([E × e] + [e× E∨]). In this section we will define the canonical section of the
Poincare´ bundle
scan ∈ Γ
(
E ×S E∨,P ⊗ Ω1E×SE∨/E∨
(
[E × e] + [e× E∨])) .
1.2.1 The canonical 1-forms
Let us first recall the residue map for Ka¨hler differentials. Let E/S be an elliptic curve
and D > 1 invertible on S. Then, the group scheme E[D] is a finite e´tale group scheme
over S, i. e. there is a finite e´tale morphism f : T → S with ET [D] ∼= (Z/DZ)2T . We
have a Cartesian diagram
ET E
T S
f˜
f
and the canonical map f˜∗Ω1E/S → Ω1ET /T is an isomorphism. Let us write
iE[D] : E[D] ↪→ E
for the closed immersion. The residue map
Res : Ω1E/S(logE[D])→ (iE[D])∗OE[D]
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can be described explicitly after the finite e´tale base change to T as follows. Using the
decomposition
(iET [D])∗OET [D] ∼=
⊕
t∈ET [D](T )
t∗OS , (1.6)
let us write Rest, t ∈ ET [D](T ) for the composition of Res with the projection to the
t component in (1.6). If t ∈ ET [D](T ) is locally cut out by the equation Xt = 0, then
Rest(dXtXt ) = 1. Let us finally remark that the universal property of log-differentials gives
a canonical map
Ω1E/S(logE[D])→ Ω1E/S(E[D]) := Ω1E/S ⊗OE OE(E[D]) (1.7)
which is easily checked to be an isomorphism. Indeed, (1.7) restricted to Ω1E/S is the
identity and if t ∈ E[D] is locally cut out by Xt = 0 then (1.7) maps dXtXt to dXt ⊗
1/Xt. Since Ω1E/S(logE[D]) can be e´tale locally described as the smallest subsheaf of
(jUD)∗Ω1UD/T generated by Ω
1
ET /T
and dXtXt for t ∈ ET [D](T ), while OE(E[D]) is locally
near t ∈ ET [D](S) generated as fractional ideal by 1/Xt, we conclude that (1.7) is
an isomorphism. For every N > 1 define the Zariski open subset S[ 1N ] := S ×SpecZ
SpecZ[ 1N ] of S and ES[ 1N ] as the base change of E along S[
1
N ] → S. Before we state
the characterizing property of the canonical section, we will need the following result.
It is motivated by the characterization of the logarithmic derivative of the Kato–Siegel
functions. Indeed, we will see later that we obtain the logarithmic derivatives of the
Kato–Siegel functions as a special case.
Proposition 1.2.1. Let E/S be an elliptic curve, D > 1 invertible on S. For every
e 6= t ∈ E∨[D](S) there exists a unique element
ωDt ∈ Γ(E,Ω1E/S(E[D]))
satisfying the following properties:
(a) For all finite e´tale f : T → S with |ET [D](T )| = D2 and all t˜ ∈ ET [D](T ) we
have
Rest˜(ωDt ) = 〈t˜, t〉D.
Here, 〈·, ·〉D denotes the canonical pairing
E[D]×S E∨[D]→ µD,S
as in [Oda69, Section 1].
(b) For all N > 1 coprime to D we have the following trace compatibility
Tr[N ]
(
ωDNt
∣∣∣
E
S[ 1
N
]
)
= ωDt
∣∣∣
E
S[ 1
N
]
where Tr[N ] : Ω1E/S → Ω1E/S is the trace map induced by [N ] : E → E.
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We call ωDt the canonical 1-form associated with the torsion section t. If we want to fix
the dependence of ωDt on the elliptic curve E in the notation, we will write ωDt,E.
Proof. We only prove uniqueness here. The explicit construction of ωDT is contained in
the next section. For the proof of uniqueness let ωDt and ω˜Dt be two sections satisfying
the conditions of the statement. By (a) the difference ω0 := ωDt − ω˜Dt is contained in
Γ(E, ker(Res)) = Γ(E,Ω1E/S). Choose a ≥ 1 with Na ≡ 1 mod D. Then, by (b) we
have
Tr[Na]
(
ωDt
∣∣∣
E
S[ 1
N
]
)
= ωDt
∣∣∣
E
S[ 1
N
]
and similarly for ω˜Dt . But the trace Tr[N ] acts by multiplication by N on the global
sections Γ(ES[ 1
N
],Ω1E
S[ 1
N
]/S[
1
N
]). This gives
Na ·
(
ω0|E
S[ 1
N
]
)
= Tr◦a[N ](ω0|E
S[ 1
N
]
) = Tr◦a[N ](ωDt
∣∣∣
E
S[ 1
N
]
− ω˜Dt
∣∣∣
E
S[ 1
N
]
) = ω0|E
S[ 1
N
]
and we conclude ω0|E
S[ 1
N·(Na−1) ]
= 0. Now, the fact that
(
ES[ 1
N·(Na−1) ]
)
N,a≥1,Na≡1 mod D
is a Zariski covering of E implies ω0 = 0.
We would like to emphasize that the definition of ωDt is intrinsic in the sense that it does
not make use of any autoduality. Furthermore, note that the characterizing property of
ωt shows that ωt is compatible with base change along arbitrary maps T → S.
1.2.2 Density of torsion sections
Let us briefly recall the following definition.
Definition 1.2.2. Let X be a scheme and (fλ : Zλ → X)λ∈Λ be a family of morphisms
of schemes.
(a) The family (fλ)λ∈Λ is called schematically dominant if for any U ⊆ X and any
s ∈ Γ(U,OX)
f∗λ(s) = 0, ∀ λ ∈ Λ
implies s = 0. Here, f∗λ : Γ(U,OX)→ Γ(f−1λ (U),OZλ) denotes the pullback map
on sections.
(b) For an S-scheme X the family (fλ)λ∈Λ is called universally schematically domi-
nant relative S if the family (f ′λ)λ
f ′λ : Zλ ×S S′ → X ×S S′
obtained by base change is schematically dense for all S-schemes S′.
20
1.2 The canonical section of the Poincare´ bundle
Let us recall that we have assumed our base scheme to be separated and locally Noethe-
rian.
Proposition 1.2.3. (density of torsion sections) Let N > 1 and E/S be an elliptic
curve with N invertible on S. The family of Nn-torsion points
{t ∈ E[Nn](T ) : n ≥ 0, T → S finite e´tale}
in the category of S-schemes is universally schematically dominant for E relative S.
Proof. By [Gro66, Thm. 11.10.9] we are reduced to prove the result in the case S =
Spec k for a field k. In this case the result is well-known, cf. [EGM12, (5.30) Thm, and
the remark (2) afterwards].
Remark 1.2.4. The restriction to e´tale morphisms T → S in the above family is just for
making the indexing family a set.
Often we will apply the following reformulation.
Corollary 1.2.5. Let N > 1 and E/S be an elliptic curve with N invertible on S. For
F a locally free OE-module of finite rank, U ⊆ E open and s ∈ Γ(U,F) we have: The
section s is zero, if and only if
t∗s = 0
for all T → S finite e´tale, n ≥ 0 and t ∈ E[Nn](T ).
Proof. By the sheaf property we may prove this locally and reduce to the case F = OrE ,
r ≥ 0. In this case the corollary follows immediately from the above proposition.
Remark 1.2.6. If we take all torsion points different from zero, we still get a universally
schematically dense family. Indeed, a priori the family is then only universally schemat-
ically dense in the open subscheme U = E \ {e(S)}, but the inclusion U ↪→ E is also
universally schematically dense, since it is the complement of a divisor [GW10, cf. the
remark after Lemma 11.33].
1.2.3 Characterizing property of the canonical section
In order to define the canonical section let us come back to the translation operators
UN,Ds,t for s ∈ E[N ](S), t ∈ E[D](T ) defined in the previous section.
Definition 1.2.7. For U ⊆ E×SE∨ and f ∈ Γ
(
U,P ⊗ Ω1E×SE∨/E∨ ([E × e] + [e× E∨])
)
define
UN,Ds,t (f) :=
(
UN,Ds,t ⊗ idΩ1
)
((Ts × Tt)∗([D]× [N ])∗f) .
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Then, UN,Ds,t (f) is a section over the open set (Ts × Tt)−1([D]× [N ])−1(U) in the sheaf
([D]× [N ])∗
(
P ⊗ (TDs × TNt)∗Ω1E×SE∨/E∨
(
[E × e] + [e× E∨])) ∼=
∼= ([D]× [N ])∗
(
P ⊗ Ω1E×SE∨/E∨
(
[E × (−Nt)] + [(−Ds)× E∨]))
As above we write UDt (f) := U
1,D
e,t (f) in the case N = 1.
For E/S, e 6= t ∈ E∨[D](S) and f ∈ Γ(E ×S E∨,P ⊗ Ω1E×SE∨/E∨ ([E × e] + [e× E∨]))
we have
UDt (f) ∈ Γ
(
E ×S E∨, ([D]× id)∗
(
P ⊗ Ω1E×SE∨/E∨
(
[E × (−t)] + [e× E∨]))) .
Now, we compute
(id× e)∗([D]× id)∗
(
P ⊗OE×SE∨ Ω
1
E×SE∨/E∨
(
[E × (−t)] + [e× E∨])) = (1.8)
=[D]∗
(
(id× e)∗P ⊗OE (id× e)∗Ω1E×SE∨/E∨
(
[E × (−t)] + [e× E∨])) ∗∼=
∼=[D]∗
(
Ω1E/S ([e])
) ∼=
∼=Ω1E/S(E[D])
where we have used the rigidification of the Poincare´ bundle as well as e 6= t in (∗). The
above identification allows us to view (id×e)∗
(
UDt (f)
)
as a global section of Ω1E/S(E[D]).
We will implicitly use this identification in the following. The canonical section of the
Poincare´ bundle is characterized by the canonical 1-forms in the following precise sense.
Theorem 1.2.8. Let E/S be an elliptic curve. There exists a section
scan ∈ Γ(E ×S E∨,P ⊗OE×SE∨ Ω
1
E×SE∨/E∨([E × e] + [e× E∨])
which is compatible with pullback and uniquely characterized by the following property:
For every D > 1 the section scan satisfies the following condition
(∗)D For every pair (T, t) consisting of a finite e´tale S-scheme T with D ∈ O×T and
t ∈ E∨[D](T ) we have the following equality in Γ
(
ET ,Ω1ET /T (ET [D])
)
ωDt,ET = (idET × e)∗UDt (scan,ET ). (1.9)
Here, we write scan,ET for the pullback of scan to ET /T .
The section scan will be called canonical section of the Poincare´ bundle.
Proof. Again, we just prove uniqueness and give an explicit construction in the next
section. Let us first assume that N > 1 is invertible on S, i. e. S[ 1N ] = S. We claim
that already the condition (∗)Nn for all n ≥ 1 uniquely determines scan. This follows by
a density of torsion sections argument as follows. Assume we have two candidates s, s˜
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both satisfying condition (∗)Nn for all n ≥ 1. I. e. for all n ≥ 1 and all pairs (T, t) as in
(∗)Nn the equation
(idET × e)∗UN
n
t (s) = (idET × e)∗UN
n
t (s˜)
holds. Using the definition of UNnt , we can restate this as
(idET × e)∗(γ1,Nn ⊗ idΩ1) ((id× Tt)∗ ((γNn,1 ⊗ idΩ1) (([Nn]× id)∗(s˜)))) =
=(idET × e)∗(γ1,Nn ⊗ idΩ1) ((id× Tt)∗ ((γNn,1 ⊗ idΩ1) (([Nn]× id)∗(s))))
and using (idET × e)∗γ1,Nn = idOE we get
(id× t)∗ ((γNn,1 ⊗ idΩ1) (([Nn]× id)∗(s˜))) =
=(id× t)∗ ((γNn,1 ⊗ idΩ1) (([Nn]× id)∗(s))) .
Using that γNn,1 is an isomorphism and pullback of sections along [Nn] is injective, we
get for all n ≥ 0 and all pairs (T, t) as in (∗)Nn the equality
(id× t)∗s˜ = (id× t)∗s.
Now, we conclude s = s˜ by density of torsion sections for E ×S E∨ relative E.
For general base scheme S assume that s, s˜ satisfy the condition (∗)D,E for all D > 1.
By the above argument we conclude
s|E
S[ 1
N
]
= s˜|E
S[ 1
N
]
.
Since (ES[ 1
N
])N≥1 is a Zariski covering, we conclude s = s˜.
1.3 Explicit construction of the canonical section of the
Poincare´ bundle
In this section we will construct the canonical section explicitly and thereby prove its
existence. Let us choose the following autoduality isomorphism:
λ : E Pic0E/S =: E∨
P
(OE([−P ]− [e])⊗OE pi∗e∗OE([−P ]− [e])−1, can)
(1.10)
Here, can is the canonical rigidification given by the canonical isomorphism
e∗OE([−P ]− [e])⊗OS e∗OE([−P ]− [e])−1 ∼→ OS .
With this choice we can describe the pullback of the Poincare´ bundle Pλ := (id× λ)∗P
as follows
(Pλ, r0, s0) : =
(
OE×E(−[e× E]− [E × e] + ∆)⊗OE×E pi∗E×Eω⊗−1E/S , r0, s0
)
=
=
(
pr∗1OE([e])⊗−1 ⊗ pr∗2OE([e])⊗−1 ⊗ µ∗OE([e])⊗ pi∗E×Eω⊗−1E/S , r0, s0
)
.
23
1 Eisenstein series via the Poincare´ bundle
Here, ∆ = ker (µ : E × E → E) is the anti-diagonal and r0, s0 are the ridifications in-
duced by the canonical isomorphism
e∗OE(−[e]) ∼→ ωE/S .
This description of the Poincare´ bundle gives the following isomorphisms of locally free
OE×E-modules, i. e. all tensor products over OE×E :
Pλ ⊗ P⊗−1λ = Pλ ⊗
(
OE×E(−[e× E]− [E × e] + ∆)⊗ pi∗E×Eω⊗−1E/S
)⊗−1
(1.11)
∼= Pλ ⊗OE×E([e× E] + [E × e])⊗
(
pi∗E×EωE/S
)
⊗OE×E(−∆)
∼= Pλ ⊗OE×E([e× E] + [E × e])⊗
(
pr∗1Ω1E/S
)
⊗OE×E(−∆)
∼= Pλ ⊗OE×E([e× E] + [E × e])⊗ Ω1E×E/E ⊗OE×E(−∆)
∼= Pλ ⊗ Ω1E×E/E([e× E] + [E × e])⊗OE×E(−∆)
The line bundle OE×E(−∆) can be identified with the ideal sheaf J∆ of the anti-diagonal
∆ in E ×S E in a canonical way. If we combine the inclusion
OE×E(−∆) ∼= J∆ ↪→ OE×E
with (1.11), we get a morphism of OE×E-modules
Pλ ⊗ P⊗−1λ ↪→ Pλ ⊗ Ω1E×E/E([e× E] + [E × e]). (1.12)
Definition 1.3.1. Let
sλcan ∈ Γ
(
E ×S E,Pλ ⊗OE×E Ω1E×E/E([e× E] + [E × e])
)
be the image of the identity element idPλ under (1.12).
In the rest of this section we will prove that sλcan satisfies the characterizing properties
of the canonical section under the identification
E × E ∼→ E × E∨.
Remark 1.3.2. One could define scan := (id× λ−1)∗sλcan. But then it is not immediately
clear that this does not depend on the chosen autoduality. Thus, we have preferred to
first give an intrinsic characterization and then a non-intrinsic construction.
For given D > 1 and t ∈ E[D](S) let us, by slight abuse of notation, write UDt for the
pullback of UDλ(t) along the autoduality isomorphism. In particular, we get
(id× e)∗UDt (sλcan) ∈ Γ
(
E,Ω1E/S(E[D])
)
as in (1.8). The following result is a first step towards the existence of ωDt . We will
construct a section ωD,λt . Later, we will prove that it satisfies the characterizing property
of ωDt under the autoduality isomorphism.
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Proposition 1.3.3. Let E/S be an elliptic curve with D ∈ O×S and let e 6= t ∈ E[D](S).
The section
ωD,λt := (id× e)∗UDt (sλcan)
satisfies the following properties:
(a) For each finite e´tale S-scheme T with |E[D](T )| = D2 we have
Rest˜ ω
D,λ
t = 〈t˜, λ(t)〉
for all t˜ ∈ E[D](T ).
(b) The section ωD,λt ∈ Γ
(
E,Ω1E/S(E[D])
)
is contained in the OE-submodule
Ω1E/S ([D]∗([e]− [t]))
of Ω1E/S(E[D]).
Further, ωD,λt is the unique section of Ω1E/S(E[D]) satisfying (a) and (b).
Proof. For uniqueness let ω˜1 and ω˜2 both satisfy (a) and (b). By (a) the difference
satisfies:
ω˜1 − ω˜2 ∈ Γ(E, ker(Res)) = Γ(E,Ω1E/S)
On the other hand, (b) shows that ω˜1 − ω˜2 vanishes along the divisor [D]∗[t] and we
conclude ω˜1 − ω˜2 = 0.
Let us now prove that ωD,λt satisfies (b). By its definition sλcan is contained in the
submodule
Pλ ⊗ Ω1E×E/E([e× E] + [E × e])⊗OE×E(−∆)
of Pλ ⊗ Ω1E×E/E([e × E] + [E × e]). By the definition of the translation operator the
global section (id× e)∗UDt (sλcan) of Ω1E/S(E[D]) is a global section of the OE-submodule
Ω1E/S ([D]∗([e]− [t])) .
This proves (b).
The residue map is compatible with base change. Combining this with the isomorphism
f∗Ω1E/S(E[D])
∼→ Ω1ET /T (ET [D])
for f : T → S finite e´tale, allow us to check (a) after finite e´tale base change. Thus, we
may assume that |E[D](S)| = D2. Before we do the residue computation, let us recall
the definition of Oda’s pairing
〈·, ·〉 : kerϕ×S kerϕ∨ → Gm,S
for an isogeny ϕ : E → E′. Let t ∈ (kerϕ)(S) and [L] ∈ (kerϕ∨)(S). Since we
have assumed [L] ∈ (kerϕ∨)(S), the line bundle ϕ∗L is trivial and we can choose an
isomorphism
α : ϕ∗L ∼→ OE .
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The chosen isomorphism α gives rise to a chain of isomorphisms
OE ϕ∗L = T ∗t ϕ∗L T ∗t OE = OEα
−1
∼
T ∗t α
∼
and 〈t, [L]〉ϕ is defined as the image of 1 under this isomorphism. It is not hard to check
that this pairing is independent of the chosen α. In the case of ϕ = [D] we get the
pairing
〈·, ·〉D : E[D]×S E∨[D]→ µD,S .
As remarked above, we may assume |E[D](S)| = D2. Our first aim is to prove
T ∗t′ω
D,λ
t = 〈t′, λ(t)〉D · ωD,λt
for every t′ ∈ E[D](S). By our choice of autoduality, λ(t) is represented by the isomor-
phism class [OE([−t] − [e])] = [(id × t)∗Pλ]. We apply Oda’s pairing to t′ and [L] with
L := (id× t)∗Pλ. We have the following canonical choice for α:
α : [D]∗L = ([D]× t)∗Pλ (id× t)∗(id× [D])∗P = (id× e)∗P ∼= OE .
(id×t)∗γλD,1
Here, we have written γλD,1 for the isomorphism ([D]× id)∗Pλ → (id× [D])∗Pλ induced
from γD,1 via autoduality. Note that
ωD,λt := (id× e)∗UDt (sλcan) def=
= (id× e)∗
([(
γλ1,D ◦ (id× Tt)∗γλD,1
)
⊗ idΩ1
]
((D × Tt)∗(scan))
)
= (1.13)
=
(
(id× t)∗γλD,1 ⊗ idΩ1
)
(([D]× t)∗sλcan) = (α⊗ idΩ1) (([D]× t)∗sλcan).
After tensorizing
OE ϕ∗L = T ∗t′ϕ∗L OE
·〈t′,L〉
α−1 T
∗
t′α
with ⊗OEΩ1E/S(E[D]), we obtain
Ω1E/S(E[D]) ϕ∗L ⊗ Ω1E/S(E[D]) = T ∗t′ϕ∗L ⊗ Ω1E/S(E[D]) Ω1E/S(E[D])
·〈t′,L〉
α⊗idΩ T ∗t′α⊗idΩ
This diagram together with (1.13) proves
T ∗t′ω
D,λ
t = T ∗t′
[
(α⊗ idΩ1) (([D]× t)∗sλcan)
]
= (T ∗t′α⊗ idΩ1)
(
([D]× t)∗sλcan
)
=
= 〈t′,L〉 · (α⊗ idΩ1) (([D]× t)∗sλcan) = 〈t′,L〉 · ωD,λt = 〈t′,λ(t)〉 · ωD,λt
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as desired.
The equation
T ∗t′ω
D,λ
t = 〈t′, λ(t)〉D · ωD,λt
reduces the proof of (a) to the claim
Rese ωD,λt = 1
which can be checked by an explicit computation in a neighbourhood of the zero section
as follows. If we view OE(−[e]) as fractional ideal, it identifies with the ideal sheaf of the
zero section. Thus, we can choose a covering (Ui)i∈I and local generators fi ∈ Γ(Ui,OE)
s.t.
OE(−[e])|Ui = fiOUi .
The residue map and the construction of ωD,λt are compatible with base change, thus we
may check the equality
Rese ωD,λt = 1
locally on the base. In particular, we may assume that t(S) ⊆ Ui for some i and
e(S) ⊆ Uj for some j. Let us rename these open sets as Ut := Ui and similarly Ue := Uj .
The corresponding local generators of OE(−[e]) will be called ft := fi resp. fe := fj .
Through the canonical isomorphism
e∗OE(−[e]) ∼= ωE/S
the local generator fe of the ideal sheaf of the zero section gives rise to some generator
ω0 := e∗(dfe) ∈ Γ(S, ωE/S) = Γ(S, e∗Ω1E/S) = Γ(E,Ω1E/S). Since dfe generates Ω1E/S in
some neighbourhood V0 of e(S), we can write ω0 = gdfe for some g ∈ Γ(V0,OE). We
have
ω0 = (e∗g) · (e∗dfe) = e∗gω0, =⇒ e∗g = 1 (1.14)
by the definition of ω0. If we denote by ω∨0 ∈ Γ(S, ω∨E/S) = Γ(S, ω⊗−1E/S ) the dual basis,
we can trivialize the Poincare´ bundle
Pλ = µ∗OE([e])⊗ pr∗1OE(−[e])⊗ pr∗2OE(−[e])⊗ (piE×E)∗ω∨E/S
on Uijk := pr−11 Ui ∩ pr−12 Uj ∩ µ−1Uk as follows:
Pλ|Uijk = (pr∗1fi) · (pr∗2fj) · (µ∗fk)−1 · OUijk ⊗ (piE×E)∗ω∨0
For simplicity write fijk := (pr∗1fi) · (pr∗2fj) · (µ∗fk)−1⊗ (piE×E)∗ω∨0 for the induced local
generator of Pλ over Uijk. Following the above notation, let us write
Ueet := pr−11 Ue ∩ pr−12 Ue ∩ µ−1Ut.
The intersection
U := ([D]× id)−1Uett ∩ (id× [D])−1Ueee ⊆ E × E
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is non-empty, since (e × t) factors through U . The element ω0 in the definition of fe∗∗
is chosen in such a way that (e× id)∗fe∗∗ maps to 1 ∈ Γ((e× id)−1Ue∗∗,OS) under the
canonical rigidification
(e× id)∗Pλ = pi∗e∗OE(−[e])⊗ pi∗ω∨E/S ∼→ OE .
We deduce that the isomorphism
γλD,1 : ([D]× id)∗Pλ ∼→ (id× [D])∗Pλ
identifies ([D]× id)∗fett with (id× [D])∗feee on U . Indeed, this follows from the definition
of fe∗∗ since γλD,1 is compatible with the rigidifications. The identity section of
Pλ ⊗ P∨λ
was used in order to define sλcan. Thus, sλcan is locally on Uett given by(
(pr∗1fe)−1 · (pr∗2ft)−1 · (µ∗ft)⊗ (piE×E)∗ω0
)
⊗ fett.
Using the explicit local description of γD,1 and the canonical splitting, we can compute
ωD,λt
∣∣∣
V
∈ Γ(V,Ω1E/S(E[D]))
on V = (id× t)−1U ⊆ E:
ωD,λt
∣∣∣
V
= ([D]× t)∗
(
(pr∗1fe)−1 · (pr∗2ft)−1 · (µ∗ft)⊗ (piE×E)∗ω0
)∣∣∣
V
(1.15)
= ([D]∗T ∗t ft) · (t∗ft)−1 · ([D]∗fe)−1 ⊗ [D]∗ω0 (1.16)
= ([D]∗T ∗t ft) · (t∗ft)−1 · ([D]∗fe)−1 ⊗ [D]∗(gdfe)
= ([D]∗T ∗t ft) · (t∗ft)−1 · ([D]∗g)⊗
d([D]∗fe)
[D]∗fe
Since U contains (e × t), the open subset V = (id × t)−1U of E is a non-empty neigh-
borhood of e. Since [D] is e´tale, [D]∗fe is a local parameter in some neighbourhood of
e. This allows us to compute the residue of ωD,λt as:
Rese ωD,λt = e∗
(
([D]∗T ∗t ft) · (t∗ft)−1 · ([D]∗g)
)
= (t∗ft) · (t∗ft)−1 · e∗g (1.14)= 1
This finishes the proof of the proposition.
The following result was obtained during the proof of the above proposition.
Corollary 1.3.4. Let E/S be an elliptic curve with |E[D](S)| = D2 and D invertible
on S. Then we have the following equality for all t, t˜ ∈ E[D](S) with t 6= e:
T ∗˜t ω
D,λ
t = 〈t˜, λ(t)〉D · ωD,λt
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The above proposition does not yet prove that (id×λ)∗ωDt = ωD,λt . The problem is that
the characterizing properties of ωD,λt and ωDt do not coincide. Our next aim is to prove
the trace compatibility for ωD,λt .
Lemma 1.3.5. Let E/S be an elliptic curve, N,D ≥ 1 coprime integers and assume
that N and D are invertible on S.
(a) Assume that |E[N ](S)| = N2. Then, for all s ∈ E[N ](S) and e 6= t ∈ E[D](S):
ωN ·D,λs+t =
∑
s′∈E[N ](S)
〈s′, Ds〉N · (T−s′)∗ωD,λNt
(b) For e 6= s ∈ E[N ](S):
ωN ·D,λs = [D]∗ωN,λs
(c) Assume |E[N ](S)| = N2. For e 6= t ∈ E[D](S):∑
s′∈E[N ](S)
(Ts′)∗ωD,λNt = [N ]
∗ωD,λt
Proof. Since N,D are invertible, there is a finite e´tale map f : T → S s.t. |ET [D](T )| =
D2 and |ET [N ](T )| = N2. The canonical map
f∗Ω1E/S(E[D])→ Ω1ET /T (ET [D])
is an isomorphism and since the construction of ωD,λt is compatible with base change,
we may assume during the proof that |E[D](S)| = D2 and |E[N ](S)| = N2.
(a): Both sides of the equation in (a) are elements of Γ(E,Ω1E/S(E[ND])). In a first
step we show that the difference of both sides has no residue, i. e.
ω0 :=
ωN ·D,λs+t − ∑
s′∈E[N ](S)
〈s′, Ds〉N · (T−s′)∗ωD,λNt
 ∈ Γ(E, ker Res)).
Using the characterization of ω∗,λ∗ , allows us to compare the residues of both sides.
Immediately from Proposition 1.3.3 (a) we deduce
Ress˜ ωN ·D,λs+t = 〈s˜, s+ t〉N ·D ∀s˜ ∈ E[ND](S)
and again using Proposition 1.3.3:
Ress˜
 ∑
s′∈E[N ](S)
〈s′, Ds〉N · (T−s′)∗ωD,λNt
 = ∑
s′∈E[N ](S)
〈Ds′, s〉N · Ress˜
(
(T−s′)∗ωD,λNt
)
=
=
∑
s′∈E[N ](S)
{
〈Ds′, s〉N · 〈s˜− s′, Nt〉D s˜− s′ ∈ E[D](S)
0 s˜− s′ /∈ E[D](S)
=
∑
s′∈E[N ](S)
{
〈Ds′, s〉N · 〈Ns˜, t〉D Ds˜ = Ds′
0 Ds˜ 6= Ds′
= 〈Ds˜, s〉N · 〈Ns˜, t〉D = 〈s˜, s+ t〉N ·D
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This shows ω0 ∈ Γ(E,Ω1E/S). In particular, ω0 is translation-invariant, i. e.
D2ω0 =
∑
t˜∈E[D](S)
T ∗˜t ω0.
On the other hand, we can use the behaviour of ωD,λt under translation (cf. Corol-
lary 1.3.4) to compute:
D2ω0 =
∑
t˜∈E[D](S)
T ∗˜t ω0 =
∑
t˜∈E[D](S)
T ∗˜t
ωN ·D,λs+t − ∑
s′∈E[N ](S)
〈s′, Ds〉N · (T−s′)∗ωD,λNt
 =
=
∑
t˜∈E[D](S)
T ∗˜t ωN ·D,λs+t − ∑
s′∈E[N ](S)
〈s′, Ds〉N · (T−s′)∗T ∗˜t ωD,λNt
 Cor.1.3.4=
=
∑
t˜∈E[D](S)
〈t˜, t+ s〉ND · ωN ·D,λs+t − ∑
s′∈E[N ](S)
〈s′, Ds〉N · 〈t˜, Nt〉D · (T−s′)∗ωD,λNt
 =
=
∑
t˜∈E[D](S)
〈t˜, Nt〉D · ωN ·D,λs+t − ∑
s′∈E[N ](S)
〈s′, Ds〉N · 〈t˜, Nt〉D · (T−s′)∗ωD,λNt
 =
=
 ∑
t˜∈E[D](S)
〈t˜, Nt〉D

︸ ︷︷ ︸
=0
·
ωN ·D,λs+t − ∑
s′∈E[N ](S)
〈s′, Ds〉N · (T−s′)∗ωD,λNt
 = 0
Since D is invertible on S, we conclude ω0 = 0 as desired.
(b): We use the same strategy as in (a). For s˜ ∈ E[ND](S):
Ress˜ ωN ·D,λs = 〈s˜, s〉ND = Ress˜[D]∗ωN,λs
Thus,
ω0 := ωN ·D,λs − [D]∗ωN,λs ∈ Γ(E,Ω1E/S)
is a global section of Ω1E/S . From
N2ω0 =
∑
s˜∈E[N ](S)
T ∗s˜ ω0 =
∑
s˜∈E[N ](S)
T ∗s˜
(
ωN ·D,λs − [D]∗ωN,λs
)
=
=
∑
s˜∈E[N ](S)
(
〈s˜, s〉NDωN ·D,λs − [D]∗T ∗Ds˜ωN,λs
)
=
=
∑
s˜∈E[N ](S)
(
〈s˜, s〉NDωN ·D,λs − 〈Ds˜, s〉N [D]∗ωN,λs
)
=
=
 ∑
s˜∈E[N ](S)
〈s˜, s〉ND

︸ ︷︷ ︸
=0
·
(
ωN ·D,λs − [D]∗ωN,λs
)
= 0
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we conclude ω0 = 0 since N is invertible on S.
(c): Setting s = 0 in (a) and using (b) results in:
[N ]∗ωD,λt = ω
ND,λ
t =
∑
s′∈E[N ](S)
T ∗s′ω
D,λ
Nt
Corollary 1.3.6. Let E/S be an elliptic curve, N,D ≥ 1 coprime integers with D,N ∈
O×S and e 6= t ∈ E[D](S). Then:
Tr[N ]
(
ωD,λNt
)
= ωD,λt
Proof. Working e´tale locally, we may assume |E[N ](S)| = N2. In this case the statement
of the corollary is equivalent to Lemma 1.3.5 (c).
This above corollary was the missing step to relate ωD,λt and ωDt .
Corollary 1.3.7. Let E/S be an elliptic curve and D > 1 invertible on S. For every
e 6= t ∈ E[D](S) the uniquely characterized section ωDt ∈ Γ(E,Ω1E/S(E[D])) defined in
Theorem 1.2.8 exists and is explicitly given by
ωDλ(t) = ω
D,λ
t .
Proof. The residue condition characterizing ωDλ(t) coincides with the residue condition
characterizing ωD,λt . That ω
D,λ
t also satisfies the second characterizing property of ωDλ(t),
i. e. the trace-compatibility, was proven in Corollary 1.3.6.
Finally, we get the desired relation between scan and sλcan.
Corollary 1.3.8. Let E/S be an elliptic curve then
scan =
(
id× λ−1
)∗
(sλcan).
Proof. By Proposition 1.3.3 and Corollary 1.3.7 the section s =
(
id× λ−1)∗ (sλcan) satis-
fies for all D > 1 and all pairs (T, t)
(id× t)∗UDt (s) = ωD,λλ−1(t) = ωDt .
This property characterizes scan uniquely, i. e.
scan =
(
id× λ−1
)∗
(sλcan).
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We close this section with a symmetry property of the canonical section. For every
choice of autoduality
λ˜ : E ∼→ E∨
the bi-rigidified line bundle PE∨ := (λ˜−1× λ˜)∗P on E∨×S E = E∨× (E∨)∨ satisfies the
universal property of the Poincare´ bundle for the elliptic curve E∨. Let us take PE∨ as
our fixed Poincare´ bundle for E∨ and let
scan,E∨ ∈ Γ
(
E∨ ×S E,PE∨ ⊗ Ω1E∨×E/E
(
[E∨ × e] + [e× E]))
be the uniquely characterized canonical section associated with the elliptic curve E∨/S.
Corollary 1.3.9. For every choice of autoduality isomorphism λ˜ : E ∼→ E∨ we have:
(λ˜−1 × λ˜)∗(scan,E) = scan,E∨
Proof. Two autoduality isomorphisms λ and λ˜ differ by an automorphism α := λ˜−1 ◦ λ.
Using our explicit description of scan =
(
id× λ−1)∗ (sλcan) for λ as above, the claim boils
down to the symmetry of the line bundle
OE×E(−[E × e]− [e× E] + ∆)
i. e. for any automorphism α : E ∼→ E:
(α−1 × α)∗OE×E(−[E × e]− [e× E] + ∆) = OE×E(−[E × e]− [e× E] + ∆).
1.4 The distribution relation
In this section we state a distribution relation for the canonical section. As a technical
tool we need a few relations satisfied by the canonical 1-forms.
Lemma 1.4.1. Let E/S be an elliptic curve, N,D ≥ 1 coprime integers. Assume that
N and D are invertible on S and |E∨[N ](S)| = N2.
(a) For all s ∈ E∨[N ](S) and e 6= t ∈ E∨[D](S):
ωN ·Ds+t =
∑
s′∈E[N ](S)
〈s′, Ds〉N · (T−s′)∗ωDNt
(b) For e 6= s ∈ E∨[N ](S):
ωN ·Ds = [D]∗ωNs
(c) For e 6= t ∈ E∨[D](S): ∑
s′∈E[N ](S)
(Ts′)∗ωDNt = [N ]∗ωDt
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(d) For e 6= t ∈ E∨[D](S): ∑
s∈E∨[N ](S)
ωNDt+s = N2ωDNt
Proof. (a), (b), (c) follow immediately from the corresponding properties for ω∗,λ∗ as
stated in Lemma 1.3.5. The remaining statement (d) follows by summing (a) over all
s ∈ E∨[N ](S):∑
s∈E∨[N ](S)
ωN ·Ds+t =
∑
s′∈E[N ](S)
∑
s∈E∨[N ](S)
〈s′, Ds〉N
︸ ︷︷ ︸
=0 for s′ 6=e
·(T−s′)∗ωDNt = N2ωDNt
For the proof of the distribution relation we need the following observations.
Lemma 1.4.2. Let N,D be positive integers.
(a) For s ∈ E[N ](S) and e 6= t ∈ E∨[D](S) we have
(id× e)∗UN,Ds,t (scan) = T ∗s ωDNt .
(b) For D˜ ≥ 1 and t˜ ∈ E∨[D˜](S) we have:
([D˜]× id)∗γN,D ◦ ([N ]× [D])∗U D˜Dt˜ = ([D]× [N ])∗U D˜Nt˜ ◦ (D˜ × Tt˜)∗γN,D
Proof. (a): By definition we have
UN,Ds,t (scan) =
(
UN,Ds,t ⊗ idΩ1
) (
(Ts × Tt)∗([D]× [N ])∗scan
)
and Corollary 1.1.3 gives
UN,Ds,t =
(
([D]× id)∗UN,1Ds,e
)
◦
(
(Ts × [N ])∗U1,De,Nt
)
.
Since γN,1 is compatible with the rigidifications, we see that (id×e)∗γN,1 is the canonical
isomorphism
[N ]∗OE ∼→ OE .
Applying this to the definition
UN,1s,e := γN,1 ◦ (Ts × id)∗γ1,N
of UN,1s,e we conclude that (id× e)∗UN,1s,e is the canonical isomorphism
T ∗sOE ∼→ OE
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induced by Ts. Thus, we compute
(id× e)∗UN,Ds,t (scan) = T ∗s
(
(id× e)∗UDNt(scan)
)
= T ∗s ωDNt.
(b): We have the following commutative diagrams. The first diagram
(id× Tt˜)∗([ND˜]× [D])∗P (id× Tt˜)∗([N ]× [DD˜])∗P
(id× Tt˜)∗([ND˜]× [D])∗P (id× Tt˜)∗([D˜D]× [N ])∗P
(id×Tt˜)∗([N ]×[D])∗γD˜,1
(id×Tt˜)∗γN,DD˜
(id×Tt˜)∗([D˜]×id)∗γN,D
follows from γN,DD˜ = ([D˜] × id)∗γN,D ◦ ([N ] × [D])∗γ1,D˜ cf. Lemma 1.1.1. The second
diagram
([N ]× [DD˜])∗P ([ND˜]× [D])∗P
(id× Tt˜)∗([D˜D]× [N ])∗P ([D]× [ND˜])∗P
([N ]×[D])∗γ1,D˜
(id×Tt˜)∗γN,DD˜ γND˜,D
(id×Tt˜)∗([D]×[N ])∗γD˜,1
encodes the identity
(id× Tt)∗
(
([D]× [N ])∗γD˜,1 ◦ γN,DD˜
)
Lemma 1.1.1= (id× Tt)∗
(
(id× [D˜])∗γN,D
)
=
= (id× [D˜])∗γN,D Lemma 1.1.1=
= γND˜,D ◦ ([N ]× [D])∗γ1,D˜.
And the last diagram
([ND˜]× [D])∗P ([DD˜]× [N ])∗P
([D]× [ND˜])∗P ([DD˜]× [N ])∗P
([D˜]×id)∗γN,D
γND˜,D
([D]×[N ])∗γ1,D˜
is equivalent to γND˜,D = ([D] × [N ])∗γD˜,1 ◦ ([D˜] × id)∗γN,D, see Lemma 1.1.1. The
composition of the upper horizontal arrows in the three diagrams is
([D˜]× id)∗γN,D ◦ ([N ]× [D])∗γ1,D˜ ◦ (id× Tt˜)∗([N ]× [D])∗γD˜,1
while the composition of the lower horizontal arrows is:
([D]× [N ])∗γ1,D˜ ◦ (id× Tt˜)∗([D]× [N ])∗γD˜,1 ◦ ([D˜]× Tt˜)∗γN,D
The commutativity shows that both compositions are equal, i. e. it gives the middle
equality in
([D˜]× id)∗γN,D ◦ ([N ]× [D])∗U D˜Dt˜ =
=([D˜]× id)∗γN,D ◦ ([N ]× [D])∗γ1,D˜ ◦ (id× Tt˜)∗([N ]× [D])∗γD˜,1 =
=([D]× [N ])∗γ1,D˜ ◦ (id× Tt˜)∗([D]× [N ])∗γD˜,1 ◦ ([D˜]× Tt˜)∗γN,D =
=([D]× [N ])∗U D˜Nt˜ ◦ (D˜ × Tt˜)∗γN,D
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while the other equalities follow from the definition of the translation operators.
Now, we can state the distribution relation which is motivated from the theta function
distribution relation given in [BK10b, Proposition 1.16].
Theorem 1.4.3. Let E/S be an elliptic curve. Assume N,N ′, D,D′ ≥ 1 are pair-
wise coprime and invertible on S. Furthermore, assume |E∨[D′](S)| = (D′)2 and
|E[N ′](S)| = (N ′)2. Then, for t ∈ E∨[D](S), s ∈ E[N ](S):
∑
α∈E[N ′](S),
β∈E∨[D′](S)
UNN
′,DD′
s+α,t+β (scan) = (D
′)2 · (([D]× [N ])∗γN ′,D′) (([N ′]× [D′])∗UN,DN ′s,D′t(scan))
Proof. As in the proof of Theorem 1.2.8 using the Zariski covering (S[ 1
D˜
])D˜>1,(D˜,NN ′DD′)=1
together with a density of torsion section argument we reduce the proof of the equality
to the following claim. For all D˜ > 1 coprime to NN ′DD′ we have:
(∗)D˜ For all pairs (T, t˜) with T an S-scheme, D˜ invertible on T and e 6= t˜ ∈ E∨[D˜](T )
we have
(id× t˜)∗
∑
α∈E[N ′](S),
β∈E∨[D′](S)
UNN
′,DD′
s+α,t+β (scan) =
=(id× t˜)∗(D′)2 · (([D]× [N ])∗γN ′,D′) (([N ′]× [D′])∗UN,DN ′s,D′t(scan))
Since the pullback of sections along faithfully flat maps is injective and (id × e)∗U D˜
NN ′ t˜
is an isomorphism, condition (∗)D˜ is equivalent to
(∗)D˜ For all pairs (T, t˜) with T an S-scheme, D˜ invertible on T and e 6= t˜ ∈ E∨[D˜](T )
we have
(
([DD′]× e)∗U D˜NN ′ t˜ ⊗ idΩ
)([D˜]× t˜)∗ ∑
α∈E[N ′](S),
β∈E∨[D′](S)
UNN
′,DD′
s+α,t+β (scan)
 =
=(D′)2 ·
(
([DD′]× e)∗U D˜NN ′ t˜ ⊗ idΩ
)
◦ (1.17)
◦ ([D˜]× t˜)∗ (([D]× [N ])∗γN ′,D′) (([N ′]× [D′])∗UN,DN ′s,D′t(scan))
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We compute the left hand side for arbitrary (T, t˜):
(
([DD′]× e)∗U D˜NN ′ t˜ ⊗ id
)([D˜]× t˜)∗ ∑
α∈E[N ′](S),
β∈E∨[D′](S)
UNN
′,DD′
s+α,t+β (scan)
 Cor.1.1.3= (1.18)
=(id× e)∗
 ∑
α∈E[N ′](S),
β∈E∨[D′](S)
UNN
′,DD′D˜
(D˜)−1(s+α),t˜+t+β(scan)
 Lem.1.4.2=
=
∑
α∈E[N ′](S),
β∈E∨[D′](S)
(T(D˜)−1(s+α))
∗ωDD
′D˜
NN ′ t˜+NN ′t+NN ′β =
=
∑
α∈E[N ′](S),
β∈E∨[D′](S)
(T(D˜)−1s+α)
∗ωDD
′D˜
NN ′ t˜+NN ′t+β
Lem.1.4.1(d)=
=(D′)2 · (T(D˜)−1s)∗
∑
α∈E[N ′](S)
(Tα)∗ωDD˜D′(NN ′ t˜+NN ′t)
Lem.1.4.1(c)=
=(D′)2 · (T(D˜)−1s)∗[N ′]∗ωDD˜D′Nt˜+D′Nt
Before we simplify the right hand side of the above equation, we use Lemma 1.4.2 to
simplify the following expression:
(D′)2 · (id× e)∗
[
([DD′]× [NN ′])∗U D˜NN ′ t˜ ◦ ([D˜]× Tt˜)∗([D]× [N ])∗γN ′,D′◦
◦ ([D˜]× Tt˜)∗([N ′]× [D′])∗UN,DN ′s,D′t
]
=
=(D′)2 · (id× e)∗
[
([D]× [N ])∗
(
([D′]× [N ′])∗U D˜NN ′ t˜ ◦ ([D˜]× TNt˜)∗γN ′,D′
)
◦
◦ ([D˜]× Tt˜)∗([N ′]× [D′])∗UN,DN ′s,D′t
] Lem.1.4.2(b)=
=(D′)2 · (id× e)∗
[
([D]× [N ])∗
(
([D˜]× id)∗γN ′,D′ ◦ ([N ′]× [D′])∗U D˜ND′ t˜
)
◦
◦ ([D˜]× Tt˜)∗([N ′]× [D′])∗UN,DN ′s,D′t
]
=
=(D′)2 · (id× e)∗
[
([DD˜]× [N ])∗γN ′,D′◦
◦ ([N ′]× [D′])∗
(
([D]× [N ])∗U D˜ND′ t˜ ◦ ([D˜]× TD˜′t)∗UN,DN ′s,D′t
) ] Cor.1.1.3=
=(D′)2 · (id× e)∗
[
([DD˜]× [N ])∗γN ′,D′ ◦ ([N ′]× [D′])∗
(
UN,DD˜
N ′D˜−1s,D′(t+t˜)
) ]
=
=(D′)2 · (id× e)∗
[
([N ′]× [D′])∗
(
UN,DD˜
N ′D˜−1s,D′(t+t˜)
) ]
Here, we have used the compatibility of γN ′,D′ with rigidifications in the last step. Using
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this and again Lemma 1.4.2, the right hand side of(1.17) is:
(D′)2 · (id× e)∗
(
([N ′]× [D′])∗UN,DD˜
N ′D˜−1s,D′(t+t˜)(scan)
)
=
=(D′)2 · [N ′]∗TN ′D˜−1sωDD˜ND′(t+t˜) = (D′)2 · (TD˜−1s)∗[N ′]∗ωDD˜ND′(t+t˜)
Comparing this last equation to (1.18) shows that the equation in (∗)D˜ holds for all pairs
(T, t˜). By density of torsion sections this finishes the proof of the theorem.
Remark 1.4.4. One can slightly generalize the above distribution relation by summing
over all torsion points in the kernel of more general isogenies ϕ : E → E′.
In its simplest form the distribution relation specializes to the following equality:
Corollary 1.4.5. For E/S with D invertible on S and |E[D](S)| = D2:∑
e 6=t∈E∨[D](S)
UDt (scan) = D2 · γ1,D ((id× [D])∗(scan))− ([D]× id)∗(scan)
Proof. Substituting N ′, D,N by 1 in Theorem 1.4.3 gives this corollary.
Definition 1.4.6. For E/S, D > 1 invertible on S define
sDcan := D2 · γ1,D ((id× [D])∗(scan))− ([D]× id)∗(scan).
This is a priori an element in
Γ
(
E ×S E∨, ([D]× id)∗
[
P ⊗ Ω1E×E∨/E∨
(
[E × E∨[D]] + [E[D]× E])]) .
We call sDcan the D-variant of the canonical section of the Poincare´ bundle.
An immediate consequence of the above corollary is the following result which roughly
says that the above construction of the D-variant removes a pole along E × e.
Corollary 1.4.7. For E/S and D invertible on S the section sDcan is contained in
Γ
(
E ×S E∨, ([D]× id)∗
[
P ⊗ Ω1E×E∨/E∨
(
[E × (E∨[D] \ {e})] + [E[D]× E])]) .
In particular, (id× e)∗sDcan ∈ Γ(E,Ω1E/S (E[D])).
Proof. We can check the claim after some finite e´tale base change and may thus assume
|E[D](S)| = D2. Now, the claim follows from the distribution relation in Corollary 1.4.5
and the observation that UDt (scan) is an element of
Γ
(
E ×S E∨, ([D]× id)∗
[
P ⊗ Ω1E×E∨/E∨ ([E × (−t)] + [E[D]× E])
])
.
Remark 1.4.8. Later, we will give an explicit description of scan on the analytification of
the universal elliptic curve with Γ(N)-level structure via theta functions. In this case,
the distribution relation gives back the distribution relation of [BK10b, Prop. 1.16] for
the Kronecker theta function. Thus, we can see the above distribution relation as an
algebraic version of the distribution relation in [BK10b].
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1.5 The canonical section, Kato–Siegel units and Eisenstein
series
The aim of this section is to relate the canonical section to the logarithmic derivative of
the Kato–Siegel function and to Kato’s Eisenstein series. Later, we will show that far
more general real-analytic Eisenstein series can be constructed via the Poincare´ bundle.
Definition 1.5.1. Let E/S be an elliptic curve with D invertible and define
ωD := (id× e)∗sDcan ∈ Γ(E,Ω1E/S (E[D])).
Remark 1.5.2. Let E/S be an elliptic curve with D invertible. For T → S finite e´tale
with |E[D](S)| = D2 we have
ωD =
∑
e6=t∈E∨T [D](T )
ωDt ∈ Γ(ET ,ΩET /T (ET [D]))
by the distribution relation.
Proposition 1.5.3. Let D > 1 be an integer coprime to 6 and invertible on S. The
section ωD ∈ Γ(E,ΩE/S(E[D])) coincides with the logarithmic derivative of the Kato–
Siegel function Dθ:
ωD = dlogDθ
Proof. The logarithmic derivative dlogDθ ∈ Γ(E,Ω1E/S(E[D])) is uniquely determined
by the following two properties:
(a) Its residue is
Res(dlogDθ) = D21e − 1E[D]
where
Res : Ω1E/S(logE[D])→ (iE[D])∗OE[D]
is the residue map and 1e resp. 1E[D] are the functions in (iE[D])∗OE[D] which
have the constant value one along e resp. E[D].
(b) It is trace invariant, i. e. Tr[N ] dlogDθ = dlogDθ.
But both properties are satisfied by ωD. It is trace compatible since it is a finite sum of
trace compatible elements. And e´tale locally we can compute the residue of ωD by:
Rest˜ ωD =
∑
e6=t∈E∨[D](T )
Rest˜ ωDt =
∑
e6=t∈E∨[D](T )
〈t˜, t〉D =
{
D2 − 1 t˜ = e
−1 t˜ 6= e
Remark 1.5.4. The restriction (D, 6) = 1 is necessary for the construction of the Kato–
Siegel function Dθ. It is remarkable that we do not have to assume (D, 6) = 1 for the
construction of its logarithmic derivative ωD.
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By abuse of notation let us write d for the map(
Ω1E/S
)⊗k
= OE ⊗pi−1OS pi−1ω⊗kE/S Ω1E/S ⊗pi−1OS pi−1ω⊗kE/S =
(
Ω1E/S
)⊗k+1d⊗id
and let d◦kωD for ωD ∈ Γ(E,Ω1E/S(E[D])) be understood as d◦k
(
ωD
∣∣∣
E\E[D]
)
for
(
ωD
∣∣∣
E\E[D]
)
∈
Γ(E \ E[D],Ω1E/S). The definition of Kato’s geometric Eisenstein series DE(k)s via loga-
rithmic derivatives of the Kato–Siegel function gives immediately the following corollary:
Corollary 1.5.5. Let D > 1 coprime to 6 and invertible on S. For N > 1 coprime to
D and s ∈ E[N ](S) we have
s∗
(
d◦(k−1)ωD
)
= DE(k)s
where DE
(k)
s are the geometric Eisenstein series defined by Kato in [Kat04, §3].
Kato’s Eisenstein series DF
(k)
s for s ∈ E[N ](S) can also be constructed in a very natural
way via the Poincare´ bundle. We will give this construction later.
1.6 Analytification of the Poincare´ bundle
1.6.1 Analytification of the Poincare´ bundle
Let N > 3 and Γ(N) := ker (Sl2 (Z)→ Sl2 (Z/NZ)). In this section we recall an explicit
model for the analytification of the universal elliptic curve EN/MN with Γ(N)-level
structure. We follow Scheider [Sch14, §3.4] and refer there for details. As an application
we can relate the canonical section to theta functions of the Poincare´ bundle. Fur-
thermore, the explicit description of the analytification of the Poincare´ bundle on the
universal elliptic curve is the foundation for the proof of the main result of this chapter.
The complex-analytic space associated with the C-valued points of EN/MN can be
described as follows. Let Γ(N) act on H := {z ∈ C : Im z > 0} via fractional linear
transformations and let
((
m
n
)
,
(
a b
c d
))
∈ Z2oΓ(N) act on (z, τ, j) ∈ C×H×(Z/NZ)×
via ((
m
n
)
,
(
a b
c d
))
.(z, τ, j) :=
(
z +mτ + n
cτ + d ,
aτ + b
cτ + d, j
)
.
The obtained complex analytic family
EanN :=
(
Z2 o Γ(N) \ C×H× (Z/NZ)×
)
ManN :=
(
Γ(N) \H× (Z/NZ)×
)pianE
of complex elliptic curves gives an explicit model for the analytification of EN/MN . The
universal covering spaces of EanN and ManN are:
E˜N := C×H× (Z/NZ)× EanN = Z2 o Γ(N) \ C×H× (Z/NZ)×
p˜E
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and
M˜N := H× (Z/NZ)× ManN = Γ(N) \H× (Z/NZ)× .
p˜M
As a lift of e : MN → EN we choose (0) : M˜N → E˜N , (τ, j) 7→ (0, τ, j). We summarize
the introduced notation in the following diagram
E˜N E
an
N
M˜N M
an
N .
p˜E
p˜iE pianE
(0)
p˜M
e
Using the autoduality isomorphism λ : E ∼→ E∨ from 1.10, we get an explicit description
of the analytification of the dual elliptic curve (E∨N )
an and its universal covering space
E˜∨N := C×H× (Z/NZ)× (E∨N )an = Z2 o Γ(N) \ C×H× (Z/NZ)× .
p˜E∨
Let us write (w, τ, j) for the coordinates on E˜∨N := C × H × (Z/NZ)×. The classical
theta function
ϑ(z, τ) := exp
(
z2
2 η(1, τ)
)
· σ(z, τ)
gives us a trivializing section for the line bundle OanEanN (−[e]):
Oan
E˜N
= OanC×H×(Z/NZ)× p˜∗EOanEanN (−[e])
1 ϑ(z, τ).
Here, η(1, τ) := ζ(z, τ) − ζ(z + 1, τ) is the period of the Weierstrass zeta function. We
should remark that the chosen trivializing section ϑ(z, τ) of p˜∗EOanEanN (−[e]) induces viathe canonical isomorphism
p˜∗MωEanN /ManN
∼→ p˜∗Me∗OanEanN (−[e])
∼→ (0)∗p˜∗EOanEanN (−[e])
a basis of p˜∗MωEanN /ManN which coincides with dz. Using our fixed autoduality isomorphism,
allows us to describe the analytification of the Poincare´ bundle as
Pan = µ∗OanEN ([e])⊗OanE×E pr∗1OanEN (−[e])⊗OanE×E pr∗2OanEN (−[e])⊗OanE×E pi∗E×Eω∨EN/MN .
The trivializations of OanEN (−[e]) and ωEanN /ManN induce a trivializing section
t˜ := 1
J(z, w, τ) ⊗ (dz)
∨
of P˜ := p˜∗EPan. Here,
J(z, w, τ) := ϑ(z + w, τ)
ϑ(z, τ)ϑ(w, τ) (1.19)
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is the Jacobi theta function. By the above discussion the canonical trivializations of P˜
are explicitly given by
(id× (0))∗P˜ ∼→ Oan
E˜N
, (id× (0))∗t˜ 7→ 1
and
((0)× id)∗P˜ ∼→ Oan
E˜N
, ((0)× id)∗t˜ 7→ 1.
By abuse of notation let us again write [D] : E˜N → E˜N , (z, τ, j) 7→ (D · z, τ, j) for the
lift of [D] to the universal covering.
Lemma 1.6.1 ([Sch14, Lemma 3.5.10]). The canonical isomorphism
γ˜1,D : (id× [D])∗P˜ ∼→ ([D]× id)∗P˜
is the unique Oan
E˜N×E˜N
-linear map given by
(id× [D])∗t˜ 7→ ([D]× id)∗t˜.
Proof. For details we refer to [Sch14, Lemma 3.5.10]. As in the algebraic case, there is
only one isomorphism
(id× [D])∗Pan ∼→ ([D]× id)∗Pan
which is compatible with the rigidifications. The map given in the lemma descends to a
map
(id× [D])∗Pan ∼→ ([D]× id)∗Pan.
Indeed, this boils down to the fact that the function J(z,Dw,τ)J(Dz,w,τ) is invariant under the
action of Z2oΓ(N), which is easily checked. Further, the given map is compatible with
the rigidifications by the above explicit formulas and the claim follows by uniqueness.
Lemma 1.6.2. The pullback of the analytification of the canonical section along the
universal covering
p˜E × p˜E : E˜N ×M˜N E˜N → E
an
N ×ManN EanN
is given by
s˜can := (p˜E × p˜E)∗(scan)an = J(z, w, τ)
(˜
t⊗ dz)
Proof. By the explicit description of the canonical section in Corollary 1.3.8, we can
describe s˜can as the image of the identity idP under
P˜ ⊗ P˜⊗−1 =
= P˜ ⊗ (p˜E × p˜E)∗
(
OanEanN ×EanN (−[e× E
an
N ]− [EanN × e] + ∆)⊗ (pianE×E)∗ω−1EanN /ManN
)⊗−1 ∼=
∼= P˜ ⊗ p˜∗E
(
Ω1EanN ×EanN /EanN ([e× E
an
N ] + [EanN × e]−∆)
)
.
The identity is given by idP˜ = t˜⊗ t˜−1. Since t˜−1 = J(z, w, τ)⊗dz, the element idP˜ maps
to
J(z, w, τ )˜t⊗ dz
under the above isomorphism.
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1.6.2 Analytification of the universal vectorial extension
The analytification of the universal vectorial extension E†N of E∨N can be described as
follows. By [MM74, Ch I, 4.4] E†,anN sits in an exact sequence
0 R1(pianE )∗(2piiZ) H1dR (EanN /ManN ) E
†,an
N 0.
In particular, the geometric vector bundle associated with p˜∗MH1dR (EanN /ManN ) serves as
a universal covering space of E†,anN . Choosing coordinates on this universal covering
is equivalent to choosing a basis on the cotangent space
(
p˜∗MH
1
dR (EanN /ManN )
)∨
. If we
choose [ω] = [dz] and [η] = [℘(z, τ)dz] as basis of p˜∗MH1dR (EanN /ManN ), we obtain coordi-
nates (w′, u) associated with the dual basis ([η]∨, [ω]∨). I. e. via the above identification
of the cotangent space with
(
p˜∗MH
1
dR (EanN /ManN )
)∨
, we have
dw′ = [η]∨, du = [ω]∨.
With these coordinates we obtain the following universal covering of E†,anN
E˜†N = C
2 ×H× (Z/NZ)× → E†,anN .
This universal covering fits into the following commutative diagram, cf. [Sch14, (3.4.10)]:
E˜†N = C2 ×H× (Z/NZ)× E˜∨N = C×H× (Z/NZ)×
E†,anN E
∨,an
N .
−pr1
(1.20)
The reason for the minus sign in the above commutative diagram is the following. The
canonical projection of the universal vectorial extension in (1.20) induces the map
ωE∨N/MN ↪→ H
1
dR
(
E∨N/MN
) ∼→ H1dR (EN/MN )∨ . (1.21)
on the cotangent spaces. Here, the isomorphism
H1dR
(
E∨N/MN
) ∼→ H1dR (EN/MN )∨ .
is the canonical isomorphism coming from Deligne’s pairing (cf. [Del74], [Ber09]). The
coordinate on the analytification of E∨N was induced from the autoduality isomorphism.
Now, the minus sign appears since, by our choice of autoduality, (1.21) maps λ∗(dz) to
−[η]∨.
Let us denote the pullback of P along the canonical projection
EN ×MN E†N → EN ×MN E∨N
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by P†. The rigidifications of P induce rigidifications on P†. We will denote the pullback
of P˜ to E˜†N by P˜†. Let us write
q† : E†N → E∨N
for the canonical projection and q˜† for the corresponding map on covering spaces. The
commutative diagram (1.20) and our chosen trivialization of P˜ induce a trivializing
section for the line bundle P˜†
t˜† := (q˜†)∗t˜ = 1
J(z,−w′, τ) ⊗ (dz)
∨ .
The birigidified Poincare´ bundle P† on EN×MN E†N is equipped with a unique integrable
E†N connection making it universal among line bundles on EN with integrable connection
∇P† . For details we refer to the exposition in [Sch14, §0.1.1].
Lemma 1.6.3. The induced connection on P˜† is the unique E˜†N -connection with
∇P˜† (˜t†) = (η(1, τ)w′ + u)˜t† ⊗ dz
Proof. [Sch14, eq. (3.4.16)].
In the same way we can describe the universal vectorial extension E]N of EN . Again,
E],anN sits in an exact sequence
0 R1(pianE∨)∗(2piiZ) H1dR ((E∨N )
an /ManN ) E
],an
N 0.
In particular, the basis ([ω], [η]) of
p˜∗MH
1
dR (EanN /ManN )
∼→ p˜∗MH1dR
((
E∨N
)an
/ManN
)∨
induces coordinates (z, v) on the universal covering
E˜]N = C
2 ×H× (Z/NZ)× → E],anN .
We have the following commutative diagram:
E˜]N = C2 ×H× (Z/NZ)× E˜N = C×H× (Z/NZ)×
E],anN E
an
N .
pr1
(1.22)
Let us denote by P] the birigidified Poincare´ bundle on E]N×MNE∨N obtained by pullback
of P and by P˜] its pullback to the universal covering. Let us write
q] : E]N → EN
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for the canonical projection and q˜] for the corresponding map on covering spaces. The
commutative diagram (1.22) and our chosen trivialization of P˜ induce a trivializing
section for P˜†
t˜] := (q˜])∗t˜ = 1
J(z, w, τ) ⊗ (dz)
∨ .
Again, the Poincare´ bundle P] on E]N ×MN E∨N is equipped with a unique integrable
E]N connection ∇P] making it universal among line bundles on E∨N with integrable
connection.
Lemma 1.6.4. The induced connection on P˜] is the unique E˜]N -connection with
∇P˜] (˜t]) = (−η(1, τ)z + v)˜t] ⊗ dz
Proof. Our autoduality induces an isomorphism
p˜∗MH
1
dR (EanN /ManN )
∼→ p˜∗MH1dR
((
E∨N
)an
/ManN
)
.
It identifies (z, v) with (−w, u) and the result follows from Lemma 1.6.3.
Finally, let us consider the following diagram:
E]N ×MN E†N
E]N ×MN (E∨N )an EN ×MN E†N
EN ×MN E∨N
id×q† q]×id
q]×id id×q†
We have obtained the Poincare´ bundles with connections P† resp. P] by pullback of P
along the lower maps in this diagram. Let us denote the pullback of P along q] × q† by
P],†. Since it is a pullback of P†, it is equipped with an integrable E†N -connection
∇† : P],† → P],† ⊗O
E
]
N
×E†
N
Ω1
E]N×MNE
†
N/E
†
N
.
At the same time it is a pullback of P] and thus equipped with an integrable E]N -
connection
∇] : P],† → P],† ⊗O
E
]
N
×E†
N
Ω1
E]N×MNE
†
N/E
]
N
.
Let us denote the pullback of P],† to the universal covering E˜]N ×M˜N E˜
†
N by P˜],†. The
trivializing section t˜ of P˜ induces a trivializing section t˜],† := (q] × q†)∗t˜. Let us write
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∇˜† and ∇˜] for the corresponding connections on the universal covering. By the above
formulas for ∇P˜] and ∇P˜† we get the following explicit formulas for ∇˜† and ∇˜]
∇˜†(f(z, v, w′, u, τ, j)˜t],†) = (∂zf )˜t],† ⊗ dz + (∂vf )˜t],† ⊗ dv + f ·
(
η(1, τ)w′ + u
)
t˜],† ⊗ dz
and
∇˜](f(z, v, w′, u, τ, j)˜t],†) = (∂wf )˜t],†⊗ dw′+ (∂uf )˜t],†⊗ du+ f · (−η(1, τ)z + v) t˜],†⊗ dw′.
Here, f(z, v, w′, u, τ, j) is an analytic function on the universal covering of E]N × E†N in
the coordinates introduced above.
1.6.3 The Jacobi and the Kronecker theta function
We recall some properties of the Jacobi theta function which was defined in Eq. (1.19).
Then we give an explicit description of the canonical section via the Jacobi theta function.
Furthermore, we discuss the relation to the Kronecker theta function. The Jacobi theta
function has the following behaviour under the Z2 × Z2-action:
Lemma 1.6.5 ([Sch14, Corollary 3.3.14]). For m,n, k, l ∈ Z we have:
J(z +mτ + n,w + kτ + l, τ) = J(z, w) exp (−2pii (k · z +m · w))
Let us briefly discuss the relation between the Jacobi theta function and the Kronecker
theta function as considered in [BK10b]. The Kronecker theta function and certain
translates of it have the advantage of being a generating function for the Eisenstein–
Kronecker series e∗a,b(z0, w0, τ). The Eisenstein–Kronecker series are defined for b >
a+ 2 ≥ 0 and τ ∈ H by
e∗a,b(z0, w0; τ) :=
∑
γ∈Γτ\{−z0}
(z¯0 + γ¯)a
(z0 + γ)b
〈γ,w0〉τ
with Γτ = Z+τZ and 〈z, w〉τ := exp
(
2pii(zw¯−wz¯)
τ−τ¯
)
. For general b > a ≥ 0 the Eisenstein–
Kronecker series can be defined via analytic continuation, cf. [BK10b, §1.1]. The Kro-
necker theta function is defined as
Θ(z, w, τ) := θ(z + w, τ)
θ(z, τ)θ(w, τ)
with
θ(z, τ) := exp
(
−e
∗
2(τ)
2 z
2
)
σ(z, τ), e∗2(τ) := e∗0,2(0, 0; τ).
Note that the Kronecker theta function varies non-holomorphically in τ . The definitions
of J(z, w, τ) and Θ(z, w, τ) immediately yield the following equation:
J(z, w, τ) = exp(− zw
A(τ))Θ(z, w, τ) (1.23)
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with A(τ) := τ−τ¯2pii varying non-holomorphically in τ . Bannai and Kobayashi define the
following translates of Θ(z, w, τ)
Θz0,w0(z, w, τ) := exp
(
−z0w¯0 + zw¯0 + wz¯0
A(τ)
)
Θ(z + z0, w + w0, τ). (1.24)
They prove the following.
Theorem 1.6.6 ([BK10b, Thm. 1.17.]). For fixed τ the Laurent expansion of translates
of the Kronecker theta function Θz0,w0(z, w, τ) is given by
Θz0,w0(z, w, τ) =〈w0, z0〉
δ(z0)
z
+ δ(w0)
w
+
+
∑
a≥0,b≥0
(−1)a+b e
∗
a,b+1(z0, w0)
a!Aa z
bwa (1.25)
where δ(x) = 0 for x /∈ Z+ τZ and δ(x) = 1 else.
In analogy with Θz0,w0(z, w, τ) let us define
Jz0,w0(z, w, τ) : = exp
(
− zw
A(τ)
)
Θz0,w0(z, w, τ) = (1.26)
= exp
(
− zw
A(τ)
)
exp
(
−z0w¯0 + zw¯0 + wz¯0
A(τ)
)
Θ(z + z0, w + w0, τ) =
= exp
(
z
w0 − w¯0
A(τ)
)
exp
(
w
z0 − z¯0
A(τ)
)
exp
(
z0
w0 − w¯0
A(τ)
)
J(z + z0, w + w0, τ).
Above we have described the canonical section of the Poincare´ bundle on the uni-
versal covering P˜ as J(z, w, τ )˜t ⊗ dz. A similar result holds if we apply the trans-
lation operator UN,Ds,t to the canonical section. For the rest of the chapter consider
coprime integers N,D ≥ 1 and let END be the universal elliptic curve with Γ(ND)-level
structure. For given (a, b) ∈ (Z/NZ)2 and (c, d) ∈ (Z/DZ)2 we get torsion sections
s = sa,b ∈ END[N ](MND) and t = tc,d ∈ END[D](MND). After passing to the analytifi-
cation, we can express
s, t : ManND → EanND
explicitly as
(τ, j) 7→ s(τ, j) := ( a
N
jτ + b
N
, τ, j)
(τ, j) 7→ t(τ, j) := ( c
D
jτ + d
D
, τ, j).
These formulas describe at the same time distinguished lifts
s˜, t˜ : M˜ND → E˜ND.
to the universal coverings.
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Proposition 1.6.7. The pullback of UN,Ds,t (scan) to the universal covering is given by
the explicit formula
([D]× [N ])∗
(
JDs˜,Nt˜(z, w, τ )˜t⊗ dz
)
where we write JDs˜,Nt˜(z, w, τ) for JDs˜(τ,j),Nt˜(τ,j)(z, w, τ) with s˜(τ, j) := aN jτ +
b
N and
t˜(τ, j) := cD jτ +
d
D .
Proof. Let us denote by s˜can the pullback of the analytification of scan to the universal
covering. Similarly, let us write U˜N,Ds,t for the pullback of the analytification of the
translation operator. Before we give an explicit description of U˜N,Ds,t (s˜can), let us do the
following computation:
(Ts˜ × Tt˜)∗ ([N ]× [D])∗ (˜t) = (Ts˜ × Tt˜)∗([N ]× [D])∗
( 1
J(z, w, τ) ⊗ ω˜
)
= (1.27)
= 1
J(Nz + ajτ + b,Dw + cjτ + d, τ) ⊗ ([N ]× [D])
∗ω˜ L.1.6.5=
= exp
(
2pii(Nzcj +Dwaj + acj2τ)
)
([N ]× [D])∗(˜t)
By Eq. (1.26) we have
JDs˜,Nt˜(Dz,Nw, τ) :=
= exp
(
2pii · (Nzcj +Dwaj + acj2τ)
)
J(Dz +Ds˜,Nw +Nt˜, τ).
The definition
UN,Ds,t (scan) := (γN,D ⊗ idΩ) ((Ts × Tt)∗ [(γD,N ⊗ idΩ) (([D]× [N ])∗scan)])
gives us the following explicit description of U˜N,Ds,t (s˜can):
U˜N,Ds,t (s˜can) = (γ˜N,D ⊗ idΩ) ((Ts˜ × Tt˜)∗ [(γ˜D,N ⊗ idΩ) (([D]× [N ])∗s˜can)]) Lem.1.6.1+Lem.1.6.2=
= (γ˜N,D ⊗ idΩ)
(
(Ts˜ × Tt˜)∗
[
J(Dz,Nw, τ)([N ]× [D])∗(˜t⊗ dz)]) =
= (γ˜N,D ⊗ idΩ)
(
J(Dz +Ds˜,Nw +Nt˜, τ)(Ts˜ × Tt˜)∗([N ]× [D])∗(˜t⊗ dz)
) (1.27)=
= (γ˜N,D ⊗ idΩ)
(
JDs˜,Nt˜(Dz,Nw)([N ]× [D])∗(˜t⊗ dz)
)
=
= JDs˜,Nt˜(Dz,Nw)([D]× [N ])∗(˜t⊗ dz) =
= ([D]× [N ])∗
(
JDs˜,Nt˜(z, w)˜t⊗ dz
)
Finally, we remark that the distribution relation combined with the above explicit for-
mula for the translation operators gives the following corollary. Alternatively, this can
be obtained from the distribution relation for the Kronecker theta function proved by
Bannai and Kobayashi.
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Corollary 1.6.8. For D,D′, N,N ′ coprime and (a, b) ∈ (Z/NZ)2, (c, d) ∈ (Z/DZ)2
define s = sa,b and t = tc,d and the lifts s˜, t˜ as above. Then,∑
α∈Ean
N′ [N
′](Man
N′ ),
β∈Ean
D′ [D
′](Man
D′ )
JD′s˜+α˜,N ′ t˜+β˜(D
′z,N ′w, τ) = D′N ′JN ′s˜,D′ t˜(N ′z,D′w, τ) (1.28)
where we denote by α˜ resp. β˜ are arbitrary lifts of N ′ resp. D′-torsion sections to the
universal covering.
Proof. This follows by a straight forward computation from the distribution relation
Theorem 1.4.3 and the explicit description of U˜∗,∗∗,∗ (s˜can).
Remark 1.6.9. As remarked above there is no reason to choose the Jacobi theta function
to trivialize the Poincare´ bundle. Every other theta function with the same divisor gives
a trivialization of the Poincare´ bundle and would work equally well. We would like to
emphasize that for our purposes it would equally well be possible to view E˜N as a real
manifold and work with a non-holomorphic theta function. The point is that we only
need the analytification as a tool for comparing purely algebraic constructions. Thus,
its no problem to do this comparison after the injection Oan
E˜N
↪→ C∞(E˜N ). In particular,
we could trivialize the Poincare´ bundle using the Kronecker theta function. Then, the
algebraic distribution relation immediately specializes to the distribution relation in
[BK10b].
1.7 Real-analytic Eisenstein series via the Poincare´ bundle
In this section we give a functorial construction of real-analytic Eisenstein series as
classes in
SymkOS H
1
dR (E/S) .
The Hodge decomposition on the universal elliptic curve
SymkH1dR (EN/MN )⊗ C∞(ManN ) ω⊗kEN/MN ⊗ C
∞(ManN )
allows us to get the link back to classical C∞-modular forms.
Let E/S be an elliptic curve over some scheme S. We denote by
E] E and E† E∨q
] q†
the universal vectorial extension of E and E∨. Let us write P] resp. P† for the pullbacks
of P to E]×SE∨ resp. E×SE†. Then, P] resp. P† are equipped with canonical integrable
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E]- resp. E†-connections. Let us write P],† for the pullback of P along q] × q†
E]N ×MN E†N
E]N ×MN (E∨N )an EN ×MN E†N
EN ×MN E∨N
id×q† q]×id
q]×id id×q†
Then, P],† is in a natural way equipped with both an integrable E]- and an integrable
E†-connection
P],† P],† ⊗O
E]×E† Ω
1
E]×E†/E]
P],† P],† ⊗O
E]×E† Ω
1
E]×E†/E† .
∇]
∇†
We have
Ω1
E]×E†/E] pr
∗
E†Ω
1
E†/S (piE]×E†)
∗e∗Ω1
E†/S (piE]×E†)
∗H1dR (E∨/S)
Ω1
E]×E†/E† pr
∗
E]
Ω1
E]/S
(piE]×E†)∗e∗Ω1E]/S (piE]×E†)
∗H1dR (E/S) .
∼ ∼ ∼
∼ ∼ ∼
(1.29)
Let us abbreviate for the moment
Hi,j := SymiOS H
1
dR
(
E∨/S
)⊗OS SymjOS H1dR (E/S) .
Since both ∇] and ∇† are (piE]×E†)−1OS-linear, we can define the following differential
operators:
∇] : P],† ⊗OS Hi,j P],† ⊗OS Hi+1,j
∇† : P],† ⊗OS Hi,j P],† ⊗OS Hi,j+1
∇]⊗id
∇†⊗id
Applying ∇] and ∇† iteratively leads to
∇k,r],† : P],† ⊗OS Hi,j P],† ⊗OS Hi+k,j+r.
∇◦k] ◦∇◦r†
Let us remark that ∇] and ∇† do in general not commute. Similarly, we can define for
N,D ≥ 1
([D]× [N ])∗∇k,r],† : ([D]× [N ])∗P],† ⊗OS Hi,j ([D]× [N ])∗P],† ⊗OS Hi+k,j+r
by iteratively applying the pullback connections ([D]× [N ])∗∇] and ([D]× [N ])∗∇†.
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For coprime integers N,D ≥ 1 and e 6= s ∈ E[N ](S), e 6= t ∈ E∨[D](S) define
σN,Ds,t := U
N,D
s,t (scan) ∈ Γ
(
U, ([N ]× [D])∗P ⊗ Ω1E×SE∨/E∨
)
where U := ([D] × [N ])−1(TDs × TNt)−1 (E × E∨ \ {E × eq e× E∨}). Here, we have
implicitly used the canonical isomorphism
([D]× [N ])∗(TDs × TNt)∗Ω1E×SE∨/E∨
(
[E × e] + [e× E∨])∣∣∣
U
∼= Ω1E×SE∨/E∨
∣∣∣
U
.
Since we have assumed e 6= s, e 6= t and N,D coprime, the morphism
(e× e) : S = S ×S S → E ×S E∨
factors through the open subset U . Via the isomorphism in (1.29) we obtain a canonical
inclusion
(q] × q†)∗
[
([N ]× [D])∗P ⊗OE×SE∨ Ω
1
E×SE∨/E∨
]
([N ]× [D])∗P],† ⊗OS H1dR (E/S)
which allows us to view
(q] × q†)∗σN,Ds,t ∈ Γ
(
(q] × q†)−1U, ([N ]× [D])∗P],† ⊗OS H1dR (E/S)
)
.
Definition 1.7.1. For coprime integers N,D ≥ 1, torsion sections e 6= s ∈ E[N ](S),
e 6= t ∈ E∨[D](S) and k, r ≥ 0 define
Ek,r+1s,t ∈ Γ
(
S, SymkOS H
1
dR
(
E∨/S
)⊗OS Symr+1OS H1dR (E/S))
via
Ek,r+1s,t := (e× e)∗
[(
([D]× [N ])∗∇k,r],†
) (
(q] × q†)∗σN,Ds,t
)]
.
We call Ek,r+1s,t algebraic Eisenstein–Kronecker series.
We will prove that the algebraic Eisenstein–Kronecker series give rise to the real-analytic
Eisenstein–Kronecker series
ek,r+1(s, t)
Akk!
via the Hodge decomposition on the analytification of the universal elliptic curve with
Γ(ND)-level structure. Again, our definition of Ek,r+1s,t is intrinsic, i. e. does not refer to
a chosen autoduality isomorphism. In order to relate
Ek,r+1s,t ∈ Γ
(
S, SymkOS H
1
dR
(
E∨/S
)⊗OS Symr+1OS H1dR (E/S))
to C∞-modular forms, it will nevertheless be convenient to fix an autoduality isomor-
phism. Until the end of this section let us identify E with E∨ via our chosen autoduality
from Section 1.3
λ : E ∼→ E∨.
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Let N,D > 1 be coprime as above and let END → MND be the universal elliptic
curve with Γ(ND)-level structure. Note that N,D > 1 coprime implies ND > 3 and
thus the moduli problem is representable. Let END be the universal elliptic curve with
Γ(ND)-level structure. We take the explicit description of the analytification of END
as introduced in Section 1.6.
Theorem 1.7.2. Let N,D > 1 be coprime and let us write M = MND resp. E = EMN
for the modular curve resp. the universal elliptic curve of level Γ(ND). For chosen
(0, 0) 6= (a, b) ∈ (Z/NZ)2 and (0, 0) 6= (c, d) ∈ (Z/DZ)2 let s = sa,b ∈ E[N ](M)
and t = tc,d ∈ E∨[D](M) ' E[D](M) be the associated torsion sections. The alge-
braic Eisenstein–Kronecker series Ek,r+1s,t on the universal elliptic curve with Γ(ND)-
level structure is uniquely determined by its associated C∞-modular form obtained by the
Hodge decomposition
(
Symk+r+1OM H
1
dR (E/M)
)an ⊗OanM C∞(Man) (ωEan/Man (C∞))⊗(k+r+1) .
The C∞-modular form associated with Ek,r+1s,t is the real-analytic Eisenstein series
(−1)r+kk!r!e
∗
k,r+1(Ds˜,Nt˜)
Akk! dz
⊗(k+r+1),
where we write s˜ = s˜(τ, j) = aN jτ +
b
N and t = t(τ, j) =
c
D jτ +
d
D .
Proof. The construction of Er,k+1s,t is compatible with base change and isomorphisms of
elliptic curves. Thus, Er,k+1s,t is uniquely determined by its value on the universal elliptic
curve (E/M,αunivND ) with Γ(ND)-level structure. Further, M is flat over SpecZ[ 1ND ] and
Symk+r+1H1dR (E/M) is locally free of finite rank. Since M is affine,
Γ
(
M, Symk+r+1H1dR (E/M)
)
is a flat Z[ 1ND ]-module and the inclusion
Γ
(
M,Symk+r+1H1dR (E/M)
)
↪→Γ
(
M,Symk+r+1H1dR (E/M)
)
⊗Z[ 1
N
] Q =
= Γ
(
MQ,Symk+r+1H1dR (EQQ/MQQ)
)
shows that EN,Ds,t is uniquely determined by its value on the universal elliptic curve
EQ/MQ with Γ(ND)-level structure over Q. Further, the map given by analytification
and Hodge decomposition
Γ
(
MC,Symk+r+1H1dR (EC/MC)
)
↪→ Γ
(
ManC ,
(
ωEan/Man (C∞)
)⊗(k+r+1))
is easily seen to be injective, cf. [Urb14, §2]. We conclude that EN,Ds,t is indeed uniquely
determined by the image under the Hodge decomposition on the universal elliptic curve.
51
1 Eisenstein series via the Poincare´ bundle
Thus, it remains to compute the value of Ek,r+1s,t under Hodge decomposition on the
universal elliptic curve. Let us write
(
Ek,r+1s,t
)an ∈ Γ (Man, (Symk+r+1H1dR (E/M))an)
for the analytification of Ek,r+1s,t evaluated on (E/M,α). In the following we use the
explicit models for the analytifications of E, E∨, E†, E] and the corresponding universal
covering spaces E˜, E˜∨, E˜†, E˜]. Let us summarize the notation from the last section in
the following diagrams:
E˜ Ean
M˜ Man
p˜E
p˜iE pianE
(0)
p˜M
e
and
E˜† E˜∨ E˜] E˜
M˜ M˜
q˜†
p˜i
E†
pian
E∨
q˜]
p˜i
E]
pianE
Let us define
H˜i,j := p˜∗M
(
Hi,j
)an
and ∇˜], ∇˜† and ∇˜k,r],† for the induced differential operators on P˜],†. If we combine the
canonical derivations with the isomorphisms from (1.29), we obtain:
dE˜† : OanE˜]×M˜ E˜† Ω
1
E˜]×M˜ E˜†/E˜†
Oan
E˜]×M˜ E˜†
⊗Oan
M˜
(p˜M )∗
(
H1dR (E/M)
)an
dE˜] : OanE˜]×M˜ E˜† Ω
1
E˜]×M˜ E˜†/E˜]
Oan
E˜]×M˜ E˜†
⊗Oan
M˜
(p˜M )∗
(
H1dR (E∨/M)
)an
d ∼
d ∼
In particular, we get
dE† : H˜i,j → H˜i,j+1, dE] : H˜i,j → H˜i+1,j .
Using the Leibniz rule and the explicit formulas for ∇˜] and ∇˜] from Section 1.6.2, we
obtain
∇˜]◦k
(
f(z, v, w′, u, τ, j)˜t
)
=
k∑
j=0
(
k
j
)
d
◦(k−j)
E˜]
(f)∇˜]◦j (˜t) = (1.30)
=
k∑
j=0
(
k
j
)
(−η(1, τ)z + v)j d◦(k−j)
E˜]
(f )˜t⊗ ([η∨])j (1.31)
and
∇˜†◦r
(
f(z, v, w′, u, τ, j)˜t
)
=
r∑
i=0
(
r
i
)
d
◦(r−i)
E˜† (f)∇˜†
◦i(˜t) = (1.32)
=
r∑
i=0
(
r
i
)(
η(1, τ)w′ + u
)i
d
◦(r−i)
E˜† (f )˜t⊗ ([ω])
i. (1.33)
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The pullback σ˜N,Ds,t of (σ
N,D
s,t )an :=
(
UN,Ds,t (scan)
)an
to E˜ ×M˜ E˜ is given according to
Proposition 1.6.7 explicitly by the formula
σ˜N,Ds,t = ([D]× [N ])∗
(
JDs˜,Nt˜(z, w, τ )˜t⊗ dz
)
.
This gives the following explicit description
(q˜] × q˜†)∗σ˜N,Ds,t = ([D]× [N ])∗
(
JDs˜,Nt˜(z,−w′, τ )˜t],† ⊗ [ω]
)
.
Now, we have everything at hand to compute (q˜] × q˜†)∗
(
Ek,r+1s,t
)an
explicitly:
(p˜M )∗
(
Ek,r+1s,t
)an
= (0× 0)∗
[(
([D]× [N ])∗∇˜k,r],†
) (
(q] × q†)∗σ˜N,Ds,t
)]
=
=(0× 0)∗
[
([D]× [N ])∗
(
∇˜k,r],†
(
JDs˜,Nt˜(z,−w′, τ )˜t
))]
⊗ [ω] =
=(0× 0)∗
[
∇˜k,r],†
(
JDs˜,Nt˜(z,−w′, τ )˜t
)]
⊗ [ω] (1.30)=
=(0× 0)∗
[
∇˜◦k]
(
r∑
i=0
(
r
i
)
(η(1, τ)w′ + u)i∂◦(r−i)z JDs˜,Nt˜(z,−w′, τ )˜t
)]
⊗ [ω]⊗(r+1) (1.32)=
=
k∑
j=0
(
k
j
)
r∑
i=0
(
r
i
)
d
◦(k−j)
E˜]
[
(η(1, τ)w′ + u)i∂◦(r−i)z JDs˜,Nt˜(z,−w′, τ)
]∣∣∣∣∣∣ z=v=0
w′=u=0
·
· (−η(1, τ)z + v)j︸ ︷︷ ︸
=0 for j 6=0,z=v=0
∣∣∣∣∣∣∣
z=v=0
w′=u=0
⊗ [ω]⊗(r+1) =
=
r∑
i=0
(
r
i
)
d◦k
E˜†
(
(η(1, τ)w′ + u)i∂◦(r−i)z JDs˜,Nt˜(z,−w′, τ)
)∣∣∣∣∣
z=v=0
w′=u=0
⊗ [ω]⊗(r+1) =
= d◦k
E˜†
(
r∑
i=0
(
r
i
)
(η(1, τ)w′ + u)i ∂◦(r−i)z JDs˜,Nt˜(z,−w′, τ)
∣∣∣
z=v=0
)∣∣∣∣∣
w′=u=0
⊗ [ω]⊗(r+1) =
= d◦k
E˜†
[
∂◦rz
(
exp
[
z(w′η(1, τ) + u)
]
JDs˜,Nt˜(z,−w′, τ)
)∣∣∣
z=v=0
]∣∣∣
w′=u=0
⊗ [ω]⊗(r+1) =
= d◦k
E˜†
[
∂◦rz
(
exp
[
z(w′η(1, τ) + u)
]
JDs˜,Nt˜(z,−w′, τ)
)]∣∣∣ z=v=0
w′=u=0
⊗ [ω]⊗(r+1) (1.23)=
= d◦k
E˜†
[
∂◦rz
(
exp
[
z(w′η(1, τ) + u)
]
exp
[
zw′
A(τ)
]
ΘDs˜,Nt˜(z,−w′, τ)
)]∣∣∣∣
z=v=0
w′=u=0
⊗ [ω]⊗(r+1) Leibniz=
= d◦k
E˜†
[
r∑
i=0
(
r
i
)(
w′η(1, τ) + u+ w
′
A(τ)
)i
∂◦(r−i)z ΘDs˜,Nt˜(z,−w′, τ)
]∣∣∣∣∣
z=v=0
w′=u=0
⊗ [ω]⊗(r+1) =
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=
r∑
i=0
(
r
i
)
d◦k
E˜†
[(
w′η(1, τ) + u+ w
′
A(τ)
)i
∂◦(r−i)z ΘDs˜,Nt˜(z,−w′, τ)
]∣∣∣∣∣ z=v=0
w′=u=0
⊗ [ω]⊗(r+1) =
=
r∑
i=0
(
r
i
)
k∑
j=0
(
k
j
)
d◦j
E˜†
[(
w′η(1, τ) + u+ w
′
A(τ)
)i]
︸ ︷︷ ︸
=0 for i 6=j
∣∣∣∣∣∣∣∣∣∣
w′=u=0
·
· ∂◦(k−j)w′ ∂◦(r−i)z ΘDs˜,Nt˜(z,−w′, τ)
∣∣∣
z=w′=0
⊗ [ω]⊗(r+1) =
=
min(k,r)∑
i=0
(
r
i
)(
k
i
)
∂
◦(k−i)
w′ ∂
◦(r−i)
z ΘDs˜,Nt˜(z,−w′, τ)
∣∣∣
z=w′=0
⊗
⊗
(
η(1, τ)[η∨] + [ω∨] + [η
∨]
A(τ)
)⊗i
⊗ [η∨]⊗(k−i) ⊗ [ω]⊗(r+1)
Our choice of autoduality induces an isomorphism
p˜∗M
((
H1dR (E/M)
)∨)an ∼→ p˜∗M (H1dR (E/M))an
which identifies [η]∨ 7→ −[ω] and [ω]∨ 7→ [η]. Using this, we can summarize the above
computation as the following equality in p˜∗M
(
Symk+r+1H1dR (E/M)
)an ⊗ C∞:
(p˜M )∗
(
Ek,r+1s,t
)an
=
min(k,r)∑
i=0
(
r
i
)(
k
i
)
(−1)k−i ∂◦(k−i)w ∂◦(r−i)z ΘDs˜,Nt˜(z,−w, τ)
∣∣∣
z=w=0
⊗
⊗
(
−η(1, τ)[ω] + [η]− [ω]
A(τ)
)⊗i
⊗ [ω]⊗(k+r+1−i)
To conclude the theorem it suffices now to remark that we have the following equality
in p˜∗MH1dR (E/M)
an ⊗ C∞(M˜):
[dz¯]
A(τ) = η(1, τ)[ω]− [η] +
[ω]
A(τ)
Here, [d¯z] is the class of dz¯ in p˜∗MH1dR (E/M)
an⊗C∞(M˜) and η(1, τ) = ζ(z, τ)−ζ(z+1, τ)
is the period of the Weierstrass zeta function. The above formula can be deduced from
[Kat76, p. 1.3.4]. Using this formula, the image of (p˜M )∗
(
Ek,r+1s,t
)an
under the Hodge
decomposition is:
Hodge
[
(p˜M )∗
(
Ek,r+1s,t
)an]
= (−1)k ∂◦kw′∂◦rz ΘDs˜,Nt˜(z,−w′, τ)
∣∣∣
z=w=0
⊗ ω⊗(k+r+1) =
= (−1)r+kk!r!e
∗
k,r+1(Ds˜,Nt˜)
Akk!
This concludes the proof of the theorem.
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Remark 1.7.3. The construction of the algebraic Eisenstein–Kronecker series is com-
patible with base change and isomorphisms of elliptic curves. Thus, we can view the
construction
(E/S, s, t) 7→ Ek,r+1s,t ∈ Symk+r+1H1dR (E/S)
as a geometric nearly holomorphic modular form as discussed by Urban in [Urb14, §2].
We refer to [Urb14] for more on nearly holomorphic modular forms.
1.8 Symmetry and the functional equation
In the last section we have defined for N,D > 1 coprime integers and e 6= s ∈ E[N ](S),
e 6= t ∈ E∨[D](S) algebraic Eisenstein–Kronecker series
Ek,r+1s,t ∈ Γ
(
S, SymkOS H
1
dR
(
E∨/S
)⊗OS Symr+1OS H1dR (E/S)) .
Further, we have proved that they correspond to Eisenstein–Kronecker series
(−1)r+kk!r!e
∗
k,r+1(Ds˜,Nt˜)
Akk!
with s˜ = s˜(τ, j) = aN jτ +
b
N and t˜ = t˜(τ, j) =
c
D jτ +
d
D under the Hodge decomposition.
It is a well-known consequence (cf. [BK10b]) of the functional equation of the Eisenstein–
Kronecker–Lerch series, which for Re s > a/2 + 1 is defined by
K∗a(z0, w0, s; Γτ ) :=
∑
−z0 6=γ∈Γτ
(z¯0 + γ¯)a
|z + γ|2s 〈γ,w0〉τ
and for general s by analytic continuation that we have
r!
e∗k,r+1(z0, w0)
Ak
= k!
e∗r+1,k(w0, z0)
Ar+1
〈w0, z0〉τ . (F.E.)
In our construction this aspect of the functional equation can be seen as symmetry of
the Poincare´ bundle. For every choice of autoduality λ˜ : E ∼→ E∨ the maps
λ∗ : H1dR
(
E∨/S
) ∼→ H1dR (E/S) , (λ−1)∗ : H1dR (E/S)→ H1dR (E∨/S)
induce isomorphisms
(λ˜−1 ⊗ λ˜)∗ : Hk,r+1 ∼→ Hr+1,k.
If we apply the construction of the algebraic Eisenstein–Kronecker series to the elliptic
curve E∨/S for given σ ∈ E∨[N ](S), τ ∈ (E∨)∨[D](S) = E[D](S), we obtain
Ek,r+1σ,τ,(E∨/S) ∈ Γ
(
S, SymkH1dR (E/S)⊗ Symr+1H1dR
(
E∨/S
))
.
The symmetry of the Poincare´ bundle gives us immediately the following geometric
functional equation.
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Proposition 1.8.1 (Geometric functional equation). Let N,D > 1 coprime and con-
sider non-zero torsion sections e 6= s ∈ E[N ](S) and e 6= t ∈ E∨[D](S). For every
choice of autoduality λ˜ : E ∼→ E∨ we have the following geometric functional equation:
(λ˜−1 ⊗ λ˜)∗Ek,r+1s,t = Ek,r+1λ˜−1(t),λ˜(s),(E∨/S)
Proof. We have already seen that (λ˜× λ˜−1)∗(scan,E) = scan,E∨ under the identification
(λ˜× λ˜−1)∗PE = PE∨ .
The isomorphism
(λ˜× λ˜−1) : E ×S E∨ ∼→ E∨ ×S E
induces an isomorphism
(λ˜× λ˜−1) : E] ×S E† ∼→ E† ×S E].
and we get (λ˜ × λ˜−1)∗P],†E = P],†E∨ . One easily checks that (λ˜ × λ˜−1)∗∇] = ∇† and
(λ˜× λ˜−1)∗∇† = ∇] under this identification. Now, the claim follows from the definition
of Ek,r+1s,t .
Viewing Ek,r+1s,t as nearly holomorphic modular forms this means that the involution on
test objects
(E, s, t) 7→ (E∨, λ−1(t), λ(s))
corresponds to pullback along (λ−1 ⊗ λ).
Remark 1.8.2. Indeed, this reflects the functional equation. If we choose λ : E ∼→ E∨,
the geometric functional equation gives the following identity after applying the Hodge
decomposition:
(−1)k+rr!e
∗
k,r+1(Ds˜,Nt˜)
Ak
= (−1)k+rk!e
∗
r+1,k(Nt˜,Ds˜)
Ar+1
this is almost the above analytic functional equation (F.E.) up to the missing factor
〈Ds˜,Nt〉τ . But
〈Ds˜,Nt˜〉τ = 〈Ns˜,Dt˜〉τ = 1.
56
2 The geometric de Rham logarithm
sheaves
One of the main ingredients of the proof of the Tamagawa number conjecture for CM
elliptic curves by Kings in [Kin01] is an explicit 1-motivic description of the polyloga-
rithm class in e´tale cohomology. At least for the logarithm sheaves a similar 1-motivic
description for the algebraic de Rham realization was worked out by Scheider in his PhD
thesis [Sch14]. He showed that the restriction of the Poincare´ bundle with integrable
connection on E×E† to infinitesimal thickenings of E×e ↪→ E×E† satisfies the defining
property of the relative de Rham logarithm sheaves. For the precise statement we refer
to [Sch14, §2] or our later chapter on the de Rham realization of the elliptic polylog-
arithm. For the moment we do not even give the defining property of the abstract de
Rham logarithm sheaves. Instead, we study the basic properties of the restrictions of the
Poincare´ bundle to infinitesimal thickenings of e×E. Nevertheless, it is good to keep the
result of Scheider in mind as motivation. This chapter does not contain any new results.
We are just recalling and slightly generalizing results from [Sch14] or restating results
from the first chapter in terms of infinitesimal restrictions of the Poincare´ bundle.
2.1 The geometric logarithm sheaves
Most material contained in this section is scattered all over the PhD thesis of Scheider
[Sch14]. Since Scheider restricts himself to the case of smooth varieties over Q while
we want to work more generally over separated locally Noetherian schemes, sometimes
minor modifications are needed.
As always, let pi : E → S be an elliptic curve over a separated locally Noetherian base
scheme S. Let us fix once for all a bi-rigidified Poincare´ bundle (P, r0, s0). By its
universal property, this choice is unique up to unique isomorphism. Let q† : E† → E∨
be the universal vectorial extension of E∨. Let us denote by P† the birigidified Poincare´
bundle on E × E† obtained by pullback. It is equipped with a canonical integrable
E†-connection
∇P† : P† → P† ⊗ Ω1E×SE†/E† .
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2.1.1 Definition and basic properties
Let
ι†n : E†n := Infne E† ↪→ E†
ιn : E∨n := Infne E∨ ↪→ E∨
denote the inclusions of the infinitesimal thickenings of e in E† resp. E∨.
Definition 2.1.1. For n ≥ 0 define
L†n : = (prE)∗(idE × ι†n)∗P†
Ln : = (prE)∗(idE × ιn)∗P.
Both Ln and L†n are locally free OE-modules of finite rank equipped with canonical
isomorphisms
trive : e∗Ln ∼→ OE∨n
trive : e∗L†n ∼→ OE†n
induced by the rigidifications of the Poincare´ bundle. Furthermore, ∇P† induces an
integrable S-connection on L†n. We call Ln resp. L†n the n-th geometric logarithm sheaf
(resp. with connection). If it is not clear from the context to which elliptic curve we are
referring, we will write Ln,E .
In the following, we will write L(†)n resp. P(†) if a statement holds for both Ln and L†n
resp. P and P†. The compatibility of P(†) with base change along f : T → S shows
immediately that the geometric logarithm sheaves are compatible with base change, i. e.
pr∗EL(†)n,E/S
∼→ L(†)n,ET /T
where prE : ET = E ×S T → E is the projection. The commutative diagrams
E†n E∨n
E† E∨
E†n+1 E
∨
n+1
ι†n ιn
ι†n+1
ιn+1
induce transition maps
L(†)n+1  L(†)n .
For L†n the transition maps are horizontal. The rigidification (id× e)∗P(†) ∼= OE induces
an isomorphism L(†)0 ∼= OE . Further, we have canonical injections
Ln ↪→ L†n.
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Indeed, the commutative diagram
Infne E† (E′)∨
Infne E∨ E∨
q†n:= q†n
∣∣
Infne E†
ι†n
q†
ι∨n
combined with the adjunction (id× ιn)∗P ↪→ (id× q†n)∗(id× q†n)∗(id× ιn)∗P gives
Ln ↪→ (prE)∗(id× q†n)∗(id× q†n)∗(id× ιn)∗P = (prE)∗(id× ι†n)∗(id× q†)∗P = L†n.
These inclusions are compatible with transition maps and base change. Let us introduce
the notation
H := H1dR
(
E∨/S
) (∗)∼= H1dR (E/S)∨
where we have used the canonical isomorphism induced by Deligne’s pairing in (∗).
Furthermore, we will write HE := pi∗H.
Lemma 2.1.2. The transition maps L(†)1 → L(†)0 = OE fit into the following diagram of
short exact sequences
0 pi∗ωE∨/S L1 OE 0
0 HE L†1 OE 0
id
where ωE∨/S ↪→ H is the natural inclusion. Further, the lower exact sequence is hori-
zontal if we equip OE and HE with the canonical S-connection obtained via pullback of
the trivial S-connections on S.
Proof. OInf1e E∨ and OInf1e E† sit in the following short exact sequence of OS-modules
0 ωE∨/S OInf1e E∨ OS 0
0 H OInf1e E† OS 0.
After applying (piE)∗
[(OE ⊗pi−1OS pi−1(·))⊗OE×E∨ P] (which is exact), we obtain
0 (piE)∗
[(
OE ⊗OS ωE∨/S
)
⊗OE×E∨ P
]
L1 OE 0
0 (piE)∗
[
(OE ⊗OS H)⊗OE×E∨ P
]
L†1 OE 0.
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Now, the result follows from
(piE)∗
[
(OE ⊗OS H)⊗OE×E∨ P
]
= H⊗pi−1OS (idE × e)∗P =
= HE
and
(piE)∗
[(
OE ⊗OS ωE∨/S
)
⊗OE×E∨ P
]
= ωE∨/S ⊗pi−1OS (idE × e)∗P =
= pi∗ωE∨/S
The connection on the Poincare´ bundle P† induces an integrable connection on
0 H⊗pi−1OS (idE × e)∗P†︸ ︷︷ ︸
=(piE)∗H
L†1 L†0 = OE 0
making this sequence horizontal.
2.1.2 Extension classes of the first geometric logarithm sheaves
Above we have seen that L1 and L†1 sit in short exact sequences
0 pi∗ωE∨/S L1 OE 0 (2.1)
and
0 HE L†1 OE 0. (2.2)
In the following, we will have a closer look at the corresponding extension classes. The
short exact sequence (2.1) gives rise to an extension class
[L1] ∈ Ext1OE (OE , pi∗ωE∨/S) = H1(E, pi∗ωE∨/S).
The Leray spectral sequence gives a split short exact sequence
0 H1(S, ωE∨/S) H1(E, pi∗ωE∨/S) Γ(S,R1pi∗
(
pi∗ωE∨/S
)
)︸ ︷︷ ︸
=Γ(S,ωE∨/S⊗ω∨E∨/S)
0.pi
∗ δ
e∗
Since e∗L1 is equipped with a canonical splitting, the class [L1] maps to 0 under e∗.
Before we give an explicit description of the extension class of L1 under δ, let us remark
that δ([E ]) for an extension
0 pi∗ωE∨/S E OE 0 (2.3)
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coincides with the image of 1 ∈ Γ(S, pi∗OE) = Γ(S,OS) under the connecting homomor-
phism
Γ(S, pi∗OE)→ Γ
(
S,R1pi∗(pi∗ωE∨/S)
)
= Γ(S, ωE∨/S ⊗ ω∨E∨/S)
obtained from (2.3) by applying Rpi∗.
Proposition 2.1.3. We have
δ([L1]) = idωE∨/S ∈ Γ(S, ω∨E∨/S ⊗OS ωE∨/S).
Proof. In [FC90, S. 81 f.] it is stated that the extension class of the restriction of the
Poincare´ bundle to the first-order infinitesimal neighbourhood of E × e coincides with
the extension class of the universal vectorial extension. Using this, the assertion of this
proposition follows immediately. Since no proof is given in loc. cit., let us reduce the
proof to a statement which will be proven in Chapter 5. The case of a smooth separated
scheme over Q will be treated in Corollary 5.1.18. We reduce the general case to this
case as follows: the claim is compatible with base change, i. e. if the claim holds for
E/S, then it also holds for ET /T . Furthermore,
T 7→ ω∨E∨T /T ⊗OT ωE∨T /T
defines a sheaf on the small e´tale site of S. By the compatibility with base change and
by the sheaf condition, it is enough to show the equality
δ([L1]) = idωE∨/S
e´tale locally on the base. Using the Zariski covering
(
S[ 1N ]
)
N>3
and the fact that a
Γ(N)-level structure exists e´tale locally, we are reduced to the case (E/S, α) where
α : (Z/NZ)2S
∼→ E[N ] is a Γ(N)-level structure. By compatibility with base change it
is enough to prove the claim in the universal situation, i. e. for EN/MN the universal
elliptic curve with Γ(N)-level structure. Let us write E for EN and M for MN . Since
M is flat over SpecZ[ 1N ] and ω∨E∨/M ⊗OM ωE∨/M is locally free of rank 1, we obtain an
injection
ω∨E∨/M ⊗OM ωE∨/M ↪→ ω∨EQ/MQ ⊗ ωEQ/MQ .
This injection and again the compatibility with base change reduces the claim to the
case EQ/MQ. Since MN,Q is a smooth separated Q-scheme, we have reduced the claim
to the case which will be proven in Corollary 5.1.18.
Corollary 2.1.4. Let E/S be an elliptic curve, M be a locally free OS-module of finite
rank and let (F , σ) be a pair consisting of an extension
F : 0 pi∗M F OE 0
together with a splitting of e∗F . I. e. σ is an isomorphism e∗F ∼→ OS ⊕M which is
compatible with the extension structure. Then, there is a unique morphism
ϕ : ωE∨/S →M
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such that the pair (F , σ) is the pushout of the pair (L1, trive : e∗L1 ∼→ OS⊕ωE∨/S) along
ϕ.
Proof. The group
ker
(
Ext1OE (OE , pi∗M)
e∗→ Ext1OS (OS ,M)
)
classifies pairs (F , σ) as above up to (unique) isomorphism. The Leray spectral sequence
gives an isomorphism
ker
(
Ext1OE (OE , pi∗M)
e∗→ Ext1OS (OS ,M)
)
HomOS (ωE∨/S ,M).
∼ (2.4)
Thus, a map f : M → N induces
f∗ : HomOS (ωE∨/S ,M)→ HomOS (ωE∨/S , N)
and we obtain via (2.4) a map
ker
(
Ext1OE (OE , pi∗M)
e∗→ Ext1OS (OS ,M)
)
ker
(
Ext1OE (OE , pi∗N)
e∗→ Ext1OS (OS , N)
)
.
f∗
The map f∗ maps [(F , σ)] to the extension class which is obtained from (F , σ) by pushout
along f . Since there are no non-trivial isomorphisms of an extension (F , σ) compatible
with the fixed splitting, a pair (F , σ) is uniquely, up to unique isomorphism, determined
by its extension class. The corollary follows now from δ([L1, can]) = idωE∨/S .
Similarly, the horizontal exact sequence for L†1 induces a long exact sequence in relative
de Rham cohomology H•dR (E/S, ·). Let us denote by
δ : OS = H0dR (E/S)→ H1dR (E/S,HE) = H1dR (E/S)⊗OS H ∼= H∨ ⊗OS H
the connecting homomorphism.
Proposition 2.1.5 ([Sch14, Thm. 2.3.1]). We have
δ(1) = idH.
Proof. If S is a smooth separated scheme over Q, this was proven by Scheider [Sch14,
Thm. 2.3.1], see also Corollary 5.1.13. The general case can be reduced to this case in
exactly the same way as in the above proof for L1.
Remark 2.1.6. Let us make a remark about de Rham cohomology over arbitrary schemes.
For any smooth map pi : X → S and any OX -module with integrable S-connection one
can define the relative de Rham cohomology as the derived direct image of the relative
de Rham complex. In general, i. e. for schemes which are not smooth over a field of
characteristic zero, this definition is not well behaved. On the other hand, for an elliptic
curve E → S this definition is reasonable with all good properties over any base scheme.
In this case H1dR (E/S) is always locally free of rank 2 and compatible with base change,
i. e. for f : T → S we have canonical isomorphisms f∗H1dR (E/S) ∼→ H1dR (ET /T ). For
the above result this is all we need.
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Corollary 2.1.7. Let E/S be an elliptic curve. The short exact sequence (2.2) associated
with L†1 is the pushout of the short exact sequence (2.1) associated with L1 along
ωE∨/S ↪→ H.
Proof. This can be directly seen using the fact that P† is the pullback of P. Alternatively
it can be deduced from the above proposition. Indeed, the (Zariski) cohomology class of
the extension (2.2) corresponds to the canonical inclusion ωE∨/S ↪→ H.
2.1.3 Behavior under isogenies
For a given isogeny ϕ : E → E′ we consider the following diagrams
Infne (E′)∨ (E′)∨ Infne (E′)† (E′)†
Infne E∨ E∨ Infne E† E†
ϕ∨n :=ϕ∨|Infne
ι′n
ϕ∨ ϕ
†
n:=ϕ†|Infne
ι′†n
ϕ†
ιn ι
†
n
where ϕ∨ : (E′)∨ → E∨ and ϕ† : (E′)† → E† are the induced maps on E∨ and its
universal vectorial extension. The adjunction maps
(id× ιn)∗P → (id× ϕ∨n)∗(id× ϕ∨n)∗(id× ιn)∗P
induce canonical maps
(prE)∗(id×ιn)∗P → (prE)∗(id×ϕ∨n)∗(id×ϕ∨n)∗(id×ιn)∗P = (prE)∗(id×ιn)∗(id×ϕ∨)∗P.
Let us denote the resulting map by
Adϕ : Ln → (prE)∗(id× ιn)∗(id× ϕ∨)∗P.
And similarly the adjunction for (id× ϕ†n) induces
Ad†ϕ : L†n → (prE)∗(id× ι†n)∗(id× ϕ†)∗P†.
Definition 2.1.8. Let ϕ : E → E′ be an isogeny. The composition of the adjunction
maps with the isomorphism
γ1,ϕ : (id× ϕ(†))∗P(†)E (ϕ× id)∗P(†)E′∼
gives
Φ(†)ϕ : L(†)n,E (prE)∗(id× ι(†)n )∗(id× ϕ(†))∗P(†)E ϕ∗L(†)n,E′ .
Ad
(†)
ϕ γ1,ϕ
We summarize some further properties of Ln and L†n.
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Lemma 2.1.9. Let ϕ : E → E′ be an isogeny.
(a) The maps
L(†)n,E ϕ∗L(†)n,E′ .
Φ(†)ϕ
are compatible with the inclusions Ln ↪→ L†n, transition maps and base change.
Furthermore, Φ†ϕ is horizontal.
(b) The maps e∗Φϕ and e∗Φ†ϕ coincide with the maps of sheaves underlying the mor-
phism ϕn resp. ϕ†n, i. e.
e∗Φϕ = (ϕ∨n)# : OInfne E∨ → OInfne (E′)∨
e∗Φ†ϕ = (ϕ†n)# : OInfne E† → OInfne (E′)† .
(c) If ϕ∨ is e´tale, the map
Ln,E ϕ∗Ln,E′ .Φϕ
is an isomorphism.
(d) If both ϕ and ϕ∨ are e´tale, the map
L†n,E ϕ∗L†n,E′ .
Φ†ϕ
is an isomorphism.
(e) For isogenies
E E′ E′′ϕ ψ
we have
Φ(†)(ψ◦ϕ) = ϕ
∗Φ(†)ψ ◦ Φ(†)ϕ : L(†)n,E → (ψ ◦ ϕ)∗L(†)n,E′′ .
Proof. (a) and (b) follow immediately from the definitions. For (c) and (d) it is enough
to show that the adjunction maps Adϕ and Ad†ϕ are isomorphisms under the given
assumptions. We will show this in the case (d). The other case is analogous. Consider
the maps
(ϕ†n)# : OInfne E† → (ϕ†n)∗OInfne (E′)† .
We want to show that, under the assumptions that ϕ and ϕ∨ are e´tale, these maps
are isomorphisms for all n ≥ 0. The claim follows then by the definition of Ad†ϕ. The
diagram
0 SymnOS H OInfne E† OInfn−1e E† 0
0 SymnOS H
1
dR ((E′)∨/S) OInfne E† OInfn−1e (E′)† 0
Symn(ϕ∨)∗ (ϕ†n)# (ϕ
†
n−1)#
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shows that
(ϕ†n)# : OInfne E† → (ϕ†n)∗OInfne (E′)†
is an isomorphism for all n ≥ 0 if and only if
(ϕ∨)∗ : H = H1dR
(
E∨/S
)→ H1dR ((E′)∨/S)
is an isomorphism. But the compatibility of (ϕ∨)∗ with the Hodge filtration shows that
(ϕ∨)∗ is an isomorphism if and only if
(ϕ∨)∗ : ωE∨/S → ω(E′)∨/S
and
(ϕ∗)∨ : ω∨E′/S → ω∨E/S
are isomorphisms. This is equivalent to ϕ and ϕ∨ being e´tale.
(e) follows immediately from the equality
(ϕ× id)∗γ1,ψ∨ ◦ γ1,ϕ∨ = γ1,(ψ◦ϕ)∨ . (2.5)
The most important case will be ϕ = [N ] for N ≥ 1. In this case we will often write
Φ(†)N for Φ
(†)
[N ].
Lemma/Definition 2.1.10. Let N ≥ 1 be an integer and assume that N is invertible
on S.
(a) For t ∈ E[N ](S) let us define the following translation operator
trans(†)t : T ∗t L(†)n T ∗t [N ]∗L(†)n = [N ]∗L(†)n L(†)n
T ∗t Φ
(†)
N
∼ ∼
Φ(†)N
which is independent of the chosen N .
(b) For t ∈ E[N ](S) we obtain trivializations of t∗L(†)n as
triv†t : t∗L†n e∗L†n OInfne E†
e∗trans†t
∼
triv†e
∼
resp.
trivt : t∗Ln e∗Ln OInfne E∨ .
e∗transt
∼
trive
∼
These are independent of the chosen N .
Proof. For the statement about independence on N we may assume N minimal with
t ∈ E[N ](S) and compare for arbitrary M ≥ 1
T ∗t L(†)n T ∗t [N ]∗L(†)n = [N ]∗L(†)n L(†)n
T ∗t Φ
(†)
N
∼ ∼
Φ(†)N
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to
T ∗t L(†)n T ∗t [NM ]∗L(†)n = [NM ]∗L(†)n L(†)n .
T ∗t Φ
(†)
NM
∼ ∼
Φ(†)NM
Using
T ∗t Φ
(†)
NM = T
∗
t Φ
(†)
[N ]◦[M ] = T
∗
t [N ]∗Φ
(†)
[M ] ◦ T ∗t Φ
(†)
[N ] = [N ]
∗Φ(†)[M ] ◦ T ∗t Φ
(†)
[N ],
it follows immediately that the above maps coincide.
Remark 2.1.11. For t ∈ E[N ](S) one could also use
t∗ΦN : t∗Ln → t∗[N ]∗Ln = e∗Ln ∼= OInfne E∨
to trivialize t∗Ln. But this trivialization is not independent of the chosen N . Indeed,
by Lemma 2.1.9 (b) they differ by the morphism(
[N ]|Infne E∨
)# : OInfne E∨ → OInfne E∨ .
The same remark applies to triv†t .
2.1.4 The comultiplication maps and symmetric tensors
Let us recall the construction of certain natural comultiplication maps on L(†)n . For the
construction of the comultiplication maps we follow [Sch14, §2.4.2] and refer to loc. cit. for
more details.
We keep the notation L(†)n resp. P(†) for denoting either of Ln or L†n and P or P†.
Further, it will be convenient to introduce a similar notation for E∨ and E†. So, let us
write E(†) if some statement holds for both E∨ and E†. As before,
ι(†)n : Infne E(†) ↪→ E(†)
denotes the inclusion of the infinitesimal neighbourhood. For the time being we will
work over a fixed S-scheme and use the convention to denote by × the product in the
category of S-schemes.
Recall that the Poincare´ bundle P(†) is equipped with a natural Gm,S-biextension struc-
ture, i. e. isomorphisms
(µE × idE(†))∗P(†) ∼→ pr∗1,3P ⊗ pr∗2,3P(†) on E × E × E(†) (2.6)
(idE × µE(†))∗P(†) ∼→ pr∗1,2P ⊗ pr∗1,3P(†) on E × E(†) × E(†)
satisfying certain compatibilities, cf. [SGA7, exp. VII]. Here, µ denotes the multiplica-
tion and pri,j the projection on the i-th and j-th component of the product. Now, fix
some integers n,m ≥ 1 and define P(†)n := (id× ι(†)n )∗P(†). Restricting
µE(†) : E(†) × E(†) → E(†)
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to E(†)n × E(†)m gives
µn,m : E(†)n × E(†)m → E(†)n+m.
Restricting (2.6) along
E × E(†)n × E(†)m ↪→ E × E(†) × E(†)
results in
P(†)n+m → (pr12)∗P(†)n ⊗O
E×E(†)n ×E
(†)
m
(pr13)∗P(†)m .
Using the unit of the adjunction between (id× µn,m)∗ and (id× µn,m)∗, we obtain
P(†)n+m → (id× µn,m)∗
[
(pr12)∗P(†)n ⊗ (pr13)∗P(†)m
]
and taking the direct image along prE gives:
ξn,m : L(†)n+m → L(†)n ⊗OE L(†)m
For details we refer to [Sch14, §2.4.2]. For P† the Gm,S-biextension structure is compat-
ible with the connection. This implies that ξn,m is horizontal. Using the compatibilities
of the Gm,S-biextension structure, one deduces the following commutative diagrams:
L(†)n+m L(†)n ⊗OE L(†)m
L(†)m ⊗OE L(†)n
ξn,m
ξm,n
can (2.7)
and
L(†)n+m+l L(†)n+m ⊗OE L(†)l
L(†)n ⊗OE L(†)m+l L(†)n ⊗OE L(†)m ⊗OE L(†)l .
ξn+m,l
ξn,m+l ξn,m⊗id
id⊗ξm,l
(2.8)
Thus, we obtain well-defined maps
L(†)n → L(†)1 ⊗OE ...⊗OE L(†)1︸ ︷︷ ︸
n times
.
The diagram (2.7) shows that this map is invariant under transposing any of the n
factors on the right hand side. Thus, letting the symmetric group Sn act on
L(†)1 ⊗OE ...⊗OE L(†)1
by permuting the factors we see that L(†)n →
(
L(†)1
)⊗n
factors through the invariants of
the Sn action. We denote the resulting map by
L(†)n → TSymnOE L
(†)
1 :=
[(
L(†)1
)⊗n]Sn
. (2.9)
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The transition maps make (L(†)n )n≥0 a pro-system of sheaves. The maps
L(†)1 ⊗OE ...⊗OE L(†)1︸ ︷︷ ︸
n+1 times
id⊗n⊗pr−→ L(†)1 ⊗OE ...⊗OE L(†)1︸ ︷︷ ︸
n times
⊗OEL(†)0 '−→ L(†)1 ⊗OE ...⊗OE L(†)1︸ ︷︷ ︸
n times
induce projections
TSymn+1OE L
(†)
1 → TSymnOE L
(†)
1
and the commutative diagram (2.8) shows that these maps are compatible with the
transition maps L(†)n+1 → L(†)n . In other words, (2.9) induces a morphism of pro-systems:
D(†) : (L(†)n )n≥0 →
(
TSymn+1OE L
(†)
1
)
n≥0 .
For (L†n) this morphism is horizontal if we equip TSymn L†1 with the connection induced
by ∇L†1 on the tensor product. Let us summarize some properties of symmetric tensors
in the following remark:
Remark 2.1.12. In this remark let X be a scheme and F a locally free OX -module of
finite rank. Let Sn act on F⊗n := F ⊗OX ...⊗OX F via permutations and define
TSymnOX F :=
(F⊗n)Sn .
For k, l ≥ 0 define the following subgroup of Sk+l
Sk,l :=
{
σ ∈ Sk+l : σ(1) < σ(2) < ... < σ(k), σ(k + 1) < ... < σ(k + l)
}
.
The shuﬄe product of z ∈ TSymk F and z′ ∈ TSyml F is defined by
z ⊗ z′ 7→
∑
σ∈Sk,l
σ(z ⊗ z′).
This defines a commutative ring structure on TSym•OX F :=
⊕
n≥0 TSymnOX . Further-more,
[·]n : TSym≥1OX → TSym
≥1
OX , x 7→ [x]
n := x⊗ ...⊗ x︸ ︷︷ ︸
n times
defines a divided power structure on the ideal TSym≥1OX . Thus, one obtains a canonicalmorphism
ΓOX (F)→ TSym•OX F
from the universal P.D.-algebra ΓOX (F) to TSym•OX F which is easily checked to be
an isomorphism. More generally this holds for flat OX -modules [SGA4, p. 5.5.2.5.]. In
particular, TSym•OX F inherits all good properties of ΓOX (F), e.g. compatibility with
base change. In general, i. e. for non-flat modules, TSym• is not necessary compatible
with base change. Finally, let us note that the map
Sym1OX F = F = TSym
1
OX F ↪→ TSym
•
OX F
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induces a canonical homomorphism of sheaves of OX -algebras
Sym•OX F → TSym
•
OX F .
If X is a scheme over Q, this map is an isomorphism.
Lemma 2.1.13. If S is a scheme over a field of characteristic zero, then
L(†)n → TSymnOE L
(†)
1
is an isomorphism for all n ≥ 0.
Proof. This can be shown as in [Sch14, §2.4.2]. More precisely, it is proven in loc. cit.
around equation (2.4.7).
Next let us study the pullback of D(†) along e. If we combine e∗D(†) with the isomorphism
e∗L1 ∼→ OInf1e E∨ = OS ⊕ ωE∨/S
e∗L†1 ∼→ OInf1e E† = OS ⊕H,
we get
e∗Ln TSymnOS
(
OS ⊕ ωE∨/S
) ⊕n
i=0 TSymiOS ωE∨/S
e∗L†n TSymnOS (OS ⊕H)
⊕n
i=0 TSymiOS H.
e∗D ∼
e∗D† ∼
(2.10)
Here, we have used the canonical isomorphisms for locally free modules of finite rank
TSymnOS (F1 ⊕F2) ∼=
n⊕
i=0
(
TSymn−iOS F1 ⊗ TSym
i
OS F2
)
as well as the isomorphism TSymkOS OS
∼→ OS , [1]k 7→ 1. If we define on the right
hand side of (2.10) transition maps by the projection maps
pr :
n+1⊕
i=0
TSymiOS (·)
n⊕
i=0
TSymiOS (·) ,
then the maps in (2.10) are compatible with the transition maps on both sides. If we
write Eˆ∨ and Eˆ† for the formal completions, we get canonical isomorphisms
lim←
n
e∗Ln ∼→ lim←
n
OInfne E∨
∼→ OEˆ∨
lim←
n
e∗L†n ∼→ lim←
n
OInfne E†
∼→ OEˆ† .
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Using this identification, we may rewrite the above maps as
De : OEˆ∨ lim←
n
e∗Ln T̂Sym
•
OSωE∨/S
D†e : OEˆ† lim←
n
e∗L†n T̂Sym
•
OSH
∼
∼
where completion T̂Sym
•
is with respect to the respective augmentation ideals TSym≥1.
The next result compares D(†)e to the map obtained by applying iteratively the universal
invariant derivation of the formal groups Eˆ∨ resp. Eˆ†. The most convenient way to
formulate the result is via the bigebra of invariant differential operators of the formal
groups, cf. [BKL14, Remark 1.1.8]:
Lemma 2.1.14. Let De and D†e be the maps defined above.
(a) Let us write HEˆ† for the sheaves of bigebras of invariant differential operators on
the formal groups Eˆ†. We have a canonical isomorphism OEˆ† ∼= HomOS
(
HEˆ† ,OS
)
,
and the inclusion of the Lie algebra H∨ of Eˆ† into HEˆ† induces a canonical map
Sym•OS H
∨ → HEˆ† .
Then, the composition
OEˆ† ∼= HomOS
(
HEˆ† ,OS
)→HomOS (Sym•OS H∨,OS) ∼= T̂Sym•OSH
coincides with D†e.
(b) Similarly, in the case of Eˆ∨ the inclusion of the Lie algebra (ωE∨/S)∨ into the
sheaf of invariant differential operators HEˆ∨ induces a map
OEˆ∨
∼→ HomOS
(
HEˆ∨ ,OS
)→HomOS (Sym•OS ω∨E∨/S ,OS) ∼= T̂Sym•OSωE∨/S
which coincides with De.
Proof. We just consider the case of Eˆ† the case of Eˆ∨ is completely analog. Let
OInfne E†
∼→ e∗L†n →
n⊕
i=0
TSymiOS H (2.11)
be the map induced by the Gm,S-biextension structure on P†. In [Sch14, S. 124] it is
shown that its dual
n⊕
i=0
SymiOE H
∨ → HomOS (OInfne E† ,OS) = HnEˆ† (2.12)
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is a homomorphism of OS-algebras. Thus, in order to identify this map with the mor-
phism induced by the inclusion of the Lie algebra H∨ into the sheaf of differential op-
erators Hn
Eˆ† of order ≤ n it is, by the universal property of Sym
•, enough to show that
(2.12) restricted to H∨ is the canonical inclusion. The compatibility of (2.11), which
is dual to (2.12), with transition maps allows us to reduce to the case n = 1. But in
the case n = 1 the claim is obvious. Thus, (2.12) coincides with the map induced by
the canonical inclusion of the Lie algebra into the sheaf of differential operators of order
≤ n. Taking duals and passing to the limit proves the claim.
We can reformulate this as:
Corollary 2.1.15. Let
d : OEˆ† → OEˆ† ⊗OS H
be the map induced by the invariant derivation. Applying d iteratively and evaluating at
zero gives a map
OEˆ† → TSymnOS H, f 7→ e
∗ (d◦nf) .
Then,
D†e : OEˆ† → T̂Sym
•
OSH
is given by f 7→ (e∗ (d◦nf))n≥0. And the analog statement holds for E∨.
Remark 2.1.16. We have chosen the notation D(†) to emphasize that this map specializes
after pullback along e to the map taking all iterated invariant derivatives at zero.
2.2 The canonical section and the geometric logarithm sheaves
The purpose of this section is to construct sections of the geometric logarithm sheaves
via the canonical section.
Definition 2.2.1. Let E/S be an elliptic curve with D invertible on S. The canonical
isomorphism
[D]∗Ω1E/S([e])
∼→ Ω1E/S(E[D])
tensorized with (ΦD)−1 gives
(ΦD)−1 ⊗ can : [D]∗Ln ⊗OE [D]∗Ω1E/S ([e]) ∼→ Ln ⊗OE Ω1E/S (E[D]) . (2.13)
Here, we have used that D is invertible on S for ΦD being an isomorphism.
(a) Define
lDn ∈ Γ
(
E,Ln ⊗OE Ω1E/S (E[D])
)
as the image of
(prE)∗(id× ιn)∗(sDcan) ∈ Γ
(
E, [D]∗
[
Ln ⊗OE Ω1E/S ([e])
])
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under (2.13). Here, sDcan is the D-variant of the canonical section of the Poincare´
bundle defined in Chapter 1.
(b) For e 6= t ∈ E∨[D](S) define
lDt,n ∈ Γ
(
E,Ln ⊗OE Ω1E/S (E[D])
)
as the image of
(prE)∗(id× ιn)∗(UDt (scan)) ∈ Γ
(
E, [D]∗
[
Ln ⊗OE Ω1E/S ([e])
])
under (2.13).
Sometimes we will use the canonical inclusions
Ln ↪→ L†n
and view lDn or lDt,n as global sections of L†n ⊗OE Ω1E/S (E[D]).
Remark 2.2.2. The canonical section scan is a global section of
P ⊗ Ω1E×E∨/E∨
(
[E × e] + [e× E∨]) .
Restricting it to Ln and using e∗OE∨([e]) = ω∨E∨/S gives a global section
ln := (prE)∗(id× ιn)∗(scan) ∈ Γ
(
E,Ln ⊗OE (piE)∗
[
ω∨E∨/S
]
⊗OE Ω1E/S([e])
)
.
Later, we will use the sections lDn to describe the D-variant of the elliptic polylogarithm
in de Rham cohomology. If one prefers to describe the classical elliptic polylogarithm in
de Rham cohomology, one can do this along the same lines but starting with ln instead
of lDn .
2.3 Analytification of the logarithm sheaves
In [Sch14, §3.5] Scheider studied the analytification of the geometric logarithm sheaves
L†n. Using the Jacobi theta function, he was able to describe the analytification of the
de Rham realization explicitly in terms of theta functions. In this section we show that
the algebraically defined sections (lDn )n≥0 correspond to the (relative version of the)
analytic sections used by Scheider to describe the de Rham realization of the elliptic
polylogarithm on the universal elliptic curve.
In order to compare the algebraically defined sections lDn with the analytic description
given by Scheider, we follow the analytification given in [Sch14, §3.5] closely. We keep
the notation introduced in Section 1.6 for describing the analytification of the universal
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elliptic curve piE : EN → MN with Γ(N)-level structure for N > 3. We summarize the
introduced notation in the following diagrams
E˜N := C×H× (Z/NZ)× EanN = Z2 o Γ(N) \ C×H× (Z/NZ)×
M˜N := H× (Z/NZ)× ManN = Γ(N) \H× (Z/NZ)× .
p˜E
p˜iE pi
an
E
(0)
p˜M
e
with coordinates (z, τ, j) on E˜N . The analytification of E∨N and its universal vectorial
extension is summarized in the following diagram
E˜†N = C2 ×H× (Z/NZ)× E˜∨N = C×H× (Z/NZ)×
E†,anN E
∨,an
N .
−pr1
(2.14)
As before, write (w′, v, τ, j) for the coordinates on E˜†N . Furthermore, let us again write
P˜ for the pullback of the Poincare´ bundle to E˜N ×M˜N E˜
∨
N and P˜† for the pullback of the
Poincare´ bundle on E ×S E† to the universal covering E˜N ×M˜N E˜
†
N . Using the Jacobi
theta function, we have obtained trivializations:
P˜ ∼→ Oan
E˜N×
M˜N
E˜∨N
, t˜ 7→ 1 (2.15)
P˜† ∼→ Oan
E˜N×
M˜N
E˜†N
, t˜† 7→ 1. (2.16)
Restricting the isomorphisms (2.15) resp. (2.16) to E˜N × Inf1e E˜∨N resp. E˜N × Inf1e E˜†N
gives analytic trivializations
L˜1 := p˜∗EL1 = (prE˜N )∗(id× ι˜1)
∗P˜ ∼→ (pr
E˜N
)∗OanE˜N×
M˜N
Inf1e E˜∨N
∼→ Oan
E˜N
⊕ ω˜anE∨
and
L˜†1 := p˜∗EL†1 = (prE˜N )∗(id× ι˜
†
1)∗P˜† ∼→ OanE˜N ⊕ H˜
an
E .
Here, we have used the notation H˜anE and ω˜anE∨ for the pullback of HE and ωE∨/S to the
universal covering of EN . Combining the analytic trivializations with the maps D† gives
isomorphisms
s˜plit : L˜n ∼→ TSymn L˜1 ∼→
n⊕
i=0
TSymn ω˜anE∨
and
s˜plit† : L˜†n ∼→ TSymn L˜†1 ∼→
n⊕
i=0
TSymn H˜anE .
We call these the analytic splitting maps. Note that these splittings depend on the theta
function which is chosen in the trivialization of the Poincare´ bundle. We can use the
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chosen generators ω = dw of ω˜anE∨ and [η]∨, [ω]∨ of H˜anE to define a basis of the free
Oan
E˜N
-modules L˜†n and L˜n:
ω˜[k] : = s˜plit−1(ω[i]), ∀ 0 ≤ i ≤ n
ω˜[k,l] : = (s˜plit†)−1
(
([η]∨)[k] · ([ω]∨)[l]
)
, ∀ 0 ≤ k + l ≤ n
These form a basis for L˜n resp. L˜†n:
L˜n =
n⊕
i=0
ω˜[i]Oan
E˜N
(2.17)
L˜†n =
⊕
i+j≤n
ω˜[i,j]Oan
E˜N
(2.18)
Remark 2.3.1. Scheider uses Sym instead of TSym, i. e. he uses the isomorphism
L˜†n ∼→ Symn L˜†1 ∼→
n⊕
i=0
Symi H˜anE
1
n!→
n⊕
i=0
Symi H˜anE .
He chooses
f igj
(n− i− j)! :=
([η]∨)i([ω]∨)j
(n− i− j)! ∈ Sym
i+j H˜anE
as a basis to trivialize L˜†n. It is straightforward to check that our basis is related to his
basis via:
eif j
(n− i− j)! ! i!j!ω˜
[i,j].
Lemma 2.3.2. The inclusion
L˜n ↪→ L˜†n
identifies ω˜[i] with (−1)iω˜[i,0].
Proof. Using the definitions of ω˜[i] and ω˜[i,0], this boils down to the fact that
ω˜anE∨
∼→ p˜∗MωanEN/MN ↪→ p˜∗MH1dR (EN/MN )an
∼→ H˜anE
identifies ω = dw with −[η]∨.
Lemma 2.3.3. The connection on L†n induces a connection on L˜†n:
∇L˜†n : L˜
†
n → L˜†n ⊗Oan
E˜N
Ω1
E˜N/M˜N
This connection is explicitly given by the formula
ω˜[i,j] 7→ (i+ 1)η(1, τ)ω˜[i+1,j] ⊗ dz + (j + 1)ω˜[i,j+1] ⊗ dz.
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Proof. The map
L˜†n ∼→ TSymn L˜†1
is horizontal if we equip TSymn L˜†1 with the connection induced by ∇L˜†1 on the tensor
product. The explicit description of the connection ∇P˜† gives us the following ex-
plicit description of ∇L˜†1 : It is explicitly given as ∇L˜†1(ω˜
[0,0]) = η(1, τ)ω˜[1,0] + ω˜[0,1] and
∇L˜†1(ω˜
[1,0]) = ∇L˜†1(ω˜
[0,1]) = 0. The isomorphism
TSymn L˜†1 ∼→
n⊕
i=0
TSymi H˜anE
identifies
(
ω˜[0,0]
)[n−i−j] (
ω˜[1,0]
)[i] (
ω˜[0,1]
)[j]
with ω˜[i,j]. Using this isomorphism, the claim
follows from:
∇TSymn L†1
[
(
(
ω˜[0,0]
)[n−i−j] (
ω˜[1,0]
)[i] (
ω˜[0,1]
)[j]
)
]
=
=∇L˜†1(ω˜
[0,0]) ·
(
ω˜[0,0]
)[n−i−j−1] · (ω˜[1,0])[i] · (ω˜[0,1])[j] =
=(i+ 1)η(1, τ)
(
ω˜[0,0]
)[n−i−j−1] · (ω˜[1,0])[i+1] · (ω˜[0,1])[j] ⊗ dz+
+ (j + 1)
(
ω˜[0,0]
)[n−i−j−1] · (ω˜[1,0])[i] · (ω˜[0,1])[j+1] ⊗ dz
Let us denote the induced translation operator on the universal covering by
˜transt : T ∗t L˜(†)n → L˜(†)n
and the invariance under isogenies map by
Φ˜D : L˜(†)n ∼→ [D]∗L˜(†)n .
Lemma 2.3.4 ([Sch14, Prop. 3.5.9]). We have the following explicit formulas for the
translation operators and the behaviour under isogenies.
(a) For D ≥ 1 we have
Φ˜D : L˜†n [D]∗L˜†n∑
i+j≤n fi,jω˜[i,j]
∑
i+j≤nDi+jfi,j [D]
∗ (ω˜[i,j])
∼
(b) Let (a, b) ∈ (Z/NZ)2 and consider the lift s˜ = j aN τ + bN of the torsion section
s = sa,b ∈ EanN [N ](ManN ) corresponding to (a, b). Then, the pullback of transs to
the universal covering is given by:
transs˜ : T ∗˜s L˜†n L˜†n∑
i+j≤n fi,jT ∗˜s ω˜[i,j]
(∑
i+j≤n fi,jω˜[i,j]
)
· exp
[
−ω˜[1,0] s˜−¯˜sA(τ,j)
]
∼
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where the product is taken in TSym• and exp
[
ω˜[1,0]ϕ
]
= ∑ni=0 ϕiω˜[i,0] for any
ϕ ∈ OanEN .
Proof. Let us first observe that in the case n = 1 the basis (e, f, g) of L†1 used by Scheider
coincides with our basis (ω˜[0,0], ω˜[1,0], ω˜[0,1]).
(a): The case n = 1 is exactly the equation (∗∗) in the proof of [Sch14, Prop. 3.5.9].
Further, ΦD is compatible with the isomorphism
L†n ∼→ TSymn L†1
and we can deduce the general case from n = 1 by applying TSymn.
(b): The case n = 1 is treated in [Sch14, Prop. 3.5.9] and the general case follows by
applying TSymn.
Lemma 2.3.5. The analytifications of the sections lDn and lDt,n can be described on the
universal covering as follows:
(a) For (a, b) ∈ (Z/NZ)2 and s˜ = j aN τ + bN lifting s = sa,b ∈ EN [N ] the section
l˜Ns,n ∈ L˜†n ⊗ p˜∗EΩ1EN/MN (EN [N ]) is given as
l˜Ns,n =
n∑
i=0
i!
sNs˜,i
N i
(z, τ)ω˜[i,0] ⊗ dz
where sNs˜,i is defined via the expansion
NJo,s˜(Nz,−w′, τ) =
∑
i≥0
sNs˜,i(w′)i
(b) For D > 1 the section l˜Dn ∈ L˜†n ⊗ p˜∗EΩ1EN/MN (EN [D]) is given as
n∑
i=0
i!s
D
i (z, τ)
Di
ω˜[i,0] ⊗ dz
where sDi (z, τ, j) is defined via the expansion
D2J(z,−Dw′, τ)−DJ(Dz,−w′, τ) =
∑
i≥0
sDi (z, τ)(w′)i
Proof. (a): From Proposition 1.6.7 we know that the pullback of U1,N1,s (scan) to the
universal covering is given by
([N ]× id)∗
[
J0,s˜(z,−w′, τ )˜t† ⊗ dz
]
.
applying (pr
E˜N
)(id× ι˜)∗ gives
n∑
i=0
i!sNs˜,i[N ]∗
(
ω˜[i,0] ⊗ dz
)
.
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By its definition, l˜Ns,n is the image of this element under
Φ−1N ⊗ can : [N ]∗
[
L˜†n ⊗ p˜∗EΩ1EN/MN ([e])
] ∼→ L˜†n ⊗ p˜∗EΩ1EN/MN (EN [N ]) .
Now, the result follows using Lemma 2.3.4 (a) and the fact that [N ]∗dz maps to Ndz
under the canonical isomorphism can : [N ]∗Ω1
E˜N/M˜N
([e]) ∼→ Ω1
E˜N/M˜N
(EN [N ]). (b)
follows similarly.
2.4 Real analytic Eisenstein series via the geometric logarithm
sheaves
We give an ‘infinitesimal’ version of our construction of Eisenstein–Kronecker series via
the Poincare´ bundle (cf. Section 1.7). In order to avoid choosing level structures on
both E and E∨, let us fix E ∼→ E∨. For s ∈ E[N ](S) let us define
D†s : s∗L†n ∼→
n⊕
i=0
TSymiOS H
as the composition
s∗L†n ∼→ e∗L†n ∼→
n⊕
i=0
TSymiOS H.
Furthermore, the connection ∇L†n induces maps
∇L†n : L
†
n⊗pi−1OSpi−1ω⊗kE/S
∇L†n⊗id→ L†n⊗OEΩ1E/S⊗pi−1OSpi−1ω⊗kE/S
∼→ L†n⊗pi−1OSpi−1ω⊗k+1E/S .
Let us write UD := E \ E[D]. Via the identification(
L†n ⊗ Ω1E/S(E[D])
)
|UD =
(
L†n ⊗ Ω1E/S
)
|UD
we will view lDn as section of Γ(UD,L†n ⊗ Ω1E/S).
Definition 2.4.1.
(a) Let N,D be coprime integers. Let E/S be an elliptic curve with Γ(N)-level
structure α. For (0, 0) 6= (a, b) ∈ (Z/NZ)2 let s := s(a,b) ∈ E[N ](S) be the
corresponding N -torsion section of E. We define
DTE
k,r+1
(a,b) ∈ Γ
(
S,TSymkOS H⊗OS ω
⊗(r+1)
E/S
)
via (
DTE
k,r+1
(a,b)
)n
k=0
:= (Ds ⊗ idωr+1)(s∗
[
∇(◦r)L†n (l
D
n )
]
).
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(b) Let N,D be coprime integers. Let E/S be an elliptic curve with Γ(ND)-level
structure α. For (0, 0) 6= (a, b) ∈ (Z/NZ)2 and (0, 0) 6= (c, d) ∈ (Z/DZ)2 consider
the torsion sections s = s(a,b) ∈ E[N ](S) and t = t(c,d) ∈ E∨[D](S) ∼= E[D](S).
We define
TEk,r+1(a,b),(c,d) ∈ Γ
(
S,TSymkOS H⊗OS ω
⊗(r+1)
E/S
)
via (
TEk,r+1(a,b),(c,d)
)n
k=0
:= (Ds ⊗ idωr+1)(s∗
[
∇(◦r)L†n (l
D
t,n)
]
).
Note that DTE
k,r+1
(a,b) does not depend on the chosen n ≥ k by compatibility with the
transition maps.
Remark 2.4.2. The T in the notation of TEk,r+1(a,b),(c,d) and DTE
k,r+1
(a,b) is to express the usage
of TSym instead of Sym.
The construction
(E,α) 7→ DTEk,r+1(a,b) , ( resp. TEk,r+1(a,b),(c,d))
is easily checked to be compatible with base change and isomorphisms of elliptic curves
with level structure. The Hodge decomposition on the universal elliptic curve induces a
projection
TSymkHan ⊗ C∞  TSymk ωE/M (C∞) ∼→ ω⊗kE/M (C∞)
where the last map is given by (dz)[k] 7→ (dz)⊗k.
Theorem 2.4.3. Let N,D > 1 coprime.
(a) On the universal elliptic curve END → MND with Γ(ND)-level structure the
Hodge decomposition(
TSymkOM H
an ⊗ ω⊗(r+1)E/M
)
⊗ C∞(MND) ω⊗(k+r+1)E/M (C∞)
maps
TEk,r+1(a,b),(c,d)
to (
(−1)k+rk!r!Dr+1−k e
∗
k,r+1(Ds, t˜)
A(τ)kk! dz
⊗(k+r+1)
)n
k=0
.
(b) On the universal elliptic curve EN → MN with Γ(N)-level structure the Hodge
decomposition(
TSymkOM H
an ⊗ ω⊗(r+1)E/M
)
⊗ C∞(MND) ω⊗(k+r+1)E/M (C∞)
maps
DTE
k,r+1
(a,b)
to (
(−1)k+rk!r!
[
D2
e∗k,r+1(s, t˜)
A(τ)kk! −D
r+1−k e
∗
k,r+1(Ds˜, t˜)
A(τ)kk!
]
dz⊗(k+r+1)
)n
k=0
.
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Proof. It is not hard to deduce this from Theorem 1.7.2. Let us nevertheless give a direct
proof using the analytification of the logarithm sheaves.
(a): We compute the image of
(Ds ⊗ idωr+1)(s∗
[
∇(◦r)L†n (l
D
t,n)
]
)
under the Hodge decomposition on the universal elliptic curve with Γ(ND)-level struc-
ture. In this proof let us drop the subscript ND, i. e. we write E/M , E˜/M˜ for
END/MND, E˜ND/M˜ND and so on. Let
D˜†s : s˜∗L˜†n ∼→
n⊕
i=0
TSymiOM˜ p˜
∗
MH
1
dR
(
E∨/M
)an
be the lift of D†s to the universal covering.
Claim: The image of
(D˜s ⊗ idωr+1)(s˜∗
[
∇(◦r)L˜†n (l˜
D
t,n)
]
)
in
n⊕
k=0
(
TSymkOan
M˜
p˜∗MH
1
dR (E/M)an ⊗ p˜∗Mω⊗(r+1)Ean/Man
)
⊗ C∞(Man)
is given by
r!
n∑
k=0
min(r,n−k)∑
i=0
D1+r−i−k(−1)r+k e
∗
k,r+1−i(Ds˜, t˜)
A(τ)k [dz]
[k]([dz¯][i])⊗ dz⊕(r+1).
Before we prove the claim, let us remark that the explicit description in the theorem
follows by applying the Hodge decomposition to the above equation.
Pf. of the claim: By Lemma 2.3.5 we have
l˜Dt,n =
n∑
k=0
k! 1
Dk
sDt˜,k(z, τ)ω˜
[k,0] ⊗ dz
where sN
t˜,k
is defined via the expansion
NJ0,t˜(Dz,−w′, τ) =
∑
k≥0
sDt˜,k(w
′)k.
Further, by Lemma 2.3.3 and the Leibniz rule we have
∇◦rL˜†n(l˜
D
t,n) =
n∑
k=0
k!
r∑
i=0
(
r
i
)
1
Dk
∂◦(r−i)z s
D
t˜,k(z, τ)∇◦iL˜†n(ω˜
[k,0])⊗ dzr−i+1 =
=
n∑
k=0
k!
min(r,n−k)∑
i=0
(
r
i
)
1
Dk
∂◦(r−i)z s
D
t˜,k(z, τ)ω˜
[k,0]
(
η(1, τ)ω˜[1,0] + ω˜[0,1]
)i ⊗ dzr+1 =
=
n∑
k=0
k!
min(r,n−k)∑
i=0
i!
(
r
i
)
1
Dk
∂◦(r−i)z s
D
t˜,k(z, τ)ω˜
[k,0]
(
η(1, τ)ω˜[1,0] + ω˜[0,1]
)[i] ⊗ dzr+1
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From Lemma 2.3.4 we get:
(D˜s ⊗ idωr+1)(s˜∗
[
∇(◦r)L˜†n (l˜
D
t,n)
]
) =
n∑
k=0
min(r,n−k)∑
i=0
k!i!
Dk
(
r
i
) (
∂◦(r−i)z s
D
t˜,k
)∣∣∣
z=s˜
· (2.19)
· exp
(
− s˜−
¯˜s
A(τ) ω˜
[1,0]
)
ω˜[k,0]
(
η(1, τ)ω˜[1,0] + ω˜[0,1]
)[i] ⊗ dzr+1
We consider the formal power series ring OanM Jz, w′, uK and compute the formal derivative
D · ∂◦rz
[
exp(zu) exp
(
− s˜−
¯˜s
A
w′
)
J0,t(D(z + s˜),−w′)
]∣∣∣∣∣
z=0
in two different ways:
D · ∂◦rz
[
exp(zu) exp
(
− s˜−
¯˜s
A
w′
)
J0,t(D(z + s˜),−w′)
]∣∣∣∣∣
z=0
=
=
[
r∑
i=0
(
r
i
)
∂◦iz exp(zu) · exp
(
− s˜−
¯˜s
A
w′
)
D · ∂◦(r−i)z J0,t(D(z + s˜),−w′)
]∣∣∣∣∣
z=0
=
=
∑
k≥0
r∑
i=0
k!i!
(
r
i
)
·
(
∂◦(r−i)z s
D
t˜,k
)∣∣∣
z=s˜
exp
(
− s˜−
¯˜s
A(τ)w
′
)
w′k
k!
ui
i! (2.20)
On the other hand,
∂◦rz
[
exp(zu) exp
(
− s˜−
¯˜s
A
w′
)
D · J0,t˜(D(z + s˜),−w′)
]∣∣∣∣∣
z=0
(1.26)=
= D · ∂◦rz
[
exp(zu) exp
(
− s˜−
¯˜s
A
w′
)
exp
(
D(z + s˜)w′
A
)
·Θ0,t˜(D(z + s˜),−w′)
]∣∣∣∣∣
z=0
(1.24)=
= D · ∂◦rz
[
exp
[
z
(
Dw′
A
+ u
)]
·ΘDs˜,t˜(Dz,−w′)
]∣∣∣∣
z=0
=
= D ·
[
r∑
i=0
(
r
i
)(
u+ Dw
′
A(τ)
)i
· ∂◦(r−i)z ΘDs˜,t˜(Dz,−w′)
∣∣∣
z=0
]
(1.25)=
= D ·
 r∑
i=0
(
r
i
)
i!
(
u+ Dw′A(τ)
)i
i! · (r − i)!D
r−i∑
k≥0
(−1)r−i+k e
∗
k,r−i+1(Ds˜, t˜)
A(τ)kk! (−w
′)k
 =
= r!
r∑
i=0
∑
k≥0
·D1+r−i(−1)r+k e
∗
k,r−i+1(Ds˜, t˜)
A(τ)k
(−w′)k
k!
(
−u− Dw′A(τ)
)i
i! (2.21)
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Comparing (2.20) and (2.20) we obtain the equation
∑
k≥0
r∑
i=0
k!i!
(
r
i
)
·
(
∂◦(r−i)z s
D
t˜,k
)∣∣∣
z=s˜
exp
(
− s˜−
¯˜s
A(τ)w
′
)
w′k
k!
ui
i! = (2.22)
=r!
∑
k≥0
r∑
i=0
·D1+r−i(−1)r+k e
∗
k,r−i+1(Ds˜, t˜)
A(τ)k
(−w′)k
k!
(
−u− Dw′A(τ)
)i
i! (2.23)
in the formal power series ring Oan
M˜
Jw′, uK. We specialize this identity using the ring
homomorphism
Oan
M˜
Jw′, uK n⊕
i=0
TSymi H˜E , w′ 7→ ω˜
[1,0]
D
,u 7→
(
η(1, τ)ω˜[1,0] + ω˜[0,1]
)
and obtain
n∑
k=0
min(r,n−k)∑
i=0
k!i!
Dk
(
r
i
) (
∂◦(r−i)z s
D
t˜,k
)∣∣∣
z=s˜
exp
(
− s˜−
¯˜s
A(τ) ω˜
[1,0]
)
ω˜[k,0]
(
η(1, τ)ω˜[1,0] + ω˜[0,1]
)[i]
=
r!
n∑
k=0
min(r,n−k)∑
i=0
·D1+r−k−i(−1)r+k e
∗
k,r−i+1(Ds˜, t˜)
A(τ)k
(
−ω˜[1,0]
)k
k!
(
−η(1, τ)ω˜[1,0] − ω˜[0,1] − ω˜[1,0]A(τ)
)i
i! .
Now, combining this equation with (2.19) and using the identification
p˜∗M TSymkH1dR (E/M)∨
∼→ p˜∗MH1dR
(
E∨/M
) ∼→ p˜∗M TSymkH1dR (E/M)
which maps ω˜[i,j] to (−1)i[ω][i][η][j] proves the claim:
(D˜s ⊗ idωr+1)(s˜∗
[
∇(◦r)L˜†n (l˜
D
t,n)
]
) =
=r!
n∑
k=0
min(r,n−k)∑
i=0
·D1+r−k−i(−1)r+k e
∗
k,r−i+1(Ds˜, t˜)
A(τ)k [ω]
[k]
(
η(1, τ)[ω]− [η] + [ω]
A(τ)
)[i]
⊗ dzr+1 =
=r!
n∑
k=0
min(r,n−k)∑
i=0
·D1+r−k−i(−1)r+k e
∗
k,r−i+1(Ds˜, t˜)
A(τ)k+i [dz]
[k][dz¯][i] ⊗ dzr+1
Here, we have used the equality [dz¯]A(τ) = η(1, τ)[ω]−[η]+ [ω]A(τ) in p˜∗MH1dR (E/M)an⊗C∞(M˜)
where η(1, τ) = ζ(z, τ)− ζ(z + 1, τ) is the period of the zeta function. For example, the
formula for [dz¯] can be deduced from [Kat76, p. 1.3.4].
(b): Follows either by summing over all e 6= t ∈ E∨[D] or by a similar computation.
Corollary 2.4.4. Let E/S be an elliptic curve with Γ(N)-level structure. Let (0, 0) 6=
(a, b) ∈ (Z/NZ)2 and sa,b be the associated N -torsion section. The image of s∗lDn under
Ds ⊗ idω : s∗Ln ⊗OE pi∗ωE/S ∼→
n⊕
k=0
(
TSymk ωE∨/S
)
⊗OS ωE/S ∼→ ωk+1E/S
gives Kato’s Eisenstein series
(
D
F(k+1)(a,b)
)n
k=0
cf. [Kat04, §4.2].
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Proof. We can reduce the proof to the universal case. Then, this follows from the
particular case r = 0 in the above theorem together with the following computation:
e∗k,1(s, 0)
Akk! (dz)
⊗(k+1) (1)=
K∗k+1(s, 0, 1; Γτ )
Akk! (dz)
⊗(k+1) (2)=
= K∗k+1(0, s, k + 1; Γτ )(dz)⊗(k+1)
(3)=
= (−1)
k+1
k! F
(k+1)
(a,b) (τ)(2piidz)
⊗(k+1)
Here, K∗k+1(s, 0, 1; Γτ ) is the Eisenstein–Kronecker–Lerch series defined in [BK10b, Def.
1.1]. (1) and (2) follow from [BK10b, Def. 1.5 and Prop. 1.3]. For (3) we refer to [Sch14,
Theorem 3.3.16].
Remark 2.4.5. Using similar methods as in Section 1.5, it is possible to prove the above
corollary algebraically.
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In [Kat77, Appendix C] Katz gave a geometric construction of Eisenstein series of weight
one. His main tool was a construction of a distinguished cross-section to the canonical
projection of the universal vectorial extension over the open subscheme E \ {e}. In
this chapter we will recall his construction. Then, we will use the relation between
the universal vectorial extension and various other geometric objects like the geometric
logarithm sheaves or absolute Ka¨hler differentials to obtain splittings of those objects
over E \{e}. These splittings will be important technical tools for studying the algebraic
de Rham realization of the elliptic polylogarithm. The splitting of the short exact
sequence of Ka¨hler differentials will enable us to extend the relative integrable connection
on L†1 to an absolute one.
Let E/S be an elliptic curve. As always S is assumed to be separated and locally
Noetherian. Since we are following the construction in [Kat77, Appendix C], we will
assume during the whole chapter that 6 is invertible on S. We keep the introduced
notation. In particular, pi : E → S is the structure morphism and
q† : E†  E∨
denotes the universal vectorial extension.
3.1 The Katz section of the universal vectorial extension
Let E/S be an elliptic curve over S and assume that 6 is invertible on S. First, let us
recall Katz’ construction of a distinguished section
E∨ \ {e} → E†
to the projection q†. The universal vectorial extension of E∨ sits in the following short
exact sequence of S-group schemes
0 VS(ωE/S) E† E∨ 0
where VS(ωE/S) is the vector group with T -valued points VS(ωE/S)(T ) = ωET /T . For
the moment let us assume that S is affine and ωE/S is a free OS-module of rank 1. After
fixing a generator ω0 ∈ Γ(S, ωE/S), there is a unique Weierstrass equation for E/S
y2 = 4x3 − g2x− g3 g2, g3 ∈ Γ(S,OS).
such that dxy = ω0. Now, Katz proves the following:
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Lemma 3.1.1 ([Kat77, p. C.2.1]). Let (E,ω0) be as above and U := E \ {e}. Then, for
P ∈ U(S) a point with Weierstrass coordinates x = a, y = b the 1-form
ωP :=
(y + b)
2(x− a)
dx
y
∈ Γ(E,Ω1E/S ([e] + [P ]))
has residues
ResP ωP = 1, Rese ωP = −1.
The construction of ωP is independent of the auxiliary choice of ω0.
Let us come back to the general case. Let E/S be an elliptic curve and e 6= P ∈ E(S).
Since ωE/S is always locally free, we may construct ωP locally on the base S. The fact
that ωP does not depend on the auxiliary ω0 allows us to glue the construction and we
obtain a well-defined section
ωP ∈ Γ(E,Ω1E/S ([e] + [P ]))
with residues 1 at P and −1 at e. Using this, Katz defines an integrable S-connection
on OE([P ]− [e]) as
∇P : OE([P ]− [e])→ OE([P ]− [e])⊗OE Ω1E/S , f 7→ df + fωP .
Now, Katz defines U → E† through its T -valued points P ∈ U(T ) by
P 7→ [(OE([P ]− [e]),∇P )] ∈ E†(T )
where [(OE([P ]− [e]),∇P )] denotes the isomorphism class of the line bundleOE([P ]−[e])
with its integrable S-connection ∇P . But unfortunately this definition makes use of the
chosen autoduality
E(T ) 3 P 7→ [OE([P ]− [e])] ∈ E∨.
However, this can easily be fixed:
Definition 3.1.2. Set V := E∨ \ {e} and define
κE† : V → (q†)−1(V ) ⊆ E†
as the unique morphism of S-schemes which is given on T -valued points as
κE† : V (T ) 3 [L] 7→ [OE([P ]− [e]),∇P ]
with P ∈ V (T ) the unique point with [L] = [OE([P ]− [e])]. We call κE† the Katz section
of the universal vectorial extension of E∨.
Remark 3.1.3.
(a) The above definition does no more depend on the choice of an autoduality iso-
morphism.
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(b) Let us write E] for the universal vectorial extension of E. The canonical isomor-
phism E ∼→ (E∨)∨ gives us a section
κE] : U = E \ {e} → E]
to the projection q].
(c) The Katz section is compatible with base change.
Let us recall Katz’ construction of the Eisenstein series of weight 1 [Kat77]. Let N > 1
and assume that 6N is invertible on S. For e 6= t ∈ E[N ](S) let t˜ be the unique N -torsion
section of E] lifting t. Define A1(E, t) ∈ Γ(S, ωE∨/S) via
A1(E, t) := κE](t)− t˜ ∈ ker(q])(S) = VS(ωE∨/S)(S) = Γ(S, ωE∨/S).
Remark 3.1.4.
(a) If one fixes an autoduality isomorphism E ∼→ E∨, one obtains a geometric mod-
ular form
(E, t) 7→ A1(E, t) ∈ Γ(S, ωE∨/S) ∼= Γ(S, ωE/S)
of level Γ00(N) and weight 1. This is Katz’ construction of a geometric Eisenstein
series of weight one.
(b) For a moment let us identify E with its dual using the principal polarization
λ associated with the ample line bundle OE([e]). Katz gives the following
transcendental description for A1(E, t) evaluated on the complex elliptic curve
C/Λτ , t = aN τ +
b
N , Λτ = Z+ τZ for τ ∈ H:
A1(E, t) =
(
(ζ( a
N
τ + b
N
) + η
(
a
N
τ + b
N
, τ
))
dz
(c) For an elliptic curve E/S with Γ(N)-level structure we can associate to a given
pair (0, 0) 6= (a, b) ∈ (Z/NZ)2 a torsion section sa,b ∈ E[N ](S). The resulting
geometric modular form
(E,α) 7→ A1(E, sa,b)
coincides with Kato’s E1(a,b) as is easily seen from the above transcendental de-
scription.
We want to give a slightly different description of A1(E, t). Let E/S be an elliptic
curve and let us keep the assumption that 6N is invertible on S. For the moment let
us write [N ]∗E] := E] ×E,[N ] E for the base change of E] along [N ] : E → E. The
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N -multiplication [N ] : E] → E] factors through the pullback [N ]∗E] as follows:
0 VS(ωE∨/S) E] E 0
0 VS(ωE∨/S) [N ]∗E] E 0
0 VS(ωE∨/S) E] E 0
·N
y
[N ]
(3.1)
In other words, the short exact sequence of f.p.p.f-groups over S
0 VS(ωE∨/S) [N ]∗E] E 0
is (uniquely) isomorphic to the pushout of
0 VS(ωE∨/S) E] E 0
along (·N) : VS(ωE∨/S)→ VS(ωE∨/S). This map is an isomorphism since N is invertible
on S by assumptions. Thus, we obtain a canonical isomorphism of E-schemes
E]
∼→ [N ]∗E]. (3.2)
By similar notation let us write T ∗t E† := E] ×E,Tt E for the base change of E† along
the translation Tt : E → E for t ∈ E(S). The isomorphism E] ∼→ [N ]∗E] induces an
isomorphism
transE],t : T ∗t E] T ∗t [N ]∗E] = [N ]∗E] E]
T ∗t (3.2) ∼
of E-schemes, here T ∗t E] = E] ×E,Tt E is equipped with the structure morphism to
E given by the projection. The base change of transE],t along e : S → E gives us a
canonical way to trivialize the fiber over t ∈ E[N ](S):
trivE],t : t∗E] := E] ×E,t S ∼→ VS(ωE∨/S).
The reader has certainly noticed the similarities between the above constructions and the
corresponding constructions for the geometric logarithm sheaves given in Section 2.1.3.
This is no accident. Later, we will give a construction of L1 via the universal vectorial
extension E]. The Katz section κE] will induce a canonical splitting of L1|U . Then,
in order to restate Katz’ construction of the Eisenstein series of weight one in terms of
a natural splitting on the geometric logarithm sheaves, it will be convenient to have a
reformulation of Katz’ construction of Eisenstein series of weight one, which also works
on the geometric logarithm sheaves.
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Remark 3.1.5. The pullback of [N ]∗E] ∼→ E] along t : S → E gives another trivialization
t∗E] ∼→ VS(ωE∨/S).
This coincides with N · trivE],t as can be seen from (3.1). One checks easily that trivE],t
is independent of the chosen N .
Now, consider the following diagram
VS(ωE∨/S) E† ×E,t S E†
S U.
triv
E†,t
y
t
t∗κ
E]
triv
E†,t◦t∗κE]
We can restate Katz’ construction as follows:
Lemma 3.1.6. We have the following equalities in VS(ωE∨/S)(S) = Γ(S, ωE∨/S):
A1(E, t) =
1
N
[N ](κE] ◦ t) = trivE],t ◦ t∗κE] . (3.3)
Proof. The S-valued point [N ](κE] ◦ t)
S U E] E]t κ
[N ]
of E] is contained in ker(q])(S) = VS(ωE∨/S)(S). The first equality
A1(E, t) =
1
N
[N ](κ ◦ t)
follows from the commutative diagram
VS(ωE∨/S) VS(ωE∨/S) VS(ωE∨/S)
S E] [N ]∗E] E].
·N
κ◦t−t˜
κ◦t−t˜
[N ]
Indeed, the composition of the lower horizontal map is [N ](κ ◦ t) while κ ◦ t− t˜ followed
by the upper horizontal map gives N · (κ ◦ t− t˜) = N ·A1(E, t). For the second equality
1
N [N ](κ ◦ t) = trivE],t ◦ t∗κ consider first
VS(ωE∨/S) = t∗[N ]∗E] E] ×E,[N ] E
t∗E] E].
t∗(3.2) (3.2)
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Note that N · trivE],t coincides with the map t∗(3.2) in this diagram, cf. Remark 3.1.3.
If we compose this diagram with the lower left corner of the diagram (3.1), we obtain
VS(ωE∨/S) E]
t∗E] E].
N ·triv
E],t
[N ]
Finally, the composition of this diagram with the commutative diagram
t∗E] E]
S Et
t∗κ κ
gives the diagram
VS(ωE∨/S) E]
t∗E] E]
S E.
N ·triv
E],t
[N ]
t
t∗κ κ
This diagram shows 1N [N ](κ ◦ t) = trivE],t ◦ t∗κ.
3.2 Splitting the first geometric logarithm sheaf
The aim of this section is to combine the Katz section κE] : U → E] with a result of
Mazur–Messing about (infinitesimally) rigidified Gm-extensions in order to split L1|U .
Afterwards, we will discuss various properties of this splitting.
3.2.1 Rigidified extensions and the Katz splitting
Let us start with recalling the definition of (infinitesimally) rigidified Gm-extensions and
the relation to the universal vectorial extension.
Definition 3.2.1. An infinitesimal rigidified (or inf-rigidified) line bundle on E/S is a
pair (L, rinf) consisting of:
(a) a line bundle L on E
(b) an isomorphism rinf : L|Inf1e E
∼→ OInf1e E , which will be called infinitesimal rigid-
ification or inf-rigidification.
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A morphism of inf-rigidified line bundles is a morphism of line bundles respecting the
infinitesimal rigidifications rinf . Let Picrig0E/S be the f.p.p.f sheaf on S which is locally
given by
T 7→ Picrig0 (ET /T ) := {Iso. classes (L, rinf) : L alg. eq. to zero }.
Remark 3.2.2. In [MM74] a rigidified Gm-extension of E over S is defined as an extension
of f.p.p.f sheaves over S
0 Gm,S E E 0.
together with an infinitesimal section Inf1e E → E to the projection. Extrig0(E,Gm) is
defined to be the f.p.p.f sheaf of isomorphism classes of rigidified Gm-extensions. By
Barsotti–Rosenlicht–Weil (cf. [Sch14, Theorem 0.1.26]) the map
Pic0E/S (ET /T )→ Ext1fppf (ET ,Gm,T )
given by associating to a line bundle the underlying Gm-torsor is an isomorphism. The
additional datum of an inf-rigidification rinf induces a rigidification in the sense of Mazur–
Messing on the Gm-extension. This gives the isomorphism
Picrig0 (ET /T ) ∼→ Extrig0(E,Gm).
Remark 3.2.3. One might wonder why we call rinf an infinitesimal rigidification and not
just rigidification as in Mazur–Messing. The reason is that we have already used the
notion rigidification for line bundles with a fixed isomorphism
e∗L ∼→ OS .
In cases where confusion might arise we will write zero-rigidification for what we have
called just rigidification before. An inf-rigidified line bundle is in particular rigidified by
restricting the infinitesimal rigidification to the zero section. This also shows that there
are no non-trivial isomorphisms of inf-rigidified line bundles and so the isomorphism
class [L, rinf ] of (L, rinf) determines (L, rinf) up to unique isomorphism. In particular,
we obtain a map
Picrig0E/S → Pic0E/S
by restricting the infinitesimal rigidification.
Recall that an S-connection
∇ : L → L⊗OE Ω1E/S
on a line bundle L on E can be equivalently be expressed as an OInf1∆(E×SE)-linearisomorphism
∇ : p∗1L ∼→ p∗2L
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where pi : Inf1∆(E ×S E) ↪→ E ×S E
pri→ E is the projection from the first infinitesimal
neighbourhood of the diagonal to the components [MM74, §3.1]. Now, consider an S-
scheme T and a zero-rigidified line bundle (L, r0) on ET /T with integrable T -connection
∇L. Such a datum gives rise to a T -valued point
[L, r0,∇L] ∈ E†(T ).
Following Mazur–Messing, we explain how one can associate to (L, r0,∇L) an inf-
rigidified line bundle (L, rinf): Let
τ : Inf1e E → Inf1∆(E ×S E)
be the unique morphism fitting into the diagram
E
Inf1e E Inf1∆(E ×S E)
E.
ι1
τ
e◦piInf1e E
p1
p2
Here, ι1 : Inf1e E → E is the inclusion and piInf1E E is the structure map to S. If we view
the connection ∇L as an isomorphism
∇L : p∗1L ∼→ p∗2L,
then τ∗∇L induces an infinitesimal rigidification on L
rinf : OInf1e E pi∗Inf1E Ee
∗L (ι1)∗L.
(piInf1e )
∗r0
∼
τ∗∇L
∼
This induces a map
E† → Picrig0E/S .
Theorem 3.2.4 ([MM74, (2.6.7)]). The map
E† → Picrig0E/S
is an isomorphism of f.p.p.f.-sheaves on S.
Proof. In [MM74, (2.6.7) Proposition] this is proven for Extrig(E,Gm) and the statement
for Picrig0E/S follows from the isomorphism Picrig
0
E/S
∼→ Extrig(E,Gm) cf. Remark 3.2.2.
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This theorem allows us to construct a functorial splitting of L1 using the Katz section.
Since we make use of the Katz section κE] , we assume from now on that 6 is invertible
on S. The Katz section U → E] gives an U -valued point of E] which corresponds to a
triple
(PU , r0,∇PU )
consisting of
(a) a line bundle PU on E∨U := E∨ ×S U .
(b) a zero-rigidification r0 : e∗PU ∼→ OU
(c) an integrable U -connection on PU .
The commutativity of
E] (E∨)∨
U E
κ
E]
shows that the bundle PU on E∨ ×S U is the restriction of the Poincare´ bundle P on
E∨ ×S (E∨)∨. By the above theorem we have a bijection
E](U) ∼→ Picrig0
E∨/S(U).
By the above construction we have an inf-rigidification on PU = P|E∨×SU which means
an isomorphism
rinf : O(Inf1e E∨)×SU
∼→ (ι1 × U)∗P.
The pushforward of this isomorphism along prU : Inf1e E∨ ×S U  U gives
κL1 : OU ⊕ pi∗UωE∨/S = (prU )∗O(Inf1e E∨)×U (prU )∗(ι1 × idU )∗P = L1|U .
(prU )∗rinf
∼
Since the map L1 → L0 = OE is induced by the inclusion Inf0e E∨ ↪→ Inf1e E∨, it follows
immediately that
OU ↪→ OU ⊕ pi∗UωE∨/S ∼→ L1|U
is a section to the canonical epimorphism L1|U  OU .
Definition 3.2.5.
(a) The map
κL1 : OU ⊕ pi∗UωE∨/S ∼→ L1|U
corresponding to the Katz section κE] ∈ E](U) via the isomorphism of Mazur–
Messing will be called the Katz splitting of the first geometric logarithm sheaf
and
OU ↪→ OU ⊕ pi∗UωE∨/S ∼→ L1|U
will be called the Katz section of the first geometric logarithm sheaf.
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(b) Since L†1 is the pushout of
0 pi∗EωE∨/S L1 OE 0
along the canonical inclusion
pi∗EωE∨/S ↪→ HE ,
we also obtain a canonical splitting
κL†1
: OU ⊕HU ∼→ L†1
∣∣∣
U
of L†1 which will also be called Katz splitting.
3.2.2 A characterization of the Katz splitting in terms of Eisenstein series
The geometric construction of the Eisenstein series A1(E, t) of Katz can now be trans-
lated to the geometric logarithm sheaf L1. For T an S-scheme and a non-zero N -torsion
section e 6= t ∈ E[N ](T ) = ET [N ](T ) we consider the image of t∗κL1(1, 0) under:
t∗L1,E ∼→ t∗L1,ET trivt−−−→∼ OInf1e E∨T = OT ⊕ ωE∨T /T
By Lemma 3.1.6 it is not surprising that this gives rise to Katz’ Eisenstein series of
weight one.
Proposition 3.2.6. Let E/S be an elliptic curve with 6 invertible on S.
(a) For N > 1 invertible on S and e 6= t ∈ E[N ](S) consider (1, 0) ∈ OU ⊕pi∗UωE∨/S.
We have
trivt(t∗κL1(1, 0)) = (1, A1(E, t)) ∈ Γ(S,OS ⊕ ωE∨/S)
resp. triv†t(t∗κL†1(1, 0)) = (1, ıA1(E, t)) ∈ Γ(S,OS ⊕H)
where ı : ωE∨/S ↪→ H is the canonical inclusion.
(b) Further, κL1 is the unique functorial splitting of the extension
0 pi∗UωE∨/S L1|U OU 0
satisfying the following property for every N > 1:
(∗)N For every T -scheme S with N invertible on T , every n ≥ 1 and every
e 6= t ∈ E[N ](T ) = ET [N ](T ) we have
trivt,ET (t∗κL1(1, 0)) = (1, A1(E, t))
in Γ(T,OT ⊕ ωE∨T /T ).
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A similar property characterizes κL†1.
Proof. Once the first part of the statement is proven, the second part follows by the
compatibility of the Katz splitting with base change and density of torsion sections.
Thus, it is enough to prove
trivt(t∗κL1(1, 0)) = (1, A1(E, t)) ∈ Γ(S,OS ⊕ ωE∨/S).
The idea is to translate the statement via the isomorphism of Mazur–Messing to the cor-
responding statement for the Katz splitting of E]. This reduces the proof to Lemma 3.1.6.
First, recall that an inf-rigidified line bundle is in particular zero-rigidified, i. e. we have
Picrig0
E∨/S  Pic
0
E∨/S , (L, rinf) 7→ (L, r0).
By rigidity, i. e. the fact that there are no non-trivial isomorphisms, we deduce that for
every
(L, rinf) ∈ ker
(
Picrig0
E∨/S  Pic
0
E∨/S
)
(S)
there is a unique isomorphism
ϕ : L ∼→ OE∨
of zero rigidified line bundles, where the right hand side is equipped with the canonical
zero-rigidification. Thus, we can write every element in
ker
(
Picrig0
E∨/S  Pic
0
E∨/S
)
(S)
as (OE∨ , rinf) with rinf a inf-rigidification compatible with the canonical zero-rigidification.
Using this, we can define
ker
(
Picrig0
E∨/S  Pic
0
E∨/S
) ∼→ VS(ωE∨/S) (3.4)
which is given on T -valued points as:
(OET , rinf) 7→ (prω ◦ rinf)(1) ∈ Γ(T, ωE∨T /T )
where prω ◦ rinf is OInf1e E∨T
∼→ OT ⊕ ωE∨T /T → ωE∨T /T . Using the definition of the map
(3.4) and the explicit description of
E]
∼→ Picrig0
E∨/S ,
one checks the commutativity of the diagram
ker
(
E] → E
)
ker
(
Picrig0
E∨/S  Pic
0
E∨/S
)
VS(ωE∨/S) VS(ωE∨/S).
∼
M.M.
∼= (3.4)
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where M.M. is the map induced by Mazur–Messing. In Lemma 3.1.6 we have reformu-
lated Katz’ construction of A1(E, t) in the following way
N ·A1(E, t) = [N ] ◦ κE] ◦ t.
We have the following commutative diagram:
E](U) Picrig0
E∨/S(U)
E](U) Picrig0
E∨/S(U)
E](S) Picrig0
E∨/S(S)
M.M.
[N ] [N ]∗
M.M.
t∗ t∗
M.M.
The U -valued section κE] maps under the left lower composition to [N ] ◦ κE] ◦ t ∈
VS(ωE∨/S) which is N · A1(E, t). Under the upper right composition it maps to the
inf-rigidified line bundle(
(t× [N ])∗P, (t× [N ])∗rinf
)
∈ ker
(
Picrig0
E∨/S  Pic
0
E∨/S
)
(S).
Thus, we know that (
(t× [N ])∗P, (t× [N ])∗rinf
)
(3.5)
corresponds under
ker
(
Picrig0
E∨/S  Pic
0
E∨/S
)
(S) ∼→ VS(ωE∨/S)(S) = Γ(S, ωE∨/S) (3.6)
to N · A1(E, t). It remains to relate N · prω (trivt(t∗κL1(1, 0))) to the image of (3.5)
under (3.6). We claim that the image of (3.5) under (3.6) is:
prω
(
(piInf1e E)∗
[
(t× ι1)∗γ1,N ◦ (t× [N ]|Inf1e E∨)
∗rinf(1)
])
(3.7)
Indeed,
(t× ι1)∗γ1,N : (t× [N ])∗P ∼→ (t× id)∗([N ]× id∗)P = OE∨
is the unique isomorphism of zero-rigidified line bundles, here we equip OE∨ with its
canonical rigidification and (t× [N ])∗P with (t× [N ])∗r0. Thus, the claim follows from
the explicit description of (3.6) given above.
It remains to relate (3.7) to N · prω (trivt(t∗κL1(1, 0))) but this is straight forward:
N · prω (trivt(t∗κL1(1, 0)))
(A)= prω (t∗ΦN ◦ t∗κL1(1, 0)) =
= prω (t∗ [ΦN ◦ κL1(1, 0)])
(B)= prω (t∗ [ΦN ◦ (prE)∗rinf(1, 0)])
(C)=
= prω
(
t∗(prE)∗
[
(idE × ι1)∗γ1,N ◦ (id× [N ]|Inf1e E∨)
∗rinf(1, 0)
])
=
= prω
(
(piInf1e E∨)∗
[
(t× ι1)∗γ1,N ◦ (t× [N ]|Inf1e E∨)
∗rinf(1, 0)
])
Here, we have used:
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(A) The fact that prω ◦ t∗ΦN : t∗L → t∗[N ]∗L = OS ⊕ ωE∨/S → ωE∨/S differs from
prω ◦ trivt : t∗L → ωE∨/S by multiplication with N , cf. Remark 2.1.11.
(B) we have used the definition of κL1
(C) follows from the definition of ΦN : L1 ∼→ [N ]∗L1 cf. Section 2.1.3.
In total, we have proven
N · prω (trivt(t∗κL1(1, 0))) = N ·A1(E, t).
Since N is invertible, we conclude the desired equality.
3.2.3 The Katz splitting and the logarithmic derivative of the Kato–Siegel
function
Using the Katz splitting of the geometric logarithm sheaves, many natural construc-
tions for L1 and L†1 can be made more explicit. In this section, we will show that the
isomorphism L1 ∼→ [N ]∗L1 is closely related to the logarithmic derivative d logDθ of
the Kato–Siegel functions. First, observe that the inclusion ωE∨/S ↪→ L1 fits into the
following commutative diagram
pi∗ωE∨/S L1
pi∗ωE∨/S︸ ︷︷ ︸
=[N ]∗pi∗ωE∨/S
[N ]∗L1.
·N ΦN
Indeed, the restriction of ΦN to pi∗ωE∨/S comes from the morphism ωE∨/S → ωE∨/S
induced by [N ]∨ = [N ] : E∨ → E∨.
Proposition 3.2.7. Let E/S be an elliptic curve and D > 1 an integer with 6D invert-
ible on S. Define the open subschemes UD := E \E[D] and U = E \ {e}. Let us denote
by (λ⊗OS idOE )∗ (d logDθ) the image of d logDθ under the map
Γ(UD,Ω1E/S) = Γ
(
UD, ωE/S ⊗pi−1OS OE
) (λ∗⊗OS idOE )−→ Γ(UD, ωE∨/S ⊗pi−1OS OE︸ ︷︷ ︸
=pi∗ωE∨/S
)
induced by the autoduality isomorphism (1.10). The restriction of ΦD to UD
L1|UD ([D]
∗L1)|UD = [D]∗ (L1|U )
ΦD|UD
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can be expressed via the Katz splitting as follows:
L1|UD [D]
∗ (L1|U )
OUD ⊕ pi∗UDωE∨/S OUD ⊕ pi∗UDωE∨/S
(1, 0)
(
1, 1D (λ∗ ⊗OS idOE ) (d logDθ)
)
ΦD|UD
κL1 [D]
∗κL1
Proof. Since ΦD respects the extension structure, we already know that ΦD is given in
terms of the Katz splitting by a map
OUD ⊕ pi∗UDωE∨/S OUD ⊕ pi∗UDωE∨/S
(1, 0) (1, ϑ)
for some ϑ ∈ Γ(UD, pi∗ωE∨/S). Further, the restriction of ΦD to pi∗ωE∨/S is multiplication
by D. Thus, ϑ determines ΦD on UD uniquely. Our aim is to show the equality ϑ =
1
D (λ∗ ⊗OS idOE ) (d logDθ). The idea is to show
s∗ϑ = DA1(ET , s)−A1(ET , Ds)
for all Nn-torsion points for an auxiliary integer N and the desired equality will follow by
density of torsion sections. Let N be some integer prime to D and assume we have some
Nn torsion section e 6= s ∈ ET [Nn](T ) = E[Nn](T ) with n ≥ 1 and T some S-scheme
with N invertible on T . The commutative diagram
[Nn]∗L1,ET [D ·Nn]∗L1,ET
L1,ET [D]∗L1,ET
[Nn]∗ΦD
ΦD
ΦNn [D]∗ΦNn
proven in Lemma 2.1.9 (e) shows the commutativity of
e∗L1,ET e∗L1,ET
s∗L1,ET (Ds)∗L1,ET .
e∗ΦD
s∗ΦD
trivs trivDs
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This fits into the big commutative diagram
OT ⊕ ωE∨T /T OT ⊕ ωE∨T /T
e∗L1,ET e∗L1,ET
s∗L1,ET (Ds)∗L1,ET
OT ⊕ ωE∨T /T OT ⊕ ωE∨T /T
(1, 0) (1, s∗ϑ)
id⊕(·D)
e∗ΦD
s∗ΦD
trivs trivDs
s∗κL1 (Ds)
∗κL1
The composition of the left vertical and the upper horizontal map applied to (1, 0) gives
e∗ΦD
((
trivs ◦ s∗κL1
)
(1, 0)
)
,
while the composition of the lower horizontal with the right vertical map gives((
trivDs ◦ (Ds)∗κL1
)
(1, 0)
)
+
(
0, s∗ϑ
)
.
Comparing both sides and observing Proposition 3.2.6 gives:
D ·A1(ET , s) = A1(E,Ds) + s∗ϑ
i. e. s∗ϑ = D ·A1(ET , s)−A1(E,Ds). Observing Remark 3.1.4, d logDθ is by density of
torsion sections uniquely determined by the following property: For all N prime to D,
all S-schemes T with N invertible on T and all e 6= s ∈ ET [Nn](T ) for some n ≥ 1 we
have
s∗d logDθ = (λ−1)∗
[
D2 ·A1(ET , s)−D ·A1(ET , Ds)
]
.
And we can conclude ϑ = 1D (λ∗ ⊗OS idOE ) (d logDθ) as desired.
Remark 3.2.8. We are trying to avoid choosing autoduality isomorphisms. Since the
Katz splitting and ΦD are defined intrinsically, i. e. without choosing any autoduality,
the appearance of (λ∗ ⊗OS idOE ) (d logDθ) in the above statement seams to be strange
and there should be an intrinsic way to define (λ∗ ⊗OS idOE ) (d logDθ). Indeed, this
is possible. It is not hard to see, using the symmetry of the Poincare´ bundle and the
equality (idE × e)∗sDcan = d logDθ that
(λ∗ ⊗OS idOE ) (d logDθ) = (idE × e)∗(sDcan,E∨) ∈ Γ(E, pi∗ωE∨/S ⊗OE O(E[D]))
where sDcan,E∨ is the D-variant of the canonical section associated with the elliptic curve
E∨ instead of E. It is just because of readability that we have preferred to use the
established Kato–Siegel functions instead of (idE × e)∗(sDcan,E∨).
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Since L†1 and κL†1 are obtained by pushout from L1 and κL1 , we deduce the following:
Corollary 3.2.9. Let E/S be an elliptic curve D > 1 and 6D invertible on S. The
restriction of Φ†D to UD := E \ E[D] can be expressed via the Katz splitting as follows:
L†1
∣∣∣
UD
[D]∗
(
L†1
∣∣∣
U
)
OUD ⊕HUD OUD ⊕HUD
(1, 0)
(
1, i
[
1
D (λ∗ ⊗OS idOE ) (d logDθ)
])
Φ†D|UD
κL1 [D]
∗κL1
where we consider 1D (λ∗⊗OS idOE ) (d logDθ) ∈ Γ(UD, pi∗ωE∨/S) as element of Γ(UD,HE)
via the inclusion i : ωE∨/S ↪→ H.
3.2.4 The Katz splitting and the connection on the geometric logarithm
sheaves
The geometric logarithm sheaf L†1 is equipped with a canonical connection ∇L†1 . The
Katz splitting is not horizontal if we equip OU ⊕ HU with the canonical S-connection
obtained by pullback of the trivial connection on each summands. The aim of this section
is to describe the corresponding connection on OU ⊕HU explicitly.
Let us first recall that the canonical short exact sequence
0 HE L†1 OE 0
is horizontal if we equip HE with the canonical S-connection obtained from pullback
of the trivial S-connection on H. The Katz splitting can be seen as an isomorphism of
short exact sequences
0 HU L†1
∣∣∣
U
OU 0
0 HU OU ⊕HU OU 0
κL†1
Thus, the S-connection
OU ⊕HU →
(
OU ⊕HU
)
⊗OE Ω1E/S
on OU ⊕HU making κL†1 horizontal is the unique S-connection ∇κ with
(a) ∇κ|HU is the pullback connection on the subspace HU and
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(b) ∇κ(1, 0) = ∇L†1
(
κL†1
(1, 0)
)
∈ Γ(U,HU ⊗ Ω1U/S).
We will describe ∇κ(1, 0) explicitly. By restricting the counit of the adjunction
(piE)∗(piE)∗Ω1E/S(2[e])→ Ω1E/S(2[e]) (3.8)
to j : U ↪→ E we obtain
(piU )∗(piE)∗Ω1E/S(2[e])→ j∗Ω1E/S(2[e]) = Ω1U/S .
On the other hand, we have the morphism
(piE)∗Ω1E/S(2[e])→ (piE)∗j∗Ω1U/S = (piU )∗Ω1U/S  H1dR (U/S) ∼← H1dR (E/S) ,
which is in fact an isomorphism [Kat73, A 1.2.3]. This morphism induces after pullback
to U the isomorphism
(piU )∗(piE)∗Ω1E/S(2[e])
∼→ pi∗UH1dR (E/S) = H∨U . (3.9)
Now, (3.9)∨ ⊗ (3.8) gives the map(
(piU )∗(piE)∗Ω1E/S(2[e])
)∨ ⊗OU ((piU )∗(piE)∗Ω1E/S(2[e]))→ HU ⊗OU Ω1U/S .
The image of the identity
id(piU )∗(piE)∗Ω1E/S(2[e]) ∈ Γ
(
U,
(
(piU )∗(piE)∗Ω1E/S(2[e])
)∨ ⊗OU ((piU )∗(piE)∗Ω1E/S(2[e])))
under this morphism gives rise to some element
Id H ∈ Γ
(
U,HU ⊗OU Ω1U/S
)
.
Remark 3.2.10. A more explicit description of
Id H ∈ Γ
(
HU ⊗OU Ω1U/S
)
can be given as follows. Let us first assume ωE/S is free and generated by ω ∈ Γ(S, ωE/S)
since we are still assuming that 6 is invertible on S we get a Weierstrass equation with ω =
dx
y . The elements ω and η = x
dx
y form a basis of the free OS-module (piE)∗Ω1E/S(2[e]).
Via the isomorphism
(piE)∗Ω1E/S(2[e])→ (piE)∗j∗Ω1U/S = (piU )∗Ω1U/S  H1dR (U/S) ∼← H1dR (E/S)
we obtain a basis of ([ω], [η]) of the free OS-module H1dR (E/S). Let ([ω]∨, [η]∨) be the
dual basis of H1dR (E/S)
∨ ∼= H1dR (E∨/S). The element Id H is then explicitly given by
Id H = [ω]∨ ⊗ ω + [η]∨ ⊗ η ∈ Γ(U, pi∗UH1dR (E/S)∨ ⊗ Ω1U/S).
It is straightforward to check that this explicit definition of Id H does not depend on the
chosen generator ω of Γ(S, ωE/S). Since ωE/S is locally free of rank one, we can glue
this local definition. This gives an alternative way to define Id H.
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Proposition 3.2.11. Let ∇κ be the unique integrable S-connection on OU⊕HU making
κL†1
: (OU ⊕HU ,∇κ) ∼→ (L†1,∇L†1)
horizontal. Then, ∇κ is the unique S-connection which is the pullback connection on
HU and satisfies
∇κ(1, 0) = Id H ∈ Γ(U,HU ⊗OU Ω1U/S).
Proof. By the above discussion the connection is uniquely determined by its restriction
to HU and by ∇κ(1, 0). Thus, it is enough to prove the equality
∇κ(1, 0) = Id H.
Since all constructions are compatible with base change, this equality can be checked
locally on the base. Thus, we can assume that S is affine, that there exists some D > 1
which is invertible on S and that ωE/S is freely generated by ω ∈ Γ(S, ωE/S). In par-
ticular, the associated Weierstrass equation gives us generators [ω], [η] of H1dR (U/S) ∼=
H1dR (E/S) and we can write
Id H = [ω]∨ ⊗ ω + [η]∨ ⊗ η
The short exact sequence
0 HU OU ⊕HU OU 0
is horizontal if we equip OU ⊕HU with ∇κ. Thus, the connecting homomorphism
δ : OS = H0dR (U/S)→ H1dR (U/S,HU ) ∼= H1dR (U/S)∨ ⊗OS H1dR (U/S)
in relative de Rham cohomology can be computed as
δ(1) = [∇κ(1, 0)].
Here, [·] is the canonical map
[·] : Γ
(
U,HU ⊗ Ω1U/S
)
→ Γ
(
S,H1dR (U/S)∨ ⊗OS H1dR (U/S)
)
.
Now, Proposition 2.1.5 tells us that
[∇κ(1, 0)] = δ(1) = [Id H] (3.10)
and the rest of the proof will consist in showing that the equation [∇κ(1, 0)] = [Id H]
lifts along [·] to an equality in
Γ
(
U,HU ⊗ Ω1U/S
)
.
By equation (3.10) we know that
∇κ(1, 0) = [ω]∨ ⊗ ω + [η]∨ ⊗ η + [ω]∨ ⊗ ω1 + [η]∨ ⊗ ω2 (3.11)
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with
ω1, ω2 ∈ Γ
(
U, Im
(
d : OU → Ω1U/S
))
.
Recall that the map Φ†D : L†1 → [D]∗L†1 is horizontal. Now, Corollary 3.2.9 shows that
this map is given via the Katz splitting by:
OUD ⊕HUD OUD ⊕HUD = [D]∗ (OU ⊕HU )
(1, 0)
(
1, i
(
1
D (λ∗ ⊗OS idOE ) (d logDθ)
)) (3.12)
This map is horizontal if we equip the left hand side with the connection ∇κ and the
right hand side with the connection [D]∗∇κ. Here, i : pi∗UDωE∨/S → HUD is the nat-
ural inclusion. Let us write for a moment Φ′ for the map (3.12). In particular, the
horizontality of (3.12) implies the equality
([D]∗∇κ)(Φ′(1, 0)) = (Φ′ ⊗ idΩ1
U/S
) (∇κ(1, 0)) (3.13)
Before we make this equality explicitly, let us consider the image of the logarithmic
derivative of the Kato-Siegel function (λ∗ ⊗OS id)(d logDθ) ∈ Γ(UD, pi∗UDωE∨/S) under
d : pi∗UDωE∨/S = pi
−1
UD
ωE∨/S ⊗pi−1UDOS OUD
id⊗d−→ pi∗UDωE∨/S ⊗OUD Ω
1
UD/S
.
It is given by the formula
−D2(λ∗ω)⊗ η +D(λ∗ω)⊗ [D]∗η. (3.14)
This can be checked by a direct transcendental computation in the universal situation
which boils down to
∂z
[
D2ζ(z, τ)−Dζ(Dz, τ)dz
]
= −D2℘(z, τ)dz +D[D]∗(℘(z, τ)dz)
or see [Kat04, (3.5.1)] but observe the missing minus sign in loc. cit. The left hand side
of (3.13) can be computed as follows:
([D]∗∇κ)(Φ′(1, 0)) = ([D]∗∇κ)
(
1, i
( 1
D
(λ∗ ⊗ id)(d logDθ)
))
=
=([D]∗∇κ)(1, 0) + (i⊗ idΩ1
UD/S
)
(
d
[ 1
D
(λ∗ ⊗ id)(d logDθ)
])
(3.11),(3.14)=
=
(
[ω]∨ ⊗ [D]∗(ω + ω1) + [η]∨ ⊗ [D]∗(η + ω2)
)−D · i(λ∗ω)⊗ η + i(λ∗ω)⊗ [D]∗η =
=
(
[ω]∨ ⊗ [D]∗(ω + ω1) + [η]∨ ⊗ [D]∗(η + ω2)
)
+D · [η]∨ ⊗ η − [η]∨ ⊗ [D]∗η =
=D[ω]∨ ⊗ ω + [ω]∨ ⊗ [D]∗ω1 + [η]∨ ⊗ [D]∗ω2 +D · [η]∨ ⊗ η
While the right hand side of (3.13) gives:
(Φ′ ⊗ idΩ1
U/S
) (∇κ(1, 0)) = (Φ′ ⊗ idΩ1
U/S
)
(
[ω]∨ ⊗ (ω + ω1) + [η]∨ ⊗ (η + ω2)
)
=
= D[ω]∨ ⊗ (ω + ω1) +D[η]∨ ⊗ (η + ω2)
101
3 The Katz splitting
Comparing both sides of (3.13) gives the equations
[D]∗ω1 = Dω1, [D]∗ω2 = Dω2.
But this implies ω1, ω2 ∈ Γ(U, pi−1ωE/S). From ωE/S ↪→ H1dR (U/S) we deduce
Γ(U, Im(d) ∩ pi−1ωE/S) = 0
and we conclude ω1 = ω2 = 0.
Remark 3.2.12. For a family of complex elliptic curves we have explained in Section 2.3
how to construct an analytic splitting starting from a Theta function, which trivializes
the Poincare´ bundle. It is straightforward to show that the Katz splitting coincides with
the analytic splitting obtained via the Theta function Ξ(z, w) appearing in [BKT10, §1].
Further, in [BKT10] an explicit splitting of the first logarithm sheaf for en elliptic curve
over C is constructed from an explicit Cˇech cocycle. Also, this splitting coincides with
the Katz splitting. This explains why the explicit formula for the connection on the first
logarithm sheaf in loc. cit. coincides with the above formula.
3.3 The Katz splitting for relative Ka¨hler differentials
In this section we consider the following setup. Let f : S → T be a smooth morphism,
let pi : E → S be an elliptic curve and assume that 6 is invertible on S. We have the
following fundamental short exact sequences of Ka¨hler differentials:
0 pi∗Ω1S/T Ω1E/T Ω1E/S 0 (3.15)
and
0 I/I2 e∗Ω1E/T Ω1S/T 0
with I the ideal sheaf defining the zero section e : S → E. Using I/I2 = ωE/S = e∗Ω1E/S ,
allows us to rewrite the second short exact sequence as:
0 e∗Ω1E/S e∗Ω1E/T e∗pi∗Ω1S/T 0 (3.16)
This exact sequence provides us with a splitting of the pullback of (3.15) along e. For
later reference let us fix this observation in a lemma:
Lemma 3.3.1. Let E/S/T as above then the short exact sequence (3.16) provides a
canonical splitting to the pullback of the short exact sequence
0 pi∗Ω1S/T Ω1E/T Ω1E/S 0
along e : S → E. Let us denote the resulting splitting
σ : e∗Ω1E/S ⊕ Ω1S/T ∼→ e∗Ω1E/T
by σ.
102
3.3 The Katz splitting for relative Ka¨hler differentials
Let us denote by KS : ωE∨/S → Ω1S/T ⊗OS ω∨E/S the Kodaira–Spencer map. By pullback
along pi we obtain a map KSE : pi∗ωE∨/S → pi∗Ω1S/T ⊗OE
(
Ω1E/S
)∨
. If we tensorize the
pushout of the first geometric logarithm sheaf
0 pi∗ωE∨/S L1 OE 0
along the Kodaira–Spencer map with ⊗OEΩ1E/S , we obtain a short exact sequence
0 pi∗Ω1S/T
L1 ∐
(pi∗ωE∨/S)
(
pi∗Ω1S/T ⊗
(
Ω1E/S
)∨)⊗ Ω1E/S Ω1E/S 0. (3.17)
Here, we write ∐ for the coproduct in the category of OE-modules. The canonical
splitting of the geometric logarithm sheaf along e induces a canonical splitting
canKS : e∗Ω1E/S ⊕ Ω1S/T ∼→ e∗

L1 ∐
(pi∗ωE∨/S)
(
pi∗Ω1S/T ⊗
(
Ω1E/S
)∨)⊗ Ω1E/S

of the short exact sequence (3.17).
Proposition 3.3.2. There is a unique isomorphism between the short exact sequence
(3.17) and the short exact sequence
0 pi∗Ω1S/T Ω1E/T Ω1E/S 0
which is compatible with the canonical splittings σ and canKS along e.
Proof. There are many equivalent ways to define the Kodaira–Spencer map. We recall
the following definition from [FC90, p. 80] which fits best for our purposes. Let
0 pi∗Ω1S/T ⊗OE
(
Ω1E/S
)∨
Ω1E/T ⊗OE
(
Ω1E/S
)∨ OE 0
be the short exact sequence obtained by tensorizing the short exact sequence of Ka¨hler
differentials with ⊗OE
(
Ω1E/S
)∨
. The connecting homomorphism obtained by applying
Rpi∗ to this sequence gives a map
δ : OS = pi∗OE → R1pi∗
[
pi∗Ω1S/T ⊗OE
(
Ω1E/S
)∨]
= R1pi∗OE ⊗OS Ω1S/T ⊗OS ωE/S .
Using Rpi∗OE = ω∨E∨/S , the Kodaira–Spencer map is the image of 1 ∈ Γ(S,OS) under
δ. Using this definition of the Kodaira–Spencer map the claim follows immediately from
Corollary 2.1.4.
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The Katz splitting of L1|U induces a splitting on the pushout of L1|U along KSE . If we
tensorize with Ω1E/S , we obtain a canonical splitting of the short exact sequence (3.17)
restricted to U . The above proposition allows us to define a splitting of the short exact
sequence of Ka¨hler differentials restricted to U :
Definition 3.3.3. The splitting
κΩ : Ω1U/S ⊕ pi∗UΩ1S/T ∼→ Ω1U/T
induced by Proposition 3.3.2 and the Katz splitting on L1 will be called Katz splitting
of Ω1U/T .
Let us note that the Katz splitting is compatible with base change.
Remark 3.3.4. If the Kodaira–Spencer map is an isomorphism, e.g. in the case of the
universal elliptic curve with some level structure, the short exact sequence of Ka¨hler
differentials is essentially equivalent to the first geometric logarithm sheaf L1.
3.3.1 Characterization of the Katz splitting for Ka¨hler differentials
For N > 1 and t ∈ E[S] we obtain a canonical isomorphism
T ∗t Ω1E/T
∼→ Ω1E/T ,
which induces
trivt,Ω : t∗Ω1E/T → e∗Ω1E/T ∼= ωE/S ⊕ Ω1S/T .
The following characterization is an immediate consequence of the corresponding result
for L1.
Proposition 3.3.5. The Katz splitting
κΩ : Ω1U/S ⊕ pi∗UΩ1S/T ∼→ Ω1U/T ∼→ Ω1U/T
is the unique splitting of the short exact sequence of relative Ka¨hler differentials with the
following property: For every N > 1 and every S-scheme X with N invertible on X and
every e 6= t ∈ EX [N ](X) we have
trivt,Ω(t∗(κΩ(ω˜, 0))) = (t∗ω˜,KSEX (t∗ω˜ ⊗A1(EX , t)) , ∀ ω˜ ∈ Γ(U,Ω1U/S)
where
KSE : ωE/S ⊗OS ωE∨/S → Ω1S/T
is the Kodaira–Spencer map.
Proof. This follows immediately from Proposition 3.2.6 and the fact that κΩ was defined
by pushout of κL1 along the Kodaira–Spencer map.
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3.3.2 The Katz splitting of Ka¨hler differentials on the Weierstrass curve
The definition of the Katz splitting for Ka¨hler differentials was rather indirect. Indeed,
one can give a very explicit description of the Katz splitting in terms of Weierstrass
equations. We do the computation in the universal case. Let EWeier/MWeier be the uni-
versal elliptic curve with a fixed invariant differential, i. e. MWeier = SpecZ[g1, g3]
[
1
6∆
]
where ∆ = g32 − 27g23 and EWeier is given explicitly by the Weierstrass equation:
y2 = 4x3 − g2x− g3
We have a fixed invariant differential ω = dxy on EWeier/MWeier.
Proposition 3.3.6. Let EWeier/MWeier be as above and U := EWeier \ {e}. Then, the
Katz splitting is the unique OU -linear map
Ω1U/MWeier ⊕ pi∗UΩ1MWeier/Z → Ω1EWeier/Z
which induces on pi∗UΩ1MWeier/Z the canonical inclusion
pi∗UΩ1MWeier/Z ↪→ Ω1EWeier/Z
and on Ω1
U/MWeier the map Ω
1
U/MWeier → Ω1EWeier/Z given by
dx
y
7→
(
−18g2∆xy + 27
g3
∆ y
)
dx+
(
12g2∆x
2 − 18g3∆x− 2
g22
∆
)
dy + 32
g2
∆ ydg2.
Proof. Let us write
ω˜ :=
(
−18g2∆xy + 27
g3
∆ y
)
dx+
(
12g2∆x
2 − 18g3∆x− 2
g22
∆
)
dy + 32
g2
∆ ydg2.
From the definition of ω˜ it is not even clear that ω˜ maps to ω under the restriction of
Ka¨hler differentials
Ω1U  Ω1U/MWeier
which is a necessary condition for ω 7→ ω˜ defining a section of Ω1U  Ω1U/MWeier . Indeed,
using y2 = 4x3−g2x−g3 and the corresponding equation on Ka¨hler differentials 2ydy =
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(12x2 − g2)dx− xdg2 − dg3 allows us to reformulate:
ω˜ :=
(
−18g2∆xy + 27
g3
∆ y
)
dx+
(
12g2∆x
2 − 18g3∆x− 2
g22
∆
)
dy + 32
g2
∆ ydg2 =
=
(
−18g2∆x+ 27
g3
∆
)(
4x3 − g2x− g3
) dx
y
+
+
(
12g2∆x
2 − 18g3∆x− 2
g22
∆
) (
(12x2 − g2)dx− xdg2 − dg3
)
2y +
3g2
2∆ y
2dg2
y
=
=
(
−18g2∆x+ 27
g3
∆
)(
4x3 − g2x− g3
) dx
y
+
+
(
12g2∆x
2 − 18g3∆x− 2
g22
∆
) (
(12x2 − g2)dx− xdg2 − dg3
)
2y +
+ 3g22∆
(
4x3 − g2x− g3
) dg2
y
=
=
[(
−18g2∆x+ 27
g3
∆
)(
4x3 − g2x− g3
)
+
(
6g2∆x
2 − 9g3∆x−
g22
∆
)(
12x2 − g2
)] dx
y
+
+
[
3g2
2∆
(
4x3 − g2x− g3
)
− x
(
6g2∆x
2 − 9g3∆x−
g22
∆
)]
dg2
y
−
−
(
6g2∆x
2 − 9g3∆x−
g22
∆
)
dg3
y
=dx
y
+
(
9g3∆x
2 − g
2
2
2∆x−
3g2g3
2∆
)
dg2
y
−
(
6g2∆x
2 − 9g3∆x−
g22
∆
)
dg3
y
(3.18)
From the last expression it is obvious that ω˜ lifts dxy . It remains to prove κΩ(
dx
y , 0) = ω˜.
This equality can be checked after extensions of scalars to C and analytification. We
have the following explicit description of the C-valued points of MWeier:(
C×H/Z2 o Sl2(Z)
)× C× EWeier(C)
(H/Sl2(Z))× C× MWeier(C) = {(g2, g3) ∈ C2 : g32 − 27g23 6= 0}
∼
∼
Here, the lower horizontal map is given by
(τ, λ) 7→ (g2(λΛτ ), g3(λΛτ ))
with Λτ = Z+ τZ and g2 and g3 the classical invariants associated with the lattice Λτ .
The upper horizontal map in the diagram is the map
(z, τ, λ) 7→ (x, y) = (λ−2℘(z, τ), λ−3∂z℘(z, τ))
given by complex uniformization. The fixed invariant differential dxy corresponds via this
isomorphism to
λ−2d℘(z, τ)
λ−3∂z℘(z, τ)
= λdz.
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Using g2(λτ) = λ−4g2(τ), g3(λτ) = λ−6g3(τ) and ∆(λτ) = λ−12∆(τ), the analytification
of ω˜ expresses via the above isomorphism as:
ω˜ =λ3d
(
λ−2℘(z, τ)
)
∂z℘(z, τ)
+
+ λ5
(
9g3(τ)∆(τ)℘(z, τ)
2 − g2(τ)
2
2∆(τ)℘(z, τ)−
3g2(τ)g3(τ)
2∆(τ)
)
d
(
λ−4g2(τ)
)
∂z℘(z, τ)
−
− λ7
(
6g2(τ)∆(τ)℘(z, τ)
2 − 9g3(τ)∆(τ)℘(z, τ)−
g2(τ)2
∆(τ)
)
d
(
λ−6g3(τ)
)
∂z℘(z, τ)
For the following calculations let us agree on dropping the variable, i. e. we will write
℘, g2, g3 for ℘(z, τ), g2(τ), g3(τ) etc. Furthermore, let us write (·)′ := ∂τ (·) for partial
derivation with respect to τ if a function only depends on τ :
ω˜ =λ3d
(
λ−2℘
)
∂z℘
+
+ λ5
(
9g3∆℘
2 − g
2
2
2∆℘−
3g2g3
2∆
)
d
(
λ−4g2
)
∂z℘
−
− λ7
(
6g2∆℘
2 − 9g3∆℘−
g22
∆
)
d
(
λ−6g3
)
∂z℘
=
=λdz+
+ λ
[
∂τ℘+
(
9g3∆℘
2 − g
2
2
2∆℘−
3g2g3
2∆
)
g′2 −
(
6g2∆℘
2 − 9g3∆℘−
g22
∆
)
g′3
]
dτ
∂z℘
+
[
−2℘− 4
(
9g3∆℘
2 − g
2
2
2∆℘−
3g2g3
2∆
)
g2 + 6
(
6g2∆℘
2 − 9g3∆℘−
g22
∆
)
g3
]
dλ
∂z℘
=
=λdz+
+ λ
[
∂τ℘+
(
9g3∆℘
2 − g
2
2
2∆℘−
3g2g3
2∆
)
g′2 −
(
6g2∆℘
2 − 9g3∆℘−
g22
∆
)
g′3
]
dτ
∂z℘
+
+
[
−2℘− 2g
3
2
∆℘− 54
g23
∆℘
]
dλ
∂z℘
Def. ∆=
=λdz+
+ λ
[
∂τ℘+
(
9g3∆℘
2 − g
2
2
2∆℘−
3g2g3
2∆
)
g′2 −
(
6g2∆℘
2 − 9g3∆℘−
g22
∆
)
g′3
]
dτ
∂z℘
This can be simplified further using Ramanujan’s identities. Let E2k be the classical
Eisenstein series with normalized constant term in the q-expansion, i. e.
E2 = 1− 24
∑
n≥1
σ1(n)qn, E4 = 1 + 240
∑
n≥1
σ3(n)qn, E6 = 1− 504
∑
n≥1
σ5(n)qn
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Then, we have the following identities due to Ramanujan, cf. [Ram00, eq. (30)] or [SS12,
(3.1)-(3.4)]:
1
2piiE
′
4 =
1
3 (E2E4 − E6)
1
2piiE
′
6 =
1
2
(
E2E6 − E24
)
E2 =
1
2pii
∆′
∆
The Eisenstein series E4 and E6 are related to the Eisenstein series g2, g3 defined above
via g2 = 43pi4E4 and g3 =
8
27pi
6E6. Furthermore, E2 is related to the period function
η(1, τ) = ζ(z+ 1, τ)− ζ(z, τ) of the Weierstrass zeta function via η(1, τ) = (2pii)212 E2. We
can restate Ramanujan’s identities as:
g′2 =
1
3
∆′
∆ g2 +
6
2piig3 (R1)
g′3 =
1
2
∆′
∆ g3 +
1
3
g22
2pii (R2)
η(1, τ) = 2pii 112
∆′
∆ (R3)
Using Ramanujan’s identities, we can further simplify the analytic expression for ω˜ by
a straightforward computation:
ω˜ =λdz+
+ λ
[
∂τ℘+
(
9g3∆℘
2 − g
2
2
2∆℘−
3g2g3
2∆
)
g′2 −
(
6g2∆℘
2 − 9g3∆℘−
g22
∆
)
g′3
]
dτ
∂z℘
(R1,R2)=
=λdz+
+ λ
[
∂τ℘+
(
9g3∆℘
2 − g
2
2
2∆℘−
3g2g3
2∆
)(1
3
∆′
∆ g2 +
6
2piig3
)
−
−
(
6g2∆℘
2 − 9g3∆℘−
g22
∆
)(
1
2
∆′
∆ g3 +
1
3
g22
2pii
)] dτ
∂z℘
=
=λdz + λ
[
∂τ℘− 2 12pii℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
]
dτ
∂z℘
N.B.: This is a good point to remark that the above computations show that the ana-
lytification of the map
Ω1U/MWeier → Ω1U ,
dx
y
7→ ω˜
does not depend on λ. Indeed, the above computations show that this map is analytically
given by
λdz 7→ λ · dz + λ ·
[
∂τ℘− 2 12pii
∆′
∆ ℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
]
dτ
∂z℘
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or equivalently by
dz 7→ dz +
[
∂τ℘− 2 12pii
∆′
∆ ℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
]
dτ
∂z℘
. (3.19)
The independence of λ is a necessary condition in order to give dxy 7→ ω˜ a chance to
coincide with κΩ. The Katz splitting does not depend on a chosen invariant differential.
The corresponding property that dxy 7→ ω˜ is independent of the choice of the invariant
differential is exactly reflected by the fact that this map is independence of λ.
In order to compare the above map with the Katz splitting we should describe the Katz
splitting on EWeier(C)/MWeier(C) analytically. We claim that the map
ΩU/MWeier ↪→ Ω1U/MWeier ⊕ pi∗Ω1MWeier
∼→ Ω1U
is analytically given by
dz 7→ dz + 12pii (ζ(z, τ) + η(1, τ) · z) dτ (3.20)
Indeed, it is easily checked that the 1-form on the right hand side is invariant under the
action of Z2 o SL2(Z) and thus defines a holomorphic 1-form on U(C). If we view
dz + 12pii (ζ(z, τ) + η(1, τ) · z) dτ.
as holomorphic 1-form on the complex elliptic curve C × H/Z2 where (m,n) ∈ Z2 acts
as (z, τ) 7→ (z + mτ + n), we see that 12pii (ζ(z, τ) + η(1, τ) · z) dτ specializes along the
map τ 7→ ( aN τ + bN ) to
1
2pii
(
ζ( a
N
τ + b
N
, τ) + η
(
a
N
τ + b
N
, τ
))
dτ
but by the explicit formula for A1(E, t) this coincides with KS(dz ⊗ A1(E, t)). Thus,
the map (3.20) coincides with the analytification of κΩ on a dense subset and the claim
follows.
Thus, by the above equations (3.20) and (3.19) it remains to prove the following equality
of meromorphic functions on C×H
1
2pii (ζ(z, τ) + η(1, τ) · z) =
1
∂z℘
[
∂τ℘− 2 12pii
∆′
∆ ℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
]
. (3.21)
We first show that applying ∂z to both sides gives equality and then care about the
constant term in the Laurent series expansion in z. Using again one of the Ramanujan
identities, the left hand side gives
∂z
1
2pii (ζ(z, τ) + η(1, τ) · z) = −
1
2pii℘+
η(1, τ)
2pii
R3= − 12pii℘+
1
12
∆′
∆ .
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Before we apply ∂z to the right hand side, let us note that we obtain the following
equations by differentiating the Weierstrass equation (∂z℘)2 = 4℘3 − g3℘− g2:
∂z∂z℘ = 6℘2 − 12g2 (I)
∂z℘ · ∂τ∂z℘ = 6℘2∂τ℘− 12℘g
′
2 −
1
2g2∂τ℘−
1
2g
′
3 (II)
Using these equations, we can simplify ∂z applied to the r.h.s:
∂z
( 1
∂z℘
[
∂τ℘− 2 12pii
∆′
∆ ℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
])
=
= 1
∂z℘
[
−4 12pii℘∂z℘−
1
6
∆′
∆ ∂z℘
]
+
+ ∂z∂τ℘
∂z℘
− ∂z∂z℘
(∂z℘)2
·
[
∂τ℘− 2 12pii℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
]
=
=− 4 12pii℘−
1
6
∆′
∆ +
+ 1
(∂z℘)2
(
∂z℘ · ∂z∂τ℘− ∂z∂z℘ ·
[
∂τ℘− 2 12pii℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
])
(I)=
(I)= − 4 12pii℘−
1
6
∆′
∆ +
+ 1
(∂z℘)2
(
∂z℘ · ∂z∂τ℘− ∂z∂z℘ · ∂τ℘+
(
6℘2 − 12g2
)
·
[
2 12pii℘
2 + 16
∆′
∆ ℘−
1
3
g2
2pii
])
(I,II)=
=− 4 12pii℘−
1
6
∆′
∆ +
+ 1
(∂z℘)2
(
−12℘g
′
2 −
1
2g
′
3 +
(
12 12pii℘
4 + ∆
′
∆ ℘
3 − 3 g22pii℘
2 − 112
∆′
∆ g2℘+
1
6
g22
2pii
))
=
=− 4 12pii℘−
1
6
∆′
∆ +
12 12pii℘4 +
∆′
∆ ℘
3 − 3 g22pii℘2 −
(
1
12
∆′
∆ g2 +
1
2g
′
2
)
℘+ 16
g22
2pii
(∂z℘)2
(I,II)=
=− 4 12pii℘−
1
6
∆′
∆ +
12 12pii℘4 +
∆′
∆ ℘
3 − 3 g22pii℘2 −
(
1
4
∆′
∆ g2 +
3
2piig3
)
℘+ 16
g22
2pii
4℘3 − g3℘− g2 =
=− 4 12pii℘−
1
6
∆′
∆ +
3
2pii℘+
1
4
∆′
∆ = −
1
2pii℘+
1
12
∆′
∆
Comparing the above formulas we get
1
2pii∂z (ζ(z, τ) + η(1, τ) · z) = ∂z
( 1
∂z℘
[
∂τ℘− 2 12pii
∆′
∆ ℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
])
.
In order to prove the theorem it remains to compare the constant terms in the Laurent
expansion of both sides. The Laurent series of the left hand side of (3.21) starts as
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follows:
1
2pii (ζ(z, τ) + η(1, τ) · z) =
1
2piiz
−1 +O(z)
Thus, there is no constant term in the Laurent expansion in z. Recall that ℘(z, τ) =
z−2 +O(z2) which implies 1∂z℘ = −12z3 +O(z5). Using this, we have
1
∂z℘
[
∂τ℘− 16
∆′
∆ ℘+
1
3
g2
2pii
]
= O(z)
and using ℘2(z) = z−4 +O(1) gives
1
∂z℘
[
−2 12pii
∆′
∆ ℘
2
]
= 12piiz
−1 +O(z).
Combining the above gives
1
∂z℘
[
∂τ℘− 2 12pii
∆′
∆ ℘
2 − 16
∆′
∆ ℘+
1
3
g2
2pii
]
= 12piiz
−1 +O(z) ,
which concludes the proof.
Remark 3.3.7. Since ωE/S is always locally free of rank 1, this gives us, at least locally
on the base, a quite explicit and purely algebraic description of the Katz splitting for
Ka¨hler differentials.
3.3.3 Lifting the connection via the Katz splitting
The geometric logarithm sheaf L†n comes with an integrable S-connection. Our aim is to
extend this connection to an integrable T -connection whenever S is a smooth T -scheme.
In a first step we want to relate the Katz splitting of Ka¨hler differentials to the Gauss–
Manin connection. Let again E/S be an elliptic curve with 6 invertible on S and let
S be smooth over T . The relative de Rham cohomology is equipped with a canonical
connection
∇GM : H1dR (E/S)→ Ω1S/T ⊗OS H1dR (E/S)
coming from the spectral sequence associated with the filtration induced by the short
exact sequence of relative Ka¨hler differentials for E/S/T cf. [KO68] resp. [Kat70]. An
explicit way to compute the Gauss–Manin connection is already given in [KO68]. We
follow the exposition in [Ked08, §3.3, §3.4]. The canonical surjection
(piU )∗Ω1U/S  H1dR (U/S) ∼= H1dR (E/S) (3.22)
induces an isomorphism (cf. [Kat73, A1.2,p. 163]):
pi∗Ω1E/S(2[e])
∼→ H1dR (E/S) (3.23)
Observe that we can use this isomorphism to split the surjection (3.22) via
H1dR (E/S) ∼= pi∗Ω1E/S(2[e]) ↪→ pi∗j∗Ω1U/S = (piU )∗Ω1U/S (3.24)
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where j : U ↪→ E is the inclusion. The short exact sequence
0 (piU )∗Ω1S/T Ω1U/T Ω1U/S 0
induces a canonical surjection
Ω2U/T = Λ2Ω1U/T  (piU )∗Ω1S/T ⊗OU Ω1U/S .
Applying (piU )∗, which is exact since it is affine, and using the projection formula we
obtain:
(piU )∗Ω2U/T  (piU )∗
(
(piU )∗Ω1S/T ⊗OU Ω1U/S
)
= Ω1S/T ⊗OS (piU )∗Ω1U/S . (3.25)
The explicit method from [Ked08, §3.3, §3.4] can be summarized in the commutative
diagram:
(piU )∗Ω1U/S (piU )∗Ω1U/T (piU )∗Ω2U/T
Ω1S/T ⊗OS (piU )∗Ω1U/S
H1dR (E/S) Ω1S/T ⊗OS H1dR (E/S)
(3.22)
dU/T
(3.25)
id⊗(3.22)
(3.24)
∇GM
(3.26)
Here, the dotted arrow in the upper left corner is an arbitrary section to the canonical
projection. One possible and natural choice for the dotted arrow is the map induced by
the Katz splitting for relative Ka¨hler differentials, but every other choice works equally
well. The choice of the Katz splitting for the dotted arrow makes the above diagram
compatible with the canonical splittings on both sides.
Lemma 3.3.8. For S → T smooth with 6 invertible on S and E/S an elliptic curve the
following diagram commutes:
(piU )∗Ω1U/S (piU )∗Ω1U/T (piU )∗Ω2U/T
ωE/S Ω1S/T ⊗OS (piU )∗Ω1U/S
H1dR (E/S) Ω1S/T ⊗OS H1dR (E/S)
κΩ dU/T
id∧κ
∇GM
id⊗(3.24)
(3.27)
Proof. The Gauss–Manin connection as well as the Katz splitting are compatible with
base change. Thus, the claim can be checked locally on the base and we may assume
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that ωE/S is freely generated by ω ∈ Γ(S, ωE/S). Again, by compatibility with base
change we can prove the claim in the universal situation, i. e. we can reduce to the
case of the Weierstrass curve E = EWeier, S = MWeier and T = SpecZ[1/6] with
invariant differential ω = dxy . Since both compositions in the above diagram are OT -
linear derivations on ωE/S , it suffices to check the commutativity on the generator ω.
Using the explicit description of the Katz splitting in terms of the Weierstrass equation,
a straightforward but lengthy computation with Ka¨hler differentials gives:
dU (κΩ(ω)) =
=dU
[(
−18g2∆xy + 27
g3
∆ y
)
dx+
(
12g2∆x
2 − 18g3∆x− 2
g22
∆
)
dy + 32
g2
∆ ydg2
]
= ...
=
(
3g2∆dg3 −
9
2
g3
∆dg2
)
∧ xdx
y
− 112
d∆
∆ ∧
dx
y
+ 1
y
( 3
∆x
2 − 14
g2
∆
)
dg2 ∧ dg3
In particular, we deduce from this formula and the commutative diagram (3.26) the
following formula for ∇GM(ω):
∇GM(ω) =
(
3g2∆dg3 −
9
2
g3
∆dg2
)
⊗ [η]− 112
d∆
∆ ⊗ [ω]
where [ω] and [η] are the de Rham cohomology classes associated with dxy resp. x
dx
y . It
remains to compute the image of ∇GM(ω) under
Ω1M ⊗OM H1dR (E/M) Ω1M ⊗OM (piU )∗Ω1U/M (piU )∗Ω2U .
id⊗(3.24) id∧κ
By the above formula for ∇GM(ω) this is given by:
((id ∧ κ) ◦ (id⊗ (3.24))) (∇GM(ω)) =
=
(
3g2∆dg3 −
9
2
g3
∆dg2
)
∧ κ
(
x
dx
y
)
− 112
d∆
∆ ∧ κ
(
dx
y
)
(3.18)=
=
(
3g2∆dg3 −
9
2
g3
∆dg2
)
∧ xdx
y
+
+
(
3g2∆dg3 −
9
2
g3
∆dg2
)
∧
[(
9g3∆x
2 − g
2
2
2∆x−
3g2g3
2∆
)
dg2
y
−
(
6g2∆x
2 − 9g3∆x−
g22
∆
)
dg3
y
]
− 112
d∆
∆ ∧
dx
y
−
− 112
d∆
∆ ∧
[(
9g3∆x
2 − g
2
2
2∆x−
3g2g3
2∆
)
dg2
y
−
(
6g2∆x
2 − 9g3∆x−
g22
∆
)
dg3
y
]
=
=
(
3g2∆dg3 −
9
2
g3
∆dg2
)
∧ xdx
y
− 112
d∆
∆ ∧
dx
y
+
[ 3
∆x
2 − 14
g2
∆
]
dg2 ∧ dg3
y
Now, a comparison with the above equation for dU (κΩ(ω)) proves the result.
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Remark 3.3.9. In the proof we have deduced, as a by product, an explicit formula for
the Gauss–Manin connection on the Weierstrass family:
∇GM(ω) = [η]⊗
(
3g2∆dg3 −
9
2
g3
∆dg2
)
− 112[ω]⊗
d∆
∆
As a consistency check one can compare our formula for ∇GM(ω) with the transcendental
description of the Gauss–Manin connection on C × H/Z2 given by Katz, cf. [Kat73,
§A1.3]. Our above formula gives the transcendental formula
∇GM(ω) = [η]⊗
(
3g2g
′
3
∆ −
9
2
g3g′2
∆
)
dτ − 112[ω]⊗
d∆
∆ .
Using Ramanujan’s identities (cf. proof of Proposition 3.3.6)
g′2 =
1
3
∆′
∆ g2 +
6
2piig3 (R1)
g′3 =
1
2
∆′
∆ g3 +
1
3
g22
2pii (R2)
η(1, τ) = 2pii 112
∆′
∆ , (R3)
we can rewrite this as
∇GM(ω) = − 12pii [η]⊗ dτ −
1
2piiη(1, τ)[ω]⊗ dτ
which is exactly the formula in [Kat73, A1.3].
Corollary 3.3.10. Let E/S/T be an elliptic curve over S with 6 invertible and let S be
smooth over T . Let us write HU := pi∗UH1dR (E/S)∨ ∼= pi∗UH1dR (E∨/S). Then, there is a
unique integrable T -connection
∇U : L†1|U → L†1|U ⊗OU Ω1U/T
on
0 HU L†1|U OU 0
satisfying the following conditions:
(a) If we restrict the T -connection ∇U to an S-connection, then we obtain the canon-
ical connection ∇L†1 |U .
(b) The above short exact sequence is T -horizontal if we equip L†1|U with ∇U , OU with
the canonical T -derivation and HU with the pullback connection of the Gauss–
Manin connection.
(c) We have the explicit lifting formula
∇U (κ(1, 0)) =
(
idL†1 ⊗ κΩ
)
(Id H).
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Proof. Indeed, we have L†1 ∼= OU ⊕ HU under the Katz splitting. Thus, it is straight-
forward to construct a unique connection satisfying (b) and (c). (a) is an immediate
consequence of (b) and (c) using ∇L†1(κL(1, 0)) = Id H. The crucial point is to prove
that the defined T -connection is integrable.
The pullback of the Gauss–Manin connection induces a canonical T -connection on HU .
Let
d
(1)
HU : HU ⊗OU Ω1U/T → HU ⊗OU Ω2U/T
be the second differential in the de Rham complex Ω•U/T (HU ). The dual H∨U is equipped
with a canonical T -connection. Now, let
d
(0)
HU⊗H∨ : HU ⊗H∨ → HU ⊗H∨ ⊗OU Ω1U/T
be the first differential in the de Rham complex of HU ⊗OU H∨U with the tensor product
connection induced by HU and H∨U . Then, we claim that
HU ⊗OU Ω1U/S HU ⊗OU Ω1U/T HU ⊗OU Ω2U/T
HU ⊗OU pi∗UωE/S HU ⊗OU Ω1U/S ⊗OU Ω1U/T
HU ⊗OU H∨U HU ⊗OU H∨U ⊗OU ⊗OUΩ1U/T
id⊗κ d
(1)
HU
∼= id⊗(κ∧id)
d
(0)
HU⊗H∨
id⊗pi∗U ((3.24))
commutes. Both compositions are OT -linear derivations on HU ⊗ Ω1U/S with values in
HU ⊗ Ω2U/S . We may check the commutativity locally. By working locally on the base
we may assume that ωE/S is freely generated by ω ∈ Γ(S, ωE/S). Then, HU ⊗Ω1U/S is a
free OU -module of rank 2 with generators [η]∨ ⊗ ω and [ω]∨ ⊗ ω. By the Leibniz rule it
is enough to show that both compositions in the diagram coincide on those generators.
But this follows immediately from Lemma 3.3.8.
Using the commutativity of the above diagram, allows us to show the integrability of
∇U . The pullback of the Gauss–Manin connection is integrable. Thus, the claimed
integrability of ∇U boils down to the equation:
d
(1)
HU (∇U (κ(1, 0))) = 0.
By (c) this is equivalent to
d
(1)
HU ((id⊗ κ)(Id H))) = 0.
Using the above commutative diagram, this is equivalent to Id H mapping to 0 under
the other composition of the diagram. But Id H maps by definition of Id H to idHU ∈
Γ(U,HU⊗H∨U ) under the left vertical composition. Since the identity idHU : HU → HU is
horizontal for the canonical connection onHU , it maps to zero under the lower horizontal
map. This finishes the proof.
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4 P -adic interpolation of
Eisenstein–Kronecker series via p-adic
theta functions
In the paper [Kat76] Katz constructs p-adic variants of real-analytic Eisenstein series
and proves the existence of a two-variable p-adic measure interpolating them. The
construction of the p-adic real-analytic Eisenstein series is completely analogous to his
construction via the Gauss–Manin connection in the C∞ case. Let us briefly recall Katz’
construction. By applying the Gauss–Manin connection on the universal elliptic curve
iteratively to classical algebraic Eisenstein series one obtains global sections of the sheaf
of symmetric powers of the first relative de Rham cohomology. In order to construct
real-analytic Eisenstein series from those classes one can pass to the analytification and
apply the Hodge-decomposition. Instead of passing to the analytification one can restrict
to the ordinary locus and pass to the moduli space of trivialized elliptic curves. Here, one
can use the unit-root decomposition instead of the Hodge-decomposition to construct
p-adic modular forms out of those classes in symmetric powers of the first de Rham
cohomology.
In Chapter 1 we have provided a different construction of real-analytic Eisenstein series
via the Poincare´ bundle. The aim of this section is to provide a new construction of
Katz’ two variable p-adic measure via our approach. We will proceed as follows: for
every elliptic curve we have trivializations
e∗Ln ∼→ OInfne E∨ .
of the geometric logarithm sheaves along e. For elliptic curves over p-adic rings with
ordinary reduction we will extend this splitting to infinitesimal neighbourhoods of the
zero section. This gives us an infinitesimal trivialization
lim←−
n
Ln|Eˆ
∼→ O ̂E×SE∨ .
If one further assumes the existence of a rigidification on E, i. e. an isomorphism Ĝm,S ∼→
Eˆ, one can use this isomorphism to construct p-adic theta functions associated with
translates of the canonical section. In the main theorem of this chapter we will show
that the Amice transform of this p-adic theta function gives rise to a variant of Katz’
two variable p-adic measure interpolating real-analytic Eisenstein series p-adically.
This approach is motivated by the construction of a two-variable p-adic L-function for
CM-elliptic curves by Bannai and Kobayashi [BK10b]. They are using Mumford’s theory
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of algebraic theta functions to deduce algebraicity results for the coefficients. This allows
them to construct a p-adic measure via the Kronecker theta function. Our result can
be seen as a generalization of this to arbitrary families of ordinary elliptic curves. The
infinitesimal trivialization of the Poincare´ bundle which is used in our construction is
motivated by the work [Nor86] of Norman. While his theory does not verbatim apply
to our situation the essential idea goes back to his construction of p-adic theta functions
in the ordinary case.
As always we assume our base scheme to be separated and locally Noetherian.
4.1 Trivializing the geometric logarithm sheaf along finite
subgroups
Let E/S be an elliptic curve and iC : C ↪→ E a finite subgroup scheme over S. Let us
consider the isogeny
ϕ : E → E/C =: E′
and assume that the dual isogeny ϕ∨ : (E′)∨ → E∨ is e´tale. The aim of this section is
to construct an isomorphism of OC-modules
Ln|C ∼→ (prC)∗OC×SInfne E∨ .
Let EC := E ×S C. The diagonal ∆C : C → EC induces a canonical C-valued point of
ker
(
ϕC : EC
ϕ×idC−→ E′C
)
:
EC E
C S
∆C
iC
Let us write ιn : Infne E∨ ↪→ E∨. The composition
C ×S Infne E∨ C ×S E ×S E∨ E ×S E∨∆C×ιn
prE×E∨
coincides with iC × ιn. Thus, we have an isomorphism of OS-modules
Ln|C := i∗CLn = (prC)∗(iC × ιn)∗PE = (prC)∗(∆C × ιn)∗pr∗E×E∨PE
(∗)∼=
∼= (prC)∗(∆C × ιn)∗PEC = ∆∗CLn,EC
where we have used the compatibility of the Poincare´ bundle with base change in (*).
Composing this morphism with the morphism
triv∆C : ∆∗CLn,EC ∆∗Cϕ∗CLn,E′C = e∗Ln,E′C e∗Ln,EC ∼= (prC)∗OC×SInfne E∨
∆∗CΦϕ
∼ ∼
e∗Φϕ
(cf. Section 2.1.3) gives our trivialization along C
trivC : Ln|C ∼= ∆∗CLn,EC
triv∆C−→ (prC)∗OC×SInfne E∨ .
Here, Φϕ is an isomorphism since we have assumed ϕ∨ being e´tale, cf. Lemma 2.1.9.
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4.2 The infinitesimal splitting and p-adic theta functions
Let p be a fixed prime. In this section we apply the construction of the last section to
the subgroup given by the connected component Cn of the subgroup scheme E[pn] for
an elliptic curve E/SpecR with ordinary reduction over a p-adic ring R. Finally, this
will give trivializations of Ln along the formal completion of E along torsion sections.
Let R be a p-adic ring, i. e. R is complete and separated in its p-adic topology. An elliptic
curve E/S with S = SpecR will be said to have ordinary reduction if E ×S SpecR/pR
is fiber-wise an ordinary elliptic curve. Let Cn be the connected component of E[pn].
We define
ϕn : E  E/Cn
and note that its dual is e´tale since we assumed E/S to have ordinary reduction. Thus,
we are in a situation where we can apply the construction of the last section and obtain
isomorphisms
trivCm : Ln|Cm
∼→ (prCm)∗OCm×SInfne E∨ .
These trivializations along Cm are compatible with the canonical morphisms obtained
by restriction along
Cm
E
Cm+1
iCm
iCm+1
as well as with the transition maps of the geometric logarithm sheaves. Let Eˆ be the
formal completion of the elliptic curve with respect to the unit section e and
ιEˆ : Eˆ ↪→ E
the inclusion of the formal scheme Eˆ. Let us write Ln|Eˆ := (ιEˆ)∗Ln. The inclusions
Cm ↪→ Eˆ induce an isomorphism of formal schemes lim−→mCm
∼→ Eˆ. We define the
following isomorphism of OEˆ-modules
trivEˆ : Ln|Eˆ = lim←−
m
i∗CmLn lim←−
m
(prCm)∗OCm×SInfne E∨ = OEˆ ⊗OS OInfne E∨ .
lim←− trivCm
∼
Since trivEˆ is compatible with transition maps, we obtain
trivEˆ : lim←−n Ln|Eˆ OEˆ⊗ˆOSOEˆ∨ .
lim←−n trivEˆ
∼
For s ∈ E[N ](S) and (N, p) = 1 we have isomorphisms
T ∗s Ln ∼→ Ln
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which are compatible with transition maps. Restricting this isomorphism to Eˆ and
applying trivEˆ gives:
(T ∗s Ln)|Eˆ
∼→ Ln|Eˆ
∼→ OEˆ ⊗OS OInfne E∨ (4.1)
and passing to the limit
lim←−
n
(T ∗s Ln)|Eˆ
∼→ OEˆ⊗ˆOSOEˆ∨ .
If we denote by Eˆs the completion of E along the torsion section s and observe that
translation by s induces a commutative diagram
Eˆs E
Eˆ E,
ιEˆs
ιEˆ
∼= Ts
we can rewrite the above isomorphism (4.1) as
trivEˆs : Ln|Eˆs
∼→ OEˆ ⊗OS OInfne E∨ .
Definition 4.2.1. Let p be fixed and E/S an ordinary elliptic curve over a p-adic ring.
Let N,D > 1 such that N,D, p are pairwise coprime. For e 6= s ∈ E[N ](S) define
Dϑs ∈ Γ
(
Eˆ × Eˆ∨,OEˆ×SEˆ∨ ⊗OS ωE/S
)
as the image of (
lDn |Eˆs
)
n≥0 ∈ Γ
(
Eˆs, lim←−
n
Ln|Eˆs ⊗S ωE/S
)
under
trivEˆs ⊗ idω : lim←−
n
Ln|Eˆs ⊗S ωE/S
∼→ OEˆ×SEˆ∨ ⊗OS ωE/S
We call Dϑs the p-adic theta function associated with UNs (sDcan).
Remark 4.2.2. In the first chapter we constructed real-analytic Eisenstein series via
the Poincare´ bundle. Later, we reformulated the construction ‘infinitesimally’ along
E × e ↪→ E ×E∨ in terms of the geometric logarithm sheaves. In this chapter we again
had the choice of formulating results either ’globally’ or ’infinitesimally’. We decided
to present only the ‘infinitesimal’ formulation of all constructions since this formulation
has the advantage of fitting better to our later application on the rigid syntomic real-
ization of the elliptic polylogarithm. The global formulation has the advantage of being
more symmetric. Thus, let us at least mention that what we did above is actually a
construction of an infinitesimal trivialization of the Poincare´ bundle for ordinary elliptic
curves
P|
Ê×E∨
∼→ O
Ê×E∨ .
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This trivialization allows us to associate a function on the formal completion of E ×E∨
to sections of the Poincare´ bundle. From this point of view, the name p-adic theta
function is justified for the above construction. In this sense Dϑt can be seen as the
theta function associated with the section UNs (sDcan).
Let us close this section with some results about the compatibility of the infinitesimal
trivialization of Ln with Φϕ where ϕ is the quotient isogeny associated with the canonical
subgroup.
Lemma 4.2.3. Let ϕ : E → E/C1 =: E′ the quotient map by the canonical subgroup. Let
ϕˆ be the induced map on the formal groups and let us denote by ϕ∨n : Infne (E′)∨ → Infne E∨
the restriction of ϕ∨ to the n-th infinitesimal neighbourhood. Then, the following diagram
commutes:
Ln|Eˆ
(
ϕ∗Ln,E′
)∣∣
Eˆ
OEˆ ⊗OS OInfne E∨ ϕˆ∗OEˆ′ ⊗OS OInfne (E′)∨
Φϕ|Eˆ
trivEˆ ϕˆ∗trivEˆ′
can⊗(ϕ∨n)#
Proof. Let C ′m−1 be the connected component of E′[pm−1] and ϕC′m−1 : E
′ → E′/C ′m−1.
Since the image of Cm under ϕ is C ′m−1, we can identify the composition
E E/C1 = E′ E′/C ′m−1 = E/Cm
ϕ
ϕC′
m−1
with the isogeny corresponding to the quotient ϕCm : E → E/Cm. By Lemma 2.1.9 we
have the following commutative diagram
Ln,E ϕ∗Ln,E′
ϕ∗CmLn,(E/Cm) ϕ∗ϕ∗C′m−1Ln,(E/Cm).
Φϕ
ΦϕCm
ϕ∗Φϕ
C′
m−1
This proves the commutativity of the left upper two squares in the following diagram:
∆∗CmLn,ECm ∆∗Cmϕ∗Ln,E′Cm (ϕ|Cm)
∗∆∗C′m−1Ln,(E′)C′m−1
e∗Ln,(E/Cm)Cm e∗Ln,(E/Cm)Cm (ϕ|Cm)∗e∗Ln,(E/Cm)C′
m−1
e∗Ln,ECm e∗Ln,E′Cm (ϕ|Cm)
∗e∗Ln,(E′)C′
m−1
OCm ⊗OS OInfne E∨ OCm ⊗OS OInfne (E′)∨ (ϕ|Cm)∗OC′m−1 ⊗OS OInfne (E′)∨
∆∗CmΦϕ
∆∗CmΦϕCm ∆
∗
Cm
ϕ∗Φϕ
C′
m−1
∼
(ϕ|Cm )∗∆∗C′
m−1
Φϕ
C′
m−1
∼
e∗Φϕ
e∗ΦϕCm
e∗ϕ∗Φϕ
C′
m−1
∼
(ϕ|Cm )∗e∗ΦϕC′
m−1
id⊗(ϕ∨n)#
∼= ∼=
can⊗id
∼=
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The commutativity of the lower left square is Lemma 2.1.9 (b). The squares in the right
column of the above diagram commute by the compatibility of the geometric logarithm
sheaves and the maps Φϕ with base change. Indeed, let us for example consider the
upper right square in the above diagram. The Cartesian diagram
E′Cm E
′
C′m−1
C ′m C ′m−1
id×(ϕ|Cm )
(ϕ|Cm )
induces a canonical isomorphism
Ln,E′Cm
∼→ (id× (ϕ|Cm))∗Ln,E′
C′
m−1
.
The compatibility of ΦϕC′
m−1
with base change can be expressed as the commutative
diagram
Ln,E′Cm (id× (ϕ|Cm))
∗Ln,E′
C′
m−1
ϕ∗C′m−1Ln,(E/Cm)Cm (id× (ϕ|Cm))
∗ϕ∗C′m−1Ln,(E/Cm)C′m−1 .
∼
Φϕ
C′
m−1
(id×(ϕ|Cm ))∗ΦϕC′
m−1
∼
If we pullback this diagram along (∆Cm)∗ϕ∗ and use the commutativity of
Cm ECm
E′ × Cm = E′Cm
C ′m−1 E′ × C ′m−1 = E′C′m−1 ,
∆Cm
ϕ|Cm
ϕ
id×ϕ|Cm
∆C′
m−1
we obtain the upper right square of the above big diagram. The commutativity of the
remaining squares follows in a similar way.
The left vertical composition in the above big diagram yields the isomorphism
triv∆Cm : ∆
∗
CmLn,ECm
∼→ OCm ⊗OS OInfne E∨ ,
while the vertical right composition gives (ϕ|Cm)∗triv∆C′
m−1
. Thus, we can rewrite the
above big diagram as
Ln,E |Cm
(
ϕ∗Ln,E′
) |Cm (ϕ|Cn)∗ (Ln,E′ |C′m−1)
OCm ⊗OS OInfne E∨ (ϕ|Cm)∗OCm ⊗OS OInfne E∨ .
(Φϕ)|Cm
trivCm
∼
(ϕ|Cn )∗trivC′
m−1
can⊗(ϕ∨n)#
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One easily checks compatibility with restriction Cm ↪→ Cm+1 and passing to the limit
gives the desired diagram
Ln,E |Eˆ
(
ϕ∗Ln,E′
) |Eˆ (ϕ|Eˆ)∗ (Ln,E′ |Eˆ′)
OEˆ ⊗OS OInfne E∨ (ϕ|Eˆ)∗OEˆ′ ⊗OS OInfne E∨ .
(Φϕ)|Eˆ
trivEˆ
∼
(ϕ|Eˆ)∗trivEˆ′
can⊗(ϕ∨n)#
Finally, let us remark that we cannot directly trivialize L†n via the same construction.
The reason is that Φ†ϕ is not an isomorphism for ϕ : E → E/Cn since ϕ : E → E/Cn is
not e´tale for n ≥ 1. But we already know that L†1 is the pushout of L1. This allows us
at least to construct an infinitesimal trivialization of the first geometric logarithm sheaf
triv†
Eˆ
: L†1
∣∣∣
Eˆ
∼→ OEˆ ⊗OS OInf1e E†
via pushout. This, combined with the canonical map
D† : L†n → TSymn L†1 ,
is often enough for our purposes. As immediate corollary of the above lemma we obtain:
Corollary 4.2.4. Let ϕ : E → E/C1 =: E′ be the quotient map by the canonical
subgroup. The map ϕ induces morphisms ϕˆ : Eˆ → Eˆ′ and ϕ† : (E′)† → E†. Let
us denote by ϕ†1 : Inf1e(E′)† → Inf1e E† the restriction of ϕ† to the first infinitesimal
neighbourhood. Then, the following diagram commutes:
L†1|Eˆ
(
ϕ∗L†1,E′
)∣∣∣
Eˆ
OEˆ ⊗OS OInf1e E† ϕˆ∗OEˆ′ ⊗OS OInf1e(E′)†
Φ†ϕ|Eˆ
triv†
Eˆ
ϕˆ∗trivEˆ′
can⊗(ϕ∨1 )#
Proof. This follows immediately from Lemma 4.2.3.
We define the isomorphism
ˆsplit : (TSymnOE L1)|Eˆ → OEˆ ⊗OS
(
n⊕
k=0
TSymkOS ωE∨/S
)
as the composition of
(TSymnOE L1)
∣∣∣
Eˆ
TSymnOEˆ
(
OEˆ ⊗OS OInf1e ωE∨/S
)trivEˆ
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with the canonical isomorphisms:
OEˆ ⊗OS TSymnOS
(
OS ⊕ ωE∨/S
)
= OEˆ ⊗OS TSymnOS
(
OS ⊕ ωE∨/S
) ∼=
∼= OEˆ ⊗OS
(
n⊕
k=0
TSymkOS ωE∨/S ⊗OS TSym
n−kOS
)
∼=
∼= OEˆ ⊗OS
(
n⊕
k=0
TSymkOS ωE∨/S
)
.
We can define in the same way the isomorphism
ˆsplit† : (TSymnOE L
†
1)|Eˆ → OEˆ ⊗OS
(
n⊕
k=0
TSymkOS H
)
. (4.2)
4.3 The infinitesimal splitting for the universal trivialized
elliptic curve
Let E/S = SpecR be an elliptic curve over a p-adic ring R. A trivialization of E is an
isomorphism
β : Eˆ ∼→ Ĝm,S
of formal groups over R. For N ≥ 1 a natural number coprime to p, a trivialized
elliptic curve with Γ(N)-level structure is a triple (E, β, αN ) consisting of an ellip-
tic curve E/S a rigidification β and a level structure αN : (Z/NZ)2S
∼→ E[N ]. Let
(Etriv, β, αN ) be the universal trivialized elliptic curve with Γ(N)-level structure over
M triv = SpecV (Zp,Γ(N)). For more details we refer to [Kat76, Ch. V]. The ring
V (Zp,Γ(N)) will be called ring of generalized p-adic modular forms.
4.3.1 The unit root decomposition
Let us recall the definition of the unit root decomposition. Dividing Etriv by its canonical
subgroup C, again gives a trivialized elliptic curve
(E′ = Etriv/C, β′, α′N )
with Γ(N)-level structure over SpecV (Zp,Γ(N)). The corresponding morphism
Frob : V (Zp,Γ(N))→ V (Zp,Γ(N))
classifying this quotient will be called Frobenius morphism of V (Zp,Γ(N)). In particular,
the quotient map Etriv → E′ = Etriv/C induces a Frob-linear map
F : Frob∗H1dR
(
Etriv/M triv
)
= H1dR
(
E′/M triv
)
→ H1dR
(
Etriv/M triv
)
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which is easily seen to respect the Hodge filtration
0 ωEtriv/Mtriv H1dR
(
Etriv/M triv
)
ω∨(Etriv)∨/Mtriv 0.
Further, the induced Frob-linear endomorphism of ω∨(Etriv)∨/Mtriv is bijective while the
induced Frob-linear map on ωEtriv/Mtriv is divisible by p. This induces a decomposition
H1dR
(
Etriv/M triv
)
= ωEtriv/Mtriv ⊕ U (4.3)
where U ⊆ H1dR
(
Etriv/M triv
)
is the unique F -invariant OMtriv-submodule on which F
is invertible. U is called the unit root space and (4.3) is called unit root decomposition.
The unit root decomposition induces via the Deligne pairing
H1dR
(
(Etriv)∨/M triv
)
×H1dR
(
Etriv/M triv
)
→ OMtriv
a decomposition
H = H1dR
(
(Etriv)∨/M triv
) ∼→ ω(Etriv)∨/Mtriv ⊕ V
where ω(Etriv)∨/Mtriv
∼→ U∨ and V ∼→ ω∨Etriv/Mtriv . Note that the dual of the Frobenius
F∨ : H → Frob∗H
respects the above decomposition. It is invertible on ω(Etriv)∨/Mtriv and divisible by p on
the subspace V .
4.3.2 The Frobenius lift
Let ϕ : Etriv → E′ = Etriv/C be the quotient of the universal trivialized elliptic curve
by its canonical subgroup. We have the following commutative diagram
Etriv E′ Etriv
M triv M triv
ϕ
pi y
F˜rob
piE′ pi
Frob
(4.4)
Let us define
φ := F˜rob ◦ ϕ : Etriv → Etriv.
Then, φ gives us a canonical lift of the absolute Frobenius morphism. We can define a
canonical OEtriv-linear map
Ψ† : L†n → φ∗L†n
as follows. We have a canonical isomorphism F˜rob
∗L†n,Etriv ∼= L†n,E′ by the Cartesian
diagram in (4.4) and the compatibility of the geometric logarithm sheaves with base
change. Combining this with the morphism
Φϕ : L†n → ϕ∗L†n,E′
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gives
Ψ† : L†n → ϕ∗L†n,E′ ∼= ϕ∗F˜rob
∗L†n = φ∗L†n.
Since both maps F˜rob
∗L†n,Etriv ∼= L†n,E′ and Φϕ are horizontal, we deduce that Ψ† is
horizontal for the canonical M triv-connections on both sides. In the same way we obtain
Ψ : Ln → φ∗Ln.
The map Ψ is invertible since Φϕ is an isomorphism. Let us define
Φ : φ∗Ln → Ln (4.5)
as the inverse of Ψ. The map Ψ† : L†n → φ∗L†n will be important for the p-adic realization
since it induces a canonical Frobenius structure on L†n.
4.3.3 Tensor symmetric powers of the geometric logarithm sheaves
We have already observed that we cannot trivialize L†n along Eˆ in the same way as Ln
since ϕ : Etriv → E′ is not e´tale. But the fact that L†1 is the pushout of L1 allows us to
define a trivialization of L†1. Since V (Zp,Γ(N)) is flat over Zp, the canonical map
L†n → TSymn L†1
is injective. And we can split TSymn L†1 via the isomorphism
ˆsplit† : (TSymnOE L
†
1)|Eˆ → OEˆ ⊗OMtriv
(
n⊕
k=0
TSymkOMtriv H
)
.
defined in (4.2). The above injection combined with this splitting is sufficient to describe
many constructions of the geometric logarithm sheaves on the universal trivialized elliptic
curve explicitly. The trivialization β gives us a canonical generator ω := β∗
(
dT
(1+T )
)
of
ωEtriv/Mtriv . Let us define a generator u ∈ U by the normalization 〈ω, u〉 = 1. The
dual basis u∨, ω∨ gives us generators of H = H1dR
(
Etriv/M triv
)∨. Let us observe that
[u]∨ generates the submodule ω(Etriv)∨/Mtriv , while [ω]∨ generates the submodule V of
H. Using the basis [u]∨, [ω]∨ of H, we define
ωˆ[k,l] := ( ˆsplit†)−1
[(
[u]∨
)[k] · ([ω]∨)[l]] k + l ≤ n.
Then, (ωˆ[k,l])k+l≤n gives us a basis for
(
TSymn L†1
)
|Eˆ . We have the following explicit
description of the Frobenius structure on L†n under the canonical inclusion:
Lemma 4.3.1. The OEtriv-linear map(
TSymn L†1
)
|Eˆ → φ∗
(
TSymn L†1
)
|Eˆ
induced by Ψ : L†1 → φ∗L†1 is explicitly given by
ωˆ[k,l] 7→ pl · φ∗
(
ωˆ[k,l]
)
.
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Proof. Since the map in the statement is induced from the case n = 1 by applying TSym,
it is enough to prove the statement in the case n = 1. The generators ωˆ[0,0],ωˆ[1,0] = [u]∨
and ωˆ[0,1] = [ω]∨ are induced via the infinitesimal trivialization
TSym1 L†1|Eˆ = L†1|Eˆ
∼→ OEˆ ⊕ pi∗EˆH.
It follows from Corollary 4.2.4 that Ψ maps ωˆ[0,0] to φ∗(ωˆ[0,0]) and coincides on pi∗
Eˆ
H
with the dual of the Frobenius:
pi∗
Eˆ
(F∨) : pi∗
Eˆ
H → pi∗
Eˆ
Frob∗H = φ∗H.
This map sends [u]∨ to φ∗([u]∨) and [ω]∨ to p · φ∗([ω]∨), which can be deduced as in
[BK10a, §4.3, p.22].
Let us now give an explicit description of the connection on TSymn L†1|Eˆ via the in-
finitesimal splitting:
Lemma 4.3.2. Let ∇TSym be the M triv-connection on TSymn L†1 induced from the M triv-
connection on L†1. Then,
∇TSym
(
ωˆ[k,l]
)
= (l + 1)ωˆ[k,l+1] ⊗ ω ∈ Γ(Eˆ,TSymn L†1|Eˆ ,⊗OEˆ Ωˆ1Eˆ/Mtriv).
Proof. For simplicity, let us write E for Etriv during the proof. Let us first prove the
following:
Claim: Let s : L1|Eˆ
∼→ OEˆ ⊕ pi∗EˆωE∨/Mtriv be any splitting of the short exact sequence
0 pi∗
Eˆ
ωE∨/Mtriv L1|Eˆ OEˆ 0
and define s† : L†1|Eˆ
∼→ OEˆ ⊕ pi∗EˆH via pushout. Then,
OEˆ ⊕ pi∗EˆH
∼→ L†1|Eˆ
∇|Eˆ→ L†1|Eˆ ⊗ Ωˆ1Eˆ/Mtriv
∼→
(
OEˆ ⊕ pi∗EˆH
)
⊗ Ωˆ1
Eˆ/Mtriv
pr

pr

(
OEˆ ⊕ pi∗Eˆω∨E/Mtriv
)
⊗ Ωˆ1
Eˆ/Mtriv
∼→ Ωˆ1
Eˆ/Mtriv
⊕
(
Ωˆ1
Eˆ/Mtriv
)∨ ⊗ Ωˆ1
Eˆ/Mtriv
does not depend on the chosen splitting. Furthermore, this map is explicitly given by
(1, 0) 7→
(
0, idΩˆ1
Eˆ/Mtriv
)
.
Let us first prove this claim. For independence of s, let s1 and s2 be two such splittings.
Since s†1 and s
†
2 are defined via pushout and since we have a canonical decomposition
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H ∼= ωE∨/Mtriv ⊕ V , we get a commutative diagram
OEˆ ⊕ pi∗EˆωE∨/Mtriv ⊕ pi∗EˆV
L†1|Eˆ = L1|Eˆ ⊕ pi∗EˆV
OEˆ ⊕ pi∗EˆωE∨/Mtriv ⊕ pi∗EˆV
·
id 0 0f id 0
0 0 id

s†1
s†2
for some f ∈ HomOEˆ (OEˆ , pi∗EˆωE∨/Mtriv). From this we obtain
∇L†1
(
(s†1)−1 (1, 0, 0)
)
−∇L†1
(
(s†2)−1 (1, 0, 0)
)
=
∇L†1
(
(s†2)−1 (1, f(1), 0)
)
−∇L†1
(
(s†2)−1 (1, 0, 0)
)
=
=∇L†1 (i(f(1))) ∈ Γ(Eˆ, pi
∗
Eˆ
ωE∨/Mtriv ⊗OEˆ Ωˆ1Eˆ/Mtriv)
where i : pi∗
Eˆ
ωE∨/Mtriv ↪→ pi∗EˆH. But this is contained in the kernel of the quotient map(
OEˆ ⊕ pi∗EˆH
)
⊗ Ωˆ1
Eˆ/Mtriv
pr

(
OEˆ ⊕ pi∗Eˆ
(
ωE/Mtriv
)∨)⊗ Ωˆ1
Eˆ/Mtriv
which is induced by the Hodge filtration. This shows the independence of the chosen
infinitesimal splitting. It remains to show that the map in the above claim maps (1, 0) ∈
OEˆ ⊕ pi∗EˆH to
(
0, idΩˆ1
Eˆ/Mtriv
)
. We can show this after passing to some finite e´tale cover
T →M triv of the base. Thus, we may assume, at least after some finite e´tale base change,
that there exists some t ∈ U(M triv) where U = E\{e(M triv)}, e.g. take e 6= t ∈ E[D](T )
for D prime to p and T finite e´tale over M triv. Translation by t induces an isomorphism
Eˆ
∼→ Eˆt
between the completion at e and the completion at t. Using this isomorphism and the
Katz splitting1 for L1, induces another infinitesimal splitting
sκ : L1|Eˆ
∼→ L1|Eˆt = (L1|U )|Eˆt
κ|Eˆt∼→ OEˆt ⊕ pi∗EˆtωE∨/Mtriv
∼→ OEˆ ⊕ pi∗EˆωE∨/Mtriv .
For this particular splitting it follows from
∇L†1(κL(1, 0)) = Id H = ω ⊗ [ω]
∨ + η ⊗ [η]∨
1 For the construction of the Katz splitting we had to assume that 6 is invertible on the base. So for
p = 2, 3 a minor modification in the proof is necessary. V (Zp,Γ(N)) is flat over Zp thus we can prove
the explicit formula in the claim after tensorizing with Qp and proceed as above.
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that
(1, 0) 7→ (0, ω ⊗ ω∨) = (0, idΩ1
Eˆ/M
)
under the map in the claim.
Let us now come to the proof of the lemma. The M triv-connection on TSymn L†1 is
induced by the M triv-connection on L†1. Thus, we can reduce the proof of the lemma to
the case n = 1 and we have to prove ∇L†1(ωˆ
[0,0]) = ωˆ[1,0] ⊗ ω and
∇L†1(ωˆ
[0,1]) = 0 = ∇L†1(ωˆ
[1,0]).
The last two equalities hold since ∇L†1 coincides with the pullback of the trivial M
triv-
connection on H. Let us show ∇L†1(ωˆ
[0,0]) = ωˆ[1,0] ⊗ ω. We already know that
∇L†1(ωˆ
[0,0]) ∈ Γ(Eˆ, pi∗
Eˆ
H⊗OEˆ Ωˆ1Eˆ/Mtriv)
since the connection and the splitting are both compatible with the extension structure
of L†1. Thus, we make the following ansatz:
∇L†1(ωˆ
[0,0]) = f1[u]∨ ⊗ ω + f2[ω]∨ ⊗ ω
for f1, f2 ∈ Γ(Eˆ,OEˆ). By the above claim we already know f2 = 1. It remains to show
f1 = 0 but this is easily deduced from the fact that ∇L†1 is compatible with the Frobenius
structure. The horizontality of
Ψ : L†1 → φ∗L†1
expresses, using Corollary 4.2.4, as
f1φ
∗(ωˆ[1,0])⊗ ω + p · φ∗(ωˆ[0,1])⊗ ω = φ∗(ωˆ[1,0])⊗ φ∗(f1ω) + φ∗(ωˆ[0,1])⊗ φ∗(ω).
Using φ∗(ω) = pω, this equation reduces to
f1ω = φ∗(f1ω).
If f1 6= 0, there exists a minimal r ≥ 0 with f1 ∈ prOEˆ . But on the other hand we have
φ∗(f1ω) ∈ pr+1Ωˆ1Eˆ/Mtriv . This is in contradiction to the equation f1ω = φ∗(f1ω) and the
minimality of r. Thus, we conclude f1 = 0 and obtain
∇L†1(ωˆ
[0,0]) = ωˆ[0,1] ⊗ ω
as desired.
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4.4 Real analytic Eisenstein series as p-adic modular forms
As explained in the introduction to this chapter, Katz defines p-adic variants of real
analytic Eisenstein series via the unit root decomposition on the universal trivialized
elliptic curve. For simplicity let us write E for Etriv and M for M triv in this section. In
Section 2.4, we have defined
DTE
k,r+1
(a,b) ∈ Γ
(
M,TSymkOM H⊗OM ω
⊗(r+1)
E/M
)
.
We use these classes and the unit root decomposition in order to construct generalized
p-adic modular forms. Let us use our chosen autoduality isomorphism
TSymkOM H⊗OM ω
⊗(r+1)
E/M
∼→ TSymkOM H
1
dR (E/M)⊗OM ω⊗(r+1)E/M
in this section. The trivialization β gives a canonical generator ω := β∗
(
dT
1+T
)
of ωE/M .
Definition 4.4.1. Let E/M be the universal trivialized elliptic curve with Γ(N)-level
structure. For (0, 0) 6= (a, b) ∈ (Z/NZ)2 define
DEk,r+1(a,b) ∈ V (Zp,Γ(N)) = Γ(M,OM )
as the image of
DTE
k,r+1
(a,b) ∈ Γ
(
M,TSymkOM H
1
dR (E/M)⊗OM ω⊗(r+1)E/M
)
under
TSymkOM H
1
dR (E/M)⊗OM ω⊗(r+1)E/M → TSymkOM ωE/M ⊗OM ω
⊗(r+1)
E/M
∼→ OM
where the last isomorphism is given by
TSymkOM ωE/M ⊗OM ω
⊗(r+1)
E/M
∼→ OM , ω[k] ⊗ ω⊗(r+1) 7→ 1.
Katz defines generalized p-adic modular forms 2Φk,r,f ∈ V (Zp,Γ(N)) for k, r ≥ 1 and
f : (Z/NZ)2 → Zp. For the precise definition we refer to [Kat76, §5.11]. Essentially, he
applies the differential operator
Θ : SymkH1dR (E/M)→ SymkH1dR (E/M)⊗OM Ω1M/Zp ↪→ Symk+2H1dR (E/M)
obtained by Gauss–Manin connection and Kodaira–Spencer isomorphism to classical
Eisenstein series and finally uses the unit root decomposition in order to obtain p-adic
modular forms. We have the following comparison result.
Proposition 4.4.2. We have the following equality of p-adic modular forms:
DEk,r+1(a,b) = 2N−k
[
D2Φr,k,δ(a,b) −Dr+1−kΦr,k,δ(Da,Db)
]
where δ(a,b) is the function on (Z/NZ)2 with δ(a,b)(a, b) = 1 and zero else.
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Proof. Let us start with recalling the definition of Katz [Kat76, Lemma 5.11.4]: Let f
be a Zp-valued function on (Z/NZ)2. Let 2Gk,0,f be the algebraic Eisenstein series of
level Γ(N) defined in [Kat76, Theorem 3.6.9]. Let us for a moment assume the following
setup: Let E/S be an elliptic curve with level N -structure and S → T be a smooth
morphism. Let us further assume that the Kodaira–Spencer map
ω⊗2E/S → Ω1S/T
is an isomorphism. For k ≥ r ≥ 1 define
2φk,r,f ∈ Γ
(
S, Symk+r+1H1dR (E/S)
)
as the image of 2Gk+1−r,0,f under
(N ·Θ)◦r : ω⊗(k+1−r)E/S → Symk−rH1dR (E/S)→ Symk+r+1H1dR (E/S) .
For r ≥ k ≥ 1 define 2φk,r,f as the image of 2Gr+1−k,0,fˆ under Nk · Θ◦k where fˆ is the
symplectic Fourier transformation as in [Kat76, p. 3.0.1]2. If we apply this construc-
tion to the universal trivialized elliptic curve with level N -structure, we can describe
the p-adic modular forms 2Φk,r,f of Katz as the image of 2φk,r,f under the unit root
decomposition:
Symk+r+1H1dR (E/M) ω
⊗(k+1+r)
E/M
∼→ V (Zp,Γ(N)) .
In order to compare φk,r,f to DTE
k,r+1
(a,b) we have to embed both Sym
k+r+1H1dR (E/M)
and TSymk⊗ω⊗(r+1)E/M into TSymk+r+1H1dR (E/M). For the moment, let us write H1dR
for H1dR (E/M). Since V (Zp,Γ(N)) is flat over Zp, the canonical map
Sym•H1dR (E/M) ↪→ TSym•H1dR (E/M) (4.6)
is a monomorphism. Consider the following commutative diagram:
Symk+r+1H1dR Symk+r+1 ωE/M V (Zp,Γ(N))
TSymk+r+1H1dR TSymk+r+1 ωE/M V (Zp,Γ(N))
TSymkH1dR ⊗ TSymr+1 ωE/M TSymk ωE/M ⊗ TSymr+1 ωE/M V (Zp,Γ(N))
TSymkH1dR ⊗ ω⊗(r+1)E/M TSymk ωE/M ⊗ ω
⊗(r+1)
E/M V (Zp,Γ(N))
∼
·(k+r+1)
∼
k!r!mult
∼
k!r! ·(k+r+1)!
∼=
∼
∼=
2 Katz works with a Γ(N)arith-level structure which is probably the better choice. But in order to
be consistent with the previous chapters we keep to our choice of a Γ(N)-level structure. Anyway,
for our applications N is always invertible on the base and in this case there is not much difference
between a Γ(N) and a Γ(N)arith-structure. This leads to minor modifications, e.g. the appearance of
symplectic Fourier transforms instead of transposition cf. the discussion in [Kat76, §2.0, §3.6, ] and
[Kat76, Lemma3.2.4].
131
4 P -adic interpolation of Eisenstein–Kronecker series via p-adic theta functions
Here, all isomorphisms are induced by identifying the canonical generators, i. e. ω⊗k,
ω[k] resp. 1, of the free V (Zp,Γ(N))-modules ω⊗kE/M , TSym
k ωE/M resp. V (Zp,Γ(N)).
All epimorphisms are induced by the unit root decomposition and all monomorphisms
are induced by (4.6). To check the commutativity of the diagram is straightforward.
The image of
2N−k
[
D2φk,r,δ(b,a) −Dr+1−kφk,r,δ(Db,Da)
]
(4.7)
under the upper horizontal map gives the p-adic modular form in the right hand side of
the statement. The image of DTE
k,r+1
(a,b) under the lower horizontal map gives the p-adic
modular form in the left hand side of the statement. Thus, by the commutativity of the
diagram it is enough to show the equality of (4.7) and DTE
k,r+1
(a,b) in TSym
k+r+1H1dR.
Let us denote by
i1 : Symk+r+1H1dR ↪→ TSymk+r+1H1dR
and
i2 : TSymkH1dR ⊗ ω⊗(r+1)E/M ↪→ TSymk+r+1H1dR
the inclusions in the above diagram. The construction of DTE
k,r+1
(a,b) is compatible with
arbitrary base change. As we have indicated above, the construction of Katz via the
Gauss–Manin connection works whenever the Kodaira–Spencer map is an isomorphism.
Since Gauss–Manin connection and Kodaira–Spencer map are compatible with base
change, we are reduced to check the equality
i1
(
2N−k
[
D2φr,k,δ(a,b) −Dr+1−kφr,k,δ(Da,Db)
])
= i2(DTE
k,r+1
(a,b) )
on the universal elliptic curve with Γ(N)-level structure. By the usual argument we are
reduced to show this equality after analytification. Thus, it is enough to show that the
corresponding C∞-modular forms obtained via the Hodge decomposition coincide. The
C∞-modular form associated with
2φk,r,f
is according to Katz [Kat76, pp. 3.6.5, 3.0.5] given by
(2φk,r,f )an = (2Gk+r+1,−r,f )an = (−1)k+r+1k!
((
N
A(τ)
)r
ζk+r+1
(
k − r + 1
2 , 1, τ, f
))
where ζk+r+1 is the Epstein zeta function obtained by analytic continuation of
ζk(s, 1, τ, f) = N2s
∑
(0,0) 6=(n,m)
f(n,m)
(mτ + n)k|mτ + n|2s−k , Re(s) > 1. (4.8)
The Eisenstein–Kronecker series e∗k,r+1( aN τ +
b
N , 0) appearing in the description of the
C∞-modular form DTEk,r+1(a,b) can be defined as
e∗k,r+1( aN τ +
b
N , 0)
A(τ)kk! =
K∗k+r+1( aN τ +
b
N , 0, r + 1, τ)
A(τ)kk!
F.E.=
=
K∗k+r+1(0, aN τ +
b
N , k + 1, τ)
A(τ)rr!
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with the Eisenstein–Kronecker–LerchK∗k(0, aN τ+
b
N , s, τ) series which is given by analytic
continuation of
K∗k
(
0, a
N
τ + b
N
, s, τ
)
:=
∑
(0,0) 6=(m,n)
(mτ¯ + n)k
|mτ + n|2s exp
(
2piima− nb
N
)
. (4.9)
Comparing (4.8) and (4.9) shows
K∗k
(
0, a
N
τ + b
N
, s+ k2 , τ
)
= N1−2sζk(s, 1, τ, δˆ(a,b)). (4.10)
Using this, we compute
N−k(2φk,r,δˆa,b)
an = N−k(−1)k+r+1k!
(
N
A(τ)
)r
ζk+r+1(
k − r + 1
2 , 1, τ, δˆa,b) =
= N−k(−1)k+r+1k!
(
N
A(τ)
)r
Nk−rK∗k+r+1(0, s, k + 1; τ) =
= (−1)k+r+1k!r! e
∗
k,r+1
A(τ)kk!
Finally, let us recall from [Kat76] the identity φk,r,f = φr,k,fˆ . Now, the analytic identity
N−k
[
D2
(
2φr,k,δa,b
)an −Dr+1−k (2φr,k,δDa,Db)an] =
=(−1)k+r+1k!r!
[
D2
e∗k,r+1(s, 0)
A(τ)kk! −D
r+1−k e
∗
k,r+1(Ds, 0)
A(τ)kk!
]
proves the desired algebraic identity on the universal elliptic curve and thereby the
proposition.
4.5 p-adic interpolation of Eisenstein–Kronecker series via
p-adic theta functions
Let (Etriv/M triv, β, αN ) be the universal trivialized elliptic curve with Γ(N)-level struc-
ture. Katz’ construction of the p-adic measure interpolating the p-adic modular forms
Φk,r,f consists essentially in checking the predicted congruences among the Φk,r,f on the
Tate curve by using the q-expansion principle for p-adic modular forms. On the other
hand, the very definition of the moduli problem for trivialized elliptic curves includes an
isomorphism
β : Ĝm,V (Zp,Γ(N))
∼→ Eˆtriv.
The Amice transform
Γ
(
R,OĜm,R⊗ˆOĜm,R
) ∼→ Meas(Z2p, R)
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between functions on the formal group Ĝm,R× Ĝm,R and R-valued measures for a p-adic
ring R suggests a construction of Katz’ Eisenstein measure via functions on the formal
completion of Etriv×Etriv. The aim of this section will be to show that the p-adic theta
function Dϑsa,b corresponds to a two-variable p-adic measure with values in generalized
p-adic modular forms interpolating the p-adic modular forms (DEk,r+1(a,b) )k,r.
Let R be a p-adic ring. A p-adic measure on a pro-finite Abelian group G is an R-
linear continuous map C(G,R)→ R, where C(G,R) denotes the R-module of R-valued
continuous functions on G. Let us write Meas(Z2p, R) for the set of all R-valued measures
on Z2p.
Proposition 4.5.1. Let R be a p-adic ring. There is an isomorphism
Γ
(
R,OĜm,R⊗ˆOĜm,R
) ∼→ Meas(Z2p, R), f 7→ µf
which is uniquely characterized by∫
Zp×Zp
xaybdµf (x, y) = ∂◦a1 ∂◦b2 f
∣∣∣
T1=T2=0
where T1, T2 are the coordinates of Ĝm,R× Ĝm,R and ∂1 = (1 +T1) ∂∂T1 , ∂2 = (1 +T2) ∂∂T2
are the invariant derivatives associated with the coordinates. The inverse is given by
µ 7→ Aµ(T1, T2) :=
∫
Zp×Zp
(1 + T1)x(1 + T2)ydµ(x, y)
and will be called Amice transform of the measure µ.
Proof. For a proof see e.g. [Hid93, §3.7., Theorem 1]
Let us use our autoduality λ and the trivialization β to obtain an isomorphism
Eˆtriv × (Eˆtriv)∨ ∼→ Ĝm,Mtriv × Ĝm,Mtriv
of formal groups. Here, the products are taken in the category of formal schemes over
M triv. Let us denote the coordinates on Ĝm,Mtriv ×Mtriv Ĝm,Mtriv by T1 and T2 and let
us use the canonical generator ω = β∗ dT1+T of ωEtriv/Mtriv to obtain the isomorphism
ωEtriv/Mtriv
∼→ OMtriv .
Definition 4.5.2. For e 6= s ∈ Etriv[N ](M triv) let us write
Dϑs(T1, T2) ∈ V (Zp,Γ(N)) JT1, T2K = Γ(M triv,OĜm,Mtriv ⊗ˆOMtrivOĜm,Mtriv
)
for the image of Dϑs under the isomorphism
OEˆtriv×(Eˆtriv)∨ ⊗OMtriv ωEtriv/Mtriv
∼→ OĜm,Mtriv ⊗ˆOMtrivOĜm,Mtriv
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induced by the trivialization β and the generator ω. Let
µEisD,s ∈ Meas
(
Zp × Zp, V (Zp,Γ(N))
)
be the p-adic measure having the p-adic theta function Dϑs as Amice transform. The
measure µEisD,s will be called D-variant of the p-adic Eisenstein–Kronecker measure.
Indeed, the measure µEisD,s has the p-adic Eisenstein series DEk,r+1(a,b) as moments:
Theorem 4.5.3. For e 6= s ∈ Etriv[N ](M triv) corresponding to (0, 0) 6= (a, b) via α we
have
∂◦r1 ∂
◦k
2 Dϑs(T1, T2)
∣∣∣
T1=T2=0
= DEk,r+1(a,b)
where T1, T2 are the coordinates on Ĝm,R× Ĝm,R and ∂1 = (1+T1) ∂∂T1 , ∂2 = (1+T2) ∂∂T2
are the invariant derivatives associated with the coordinates. Stated differently,∫
Zp×Zp
xkyrdµEisD,s(x, y) = DEk,r+1(a,b) .
Proof. Let us simply write E for Etriv and M for M triv in the following proof. Denote
by dEˆ and dEˆ∨ the universal continuous derivations on the formal groups Eˆ and Eˆ∨, i. e.
dEˆ : OEˆ → Ωˆ1Eˆ/Mtriv ∼= ωE/Mtriv ⊗OMtriv OEˆ
and
dEˆ∨ : OEˆ∨ → Ωˆ1Eˆ∨/Mtriv ∼= ωE∨/M ⊗OM OEˆ∨ .
Since dEˆ and dEˆ∨ are OM -linear, we get differential operators
dEˆ : OEˆ×Eˆ∨ ⊗OM ω⊗iE/M ⊗OM ω⊗jE∨/M OEˆ×Eˆ∨ ⊗OM ω
⊗(i+1)
E/M ⊗OM ω⊗jE∨/M
dEˆ⊗id
and similarly for dEˆ∨ . We can reformulate the statement of the theorem in the following
more intrinsic way
(eEˆ × eEˆ∨)∗
[
d◦r
Eˆ
d◦k
Eˆ∨ Dϑ
]
= (u× idωr+1)
(
DTE
k,r+1
(a,b)
)
∈ Γ(M,ω⊗kE∨/M ⊗ ω
⊗(r+1)
E/M ) (4.11)
where u is the map
u : TSymkH → TSymk ωE∨/M ∼→ ω⊗kE∨/M
induced by the unit root decomposition. Recall that we have constructed
ˆsplit : (TSymnOE L1)|Eˆ → OEˆ ⊗OM
(
n⊕
k=0
TSymkOM ωE∨/M
)
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and
ˆsplit† : (TSymnOE L
†
1)|Eˆ → OEˆ ⊗OM
(
n⊕
k=0
TSymkOM H
)
.
Let us write for the moment H[k] := TSymkOM H and ω
[k]
E∨/M := TSym
k
OM ωE∨/M . We
claim that the equality (4.11) follows once we have shown the commutativity of the
following diagram:
(T ∗s Ln)|Eˆ
(
T ∗s L†n
)∣∣∣
Eˆ
(
T ∗s L†n ⊗OE (Ω1E/M )⊗r
)∣∣∣
Eˆ
Ln|Eˆ L†n
∣∣∣
Eˆ
(
L†n ⊗OE (Ω1E/M )⊗r
)∣∣∣
Eˆ
(
TSymnOE L1
)
|Eˆ
(
TSymnOE L
†
1
)
|Eˆ
[(
TSymnOE L
†
1
)
⊗OE Ω1E/M
]
|Eˆ
OEˆ ⊗OM
(
n⊕
k=0
ω
[k]
E∨/M
)
OEˆ ⊗OM
(
n⊕
k=0
H[k]
)
OEˆ ⊗OM
(
n⊕
k=0
H[k] ⊗ ω⊗rE/M
)
OEˆ ⊗OM
(
n⊕
k=0
ω
[k]
E∨/M
)
OEˆ ⊗OM
(
n⊕
k=0
ω
[k]
E∨/M
)
OEˆ ⊗OM
(
n⊕
k=0
ω
[k]
E∨/M ⊗ ω⊗rE/M
)
transs
T ∗s∇◦rL† |Eˆ
trans†s|Eˆ (trans†s⊗id)|Eˆ
D|Eˆ
∇◦rL† |Eˆ
D†|Eˆ (D⊗id)|Eˆ
ˆsplit
∇TSym
ˆsplit† F ˆsplit†⊗id
id⊗u id⊗u⊗id
d◦r
Eˆ
All squares in the above diagram are easily seen to be commutative except the one
denoted by F. Before we prove the commutativity of F, let us explain how it proves
the theorem. Consider the composition of the upper horizontal maps followed by the
right vertical maps and tensor the resulting map with ⊗OMωE/M . The image of s∗lDn
under the pullback of this map along e gives (u × idωr+1)
(
DTE
k,r+1
(a,b)
)
. Since the lower
horizontal map of the diagram is dEˆ , it suffices in view of (4.11) to show that the left
horizontal map tensorized with ωE/M sends T ∗s lDn to
(
(idEˆ × e)∗
[
d◦k
Eˆ∨ Dϑs
])
. This again
follows from the following commutative diagram
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s∗lDn T ∗s Ln|Eˆ ⊗OM ωE/M
Ln|Eˆ ⊗ ωE/M
(
TSymn L1
)
|Eˆ ⊗ ωE/M
Dϑs OEˆ ⊗OM OInfne E∨ ⊗ ωE/M OEˆ ⊗OM TSymnOM (OInf1e E∨)⊗ ωE/M
(
(idEˆ × e)∗
[
d◦k
Eˆ∨ Dϑs
])n
k=0
OEˆ ⊗
n⊕
k=0
ω
[k]
E∨/M ⊗ ωE/M
∈
transs|Eˆ⊗id
D|Eˆ⊗id
trivEˆ TSym(trivEˆ)
ˆsplit⊗id∈ id⊗De⊗id
∼=
∈
where we have used Corollary 2.1.15 for
Dϑs 7→
(
(idEˆ × e)∗
[
d◦k
Eˆ∨ Dϑs
])n
k=0
.
It remains to show the commutativity ofF. It is enough to consider the case r = 1. The
general case follows by composing r times the following diagram. For r = 1 the diagram
F is: (
TSymn L†1
)
|Eˆ
[(
TSymn L†1
)
⊗OE Ω1E/M
]
|Eˆ
(
n⊕
k=0
pi∗
Eˆ
H[k]
) (
n⊕
k=0
pi∗
Eˆ
H[k]
)
⊗OEˆ Ωˆ1Eˆ/M
(
n⊕
k=0
pi∗
Eˆ
ω[k]
) (
n⊕
k=0
pi∗
Eˆ
ω[k]
)
⊗OEˆ Ωˆ1Eˆ/M
∇TSym
ˆsplit ˆsplit⊗id
u u
dEˆ
The commutativity of this diagram follows from the explicit formulas for ∇TSym given
in Lemma 4.3.2.
4.6 Restriction of the measure and the Frobenius morphism
As always when one has a p-adic measure µ on Zp having some sequence of interest as
moments, it is only possible to define the moment function
Zp 3 s 7→
∫
Z×p
〈x〉sdµ(x)
with 〈·〉 : Z×p = (1+pZp)×µp−1  (1+pZp) after restriction to Z×p . Let us consider again
the universal trivialized elliptic curve (Etriv/M triv, β, αN ) with Γ(N)-level structure. For
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e 6= s ∈ Etriv[N ](M triv) corresponding to (a, b) via the level structure we have defined
the p-adic measure µEisD,s. From Katz [Kat76, §6.3] and Proposition 4.4.2 we can easily
deduce ∫
Z×p ×Zp
f(x, y)dµEisD,s =
∫
Zp×Zp
f(x, y)dµEisD,s − Frob
∫
Zp×Zp
f(p · x, y)dµEisD,s.
Katz deduces this result by comparing the q-expansions of the moments of both sides.
In this section we sketch an alternative proof of this result. In some sense it can be seen
as a shadow of the distribution relation for the canonical section.
Let us define
µ
Eis,(p)
D,s := µ
Eis
D,s|Z×p ×Zp .
Sometimes it will be convenient to view µEis,(p)D,s as a measure on Zp × Zp which is
supported on Z×p × Zp. In particular, we use Proposition 4.5.1 to define Dϑ(p)s as the
Amice transform of µEis,(p)D,s . It is well-known how the Amice transform of a p-adic
measure behaves under the operation of restricting to Z×p . In the particular case of the
p-adic ring V (Zp,Γ(N)) this reads as:
Lemma 4.6.1. As before, let T1 and T2 be the coordinates of Ĝm,Mtriv×Ĝm,Mtriv. Define
R := V (Zp,Γ(N))⊗Zp Zp[µp] by adjoining the p-th roots of unity. Then,∑
ζ∈Ĝm,Mtriv [p](R)
Dϑs(ζ +Gˆm T1, T2) ∈ pOGˆm,R×Gˆm,R
and we have
Dϑ
(p)
s (T1, T2) = Dϑs(T1, T2)−
1
p
∑
ζ∈Ĝm,Mtriv [p](R)
Dϑs(ζ +Gˆm T1, T2).
Proof. [Sha87, §3.3, (7’)] or [Col04, §1.5.2].
The following result can be deduced from a slightly generalized version of the distribution
relation, see Remark 1.4.4.
Lemma 4.6.2. Let ϕ : Etriv → E′ := Etriv/C be the quotient of Etriv by its canonical
subgroup. Write R := V (Zp,Γ(N))⊗Zp Zp[µp] and let EtrivR and E′R be the base changes
of Etriv and E′ to SpecR. We have the following equation in Ln,EtrivR ⊗ Ω
1
Etriv/R:∑
τ∈C(R)
transτ
(
T ∗τ l
D
n,Etriv
)
= pΦ−1ϕ
(
ϕ∗(lDn,E′)
)
.
Proof. Let us give a direct proof, since we did not formulate the distribution relation for
more general isogenies than multiplication by N . Since V (Zp,Γ(N)) ⊗Zp Zp[µp] is flat
over Zp and ϕ∗Ln,E′R⊗Ω1Etriv/R is locally free, we may check the equality after base change
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to Qp. Now, the claim can be deduced by some density of torsion sections argument:
the pullback of the left hand side along some ln-torsion points s gives according to
Corollary 2.4.4  ∑
τ∈kerϕ
D
F(k)s+τ
n+1
k=1
while observing Lemma 2.1.9 (b), the pullback of the right hand side gives(
p ·
D
F(k+1)ϕ(s)
)n
k=0
.
Now, the claimed equality of the lemma follows from∑
τ∈kerϕ
D
F(k)s+τ = p · DF
(k+1)
ϕ(s) (4.12)
and density of torsion sections. The distribution property (4.12) can be deduced from
the explicit q-expansion formulas given in [Kat76, Lemma 5.11.0.] observing the equality
D
F(k)sa,b = D
2Gk,0,δa,b −D2−kGk,0,δDa,Db .
In (4.5) we have defined a canonical lift of the absolute Frobenius ϕ : Etriv → Etriv and
defined
Φ : φ∗Ln → Ln.
Corollary 4.6.3. Under the map(
lim←−
n
Ln ⊗ Ω1Etriv/Mtriv
)∣∣∣∣∣
Eˆs
∼→ OĜm,Mtriv ⊗ˆOMtrivOĜm,Mtriv (4.13)
the compatible system [(
lDn − Φ(φ∗lDn )
)
n≥0
]
|Eˆs
corresponds to Dϑ
(p)
s (T1, T2).
Proof. From the definition of Φ : φ∗Ln → Ln we deduce
Φ(φ∗lDn,Etriv) = Φ−1ϕ
(
ϕ∗lDn,E′
)
.
Combined with the above lemma, we obtain:
lDn,Etriv − Φ(φ∗lDn,Etriv) = lDn,Etriv −
1
p
∑
τ∈C(R)
transτ
(
T ∗τ l
D
n,Etriv
)
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The right hand side restricted to Eˆs maps under (4.13) to
Dϑs(T1, T2)−
1
p
∑
ζ∈Ĝm,Mtriv [p](R)
Dϑs(ζ +Gˆm T1, T2)
and the corollary follows from Lemma 4.6.1.
Now, we can easily deduce Katz’ result:
Corollary 4.6.4. The moments of the restricted measure are given as follows:∫
Z×p ×Zp
f(x, y)dµEisD,s =
∫
Zp×Zp
f(x, y)dµEisD,s − Frob
∫
Zp×Zp
f(p · x, y)dµEisD,s.
Proof. From the above corollary together with the commutativity of
Eˆtriv Eˆtriv
Ĝm,Zp ×Zp M triv Ĝm,Zp ×Zp M triv
φ|Eˆtriv
β β
[p]×Frob
we deduce
Dϑ
(p)
s (T1, T2) = Dϑs(T1, T2)− Frob
[
Dϑs ([p](T1), T2)
]
.
The statement of the corollary follows by passing to the corresponding measure under
the Amice transform.
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elliptic polylogarithm
The aim of this section is to give an explicit description of the algebraic de Rham real-
ization of the elliptic polylogarithm in terms of the Poincare´ bundle. We are building on
previous results of the PhD-thesis of Scheider [Sch14]. Scheider has given a purely alge-
braic description of the de Rham logarithm sheaves in terms of infinitesimal restrictions
of the Poincare´ bundle. In our terminology this means that the geometric logarithm
sheaves satisfy the universal property of the relative de Rham logarithm sheaves. Build-
ing on this, he gave an explicit analytic description of the differential forms representing
the elliptic polylogarithm in de Rham cohomology on the C-valued points of the univer-
sal elliptic curve using the Jacobi theta function. The canonical section of the Poincare´
bundle allows us to make his description algebraic, i.e we give a purely algebraic de-
scription of the de Rham realization of the elliptic polylogarithm for arbitrary families
of elliptic curves over smooth schemes over a field of characteristic zero. One of the
technical difficulties we have to overcome is that the Poincare´ bundle a priori gives only
relative connections. But as already explained in Chapter 3 the Katz splitting gives us
an explicit way to extend the connections.
For the whole chapter, let us fix a field K of characteristic zero. Our base scheme S will
always be assumed to be a smooth and separated K-scheme.
5.1 The de Rham logarithm sheaves
Let us recall the basic definitions and properties of the de Rham logarithm sheaves.
Most material of this section can be found in a more detailed way in the PhD-thesis of
[Sch14].
5.1.1 The universal property of the de Rham logarithm sheaves
For a smooth morphism pi : S → T between smooth separated schemes of finite type over
K let us denote by VIC (S/T ) the category of vector bundles on S with integrable T -
connection and horizontal maps as morphisms. Since every coherent OS-module with in-
tegrable K-connection is a vector bundle, the category VIC (S/K) is Abelian (cf. [BO78,
§2, Note 2.17]). The pullback along a smooth map pi : S → T of smooth K-schemes
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induces an exact functor
pi∗ : VIC (T/K)→ VIC (S/K) .
By restricting the connection we get a forgetful map
VIC (S/K)→ VIC (S/T ) .
For details we refer to [Sch14, §0.2].
Definition 5.1.1. Let pi : S → T be a smooth morphism of smooth separatedK-schemes
and E/S an elliptic curve.
(a) An object U ∈ obVIC (E/T ) is called unipotent of length n for E/S/T if there
exists a descending filtration in the category VIC (E/T )
U = A0U ⊆ A1U ⊆ ... ⊆ An+1U = 0
such that for all 0 ≤ i ≤ n, griAU = AiU/Ai+1U = pi∗Yi for some Yi ∈ VIC (S/T ).
(b) Let U †n(E/S/K) be the full subcategory of objects of VIC (E/K) which are unipo-
tent of length n for E/S/K.
(c) Let U †n(E/S) be the full subcategory of objects of VIC (E/S) which are unipotent
of length n for E/S/S.
Restricting the forgetful functor VIC (E/K) → VIC (E/S) to the full subcategories of
unipotent objects gives U †n(E/S/K) → U †n(E/S). Further, the category VIC (S/K) is
equipped in a natural way with a tensor product
⊗ : VIC (S/K)×VIC (S/K)→ VIC (S/K)
and an internal Hom functor
Hom : VIC (S/K)op ×VIC (S/K)→ VIC (S/K)
making VIC (S/K) a closed symmetric monoidal category. For F,G ∈ VIC (S/K) let us
write HomVIC(S/K)(F,G) for the sheaf of horizontal morphisms. We have
pi∗HomVIC(S/K)(F,G) = H0dR (S/T,Hom(F,G)) .
In particular, the Gauss–Manin connection gives aK-connection on pi∗HomVIC(S/K)(F,G).
Lemma/Definition 5.1.2. There exists a pair (LogndR,1n), consisting of a unipotent
vector bundle with K-connection
LogndR = (LogndR,∇LogndR) ∈ U†n (E/S/K)
and a horizontal section 1n ∈ Γ(S, e∗LogndR), such that the following universal property
holds: The pair (LogndR,1n) is the unique pair such that for all U ∈ U†n (E/S/K) the
map
pi∗HomVIC(E/K)(LogndR,U)→ e∗U , f 7→ (e∗f)(1n)
is an isomorphism in VIC (S/K). The pair (LogndR,1n) is called the n-th (absolute de
Rham) logarithm sheaf.
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Proof. The uniqueness is clear by the universal property. We refer to [Sch14, Theorem
1.3.6] for a proof of existence. Indeed, LogndR is defined differently in [Sch14, §1.1] and
the universal property is shown as one of its properties.
Remark 5.1.3. Another way to formulate the universal property is as follows. Consider
the category consisting of pairs (U , s) with U ∈ U†n (E/S/K) and a fixed horizontal
section s ∈ Γ(S, e∗U). Morphisms are supposed to be horizontal and respect the fixed
section after pullback along e. Then, the universal property reformulates as the fact that
this category has an initial object. This initial object is (LogndR,1n).
By restricting the K-connection on the logarithm sheaf to an S-connection we obtain
a pair (LogndR,relS ,1n) with LogndR,relS ∈ U†n (E/S) and 1 ∈ Γ(S, e∗LogndR,relS). The
universal property for LogndR implies the following universal property for LogndR,relS :
Corollary 5.1.4. The pair (LogndR,relS ,1n) is uniquely characterized by the following
property: for all U ∈ U†n (E/S) the map
pi∗HomVIC(E/S)(LogndR,relS ,U)→ e∗U , f 7→ (e∗f)(1)
is an isomorphism. The pair (LogndR,relS ,1n) is called the n-th relative (de Rham)
logarithm sheaf.
5.1.2 Basic properties of the de Rham logarithm sheaves
Let us list the basic properties of LogndR. Let us writeH := H1dR (E/S)∨ andHE := pi∗EH.
The pullback of the Gauss–Manin connection induces a canonical K-connection on HE .
Proposition 5.1.5. Let n ≥ 1.
(a) (Transition maps) There are horizontal transition maps Logn+1dR → LogndR iden-
tifying 1n+1 with 1n after pullback along e.
(b) (short exact sequence) The transition map Log1dR → Log0dR fits into a short exact
sequence of vector bundles with integrable K-connections
0 HE Log1dR OE 0. (5.1)
Here, HE is equipped with the pullback of the Gauss–Manin connection.
(c) (invariance) There is a horizontal isomorphism LogndR
∼→ [N ]∗LogndR identifying
1n with 1n after pullback along e.
(d) (symmetric powers) There are horizontal isomorphisms LogndR
∼→ Symn Log1dR
mapping 1n to (1
1)⊗n
n! after pullback along e.
(e) (Extension class) The connecting homomorphism of the short exact sequence
(5.1) in relative de Rham cohomology gives a connecting homomorphism
δ : OS = H0dR (E/S)→ H1dR (E/S,HE) = H⊗OS H∨
mapping 1 to idH.
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(f) (Compatibility with base change) For a Cartesian diagram
E′ E
S′ S
g
pi′
y
pi
f
the pullback of (LogndR,1) along the Cartesian diagram satisfies the universal
property of the n-th logarithm sheaf for E′/S′.
Proof. These are more or less trivial consequences of the universal property. We refer
to [Sch14, Chapter 1.1, and Chapter 1.3] where all properties are discussed.
Remark 5.1.6. We have used Symn in Proposition 5.1.5 (d) to be consistent with [Sch14].
The appearance of (1
1)⊗n
n! already indicates that the better choice is using TSym
n as we
did for the geometric logarithm sheaves. Since we are working over a field of characteristic
zero, there is not much difference between either of both.
The short exact sequence (5.1) gives an extension class [Log1dR] ∈ Ext1VIC(E/K)(OE ,HE).
Corollary 5.1.7. The Leray spectral sequence gives us a split short exact sequence
0 Ext1VIC(S/K)(OS ,H) Ext1VIC(E/K)(OE ,HE) HomVIC(S/K)(OS ,H⊗H∨) 0.
pi∗
e∗
δ
The class [Log1dR] is the unique class with e∗[Log1dR] = 0 and δ([Log1dR]) = idH.
Proof. This is the way [Sch14, §1] defines the first de Rham logarithm sheaf, see the
remark below. By the universal property [Sch14, Theorem 1.3.6] both definitions are
equivalent.
Remark 5.1.8. An extension
0 HE E OE 0
representing [Log1dR] has in general non-trivial automorphisms. If one additionally fixes
a splitting
σ : e∗E ∼→ OS ⊕H,
then the identity is the only automorphism of the extension class respecting the fixed
splitting. This gives an alternative definition of Log1dR as an extension together with a
fixed splitting. Then, LogndR can be defined by taking symmetric powers. This is the
definition of Scheider cf. [Sch14, Chapter 1.1].
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5.1.3 The geometric logarithm sheaves
The aim of this section is to show that the geometric logarithm sheaves L†n give us
a concrete geometric realization of the abstractly defined relative de Rham logarithm
sheaves. This is one of the main results of Scheider [Sch14, Theorem 2.3.1]. By taking
the universal property seriously we can give a much simpler proof then the original one.
As in Scheider’s proof, we need an interpretation of L†n as a Fourier–Mukai transform.
Thus, we start recalling some definitions and results appearing in the work of Scheider.
As before, let E† be the universal vectorial extension of E∨.
Definition 5.1.9. Let J be the ideal sheaf of OE† defined by the unit section. Let
Un
(
ModO
E†/J n+1
)
be the full subcategory of the category of quasi-coherentOE†-modules
F , s.t. J n+1F = 0 and J iF/J i+1F is a locally free OS = OE†/J -module of finite rank
for i = 0, ..., n.
In particular, OE†/J n+1 = OInfne E† is an object in Un
(
ModO
E†/J n+1
)
. For an object
F ∈ Un
(
ModO
E†/J n+1
)
let us define
Fˆ† := (prE)∗
(
(prE†)∗F ⊗OE×SE† P
†) .
The integrable E†-connection ∇P† on P† induces a canonical S-connection ∇Fˆ† on Fˆ†.
We call Fˆ† the Fourier–Mukai transform of F . The following result can be seen as a
particular case of the general Fourier–Mukai equivalence due to Laumon [Lau96] between
the derived category of OE†-modules and the derived category of DE/S-modules. The
reason for the following non-derived version is that the derived Fourier–Mukai transform
of F ∈ Un
(
ModO
E†/J n+1
)
is cohomologically concentrated in one degree.
Proposition 5.1.10 ([Sch14, Thm. 2.2.12, Prop. 2.2.16]).
(a) The Fourier–Mukai transform induces an equivalence of categories:
Un
(
ModO
E†/J n+1
) ∼→ U†n (E/S) , F 7→ (Fˆ†,∇Fˆ†)
(b) For F ∈ Un
(
ModO
E†/J n+1
)
there is a canonical isomorphism
e∗Fˆ† ∼→ (pin)∗F .
Here, pin : Infne E† → S is the structure morphism of Infne E†.
The geometric logarithm sheaves can be expressed as follows:
L†n Def.= (prE)∗(id× ι†n)∗P† = (prE)∗
(
(prE†)∗OInfne E† ⊗OE×E† P†
)
= ̂(OE†/J n+1)
†
Furthermore, the canonical trivialization of L†n
e∗L†n ∼→ OInfne E† = OE†/J n+1
gives us a canonical section 1 ∈ Γ(S,OInfne E†) ∼= Γ(S, e∗L†n) of e∗L†n.
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Theorem 5.1.11 ([Sch14, §2.3, cf. Thm 2.3.1]). The pair (L†n, 1) satisfies the universal
property of the n-th relative de Rham logarithm sheaf.
Proof. Let us sketch a simpler proof than the original one in [Sch14]. Let G ∈ U†n (E/S).
By the equivalence
(̂·)† : Un
(
ModO
E†/J n+1
) ∼→ U†n (E/S)
we may assume G = Fˆ† for some F ∈ U†n (E/S). Then, we have the following chain of
isomorphisms
pi∗HomU†n(E/S)
(
̂OE†/J n+1
†
,G
) (A)∼= (pin)∗HomUn(ModO
E†/J
n+1
) (OE†/J n+1,F) =
= (pin)∗F
(B)∼= e∗Fˆ† = e∗G
where (A) is induced by the Fourier–Mukai type equivalence of categories and (B) is
Proposition 5.1.10 (b). It is straightforward to check that this chain of isomorphisms
sends f to (e∗f)(1), which proves the universal property of
(
̂OE†/J n+1
†
, 1
)
.
Remark 5.1.12. We have already remarked that (LogndR,relS ,1n) can be seen as initial
object in the category of pairs (U , s) with U ∈ U†n (E/S) and s ∈ Γ(S, e∗U). Similarly, one
can define the category of pairs (F , s) with F ∈ Un
(
ModO
E†/J n+1
)
and s ∈ Γ(S, (pin)∗F)
whose morphisms are assumed to identify the chosen sections. This category has an
obvious initial object
(OE†/J n+1, 1). Then, the above result is nothing else than the
observation that (ˆ·)† induces an equivalence of categories between both categories of
pairs. In particular, it identifies initial objects.
Corollary 5.1.13. The connecting homomorphism
δ : OS = H0dR (E/S)→ H1dR (E/S,HE) = HomOS (H,H)
associated with the short exact sequence of L†1 in relative de Rham cohomology satisfies
δ(1) = idH.
Proof. We have [L†n] = [LogndR,relS ]. Now, use Proposition 5.1.5 (e).
Up to now we have considered just the geometric logarithm sheaves L†n in this section.
In Chapter 2 we also defined and studied Ln. Indeed, in complete analogy we can define
and prove a corresponding universal property for the pair (Ln, 1) with 1 ∈ Γ(S, e∗Ln):
Definition 5.1.14.
(a) Write V B(E) for the category of vector bundles on E. A vector bundle U on E
is called unipotent of length n for E/S if there is a descending filtration A•U
U = A0U ⊆ A1U ⊆ ... ⊆ An+1U = 0
s.t. griA = AiU/Ai+1U = pi∗G for some vector bundle G on S.
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(b) Let Un(E/S) be the full subcategory of V B(E) consisting of unipotent vector
bundles of length n for E/S.
(c) Let I ⊆ OE∨ be the ideal sheaf of the zero section. Let Un
(
ModOE∨/In+1
)
be
the full subcategory of the category of quasi-coherent OE∨-modules consisting of
F ∈ ModOE∨/In+1 s.t. IiF/Ii+1F is a locally free OS-module of finite rank.
For F ∈ Un
(
ModOE∨/In+1
)
we define the Fourier–Mukai transform
Fˆ := (prE)∗
(
(prE∨)∗F ⊗OE×E∨ P
)
.
In complete analogy to Proposition 5.1.10 we have:
Proposition 5.1.15.
(a) The Fourier–Mukai transform induces an equivalence of categories:
Un
(
ModOE∨/In+1
) ∼→ Un(E/S), F 7→ Fˆ
(b) For F ∈ Un
(
ModOE∨/In+1
)
there is a canonical isomorphism:
e∗Fˆ ∼→ (pin)∗F .
Here, pin : Infne E∨ → S is the structure morphism of Infne E∨.
Proof. The proof of the corresponding result in [Sch14, Thm. 2.2.12, Prop. 2.2.16]
transfers verbatim to the situation without connection by replacing the Fourier–Mukai–
Laumon equivalence by the classical Fourier–Mukai equivalence.
We have
Ln Def.= (prE)∗(id× ιn)∗P = (prE)∗
(
(prE∨)∗OInfne E∨ ⊗OE×E∨ P
)
= ̂OE∨/In+1
Theorem 5.1.16. The pair (Ln, 1) is the unique pair, up to unique isomorphism, con-
sisting of a unipotent vector bundle of length n for E/S and a section
1 ∈ Γ(S, e∗Ln) = Γ(S,OInfne E∨)
such that the following universal property holds: For all U ∈ Un(E/S) the map
pi∗HomOE (Ln,G)→ e∗G, f 7→ (e∗f)(1)
is an isomorphism of OS-modules.
Proof. ”Un-daggering” the proof of Theorem 5.1.11.
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Corollary 5.1.17. By forgetting the connection of L†n the universal property of Ln gives
a map Ln → L†n. This map coincides with the canonical inclusion
Ln ↪→ L†n.
Proof. The pullback of the canonical inclusion along e maps 1 to 1.
Corollary 5.1.18. Let
δ : ker
(
Ext1OE (OE , pi∗ωE/S)
e∗−→ Ext1OS (OS , ωE/S)
) ∼→ HomOS (ωE/S , ωE/S)
be the isomorphism obtained from the Leray spectral sequence in Zariski cohomology.
Then
δ([L1]) = id ∈ HomOS (ωE/S , ωE/S).
Proof. Let us recall from Section 2.1.2 that the group
ker
(
Ext1OE (OE , pi∗ωE/S)
e∗−→ Ext1OS (OS , ωE/S)
)
classifies pairs (F , σ) consisting of an extension F of OE by pi∗ωE/S together with a
fixed splitting σ : OS ⊕ ωE/S ∼→ e∗F . Such a pair has no non-trivial automorphisms. In
particular, there is a unique class
[(L , σ)] ∈ ker
(
Ext1OE (OE , pi∗ωE/S)
e∗−→ Ext1OS (OS , ωE/S)
)
corresponding to the identity idωE/S . This class is unique up to unique isomorphism.
Further, any other extension with a fixed splitting is obtained in a unique way as a
pushout of (L , σ) (cf. proof of Corollary 2.1.4). But this is just a reformulation of the
fact that the pair
(L , σ(1, 0))
satisfies the universal property of Theorem 5.1.16. Thus, there is a unique isomorphism
between L1 and L compatible with the splittings along e. In particular, the extension
classes coincide and the corollary follows.
5.1.4 Extending the connection of the logarithm sheaves
Owing to Theorem 5.1.11 we have a geometric interpretation of the relative de Rham
logarithm sheaves. For the description of the de Rham realization of the elliptic poly-
logarithm we will need the absolute versions. Let
res/S : VIC (E/K)→ VIC (E/S) , (F ,∇F ) 7→ (F , res/S(∇F ))
be the functor restricting an absolute connection to an S-connection. As already ob-
served by Scheider one can immediately deduce the following result from the universal
property of the de Rham logarithm sheaves:
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Lemma/Definition 5.1.19. There exists a unique K-connection ∇L†n,abs on the ge-
ometric logarithm sheaf L†n extending the connection ∇L†n , i. e. res/S(∇L†n,abs) = ∇L†n ,
such that
((
L†n,∇L†n,abs
)
,1n
)
satisfies the universal property of the absolute n-th de
Rham logarithm sheaf.
Proof. [Sch14, Prop. 2.1.4] Let us sketch the proof. Let
(
(LogndR,∇LogndR),1
)
sat-
isfy the universal property of the absolute de Rham logarithm sheaf. Then, the pair(
(LogndR, res/S(∇LogndR)),1
)
satisfies the universal property of the n-th relative de Rham
logarithm sheaf. Thus, there is a unique S-horizontal isomorphism
α : L†n ∼→ LogndR.
By transport of structure along the isomorphism α we obtain an integrable K-connection
α∗∇LogndR on L†n which restricts to∇L†n and satisfies the universal property of the absolute
de Rham logarithm sheaves. This proves existence. Uniqueness follows after applying
res/S and using the universal property of the relative logarithm sheaf.
Let us define HU := pi∗UH for piU the structure map of U = E \ e(S). The aim of this
section is to give a more explicit description of the absolute connection on the geometric
de Rham logarithm sheaves via the Katz splitting. More precisely, in Corollary 3.3.10 we
have already constructed an integrable K-connection ∇U prolonging ∇L†1 and making
0 HU L†1|U OU 0.
horizontal. We want to prove that ∇U coincides with the unique prolongation defined
in Lemma/Definition 5.1.19. While (LogndR,1n) satisfies a universal property, there
is no characterizing property for LogndR|U . Indeed, LogndR|U has in general non-trivial
automorphism, which is an obvious obstruction against a universal property. This makes
it more difficult to characterize the unique K-connection on LogndR|U . Let us have a
slightly closer look on the automorphisms of the extension
0 HE Log1dR OE 0. (5.2)
It is easily seen that the automorphism group of (5.2) is given by
HomVIC(E/K) (OE ,HE) ∼= H0dR (E/K,HE) ∼= H0dR (S/K,H) .
Similarly, the automorphism group of
0 HU Log1dR|U OU 0.
is
HomVIC(U/K) (OU ,HU ) ∼= H0dR (U/K,HU ) ∼= H0dR (S/K,H) .
In this context the following result is useful:
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Lemma 5.1.20. Let N > 3 and EN/MN be the universal elliptic curve with Γ(N)-level
structure over K. Then
H0dR
(
MN ,SymkH
)
= 0
for all k ≥ 1.
Proof. A purely algebraic proof is implicitly given in [Sch98]. Alternatively, one can
show the vanishing of H0dR
(
MN , SymkH
)
after analytification. Then, the statement
boils down, using the Riemann–Hilbert correspondence, to the obvious vanishing result
H0(Γ(N), Symk Z2) = 0, k ≥ 1
in group cohomology. Here, Z2 is the regular representation of Γ(N) ⊆ Sl2(Z) on Z2.
We get immediately the following corollaries:
Corollary 5.1.21. Let EN/MN be the universal elliptic curve with Γ(N)-level structure
over K and let Log1dR be the first absolute de Rham logarithm sheaf for EN/MN . Then,
the short exact sequences in the Abelian category VIC (E/K) resp. VIC (U/K)
0 HE Log1dR OE 0.
and
0 HU Log1dR|U OU 0.
have no non-trivial automorphisms.
This result will be helpful since it makes the above extensions of Log1dR resp. Log1dR|U
in the universal situation rigid without fixing some additional structure like a splitting.
Let us return to the general situation of this chapter i. e. an elliptic curve E/S/K.
Restricting an extension on E to U gives an isomorphism of short exact sequences:
0 Ext1VIC(S/K)(OS ,H) Ext1VIC(E/K)(OE ,HE) HomVIC(S/K)(H,H) 0
0 Ext1VIC(S/K)(OS ,H) Ext1VIC(U/K)(OU ,HU ) HomVIC(S/K)(H,H) 0
pi∗
∼=
pi∗
Using the above rigidity result allows us to characterize the absolute connection ∇L†1,abs
on U as follows:
Corollary 5.1.22. Let EN/MN be the universal elliptic curve with Γ(N)-level structure
over K and let (L†1,∇L†1) be the first geometric logarithm sheaf for EN/MN . The K-
connection ∇L†1,abs|U is the unique integrable K-connection on L
†
1|U which extends the
S-connection ∇L†1 |U , makes
0 HU L†1|U OU 0
a short exact sequence in VIC (U/K) and satisfies [L†1,∇L†1,abs] = [Log
1
dR|U ].
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Proof. Assume we have a second integrable K-connection ∇˜U on L†1 extending the S-
connection ∇L†1 and giving rise to the extension class of the absolute logarithm sheaf.
By the above rigidity property (cf. Corollary 5.1.21) and the above isomorphism
Ext1VIC(E/K)(OE ,HE) ∼→ Ext1VIC(U/K)(OU ,HU )
both connections ∇˜U and ∇L†n |U extend uniquely to integrable K-connections on L
†. Let
us denote the extended K-connection of ∇˜U by ∇˜. The unique extension of ∇L†1,abs|U is
∇L†1,abs. By the universal property of
(
(L†1,∇L†n,abs), 1
)
there is a unique K-horizontal
isomorphism
ϕ : (L†1,∇L†n,abs)
∼→ (L†1, ∇˜)
which identifies 1 ∈ Γ(S, e∗L†1) with 1. Applying the restriction functor res/S to this
morphism gives an S-horizontal isomorphism
(L†1,∇L†n)
∼→ (L†1, res/S(∇˜)).
Since ∇L†1 and res/S(∇˜) coincide on the schematically dense open subset U , we deduce
∇L†n = res/S(∇˜). Thus, ϕ is an automorphism of (L
†
1,∇L†n) mapping 1 to 1 after applying
e∗. By its universal property we conclude ϕ = id and thereby ∇L†n,abs = ∇˜.
Now, we can prove the following result.
Proposition 5.1.23. Let E/S/K be an elliptic curve over a smooth separated K-
scheme. Let ∇U be the K-connection defined in Corollary 3.3.10. Then, ∇L†1,abs = ∇U ,
i. e. the absolute connection ∇L†1,abs|U is the unique K-connection making
0 HU L†1|U OU 0. (5.3)
horizontal and satisfying ∇L†1,abs(κL(1, 0)) = (idHU ⊗ κΩ) (Id H).
Proof. Let us first show that (L†1|U ,∇U ) defines the same extension class as Log1dR|U .
The commutative diagram
Ext1VIC(U/K)(OU ,HU ) HomVIC(S/K)(H,H)
Ext1VIC(U/S)(OU ,HU ) HomOS (H,H)
δU/K
res/S
δU/S
and the definition of ∇U show that [L†1,∇U ] maps to idH under δU/K . By the charac-
terization of the class [Log1dR] in Corollary 5.1.7 and the isomorphism
Ext1E/K(OU ,HU ) ∼→ Ext1U/K(OU ,HU )
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it remains to prove that [L†1,∇U ] maps to zero under
Ext1U/K(OU ,HU ) ∼←− Ext1E/K(OE ,HE) e
∗−→Ext1S/K(OS ,H) =
=H1dR (S/K,H)
λ∗∼=
∼=H1dR
(
S/K,H1dR (E/S)
)
. (5.4)
Here, we have used our fixed autoduality λ, as in Eq. (1.10), to identifyH withH1dR (E/S).
Let us write ξE/S ∈ H1dR
(
S/K,H1dR (E/S)
)
for the image of [L†1,∇U ] under (5.4). The
assignment
E/S 7→ ξE/S ∈ H1dR
(
S/K,H1dR (E/S)
)
gives a well-defined cohomology class for any elliptic curve over a smooth separated
K-scheme. Furthermore, the assignment is compatible with base change. Thus, ξE/S
defines (the cohomology class of) a modular form of weight 3 and full level Sl2(Z). Since
there is no such non-zero modular form, we conclude ξE/S = 0 for any E/S. This proves
that [L†1,∇U ] = [Log1dR]. It remains to show ∇U = ∇L†1,abs|U . So far, we only know that
they are isomorphic. But we can prove the asserted equality after a finite e´tale base
change. In particular, if we fix N > 3 we may assume that E/S is equipped with a level
N -structure. Since both ∇U and ∇L†1,abs|U are compatible with base change, it is enough
to prove the equality for the universal elliptic curve EN with level N -structure. But in
this case the equality of both connections follows from the ‘rigidity’ in the universal
situation, cf. Corollary 5.1.22.
The above proposition gives us an explicit way to describe the absolute logarithm sheaf
via the Poincare´ bundle and the Katz splitting.
5.2 The de Rham realization of the elliptic polylogarithm
The aim of this section is to give an explicit description of the de Rham realization of
the elliptic polylogarithm in terms of the canonical section of the Poincare´ bundle for
arbitrary families of elliptic curves E/S over a smooth separated K-scheme S. This can
be seen as an algebraic version of the work of Scheider. Indeed, on the analytification
of the universal elliptic curve with level Γ(N)-structure we can choose the Jacobi theta
function as trivializing section of the Poincare´ bundle. Then, it is straight-forward
to check that the analytification of our description specializes to the explicit analytic
description in [Sch14, §3].
As before, we assume S to be smooth separated over SpecK.
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5.2.1 Definition of the polylogarithm class
Let us recall the definition of the de Rham cohomology class of the polylogarithm. We
refer to [Sch14, Chapter 1.5] for more details. The kernel ker(LogndR  LogidR) for
0 ≤ i ≤ n defines the unipotent filtration on LogndR. The spectral sequence associated
with this filtration allows to compute the relative de Rham cohomology of the logarithm
sheaves:
Proposition 5.2.1 ([Sch14, Thm 1.2.1]).
(a) For i = 0, 1 the transition maps Logn+1dR → LogndR induce the zero map
H idR
(
E/S,Logn+1dR
) 0→ H idR (E/S,LogndR)
in de Rham cohomology. In particular, the pro-system
(
H idR (E/S,LogndR)
)
n≥0
is Mittag-Leﬄer zero for i = 0, 1.
(b) For i = 2 the transition maps induce the following chain of isomorphisms
H2dR (E/S,LogndR)
∼→ H2dR
(
E/S,Logn−1dR
) ∼→ ...H2dR (E/S,OE) ∼→ OS
where the last isomorphism is the trace isomorphism H2dR (E/S,OE) ∼→ OS.
Let us fix some D > 1. Let us define the sections 1e, 1E[D] ∈ Γ(E[D],OE[D]) as follows:
Let 1E[D] correspond to 1 ∈ OE[D] and 1e correspond to the image of 1 ∈ e∗OS under
the canonical map
e∗OS → OE[D].
Combining the above result about the cohomology of LogndR with the localization se-
quence for
UD := E \ E[D] E E[D]
S
jD
piUD
pi
piE[D]
iD
(5.5)
in de Rham cohomology gives the following.
Lemma 5.2.2 ([Sch14, §1.5.2, Lemma 1.5.4]). Let us write HE[D] := pi∗E[D]H and
HUD := pi∗UDH. The localization sequence in de Rham cohomology for (5.5) induces
an exact sequence:
0 lim←−nH
1
dR (UD/K,LogndR)
∏∞
k=0H
0
dR
(
E[D]/K, SymkHE[D]
)
K.Res σ
If we view the horizontal section D2 · 1e − 1E[D] ∈ Γ(E[D],OE[D]) as sitting in degree
zero of
∞∏
k=0
H0dR
(
E[D]/K,SymkHE[D]
)
,
it is contained in the kernel of the augmentation map σ.
153
5 The algebraic de Rham realization of the elliptic polylogarithm
Proof. For details see [Sch14, §1.5.2]. For the convenience of the reader let us recall how
to deduce the above sequence from the localization sequence. The localization sequence
and the vanishing of lim←−nH
1
dR (E,LogndR) = 0 gives
0 lim←−
n
H1dR (UD,LogndR) lim←−
n
H0dR (E[D], i∗DLogndR) lim←−
n
H2dR (E,LogndR) .
Res
Now, the exact sequence in the claim follows by Proposition 5.2.1 and the isomorphism
i∗DLogndR
∼→ i∗D[D]∗LogndR = pi∗E[D]e∗LogndR ∼→
n⊕
k=0
SymkHE[D].
Definition 5.2.3. Let polD,dR = (polnD,dR)n≥0 ∈ lim←−nH
1
dR (UD/K,LogndR) be the unique
pro-system of cohomology classes which maps to D21e − 1E[D] under the residue map.
We call polD,dR the (D-variant) of the elliptic polylogarithm.
Remark 5.2.4. The classical polylogarithm in de Rham cohomology
(polndR)n≥0 ∈ lim←−
n
H1dR
(
U/K,H∨U ⊗OU LogndR
)
is defined as the unique element mapping to idH under the isomorphism
lim←−
n
H1dR
(
U/K,H∨U ⊗OU LogndR
) ∼→ ∞∏
k=1
H0dR
(
S/K,H∨ ⊗OS SymkH
)
.
This isomorphism comes from the localization sequence for U := E \ {e} ↪→ E. For
details we refer to [Sch14, §1.5.1]. Indeed, there is not much difference between the
classical polylogarithm and its D-variant. For a comparison of both we refer to [Sch14,
§1.5.3].
5.2.2 Lifting the canonical sections of the geometric logarithm sheaves
In the previous section we saw that the canonical S-connection ∇L†n on L
†
n extends
uniquely to an integrable K-connection ∇L†n,abs such that L
†
n satisfies the universal
property of the n-th absolute de Rham logarithm sheaf. We would like to relate the
canonical sections of the geometric logarithm sheaves
lDn ∈ Γ
(
E,Ln ⊗OE Ω1E/S(E[D])
)
⊆ Γ
(
E,L†n ⊗OE Ω1E/S(E[D])
)
to the de Rham realization of the elliptic polylogarithm. In a first step we have to lift
them to absolute 1-forms with values in the logarithm sheaves which are in the kernel
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for the differential in the absolute de Rham complex of L†1. As always it is the Katz
splitting which allows us to do this. The map induced by the Katz splitting
splitκ : Ln|U ∼→
n⊕
k=0
TSymk pi∗U (ωE∨/S)
is an isomorphism since we are working over a field of characteristic zero. Further, recall
that this splitting is compatible with the transition maps of Ln, i. e., by passing to the
limit we obtain
lim←−
n
Ln|U ∼→
∞∏
k=0
TSymk pi∗U (ωE∨/S). (5.6)
Define (λDk )k≥0, λDk ∈ Γ
(
UD,TSymk pi∗UD(ωE∨/S)
)
as the image of lDn under (5.6). For
i ≥ 0 let
KSi+1 :
(
TSymi+1 pi∗UD(ωE∨/S)
)
⊗OUD Ω
1
UD/S
→
(
TSymi pi∗UD(ωE∨/S)
)
⊗OUD Ω
1
UD/K
be the composition of
(
TSymi+1 pi∗UD(ωE∨/S)
)
⊗OUD Ω1UD/S pi∗UD
(
TSymi ωE∨/S ⊗OS ωE∨/S ⊗OS ωE/S
)
∼
mult
i+1 ⊗id
with the Kodaira–Spencer map
pi∗UD
(
TSymi ωE∨/S ⊗OS ωE∨/S ⊗OS ωE/S
)
pi∗UD
(
TSymi ωE∨/S ⊗OS Ω1S/K
)
pi∗(id⊗KS)
and the inclusion
pi∗UD
(
TSymi ωE∨/S ⊗OS Ω1S/K
)
TSymi pi∗UDωE∨/S ⊗OUD Ω1UD/K
Definition 5.2.5. Define
ΛDk := (id⊗ κΩ)(λDk )−KSk+1(λDk+1) ∈ Γ
(
UD,TSymk pi∗UDωE∨/S ⊗ Ω1UD/K
)
and let
LDn ∈ Γ
(
UD,Ln ⊗ Ω1UD/K
)
be the image of (ΛDk )nk=0 under
split−1κ ⊗ id :
n⊕
k=0
TSymk pi∗U (ωE∨/S)⊗ Ω1UD/K
∼→ Ln|U ⊗ Ω1UD/K .
Let us call ΛDk the k-th absolute connection form and λDk the k-th relative connection
form.
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Remark 5.2.6. The name connection form is chosen in analogy to the connection func-
tions defined by Bannai, Kobayashi and Tsuji in [BKT10, Def. 1.4.]. Indeed, if we
consider a CM-elliptic curve E/SpecK together with a fixed invariant differential ω
over OK , one can use the differential to trivialize TSymk pi∗U (ωE∨/S) ⊗ Ω1UD/K ∼= OUD .
It is not hard to prove that λDk are D-variants of the connection functions defined in
[BKT10]. The reason is that the analytic splitting of the logarithm sheaves obtained
by choosing the theta function Ξ(z, w, τ) coincides with the Katz splitting. Thus, the
relative and absolute connection forms defined above can be seen as generalizations of
the connection functions appearing in [BKT10].
A first step in proving that the absolute connection forms represent the polylogarithm
is the following:
Proposition 5.2.7. Let us view LDn as section of L†n|UD ⊗OUD Ω1UD/K via the inclusion
Ln ↪→ L†n. Then
LDn ∈ Γ
(
UD, ker
(
L†n ⊗OE Ω1E/K d
(1)−→ L†n ⊗OE Ω2E/K
))
where d(1) is the second differential in the absolute de Rham complex of (L†n,∇L†n,abs).
Proof. We want to show the vanishing of(
∇L†n,abs ∧ id + id⊗ d
)
(LDn ) ∈ Γ
(
UD,L†n ⊗OE Ω2E/K
)
. (5.7)
Since (L†n,∇L†n,abs) and the construction of L
D
n are compatible with base change, we may
check the vanishing e´tale locally on the base. Thus, we may assume the existence of a
Γ(N)-level structure for some N > 3 prime to D and reduce, again by compatibility with
base change, to the situation of the universal elliptic curve EN,K/MN,K . Furthermore, we
can check the vanishing of (5.7) after analytification. Passing to the universal covering
and using the explicit model for ManN and its universal covering M˜ from Section 1.6,
allows us to compute the analytification of the left hand side of Eq. (5.7) explicitly.
Indeed, we will show that the system (LDn )n≥0 corresponds to the analytic pro-system
of 1-forms used in [Sch14] to describe the analytification of the de Rham realization of
the elliptic polylogarithm on the universal elliptic curve.
Let us write ω˜anE∨/M for the pullback of ωE∨/M to the universal covering E˜ of EanN . Recall
that the choice of the Jacobi theta function as trivializing section of the Poincare´ bundle
and the basis dw = λ∗dz of ω˜ induce a basis
L˜n =
⊕
i+j≤n
ω˜[i]Oan
E˜N
on L˜†n, cf. Section 2.3. Let U˜D be the preimage of UanD on the universal covering. The
Katz splitting gives another isomorphism
˜splitκ : L˜n|U˜D
∼→
n⊕
k=0
TSymkOan
U˜D
ω˜E∨/M .
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Via
ω[i]κ := ˜splitκ
−1(dw)[i]
we obtain a different basis (ω[i]κ )i≤n of L˜n|U˜D . Let us first compare both bases. Therefore,
let us write E1(z, τ) := ζ(z, τ) + η(1, τ) · z.
Claim 1: We have
ω[i]κ = ω˜[i] · exp
(
ω˜[1] · (E1(z, τ))
)
ω˜[i] = ω[i]κ · exp
(
−ω[1]κ · (E1(z, τ))
)
where exp in the ring TSym• is understood as
exp
(
fω˜[1]
)
:=
n∑
i=0
f i(ω˜[1])[i] =
n∑
i=0
f i(ω˜[i])
and the product is taken in TSym•H, i.e using the shuﬄe product.
Pf. of claim 1: The splittings are compatible with the isomorphism
Ln ∼→ TSymn L1.
This allows us to reduce to the case n = 1. In the case n = 1 it only remains to show
ω[0]κ = ω˜[0] + (E1(z, τ)) · ω˜[1]
and
ω˜[0] = ω[0]κ − (E1(z, τ)) · ω[1]κ
Indeed, both equations are equivalent since we have ω˜[1] = dw = ω[1]κ in L˜1. Since both
bases are compatible with the extension structure of L˜†1, we already know that
ω[0]κ = ω˜[0] + f(z, τ) · ω˜[1].
for some holomorphic function f on U˜D. It remains to show
f(z, τ) = (E1(z, τ)) .
This can be done using the characterizing property of the Katz splitting. For N ′ with
N |N ′ we have a finite e´tale map
MN ′,K →MN,K .
Let (a, b) ∈ (Z/N ′Z)2 and t(a,b) : MN ′,K → EN,K be the corresponding N ′-torsion point.
By Lemma 2.3.4 (b) and Lemma 2.3.2 we get the formula
trivt˜(ω˜[0] + fω˜[1]) =
(
1,
[
f(t˜, τ) + t˜−
¯˜t
A(τ)
]
dw
)
∈ Γ(M˜,Oan
M˜
⊕ ω˜anE∨/M ).
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where t˜ is a lift of the torsion section t to the universal covering. On the other hand the
characterizing property of the Katz splitting in terms of the Eisenstein series A1(EN , t)
gives
trivt˜(t˜∗(ω˜[0] + fω˜[1])) = trivt˜(t˜∗(ω[0]κ )) = trivt˜(t˜∗κL1(1, 0)) = (1, A1(EN , t)an) =
= (1,
[
ζ(t˜, τ) + η(t˜, τ)
]
dw).
Comparing both formulas and using the Legendre relation η(τ, τ) = 2pii+η(1, τ) ·τ gives
f(t˜, τ) = ζ(t˜, τ) + η(t˜, τ)− t˜−
¯˜t
A(τ) = ζ(t˜, τ) + η(1, τ) · t˜ = E1(t˜, τ). (5.8)
The image of all lifts t˜ of all N ′-torsion sections e 6= t for all N ′ with N |N ′ is a dense
subset of the universal covering U˜ . Thus, the holomorphic functions f(z, τ) and E1(z, τ)
coincide, since they coincide by (5.8) on this dense subset.
By essentially the same argument we obtain the following explicit form of the analytifi-
cation of the Katz splitting of absolute Ka¨hler differentials
κΩ(dz) = dz +
1
2pii · E1(z, τ)dτ,
compare also Eq. (3.20).
Claim 2: The composition
L˜n+1|UD ⊗ Ω1,anU˜/M˜ L˜n|UD ⊗ Ω
1,an
U˜/C
⊕n+1
k=0 TSym
k ω˜ ⊗ Ω1,an
U˜/M˜
⊕n
k=0 TSymk ω˜ ⊗ Ω1,anU˜/C
˜splitκ⊗id∼=
⊕kKSk+1
∼= ( ˜splitκ)−1⊗id
maps ∑n+1k=0 akω˜[k] ⊗ dz to
− 12pii
(
− (E1(z, τ)) ·
(
n∑
k=0
akω˜
[k]
)
+
n∑
k=0
ak+1ω˜
[k]
)
⊗ dτ.
Pf. of claim 2: We have defined ω˜ as the pullback of ωE∨/M to the universal covering
U˜ and we have chosen dw as basis of ω˜. Define
∂ :
n+1⊕
k=0
TSymk ω˜ →
n⊕
k=0
TSymk ω˜,
n+1∑
k=0
akdw
[k] 7→
n∑
k=0
ak+1dw
[k].
This corresponds under the isomorphism of Oan
U˜
-algebras
Oan
U˜
[t]/tn+1 →
n⊕
k=0
TSymk ω˜, t 7→ dw
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to the usual formal derivation with respect to t. In particular, ∂ satisfies all the properties
of the formal derivation, e.g. the Leibniz rule. By the definition of KSk+1 we have
KSk+1(dw[k+1] ⊗ dz) = KSk+1(dw
[k] · dw ⊗ dz
k + 1 ) = dw
[k]KS(dw ⊗ dz) =
= − 12piidw
[k] ⊗ dτ = − 12pii∂(dw
[k+1])⊗ dτ.
By linearity we deduce
(⊕kKSk+1) (f ⊗ dz) = − 12pii∂f ⊗ dτ. (5.9)
for f ∈⊕n+1k=0 TSymk ω˜. From the first claim we deduce
( ˜splitκ ⊗ id)
(
n+1∑
k=0
akω˜
[k] ⊗ dz
)
= exp
(
− (E1(z, τ)) dw[1]
)
·
(
n+1∑
k=0
akdw
[k]
)
⊗ dz (5.10)
where exp and multiplication are understood in TSym as above. We compute:
(⊕kKSk+1) ◦ ( ˜splitκ ⊗ id)(
n+1∑
k=0
akω˜
[k] ⊗ dz) (5.10)=
=(⊕kKSk+1)
(
exp
(
−E1 · (dw)[1]
)
·
(
n+1∑
k=0
ak(dw)[k]
)
⊗ dz
)
(5.9)=
=− 12pii∂
[
exp
(
−E1 · (dw)[1]
)
·
(
n+1∑
k=0
ak(dw)[k]
)]
⊗ dτ =
=− 12pii
(
∂ exp
(
−E1 · (dw)[1]
))
·
(
n∑
k=0
ak(dw)[k]
)
⊗ dτ−
− 12pii exp
(
−E1 · (dw)[1]
)
· ∂
(
n+1∑
k=0
ak(dw)[k]
)
⊗ dτ =
=− 12pii exp
(
−E1 · (dw)[1]
)
·
[
−E1 ·
(
n∑
k=0
ak(dw)[k]
)
+
n∑
k=0
ak+1(dw)[k]
]
⊗ dτ
This maps to
− 12pii
[
− (E1(z, τ)) ·
(
n∑
k=0
akω˜
[k]
)
+
n∑
k=0
ak+1ω˜
[k]
]
⊗ dτ
under ˜splitκ
−1 ⊗ id, cf. (5.10). This finishes the proof of claim 2.
Let us recall from Lemma 2.3.5 that the section l˜Dn is given in terms of the analytic basis
as
n∑
k=0
(−1)kk!sDk ω˜[k] ⊗ dz
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where sDi is defined via the expansion
D2J(z,−w, τ)−DJ(Dz,−w
D
, τ) =
∑
i≥0
sDi (z, τ)wi.
Let us write L˜Dn for the analytification of LDn .
Claim 3: We have
L˜Dn =
n∑
k=0
(−1)kk!sDk ω˜[k] ⊗ dz −
1
2pii(−1)
k+1(k + 1)!sDk+1ω˜[k] ⊗ dτ.
Pf. of claim 3: It follows from the definition of LDn that L˜Dn is the image of l˜Dn under
the composition
L˜n+1|UD ⊗ Ω1,anU˜/M˜ L˜n|UD ⊗ Ω
1,an
U˜/M˜
⊕n+1
k=0 TSym
k ω˜ ⊗ Ω1,an
U˜/M˜
⊕n
k=0 TSymk ω˜ ⊗ Ω1,anU˜/M˜
˜splitκ⊗id∼=
id⊗κΩ−⊕kKSk+1
∼= ˜splitκ−1⊗id
By claim 2 and the explicit formula for κΩ, the image of lDn =
∑n
k=0(−1)kk!sDk ω˜[k] ⊗ dz
under this composition is(
n∑
k=0
(−1)kk!sDk ω˜[k]
)
⊗
(
dz + E12piidτ
)
+
+ 12pii
[
−E1
n∑
k=0
(−1)kk!sDk ω˜[k] +
n∑
k=0
(−1)k+1(k + 1)!sDk+1ω˜[k]
]
⊗ dτ
which simplifies to
n∑
k=0
(−1)kk!sDk ω˜[k] ⊗ dz −
1
2pii(−1)
k+1(k + 1)!sDk+1ω˜[k] ⊗ dτ.
This proves the third claim.
Now, we observe that the injection
L˜n ↪→ L˜†n
maps ω˜[i] to (−1)iω˜[i,0] and we obtain the formula
L˜Dn =
n∑
k=0
k!sDk ω˜[k,0] ⊗ dz −
1
2pii(k + 1)!s
D
k+1ω˜
[k,0] ⊗ dτ.
Finally, using Remark 2.3.1 this expresses as
L˜Dn =
n∑
k=0
sDk
en−kfk
(n− k)! ⊗ dz −
1
2pii(k + 1)s
D
k+1
en−kfk
(n− k)! ⊗ dτ.
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in the basis
(
en−k−jfkgj
(n−k−j)!
)
j+k≤n chosen by Scheider in [Sch14]. From here on we can follow
the proof of [Sch14, Theorem 3.6.2]. The essential point is that one can use the explicit
description of L˜Dn and translate the vanishing of(
∇L†n,abs ∧ id + id⊗ d
)
(L˜Dn )
into the system of differential equations
∂τs
D
k = −
k + 1
2pii ∂zs
D
k+1.
This is satisfied by the mixed heat equation for the Jacobi theta function:
2pii∂τJ(z, w, τ) = ∂z∂wJ(z, w, τ)
We refer to [Sch14, Theorem 3.6.2] and [Sch14, Proposition 3.5.22] for details.
Remark 5.2.8. The above result shows that [(LDn )]n≥0 defines a cohomology class in
lim←−
n
H1dR (UD/K,LogndR) .
Using the Leray spectral sequence combined with the vanishing results of Proposi-
tion 5.2.1, we deduce an isomorphism:
lim←−
n
H1dR (UD/K,LogndR) ∼= lim←−
n
H0dR
(
S/K,H1dR (UD/S,LogndR)
)
. (5.11)
The relative 1-forms (lDn )n≥0 define a compatible system
[lDn ] ∈ lim←−
n
Γ
(
S,H1dR (UD/S,LogndR)
)
and the above result shows that this is a horizontal section of H1dR (UD/S,LogndR) with
respect to the Gauss–Manin connection. From this point of view, the Picard–Fuchs
equation expressing the horizontality of [lDn ] in a suitable trivialization of LogndR turns
out to be the mixed heat equation of the Jacobi theta function.
Remark 5.2.9. The pullback of the absolute logarithm sheaves (L†n,∇L†n,abs) along some
torsion section t is isomorphic to
n⊕
k=0
TSymkH
with each summand equipped with the connection induced by the Gauss–Manin connec-
tion. With this observation we can use the vanishing of
d(1)(LDn ) = 0
to relate our construction of real-analytic Eisenstein series via ∇L†n to the construction of
Katz via the Gauss–Manin connection on the universal elliptic curve. In other words, the
mixed heat equation can be seen as a bridge between both constructions of real-analytic
Eisenstein series: Katz’ approach via the Gauss–Manin connection and our approach via
the connection of the Poincare´ bundle.
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5.2.3 The polylogarithm class via the Poincare´ bundle
As before, let E/S/K be an elliptic curve with S a smooth separatedK-scheme over some
field K of characteristic zero. Let us fix
(
(L†n,∇L†n,abs), 1
)
as absolute de Rham logarithm
sheaf. The Hodge filtration on H induces a descending filtration of OE-modules on L†1
such that all morphisms in
0→ HE → L†1 → OE → 0
are strictly compatible with the filtration. Here, OE is considered to be concentrated in
filtration step 0. Explicitly this filtration is given as
F−1L†1 = L†1 ⊇ F 0L†1 = L1 ⊇ F 1L†1 = 0
The edge morphism E1,02 → E1 in the Hodge-to-de-Rham spectral sequence
Ep,q1 = Hq(UD,L†n ⊗OUD Ω
p
UD/K
)⇒ Ep+q = Hp+qdR
(
UD/K,L†n
)
induces a morphism
Γ
(
UD, ker
(
L†n ⊗OUD Ω
1
UD/K
d(1)−−→ L†n ⊗OUD Ω
2
UD/K
))
[·]−→ H1dR
(
UD/K,L†n
)
. (5.12)
We show that polD,dR is represented by the compatible system (LDn )n≥0 under (5.12).
Theorem 5.2.10. The D-variant of the elliptic polylogarithm in de Rham cohomology
is explicitly given by
polD,dR = ([LDn ])n≥0
where [LDn ] is the de Rham cohomology class associated with LDn via (5.12).
Proof. First let us recall that
LDn ∈ Γ
(
UD, ker
(
L†n ⊗OUD Ω
1
UD/K
d(1)−−→ L†n ⊗OUD Ω
2
UD/K
))
by Proposition 5.2.7. Thus, [LDn ] is well-defined. Further, the question is e´tale locally
on the base. Indeed, for a Cartesian diagram
ET E
T S
f˜
f
with f finite e´tale we have an isomorphism
f˜∗
(
L†n ⊗ Ω1E/K
) ∼→ L†n,ET ⊗ Ω1ET /K
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which identifies (f˜∗LDn )n≥0 with (LDn )n≥0. Furthermore, the canonical map
H1dR
(
UD,L†n
) ∼→ H1dR (UD ×S T,L†n,ET )
is an isomorphism and identifies the polylogarithm classes. Thus, we may prove the claim
after a finite e´tale base change. Now, choose an arbitrary N > 3. Since we are working
over a scheme of characteristic zero, the integer N is invertible and there exists e´tale
locally a Γ(N)-level structure. Again, by compatibility with base change it is enough
to prove the claim for the universal elliptic curve EN,K with Γ(N)-level structure over
MN,K . From now on let E := EN,K and M := MN,K . By the defining property of the
polylogarithm we have to show
Res
(
([LDn ])n≥0
)
= D21e − 1E[D].
We split this into two parts:
(A) ResLD0 = D21e − 1E[D]
(B) The image of Res
(
([LDn ])n≥0
)
under
∞∏
n=0
H0dR
(
E[D],TSymkHE[D]
)

∞∏
n=1
H0dR
(
E[D],TSymkHE[D]
)
is zero.
(A): Since M is affine, the Leray spectral sequence for de Rham cohomology shows that
we obtain the localization sequence for n = 1 by applying H0dR (M, ·) to
0 H1dR (E/S) H1dR (UD/S) H0dR (E/S) .
Res
This exact sequence can be obtained by applying Rpi∗ to the short exact sequence
0 Ω•E/S Ω•E/S(E[D]) (iE[D])∗OE[D][−1] 0res
of complexes. Thus, it is enough to show res(lD0 ) = D21e − 1E[D]. But we have already
shown this residue property in the proof of Proposition 1.5.3. This proves (A).
(B): By the vanishing of
H0dR
(
E[D],TSymkHE[D]
)
= 0, for k > 0,
which is Lemma 5.1.20, there is nothing to show.
Remark 5.2.11. Let us note that it is possible to construct the classical elliptic polylog-
arithm along the same lines. Using the canonical section scan instead of its D-variant,
it is possible to construct a section
ln ∈ H∨E ⊗ L†n ⊗ Ω1E/S([e]),
cf. Remark 2.2.2. Using the Katz splitting, it is then possible to lift it to a section
Ln ∈ H∨U ⊗ L†n ⊗ Ω1U/K([e])
representing the classical elliptic polylogarithm.
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5.2.4 Uniqueness of the absolute connection forms
In the previous section we constructed lifts of the lDn to absolute 1-forms LDn with values
in the logarithm sheaves. Further, we showed that they represent the pro-system of
polylogarithm classes in de Rham cohomology. Still one might expect that this com-
patible system is only one of many ways to represent the polylogarithm class explicitly.
In this section we will show that this is not the case. The constructed system is essen-
tially unique. The edge morphism in the Hodge-to-de-Rham spectral sequence gives the
following map:
[·] : Γ
(
UD, ker
(
L†n ⊗OE Ω1E/K d
(1)−−→ L†n ⊗OE Ω2E/K
))
→ H1dR
(
UD/K,L†n
)
.
Proposition 5.2.12. The compatible system (LDn )n≥0 is the unique compatible system
of sections in the projective system
Γ
(
UD, ker
(
L†n ⊗OE Ω1E/K d
(1)−−→ L†n ⊗OE Ω2E/K
)
∩
(
Ω1E/K ⊗ Ln
))
n≥0
representing the polylogarithm class in de Rham cohomology.
Proof. We already know that the pro-system (LDn )n≥0 satisfies the above properties.
By compatibility with base change we may check the uniqueness locally on the base.
We may thus assume S = SpecR is affine with ωE/S being freely generated by some
ω ∈ Γ(S, ωE/S). There exists a unique Weierstrass equation with dxy = ω. Let us define
η := xdxy . Let
∂ : OUD → OUD
be the derivation dual to ω. We have⋂
k≥0
Γ(UD, Im ∂◦k) = {0}.
One possible way to see this is by a direct computation on the affine locus using the
Weierstrass equation. In a first step we show that there is no compatible system of
relative coboundaries contained in Ln ⊗ Ω1UD/S :
Claim: If
(an)n≥0 ∈ Γ
(
UD, (Im∇L†n) ∩
(
Ln ⊗OE Ω1E/S
))
n≥0
is compatible with the transition maps, then an = 0 for all n ≥ 0.
Pf. of the claim: Since UD is affine, the sequence
0 Γ(UD, ker∇L†n) Γ(UD,L
†
n) Γ(UD, Im∇L†n) 0
is exact. The localization sequence for UD ↪→ E induces an isomorphism
H0dR
(
E/S,L†n
) ∼→ H0dR (UD/S,L†n)
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which is compatible with transition maps. Thus, we deduce from Proposition 5.2.1 that
H0dR
(
UD/S,L†n
)
= ker∇L†n
is Mittag-Leﬄer zero. In particular, the above short exact sequence induces an isomor-
phism:
lim←−
n
Γ(UD,L†n) ∼→ lim←−
n
Γ(UD, Im∇L†n)
The transition maps on the left hand side are surjective. In particular, there is a unique
compatible sequence (bn)n≥0 with bn ∈ Γ(UD,L†n) and ∇L†n(bn) = an for all n ≥ 0. Since
we are working over a field of characteristic zero, the Katz splitting induces isomorphisms
split†κ : L†n
∣∣∣
UD
∼→
n⊕
k=0
TSymkHUD .
We obtain an explicit basis
ω[i,j]κ := (split†κ)−1
(
([η]∨)[i] · ([ω]∨)[j]
)
of L†n. Using this basis, let us write
bn =
∑
k+l≤n
βk,lω
[k,l]
κ , βk,l ∈ Γ(UD,OUD).
Observe that βk,l does not depend on the chosen n ≥ k+l by compatibility with transition
maps. Similarly, let us write
an =
n∑
k=0
αkω
[k,0]
κ ⊗ ω, αk ∈ Γ(UD,OUD).
The explicit formula for ∇L†n in Proposition 3.2.11 implies
∇L†n(ω
[k,l]
κ ) = (k + 1)ω[k+1,l]κ ⊗ η + (l + 1)ω[k,l+1]κ ⊗ ω.
With this formula we can rewrite the differential equation ∇(bn) = an as the formal
sum:∑
k,l≥0
(
∂βk,lω
[k,l]
κ ⊗ ω + (k + 1)βk,lω[k+1,l]κ ⊗ η + (l + 1)βk,lω[k,l+1]κ ⊗ ω
)
=
∑
k≥0
αkω
[k,0]
κ ⊗ω.
We claim that this implies βk,l = 0 for all k, l ≥ 0. Let us prove this by induction
on k. For k = 0 comparing coefficients of the form ω[0,l]κ gives the following system of
differential equations for (β0,l)l≥0:
∂β0,0 = α0
∂β0,l = −l · β0,l−1 for l > 0
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In particular, this implies for any l ≥ 0
∂β0,l ∈
⋂
k≥0
Γ(UD, Im ∂◦k) = {0}.
We conclude (β0,l)l≥0 = (0)l≥0. For the induction step, let us assume (βj,l)l≥0 = (0)l≥0
for all j < k. Comparing coefficients of ω[k,∗]κ under the induction hypothesis gives
∂βk,0 = αk
∂βk,l = −l · βk,l−1 for l > 0
and as above we conclude (βk,l)l≥0 = (0)l≥0. This proves bk = 0 for all k ≥ 0 and thereby
ak = ∇L†n(bk) = 0 for all k ≥ 0 as desired. The claim follows.
For the uniqueness in the statement of the proposition, we consider the difference between
two compatible systems. This difference gives a compatible system of coboundaries
(An)n≥0 ∈ Γ(UD, Im(∇L†n,abs) ∩ (Ln ⊗OUD Ω
1
UD/K
))n≥0
thus the proposition follows from the following:
Claim 2: Every sequence
(An)n≥0 ∈ Γ(UD, Im(∇L†n,abs) ∩ (Ln ⊗OUD Ω
1
UD/K
))n≥0
which is compatible with the transition maps is the zero sequence, i.e An = 0 for all
n ≥ 0.
Pf. of Claim 2: As in the previous claim one proves that there is a unique compatible
system (Bn)n≥0 with ∇L†n,abs(Bn) = An. Restricting An ∈ Γ(UD,Ln ⊗ Ω
1
UD/K
) to a
1-form relative S gives a compatible system
(an)n≥0 ∈ Γ(UD,Ln ⊗OUD Ω
1
UD/S
)n≥0.
Since
Γ
(
UD,L†n ⊗ Ω1UD/K
)
Γ
(
UD,L†n
)
Γ
(
UD,L†n ⊗ Ω1UD/S
)
∇L†n,abs
∇L†n
commutes, we have ∇L†n(Bn) = an for all n ≥ 0. The proof of Claim 2 shows then
Bn = 0 for all n ≥ 0. In particular, we have An = ∇L†n,abs(Bn) = 0 for all n ≥ 0. This
proves the second claim and thereby the proposition.
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Remark 5.2.13. The de Rham realization of the elliptic polylogarithm can be seen as
an invariant in de Rham cohomology of an elliptic curve. From this point of view we
have the following interpretation of the above result. The connection forms (ΛDn )n≥0
or equivalently the compatible system (LDn )n≥0 forms a distinguished system of cocycles
representing the cohomology class of the polylogarithm. Thus, we can see the connection
forms as a distinguished and functorial refinement of the invariant given by the elliptic
polylogarithm. On the other hand, the theory of the canonical section developed in the
first and the second chapter shows that this distinguished refinement has also a nice ge-
ometric interpretation via the Poincare´ bundle. Even better: It is not only a refinement
in the sense that we have found a canonical representative of the underlying cohomology
class, it even allows constructions which have not been possible so far. While a construc-
tion of real-analytical Eisenstein series or their p-adic analogue seems to be impossible
via the cohomology class of the elliptic polylogarithm, the results of Section 2.4 and Sec-
tion 4.5 show that the refined invariant (lDn )n≥0 allows such a construction. From this
point of view this thesis fits into the frame of the collaborative research center1 ‘Higher
Invariants’ whose scope is studying structural and hierarchical refinements of classical
invariants.
1 SFB 1085, ‘Higher Invariants - Interactions between Arithmetic Geometry and Global Analysis’,
Funded by the DFG
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6 The syntomic realization of the elliptic
polylogarithm for ordinary elliptic curves
The aim of this chapter is to describe the rigid syntomic realization of the elliptic polylog-
arithm for families of ordinary elliptic curves. The case of a single CM elliptic curve has
been treated by Bannai, Kobayashi and Tsuji in [BKT10]. On the other hand the syn-
tomic Eisenstein classes obtained by specializing the polylogarithm class on the ordinary
locus of the modular curve have been described by Bannai and Kings in [BK10a]. Thus,
loosely speaking our result can be seen as the least common generalization of [BKT10]
(for ordinary primes) and [BK10a]. So, it is not surprising that the used methods are
very much inspired by both [BKT10] and [BK10a].
For this chapter it might be helpful to recall two steps used in [BKT10] to describe
the polylogarithm for a single CM-elliptic curve. Once the de Rham realization is set-
tled Bannai, Kobayashi and Tsuji proceed in two steps to describe the rigid syntomic
realization for CM elliptic curves. In a first step they build a system of differential
equations for overconvergent functions starting with the connection functions appear-
ing in the de Rham realization. The solution of this differential equation describes the
Frobenius structure on the polylogarithm sheaf. In a second step this system of differ-
ential equations is solved on tubular neighbourhoods of torsion sections. This is possible
since the connection functions on such tubular neighbourhoods are closely related to
moment functions of p-adic distributions. In this step it is exploited that the p-adic
Fourier transform of Schneider–Teitelbaum translates this differential equation into a
differential equation which is more or less obviously satisfied by the moment functions.
6.1 Rigid syntomic cohomology
Syntomic cohomology can be seen as the p-adic analogue of Deligne–Beilinson cohomol-
ogy. Indeed, in the case of good reduction Bannai has proven that syntomic cohomology
can be seen as absolute p-adic Hodge cohomology [Ban02]. The recent work of Deglise
and Nizio l generalizes this to arbitrary smooth proper schemes over a discretely valued
field of mixed characteristic[DN15]. The approach of Deglise–Nizio l allows further the
construction of a ring spectrum in the motivic homotopy category of Morel–Voevodsky
representing syntomic cohomology. In their approach coefficients for syntomic cohomol-
ogy can be defined abstractly as modules over this ring spectrum. Nevertheless, we
will use rigid syntomic cohomology as developed by Bannai for describing the syntomic
realization of the elliptic polylogarithm. Indeed, since we want an explicit description of
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the polylogarithm class, we need explicit complexes computing syntomic cohomology.
In this section we briefly recall the definition and basic properties of rigid syntomic
cohomology. We follow closely the appendix of [BK10a]. In particular, we use their
modification of the definition of smooth pair allowing overconvergent Frobenii which are
not globally defined. Let K/Qp be a finite unramified extension with ring of integers
OK , residue field k and Frobenius morphism σ : K → K.
Definition 6.1.1.
(a) A smooth pair is a tuple X = (X, X¯) consisting of a smooth scheme X of finite
type over OK together with a smooth compactification X¯ of X with complement
D := X¯ \ X a simple normal crossing divisor relative SpecOK . We denote the
formal completion of X with respect to Xk := X ×SpecOK Spec k by X and the
formal completion of X¯ with respect to X¯k by X¯ . The rigid analytic spaces
associated with X resp. X¯ will be denoted by XK resp. X¯K .
(b) An overconvergent Frobenius φX = (φ, φV ) on a smooth pair X = (X, X¯) con-
sists of: A morphism of OK-formal schemes
φ : X → X
lifting the absolute Frobenius on Xk and an extension of φ to a morphism of rigid
analytic spaces
φV : V → X¯K
to some strict neighbourhood V of XK in X¯K .
(c) A smooth pair together with an overconvergent Frobenius X = (X, X¯, φ, φV )
will be called syntomic datum.
For a smooth pair X = (X, X¯) let us write XK and X¯K for the generic fibers and XanK
resp. X¯an for the associated rigid analytic spaces. Then, XanK is a strict neighbourhood
of j : XK ↪→ X¯K . A coherent module M on X¯K with integrable connection
∇ : M →M ⊗ Ω1
X¯K
(logD)
and logarithmic poles along D induces an overconvergent connection (M rig,∇rig) on
M rig := j†(M |XanK ). The category of filtered overconvergent F -isocrystals on X serves
as coefficients for rigid syntomic cohomology and may be realized as follows.
Definition 6.1.2. Let the category S(X ) of filtered overconvergent F -isocrystals on
X = (X, X¯) be the category consisting of 4-tuples
M = (M,∇, F •,ΦM )
with: M a coherent OX¯K -module with integrable connection
∇ : M →M ⊗ Ω1
X¯K
(logD)
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with logarithmic poles along D = X¯K \XK . F • a descending exhaustive and separating
filtration on M satisfying Griffith transversality:
∇(F •M) ⊆ F •−1(M)⊗ Ω1
X¯K
(logD)
And a horizontal isomorphism
ΦM : F ∗σM rig →M rig.
where Fσ is the Frobenius endofunctor on the category of overconvergent isocrystals
defined in [Ber97]. ΦM will be called a Frobenius structure. Morphisms in this category
are morphisms of OX¯K -modules respecting the additional structures.
If one has a fixed overconvergent Frobenius on the smooth pair X = (X, X¯), one can
realize a Frobenius structure more concretely as a horizontal morphism
φ∗VM
rig →M rig.
A morphism of pairs X = (X, X¯) → Y = (Y, Y¯ ) is a morphism f : X¯ → Y¯ such that
f(X) ⊆ Y . A morphism of pairs is called smooth, proper, ... etc, if f |X is smooth,
proper, etc. For smooth morphisms of smooth pairs we define the higher direct image
as follows. Let D′ := Y¯ \ Y . The sheaf of relative logarithmic differentials is defined as
the cokernel in the following short exact sequence:
0 f∗Ω1
Y¯
(logD′) Ω1
X¯
(logD) Ω1
X¯/Y¯ ,log 0
and Ωp
X¯/Y¯ ,log := Λ
pΩ1
X¯/Y¯ ,log. For M = (M,∇, F •,ΦM ) ∈ S(X ) we can define the
following algebraic and rigid relative de Rham complexes
DR•X/Y (M) := M ⊗OX¯ Ω1X¯/Y¯ ,log
and
DR•X/Y (M rig) := M rig ⊗j†OX¯K j
†Ω1X¯K/Y¯K
and their higher direct images
Rpf∗DR•X/Y (M), Rpfrig,∗DR•X/Y (M rig).
In the special case X f−→ V := (OK ,OK) both
HpdR (X,M) := R
pf∗DR•X/OK (M), H
p
rig
(
Xk,M
rig
)
:= Rpfrig,∗DR•X/OK (M
rig)
are K-vector spaces.
While Rpf∗DR•X/Y (M) is equipped with the Hodge-Filtration F • and the Gauss–Manin
connection ∇GM, the rigid cohomology Rfrig,∗DR•X/Y (M rig) is equipped with a Frobe-
nius structure Φ. If we write jY : YK ↪→ Y¯K for the inclusion, we have a comparison
map
ΘX /Y : j†Y
(
Rpf∗DR•X/Y (M)|Y anK
)
→ Rpfrig,∗DR•X/Y (M rig).
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Whenever ΘX /Y is an isomorphism, we obtain a structure of a filtered overconvergent
F -isocrystal over Y :
Hpsyn (X /Y ,M) :=
(
Rf∗DR•X/Y (M),∇GM, F •,Φ
)
∈ S(Y ).
It is known that for proper maps pi : X → Y the comparison map ΘX /Y is always an
isomorphism [BK10a, Prop. A.7.].
Definition 6.1.3. A filtered overconvergent F -isocrystalM = (M,∇, F •,ΦM ) ∈ S(X )
is called admissible if:
(a) The Hodge to de Rham spectral sequence
Ep,q1 = Hp(X¯K , gr
p
FDR
•
X/K(M)) =⇒ Hp+qdR (XK ,M)
degenerates at E1.
(b) ΘX /(OK ,OK) : H
p
dR (XK ,M)→ Hprig
(
Xk,M
rig
)
is an isomorphism.
(c) The K-vector space HpdR (XK ,M)
∼→ Hprig
(
Xk,M
rig
)
with Hodge filtration com-
ing from HpdR and Frobenius structure coming from H
p
rig is weakly admissible in
the sense of Fontaine.
Let us write S(X )adm for the full subcategory of admissible objects.
We will also need the following relative version of ‘admissible’ from [Sol08, Def. 5.8.12]:
Definition 6.1.4. Let pi : X → Y be a smooth morphism of smooth pairs. A filtered
overconvergent F -isocrystal M = (M,∇, F •,ΦM ) ∈ S(X ) is called pi-admissible if:
(a) ΘX/Y is an isomorphism.
(b) The obtained filtered overconvergent F -isocrystals over Y
Hpsyn (X /Y ,M) :=
(
Rpf∗DR•X/Y (M),∇GM, F •,Φ
)
∈ S(Y ).
are admissible.
Let us write S(X )pi−adm for the full subcategory of pi-admissible objects.
For pi :X → Y a smooth morphism of smooth pairs we obtain functors
Hpsyn (X /Y , ·) : S(X )pi−adm → S(Y )adm.
Let us briefly recall the definition of rigid-syntomic cohomology as given by Bannai.
We follow the exposition in [BK10a]: Let X = (X, X¯, φ, φV ) be a syntomic datum
and M = (M,∇, F •,ΦM ) be a filtered overconvergent F -isocrystal. For a finite Zariski
covering U = (U¯i)i∈I of X¯ set U¯i0,...,in,K :=
⋂
0≤j≤n U¯ij ,K . U induces a covering (Ui,K)i∈I
of XK obtained via the completion of Ui ∩X along its special fiber. Let us write
ji0,...,in : Ui0,...,in,K :=
⋂
0≤j≤n
Uij ,K ↪→ X¯K
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for the inclusion. The total complex associated with the Cˇech complex∏
i
Γ
(
U¯i,K ,DR•dR(M)
)
→
∏
i0,i1
Γ
(
U¯i0,i1,K ,DR•dR(M)
)
→ ...
will be denoted by R•dR(U,M). Similarly, let us define R•rig(U,M) as the total complex
associated with:∏
i
Γ
(
X¯K , j†iDR•rig(M rig)
)
→
∏
i0,i1
Γ
(
X¯K , j†i0,i1DR•rig(M rig)
)
→ ...
The Frobenius structure ΦM together with the overconvergent Frobenius φX = (φ, φV )
induce
φU : K ⊗σ,K R•rig(U,M)→ R•rig(U,M)
and the comparison map ΘX/K induces
ΘU : R•dR(U,M)→ R•rig(U,M).
Let
R•syn(U,M) := Cone
(
F 0R•dR(U,M)
(1−φU)◦ΘU−−−−−−−→ R•rig(U,M)
)
[1]
where F • is the filtration induced by the Hodge filtration.
Definition 6.1.5. The rigid syntomic cohomology ofX with coefficients inM is defined
as
Hnsyn (X ,M) := lim−→
U
Hn
(
R•syn(U,M)
)
where the limit is taken over all coverings with respect to refinements.
By its very definition we have a long exact sequence
.. F 0HmdR (XK ,M) Hmrig
(
Xk,M
rig
)
Hm+1syn (X ,M) ...
Above we have defined functors
Hpsyn (X /Y , ·) : S(X )pi−adm → S(Y )adm.
The reason for the chosen notation is the following spectral sequence [Sol08, Theorem
5.9.1]. ForM = (M,∇, F •,ΦM ) ∈ S(X )pi−adm and pi :X → Y a smooth morphism of
smooth pairs there is a Leray spectral sequence:
Ep,q2 = Hpsyn
(
Y , Hpsyn (X /Y ,M)
)
=⇒ Ep+q = Hp+qsyn (X ,M) .
Either by this spectral sequence or directly by the above long exact sequence, we deduce
the following:
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Corollary 6.1.6. For V := (OK ,OK) we have the short exact sequence:
0→ H1syn
(
V , Hmsyn (X ,M)
)
→ Hm+1syn (X ,M)→ H0syn
(
V , Hm+1syn (X ,M)
)
→ 0
Definition 6.1.7. The boundary map
δ : Hmsyn (X ,M)→ HmdR (XK ,M)
is defined as the composition
Hmsyn (X ,M)→ H0syn
(
V , Hmsyn (X ,M)
)
with the inclusion
H0syn
(
V , Hmsyn (X ,M)
)
= ker
(
F 0HmdR (XK ,M)
1−φ−−→ Hmrig
(
Xk,M
rig
))
⊆ HmdR (XK ,M)
In general, the category S(X ) is not Abelian. As in [Ban00, Rem 1.15] we will regard
the category S(X ) as an exact category with exact sequences given by sequences
0→M ′ →M →M ′′ → 0
such that the underlying sequence of OX¯K -modules is exact and the morphisms in the
sequence are strictly compatible with the filtrations. The Tate objects K(n) ∈ S(X )
are defined as
K(n) = (OX¯K , d, F •,Φ)
with F−jOX¯K = OX¯K ⊆ F−j+1OX¯K = 0 and Φ(1) = p−j .
Proposition 6.1.8 ([Ban00, Proposition 4.4]). For i = 0, 1 there is a canonical isomor-
phism
ExtiS(X )(K(0),M) ∼→ H isyn (X ,M)
fitting into the commutative diagram
ExtiS(X )(K(0),M) ExtiVIC(XK/K)(K(0),M)
H isyn (X ,M) H idR (XK ,M)
For
∼= ∼=
δ
where For is the map forgetting the Hodge filtration and the Frobenius structure.
Last but not least, let us recall the following useful description of classes in H1syn (X ,M)
if F 0M = 0:
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Proposition 6.1.9 ([BK10a, Proposition A.16]). Let M = (M,∇, F,Φ) be an admissi-
ble filtered overconvergent F -isocrystal with F 0M = 0. A cohomology class
[α] ∈ H1syn (X ,M)
is given uniquely by a pair (α, ξ) with
α ∈ Γ(X¯K ,M rig), ξ ∈ Γ(X¯K , F−1M ⊗ Ω1X¯K (logD))
satisfying the conditions:
∇(α) = (1− Φ)(ξ), ∇(ξ) = 0
In particular, this result will apply to the polylogarithm class. Indeed, we will see
that the differential equation of overconvergent functions describing the rigid syntomic
polylogarithm class is just a restatement of the abstract differential equation
∇(α) = (1− Φ)(ξ)
in terms of the basis obtained by the Katz splitting.
Corollary 6.1.10 ([BK10a, Corollary A.17]). Suppose (α, ξ) = [α] ∈ H1syn (X ,M) is
as in the previous proposition. Then, the image of [α] under
H1syn (X ,M)→ H1dR (X ,M)
is given by [ξ].
Remark 6.1.11. In particular, this corollary shows that forgetting the Frobenius structure
of the syntomic polylogarithm class gives a distinguished system of cocycles representing
the de Rham cohomology class. We have shown in Proposition 5.2.12 that this conclusion
holds even without referring to any compatibility with the Frobenius structure.
6.2 Definition of the rigid syntomic logarithm sheaves
We recall the definitions of the rigid syntomic logarithm sheaves. As before, let K/Qp be
a finite unramified extension. Let pi : E = (E, E¯, φE)→ S = (S, S¯, φS) be a morphism
of syntomic data with pi : E → S an elliptic curve over some affine scheme S.
Since pi is proper, H := H1syn (E /S ,K(1)) ∈ S(S )ad and H∨ ∈ S(S )ad are well defined
admissible filtered overconvergent F -isocrystals. Applying the Leray spectral sequence
for syntomic cohomology to HE := pi∗H and using Proposition 6.1.8 gives a split short
exact sequence:
0 Ext1S(S )(K(0),H) Ext1S(E )(K(0),HE) HomS(S )(H,H) 0pi
∗
e∗
δ˜
175
6 The syntomic realization of the elliptic polylogarithm for ordinary elliptic curves
Lemma/Definition 6.2.1. Let [Log1syn] ∈ Ext1S(E )(K(0),HE) be the extension class
which is uniquely determined by e∗[Log1syn] = 0 and δ˜[Log
1
syn] = idH in the above split
short exact sequence. For every sequence
0 HE Log1syn K(0) 0 (6.1)
representing [Log1syn] there is exactly one splitting
e∗Log1syn
∼→ K(0)⊕H
in the category S(S ). In particular, there are no non-trivial automorphisms of (6.1).
We call
Log1syn = (Log
1
syn|EK ,∇Log syn , F •Log syn ,ΦLog syn) =
the first syntomic logarithm sheaf. We define Lognsyn := TSym
n Log1syn.
Proof. The only assertion to check that there is only one splitting
e∗Log1syn
∼→ K(0)⊕H
compatible with filtration, connection and Frobenius structure. Two splittings differ
by a map f ∈ HomS(S )(K(0),H). Compatibility with filtration shows that f factors
through F 0H. By compatibility with the connection we deduce f = 0.
The canonical map Log1syn  K(0) induces transition maps Log
n+1
syn  Log
n
syn. The
canonical isomorphism
e∗Log1syn
∼→ K(0)⊕H
induces isomorphisms
e∗Lognsyn
∼→
n⊕
k=0
TSymkH.
In particular, 1 ∈ K(0) gives us a canonical horizontal section 1n in e∗Lognsyn.
Remark 6.2.2.
(a) The Hodge filtrations on HE and K(0) determine the Hodge filtration on Log1syn,
since we have assumed morphisms in exact sequences to be strictly compatible
with the filtrations.
(b) Assume we have fixed an absolute de Rham logarithm sheaf (LogndR,∇LogndR ,1n)
for E/S. Then, the universal property of the de Rham logarithm sheaves gives
us a unique horizontal isomorphism
(LogndR,∇LogndR)
∼→ (Lognsyn,∇Log syn)|EK
identifying 1n with 1n. In particular, the Frobenius structure on Lognsyn induces
a unique Frobenius structure on (LogndR)rig. Applying this to the geometric
logarithm sheaves with its absolute connection (L†n,∇L†n,abs, 1) gives us a unique
Frobenius structure ΦL on (L†n)rig.
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By the above two remarks we may assume
(Log1syn|EK ,∇Log syn , F •Log syn ,ΦLog syn) = (L
†
1,∇L†1,abs, F
•,ΦL).
Here, (L†1,∇L†1,abs) is the absolute connection on the first geometric logarithm sheaf, F
•
is the Hodge filtration
L†1 = F−1L†1 ⊇ F 0L†1 = L1 ⊇ F 1L†1 = 0
and ΦL is the unique Frobenius structure described above. Later, we will give a more
explicit description of the Frobenius structure in some cases.
Since pi is proper, the map ΘE /S is an isomorphism. In particular,
H isyn
(
E /S ,Lognsyn
)
∈ S(S )
is well defined. Along the same lines as in the de Rham realization [Sch14, §1.2], one
can prove the following result:
Proposition 6.2.3 ([Sol08, Lemma 6.3.3.]). Let pi : E → S be as before.
(a)
H isyn
(
E /S ,Lognsyn
) ∼=

TSymkH i = 0
TSymk+1H(−1) i = 1
K(−1) i = 2
(b) The transition maps
H isyn
(
E /S ,Logn+1syn
)
→ H isyn
(
E /S ,Lognsyn
)
are zero for i = 0, 1 and are isomorphisms for i = 2. In particular, the trace
isomorphism for i = 2 gives canonical isomorphisms
H2syn
(
E /S ,Lognsyn
) ∼→ ... ∼→ H2syn (E /S ,Log0syn) ∼→ K(0)
Using Liebermann’s trick, i. e. the isomorphism [KLL15, Theorem 3.2.3.]
H iT
(
S ,TSymkH(j)
) ∼= H i+kT (E k,K(j + k)) (k)
for T ∈ {dR, rig, syn}, one can deduce that TSymkH(j) is admissible. This combined
with the above computation of the relative cohomology of Lognsyn shows:
Corollary 6.2.4. The overconvergent filtered F -isocrystals Lognsyn are pi-admissible.
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6.3 Definition of the rigid syntomic polylogarithm class
For the definition of the (D-variant) of the elliptic polylogarithm in rigid syntomic coho-
mology consider the following diagram of smooth pairs: For D > 1 define UD := E\E[D].
UD := (UD, E¯) E := (E, E¯) E [D] := (E[D], E[D])
S = (S, S¯)
jD
piUD
piE
iD
piE [D]
Lemma 6.3.1. The localization sequence induces an exact sequence:
0 lim←−nH
1
syn
(
UD,Lognsyn(1)
)
lim←−nH
0
syn
(
E [D],Lognsyn(1)|E [D]
)
K
aug
Proof. Let us first note that the localization sequences for de Rham and rigid cohomology
induce the following exact sequence in the category S(V ) for V = (OK ,OK):
0 H1syn
(
E /V ,Lognsyn(1)
)
H1syn
(
UD/V ,Lognsyn(1)
)
H0syn
(
E [D]/V ,Lognsyn(1)|E [D]
)
K(0)
The strict compatibility of filtrations can be deduced from Hodge theory since we are
considering de Rham cohomology over a field of characteristic 0. The compatibility of
the localization sequence in rigid cohomology with Frobenii is shown in [Tsu99]. The
term K(0) follows from Proposition 6.2.3.
The exact sequence in the statement follows now by applying H0syn (V , ·) and observing
Corollary 6.1.6 as well as the vanishing results
lim←−
n
H1syn
(
E /V ,Lognsyn(1)
)
= 0, lim←−
n
H0syn
(
UD/V ,Lognsyn(1)
)
= 0
which are deduced from Proposition 6.2.3.
Let D21e − 1E[D] be defined as in Section 5.2.1. The exact sequence
0 lim←−nH
0
syn
(
E [D],Lognsyn
)
lim←−n F
0H0dR (E[D]K ,LogndR)
lim←−nH
0
rig
(
E[D]k, (LogndR)rig
)
1−φ
1−φ
allows us to view D21e − 1E[D] ∈ ker(1− φ) as element of lim←−nH
0
syn
(
E [D],Lognsyn
)
.
Definition 6.3.2. The D-variant of the syntomic polylogarithm pol
D,syn is the unique
pro-system in
lim←−
n
H1syn
(
UD,Lognsyn(1)
)
mapping to D21e − 1E[D] under the residue map Res in the localization sequence.
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6.4 The differential equation associated with the Katz splitting
In this section we want to set up a system of overconvergent differential equations de-
scribing the Frobenius structure of the polylogarithm class. This works for any syntomic
datum underlying an elliptic curve.
Let pi : E = (E, E¯, φE) → S = (S, S¯, φS) be a morphism of syntomic data with
pi : E → S an elliptic curve over some affine scheme S. For simplicity let us further
assume that ωE/S is freely generated by some ω ∈ Γ(S, ωE/S). By Remark 6.2.2 we may
assume:
(Lognsyn|EK ,∇Log syn , F •Log syn ,ΦLog syn) = (L
†
n,∇L†n,abs, F
•,ΦL) (6.2)
Further, observe F 1L†n = 0 and F 0L†n = Ln. Let us recall the definition of the map φ
used in the definition of rigid syntomic cohomology:
φ : Γ(E¯K , (Logsyn)rig)
φ∗E−−→ Γ(E¯K , φ∗E(Logsyn)rig)
ΦLogsyn−−−−→ Γ(E¯K , (Logsyn)rig)
Combining [BK10a, Proposition A.16] with Theorem 5.2.10 we obtain:
Corollary 6.4.1. There exists a unique compatible sequence (ρn)n≥0 of overconvergent
sections ρn ∈ Γ
(
E¯K , j
†
D(Lognsyn)
)
satisfying
∇L†,abs(ρn) = (1− φ)(LDn ) (6.3)
where we refer to Definition 5.2.5 for the definition of LDn ∈ Γ
(
(UD)K , F−1L†n ⊗ Ω1(UD)K
)
.
The pair
(
ρn, L
D
n
)
n≥0 is the unique pair representing pol
n
D,syn ∈ H1syn
(
UD,Lognsyn(1)
)
.
Proof. By [BK10a, Proposition A.16] there exists a unique pair (ρn, ξn) representing
pol n
D,syn with ρn ∈ Γ(E¯K , j
†
D(Lognsyn)) and ξn ∈ Γ(E¯K , F−1Log1syn⊗Ω1E¯K (logD)) satisfy-ing
∇Log syn(ρn) = (1− φ)(ξn), ∇
(1)
Log syn
(ξn) = 0.
The restriction to UD and the identification (6.2) give an injection:
Γ
(
E¯K ,Lognsyn ⊗OE¯K Ω
1
E¯K/K
(logD)
)
⊆ Γ
(
(UD)K ,L†n ⊗OUD,K Ω
1
UD,K/K
)
, s 7→ s|UD,K .
By Corollary 6.1.10, ξn represents the corresponding de Rham class under the boundary
map δ, i.e [ξn] = polD,dR. In Proposition 5.2.12 we have characterized
(LDn )n≥0 ∈ Γ
(
(UD)K ,L†n ⊗ Ω1UD/K
)
n≥0 (6.4)
as the unique compatible system representing polD,dR which is contained in the filtration
step F 0L†n ⊗ Ω1UD/K = Ln ⊗ Ω1UD/K . Since ξn|UD,K satisfies these properties, we obtain
ξn|UD,K = LDn and the corollary follows. Let us note that, by slightly abusing notation,
we have identified LDn with the preimage of LDn under the inclusion (6.4).
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This corollary gives a differential equation ∇L†,abs(ρn) = (1− φ)(LDn ) for ρn. In partic-
ular, the functions ρn satisfy the relative version of this differential equation
∇L†(ρn) = (1− φ)(lDn )
since LDn was defined as a lift of lDn with respect to the forgetful map
L†n ⊗ Ω1UD/K → L†n ⊗ Ω1UD/S .
We will use the Katz splitting in order to reformulate it as a differential equation for
overconvergent functions. The Katz splitting gives isomorphisms
splitκ : L†n
∣∣∣UD ∼→ TSymn L†1∣∣∣UD ∼→
n⊕
k=0
TSymkHUD .
Recall that we have fixed a generator ω of ωE/S . The inclusion ωE/S ⊆ H1dR (E/S)
gives us a global section [ω] of H1dR (E/S). Let us extend [ω] to some basis [ω′], [ω]
of H1dR (E/S) with ω′ ∈ Γ(E,Ω1E/S(2[e])). The dual basis [ω′]∨, [ω]∨ generates HUD as
OUD -module. Let us write
ω[k,l] := split−1κ
(
([ω′]∨)[k]([ω]∨)[l]
)
.
Remark 6.4.2. Usually we will make the choice ω′ = η := xdxy . In some situations there
might be other bases for H1dR (E/S) which might be better suited. For example for a
CM elliptic curve the basis ω, ω∗ with ω∗ = −η − e∗2ω used in [BKT10] is compatible
with the Frobenius structure on H1dR (E/S).
Thus, we obtain
L†n|UD =
⊕
k+l≤n
ω[k,l]OUD (6.5)
and via (L†n)rig := j†DL†n
(L†n)rig =
⊕
k+l≤n
ω[k,l]j†DOE¯K . (6.6)
These decompositions are compatible with the transition maps. Using this isomorphism,
let us decompose
(1− φ)(lDn ) =
∑
k≤n
λ
(p)
k ω
[k,0] ⊗ ω
with overconvergent functions λ(p)k ∈ Γ(E¯K , j†DOE¯K ). Since (6.6) is compatible with
transition maps, the overconvergent functions λ(p)k do not depend on the chosen n ≥ k.
Proposition 6.4.3. There is a unique family of overconvergent functions (D(p)m,n)m,n≥0
satisfying the following system of differential equations:
dD
(p)
k,0 = −kD(p)k−1,0ω′ + λ(p)k ω, k ≥ 0
dD
(p)
k,l = −kDk−1,lω′ − lDk,l−1ω, k ≥ 0, l > 0.
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Here, we use the convention that Dm,n := 0 whenever m < 0 or n < 0. Furthermore, the
unique system (ρn)n≥0 describing the syntomic polylogarithm class is related to (D(p)m,n)
as follows:
ρn =
∑
k+l≤n
D
(p)
k,l ω
[k,l].
Proof. Let us denote by
∂ : j†DOE¯K → j
†
DOE¯K
the derivative dual to ω, i. e. ds = (∂s)ω for s ∈ Γ(E¯K , j†DOE¯K ) .
Claim: Γ(E¯K , ker ∂ ∩ Im ∂) = 0.
Pf. of Claim: Let us first observe the following properties of the relative rigid cohomology
of UD over S:
j†SOS¯K ⊗OSK ωEK/SK ↪→ R
1pirig,∗DR•UD/S(j
†
DOE¯K ), (A)
j†SOS¯K
∼→ R0pirig,∗DR•UD/S(j
†
DOE¯K ) (B)
where jS : SK → S¯K is the inclusion of the rigid analytic spaces associated with the
completions of S and S¯ with respect to their special fibers. These properties are easily
shown directly or deduced from the comparison isomorphism [Ger07, (2.2)]
Ripirig,∗DR•UD/S(j
†
DOE¯K )
∼→ j†SOS¯K ⊗OSK H
1
dR (UD,K/SK)
and the corresponding statements for de Rham cohomology. The isomorphism (B)
implies
Γ(E¯K , ker ∂) = Γ(E¯K , pi−1j†SOS¯K ) (6.7)
while the injection (A) gives
Γ
(
E¯K , Im d ∩ pi−1
(
j†SOS¯K ⊗OSK ωEK/SK
))
= {0}.
This can be reformulated as
Γ(E¯K , Im ∂ ∩ pi−1j†SOS¯K ) = {0}. (6.8)
Combining (6.7) and (6.8) proves the claim.
Let us now prove uniqueness of the solution in the statement. By considering the differ-
ence of two solutions it is enough to prove that (D˜k,l)k,l = (0)k,l≥0 is the only sequence
satisfying:
dD˜k,0 = −kD˜k−1,0ω′, ∀k ≥ 0
dD˜k,l = −kD˜k−1,lω′ − lD˜k,l−1ω, ∀k ≥ 0, l > 0.
Here, again we use the convention that D˜k,0 := 0 for k < 0. Assume there were a
non-zero sequence (D˜k,l)k,l satisfying this differential equation. Then
N := min{k : ∃l ≥ 0 s.t. D˜k,l 6= 0}
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exists. The sequence (D˜N,l)l≥0 satisfies then:
∂D˜N,0 = 0
∂D˜N,l = −lD˜N,l−1, l > 0
Using Claim 1, we prove by induction D˜N,l = 0 for all l ≥ 0. This contradicts the
minimality of N and we conclude the uniqueness.
Existence of the solution in the statement is a direct translation of the differential equa-
tion
∇L†(ρn) = (1− φ)(lDn ) (6.9)
in terms of the basis ω[k,l] obtained via the Katz splitting. Let us write
ρn =
∑
k,l≤n
D
(p)
k,l ω
[k,l]
with overconvergent functions D(p)k,l ∈ Γ(E¯K , j†DOE¯K ). The explicit description of the
relative connection ∇L†1 gives:
∇L†1(ω
[k,l]) = [ω′]∨ · ω[k,l] ⊗ ω′ + [ω]∨ · ω[k,l] ⊗ ω =
= (k + 1)ω[k+1,l] ⊗ ω′ + (l + 1)ω[k,l+1] ⊗ ω
This allows us to rewrite (6.9) as:
∑
k+l≤n
(
d(D(p)k,l )ω
[k,l] + (k + 1)D(p)k,l ω
[k+1,l] ⊗ ω′ + (l + 1)D(p)k,l ω[k,l+1] ⊗ ω
)
= (6.10)
=
∑
k≤n
λ
(p)
k ω
[k,0] ⊗ ω
for all n ≥ 0. With the convention that D(p)k,l = 0 for k < 0 or l < 0 the system (6.10) is
equivalent to the following system of differential equations:
d(D(p)k,0) = −kD(p)k−1,0ω′ + λ(p)k ω, k ≥ 0
d(D(p)k,l ) = −kD(p)k−1,lω′ − lD(p)k,l−1ω, k ≥ 0, l > 0
Thus, D(p)k,l is the unique solution of the system of differential equations in the statement.
By construction we have:
ρn =
∑
k,l≤n
D
(p)
k,l ω
[k,l].
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Remark 6.4.4.
(a) The map φ and thus also the definition of λ(p)n depend on the overconvergent
Frobenius chosen in the fixed syntomic datum. The functions D(p)k,l further depend
on the chosen basis ω, ω′.
(b) In the case of a CM-elliptic curve we have a canonical Frobenius lift. If we
choose ω′ = ω∗ as in [BKT10], the above differential equation is a D-variant of
the differential equation considered in [BKT10, Theorem 3.3.].
(c) For ordinary elliptic curves we have a canonical overconvergent Frobenius lift
obtained by dividing by the canonical subgroup. From this point one might
try to proceed as in [BKT10] and relate this differential equation to moment
functions of p-adic measures in tubular neighbourhoods of torsion sections. But
we have already remarked that the above explicit differential equation is just a
shadow of the abstract differential equation
∇L†n(ρn) = l
D
n
under the Katz splitting. For ordinary elliptic curves we have another splitting,
the infinitesimal splitting, in tubular neighbourhoods around torsion sections.
Since the infinitesimal splitting gave rise to the p-adic Eisenstein–Kronecker mea-
sure, it will be much more natural to work with the infinitesimal splitting instead
of the Katz splitting when we want to relate the p-adic realization of the poly-
logarithm to moment functions of the Eisenstein measure.
6.5 The rigid syntomic polylogarithm for ordinary elliptic curves
Let p be a prime and N > 3 be an integer prime to p. Let K = Qp and denote by V the
smooth pair V = (SpecZp,SpecZp) over Zp. For the modular curve M = MN,Zp with
Γ(N)-level structure over Zp choose a smooth compactification M¯ and let (E = EN , αN )
be the universal elliptic curve with level N -structure over M . Let E¯ be the Neron model
of E over M¯ . Then
(E, E¯) pi−→ (M,M¯)
is a smooth proper morphism of smooth pairs. If we restrict to the ordinary locus
Mord ⊆ M defined as the complement of the vanishing locus of the Eisenstein series
E(p−1) ∈ Γ(M,ω⊗(p−1)E/M ) and define Eord := E ×M Mord, we obtain a smooth proper
morphism of smooth pairs:
(Eord, E¯)→ (Mord, M¯)
6.5.1 Canonical Frobenius structures
Let Eord, E¯ resp. Mord,M¯ be the formal completions of Eord, E¯ resp. Mord, M¯ with
respect to their special fibers. Then, Mord classifies ordinary elliptic curves with level
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N -structure over p-adic rings. If we divide an ordinary elliptic curve with level N -
structure (E,α) by its canonical subgroup, we obtain another ordinary elliptic curve
(E′ = E/C,α′) with level N -structure. In particular, the map (E,α) 7→ (E/C,α′)
induces a map
Frob :Mord →Mord
lifting the Frobenius morphism on the special fiber. By [Kat73, Chapter 3] the induced
FrobeniusMordQp →MordQp on the associated rigid analytic spaceMordQp is overconvergent.
In particular, we have a canonical overconvergent Frobenius φM on the smooth pair
(Mord, M¯). The associated syntomic datum will be denoted by
M ord := (Mord, M¯ , φM ).
For the moment let us write Eord|Mord for the pullback of the universal elliptic curve to
the formal completion. Similarly, as in Eq. (4.4) the commutative diagram
Eord|Mord E′|Mord := (Eord/C)|Mord Eord|Mord
Mord Mord
pi
ϕ
y
F˜rob
pi
Frob
induces a Frobenius lift Eord|Mord → Eord|Mord on Eord|Mord which gives us a canonical
overconvergent Frobenius φE on the smooth pair (Eord, E¯). The associated syntomic
datum is
E ord := (Eord, E¯, φE)
and pi : E ord →M ord is a morphism of syntomic data. As remarked above, if we fix the
de Rham part
(L†n,∇L†n,abs, F
•) (6.11)
there is a unique Frobenius structure
ΦL†n : φ
∗
E
(
L†n
)rig → (L†n)rig
which is compatible with the structure in the given de Rham datum (5.8). We can
construct such a morphism along the same lines as in Eq. (4.5). The isogeny
ϕ : (Eord)|Mord  E′|Mord := (Eord/C)|Mord
induces the morphism Φ†ϕ : L†n → ϕ∗L†n,E′ . Combining this with the compatibility of L†n
with base change gives:
Ψ† : L†n
Φ†ϕ−−→ ϕ∗L†n,E′ ∼= ϕ∗F˜rob
∗L†n = φ∗EL†n.
Further, this map is horizontal and compatible with the Hodge filtration. While Φ†ϕ
is not an isomorphism since ϕ is not e´tale, the induced map on the generic fiber is
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an isomorphism. Thus, on the associated rigid analytic space the map Ψ†K induces an
isomorphism and its inverse gives us the unique Frobenius structure
ΦL†n : φ
∗
E
(
L†n
)rig → (L†n)rig
compatible with the connection and the Hodge filtration.
Remark 6.5.1. Thus, for ordinary elliptic curves we can construct the syntomic logarithm
sheaves in a canonical way out of the Poincare´ bundle:
(L†n,∇L†n,abs, F
•,ΦL)
The geometric logarithm sheaf with connection (L†n,∇L†n,abs) was constructed in Chap-
ter 2 by restricting P† to E × InfnE†. The Hodge filtration is induced by the inclusion
L1 ↪→ L†1 and the Frobenius structure arises naturally by dividing by the canonical
subgroup.
Our next aim is to describe the syntomic polylogarithm class for E ord more explicitly
along tubular neighborhoods of torsion sections. Let (a, b) ∈ (Z/NZ)2 and let t = t(a,b)
be the associated torsion section of Eord/Mord. Let ]t[ be the tubular neighbourhood in
EordK of the reduction of t. As in the previous section choose D > 0 prime to p and let
UD be the syntomic datum associated to the complement of E[D] in E. Let (ρn)n≥0 be
the unique system describing the pro-system
([ρn])n≥0 = (pol nD,syn)n≥0 ∈ lim←−
n
H1syn
(
UD,Lognsyn(1)
)
.
Our aim will be to relate ρn|]t[ ∈ Γ(]t[, (L†n)rig) to moment functions of the two-variable
Eisenstein–Kronecker measure constructed in Chapter 4. In order to do this it will be
convenient to pass to the moduli space of trivialized elliptic curves.
6.5.2 Passing to the moduli space of trivialized elliptic curves
Let Etriv → Mtriv = Spf V (Zp,Γ(N)) be the formal moduli space classifying elliptic
curves with level N -structure and a given rigidification
β : Eˆ ∼→ Ĝm,R.
The formal moduli space Mtriv = Spf V (Zp,Γ(N)) is the formal completion of the
moduli space M triv = SpecV (Zp,Γ(N)), considered in Section 4.3, along its special
fiber. The existence of a trivialization on an elliptic curve already implies that the curve
is ordinary. Thus, the forgetful map
(E,α, β) 7→ (E,α)
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induces a map Mtriv → Mord. The induced map on rigid analytic spaces sits in the
following Cartesian diagram
EtrivQp EordQp
MtrivQp MordQp .
p˜
Let t˜ = t˜a,b be the associated torsion section on Etriv and ]t˜[ be the tubular neigh-
bourhood of the reduction of t˜ in EtrivQp . Pullback along the covering map p˜ induces an
injection
Γ(]t[, (L†
n,Eord)
rig) ↪→ Γ(]t˜[, (L†n,Etriv)rig).
The advantage of describing p˜∗(ρn) instead of ρn is that the infinitesimal splitting gives
a canonical basis ωˆ[k,l] of (L†n,Etriv)rig:
(L†n,Etriv)rig|]t˜[
∼→
⊕
k+l≤n
ωˆ[k,l]OanB−(0,1)×MtrivQp
Indeed, in Section 4.3.3 we have constructed a basis
(TSymn L†1)|Eˆtriv =
⊕
k+l≤n
ωˆ[k,l]OEˆtriv .
Combining this with
L†n|Eˆtriv → (TSymn L†1)|Eˆtriv
t˜
∼→ (TSymn L†1)|Eˆtriv
and the canonical isomorphism
OEˆtriv
∼→ OĜm,Zp×Mtriv
gives after analytification a canonical isomorphism
(L†n,Etriv)rig|]t˜[
∼→
⊕
k+l≤n
ωˆ[k,l]OanB−(0,1)×MtrivQp .
where B−(0, 1) is the open unit disc obtained as the rigid analytic space associated with
Ĝm,Zp . This allows us to write
ρ˜n|]t˜[ = p˜∗ρn|]t˜[ =
∑
k+l≤n
eˆt,(k,l)ωˆ[k,l]
with eˆt,(k,l) ∈ Γ
(
B−(0, 1)×Mtriv,Oan
B−(0,1)×MtrivQp
)
. It will be convenient to view eˆt,(k,l)
as analytic functions on the open unit disc with values in the ring of generalized p-adic
modular forms V (Zp,Γ(N))⊗Zp Qp = Γ(MtrivQp ,OMtrivQp ):
B−(0, 1)→ V (Zp,Γ(N))⊗Zp Qp, x 7→ eˆt,(k,l)(x)
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We want to describe eˆt,(k,l) explicitly. The idea is the same as in Section 6.4. We will
use the infinitesimal splitting and reformulate the differential equation
∇L(ρ˜n) = (1− φ)(lDn )
to characterize the functions eˆt,(k,l). But as in the CM-case [BKT10], it turns out that the
corresponding differential equation on the open unit ball does not have a unique solution.
In [BKT10, Lem. 3.9] this problem is solved by imposing a trace-zero condition making
the solution unique. We follow this strategy and prove in a first step that x 7→ eˆt,(k,l)(x)
satisfies a trace-zero condition:
Lemma 6.5.2. The functions s 7→ eˆt,(k,l)(s) satisfy:∑
ζ∈Ĝm[p](Cp)
eˆt,(k,l)
(
s+Ĝm ζ
)
= 0, ∀s ∈ B−(0, 1)(Cp)
Proof. Let us recall the algebraic translation operators
transτ : T ∗τ Ln
T ∗τ Φϕ−−−→ ϕ∗Ln Φ
−1
ϕ−−→ Ln
for some torsion section τ ∈ kerϕ.
Claim: ∑
τ∈Eˆtriv[p]
transτ (T ∗τ
[
(1− φ)(lDn )
]
) = 0.
Pf. of Claim: Indeed, in Lemma 4.6.2 we have proven the equation∑
τ∈Eˆtriv[p]
transτ (T ∗τ lDn ) = pΦ−1ϕ
(
ϕ∗lDn,Etriv/C
)
. (6.12)
The claim follows by summing this equation over all torsion sections in the canonical
subgroup τ ∈ Eˆtriv[p]: The definition of the map φ gives us the equality
φ(lDn ) = ΦL(φE(lDn )) = Φ−1ϕ (ϕ∗lDn,Etriv/C).
Using this, we compute:
transτ (T ∗τ lDn ) = (Φ−1ϕ ◦ T ∗τ Φϕ)
(
T ∗τ
[
(1− φ)(lDn )
])
=
= transτ
(
T ∗τ l
D
n
)
− (Φ−1ϕ ◦ T ∗τ Φϕ)
(
T ∗τ Φ−1ϕ
[
T ∗τ ϕ
∗lDn,Etriv/C
])
=
= transτ
(
T ∗τ l
D
n
)
− (Φ−1ϕ )
(
ϕ∗lDn,Etriv/C
)
Summing this over all torsion sections τ in the canonical subgroup and using (6.12)
proves the claim.
Passing to the associated rigid analytic space gives translation operators
trans†τ : T ∗τ (L†n)rig → (L†n)rig
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which are horizontal with respect to the canonical connections on both sides. Further,
they are compatible with transτ via the inclusion (Ln)rig ↪→ (L†n)rig. In particular, we
get the differential equation:
∇L†n
 ∑
τ∈Eˆtriv[p]
trans†τ (T ∗τ ρ˜n)
 = ∑
τ∈Eˆtriv[p]
trans†τ (T ∗τ
[
(1− φ)lDn
]
).
Using the above claim, this can be written as:
∇L†n
 ∑
τ∈Eˆtriv[p]
transτ (T ∗τ ρ˜n)
 = 0 (6.13)
In the proof of Proposition 6.4.3 we have shown implicitly that D˜n = (0)n≥0 is the only
solution of the differential equation
∇L†n(D˜n) = 0.
Applying this to the system (6.13) gives∑
τ∈Eˆtriv[p]
transτ (T ∗τ ρ˜n) = 0, ∀n ≥ 0.
Restricting this equality to the tubular neighbourhood ]t˜[ proves the equality∑
ζ∈Ĝm[p](Cp)
eˆt,(k,l)(s+Ĝm ζ) = 0, ∀x ∈ B
−(0, 1)(Cp)
cf. Corollary 4.6.3 for a similar argument.
6.5.3 The syntomic realization on the ordinary locus of the modular curve
Finally, we give an explicit description of the syntomic realization of the elliptic poly-
logarithm on the ordinary locus of the modular curve in tubular neighbourhoods of
torsion sections. We keep the notation from the beginning of this section. As above, let
E ord → M ord be the syntomic datum associated with the ordinary locus of the modu-
lar curve with Γ(N)-level structure. Further, let UD = (Eord \ E[D], E¯ord, φE) be the
syntomic datum associated with the complement of D-torsion points. The syntomic
polylogarithm class for E ord/M ord is uniquely given by the compatible system
(ρn)n≥0.
Let us write as above ρ˜n|]t˜[ = p˜∗
(
ρn|]t[
)
for the image of ρn|]t[ under the inclusion
Γ(]t[, (L†
n,Eord)
rig) ↪→ Γ(]t˜[, (L†n,Etriv)rig).
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Theorem 6.5.3. For (a, b) 6= (0, 0) let t = ta,b be the associated N -torsion section on
the universal elliptic curve Eord with Γ(N)-level structure. The decomposition
ρ˜n|]t˜[ =
∑
k+l≤n
eˆt,(k,l)ωˆ[k,l]
gives us rigid analytic functions (s 7→ eˆt,(k,l)(s))k,l≥0 on the open unit disc with values
in the ring of generalized p-adic modular forms which are explicitly given by:
eˆt,(k,l)(s) = (−1)ll!
∫
Z×p ×Zp
ykx−(l+1)(1 + s)xdµEis,(p)D,t (x, y)
Proof. In the following let us consider the elliptic curve Etriv, i. e. when we write lDn we
mean lDn,Etriv and so on. Recall from Corollary 4.6.3 that
(
(1− φ)(lDn )
)
n≥0 is mapped to∑
k≥0
∂◦k2 Dϑ
(p)
t (T1, T2)|T2=0ωˆ[k,0] ⊗ ω
under (
lim←−
n
Ln ⊗ Ω1Etriv/S
)∣∣∣∣∣
Eˆt
trivEˆs→
⊕
k≥0
OĜm,Mtriv ωˆ
[k,0] ⊗ ω.
From now on let us write B−(0, 1) for the rigid analytic space associated with Ĝm,Zp .
Thus
Dϑ
(p)
t (T1, T2) ∈ V (Zp,Γ(N)) JT1, T2K
induces an analytic function
B−(0, 1)×B−(0, 1)→ V (Zp,Γ(N))⊗Zp Qp
and we will write (s, s′) for the coordinates on B−(0, 1) × B−(0, 1) induced by T1, T2.
Thus, the differential equation
∇L†n(ρ˜n) = (1− φ)(l
D
n )
can be rewritten using the infinitesimal splitting as:
∇L†n
 ∑
k+l≤n
eˆt,(k,l)(s)ωˆ[k,l]
 = n∑
k=0
(
(1 + s′) ∂
∂s′
)◦k
Dϑ
(p)
t (s, s′)
∣∣∣∣∣
s′=0
ωˆ[k,0] ⊗ ω, ∀n ≥ 0
Recall from Lemma 4.3.2 that the connection∇L†n expresses via the infinitesimal splitting
on ⊕k≥0OĜm,Mtrivω[k,0] as
∇L†n(ωˆ
[k,l]) = (l + 1)ωˆ[k,l+1] ⊗ ω.
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Further, let us recall that Dϑ
(p)
t (s, s′) is the Amice transform of the p-adic measure
µ
Eis,(p)
D,t . Thus, we obtain the following explicit system of differential equations satisfied
by eˆt,(k,l)(s):
(1 + s) ∂
∂s
eˆt,(k,0)(s) =
∫
Z×p ×Zp
yk(1 + s)xdµEis,(p)D,t (x, y), k ≥ 0
(1 + s) ∂
∂s
eˆt,(k,l)(s) = −leˆt,(k,l−1)(s), l > 0, k ≥ 0.
Here, we have used the fact that Dϑ
(p)
t is the Amice transform of the measure µ
Eis,(p)
D,t .
Further, by Lemma 6.5.2 the functions eˆt,(k,l)(s) satisfy the following trace-zero condition:∑
ζ∈Ĝm[p](Cp)
eˆt,(k,l)(s+Ĝm ζ) = 0, ∀s ∈ B
−(0, 1)(Cp)
Claim: The system
(
eˆt,(k,l)(s)
)
k,l≥0 is the only system of analytic functions on B
−(0, 1)
with values in V (Zp,Γ(N))⊗Qp satisfying:
(a) (1 + s) ∂∂s eˆt,(k,0)(s) =
∫
Z×p ×Zp y
k(1 + s)xdµEis,(p)D,t (x, y), k ≥ 0
(b) (1 + s) ∂∂s eˆt,(k,l)(s) = −leˆt,(k,l−1)(s), l > 0, k ≥ 0
(c) ∑
ζ∈Ĝm[p](Cp) eˆt,(k,l)(s+Ĝm ζ) = 0, ∀s ∈ B
−(0, 1)(Cp).
Pf. of the claim: The functions eˆt,(k,l)(s) satisfy the above conditions. For uniqueness
let k, l ≥ 0. By induction it is enough to show that any analytic function F on B−(0, 1)
with values in V (Zp,Γ(N))⊗Qp satisfying
(A) (1 + s) ∂∂sF =

∫
Z×p ×Zp y
k(1 + s)xdµEis,(p)D,t (x, y) if l = 0
−leˆt,(k,l−1)(s) if l > 0
(B) ∑
ζ∈Ĝm[p](Cp) F (s+Ĝm ζ) = 0, ∀s ∈ B
−(0, 1)(Cp)
satisfies F = eˆt,(k,l). Indeed, since any analytic function is given by a power series, one
deduces from (A) that the difference of two solutions is a constant c ∈ V (Zp,Γ(N))⊗Qp.
By (B) we conclude p · c = ∑
ζ∈Ĝm[p](Cp) c = 0 which implies c = 0 and proves the claim.
Now, the theorem follows from the following observation: The sequence (e′k,l)k,l≥0 defined
by
e′k,l(s) := (−1)ll!
∫
Z×p ×Zp
ykx−(l+1)(1 + s)xdµEis,(p)D,t (x, y)
satisfies:
(a) (1 + s) ∂∂se′k,0(s) =
∫
Z×p ×Zp y
k(1 + s)xdµEis,(p)D,t (x, y), k ≥ 0
(b) (1 + s) ∂∂se′k,l(s) = −l · e′k,l−1(s), k ≥ 0, l > 0
(c) ∑
ζ∈Ĝm[p](Cp) e
′
k,l(s+Ĝm ζ) = 0, ∀s ∈ B
−(0, 1)(Cp), k, l ≥ 0.
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Indeed, (a) and (b) are obvious and (c) follows since e′k,l is the Amice transform of a p-adic
measure which is supported on Z×p . From the above claim we deduce e′k,l(s) = eˆt,(k,l)(s)
which proves the theorem.
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