This paper investigates an applicability of the discrete action set DCOB proposed by Yamaguchi et al. to motion acquisition task of an actual small size multi-link robot by reinforcement learning. We apply the DCOB to a crawling task of a spider robot (ROBOTIS Bioloid), and compare the DCOB with a grid action set as a conventional method. The experimental results demonstrate the advantage of the DCOB both in learning speed and ability to acquire performance.
2.
x n ∈ X R n ∈ R a n ∈ A
Algorithm 1: Executing an action in the DCOB
Input:
x n = x(t n ) a n = (g, k) DoF. Its DoF is constrained to five such that q 1 =−q 2 , q 3 =q 5 =−q 4 =−q 6 , q 7 =−q 8 , q 9 =q 11 =−q 10 =−q 12 , q 15 =−q 16 , and q 13 =q 14 =q 17 =q 18 =0 
4.

ROBOTIS Bioloid King Spider DCOB
ũ max = (−π/9, π/2, π/4, π/2, π/2) ,
u min = (−π/4, −π/2, −π/4, −π/2, −π/2) , (
:
x = (q 1 , q 3 , q 7 , q 9 , q 15 ) ,
: 
−ḋ IR (t) 0.15 q 1 = −π/9, q 3 = 0, q 7 = 0, q 9 = 0, q 15 = 0 t > 50[s]
4.3
Peng Q(λ)-learning [6] γ = 0.9, λ = 0.9 α = 0.3 exp(−0.002N eps )
C p (x) = (q 1 , q 3 , q 7 , q 9 , q 15 ) (9) C d (x) = (0, 0, 0, 0, 0) (10) 7 , δq 9 , δq 15 ) , δq 1, 3, 7, 9, 15 
