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Abstract
APPLICATIONS OF DYNAMIC LINEAR MODELS TO RANDOM
ALLOCATION MODELS
By Albert H. Lee III
A Dissertation submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy at Virginia Commonwealth University.
Virginia Commonwealth University, 2020.
Director: Edward L. Boone, Professor, Department of Statistical Sciences and
Operations Research
Although advances in modern computational algorithms have provided re-
searchers the ability to work problems which were once too computationally com-
plex to solve, problems with high computation or large parameter spaces still remain.
Problems such as those involving Time Series can be such problems. Chapter 1 looks
at the the use of Exponentially Weighted Moving Averages developed by (Holt, 2004;
Winters, 1960) which were thought to provide sufficient solutions to these Time Series.
A discussion is provided which illustrates the shortcomings of the EWMA and how its
infinite number of possible starting values provides the modeler with an endless num-
ber of possible solutions thereby providing no single viable solution. Additioinally, a
brief discussion involving methods proposed by Box and Jenkins (1968) is introduced
and its limitations discussed. This leads to the need for an improved model.
Chapter 2 examines the Dynamic Linear Model developed by J. Harrison and
West (1999) as a solution. The Dynamic Linear Model involves updating future val-
ues using prior available information. By using these Bayesian updating methods the
xiii
Dynamic Linear Model (DLM) is shown to provide a flexible approach to modeling
time series problems in which the underlying process changes through time through
both observational variances as well as system variances. The DLM illustrated here
utilizes Bayesian statistical principles which assume specified a-priori variance pa-
rameters for both the observation and systemn, yielding a Partial Bayesian Dynamic
Linear Model. This process is also conducted when there are no specified a-priori
variance parameters for both the observation and system, and only a specified dis-
tribution is used, thereby yielding a Fully Bayesian Dynamic Linear Model. In both
cases, these variance parameters are restricted such that the distribution of the un-
known observation variance is strictly greater than the distribution of the unknown
system variance. This restriction yields full model identifiability. This identifiability
allows the utilization of conditional distribution properties on the process variances
to evaluate both modeling effect and expected values. We then use these proper-
ties and their derivations along with Sampling Importance Resampling Methods for
the low parameter dimension (Constant) Models and MCMC for more complicated
models with higher parameter dimensions to improve the DLM forecasting abilities
while addressing issues involved when sampling in high dimensional parameter spaces.
Forecast flexibility is then examined using two sampling methods and these methods
are combined with examples, demonstrating the FBDLM provides improved forecast-
ing abilities. The forecast values for the PBDLM and its 95% credible intervals are
then compared with the forecast and 95% credible intervals using the FBDLM.
Chapter 3 examines how The Dynamic Linear Model could be applied to Random
Allocation Models with no covariates to create a Bayesian Adaptive Model which may
be used to determine preferred treatment by reducing between group bias. Likewise,
this Bayesian Adaptive Design is able to reduce unfavorable treatment assignment, by
increasing the speed at which the more favorable treatment is identified. A sensitivity
xiv
analysis is conducted whereby the mean treatment allocation to each treatment iss
calculated and discussed. Finally a Bayesian power analysis is calculated with median
and 95% credible intervals calculated to determine decisive evidence in favor of the
better treatment. This is then shown to aid clinical trial researchers who run into
ethical issues of assigning too many less favorable treatments when determining the
most appropriate treatment.
The ideas in Chapter 3 are then extended in Chapter 4 to include a single covari-
ate such as gender or smoking. Similar to Chapter 3, this Bayesian Adaptive Design is
able to reduce unfavorable treatment assignment, by increasing the speed at which the
more favorable treatment are identified. A sensitivity analysis is conducted whereby
the mean treatment allocation to each treatment is calculated and discussed. Finally
a Bayesian power analysis is calculated with median and 95% credible intervals cal-
culated to determine decisive evidence in favor of the better treatment. This is then
shown to aid clinical trial researchers who run into ethical issues of assigning too
many less favorable treatments when determining the most appropriate treatment.
We show a minimized treatment allocation budget and time to locate preferred treat-
ment are available in the Bayesian Adaptive Design using the DLM. Furthermore, a
sensitivity analysis is performed on mean and variance parameters and a Bayesian
power analysis is conducted using Bayes Factor. Similar to Chapter 3, this power
analysis is calculated to determine decisive evidence in favor of the better treatment.
Chapter 5 provides a general overview of the previous chapters. The importance
and improvements using these methods is also discussed. Finally, future works are
suggested.
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CHAPTER 1
INTRODUCTION
Modern researchers are faced with numerous methods when collecting and analyzing
data. For instance, researchers interested in the effect different alloys have on the
structural integrity of a missile body may apply differing levels of alloys and measure
their heat resistance upon solidifying. While this experiment is done over time, the
measurements are not made through time, rather they are made after the material
has hardened. Likewise these same researchers may wish to determine if there is an
association between the missile body weight and amount of fuel needed to travel a
given distance. Once again these measurements are not taken with respect to time,
but rather with respect to an association between the two variables weight and fuel.
In either of these two cases, the General Linear Model (henceforth GLM) may be
used to analyze the data which the researcher has recorded.
However, suppose the interest lies in tracking missile position during time such
that location measurements are then recorded throughout flight at equidistant time
intervals. In this case the modeling approaches for GLM which encompass the analyt-
ical procedures of ANOVA needed for the alloy experiment, or the regression methods
needed for modeling the weight and fuel association may possess undesirable short-
comings because missile position at one time is dependent upon its position at the
previously measured time. Furthermore, it seems plausible if we have prior informa-
tion regarding the missile position at the previous time, then this information should
be incorporated in our calculation of its position at the next time measurement. A
theoretical connection between the GLM and tracking data measured sequentially
1
through time was demonstrated by Duncan and Horn (1972).
Data which is measured sequentially through time is known as a time series.
Provided the time series has the ”property of remaining in equilibrium around a
constant mean” (Box and Jenkins, 1968), the process will be considered stationary.
Likewise, if the series has no ”natural mean” and is therefore not ”in equilibrium about
a constant mean” (Box and Jenkins, 1968) the process will be called non-stationary.
Let T be the index set for a set of observations x measured over N time periods
τ . Additionally, let each τi be measured at equidistant intervals h such that τ0
represents the original time and subsequent measurements are denoted by τ1, τ2, ...
where τ1 is τ0 + h. This sequential aspect in time series data is important because
measurements taken at the current time τi depend on the prior measurement taken
at the previous time τi−1. Thus some prior information may be utilized to predict or
forecast the next measurement location at time τi+1. In turn this updated information
may then be used as a previous measurement to predict or forecast the location at time
τi+2. Through these updating procedures additional measurements taken k periods
in the future up to time τi+k may be made using the prior measurement τi+k−1.
Therefore time series data provide an excellent medium for the modeling, forecasting
and prediction of these future unknown time series values.
Several methods have been suggested in the literature for the modeling, pre-
diction, and forecasting of time series data. These methods include Exponentially
Weighted Moving Averages conducted by Winters (1960) and later expounded upon
by Holt (2004) (henceforth referred to as EWMA or Smoothing), Auto-Regressive
Integrated Moving Averages seen in Box, Jenkins, et al. (2015)(henceforth referred to
as ARIMA) and Spectral Analysis methods discussed in Shumway and Stoffer (2010).
One question which has been posed with multi-parameter time series is how one may
identify the parameter which controls model behavior, or model identifiability. Al-
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though each of the previous methods have become popular forecasting methods, none
provide model identifiability. Therefore, forecasting and analysis of higher parame-
ter models using these methods may become problematic Likewise, these modeling
methods are limited in their ability to utilize prior information such as parameter
variability which may occur in higher parameter models. The combination of these
deficiencies may lead to inadequate conclusions through incorrect model selection.
One method which has begun to gain popularity in forecasting is the Dynamic
Linear Model (DLM) developed by J. Harrison and West (1999). The DLM utilizes
the Bayesian method of updating prior parameter information. Because this updating
is not restricted by parameter space sizes, Bayesian methods used in the DLM pro-
vide a useful tool for the analysis of these spaces. This provides a useful method for
identifying the controlling parameter. The DLM allows for the analysis of increased
parameter spaces while also possessing the ability to use prior information available
within each parameter through the use of Bayesian procedures. This enables the
modeler to identify the controlling parameter. The current work incorporates the
Bayesian statistical methodologies available in the DLM but restricts the distribution
of system variance to be strictly less than the distribution of the observation vari-
ance. Furthermore, two sampling procedures; Sampling Importance Resampling, and
Metropolis Hastings methods, are used to determine the controlling parameters in the
future forecasts. Three examples are provided with credible intervals. A sensitivity
analysis is then conducted to demonstrate method efficiency.
The first discussion of Bayesian methodologies is a 1763 analysis by Reverend
Thomas Bayes (see (Bayes and Price, 1763) for more details). Numerous works uti-
lizing Bayesian methodologies have been written including the general theoretical
overview using Bayesian sampling methods provided by Gelman et al. (1995) along
with the works of Lee (2012) whose work combines the use of the R programming lan-
3
guage with the theoretical overviews given by the aforementioned authors. A general
introduction to Bayesian methods may be found in Petris, Petrone, and Campagnoli
(2009) chapter 1. The works of Berger (2013) provide a general discussion of Bayesian
Loss functions.
The basic premise surrounding Bayesian methods is known as Bayes rule, named
after Rev. Thomas Bayes who postulated the probability of some unknown parameter
θ, given the corresponding observations y, was simply the ratio of the probability of
the joint density function p(θ, y) to the probability we observe the value y. Mathe-
matically speaking this is
p(θ|y) = p(θ)p(y|θ)
p(y)
(1.1)
where p(θ|y) is now the posterior, or updated distribution for θ given some y and
p(θ)p(y|θ) ∝ p(θ, y) ∝ p(θ | y) (1.2)
According to Gelman et al. (1995) p(θ) is some prior distribution of parameters
and p(y|θ) is the prior sampling distribution such that conditioning on the known y
data will lead to the posterior distribution p(θ | y) (See (Gelman et al., 1995; Lee,
2012)) for more details. This is because of the sequential updating ability Bayesian
procedures provide.
These updating ideas are discussed in Lee (2012) and will be briefly addressed
here using his ideas. Provided one has a prior belief in p(θi), i = 1 . . . n and the data
yi, i = 1 . . . n are collected where each of the yi has some dependence upon θi, it is
easy to see p(yi | θi) shows the dependence of each yi on its respective θi. However, as
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he states “if p(y | θ) is treated as a function of θ then it will be called the likelihood
l(θ | y).”. This indicates if one multiplies the prior probability by the likelihood, one
obtains the posterior probability. Thus
p(θ | y) = p(θ)l(θ | y) (1.3)
The sequential updating and learning ability available with Bayes theorem is seen
when new information yn+k, k = 1 · · ·N becomes available. This new information,
independent of the previous information, may be used to update in Bayes formula by
observing that, by independence,
p(yn, yn+1 | θ) = p(yn | θ)p(yn+1 | θ) (1.4)
Thus by independence it may be observed this is just the product of the likelihood
functions yn and yn+1. Now, using Equation 1.2 is easy to observe
l(θ,y) = l(θ | yn)l(θ | yn+1) (1.5)
Combining these ideas and recalling p(θ | y) ∝ p(θ)P (y | θ) where p(y | θ) is the prior
distribution, it may seen
p(θ | yn, yn+1) ∝ p(θ)l(θ | yn)l(θ | yn+1)
∝ p(θ | yn)l(θ | yn+1) (1.6)
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Thus the posterior distribution can be used as the new prior distribution when new
information is included, providing the ability to update itself at each new point,
thereby creating a learning algorithm. This idea has been extended upon by (Petris,
Petrone, and Campagnoli, 2009) for time series data.
1.1 Smoothing
1.1.1 Exponentially Weighted Moving Averages
Extensive research has been conducted using time series. Early works were mo-
tivated by (Winters, 1960; Holt, 2004), whose method using EWMA provided a new
approach to forecast time series data. Under this approach estimates were obtained
by “smoothing the random fluctuations” within the data and weighting the data such
that gradually “declining weights were placed on older” observations (Holt, 2004).
Furthermore this method is simplistic because averages are weighted by using only
the current value and the mean value at the previous time. In this manner the
weighted average for a new value is easily calculable. Likewise, under this method,
large numbers of observations are not necessary to obtain future estimates. This easy
and minimal data requirement has made EWMA a popular method among many
researchers. An additional advantage this approach provides is the ability for the
researcher to forecast trends and seasonal fluctuations.
The central idea behind EWMA revolves around “Smoothing”the present mean
with weighted averages of all previous observations to obtain a current mean forecast.
This is obtained by setting:
S̄τ = ΛSτ + (1− Λ)S̄τ−1 (1.7)
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with S̄τ calculated by expanding Equation (1.7) which yields
S̄τ = Λ[Sτ + ΥSτ−1 + Υ
2Sτ−2 + Υ
3Sτ−3 + · · ·]. (1.8)
Here Λ is a bounded constant such that 0 ≤ Λ ≤ 1, Υ = (1−Λ), S is the observed value
at time τ and S̄τ is the expected value for the distribution of observations. In essence,
the weights Υ applied to each value in the sequence are therefore exponentiated.
This exponentiation may be observed in Figure 1 using the weighting values of Λ =
0.9,Υ = 0.1 and Λ = 0.1,Υ = 0.9. Notice in both Figure 1(a,b) using a weighting
scheme Λ = 0.1, very little weight is being placed upon the most recent observations
and as such a gradual exponential decay may be observed for each τi−N , i ∈ (1, N)
lag. This suggests a belief that observations further back in time may be necessary in
determining an appropriate estimator for the mean and should therefore have more
weight applied.
Compare this with Figure 1(c,d) using a weighting scheme Λ = 0.9. We may
observe almost all weight is placed on the most recent observations S1 and S2, yet
after 2 lags, i.e., from Sτ−2 through Sτ−N , virtually no weight is applied to these
corresponding values of Sτ . This indicates observations beyond lag 2 carry no impor-
tance in finding the appropriate mean estimator and should therefore receive little to
no weight.
Simulated data sets using 100 values each were generated to provide an example
of several example time series type. Figure 2 illustrates a series remains around the
mean (2a), a series with trend (2b), a seasonal series (2c) and a seasonal trend series
(2d). The data used to create Figure 2a has a mean value of 5.000105 (mean line
included in Figure 2a) and we may observe the series clearly remains around the
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a) Histogram Using Λ = 0.1 b) Plot Using Λ = 0.1
c) Histogram Using Λ = 0.9 d) Plot Using Λ = 0.9
Fig. 1.: Barchart and Plot Using Weighting Schemes Λ = 0.1 and Λ = 0.9
mean line. We may observe in Figure 2b the existence of a definite positive trend.
The series in Figure 2c exhibits a seasonal component at every 20th observation but
remains located about a constant mean, while the series in Figure 2d provides an
example of a seasonal trend series for a 20 year period which illustrates seasonality
with a trend.
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a). Stationary b). Trend
c). Seasonal d). Seasonal with Trend
Fig. 2.: Example of Stationary, Trend, Seasonal, and Seasonal Trend Time Series
1.1.2 Stationary Series
In each of the time series shown in Figure 2, a time series was illustrated. How-
ever, as was observed, not all time series remain constant around the mean. When
the “process is in a particular state of statistical equilibrium” (Box, Jenkins, et al.,
2015) such that the mean is the same for all times t, like the series in Figure 2a,c, the
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series is called a first order stationary series. However, when the series has constant
mean and the covariances depend “only on time differences” (Box, Jenkins, et al.,
2015), the process is referred to as second order stationary. In the current document
a process will be considered stationary if it is first order stationary.
EWMA was applied to the stationary series in Figure 2a first using a smoothing
factor Λ = 0.1 followed by Λ = 0.2 and finally Λ = 0.9. These graphs appear in
Figure 3. We may observe in Figure 3b the smoothing effect using Λ = 0.1 has
been applied. Comparing this against a smoothing factor Λ = 0.2 which may be
seen in Figure 3c the difference at first appears to be negligible. Nonetheless a closer
examination reveals a noticeable difference exists in the estimation of the first 20
observations. Notice with Λ = 0.1 a higher estimated value may be observed than that
with Λ = 0.2. This indicates the choice of Λ = 0.1 may be poor choice given such a
heavier weight has been placed on past observations with the most recent observations
weighted too lightly, thereby yielding little reaction to the most recent observational
changes. Notice in either figure the smoothed series appears to approach the trend
mean throughout the series, which is to be expected because observations further
back in time play a heavy role in determining how the smoothed series performs.
Compare this to Figure 3d which has been smoothed using a smoothing factor
Λ = 0.9. Using this smoothing constant, which is weighting the most recent observa-
tions heavily, little weight is applied to past observations so a majority of the effect
is on the changes of the most recent responses. This may be observed by noticing
that the only difference is in the location of the smoothed series when compared to
the original series. It appears as though the smoothed series has shifted to the left.
Otherwise the smoothed series form is the same as the original series form and this
provides an excellent example of how the smoothed series “chases”the original se-
ries. This effect is to be expected because as the smoothing factor approaches 1 the
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a). Original Stationary b). Smoothed with Λ = 0.1
c). Smoothed with Λ = 0.2 d). Smoothed with Λ = 0.9
Fig. 3.: Example of Smoothed Stationary Time Series Using Λ = 0.1, Λ = 0.2 and
Λ = 0.9
smoothed series approaches the original series whereas smaller values of Λ such as
that chosen in Figure 3a are not as susceptible to the recent observational changes.
This suggests when the smoothing factor is increased the smoothing effect is greatly
diminished making Λ = 0.9 a poor choice as an estimator for the mean.
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Recall the smoothing constant Λ ∈ [0, 1]. As such there are an infinite number
of possible smoothing factors from which one may choose. Therefore we are left with
the problem of choosing the best choice for Λ.
1.1.3 Seasonal Series
We shall now return to Figure 2b and recall the data has repeated the pattern of
increasing every 20th observation. This repeated pattern is known as seasonality and
in the case where seasonality is present it is both wise and necessary to account for
this seasonal aspect. In doing so we may then determine the effect seasonality has on
series behavior.
Suppose we are given some stationary time series which exhibit seasonal behavior.
This idea was addressed by Holt (2004) and Winters (1960) and is commonly known
as Holt-Winters Smoothing. Furthermore, suppose we are in a given period Sτ −Sτ−1
within the series. If seasonality does not exist, the aforementioned method utilizing
Equation (1.7) will be appropriate. However if seasonality exists it is possible our
given interval coincides with seasonal periodicity. The seasonality within this interval
of the series departs from the remainder of the series only at these specific locations
thus their seasonal effect contributes an added proportion of variability within the
series for which we must account. In other words, we must not only smooth the
data, but also the seasonal effect. In order to account for the seasonal effect when
smoothing we must adjust the ratio Πτ for the given seasonal period and determine
how to weight these periods as they move further back in time. This may be done
using
ρτ = Λ
S̄τ
Sτ
+ (1− Λ)Πτ−N (1.9)
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a). Original Seasonal b). Smoothed with Λ = 0.9, ρ = 0.9
Fig. 4.: Comparison of Original Seasonal Data with a Seasonally Smoothed Stationary
Time Series Using different values for Λ = 0.9 and ρ = 0.9
where N is the number of periods in a given pattern, and Λ represents the smoothing
factor for the seasonal departure, i.e., the rate at which the seasonal weights diminish
through time. This may then be combined to obtain
S̄τ = ΛΠτSτ + (1− Λ)S̄τ−1 (1.10)
The impact of choosing the appropriate choices for both Λ and ρ may be visual-
ized by comparing the differing weighting schemes chosen in Figure 4 and Figure 5.
Notice in Figure 4 when both the seasonal adjustment factor Λ and the seasonal
adjustment ratio ρ are 0.9, the smoothed series mimics the original series except for
the starting point. The smoothed series has a lower starting value than the original
due to the majority of the weight placed on the most recent seasonal component in
addition to heavily weighting the seasonal adjustment ratio ρ.
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Similarly, we may observe in Figure 5a with Λ chosen to be 0.9 and ρ chosen to be
0.1 the smoothed series continues to mimic the original series even with the seasonal
adjustment ratio ρ greatly diminished, yet the smoothed seasonal peaks display less
prominence. Additionally, the starting value appears to be unchanged from that seen
in Figure 5b. This suggests the choice for the seasonal adjustment factor Λ should
be altered. One may observe in Figure 5b with Λ = 0.1 and ρ = 0.9 the smoothed
series appears to converge to the original series after the first 20 observations and the
starting value for the smoothed estimate is well below the initial value for the original
series. Yet by heavily weighting the adjustment ratio ρ we may continue to observe
only a nominal change in seasonal peak height between the original and the smoothed
series. This occurs because little weight has been placed on the most recent seasonal
departure thereby weighting previous seasonal departures much heavier while also
weighting the seasonal adjustment ratio heavily suggesting both Λ and ρ need to be
altered. This alteration and the corresponding results may be seen in Figure 5(c and
d).
Notice in Figure 5c with ρ = Λ = 0.5 there is a clear difference in the seasonal
peak height after the first 20 observations. Unfortunately the first 5 smoothed series
values have highly deviated from the original starting values suggesting additional
alterations. This alteration is seen in Figure 5d with both Λ and ρ equal to 0.1.
We may observe by lightly weighting the most recent values of Λ and ρ the starting
values for the smoothed series are lower than the original values until the series reaches
observation 20 while the seasonal peak at observation 20 is lower than the remaining
peaks. This is because these values do not apply enough weight to recent smoothing
components.
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a). Smoothed with Λ = 0.9, ρ = 0.1 b). Smoothed with Λ = 0.1, ρ = 0.9
c). Smoothed with Λ = 0.5, ρ = 0.5 d). Smoothed with Λ = 0.1, ρ = 0.1
Fig. 5.: Comparison of Seasonally Smoothed Stationary Time Series Using different
values for Λ and ρ
1.1.4 Linear Trend Series
In many situations the series may have a trend component such as that in Fig-
ure 6a. We may observe this series is clearly non-stationary because it is not, by
definition, centered about the series mean. This trending pattern provides some com-
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a). Original Trend b). Smoothed with Λ = 0.9, ρ = 0.9
Fig. 6.: Example of Smoothed Linear Trend Time Series Using different values for
both Λ and ρ
plication, especially if seasonality exists as with many business and sales models.
Nonetheless, we will begin with the simpler case of no seasonality. Recall our concern
here is that of a sequence of time series data. When faced with a trend pattern, we
must account for the current value in the trend ρτ and the previous measurement
average ρτ−1.
In the case of a trending time series, the trend values must also be weighted and
used in combination with Equation (1.7) in order to smooth the series. This yields
Rτ = C
S̄τ
S̄τ−1
+ (1− C)Rτ−1 (1.11)
where C “represents the rate at which the exponentially weighted trend ratios di-
minish through time” (Holt, 2004). Combining this with Equation (1.1) allows us to
weight the current trend values along with the previous trend value yielding
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S̄τ = ΛSτ + (1− Λ)Rτ S̄τ−1. (1.12)
Trend types may include exponential, logarithmic, and polynomial. Nevertheless, the
most popular trend type is the linear trend. A common trend pattern which occurs
in business is a linear trend pattern and Figure 7 provides an example of the trend
along with differing values for smoothing parameters.
Notice Figure 6b with Λ = ρ = 0.9. Both the smoothing factor and the most
recent trend values have been weighted heavily, thereby placing less emphasis of the
contributions to those values further back in time. This diminished contribution may
be observed when compared to the original series in Figure 6a. There is minimal
change between the original series and the smoothed using these heavily weighted
values. This suggests different smoothing values are needed. Similar results are
observed in Figure 7b in which Λ = 0.1, ρ = 0.9. In this case the data smoothing factor
is lightly weighted while the trend smoothing factor is heavily weighted. Weighting
the most recent trend values heavier allows them to play a less significant role in the
smoothing process and this role, although slight, may be seen in the lower peak trend
values.
Looking at Figure 7a with Λ = 0.9, ρ = 0.1 the smoothing factor is now weighted
much lighter than the trend factor and results similar to those previously mentioned
may be observed. Furthermore, we may observe with the heavier weights placed on
the trend factor the smoothed series does not appear to converge to the original series
until observation twenty-four. It appears as though the smoothed series overestimates
these values and this may be seen by observing the smoothed series remains above
the original series during this interval. Figure 7c uses Λ = ρ = 0.5. Lowering each
weight we may see less prominence within the peak values while also noting the
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a) Smoothed with Λ = 0.9, ρ = 0.1 b) Smoothed with Λ = 0.1, ρ = 0.9
c) Smoothed with Λ = 0.5, ρ = 0.5 d) Smoothed with Λ = 0.1, ρ = 0.1
Fig. 7.: Example of Smoothed Linear Trend Time Series Using different values for
both Λ and ρ
18
smoothed series has begun to better approximate the next series value with fewer
abrupt changes. With lower emphasis placed on both the smoothing factor and the
trend factor the previous series values play a more important predictive role.
The final plot shown in Figure 7d uses Λ = ρ = 0.1. This smoothed series places
minimal weight on the most recent observations which means previous trend factors
and smoothing factors are weighted much more heavily, thereby allowing the past
observations to play a larger prediction and forecasting role. Observe during the first
twenty-four observations this series appears to overestimate the original series even
though there is much less effect induced by abrupt series changes. After the first
twenty-four observations the smoothed series appears to underestimate the original
series. Nonetheless we may observe using these values for Λ and ρ this smoothed
series appears to begin converging to the true trend line which would indicate this is
a much better approximation for this trend than any of the other trend and smoothing
factors chosen.
1.1.5 Linear Trend with Seasonality
Linear trends are a popular method among time series models and in many cases
a seasonal component exists. As an example, suppose monthly sales records are to
be analyzed for a business such as Toys R Us or Walmart. Businesses such as these
have increased sales during the month of December because of holiday shopping,
and therefore they may exhibit a seasonal component such as that seen in Figure 2d.
Treatment of linear trends with seasonal components was addressed by Winters, 1960.
Thus, not only do we need weights on the trend values, but there is also the existence
of the proportion of the trend which is accounted for in the seasonal aspect. This
means we need to combine both the seasonal aspect and the trending component with
Equation (1.7). This may be defined as a combination of the trend adjustment, the
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periodic adjustment, and the present mean value. The trend is adjusted via
Rτ = C(S̄τ − S̄τ−1) + (1− C)(Rτ−1) (1.13)
where C “represents the rate at which the exponentially weighted trend ratios di-
minish through time and Rτ is the trend adjustment for the τ
th period (Holt, 2004).
Additionally, the seasonal adjustment needs to be done for the seasonal periodicity,
and this is accomplished by
Πτ = Λ(S̄τ/Sτ−1) + (1− Λ)Πτ−N . (1.14)
Combining these two periodic and trend adjustments with Equation (1.7) allows us
to smooth the series using
S̄τ = ΥSτΠτ + (1−Υ)Rτ S̄τ−1. (1.15)
The original series was plotted once again and compared with a smoothed series
using the smoothing values Λ = Rτ = πτ = 0.9. This suggests the the data, trend,
and seasonal change components have been weighted heavily. Notice when these
values are heavily weighted the smoothed series is approximately the same as the
original series because only those most recent observation values, along with trend
and seasonal aspects, are considered of greatest importance. These higher values
place an exponentially decreasing weight on each component, thereby limiting their
smoothing contribution. In accordance with the previous examples of EWMA we
feel it prudent to investigate the affect differing estimate values will have when used.
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a). Seasonal Trend b). Λ = ρ = π = 0.9
Fig. 8.: Example of Smoothed Seasonal Trend Time Series Using different values for
both Λ and ρ
Notice in Figure 9a where Λ = ρ = 0.9 and π = 0.1, or in Figure 9b using Λ = π = 0.9
and ρ = 0.1, very little has changed in the smoothed series from the original series.
The most noticeable changes occur in the starting values, with the smoothed values
appearing to lag behind the original values by approximately 20 units. Yet allowing
ρ = 0.1, the previous trend values have a much higher impact on the smoothed series
which may be observed in the significantly higher peak values when the series is
smoothed. Furthermore, there is less resistance to the series shock, suggesting this
may be too small a value for the seasonal periodic adjustment rate. Likewise, we
may observe a higher number of seasonal peaks suggesting less resistance to seasonal
shock when using this low seasonal component. This is in contrast to Figure 9b
using Λ = ρ = 0.9 and π = 0.1. Allowing π = 0.1 we may observe the impact the
linear trend has on the series. Here the linear trend component has been reduced
while retaining higher seasonal and observation weights. Here, there is much more
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a). Λ = ρ = 0.9, π = 0.1 b). Λ = π = 9, ρ = 0.1
Fig. 9.: Example of Smoothed Seasonal Trend Time Series Using different values for
both Λ and ρ
resistance to the seasonal shock yet the smoothed series appears to slightly lead the
original series. This appears due to the heavier weights placed on the previous trend
component values which may lead to a higher prediction or forecasting error. Thus a
heavier trend smoothing component weight is suggested.
An illustration of the affect of using a lighter weighted data smoothing factor
with heavily weighted trend and seasonal factors is provided in Figure 10a using
Λ = 0.1, ρ = π = 0.9. Notice by lightly weighting the most recent observations
the past observations have a much larger impact on the series. Although the series
remains along the trend, this smoothed series has increased peaks at each time period
τ and suggests non-constant variance among the smoothed series. Compare this to
Figure 10b where ρ = π = 0.1 has been reduced to 0.1 while retaining the heavier
data observations weights Λ = 0.9. The affect seen in this graph is similar to that in
Figure 9a.
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a). ρ = π = 0.9,Λ = 0.1 b). Λ = 0.9, ρ = π = 0.1
Fig. 10.: Example of Smoothed Seasonal Trend Time Series Using different values for
both Λ and ρ
A final examination is conducted in Figure 11. We begin by reducing observation,
trend and seasonal smoothing components first to 0.5, i.e., Λ = ρ = π = 0.5, then
further reducing these to Λ = ρ = π = 0.1. Notice not only the increased trend
variation but also the predicted/forecasted observational variation in Figure 11a. The
seasonal component shows slight deviations within the seasonal periods, with both
over and under-predicted values, while the observational predictions lag behind the
observed values. Additionally, the trend component shows high variability around
the trend. Compare this with Figure 11b. Reducing all smoothing component values
to 0.1 has had an overall improved effect on the trend smoothing portion, and may
be observed by noticing the smoothed trend portion appears to be converging to
the actual trend line. Unfortunately, weighting the observational smoothing factor
so lightly has led to poor predictive qualities for the observations and has had little
impact on the seasonal departure.
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i). Λ = π = ρ = .5 j). Λ = π = ρ = .1
Fig. 11.: Example of Smoothed Seasonal Trend Time Series Using different values for
both Λ and ρ
Exponential smoothing is a popular method for prediction and forecasting time
series sequences, however it is not without its problems. Recall that the smoothing
factors Λ, π, ρ ∈ [0, 1]. Using different values for each smoothing factor we have
shown the differences for the smoothed curve. Nevertheless, the biggest problem is
determining the optimal smoothing factor choices from an infinite selection set and
this problem has been demonstrated throughout the proceeding pages. One possible
suggestion is to “use as small a value as is consistent with the period over which the
chosen model adequately represents the true signal” (Brown and Meyer, 1961) and
these authors further go on to suggest using
âτ = 1− (1− α)n (1.16)
for nth order smoothing where α represents “a fair compromise between the stability
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in the face of random noise and response to an occasional change in population”.
Additionally Muth (1960) provides a derivation which may be used to obtain the op-
timal weights. The idea of exponential smoothing has been adopted for “polynomial,
exponential, and trigonometric functions” (Dobbie, 1963) to forecast periodic trends
and by Winters (1960) to forecast sales. Additional work may be found in Cox (1961)
who looked at prediction error in EWMA. The current work includes both a theoret-
ical approach and the applied approach taken by Shumway and Stoffer (2010), who
utilize the theoretical ideas developed by Box, Jenkins, et al. (2015). This point was
introduced by Box and Jenkins (1968) during their discussion of using exponentially
weighted moving averages to forecast the generally non-stationary process associated
with economic data. Although EWMA uses only the current weighted observation
for Sτ along with the previously weighted observation mean S̄τ−1 in its calculations,
it is a popular forecasting and prediction method for analyzing time series. However,
given the infinite weighting choices available for each of Λ, π, ρ, EWMA appears to be
a poor choice as a forecasting and prediction method, suggesting a more reasonable
approach is needed which may provide fewer choices to obtain the most appropriate
model.
1.2 ARIMA
1.2.1 Autocorrelation
Although EWMA has been shown to be an adequate prediction and forecasting
method for time series, clearly the current value of xτ may depend upon the previous
xτ−i values. This dependence suggests the existence of correlation between xτ and
the previous sequence values. Unfortunately EWMA failed to account for this obser-
vational time dependence. An improved method termed Autoregressive Integrated
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Moving Average (ARIMA) was developed by Box, Jenkins, et al. (2015) to account
for the possibility of correlation among the time dependencies.
We have previously looked at stationary series and have defined a stationary
series to be a series which is in “equilibrium about a constant mean” (Box and Jenk-
ins, 1968). Therefore according to Box, Jenkins, et al. (2015) because a time series
is a group of observations made through time t1, ...tk, the time series will have a
probability distribution p(z) whereby a stationary series has a mean defined as
µ = E[zt]. (1.17)
with a constant variance
σ2z = E[(zt − µ)2]. (1.18)
Additionally, by the definition of stationarity, if we were to look at the joint
probability distribution p(zti , ztj) we should observe the same joint probability for
any given time interval. However, according to Box, Jenkins, et al. (2015), because
of the conditions of stationarity, this suggests the values for zti , ztj may well exhibit
covariance through t1...tk and this covariance must be the same for all t . Furthermore,
given any lag k, this covariance be be defined by
γk = cov(zt, zt+k) = E[(zt − µ)(zt+k − µ)]. (1.19)
Likewise, because a stationary process has, by definition, a constant variance σ2z (Box,
Jenkins, et al., 2015) have defined cor(zt, zt+k) to be
26
a) Histogram Using Λ = 0.1 b) Histogram Using Λ = 0.9
Fig. 12.: Barchart and Plot Using Weighting Schemes Λ = 0.1 and Λ = 0.9
ρk =
E[(zt − µ)(zt+k − µ)]√
E[(zt − µ)2]E[(zt+k − µ)2]
. (1.20)
The concept of autocorrelation has been addressed by Box, Jenkins, et al. (2015)
and well as Shumway and Stoffer (2010) and has been previously eluded to in the
current work using Figure 1(a and c) which are shown again above in Figure 12(a
and b) . Notice in Figure 12a the individual values are decreasing exponentially
at successive lags, with the heaviest value occurring first. Thus, each successive lag
plays a larger role in smoothing the series. This is in contrast to Figure 12b however,
notice here successive lags play little to no role in the smoothing value. The idea of
autocorrelation may be thought of in a similar manner.
1.2.2 Autoregressive Model
The autoregressive process is defined by (Box, Jenkins, et al., 2015) as
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a). Autocorrelation with lag 20 b). Autocorrelation with lag 20
Fig. 13.: Example of Non-Autocorrelation and Autocorrelation
zt = φ1zt−1 + φ2zt−2 + ...+ φpzt−p + at (1.21)
where the φi are weighted parameters, while the at is defined as white noise and it
is this white noise that “drives the system” (Box, Jenkins, et al., 2015). Furthermore,
this white noise is assumed to be Gaussian with mean zero and constant variance,
and p is the order of the process which may be written as AR(p).
1.2.3 Moving Average Model
The Moving Average Process is defined by (Box, Jenkins, et al., 2015) as
zt = at − θ1at−1 − θ2at−2 − ...− θqat−q (1.22)
where the θi are the weighted parameters, ati are the random white noise shocks
28
associated with the system, and q is the order of the process which may be written
as MA(q).
1.2.4 Autoregressive Moving Average Model
The Autoregressive Moving Average Process is a combination of the AR(p) and
the MA(q) models and is defined by (Box, Jenkins, et al., 2015) as
zt = φ1zt−1 + φ2zt−2 + ...+ φpzt−p + at − θ1at−1 − θ2at−2 − ...− θqat−q (1.23)
with order p for the AR process and order q for the MA process, and may be written
as ARMA(p,q).
1.2.5 Autoregressive Integrated Moving Average Model
The Autoregressive Integrated Moving Average Model (ARIMA) may then be
observed as an adaptation to the ARMA(p,q). However, the ARIMA model allows
for the analysis of non-stationary time series by applying a difference operator ∇dzt
to the ARMA process. Thus the ARIMA model is defined in (Box, Jenkins, et al.,
2015) as
ϕ(B)zt = φ(B)∇dzt = θ(B)at (1.24)
where, according to (Box, Jenkins, et al., 2015)
φ(B) = 1− φ1B − φ1B2 − · · · − φpBp
θ(B) = 1− θ1B − θ1B2 − · · · − θpBp
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In this model, Box, Jenkins, et al. (2015) define ϕ(B) to be the generalized autoregres-
sive operator, φ(B) is the autoregressive operator, θ(B) is the moving average opera-
tor, and B is the backshift operator. This may then be defined as an ARIMA(p, d, q),
where p is the Aurtoregressive order, d is the difference value required to obtain a
stationary series, and q is the Moving average order. If p = 0 in this model, the model
becomes an integrated moving average model, whereas if q = 0 the model becomes
an integrated autoregressive model. Additionally, if one includes a seasonal aspect,
this model becomes a multiplicative the model (p, d, q) × (P,D,Q), where P is the
seasonal autoregressive order, D is the seasonal difference order, and Q is the seasonal
moving average order. Clearly, one may observe using ARIMA there may be a large
number of possible models from which to choose, however, the number of possible
models which may be obtained becomes even larger extremely fast when faced with
seasonality. The ARIMA method was applied by Harvey and Pierse (1984) and used
to estimate missing observations in the airline passenger data which appeared in Box,
Jenkins, et al. (2015).
1.2.6 Conclusion
It is important to note while both the EWMA and the ARIMA and its varia-
tions provide researchers the ability to model time series, the main reason for the
discussion of each method was to illustrate their fallacies and drawbacks for com-
pleteness. Clearly the infinite starting values available for the EWMA make it a less
than desirable method when attempting to determine the best model. Likewise, the
numerous possible values for each of p, d, and q available in the ARIMA, including
those which may have seasonal components P,D,Q make this a complicated and
unfavorable method. Similar to the EWMA, the large number of possible models
available may yield questionable model estimates given the number of possible mod-
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els available. Furthermore, each of these methods are frequentist methods, therefore
neither of these methods possess the Bayesian updatable ability available from using
prior information to determine model identifiability. Therefore, a new method needs
to be created which will be not only less complicated, but also provide the ability to
determine model identifiability.
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CHAPTER 2
DYNAMIC LINEAR MODELS
2.1 Dynamic Linear Models
While the modeling of time series data is a useful tool, most methods assume
the modeling process remains consistent and there is no movement through time.
This suggests that the only noise within the model comes from the relationship of
the independent variable through time. Therefore, the underlying process does not
change through time.
A new approach to modeling time series is the Dynamic Linear Model (DLM)
developed by J. Harrison and West (1999). The DLM process allows for not only
observational changes through time such as those with both Exponentially Weighted
Moving Averages
(
henceforth EWMA
)
Holt (2004) and Autoregressive Integrated
Moving Averages (henceforth ARIMA) Box, Jenkins, et al. (2015), but also allows
the underlying process to change through time. The DLM has been used to “fore-
cast total physician expenditures using data from the Social Security Administration
and the Health Care Financing Administration” (Shumway and Stoffer, 1982) who
determined the DLM was preferable to EWMA due to the latter’s inability to al-
low “the smoothed values to deviate from pure exponential form”. Other economic
applications include those of (Harvey and Todd, 1983) who noted “disturbance vari-
ances may be estimated using a small amount of observations”. Additionally they
concluded DLM forecasts are comparable with those made using the Box-Jenkins
ARIMA models. The DLM has also been used in genetic network estimation by
Yoshida, Imoto, and Higuchi (2005), while Moore and Krishnamurthy (1994) applied
32
the DLM to electronics. Additionally, Kitagawa (1987) used the DLM to model non-
stationary binary processes to analyze rainfall occurrences during the period between
1983 and 1984. Furthermore, Kitagawa and Gersch (1984) used data obtained from
the Bureau of Labor and Statistics to analyze non-stationary processes such as those
exhibiting trend and seasonality. Comparisons between the DLM and both EWMA
and ARIMA by Ameen and P. Harrison (1984) determined the advantages of the
DLM to EWMA involved the latter’s disadvantage which uses only a single discount
factor for the weighting scheme, i.e. “the rate at which the appropriate model pa-
rameters change through time” (Ameen and P. Harrison, 1984). The DLM has also
been used by Rivers (2014) to analyze radiometry readings. In addition, Aguilar et
al. (1998) provides an analysis of Southern Oscillation Index to determine the effect
El Nino has had on monthly sea level pressures. Likewise Prado and Huerta (2002)
and West, Prado, and Krystal (1999) utilized a mixture of DLM models to analyze
electroencephalographic (EEG) recordings obtained from electro-convulsive therapy
patients.
2.1.1 Locally Constant Dynamic Linear Models
Dynamic linear models fall under a class of models known as state space models
Petris, Petrone, and Campagnoli (2009). The simplest DLM is defined by J. Harrison
and West (1999) as the locally constant model and is composed of the following two
equations:
Yt = Ftµt + νt
µt = λtµt−1 + ωt (2.1)
where the equation for Yt is known as the observation equation, the equation for
λt is the system equation, νt ∼ N(0, Vt) and ωt ∼ N(0,Wt). Additionally, initial
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information
(µ0|D0) ∼ N [m0, C0] (2.2)
is available to the modeler. Under this model, both Ft and λt are 1. In the constant
model, both Vt and Wt are known a priori, along with initial information regard-
ing the starting mean m0 and beginning variance C0. Thus the DLM has two error
components; that of νt and that of ωt. Here “νt represents the random observation
error or noise about the underlying model while ωt is the evolution error which rep-
resents the purely random unpredictable changes between t − 1 and t” J. Harrison
and West, 1999. It is useful to note the term constant in the setting of this work is
used to distinguish this model from those containing trend or seasonality; These will
be discussed in later sections.
Unlike the EWMA model introduced by Holt (2004) or the ARIMA model in-
troduced by Box, Jenkins, et al. (2015) the DLM is a process which evolves through
time. Of particular interest in the current work is how the system is affected when
restrictions are placed upon ω such that ωi < νi for all ti. Furthermore, how does
the system behave with this restriction and how does this behavior effect not only
the smoothing process but also the forecasting process? Furthermore, is it possible
to determine if this restriction aids in model identifiability?
2.2 Forecast and updating distributions for the Constant DLM
2.2.1 One Step Ahead Forecast
Before beginning the discussion on Forecast and updating distributions for the
Constant DLM it is worth mentioning that these formulas are readily available for the
reader in J. Harrison and West (1999), however, the author has included them in this
article for both clarity and completion. In the constant DLM, the forecaster has some
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a- priori information regarding the data mean at time t0, for instance, the mean of
the overall data series, and is assumed to be normally distributed. Therefore, µ0|D0 ∼
N [m0, C0], where m0 is the parameter estimate for the starting mean at time t0 and
C0 is the parameter estimate for the starting variance at time t0. This information
is used as a starting point for the DLM process. Thus at time t1 the process is
sequentially updated using Bayesian properties of prior and posterior information.
Therefore at time t1 the modeler obtains a posterior for the previous mean value µt−1
given the data up to the previous measurement Dt−1. This posterior is then defined
as µt−1|Dt−1 ∼ N [mt−1, Ct−1], with prior information for the current parameter given
the data up to the previous time t − 1 as µt|Dt−1 ∼ N [mt−1, Rt], where Rt is the
sum of the variance at the previous time period and the system variance Ct−1 +Wt.
Likewise at time t1, the initial information becomes µt−1|Dt−1. Therefore, µt|Dt−1 is
the mean at time t given all data up to the previous time period.
Thus, via Bayes theorem,
p(µt|Dt) = p(µt|Dt−1)p(Yt|µt, Dt−1)/p(Yt|Dt−1) (2.3)
where p(Yt|µt, Dt−1) ∼ N [mt−1, Ct−1] is the likelihood for the data up to the previous
time period. Likewise, p(µt|Dt−1) ∼ N [mt−1, Rt] is the prior probability distribution
for the mean at the current time t.
However, part of the modeler’s obligation is to forecast future values Yt. Prob-
lematic to this situation is the realization that the researcher only has the observations
Y0...Yt through the data observations D0...Dt−1. Therefore, the last observation will
occur at the previous time data measurement. Thus, the one step ahead forecast for
Yt|Dt−1 ∼ N [ft, Qt] where ft = mt−1 is the prior mean parameter estimate for µt and
Qt and is the sum of the prior variance estimate Rt and the observation variance Vt.
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Thus ft is the forecast mean and Qt is the forecast variance.
With this 1 step ahead forecast for Yt the modeler is able to provide the pro-
cess a current data value Dt. One may then use this given information to provide
some insight for the posterior distribution of the mean parameter µt. This updated
distribution is observed to be (µt|Dt) ∼ N [mt, Ct], where
mt = mt−1 + Atet (2.4)
where mt−1 represents the previous value of the estimated mean parameter. Here
At is known as the adaptive coefficient and is the proportion of the prior variance
to the forecast variance At = Rt/(Rt + Vt). The true value of Yt is unknown to the
modeler, therefore et represents the difference between Yt and the forecast mean ft.
Thus et = Yt− ft and this allows the modeler to update the mean by adding an error
weighted by the proportion of prior and forecast variance to update the next value.
Likewise the posterior variance utilizes the weighted prior and forecast variance to
assign a weighted value to the observation variance Vt yielding Ct = AtVt.
When choosing to forecast the value of Y at the kth time ahead, denoted by
Yt+k, while only knowing the data D at the current time denoted by Dt, the one step
ahead forecasting procedure may be extended t+ k times ahead such that Yt+k|Dt ∼
N [ft(k), Qt(k)] This forecast mean is defined to be ft(k) = Ft+kmt, where, in the
constant model Ft+k = 1 and mt is the mean of the last known data point at time
t. Furthermore, the forecast variance Qt(k) = F
2
t+kRt(k) + Vt+k, where Rt(k) = Ct +∑k
r=1Wt+k is simply the variance at the last known data point Dt along with the sum
of the system variance up to the kth time forecast, ie., from t to t+k, combined with the
observation variance at the kth forecast value Vt+k. For this k
th step ahead forecast
distribution, the mean at the last known data point is (µt+k|Dt) ∼ N [mt, Rt(k)],
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where both mt and Rt(k) are defined above. Extending this to any parameter θ this
becomes (θt+k|Dt) ∼ N [mt, Rt(k)], whereby θ is the parameter of one’s choice. See
Appendix B for explanation.
2.3 Methods
Sampling Importance Resampling (SIR) methods are one method which may be
used to obtain estimates for the posterior distribution and the current author chose
to reference Gelman et al. (1995). According to (Smith and Gelfand, 1992) “this
provides a simple pedagogic tool for illustrating the sequential Bayesian learning
process, as well as the increasing concentration of the posterior as the amount of data
increases”. Given the unknown nature of the forecast values, this method seems to be
an appropriate method. Under this method, a sequence of N samples is chosen for V
and W so the samples V1, . . . , VN , and W1, . . . ,WN are drawn whereby W < V . This
sequence of candidate samples is then used to conduct k < N re-samples for V and W
which may then be used to obtain improved estimates of the posterior distribution.
This re-sampling step is suggested by (Sapra, Mathew, and Majumder, 2014) as a
method “to eliminate the samples with small weights.”
The first example in the current paper used the Sampling importance Resam-
pling (SIR) method which was conducted in an adaptive manner to provide improved
estimates. However, the increased number of parameters in both example two and ex-
ample three necessitated the use of Metropolis Hastings sampling methods, therefore
the final two examples used a Metropolis Hastings sampling procedure to demonstrate
model sampling flexibility in cases where parameter sizes yield SIR methods time in-
feasible. However, other methods such as slice sampling and Approximate Bayesian
Computation (ABC) do exist and could have been used. The SIR algorithm has been
used to “fit a population dynamics model to fishery catch-age data and survey data”
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(McAllister and Ianelli, 1997). Other uses of SIR have been done by Raftery, Givens,
and Zeh (1995) to make inferential decisions on the replacement yield of bowhead
whales. An adaptive approach was taken by Givens and Raftery (1996), whereby
multiple runs of the SIR were conducted using kernel density estimates as the updat-
ing estimates. Additional work has been done by (Sapra, Mathew, and Majumder,
2014) “who used an adaptive approach to the SIR to determine a solution to the
inverse kinetics problem in robot manipulators”.
2.4 Alogrithm
To generate the posterior samples from the prior distribution
1. Generate {(V1,W1), (V2,W2), ..., (VNc ,WNc)} samples from the candidate distri-
bution g(V,W )
2. Calculate f(Dt|Vi,Wi) = p(Yt|Dt−1, Vi,Wi)p(Vi,Wi)
3. Calculate ωi = f(Dt|Vi,Wi)/g(Vi,Wi)
4. Calculate the importance weights ω∗i ∝ ωi/
∑Nc
i=1 ωi
5. Resample Ns samples of (W
∗
i , V
∗
i ) with probability ∝ ω∗i with replacement
2.5 Application
The constant DLM was used to analyze number of earthquakes with magnitude
greater than 7.0 recorded from 1900 -1998 which is included in Table 14 in Ap-
pendix C. A plot of the data revealed indicates a stationary series which may be
observed in Figure 14.
System and observation variances play an integral role in obtaining these fore-
casts, yet additional interest lies in model identifiability. The constant PBDLM one
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Fig. 14.: Magnitude 7+ Earthquake Data 1900-1998
step ahead forecast was applied separately using V = 2 and W = 50 and then W = 2
and V = 50. The results using V < W may be observed in Fig 15a where system
variance less than observational variance. The one step ahead method appears to
mimic the original data. This yields a model whereby the W causes the mean to vary
greatly, making it difficult to determine an estimated mean value.
However, one may observe in Fig 15b, using a model with W < V the mean ap-
pears to be much more relaxed with less variability within itself. This lower variability
about the mean creates a much smoother estimated series mean. The estimated series
mean seen when controlling W < V thus provides some model identifiability insight.
The constant PBDLM was applied to this process using V = 50 and W = 2.
The FBDLM was then run using a total of 10,000 samples which were were drawn
from the candidate distributions V ∼ χ2100(100) and W ∼ Uniform(0, V ) using a
prior value for V = 2. Sampling Importance Resampling was then conducted using
1500 samples, of which 1204 were unique sample values.
39
Fig. 15.: DLM with Different Observation and System Variances
The PBDLM and the FBDLM were then applied to forecast k = 10 units ahead
using the one step ahead restrictions above and compared to actual quake numbers.
The mean forecast values for both models, along with their corresponding credible
and credible intervals may be observed in Table 1 and Figure 16. All 95% credible
intervals were calculated using 0.025 and 0.975 quantiles. Under the constant PBDLM
(denoted by the slashed red line in Figure 16 the future forecast mean value ft+k =
16.76 is the mean value mt taken at the last known data point Yt, yet the actual
quake values vary. Likewise, the PBDLM forecasts over-estimate when the number
of earthquakes are low, and under-estimates for the years 1999 and 2007 when the
number of quakes are 18. Similarly, the FBDLM over-estimates when faced with a
lower number of earthquakes, however, it provides a better estimate during 1999 and
2007. The varying ft+k created using the FBDLM are denoted by the solid blue line
in Figure 16. This is not unexpected, as the FBDLM has only assumed a distribution
for these parameters, making it a purely data driven approach as opposed to the
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a). Forecast k Steps Ahead b). Forecast 1 and 5 Steps Ahead
Fig. 16.: Stationary Partial vs Fully Bayesian DLM with k step ahead Forecast of
Magnitude 7+ Earthquake Data 1900-1998
static values approach seen in the PBDLM. Furthermore, the impact of the forecast
variance Qt+k = F
2
t+kRt(k) + Vt+k = F
2
t+kCt +
∑k
r=1Wt+k + Vt+k for both methods
may be observed in the corresponding intervals. Although the 95% credible intervals
for the FBDLM appear wider than the 95% credible intervals constructed using the
PBDLM, this is also due to the distributional assumption of the FBDLM as opposed
to the PBDLM static structure.
This FBDLM approach was then used to create 95% credible intervals for the
10 year ahead future forecasts. This interval is comparable the 95% credible inter-
vals created using the PBDLM. with each interval capturing the actual number of
earthquakes along with the PBDLM intervals.
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Table 1.: Comparison of Constant Partial DLM Forecasts and credible intervals vs
Full Bayesian DLM Forecast and Credible Intervals
Year Actual PBDLM 95% credible FBDLM 95% Credible
1999 18 16.76 (8.96 , 24.55) 17.81 (8.03 , 27.35)
2000 15 16.76 (8.47 , 25.04) 17.91 (5.91 , 29.39)
2001 16 16.76 (8.00 , 25.51) 17.58 (4.85 , 30.48)
2002 13 16.76 (7.55 , 25.96) 17.75 (4.50 , 31.49)
2003 15 16.76 (7.13 , 26.38) 17.34 (1.69 , 33.35)
2004 16 16.76 (6.72 , 26.79) 17.56 (0.41 , 34.72)
2005 11 16.76 (6.33 , 27.18) 17.47 (-1.58 , 36.42)
2006 11 16.76 (5.95 , 27.56) 17.69 (0.73 , 36.89)
2007 18 16.76 (5.59 , 27.92) 17.45 (-1.00 , 38.65)
2008 12 16.76 (5.24 , 28.28) 17.56 (-0.82 , 39.12)
2.6 Results
The actual number of reported earthquakes greater than 7.0 magnitude between
the years 1999 and 2008 are recorded in Table 1 which were obtained from the USGS
at earthquake.usgs.gov/earthquakes/browse/stats.php. These values are compared
with the PBDLM and the FBDLM. Notice, the PBDLM values remain constant
at 16.76. Yet, the FBDLM has varying forecast mean values. This is due to the
uncertainty surrounding the future values and the uncertainty of the forecast. This
reveals the impact of the uncertainty contributed by both the system variance Wi
and the observation variance Vi. Here the only stipulation placed upon the variances
is that W < V for each W,V pair.
Likewise, credible intervals for the PBDLM, along with the credible intervals for
42
the FBDLM may be observed in Table 1. Each of these intervals captures the true
number of earthquakes.Using the PBDLM the 95% interval, exhibits model evolution
created by the uncertainty surrounding future unknown mean forecasts leading to
varying interval values. However this PBDLM does appear to provide a good ap-
proximation for the estimated forecasts.The 95% credible intervals for the FBDLM
capture the intervals for the PBDLM, however, this is due to the distributional as-
sumtion of the FBDLM instead of the static assumption, thereby providing an upper
and lower bound on the interval values. While these bounds are wider than the PB-
DLM, they provide a better approximation than simply assuming values V and W .
Furthermore, this width is due to the model uncertainty within a fully data driven
approach, as opposed to the subjective information in the PBDLM.
2.7 Dynamic Linear Model with Trend
In the constant model, parameter estimates were calculated by utilizing the vari-
ation about the observation and the variation about the mean. However, many nat-
urally occurring time series such as yearly business profits or yearly weather activity
exhibit trends in time. When a linear trend is present, there is now an additional
source of variability around the unknown trend. The DLM may be used to capture
this additional source of variability.
Time series which have a linear trend are somewhat related to the regression
methods learned in rudimentary statistics classes. The yearly precipitation inches for
Lake Superior were recorded between 1900 and 1986 and a graph of these may be
seen in Figure 17 below. This data was obtained at www.http://datamarket.com/
data/list/?q=provider:tsdl.
One popular method for solving data with a linear trend is the Least Squares
Estimates method which minimizes the distance from the estimated trend and the
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Fig. 17.: Lake Superior Annual Rainfall 1900-1986
observed y values for each yi. However, when finding Least Squares Estimates the
variation is dependent upon the variability among the observable xi and yi pairs,
yet in time series data these xi values represent a point in time and not necessarily
an observed xi measurement. Furthermore, Least Squares Estimates fail to account
for any further variability associated with the system mean and/or trend, thereby
providing poorer quality parameter estimates. Unlike the Method of Least Squares,
the current DLM model allows for variability among the unknown mean and/or trend
parameters in addition to the observation variability.
The linear trend DLM is a form of the univariate DLM and extends the ideas of
the constant DLM to include a an additional parameter for uncertainty around the
trend. Under the linear trend form of the DLM, J. Harrison and West (1999) define
Yt = F
′
tθt + νt
θt = Gtθt−1 + ωt (2.5)
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where Yt is an r × 1 vector of observations [y1, ...yn], θt is the system equation,
νt ∼ N(0, Vt) and ωt ∼ N(0,Wt). Additionally, initial information
(θ0|D0) ∼ N [m0, C0] (2.6)
is available to the modeler wherem0 and C0 represent prior information for the mean
and variance. Under this general univariate DLM, µt = F
‘
tθt where Ft is known as
the design matrix with dimension n× r and θt is the unknown parameter of interest
representing the system vector. Thus, µt becomes the system mean.
2.7.1 Forecast and Updating Distributions for the Linear Trend DLM
In the case where a linear trend component is incorporated into the model, θ
becomes (αt, βt) , where α represents the value of the current mean and β represents
the current value of the trend. Furthermore,
F =
1
1

W =
ω1 0
0 ω2

G =
1 0
1 1

V = [νt]
Likewise, initial information is available in the form θ0|D0 ∼ N [m0, C0] which
represent the starting values for the mean and variance. The forecasting and updating
equations for the trend DLM are similar in nature to those used in the constant
45
DLM case with some slight alterations. The posterior is defined as θt−1|Dt−1 ∼
N [mt−1, Ct−1], where mt−1 represents the previous mean value and Ct−1 is the
prior variance matrix. Additionally prior information for the current parameter given
the data up to the previous time t − 1 is defined as θt|Dt−1 ∼ N [at, Rt], where
at = Gtmt−1 represents the prior mean at time t and Rt = GtCt−1G
‘
t +Wt is the
prior varince at time t. Here both Gt and Wt are known n × n matrices, where Gt
represents the system matrix and Wt is the corresponding system variance matrix.
Calculation of the one step ahead forecast for the trend DLM is also similar to
that of the constant DLM with Yt|Dt−1 ∼ N [ft, Qt]. However, in the trend DLM while
ft still represents the one step ahead mean, it is now the product of the design matrix
and the prior mean, yielding ft = F
‘
tat. Furthermore, the one step ahead variance
is now calculated using the product of the design matrix and the prior variance such
that Qt = F
‘
tRtFt + Vt represents the addition of the prior variance to that of the
observation variance.
The posterior distribution for the trend DLM may be observed as similar to that
of the constant DLM with θt|Dt ∼ N [mt, Ct]. Here mt represents the posterior
mean. Extending the idea of the constant DLM where mt = mt−1 +Atet to the linear
trend DLM results in mt = at +Atet where at is the prior mean as defined above,
At = RtFtQ
−1
t is the adaptive coefficient, while et remains the difference between
the observed Yt and the one step ahead forecast mean ft, i.e., et = Yt − ft with ft as
defined above. Finally, the posterior variance Ct is the difference between the prior
variance and the proportion of variance associated with the one step ahead forecast
such that Ct = Rt −AtQtA
′
t.
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a). PBDLM b). FBDLM
Fig. 18.: One Step Ahead Forecasts for Trend DLM Using 1900-1986 Annual Lake
Superior Rainfall
2.8 Methods
Although the constant DLM was conducted using SIR, the increased parameter
spaces in the linear trend and seasonal DLM models make the Metropolis Hastings
Sampler a more suitable sampling method. Metropolis Hastings sampling was de-
veloped by Metropolis et al. (1953), however Hastings (1970) was the first to apply
the method to higher dimensional spaces. Other works include those of Chib and
Greenberg (1995) who provide an excellent explanation in their tutorial, while also
noting the method’s versatility. The works of Gelman et al. (1995) as well as Gilks,
Richardson, and Spiegelhalter (1995) also provide excellent references.
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2.9 Application
The yearly precipitation inches for Lake Superior between 1900 and 1986 seen in
Figure 17 was analyzed and the original data is included in Table 15 in Appendix D.
The plot revealed what appears to be an obvious positive trend, so the Linear Trend
DLM was used to forecast for the years 1988-1996. credible intervals for the PBDLM
were then created using 95%, and these were compared to the 95% credible intervals
which were created using 0.025 and 0.975 quantiles.
The PBDLM was run using the static values νt ∼ N(0, 100), ωt ∼ N(0,Wt)
with
m0 =
30.001
0
 ,C0 =
11.95 0
0 11.95
 ,Wt =
0 0
0 0
 (2.7)
and the forecasts were compared. Initially, the FBDLM was calculated using Sam-
pling Importance Resampling (SIR) whereby 2,500,000 samples were drawn from
the candidate distributions V ∼ χ22,500,000(11.95), ω1 ∼ Uniform(0, V ), and ω2 ∼
Uniform(0, ω1), again using a prior on V = 2. This yielded 1500 samples of which
1269 were unique values. However, this required an extensive amount of time (over
24 hours of computation time), therefore a Metropolis Hastings procedure was con-
ducted.
2.9.1 Alogrithm
To generate the posterior samples from the prior distribution
1. Draw (v0, ω0i ) as a starting point such that p(V
0, ω0i ) > 0 from a starting distri-
bution p(V, ωi)
2. Sample (V ∗, ω∗i ) from a jumping distribution p(V
∗, ω∗i | V t−1, ωt−1i ) at time t
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3. Calculate r =
p((V ∗, ω∗i ) | Y )/p((V t−1, ωt−1i ) | Y )
p(V t−1, ωt−1i | Y )/p(V t−1, ωt−1i | V ∗, ω∗i )
4. Sample a Uniform(0,1) random variable U
5. If U ≤ r, set (V t, ωti) = (V ∗, ω∗i ), otherwise, set (V t, ωti) = (V t−1, ωt−1i )
For the FBDLM, 10,000 MCMC samples were taken using F and G as previously
defined. However, ν was chosen to be 1, while ω1 was chosen to be 0.9 and ω2 was
chosen to be 0.8. This not only allowed W < V , but also, ω2 < ω1, thereby ensuring
the variance about the trend was less than the variance about the mean. The results
may be seen in Figure 19. Notice the 1 strep ahead forecast for both models appears
to be quite similar, with both the PBDLM and the FBDLM providing excellent
approximations to the actual data. However, when one examines the 95% credible
intervals of the 1 step ahead forecast for both methods, it is clear the FBDLM has
much tighter credible intervals than that of the PBDLM.
2.9.2 Results
A comparison between the PBDLM and the FBDLM for the linear trend model
may be observed in Figure 19 and the corresponding values for the years 1977-1986
may seen in Table 2. The PBDLM and 95% credible intervals may be seen in Fig-
ure 19a along with the actual Lake Superior rainfall measurements for the years 1900 -
1986. Although it may be observed the forecast values for both the partial Bayes and
the Full Bayes appear quite close, with each forecast mean following the decreasing
trend which beings around 1970, their forecast interval predictions are quite different.
The PBDLM was run for the years 1900 - 1976 and the PBDLM was used to
forecast for the years 1977 - 1986. The forecast values and 95% credible interval
values may be seen in Table 2. It is clear none of the 95% credible intervals contain
the actual rainfall measurements between 1977-1986. The FBDLM was then run for
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a). PBDLM b).FBDLM
Fig. 19.: Forecasts and 95% credible and Credible Intervals for 1900-1986 Annual
Lake Superior Rainfall. PBDLM uses Vt = 1, ω1t = 0.9, ω2t = 0.8. FBDLM uses
V̂t = 24.34837, ω̂1t = 28.74581, ω̂2t = 12.33339
the years 1900 - 1976 and the FBDLM was used to forecast for the years 1977 - 1986.
The forecast values and 95% credible interval values may be seen in Table 2. It
may be observed in Figure 19b and in Table 2 the 95% credible intervals capture
the true rainfall amounts for each of the years 1977 - 1986 except for the year 1985.
This indicates the fully data driven model provides better capture probability than
the model using subjective starting values and partial Bayesian properties.
2.9.3 Seasonal Dynamic Linear Model
Many collections of time series data have periodic components, which will be
called seasonal components. In business, this seasonal behavior may be observed as
product sales during holidays such as Christmas. In meteorological data, this sea-
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Table 2.: Comparison of Linear Partial DLM Forecasts and credible intervals vs Full
Bayesian DLM Forecast and Credible Intervals
Year Actual Partial Bayes 95% Credible Full Bayes 95% Credible
1977 39.93 26.38 (22.19, 30.58) 26.35 (6.12, 46.31)
1978 30.99 25.38 (21.18, 29.57) 25.32 (5.74, 45.22)
1979 35.69 24.38 (20.18, 28.57) 24.59 (5.04, 44.16)
1980 29.59 23.37 (19.17, 27.57) 23.34 (3.39, 43.06)
1981 28.37 22.37 (18.17, 25.47) 22.39 (2.24, 42.08)
1982 35.82 21.37 (17.17, 25.46) 21.46 (1.58, 41.26)
1983 32.27 20.36 (16.17, 24.57) 20.67 (0.81, 40.13)
1984 29.09 19.36 (15.17, 23.57) 19.27 (-0.51, 38.89)
1985 38.25 18.36 (14.16, 22.55) 18.36 (-1.58, 38.33)
1986 32.77 17.36 (13.16, 21.55) 17.43 (-3.15, 37.02)
sonality may be observed as seasonal temperature fluctuations. Further examples of
seasonality include the Atlantic hurricane season whereby the number and frequency
of developing tropical systems and hurricanes increase between June and November.
Additionally, increased pollen output occurs during the spring and summer months,
leading to an increased allergy symptoms. Likewise seasonality may be observed
through increased cold and flu cases which occur during the winter months.
Seasonal occurrences within time series data yield additional parameters which
should be analyzed, regardless of whether the model is constant or exhibits a trend
component. However, the number of parameters will increase dependent upon the
seasonal component. In semi - annual data this means 2 additional parameters, quar-
terly data indicates 4 additional parameters, etc. Thus, forecasts using seasonality
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may require forecasts within high dimensional parameter spaces.
The idea of seasonality was originally examined in Holt (2004). Seasonality was
also addressed in the SARIMA model developed by Box, Jenkins, et al. (2015), who
provide an in depth treatment. Likewise, Shumway and Stoffer (2010) provides an
insightful analysis of seasonality using Spectral analysis, however, their concentration
is on continuous data and the use of Fourier transformations. Other works using the
seasonal DLM include those of Wang et al. (2019) who analyzed the impact tempera-
ture induced strains have on China’s Sutong Cable-Stayed Bridge, however their work
applied the EM algorithm to continuous data and included an autoregressive compo-
nent. Likewise , the works of Liu and Fan (2019) applied a Fourier DLM to China’s
Fumin bridge to analyze the periodic stresses. The works of J. Harrison and West
(1999) formally address the seasonal DLM through the use of the Fourier method,
in addition to the discrete method and the current work will emphasize the latter’s
discrete method.
The seasonal DLM extends ideas of both the constant and the trend DLM and
incorporates the seasonality parameter. Furthermore, the seasonal DLM is defined
by (J. Harrison and West, 1999) similar to the trend DLM such that
Yt = F
′
tθt + νt
θt = Gtθt−1 + ωt (2.8)
where Yt is an r × 1 vector of observations [y1, ...yn], θt is the system equation,
νt ∼ N(0, Vt) and ωt ∼ N(0,Wt). Additionally, initial information
(θ0 | D0) ∼ N [m0, C0] (2.9)
is available to the modeler wherem0 and C0 represent prior information for the mean
and variance. Under this general univariate DLM, µt = F
‘
tθt where Ft is known as
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Fig. 20.: Quarterly Marine Temperatures for Moreton Bay Australia between April
2000 and January 2013
the design matrix with dimension n× r and θt is the unknown parameter of interest
representing the system vector. Thus, µt becomes the system mean.
Quarterly temperature data in Moreton Bay Australia was recorded between
March 2000 and January 2013 and a seasonal DLM was run using a quarterly seasonal
pattern. Furthermore, a plot of the data revealed a slight trend, therefore, in addition
to the trend components needed, there were an additional 4 parameters available for
analysis. Under this model, the prior distribution for νt was νt ∼ χ22, while the prior
distribution for the remaining parameters was chosen to be U(0, νt). In this case one
may define F , W , V , and G as
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F =

1
1
1
0
0
0

,
W =

ω1 0 0 0 0 0
0 ω2 0 0 0 0
0 0 ω3 0 0 0
0 0 0 ω4 0 0
0 0 0 0 ω5 0
0 0 0 0 0 ω6

,
,
G =

1 1 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0

V = [νt]
whereby G is known as the permutation matrix. For more details on extending this
to higher parameter spaces, see (J. Harrison and West, 1999).
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2.10 Methods
Although SIR was conducted in the constant DLM, and can be used in lin-
ear DLM methods it had been shown a more appropriate sampling method when
faced with higher parameter spaces in the trend and seasonal DLM is the Metropolis
Hastings Sampler. Metropolis Hastings sampling was developed by Metropolis et al.
(1953), however Hastings (1970) was the first to apply the method to higher dimen-
sional spaces. Other works include those of Chib and Greenberg (1995) who provide
an excellent explanation in their tutorial, while also noting the method’s versatility.
The works of Gelman et al. (1995) as well as Gilks, Richardson, and Spiegelhalter
(1995) also provide excellent references.
2.10.1 Alogrithm
To generate the posterior samples from the prior distribution
1. Draw (v0, ω0i ) as a starting point such that p(V
0, ω0i ) > 0 from a starting distri-
bution p(V, ωi)
2. Sample (V ∗, ω∗i ) from a jumping distribution p(V
∗, ω∗i | V t−1, ωt−1i ) at time t
3. Calculate r =
p((V ∗, ω∗i ) | Y )/p((V t−1, ωt−1i ) | Y )
p(V t−1, ωt−1i | Y )/p(V t−1, ωt−1i | V ∗, ω∗i )
4. Sample a Uniform(0,1) random variable U
5. If U ≤ r, set (V t, ωti) = (V ∗, ω∗i ), otherwise, set (V t, ωti) = (V t−1, ωt−1i )
2.11 Application
Quarterly temperature data in Moreton Bay Australia was recorded between
March 2000 and January 2013. The PBDLM and FBDLM were run on the first 44
values, while the final 8 quarters (April 2011 - January 2013) were used as a holdout
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to check model performance. A comparison between the Partial Bayesian DLM and
the Full Bayesian DLM 1 step ahead forecast values along with 95% credible intervals
may be seen in Fig 21. It appears the 1 step ahead forecast for each method provides
a good approximation to the data, with each method providing similar resulting 1
step ahead forecast values. This is due to the Bayesian updating properties. However,
one may clearly observe the 95% credible bands for the PBDLM are much wider than
the FBDLM at each point. Although the PBDLM credible bands do follow the 1
step ahead forecasts it appears as though these bands overestimate both the 1 step
ahead forecast values and the series values. However while the FBDLM credible bands
appear to underestimate the series values, the FBDLM credible bands seem to adapt
to the 1 step ahead forecast and are much tighter than those of the PBDLM. This
indicates a better approximation to the 1 step ahead forecast is achieved using the
FBDLM than the PBDLM. For the full original data set see Table 16 in Appendix E.
2.12 Results
Both the PBDLM and FBDLM methods were used to forecast the final 8 quarters
into the future for April 2011 - January 2013 and these values, along with their
95% credible intervals may be seen in Table 3. The results of the comparison of the
PBDLM and FBDLM predicted values may be observed in Table 3. Both the PBDLM
and the FBDLM initially overestimate the forecasts for April 2011 and July 2011, with
the magnitude of the FBDLM estimates higher than those of the PBDLM, due in
part to the chosen starting values for the PBDLM. However in 2011, each method
underestimates the forecast, yet the FBDLM has adapted itself to the data much
better than the PBDLM, with the FBDLM estimates much closer to the actual data
points than those of the PBDLM.
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a). Forecast One Step Ahead b). Forecast K Steps Ahead
Fig. 21.: Comparison of 1 Step Ahead PBDLM Forecasts and Credible Intervals vs
1 Step Ahead FBDLM Forecast and Credible Intervals. PBDLM uses Vt = 1, ω1t =
0.9, ω2t = 0.8, ω3 = 0.7, ω4 = 0.6, ω5 = 0.5, ω6 = 0.4. FBDLM uses V̂t = 2.587, ω̂1t =
1.034, ω̂2t = 1.046, ω̂3t = 1.072, ω̂4t = 1.007, ω̂5t = 1.038, ω̂2t = 1.038
Yet each method provides similar forecast values. However, a comparison of the
95% credible intervals obtained using PBDLM shows failure to capture the actual
values occurs in April and July 2013 and January 2014, while the the 95% credible
intervals from the FBDLM captures each quarterly measurement. Furthermore, the
FBDLM 95% credible intervals are wider than the 95% credible intervals obtained
using the PBDLM, thereby indicating better coverage probability.
2.12.1 Conclusion
The Dynamic Linear Model is an effective and useful method to model Time
Series considered either a constant, trend, seasonal, or seasonal with trend series.
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a). PBDLM b). FBDLM
Fig. 22.: Comparison of 1 Step Ahead Partial DLM Forecasts and Credible Intervals
vs Full Bayesian DLM Forecast and Credible Intervals: PBDLM uses Vt = 1, ω1t =
0.9, ω2t = 0.8, ω3 = 0.7, ω4 = 0.6, ω5 = 0.5, ω6 = 0.4. FBDLM uses V̂t = 2.587, ω̂1t =
1.034, ω̂2t = 1.046, ω̂3t = 1.072, ω̂4t = 1.007, ω̂5t = 1.038, ω̂2t = 1.038
Furthermore, unlike the EWMA or ARIMA, the DLM provides the researcher and
user the ability to identify the controlling time series parameter. Likewise, the DLM
has been shown to provide better model identifiability than either the EWMA or
the ARIMA. Furthermore, the Fully Bayesian DLM Method has been shown to have
better coverage probability than the Partial Bayesian DLM Method. This indicates
while knowledge of specified a-priori values can be used to run the DLM, one may
also use only knowledge about the possible distribution to run the DLM. Under many
circumstances the values necessary to apply the PBDLM require a “best guess””
starting method, and while this may suggest starting at the original value or overall
series mean, this lack of knowledge may lead to an increased learning time. However,
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Table 3.: Comparison of Seasonal Partial DLM Forecasts and Credible Intervals vs
Full Bayesian DLM Forecast and Credible Intervals
Month/Year Actual Partial Bayes 95% credible Full Bayes 95% Credible
April/2011 25.07 25.78 (22.09, 29.47) 26.02 (20.23, 31.84)
July/2011 15.30 17.02 (12.82, 21.22) 17.41 (10.85, 23.79)
October/2011 18.93 17.53 (13.34, 21.73) 18.04 (11.17, 24.44)
January/2012 26.07 22.65 (18.46, 26.85) 23.14 (16.34, 29.52)
April/2012 24.93 24.08 (19.89, 28.28) 24.78 (18.08, 30.93)
July/2012 16.80 15.32 (11.13, 19.52) 16.12 (9.30, 22.36)
October/2012 20.67 15.83 (11.64, 20.03) 16.67 (9.73, 23.18)
January/2013 27.17 20.95 (16.76, 25.15) 21.88 (15.03, 28.33)
this limitation is avoided with the FBDLM, which requires the user simply use the
distribution, and not a starting value. Thus, a fully data driven approach creates a
wider interval, yielding better coverage probability, thereby providing more reasonable
estimates.
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CHAPTER 3
RANDOM ALLOCATION MODELS
3.1 Introduction
Clinical trials are controlled methods by which researchers may “obtain sound
scientific evidence for supporting the adoption of new therapies in clinical medicine”
(Zelen, 1969). Clinical trials are defined by (Zelen, 1969) “to consist of at least two
groups of patients who are as similar as possible except for the administered treatment
whereby the groups are decided through randomization”. Extensive research has be
done in the randomization of clinical trials. The most common approach consists of
equally allocating the same number of subjects to two treatments. Yet, Ivanova (2003)
pointed out this method suffers from ethical issues provided one drug is superior, while
also possessing a less than adequate parameter estimating ability. Thus one would like
to be able to sequentially allocate participants in such a way that the randomization
remains preserved, while also skewing participants to the better treatment. This is
known as adaptive allocation.
Methods for adaptively allocating subjects between treatments include the ear-
liest works conducted by Thompson (1933) who was the first to look at what has
become known as the adaptive design. Additional adaptive design works include
those of Anscombe (1963), as well as Colton (1963). Likewise, Robbins (1952) con-
tribution to adaptive allocation led to the Play the Winner Rule which allocates
patients to future successful trials based on the success of one trial or failure of the
other (see (Zelen, 1969) for details). While Rosenberger (1999) suggests this method
can be a useful substitute for equal allocation, he indicates there is lower power when
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compared to equal allocation models. The Play the Winner Rule was modified by
Wei and Durham (1978) into the Randomized Play the Winner Rule. Further works
include those of Ivanova (2003) as well as Wei et al. (1979). Recently Sabo and Bello
(2017) examined a comparison between the optimal design of (Rosenberger et al.,
2001) and the approach of (Thall and Wathen, 2007) for binary outcomes using a
Bayesian approach. Likewise, (Sabo, 2014) used a Bayesian approach to create what
he termed “Decreasingly Informative Prior” information to examine how adaptive
allocation performed on binary variables. Each of these aforementioned methods are
a type of urn randomization method and as such, each of these methods have binary
responses leading to proportional allocation. For more on urn randomization methods
and their properties see Wei and Lachin (1988).
Another method used is the Bayesian Adaptive Design in which assignment of
either treatment or control is conducted through adaptive allocation. Extensive work
has been done in this area including the works of (Connor et al., 2013) who determined
the method provided “improved patient outcomes and increased power” along with
a “lower expected sample size” in a three arm trial in which one treatment was
actually better than the others. Another area this method has been used is in the
Recurrent Glioblastoma trial conducted by (Trippa et al., 2012) who concluded “the
use of Bayesian adaptive designs in glioblastoma trials would result in trials requiring
substantially fewer overall patients, with more patients being randomly assigned to
efficacious arms”. The lung cancer study of Zhou et al. (2008) utilized a probit model
and was found, along with a suitable early stopping rule, to be an ethical design
which can be used to improve personalized medicine. Bayesian adaptive design has
been used to design a trial to analyze acute heart failure syndromes by Collins et
al. (2012). They determined this type of “clinical trial represents an innovative and
potentially paradigm-shifting method of studying personalized treatment options for
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AHFS” (Collins et al., 2012).
Regardless of the previously mentioned designs chosen, the y patients enter a
random allocation study sequentially at different times. Thus patients entering a
random allocation study may be considered a set of time series measurements. Fur-
thermore, throughout the trial there will be a total of N patients. Let T be the index
set for patient yt measured in a total of N patients. Because these yt patients enter
the allocation study sequentially, more information regarding allocation to the better
treatment is known at, say, patient y10, than at patient y9. This allows the researchers
to learn more information about treatment effectiveness as patients enter the study.
However, with the Bayesian allocation designs, this information becomes a Bayesian
Learning Design; as the information is updated, the Bayesian design learns which
treatment is better.
Bayesian adaptive designs use Bayesian updating methods to allocate subjects to
treatments. The ability of using the posterior as the prior through repeated updating
makes these Bayesian methods “a natural framework for making decisions based on
accumulating data during a clinical trial” (Thall and Wathen, 2007). Furthermore,
this updating ability provides as a fortuitous side effect, according to (Berry, 2006)
“the ability to quantify what is going to happen in a trial from any point on (including
from the beginning), given the currently available data”.
3.2 Bayesian Methods
The first discussion of Bayesian methodologies is a 1763 analysis by Reverend
Thomas Bayes (see (Bayes and Price, 1763) for more details). Numerous works uti-
lizing Bayesian methodologies have been written including the general theoretical
overview using Bayesian sampling methods provided by Gelman et al. (1995). The
works of Lee (2012) combines the use of the R programming language with the the-
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oretical overviews given by the aforementioned authors. A general introduction to
Bayesian methods may be found in Petris, Petrone, and Campagnoli (2009) chapter 1.
The works of Berger (2013) provide a general discussion of Bayesian Loss functions.
The basic premise surrounding Bayesian methods is known as Bayes rule, named
after Rev. Thomas Bayes who postulated the probability of some unknown parameter
θ, given the corresponding observations y, was simply the ratio of the probability of
the joint density function p(θ, y) to the probability we observe the value y. Mathe-
matically speaking this is
p(θ|y) = p(θ)p(y|θ)/p(y) (3.1)
where p(θ|y) is now the posterior, or updated distribution for θ given some y and
p(θ)p(y|θ) = p(θ, y) (3.2)
According to Gelman et al. (1995) p(θ) is some prior distribution of parameters
and p(y|θ) is the sampling distribution such that conditioning on the known y data
will lead to the posterior distribution (See Gelman et al. (1995) for more details.)
This idea has been extended upon by Petris, Petrone, and Campagnoli (2009) for
time series data.
The learning ability available through this updating process in these Bayesian
methods has been extended by J. Harrison and West (1999) using Dynamic Linear
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Models (DLM). The DLM uses this Bayesian Learning Process to update and forecast
the y observations such that
Yt = F
′
tθt + νt (3.3)
θt = Gtθt−1 + ωt
where
νt ∼ N(0, Vt) (3.4)
ωt ∼ N(0,Wt)
Here, θt represent the forecast parameter Ft where Ft is a known n × r matrix
of independent variables, Gt is a known n× n system matrix, Wt is a known n× n
evolution variance matrix, and Vt is a known r × r observational variance matrix.
The prior forecast parameter θt is found by noting (θt−1|Dt−1) ∼ N(mt−1, Ct−1)
for some mean mt−1 and variance matrix Ct−1. The prior for θt may be seen
to be (θt|Dt−1) ∼ N(at, Rt) whereby at = Gtmt−1 with Rt = GtCt−1G
′
t +Wt.
The one step ahead forecast is calculated as (Yt|Dt−1) ∼ N(ft, Qt). Here, ft is
the current treatment allocation for patient y, while Qt is the forecast allocation
variance for patient y. The posterior for θt relies on (θt−1|Dt−1) ∼ N(mt, Ct)
Furthermore, mt = mt−1 +Atet, where mt represents the current mean matrix,
Ct = Rt −AtQtA
′
t where Ct is the current variance matrix, At = RtFtQ
−1
t where
At is the adaptive coefficient, and et = Yt − ft represents the error term.
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3.2.1 Random Allocation Methods
Random Allocation models of L. Zhang and Rosenberger (2006) proposed the
solution to minimizing the responses by using
wA =

QAt
√
fBt
QAt
√
fBt +QBt
√
fAt
if (fAt < fBt |
QAt
√
fBt
QBt
√
fAt
> 1)
QAt
√
fBt
QAt
√
fBt +QBt
√
fAt
if (fAt > fBt |
QAt
√
fBt
QBt
√
fAt
< 1)
1
2
Otherwise
(3.5)
wB = 1− wA
as an optimal method to obtain weighted allocation values. However, Biswas and
Bhattacharya (2009) demonstrated the design of L. Zhang and Rosenberger (2006)
was slightly flawed for negative values involving at least one of either fAt or fBt . The
optimal design solution posed by (Biswas and Bhattacharya, 2009) was shown to be
wA =
QAt
√
γBt
QAt
√
γBt +QBt
√
γAt
(3.6)
wB = 1− wA
where γA = Φ
 fAt − fBt√
Q2At +Q
2
Bt
 , γB = Φ
 fBt − fAt√
Q2At +Q
2
Bt

Recently, Donahue (2020) examined how a Decreasingly Informative Prior distribu-
tion impacted the allocation using each of these equations. The current work uses
the DLM to randomly allocate patients to examine these impacts. Yet because the
DLM is an updating method at each value, the values for each of fAt , fBt , QAt , QBt
will change at each iteration, leading to different weight values based on the starting
values.
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3.2.2 Algorithm
To generate the allocation values
1. Initiate the DLM by selecting initial values for µA, δt, ωt, CtA , CtB , QtA , QtB .
2. Calculate predicted values and variances fAt (Ft = [1, 0]), fBt (Ft = [1, 1]), QAt
and QBt
3. Compute wA and wB
4. Sample a Uniform(0,1) random variable U and compare wA
5. If wA < U , allocate to Treatment A (Ft = [1, 0]), otherwise allocate to treatment
B (Ft = [1, 1])
6. Conduct experiment and observe yt
7. Update the DLM and return to step 2
3.2.3 Simulation Study
Seven scenarios were examined by Donahue (2020) and these values may be
observed in Table 4. Simulation sizes of 1,000 and 10,000 were considered and run
for several scenarios, however the results were almost identical, therefore, in order
to avoid any unnecessary computation time the DLM was used to randomly allocate
each scenario through 1000 simulations. As in Donahue (2020) treatment allocation
probabilities, total number of allocations in each treatment group, and total number of
successes was recorded, however, the current authors have only included the treatment
allocation associated with the preferred treatment and these may be seen in Table 5.
Although Donahue (2020) utilized Bayesian updating to obtain the values of the
decreasingly Informative Prior, each iteration was manually done, leading to a large
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completion time due to the extensive number of necessary simulation calculation
runs. In the current method using the DLM, these times were greatly reduced. Each
scenario was run using R Studio version 1.2.1335 on an ACER computer with an
AMD Ryzen 5 2500U with Radeon Vega Mobile Gfx 2.00 GHz processor and 8.00 GB
of RAM using Windows 10. Additionally, each run took approximately 45 seconds
to complete, with the longest run time 164 seconds corresponding to the budget size
N = 200, while the shortest run time 23 seconds corresponding to a budget size
N = 34.
Table 4.: Simulation Scenarios
Scenario Differences Standard Deviation Planned Sample Budget
1 0 20 128
2 10 15 74
3 10 20 128
4 10 25 200
5 20 20 34
6 20 25 52
7 20 30 74
The results for a mean difference of 0 and standard deviation of 20 may be seen in
Table 5 and a plot of both equal and unequal allocation may be observed in Figure 23
below. The mean number of allocations was obtained using each method along with
the allocation proportions using Equation 3.6. Notice the mean allocation using the
method of L. Zhang and Rosenberger (2006) was 63.538, which is as expected, given
the probability of allocation to Treatment A was 0.5. One may observe this outcome
in Figure 23a where no allocation differences exist .
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Table 5.: Treatment Group Mean Sample Size. Italicized values indicate Treatment
B was selected
Mean SD Sample Equation 3.5 Equation 3.6 Equation 3.6
Difference Budget Allocation Allocation Allocation Proportion
0 20 128 63.538 32.745 0.259
10 15 74 36.470 4.928 0.067
10 20 128 63.146 13.283 0.104
10 25 200 99.883 34.589 0.173
20 20 34 16.673 2.390 0.070
20 25 52 25.641 2.793 0.054
20 30 74 36.958 3.859 0.052
When the DLM was applied to the unequal method proposed by Biswas and
Bhattacharya (2009), the mean number applied to Treatment A is 95.255, while the
mean number allocated to Treatment B is 32.745. Under the methods of Biswas and
Bhattacharya (2009), L. Zhang and Rosenberger (2006), and Donahue (2020), the
smaller value was taken to be the better allocation, therefore, it appears as though
Treatment B is the favorable treatment.
An examination of Figure 23b illustrates the allocation probabilities for both
Treatment A and Treatment B. Each allocation begins at 0.5, however, dependent
upon the particular treatment which was allocated, the weights either increase or
decrease. The mean allocation weight for treatment A was 0.749, while the mean
weight for Treatment B was 0.251. The weighted values for Treatment A are seen in
Figure 23b as the red line, while those for Treatment B are noticeably the opposite.
This is due to the symmetry between the two weighting schemes. Problematic to
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a). Equal Allocation b). Unequal Allocation
Fig. 23.: Comparison Between Equal and Unequal Allocation
these two methods was the fact that with equal variance, the treatment allocation
weights remained at approximately 0.5 in the method of L. Zhang and Rosenberger
(2006), while using the method proposed by Biswas and Bhattacharya (2009), the
treatment allocation proportions immediately converged.
However, determining behavior of the treatment allocation weights upon varying
the parameter values associated with the mean, system variance and observational
variance values is important in determining model behavior. By analyzing model
behavior through these parameter modifications, clinical trial researchers can deter-
mine the minimum number of subjects necessary to detect the favorable treatment,
enabling them to conclude the study earlier, thereby avoiding the ethical issues pre-
sented by the continuation of providing unfavorable treatments.
Therefore, the current authors chose a budget size of 100 and a sensitivity analysis
was conducted using various values for δt, ωt, and ctB , while keeping Qt = 1. The
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values chosen for µB were 1 - 5, leading to HA : δt = 1 through HA : δt = 5. This
lead to the hypothesis
H0 : δt = 0
HA : δt 6= 0 (3.7)
where δt = µA − µB such that δt = 1, 2, 3, 4, 5 By keeping Qt = 1, and using the
patient budget size of 100, the values chosen for δt represented a 1% to a 5% differ-
ence in the two treatments. The values for ωt were chosen as 0.1, 0.01, and 0.001,
which represent decreased variability between times, thereby increasing certainty of
between time variability impact. Finally, the values for ctB were chosen to be 0.1,
0.001, and 0.000001. These values were chosen to represent an increased knowledge
group B has no effect. Some of these weighted allocation proportion values may be
observed in Figure 24. It must be noted these were not all the weighted allocation
proportion values, and these represent each of the µB values chosen, and each of the
ωt values chosen, but only the ctB = 0.000001 to illustrate the impact. Likewise,
the equal allocation method of L. Zhang and Rosenberger (2006) showed similarities
between the two allocation methods and was therefore not considered. However the
method used by Biswas and Bhattacharya (2009) used above illustrated considerable
differences among allocations, and was therefore used.
The resulting allocations to both treatment A, treatment B, and the mean value
obtained may be observed in Table 6 and the plots of these allocations may be seen
in Figure 24. Using a mean µB = 1 with ωt = 0.1 the mean proportion of allocation
values to treatment A was 0.607, while the mean proportion allocated to treatment
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B was 0.393, which may be observed in Figure 24a. Furthermore, the mean number
at which the treatment allocation switched from B to A was 39.749.
Table 6.: Proportion Allocation and Means with No Covariate
Allocation
µB ωt A B Mean
1
0.1 0.607 0.393 39.749
0.01 0.595 0.405 41.281
0.001 0.538 0.462 46.730
2
0.1 0.712 0.288 27.784
0.01 0.681 0.319 31.898
0.001 0.575 0.425 42.683
3
0.1 0.796 0.204 18.156
0.01 0.753 0.247 24.450
0.001 0.610 0.390 39.185
4
0.1 0.852 0.148 11.675
0.01 0.805 0.195 18.854
0.001 0.642 0.358 36.257
5
0.1 0.892 0.108 8.052
0.01 0.832 0.168 15.209
0.001 0.669 0.331 33.538
Compare this to the treatment proportions when ωt = 0.01 in Figure 24b. Here,
the mean proportion of allocation values to treatment A was 0.595, while the mean
proportion allocated to treatment B was 0.405. Likewise, the mean number at which
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(a) δt = 1, ωt = 0.1 (b) δt = 1, ωt = 0.01 (c) δt = 1, ωt = 0.001
(d) δt = 2, ωt = 0.1 (e) δt = 2, ωt = 0.01 (f) δt = 2, ωt = 0.001
(g) δt = 3, ωt = 0.1 (h) δt = 3, ωt = 0.01 (i) δt = 3, ωt = 0.001
(j) δt = 4, ωt = 0.1 (k) δt = 4, ωt = 0.01 (l) δt = 4, ωt = 0.001
(m) δt = 5, ωt = 0.1 (n) δt = 5, ωt = 0.01 (o) δt = 5, ωt = 0.001
Fig. 24.: Comparison of Weight Allocation proportions for ωt = 0.1, 0.01 and 0.001
and δt = 1, 2, 3, 4, 5 and CtB = 0.000001 with bars representing the uncertainty across
simulations.
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the treatment allocation switched from B to A was 41.281. Finally, letting ωt =
0.001 one may observe in Figure 24c the mean proportion of allocation values to
treatment A was 0.538, while the mean proportion allocated to treatment B was
0.462, with the mean number at which the treatment allocation switched from B to
A was 46.730.
Next the mean was increased to 3, µB = 3 and the analysis was conducted.
When using ωt = 0.1 the mean proportion of allocation values to treatment A was
0.796, while the mean proportion allocated to treatment B was 0.204, which may
be observed in Figure 24g. Interestingly, the mean number at which the treatment
allocation switched from B to A decreased from 37.749 using µB = 1 to 18.156 using
µB = 3. When ωt = 0.01 one may see in Figure 24h the mean proportion of allocation
values to treatment A was 0.753, while the mean proportion allocated to treatment
B was 0.247. This led to a the mean number necessary to switch from treatment B to
treatment A to decrease from 41.281 at µB = 1 to 24.450 using µB = 3. Lastly, when
ωt = 0.001 the mean proportion of allocation values to treatment A was 0.610, while
the mean proportion allocated to treatment B was 0.390, which may be observed in
Figure 24i. Once again the mean number at which the treatment allocation switched
from B to A decreased from 46.730 using µB = 1 to 39.185 using µB = 3, however,
this value is slightly higher than when using ωt = 0.01.
Finally, the output was analyzed when µB = 5. When using ωt = 0.1 the mean
proportion of allocation values to treatment A was 0.892, while the mean proportion
allocated to treatment B was 0.108, which may be observed in Figure 24m. The
mean number at which treatment allocation went from B to A was 8.052, which is
much lower that the mean values for ωt = 0.1 when using µB = 1 or 3. When
ωt was decreased to 0.01, the mean proportion of allocation values to treatment A
was 0.832, while the mean proportion allocated to treatment B was 0.168, which
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may be observed in Figure 24n. When using ωt = 0.01, the mean number at which
treatment allocation switched from A to B increased from 8.052 to 15.209, which
represents approximately twice the needed patient budget. Lastly, when the value
for ωt was decreased to 0.001 the mean proportion of allocation values to treatment
A was 0.669, while the mean proportion allocated to treatment B was 0.331, which
may be observed in Figure 24o. However, here the mean number at which treatment
allocation switched from B to A increased from 15.209 to 33.538. This represents
not only more than double the patient budget needed when going from ωt = 0.01 to
ωt = 0.001, but a 4 times increase when going from ωt = 0.1 to ωt = 0.001
It appears clear that as the mean value for treatment B µB increases, the mean
allocation probabilities also increase to higher convergent values. Likewise, the mean
number of allocations necessary to switch from treatment B to treatment A decreases
as µB increases. Yet this impact is counteracted by increasing the certainty around
ωt. Thus increasing time variability between times ti−1 and ti, indicates a larger
necessary patient budget required to detect switching from treatment B to treatment
A.
3.3 Stopping Rule
In an effort to keep this model fully Bayesian, a power analysis was conducted
using a Bayes Factor, and the 95% credible intervals along with the medians were
calculated. Determination of an appropriate Bayes Factor value has been described
in Kass and Raftery (1995), who indicate a Bayes Factor greater than 100 indicates
Decisive evidence against the null hypothesis of no difference. However, Gönen et al.
(2005) use the opposite notation for the Bayes Factor, whereby the null hypothesis is
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in the numerator yielding
p(H0 | (D)) =
P (D | H0)P (H0))
P (D | H0)p(H0) + P (D | H1)p(H1)
(3.8)
whereby they have the null hypothesis in the numerator and this leads to the Bayes
Factor
BF01 =
P (D | H0)
P (D | H1)
(3.9)
which leads to their suggestion that a Bayes Factor less than
1
100
provides decisive
evidence against the null hypothesis and in favor of the alternative hypothesis. The
Bayes Factor was calculated using the Bayesian Two Sample T-Test discussed in
Gönen et al. (2005). They define the Bayes Two Sample T Test as
BF01 =
Tν(t | 0, 1)
Tν(t | n1/2δ λ, 1 + nδσ2δ )
(3.10)
The notation of Gönen et al. (2005) was chosen as the more appropriate notation,
and a stopping criterion was chosen to be a Bayes Factor of
1
100
, to provide “decisive
evidence” and support towards the effective treatment. Any significant Bayes factor
indicated a 100 times more likely chance the allocation had switched. Likewise, any
indecisive Bayes Factor indicated the switch to the better treatment had not occurred.
The bold numbers represent the Bayes Factor calculated at the budget size N = 100
The values in parenthesis in Table 7 and Table 8 represent the median and 95%
credible interval values required to switch treatments.
Using µB = 1 and ωt = 0.1 and ctB = 0.000001 it can be seen the median switch
occurs at 52 (95% credible interval 29, 88) with a decisive Bayes Factor value 0.009,
indicating this was 100 times more likely to have switched to the favorable treatment.
However, when ωt = 0.01 the median switch occurs at 90 (95% credible interval 61,
100) with a indecisive Bayes Factor 0.327, indicating at N = 100 the switch to the
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Table 7.: Non Covariate Budget Allocation N using δt = 1, 2, 3 (Q0.025, Q0.5, Q0.975)
P(N ≥ 100). Italicized values indicate Noteworthy Bayes Factor
δt
Ct ωt 1 2 3
0.1
0.1 (30, 52, 91), 0.007 (28, 39, 59), 0.000 (28, 37, 56), 0.001
0.01 (60, 89, 100), 0.319 (64, 80, 100), 0.061 (58, 72, 97.025), 0.018
0.001 (100, 100, 100),1.000 (100, 100, 100),0.985 (75.975, 89.5, 100),0.158
0.001
0.1 (30, 51, 88), 0.007 (26, 45, 83), 0.005 (27, 36, 57), 0.001
0.01 (61, 89, 100), 0.303 (64.975, 80, 100), 0.670 (58, 72, 94), 0.011
0.001 (100, 100, 100),1.000 (100, 100, 100),1.000 (98, 100, 100),0.949
0.000001
0.1 (29, 52, 88), 0.009 (28, 40, 60), 0.000 (28, 37, 54), 0.002
0.01 (61, 90, 100), 0.327 (65, 80, 100), 0.071 (59, 72, 95.025), 0.014
0.001 (100, 100, 100),1.000 (100, 100, 100),1.000 (99, 100, 100),0.973
favorable treatment had not yet occurred. Finally, when ωt = 0.001, all quantiles were
100, with an indecisive Bayes Factor = 1.000 thereby indicating the more effective
treatment had not yet been detected at N = 100 and no switching had occurred.
Using µB = 3 and ωt = 0.1 and ctB = 0.000001 median switch occurs at 37
(95% credible interval 28, 54) with a decisive Bayes Factor 0.002, indicating this was
100 times more likely to have switched to the favorable treatment. However, when
ωt = 0.01 the median switch occurs at 72 (95% credible interval 59, 95.025) with
a indecisive Bayes Factor 0.014, indicating at N = 100 the switch to the favorable
treatment had not yet occurred. Finally, when ωt = 0.001, the median switch occurs
at 100 (95% credible interval 99, 100) with a indecisive Bayes Factor 0.973, also
indicating at N = 100 the switch to the favorable treatment had not yet occurred.
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Table 8.: Budget Allocation N using δt = 4, 5 (Q0.025, Q0.5, Q0.975) P(N ≥ 100).
Italicized values indicate Noteworthy Bayes Factor
δt
Ct ωt 4 5
0.1
0.1 (29, 39, 87.050), 0.013 (31, 43, 100), 0.130
0.01 (49.975, 61, 87), 0.004 (44, 56.5, 82.025), 0.003
0.001 (64, 75, 95), 0.012 (57, 69, 88.025), 0.007
0.1
0.001 (29, 38, 76), 0.011 (31, 42, 100), 0.111
0.01 (50, 61, 82), 0.001 (45, 56, 77), 0.000
0.001 (87, 95, 100), 0.228 (80, 89, 100), 0.049
0.000001
0.1 (29, 38, 69.025), 0.006 (32, 42, 100), 0.104
0.01 (50, 61, 79.025), 0.001 (45, 55, 74), 0.001
0.001 (86.975, 96, 100), 0.281 (80, 89, 100), 0.060
Lastly, using µB = 5 and ωt = 0.1 and ctB = 0.000001 the median switch occurs
at 42 (95% credible interval 32, 100) with a indecisive Bayes Factor 0.104, indicating
at N = 100 the switch to the favorable treatment had not yet occurred. However,
when ωt = 0.01 the median switch occurs at 55 (95% credible interval 44, 74) with
a decisive Bayes factor value 0.001 indicating this was 100 times more likely to have
switched to the favorable treatment. Lastly, when ωt = 0.001 median switching value
was 89 (95% credible interval 80, 100) with an indecisive Bayes Factor value of 0.060,
suggesting the switch to the favorable treatment had not occurred at N = 100.
A careful examination of the remaining combinations indicates that for δt = 1,
2, and 3 the only decisive Bayes Factors ωt = 0.1, although the Bayes Factor does
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appear to diminish in these cases when ωt = 0.01, yet it remains indecisive. Likewise,
at ωt = 0.001, the Bayes Factors are highly indecisive. However, when analyzing
δt = 4 the Bayes Factors for ωt = 0.1 and 0.001 are decisive, while that for ωt = 0.001
is indecisive. Interestingly, δt = 4 the scenario for ωt = 0.001 is the only decisive
Bayes Factor. The behavior of these suggests if one wishes to investigate the impact
of a smaller mean and seek definitive results, it is best to have lower certainty about
the between time behavior and use ωt = 0.1, however, for the larger means a bit more
certainty about between time variance ωt = 0.01 should be used to detect a decisive
difference.
3.3.1 Conclusion
Modern computational power has aided researchers by decreasing the amount
of time necessary to run large simulations or large computationally difficult prob-
lems which may arise when using Bayesian methods which may have large parameter
spaces. Studies such as Bayesian adaptive designs in clinical trial benefit from this in-
creased computational power through a decreased completion time, yet some Bayesian
adaptive designs remain time consuming. The current application of the DLM to ran-
dom allocation models illustrates its benefit through both greatly reduced allocation
time and in decreased allocation size necessary to determine the most appropriate
treatment. Likewise the corresponding sensitivity analysis illustrates the differing
model behaviors and allocation proportions which one may expect to see when using
the DLM to allocate patients to treatments. Finally the power analysis conducted
provides users the ability to determine the proportion of available patient budget they
may wish to use to determine appropriate stopping criterion. This should greatly re-
duce the number of ineffective treatment allocations and begin allowing the most
effective treatment to be applied in a more timely manner through a smaller patient
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budget size.
However, the current application focuses only on random allocation models with
no covariates therefore, the impact of a covariate such as gender or smoker was not
included in this article and is something which will be addressed in a future article.
Likewise, the possibility of a multi arm study is something which could be addressed
in future work to determine if a particular treatment allocation can be removed from
the study entirely. Additional future works may also include examining the Bayes
factor stopping criterion from a survival analysis standpoint.
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CHAPTER 4
RANDOM ALLOCATION MODELS WITH COVARIATES
4.1 Introduction
Clinical trials are popular research methods used to determine a preferential
treatment when more than one possible treatment exists by reducing between group
bias. These treatments are randomly assigned to groups of patients receiving a par-
ticular treatment. According to (Zelen, 1969) these groups “are as similar as possi-
ble except for the administered treatment whereby the groups are decided through
randomization”. Randomization procedures in clinical trials have been extensively
researched, and while assigning an equal number of patients to each treatment is the
most common method, ethical issues using this method were discussed by Ivanova
(2003).
Ideally, a sequential allocation of patients to treatments through a random method
which skews patients to the most effective treatment while retaining a fully random-
ized process is preferred. This process, known as random allocation, has been ex-
tensively researched. This research includes the early works of (Thompson, 1933;
Anscombe, 1963; Colton, 1963). Further research led to the Play the Winner Rule of
Robbins (1952), and its modifications made by Wei and Durham (1978). Additional
works include those of Ivanova (2003) and Wei et al. (1979). A Bayesian approach
was used by Sabo and Bello (2017) to compare the works of both Rosenberger et al.
(2001) and Thall and Wathen (2007) for binary outcomes.
Another method which has been used in random allocation processes involves
adaptively allocating subjects between treatments through the Bayesian Adaptive
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Design. Here, Bayesian updating methods are used to allocate subjects to treatments.
This design involves transforming updated information into prior information through
repeated updating. According to (Thall and Wathen, 2007) this ability provides “a
natural framework for making decisions based on accumulating data during a clinical
trial”. Likewise, (Berry, 2006) indicated Bayesian updating ability provided “the
ability to quantify what is going to happen in a trial from any point on (including from
the beginning), given the currently available data”. There has been much research
done in this area including the works of (Connor et al., 2013; Trippa et al., 2012;
Zhou et al., 2008; Collins et al., 2012). Additionally, the works of (Sabo, 2014)
illustrated a Bayesian approach to create what he termed “Decreasingly Informative
Prior” information. This was used to evaluate the adaptive allocation performance
when using binary variables.
Often with human subjects however, there exist covariates such as smoking, age,
or sex to mention a few, which may impact the response. It is therefore imperative to
include these covariates, provided they exist, when randomly allocating subjects to
treatments. The literature for covariate influenced adaptive allocation is quite sparse.
The idea of DA optimality was discussed by Atkinson (1982) for a biased coin design
method, however, this did not include the random allocation. The works of L. Zhang
and Rosenberger (2006) compared several random allocation methods, however, they
did not include any covariate influences. Although Biswas and Bhattacharya (2009)
used normal responses, they failed to considered the influence of covariates. A covari-
ate adjusted method was proposed by L.-X. Zhang and F.-f. Hu, 2009 for the Doubly
Adaptive Biased Coin Design, however, it looked at the variability reduction rather
than the allocation methods. An examination of the asymptotic properties along with
a theoretical examination may be seen in L.-X. Zhang, F. Hu, et al. (2007), although,
as with the previous authors, no random allocation was completed. However, Bhat-
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tacharya and Bandyopadhyay (2015) were able to use their method when covariates
were present.
When investigating the impact of a single covariate, let y patients enter a ran-
dom allocation study sequentially at different times each with a single covariate x.
These yt patients and their xt covariates may then be considered components of a
time series. Additionally, patient budget size is set to be a total of N patients dur-
ing the trial such that T is the index set for patient yt with covariate xt measured
in a total of N patients. As these sequentially entering yt patients enter the alloca-
tion study, updating procedures provide additional allocation information, regarding
treatment effectiveness, toward the better treatment. The use of a Bayesian Adaptive
Design provides a Bayesian Learning Method that presents more information about
the better treatment yielding the ability to apply this additional information to pa-
tient y15 through the updated information which occurred through patient y14. Thus
more information is known at patient y15 than at patient y14, and as information is
updated, the Bayesian design learns the better treatment. The aforementioned allo-
cation method is capable of allocating subjects to treatments when these covariates
exist.
4.2 Bayesian Methods
Numerous works exist whereby Bayesian methodologies have been applied. Some
of these works include theoretical texts by Gelman et al. (1995) who applies Bayesian
ideas to sampling methodologies. Additional works include those of Lee (2012) who
illustrates how to apply Bayesian methods using the R programming language in
combination with a theoretical overview. A discussion on Bayesian Loss functions
may be found in Berger (2013), while Petris, Petrone, and Campagnoli (2009) chapter
1 provides an additional introduction.
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However, the first discussion of Bayesian methodologies is a 1763 analysis by
Reverend Thomas Bayes (see (Bayes and Price, 1763) for more details).
p(θ|y) = p(θ)p(y|θ)/p(y) (4.1)
where p(θ|y) represents the posterior distribution of θ given the known y data. Like-
wise
p(θ)p(y|θ) = p(θ, y) (4.2)
Here, p(θ) is defined to be the prior distribution of the parameter θ byGelman
et al. (1995). Additionally, by conditioning on the known y data, the sampling distri-
bution, p(y|θ) provides the posterior distribution (See (Gelman et al., 1995) for more
details.) Additional work using these ideas in the application of time series data has
been done by Petris, Petrone, and Campagnoli (2009). Yet, once the posterior dis-
tribution p(θ|y) has been calculated, it may then be used as a new prior distribution
and the process repeated, with the Bayesian Updating learning along the way.
The Dynamic Linear Model (DLM) of J. Harrison and West (1999) uses this
updating process to create a Bayesian Learning Process. The learning ability created
by this updating provides a useful mechanism whereby the DLM may forecast the y
observations such that
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Yt = F
′
tθt + νt (4.3)
θt = Gtθt−1 + ωt
where
νt ∼ N(0, Vt) (4.4)
ωt ∼ N(0,Wt)
As defined both by J. Harrison and West (1999) θt represent the forecast param-
eter Ft where Ft is a known n × r matrix of independent variables, Gt is a known
n × n system matrix, Wt is a known n × n evolution variance matrix, and Vt is a
known r × r observational variance matrix.
The prior forecast parameter θt is found by noting (θt−1|Dt−1) ∼ N(mt−1, Ct−1)
for some mean mt−1 and variance matrix Ct−1. The prior for θt may be seen
to be (θt|Dt−1) ∼ N(at, Rt) whereby at = Gtmt−1 with Rt = GtCt−1G
′
t +Wt.
The one step ahead forecast is calculated as (Yt|Dt−1) ∼ N(ft, Qt). Here, ft is
the current treatment allocation for patient y, while Qt is the forecast allocation
variance for patient y. The posterior for θt relies on (θt−1|Dt−1) ∼ N(mt, Ct)
Furthermore, mt = mt−1 +Atet, where mt represents the current mean matrix,
Ct = Rt −AtQtA
′
t where Ct is the current variance matrix, At = RtFtQ
−1
t where
At is the adaptive coefficient, and et = Yt − ft represents the error term.
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4.2.1 Random Allocation Methods
There have been several methods used to minimize allocation responses. One
such solution was proposed by L. Zhang and Rosenberger (2006), who suggested
using
wA =

QAt
√
fBt
QAt
√
fBt +QBt
√
fAt
if (fAt < fBt |
QAt
√
fBt
QBt
√
fAt
> 1)
QAt
√
fBt
QAt
√
fBt +QBt
√
fAt
if (fAt > fBt |
QAt
√
fBt
QBt
√
fAt
< 1)
1
2
Otherwise
(4.5)
wB = 1− wA
to determine the optimally weighted allocation value solution. This solution was
shown by Biswas and Bhattacharya (2009) to be problematic because it was possible
for fAt or fBt to be negative, therefore Biswas and Bhattacharya (2009) proposed the
optimal solution
ωA =
QAt
√
fBt
QAt
√
fBt +QBt
√
fAt
(4.6)
ωB = 1− ωA
where γA = Φ
 fAt − fBt√
Q2At +Q
2
Bt
 , γB = Φ
 fBt − fAt√
Q2At +Q
2
Bt

Recently, Donahue (2020) examined how a Decreasingly Informative Prior distribu-
tion impacted the allocation using each of these equations. In the current work a
covariate is included and a comparison made. Because the DLM is an updating
method at each value, the values for each of fAt , fBt , QAt , QBt will change at each
iteration, leading to different weight values based on the starting values. For this
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application, the covariate was generated as a Uniform (0,1) random variable.
4.2.2 Alogrithm
To generate the allocation values
1. Initiate the DLM for µA, δt, ωt, CtA , CtB , QtA , QtB .
2. Identify xt and calculate predicted values and variances fAt (Ft = [1, 0]), fBt
(Ft = [1, 1, xt]), QAt and QBt
3. Compute wA and wB
4. Sample a Uniform(0,1) random variable U and compare wA
5. If wA < U , allocate to Treatment A (Ft = [1, 0]), otherwise allocate to treatment
B (Ft = [1, 1, xt])
6. Conduct experiment and observe yt
7. Update the DLM and return to step 2
4.2.3 Simulation Study
The DLM method was applied to the seven scenarios in Table 9 which were in-
vestigated by Donahue (2020) using the Decreasingly Informative Prior. Each group
randomly allocated each scenario through 1000 simulations and treatment allocation
probabilities, total number of allocations in each treatment group, and total num-
ber of successes was recorded, however, the current authors have only included the
treatment allocation associated with the preferred treatment and these may be seen
in Table 10. The Decreasingly Informative Prior Method of Donahue (2020) utilized
manual iterations for each iteration. This led to an extensive number of simulated
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calculation runs which lead to extensive completion times. The currently proposed
DLM method was applied and these times were greatly reduced. Each scenario was
run using R Studio version 1.2.1335 on an ACER computer with an AMD Ryzen 5
2500U with Radeon Vega Mobile Gfx 2.00 GHz processor and 8.00 GB of RAM using
Windows 10. The mean run time was approximately 120.259 seconds to completion.
The lowest run time to completion was 60.960 seconds using the budget size N = 34.
The highest run time to completion was 120.690 seconds using budget size N = 200,
Table 9.: Simulation Scenarios
Scenario Differences Standard Deviation Planned Sample Budget
1 0 20 128
2 10 15 74
3 10 20 128
4 10 25 200
5 20 20 34
6 20 25 52
7 20 30 74
An analysis was conducted using each of the values in Table 9 and the allocation
values, along with the allocation proportions may be observed in Table 10. The mean
number of allocations was obtained using each method. Notice the mean allocation
using equation 4.5 attributed to L. Zhang and Rosenberger (2006) was 63.542, which
is as expected, given the probability of allocation to Treatment A was 0.5. The equal
treatment allocation proportion for δt = 0, standard deviations = 20 and budget size
N = 128 may be observed in Figure 25a. However, when the unequal method of
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Biswas and Bhattacharya (2009) in equation 4.6 was applied to the same parameters,
the mean number applied to Treatment A is 96.716, while the mean number allocated
to Treatment B is 31.284. The proportion results for equation 4.6 may be observed
in Figure 25b. Here the mean allocation proportion for treatment A was 0.654, while
mean allocation proportion to treatment B was 0.346. Additionally it is important to
note the immediate convergence to either 0 or 1 using these values. Under the methods
of (Biswas and Bhattacharya, 2009; L. Zhang and Rosenberger, 2006; Donahue, 2020),
the smaller value was taken to be the better allocation, therefore, it appears as though
Treatment B is the favorable treatment.
Table 10.: Treatment Group Mean Sample Size. Italicized values indicate Treatment
B was selected
Mean SD Sample Equation 4.5 Equation 4.6 Equation 4.6
Difference Budget Allocation Allocation B Allocation Proportion
0 20 128 63.542 31.284 0.244
10 15 74 36.545 6.038 0.082
10 20 128 63.690 8.056 0.063
10 25 200 99.064 10.833 0.054
20 20 34 16.641 3.314 0.097
20 25 52 25.652 3.900 0.075
20 30 74 36.479 4.379 0.059
A sensitivity analysis was then conducted by varying the values of the mean,
system variance, and observational variance. This was then used to determine treat-
ment allocation weight behavior. Through these parameter value modifications an
early stopping criterion may be determined which may then aid researchers in de-
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a). Equal Allocations b). Unequal Allocations
Fig. 25.: Comparison Between Equal and Unequal Allocation With Covariates
termining early favorable treatment identification thereby avoiding the ethical issues
seen with unfavorable treatment assignment.
A budget size of N = 100 was chosen while keeping Qt = 1. A sensitivity analysis
was conducted using µb = 1 − 5, ωt = 0.1, 0.01, 0.001, and ctB = 0.1, 0.001, 0.000001
Decreasing the values for ωt represents an increased certainty of between time vari-
ability impact. Finally, decreasing the values of ctB results in an increased knowledge
group B has no effect. The weighted allocation proportion values in Figure 26 repre-
sent each of the µB and ωt values. However only the ctB = 0.000001 was chosen to
illustrate the results of the sensitivity analysis. The chosen hypothesis was
H0 : δt = 0
HA : δt 6= 0 (4.7)
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(a) δt = 1, ωt = 0.1 (b) δt = 1, ωt = 0.01 (c) δt = 1, ωt = 0.001
(d) δt = 2, ωt = 0.1 (e) δt = 2, ωt = 0.01 (f) δt = 2, ωt = 0.001
(g) δt = 3, ωt = 0.1 (h) δt = 3, ωt = 0.01 (i) δt = 3, ωt = 0.001
(j) δt = 4, ωt = 0.1 (k) δt = 4, ωt = 0.1 (l) δt = 4, ωt = 0.1
(m) δt = 5, ωt = 0.1 (n) δt = 5, ωt = 0.1 (o) δt = 5, ωt = 0.1
Fig. 26.: Comparison of Weight Allocation proportions for ωt = 0.1, 0.01 and 0.001
and δt = 1, 2, 3, 4, 5, CtB = 0.000001 and βt = 1 with bars representing the uncertainty
across simulations.
By using N = 100 and retaining Qt = 1 throughout the sensitivity analysis the
varied values of δt represent 1% to a 5% difference in the two treatments. The resulting
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allocations to both treatment A, treatment B, and the mean value obtained may be
observed in Table 11 and the plots of these allocations may be seen in Figure 26.
The first analysis used µB = 1 with ωt = 0.1 and the results are shown in
Figure 26a. Using these values treatment A had a mean proportion of allocation of
0.603 with treatment B allocation proportion equal to 0.397. The treatment allocation
switch from B to A had a mean value of 39.595. When ωt = 0.01 in Figure 26b
the mean proportion of allocation values to treatment A decreased to 0.595, while
treatment B allocation increased to 0.405. However, the mean allocation switch from
B to A decreased slightly from 39.595 to 40.913. Finally, Figure 26c provides the
results when letting ωt = 0.001. Here the mean proportion of allocation values to
treatment A was 0.538 with that allocated to treatment B equal to 0.462. Using δt = 1
and patient entry time variances this accurate led to the highest mean treatment
allocation switch from B to A, 46.702.
Next µB = 3 was chosen and the analysis was conducted. Using ωt = 0.1
treatment A had a mean proportion of allocation of 0.793, with treatment B allocation
proportion equal to 0.207, seen in Figure 26g. The treatment allocation switch from
B to A had a mean value which decreased from 39.595 using µB = 1 to 18.217 using
µB = 3. When ωt = 0.01, seen in Figure 26h, the mean proportion of allocation values
to treatment A decreased to 0.751, while treatment B allocation increased to 0.249.
However, the mean allocation switch from B to A decreased from 40.913 at µB = 1 to
24.694 using µB = 3. Finally, Figure 26i shows the results when ωt = 0.001. Here the
mean proportion of allocation values to treatment A decreased to 0.609 with mean
proportion allocated to treatment B equal to 0.391. Once again the mean number
at which the treatment allocation switched from B to A decreased from 46.702 using
µB = 1 to 39.499 using µB = 3.
Finally µB = 5 was analyzed using the varied ωt values. Using ωt = 0.1 treat-
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Table 11.: Proportion Allocation and Means Using Random Allocation with a Co-
variate
Allocation
µB ωt A B Mean
1
0.1 0.603 0.397 39.595
0.01 0.595 0.405 40.913
0.001 0.538 0.462 46.702
2
0.1 0.713 0.287 28.448
0.01 0.679 0.321 31.967
0.001 0.576 0.426 43.22
3
0.1 0.793 0.207 18.217
0.01 0.751 0.249 24.694
0.001 0.609 0.391 39.499
4
0.1 0.842 0.158 11.941
0.01 0.805 0.195 19.07
0.001 0.642 0.358 36.257
5
0.1 0.885 0.115 8.159
0.01 0.833 0.167 15.453
0.001 0.665 0.335 33.482
ment A had a mean proportion of allocation of 0.885, with treatment B allocation
proportion equal to 0.115, seen in Figure 26m. The mean number at which treat-
ment allocation went from B to A was 8.159, which is much lower that the mean
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values for ωt = 0.1 when using µB = 1 or 3. When ωt was decreased to 0.01, seen
in in Figure 26n, the mean proportion of allocation values to treatment A decreased
slightly to 0.833, while treatment B increased to 0.167. The mean number at which
treatment allocation switched from A to B was 15.453, almost double that obtained
using ωt = 0.1. Lastly, Figure 26o. shows the allocation weights when the value
for ωt was chosen to be 0.001. Here treatment A had a mean allocation proportion
allocation of the mean proportion of 0.665, while treatment B had a mean allocation
proportion of 0.335, seen in Figure 26o. Using the more precise patient entry time
variances, treatment allocation switched from B to A was 33.482, which is double the
value at ω = 0.01 and 4 times that when ω = 0.1.
By decreasing the value of ωt within each δt, it can be seen the mean allocation
probabilities decrease within each group, leading to lower convergent values in each δt
group, i.e. δt the mean convergent values go from 0.603, 0.595, 0.462 as information
regarding ωt became more precise. However, increasing δt also leads to an increased
mean number of necessary allocations for more precise ωt. For instance, when δt = 3,
the number of allocation values are 18.217, 24.694, and 39.499 for ω = 0.1, 0.01, 0.001
respectively. However, when each of the allocation values are compared with compa-
rable values of ωt at each δt value, one may observe a diminished mean number for
comparable values of ωt. For example, when allowing ωt = 0.1, the mean number goes
from 39.595 at δt = 1 to 18.217 at δt = 3 to 8.159 when δt = 5. In fact, it appears
using δt = 5 provides the lowest mean switching value at every comparable value of
ωt.
4.3 Stopping Rule
Because this is research which is using the DLM for random allocation, the
goal was to remain fully Bayesian, therefore a Bayes Factor was used to determine
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definitive results. Additionally the 95% credible intervals and the associated medians
were calculated and were used, along with the Bayes Factor, to determine when the
algorithm flipped treatment assignment. In order to determine a “critical” Bayes
Factor value, (Kass and Raftery, 1995), suggest using a Bayes Factor greater than
100 provides “Decisive evidence” against the null hypothesis of no difference.
However, the notation of Gönen et al. (2005) was used for the calculation of the
Bayes Factor, whereby the null hypothesis is in the numerator yielding
p(H0 | (D)) =
P (D | H0)P (H0))
P (D | H0)p(H0) + P (D | H1)p(H1)
(4.8)
In their definition, they have the null hypothesis in the numerator and this leads to
the Bayes Factor
BF01 =
P (D | H0)
P (D | H1)
(4.9)
and using this a Bayes Factor less than
1
100
was chosen to provide “Decisive evidence”
and support towards the more favorable treatment.
The Bayes Factor was calculated using the Bayesian Two Sample T-Test dis-
cussed in (Gönen et al., 2005). They define the Bayes Two Sample T Test as
BF =
Tν(t | 0, 1)
Tν(t | n1/2δ λ, 1 + nδσ2δ )
(4.10)
By choosing a Bayes Factor less than
1
100
any Bayes Factor considered “Decisive”
represented a 100 times more likely chance the allocation had switched. Any indeci-
sive Bayes Factor indicated the budget size N = 100 was exhausted and no treatment
allocation switch had occurred. Parenthetical values in Table 12 and Table 13 rep-
resent median and 95% credible interval values of the Bayes Factor while the bold
numbers represent the Bayes Factor calculated at N = 100.
Using the value ctB = 0.000001, a sensitivity analysis was conducted using δt =
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1, 3 and 5 when varying ωt. These median, 95% credible intervals, and Bayes Factors
may be seen in Table 12 and Table 13. Any italicized Bayes Factor is considered
highly decisive, and represents 100 times more likely a switch occurred.
Table 12.: Covariate Included Budget Allocation N using δt = 1, 2, 3 (Q0.025, Q0.5,
Q0.975) P(N ≥ 100)
µb
Ct ωt 1 2 3
0.1
0.1 (25, 48, 84), 0.002 (22, 32, 51), 0.000 (22, 28, 45.025), 0.001
0.01 (47, 72, 100), 0.106 (44, 55, 74), 0.000 (48, 56, 69.025), 0.000
0.001 (99, 100, 100),0.974 (100,100,100),0.985 (76, 90, 100),0.166
0.001
0.1 (27, 49, 86.025), 0.009 (21, 31, 48), 0.000 (23, 28, 46), 0.000
0.01 (50, 73, 100), 0.105 (46, 58, 75), 0.000 (49, 57, 68.025), 0.000
0.001 (100,100,100),1.000 (100,100,100),1.000 (98,100,100),0.956
0.000001
0.1 (26.975, 47, 87), 0.009 (23, 32, 52), 0.000 (22, 27.5, 43), 0.000
0.01 (50, 74, 100), 0.114 (47, 57, 76), 0.001 (49.975, 57, 69), 0.000
0.001 (100, 100, 100),1.000 (100, 100, 100),1.000 (99, 100, 100),0.974
Notice at ωt = 0.1 the Bayes factor for δt = 1 is 0.009 (median =47, 95%
credible interval (26.975, 87)), while for δt = 2 the Bayes Factor is 0.000 (median
= 32, 95% credible interval (23, 52)). When analyzing δt = 3, a Bayes Factor of
0.000 was calculated (median = 27.5, 95% credible interval (22, 43)) An increase
to δt = 4 yielded a Bayes Factor of 0.010 (median = 28, 95% credible interval (23,
73.025)). Each of these first 4 means indicated decisive evidence. However, when
δt = 5 the Bayes factor is 0.088 (median = 32, 95% credible interval (25, 100)),
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indicating indecisive evidence suggesting no switch to the better treatment occurred
prior to exhausting the patient budget size.
Table 13.: Budget Allocation N using δt = 4, 5 (Q0.025, Q0.5, Q0.975) P(N ≥ 100)
µb
Ct ωt 4 5
0.1
0.1 (22.000, 29.000, 78.025),0.010 (25.000, 32.000,100.000), 0.113
0.01 (50.000, 61.000, 76.000), 0.001 (45.000, 56.000, 85.000), 0.002
0.001 (63.000, 75.000, 94.000), 0.011 (57.000, 68.000, 87.000), 0.000
0.001
0.001 (24.000, 28.000, 68.025), 0.006 (26.000, 31.000, 100.000), 0.074
0.01 (50.000, 60.000, 73.000), 0.000 (46.000, 55.000, 73.000), 0.000
0.001 (86.000, 94.000, 100.000), 0.203 (78.000, 86.000, 99.000), 0.021
0.000001
0.1 (23.000, 28.000, 73.025), 0.010 (25.000, 32.000, 100.000), 0.088
0.01 (49.000, 61.000, 76.000), 0.000 (45.000, 56.000, 76.025), 0.002
0.001 (85.000 ,94.000, 100.000), 0.223 (79.000, 87.000, 100.000), 0.027
When ωt was reduced to .01, using δt = 1 a Bayes Factor of 0.114 (median =
74, 95% credible interval (50, 100)) was calculated indicating no decisive evidence of
preferred treatment was found by N = 100. Yet, when δt = 2 a Bayes Factor of 0.001
(median = 57, 95% credible interval (47, 76)) indicated decisive evidence. Decisive
evidence was also seen when δt = 3 with its Bayes Factor of 0.000 (median = 57, 95%
credible interval (49.975, 69)). Interestingly, using the value of δt = 4 and δt = 5
yielded Decisive Bayes Factors (0.000 and 0.002 respectively), which provided highly
decisive evidence the allocation to the better treatment had occurred. However, using
96
δt = 4 the median value was 61 (95% credible interval 49, 76.000), while with δt = 5
a lower median value of 56 was observed with 95% credible interval (45, 76.025).
Lastly, when ω = 0.001 was analyzed, the Bayes Factor for δt = 1 and δt = 2
were the same; a value of 1.000 which indicated no decisive evidence was found.
Additionally, each had the same median and 95% credible interval values of 100. The
Bayes Factor decreased to 0.974 (median = 100, 95% credible interval (99, 100)) when
δt = 3, however this was also indecisive. Likewise, even though the Bayes Factors
decreased dramatically when δt = 4, 5 (Bayes Factors of 0.223 and 0.027 respectively),
no decisive evidence was found with these means either. However, when δt = 4 the
median value was 85 with 95% credible interval values (94, 100), however, when
δt = 5, the median value was 87, with 95% credible interval values (79, 100).
This analysis provides insight into how researchers may plan patient budget
sizes. When choosing mean difference values between 1 and 3, it appears as though
using the mean difference of 3 provides the lowest median and credible interval values
using low to moderate belief in the variability between patients. However, it appears
as though δt = 5 provide the lowest median value when a moderate variance of
ωt = 0.01 using ctB = 0.000001. Furthermore, when using the highest variance
accuracy of ωt = 0.001, there is no Decisive evidence shown for any choice of mean
at ctB = 0.000001. Likewise, using ωt = 0.01 showed Decisive evidence for all mean
values except δt = 1
A comparison of the mean proportional allocation to treatments was also con-
ducted when using values of β = 1, 2, while also varying values for δt, ωt, ctB. Their
chosen values were δt = 1, 2, 3, 4, 5, ωt = 0.1 and ctB = 0.000001. When comparing
β = 1 and β = 2 for each of the δt, ωt, ctB comparisons, similar results were ob-
served and may be seen in Figure 27. However, only the picture was included as an
illustration. The values for these comparisons were not included in this article.
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(a) δt = 1, βt = 1 (b) δt = 1, βt = 2
(c) δt = 2, βt = 1 (d) δt = 2, βt = 2
(e) δt = 3, βt = 1 (f) δt = 3, βt = 2
(g) δt = 4, βt = 1 (h) δt = 4, βt = 2
(i) δt = 5, βt = 1 (j) δt = 5, βt = 2
Fig. 27.: Weight Allocation Proportion Comparisons when δt = 1, 2, 3, 4, 5, ωt = 0.1,
ctB = 0.000001 and β = 1, 2 The bars represent the uncertainty across simulations
4.3.1 Conclusion
Researchers conducting Bayesian Random Allocation models for clinical trials
can be faced with computationally intensive problems when running large scale sim-
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ulations requiring MCMC methods. These models are further complicated when a
covariate is introduced. In the current application, a DLM was applied to random
allocation models with a single covariate to demonstrate the ability to reduce time
and patient allocation size in the presence of a covariate. Additionally, a sensitivity
analysis was conducted both on mean proportion of allocation to each treatment and
mean value required to switch to the preferred treatment. This provides insight for
researchers who wish to know what treatment allocation proportion may be expected
using different values of treatment mean values δt, between time variances ωt and
current treatment B variance ctB , thereby providing insight into the different model
behaviors. Likewise, a power analysis was conducted using a Bayes Factor. This
power analysis indicated the lowest median Bayes Factor occurred for µB = 5 using
ωt = 0.01. This provides insight into necessary patient budget to determine a fa-
vorable treatment identification stopping criterion. This reduction of patient budget
should reduce, if not eliminate the ethical issues caused by the increased unfavorable
treatment allocation necessary using other allocation methods by allowing the more
favorable treatment to be applied earlier in the clinical trial. Future works may in-
clude a sensitivity analysis using multiple values for β, an examination of multi-arm
studies with covariates, and survival analysis applications
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CHAPTER 5
CONCLUSION AND FUTURE WORKS
Although advances in modern computational algorithms have provided researchers
the ability work problems which were once too computationally complex to solve,
problems with high computation or large parameter spaces still remain. Problems
such as those involving Time Series can be such problems. The material in Chapter 1
looked at the the use of Exponentially weighted Moving Averages developed by (Holt,
2004; Winters, 1960) which were thought to provide sufficient solutions to these Time
Series. A discussion was provided which illustrated the shortcomings of the EWMA
and how its infinite number of possible starting values provides the modeler with an
endless number of possible solutions thereby providing no single viable solution. This
lead to the need for an improved model.
Chapter 2 examined the Dynamic Linear Model developed by J. Harrison and
West (1999) as a solution. The Dynamic Linear Model involves updating future val-
ues using prior available information. By using these Bayesian updating methods the
Dynamic Linear Model (DLM) was shown to provide a flexible approach to modeling
time series problems in which the underlying process changes through time through
both observational variances as well as system variances. The DLM illustrated here
utilizes Bayesian statistical principles which assume specified a-priori variance param-
eters for both the observation and system. Additionally, these variance parameters
were restricted such that the distribution of the unknown observation variance is
strictly greater than the distribution of the unknown system variance. This restric-
tion yielded a fully Bayesian DLM, or FBDLM model thereby allowing full model
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identifiability. This identifiability allows the utilization of conditional distribution
properties on the process variances to evaluate both modeling effect and expected
values. We then used these properties and their derivations along with Sampling Im-
portance Resampling Methods for the low parameter dimension (Constant) Models
and MCMC for more complicated models with higher parameter dimensions to im-
prove the DLM forecasting abilities while addressing issues involved when sampling in
high dimensional parameter spaces. Forecast flexibility was then examined using two
sampling methods and these methods were combined with examples, demonstrating
the FBDLM provides improved forecasting abilities. The forecast values for the PB-
DLM and its 95% credible intervals were then compared with the forecast and 95%
credible intervals using the FBDLM.
Chapter 3 examined how The Dynamic Linear Model could be applied to Random
Allocation Models with no covariates to create a Bayesian Adaptive Model which may
be used to determine preferred treatment by reducing between group bias. Likewise,
this Bayesian Adaptive Design was able to reduce unfavorable treatment assignment,
by increasing the speed at which the more favorable treatment was identified. A sen-
sitivity analysis was conducted whereby the mean treatment allocation to each treat-
ment was calculated and discussed. Finally a Bayesian power analysis was calculated
with median and 95% credible intervals calculated to determine decisive evidence in
favor of the better treatment. This was then shown to aid clinical trial researchers
who have run into ethical issues of assigning too many less favorable treatments when
determining the most appropriate treatment.
The ideas in Chapter 3 were then extended in Chapter 4 to include a single
covariate such as gender or smoking. Much like in Chapter 3, this Bayesian Adaptive
Design was able to reduce unfavorable treatment assignment, by increasing the speed
at which the more favorable treatment was identified. A sensitivity analysis was
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conducted whereby the mean treatment allocation to each treatment was calculated
and discussed. Finally a Bayesian power analysis was conducted with median and
95% credible intervals calculated to determine decisive evidence in favor of the better
treatment. This was then shown to aid clinical trial researchers who may face ethical
issues of assigning too many less favorable treatments when determining the most
appropriate treatment. We showed a minimized treatment allocation budget and time
to locate preferred treatment were available in the Bayesian Adaptive Design using
the DLM. Furthermore, a sensitivity analysis was performed on mean and variance
parameters and a Bayesian power analysis was conducted using Bayes Factor. As
with Chapter 3, this power analysis was calculated to determine decisive evidence in
favor of the better treatment.
Future works with the DLM include the investigation of model behavior and
identifiability when further restrictions are placed such that subsequent season vari-
ances are bounded by prior seasonal variances. Likewise, a sensitivity analysis could
be performed to determine which parameter combination provides a preferred model
performance.
Future works with the Random Allocation with no covariates include a Multi-
Arm study to determine if one treatment can be determined to be negligible and
completely dropped from the study. Other future work involves analyzing the stop-
ping rule from a survival analysis standpoint. Likewise, further sensitivity analysis
may be conducted to investigate model behavior through other varied parameter val-
ues, in particular, with the different ctB
Future works with the Random Allocation with covariates include a Multi-Arm
study to determine if one treatment can be determined to be negligible and completely
dropped from the study. Likewise, and examination into how the covariate impacts
this Multi-Arm study can be examined. Other future work involves analyzing the
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stopping rule from a survival analysis standpoint. Likewise, further sensitivity anal-
ysis may be conducted to investigate the impact varying values of β, in combination
with the varied values investigated in this Dissertation , may have on model behavior.
Finally, an investigation may be made to include the impact multiple covariates may
have on treatment allocation.
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Appendix A
ABBREVIATIONS
AR Autoregressive
MA Moving Average
DLM Dynamic Linear Model
RVA Richmond Virginia
VCU Virginia Commonwealth University
EWMA Exponentially Weighted Moving Averages
ARMA Auto Regressive Moving Average
ARIMA Auto Regressive Integrated Moving Average
FBDLM Fully Bayesian Dynamic Linear Model
PBDLM Partial Bayesian Dynamic Linear Model
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Appendix B
CONDITIONAL DISTRIBUTION PROPERTIES
The properties associated the first and second moments for p(V,W ) may be seen to
be
E[x1] =
∫ ∞
0
∫ x1
0
x1f(x1)g(x2 | x1)dx2dx1
=
∫ ∞
0
x1f(x1)dx1
= E[x1]
E[x21] =
∫ ∞
0
∫ x1
0
x21f(x1)g(x2 | x1)dx2dx1
=
∫ ∞
0
x21f(x1)dx1
= E[x21]
Using these properties for x1 one may observe the variance to be
var[x1] = E[x
2
1]− [E[x1]]2 = σ2x1
The properties for x2 are slightly different however, because x2 is conditioned
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upon x1. Therefore it may be seen
E[x2] =
∫ ∞
0
∫ x2
0
x2f(x1)g(x2 | x1)dx2dx1
=
∫ ∞
0
f(x1)E[x2 | x1]dx1
= E[E[x2 | x1]]
E[x22] =
∫ ∞
0
∫ x2
0
x22f(x1)g(x2 | x1)dx2dx1
=
∫ ∞
0
f(x1)E[x
2
2 | x1]dx1
= E[E[x22 | x1]]
and these moments may be used to determine the variance for x2 given x1 as
var[x2] = E[var(x2|x1)] + var[E(x2|x1)]
= σ2x2
The covariance between x1 and x2, i.e., cov(x1, x2) carries additionally important
information, in particular because this is a conditional distribution. It has been seen
that E[x2] = E[E[x2 | x1]], what about E[x2x1]
E[x1x2] =
∫ ∞
0
∫ x1
0
x1x2f(x1)g(x2 | x1)dx2dx1
=
∫ ∞
0
x1f(x1)
∫ x1
0
x2g(x2 | x1)dx2dx1
=
∫ ∞
0
x1f(x1)E[x2 | x1]dx1
= E[x1E[x2 | x1]]
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Therefore,
cov(x1, x2) = E[x1E[x2 | x1]]− E[x1]E[E[x2 | x1]]
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Appendix C
EARTHQUAKE DATA
Yearly number of magnitude 7 or greater earthquakes. This data was recorded by
The National Earthquake Information Center for the the years 1900-1998. It was
obtained from the Time Series Data Library at
www.http://datamarket.com/data/list/?q=provider:tsdl.
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Table 14.: Yearly Magnitude 7+ Earthquakes between 1900 and 1998
Year Earthquakes Year Earthquakes Year Earthquakes Year Earthquakes
1900 13 1925 17 1950 39 1975 21
1901 14 1926 19 1951 21 1976 25
1902 8 1927 20 1952 17 1977 16
1903 10 1928 22 1953 22 1978 18
1904 16 1929 19 1954 17 1979 15
1905 26 1930 13 1955 19 1980 18
1906 32 1931 26 1956 15 1981 14
1907 27 1932 13 1957 34 1982 10
1908 18 1933 14 1958 10 1983 15
1909 32 1934 22 1959 15 1984 8
1910 36 1935 24 1960 22 1985 15
1911 24 1936 21 1961 18 1986 6
1912 22 1937 22 1962 15 1987 11
1913 23 1938 26 1963 20 1988 8
1914 22 1939 21 1964 15 1989 7
1915 18 1940 23 1965 22 1990 13
1916 25 1941 24 1966 19 1991 10
1917 21 1942 27 1967 16 1992 23
1918 21 1943 41 1968 30 1993 16
1919 14 1944 31 1969 27 1994 15
1920 8 1945 27 1970 29 1995 25
1921 11 1946 35 1971 23 1996 22
1922 14 1947 26 1972 20 1997 20
1923 23 1948 28 1973 16 1998 16
1924 18 1949 36 1974 21 NA NA
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Appendix D
LAKE SUPERIOR YEARLY PRECIPITATION DATA
The following is yearly precipitation in inches for Lake Superior Precipitation during
the years 1900 - 1998 and was obtained at
www.http://datamarket.com/data/list/?q=provider:tsdl.
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Table 15.: Yearly precipitation in inches for Lake Superior between 1900 and 1986.
Year Rain Year Rain Year Rain Year Rain
1900 28.55 1922 28.43 1944 33.55 1966 30.09
1901 27.37 1923 24.90 1945 31.83 1967 28.42
1902 25.60 1924 27.10 1946 30.80 1968 37.96
1903 29.93 1925 24.73 1947 28.72 1969 27.73
1904 27.61 1926 34.67 1948 27.57 1970 33.84
1905 29.04 1927 30.01 1949 33.62 1971 33.45
1906 27.26 1928 31.55 1950 35.68 1972 32.22
1907 26.21 1929 28.07 1951 35.25 1973 30.84
1908 27.71 1930 26.58 1952 28.25 1974 23.85
1909 27.67 1931 29.39 1953 32.35 1975 29.81
1910 22.79 1932 31.51 1954 29.93 1976 25.97
1911 32.20 1933 30.68 1955 32.74 1977 39.93
1912 25.96 1934 29.88 1956 26.30 1978 30.99
1913 29.65 1935 32.54 1957 28.35 1979 35.69
1914 24.67 1936 26.97 1958 28.96 1980 29.59
1915 29.82 1937 33.39 1959 31.73 1981 28.37
1916 32.42 1938 33.46 1960 30.12 1982 35.82
1917 23.99 1939 29.73 1961 28.58 1983 32.27
1918 27.83 1940 28.20 1962 27.19 1984 29.09
1919 27.34 1941 35.27 1963 25.30 1985 38.25
1920 27.07 1942 31.94 1964 34.18 1986 32.77
1921 27.57 1943 30.56 1965 34.24 NA NA
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Appendix E
MORETON BAY QUARTERLY SEA TEMPERATURE DATA
The following is Quarterly Sea Temperature Data from Moreton Bay Australia be-
ginning March 2000 and ending January 2013.
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Table 16.: Quarterly Sea Temperature Data from Moreton Bay Australia beginning
March 2000 and ending January 2013.
Year Temp Quarter Year Temp Quarter
2000.25 25.22 Q1 2006.75 17.90 Q3
2000.50 17.65 Q2 2007.00 25.53 Q4
2000.75 20.80 Q3 2007.25 27.70 Q1
2001.00 26.50 Q4 2007.50 21.27 Q2
2001.25 25.50 Q1 2007.75 16.47 Q3
2001.50 17.50 Q2 2008.00 25.27 Q4
2001.75 20.60 Q3 2008.25 25.13 Q1
2002.00 27.77 Q4 2008.50 19.50 Q2
2002.25 26.63 Q1 2008.75 18.00 Q3
2002.50 17.77 Q2 2009.00 26.10 Q4
2002.75 21.07 Q3 2009.25 27.60 Q1
2003.00 27.33 Q4 2009.50 19.87 Q2
2003.25 25.43 Q1 2009.75 17.30 Q3
2003.50 18.23 Q2 2010.00 26.37 Q4
2003.75 20.03 Q3 2010.25 26.97 Q1
2004.00 25.83 Q4 2010.50 18.07 Q2
2004.25 27.33 Q1 2010.75 20.23 Q3
2004.50 17.73 Q2 2011.00 24.00 Q4
2004.75 20.47 Q3 2011.25 25.07 Q1
2005.00 25.70 Q4 2011.50 15.30 Q2
2005.25 27.43 Q1 2011.75 18.93 Q3
2005.50 21.70 Q2 2012.00 26.07 Q4
2005.75 17.90 Q3 2012.25 24.93 Q1
2006.00 27.20 Q4 2012.50 16.80 Q2
2006.25 27.50 Q1 2012.75 20.67 Q3
2006.50 19.73 Q2 2013.00 27.17 Q4
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