This paper establishes the global asymptotic equivalence, in the sense of the Le Cam ∆-distance, between scalar diffusion models with unknown drift function and small variance on the one side, and nonparametric autoregressive models on the other side. The time horizon T is kept fixed and both the cases of discrete and continuous observation of the path are treated. We allow non constant diffusion coefficient, bounded but possibly tending to zero. The asymptotic equivalences are established by constructing explicit equivalence mappings.
Introduction
Diffusion processes obtained as small random perturbations of deterministic dynamical systems have been widely studied and have proved fruitful in applied problems (see e.g. [15] ). Among other subjects, they have been applied to contingent claim pricing, see [44] and the references therein, to filtering problems, see e.g. [39, 40] more recently to epidemic data [23] . From a statistical point of view, these models have first been considered by Kutoyants [29] in the framework of continuous observation on a fixed time interval [0, T ]. However, statistical inference for discretely observed diffusion processes has first been treated several years after, see [16] . In a nonparametric framework we may quote [28] , among many others.
In this paper we consider the problem of estimating the drift function f associated with a scalar diffusion process (y t ) continuously or discretely observed on a time interval [0, T ], with T < ∞ kept fixed. More precisely, we consider the one-dimensional diffusion process (y t ) given by dy t = f (y t )dt + εσ(y t )dW t , t ∈ [0, T ], y 0 = w ∈ R,
where (W t ) t≥0 is a standard (A t ) t≥0 -brownian motion defined on a probability space (Ω, A , P). The diffusion coefficient εσ(·), with 0 < ε < 1, is supposed to be known and satisfying the following conditions: (H1) σ(·) is a K-Lipschitz function on R bounded away from infinity and zero, i.e. there exist strictly positive constants σ 0 , σ 1 , K with 
When (y t ) is discretely observed we will also require the following assumption: (H2) σ(·) is a differentiable function on R with K-Lipschitz derivative, i.e.
More in details, we consider two experiments, the continuous one associated with (y t ) and the discrete one given by the observations (y t1 , . . . , y tn ), where t i = i n T . Our aim is to prove that these nonparametric experiments are both equivalent to an autoregressive model given by Euler type discretizations of y with sampling interval 1/n, n ∈ N * :
with independent standard normal variables ξ i . The concept of asymptotic equivalence that we shall adopt is based on the Le Cam ∆-distance between statistical experiments. Roughly speaking, saying that two statistical models, or experiments, are equivalent in the Le Cam's sense means that any statistical inference procedure can be transferred from one model to the other in such a way that the asymptotic risk remains the same, at least for bounded loss functions. One can use this property in order to obtain asymptotic results working in a simpler but equivalent setting. For the basic concepts and a detailed description of the notion of asymptotic equivalence, we refer to [31, 32] . A short review of this topic will be given in Appendix 4.
In recent years, the Le Cam's theory on the asymptotic equivalence between statistical models has aroused great interest and a large number of works has been published on this subject. In parametric statistics, Le Cam's theory has successfully been applied to a huge variety of experiments. Proving an asymptotic equivalence for nonparametric experiments is more demanding but, nowadays, several works in this subject have appeared. The first results of global asymptotic equivalence for nonparametric experiments date from 1996 and are due to Brown and Low [3] and Nussbaum [37] . A non-exhausting list of subsequent works in this domain includes [1, 21, 43, 8, 7, 41, 9, 35] for nonparametric regression, [6, 26, 2] for nonparametric density estimation models, [20] for generalized linear models, [22] for time series, [5] for GARCH model, [34] for functional linear regression, [19] for spectral density estimation and [33] for inhomogeneous jumps diffusion models. Negative results are somewhat harder to come by; the most notable ones among them are [14, 4, 46] .
Asymptotic equivalence results have also been obtained for diffusion models. References concern nonparametric drift estimation with known diffusion coefficient. Among these one can quote [13, 18, 11, 12, 42] . However, the most relevant results to our purposes are due to Milstein and Nussbaum [36] and to Genon-Catalot and Larédo [17] . The former authors have shown the asymptotic equivalence of a diffusion process continuously observed until time T = 1 having unknown drift function and constant small known diffusion coefficient, with the corresponding Euler scheme. They also proved the asymptotic sufficiency of the discretized observation of the diffusion with small sampling interval. Hence, our work is a generalization of [36] . It can also be seen as a complement to [17] , the difference being that in our case the time horizon is kept fixed and the diffusion coefficient goes to zero. This setting allows for weaker hypotheses than those assumed by Genon-Catalot and Larédo (for example, we do not need the drift function f to be uniformly bounded).
The interest in proving the asymptotic equivalence between the statistical model associated with the discretization of (1) and (3) lies in the difficulty of making inferences in the discretely observed diffusion model. On the other hand, inference for model (3) is well understood and in practice one often reduces to working with the latter (see e.g. [16, 30, 24, 10] ). The result in the present paper can thus be seen as a theoretical justification for such a practice.
The scheme of the proof is to prove both an asymptotic equivalence between the continuous and the discrete observation of (1) and one between the continuous model (1) and the Euler scheme (3) . By the triangular inequality, the result will follow. The main difficulty lies in the model (3) being equivalent to a diffusion process with a diffusion coefficientσ different from σ. In particular, this means that the total variation distance between (3) and (1) is always 1. Thus, to prove the equivalence between these models it is necessary to construct an appropriate randomization. This is made possible by using random time changed experiments. Indeed, one can use random time changes in order to reduce to new diffusion models with diffusion coefficient equal to ε. However, these randomizations do not allow to apply the result of Milstein and Nussbaum directly since the changes of clock oblige to observe the new diffusion processes until different random times. Some care is then needed to overcome this technical obstacle (see Lemma 3.10) .
The paper is organized as follows: Section 2 contains the notations and the statement of the main results while Section 3 is devoted to the proofs. Appendix 4 is devoted to background material.
Assumptions and notations
To formulate our results we need to assume the standard conditions for existence and uniqueness of a strong solution y for the SDE (1) ( [38] , Theorem 5.5, page 45). We shall thus work with parameter spaces included in F M , the set of all functions f defined on R and satisfying
In particular, observe that every element of F M satisfies a condition of linear growth:
Let C 0 be the smallest σ-algebra of parts of C that makes x s , s ≥ 0, measurable. Further, for any t ≥ 0, let C 0 t be the smallest σ-algebra that makes x s , s in [0, t], measurable. Finally, set C t := s>t C 0 s and C := σ C t ; t ≥ 0 . Let us denote by P n,y f the distribution induced on (C, C T ) by the law of y, solution to (1) and by Q n,y f the distribution defined on (R n , B(R n )) by the law of (y t1 , . . . , y tn ), t i = T i n . We call P T y the experiment associated with the continuous observation of y until the time T and Q n y the discrete one, based on the grid values of y:
Finally, let us consider the experiment associated with the Euler scheme corresponding to (1) . We denote by Q n,Z f the distribution of (Z i , i = 1, . . . , n) defined by (3). Then:
Let us now state our main results.
Theorem 2.1. Suppose that for some M > 0 the parameter space F fulfills F ⊂ F M and that σ(·) satisfies Assumption (H1) with K = M . Then, if εn → ∞ as n → ∞ and ε → 0, the experiments P T y and Q n Z are asymptotically equivalent. More precisely we have
Theorem 2.2. Suppose that for some M > 0 the parameter space F fulfills F ⊂ F M and that σ(·) satisfies assumptions (H1) and (H2), with K = M . Then, the sampled values y t1 , . . . , y tn are an asymptotically sufficient statistic for the experiment P T y .
Corollary 2.3. Under the same hypotheses as in Theorem 2.2, the statistical model associated with the sampled values y t1 , . . . , y tn is asymptotically equivalent to Q n Z , as n goes to infinity.
Remark 2.4. The conditions on ε and n of Theorem 2.1 are the same as in [36] .
Proofs

Random time substitutions for Markov processes
A key tool in establishing the asymptotic equivalence between the diffusion model continuously observed and its Euler scheme is given by random time changes for Markov processes. More in details we will need the following results. 
, t ≥ 0 and assume that
so that the right continuous inverse
of the functional F is well defined on [0, ∞). Then the process
is a càdlàg strong (A Tt )-Markov process on the probability space (Ω, A , P).
Assume moreover that (Y, P y ) is a Feller process with infinitesimal generator L Y and domain D. Then J is also a Feller process whose infinitesimal generator, with domain D, is given by
Property 3.2. For all ω ∈ C, s, t > 0 define:
Then, the following hold:
Proof. 1. It is enough to show that θ T (x η·(x) ) = η n T (x) since t → A t (x) and t → ρ t (x) are, respectively, the inverses of the applications t → θ t (x) and t → η t (x). To prove the last assertion compute:
where in the second equality we have performed the change of variable s = η r (x) ⇔ r = ρ s (x) that yields dr = σ 2 (x s )ds. 2. Again, we use that t → θ t (x) is the inverse of the function t → A t (x) combined with the following elementary fact:
Let h and g be two differentiable functions on R such that h(0) = 0 = g(0) and their derivatives never vanish. Then, h
To show the assertion in 2. it is enough to apply this fact to h(t) = A t (x) and g(t) = θ t (x).
Proof of Theorem 2.1
We will proceed in four steps. More precisely, in Step 1 we consider a random time change on the diffusion (1) in order to obtain an experiment equivalent to P T y but associated with a diffusion having diffusion coefficient equal to ε. In Step 2 we build a continuous time discretization of the process (y t ) and, applying a second random time change, we prove an equivalence result between a second experiment associated again with a diffusion having diffusion coefficient equal to ε. In Step 3 we compare, in term of the Le Cam ∆-distance, the two experiments with the diffusion coefficient equal to ε constructed in Steps 1-2. Finally, in Step 4, we prove the equivalence between the experiment associated with the continuous time discretization of (y t ) and the one with the Euler scheme. By means of the triangular inequality we are able to bound the Le Cam ∆-distance between P T y and Q n Z .
Step 1. We start by proving the Le Cam equivalence between P T y and a corresponding diffusion model with coefficient diffusion equal to ε. Recall that P y f is the law on (C, C T ) of a diffusion process with infinitesimal generator L 1 given by
Define P ξ f as the law on (C, C ) of a diffusion process with infinitesimal generator L 2 given by
and initial condition ξ 0 = ω. Moreover, for all A > 0 a C t -stopping time, define the experiment
Suppose that for some M > 0 the parameter space F fulfills F ⊂ F M and that σ(·) satisfies assumption (H1), with K = M . Then, the statistical models P T y and P AT (x) ξ are equivalent.
Proof. Let us prove that δ(P T y , P AT (x) ξ ) = 0. Note that (x t ) under P y f is a (C t )-Markov process with infinitesimal generator as in (8) . Define a new process ξ as a change of time of (x t ) with stochastic clock (η t (x)) t : ξ 0 = w, ξ t := x ηt(x) , ∀t > 0. Theorem 3.1 ensures that the process (ξ t ) t≥0 is a diffusion process with infinitesimal generator given by (9) . Also, remark that, as (x t ) is defined on [0, T ], then the trajectories of (ξ t ) are defined until the time ρ T (x). In order to produce a randomization transforming the family of measures {P
Φ :
Observe that the process Φ(x) is defined until the time ρ T (x) that is equal to A T (Φ(x)) (see Property 3.2), so that any set of paths of Φ(x) belongs to C AT (x) . Introduce the Markov kernel K defined by K(ω, Γ) = I Γ (Φ(ω)), ∀ω ∈ C, ∀Γ ∈ C AT (x) , then:
Step 2. We now introduce a statistical model that approximates the model P T y . Given a path ω in C and a time grid t i = T i n , we definē
Then, we denote by P n,ȳ f the law on (C, C T ) of a diffusion process with infinitesimal generatorL n given bȳ
and initial conditionȳ 0 = ω. Consider the experiment
f | CT , f ∈ F ) Again, we want to introduce the diffusion model with diffusion coefficient equal to ε associated to P n,T y . To that aim, for all ω ∈ C, definē
C otherwise. belongs to C t , for all t. By induction, assume thatĀ n ti−1 (x) is a (C t )-stopping time and remark that (11) 
(x) -mesurable, again by the induction hypothesis. By the definition of the σ-algebra CĀ t i−1 (x) and the induction hypothesis, we then conclude that {Ā n ti (x) ≤ t} ∈ C t . Therefore the result.
Denote by P n,ξ f the law on (C, C ) of a diffusion process with infinitesimal generator L n given bỹ
and initial conditionξ 0 = ω. Thanks to Lemma 3.4 we can define the statistical model associated with the observation ofξ until the stopping timeĀ n T (x):
, f ∈ F } .
As in
Step 1, one can prove the following proposition. There are, however, some technical points that need to be taken care of; for more details, we refer to [17] , Proposition 5.4. Step 3. We shall prove that ∆(P
) → 0 as n → ∞. To that aim we will prove that, setting
) → 0; we need the following lemmas: Lemma 3.6. According to the notation above, the law of (x At(x) ) under P ξ f is the same as the law of (x t ) under P y f . Moreover, let Pζ f be the distribution induced on (C, C ) by the law of a diffusion process (ζ t ) satisfying
Then, the law of (xĀn t (x) ) under P ξ f is the same as the law of (x t ) under Pζ f . Proof. We shall only prove the first assertion, the proof of the second one being very similar. We have ξ 0 = w = y 0 and, for all t > 0:
where the process (W t ) is a standard brownian motion under P ξ f . The change of variable s = A u (x) implies that ds = σ 2 (x Au(x) )du, hence one can write
where the process (B t ) is defined by
Classical results (see e.g. [27] , 5.5) ensure that (B t ) is a C At(x) standard brownian motion under P y f . It follows that the law of x At(x) under P ξ f is the same as the law of x under P y f . Lemma 3.7. Let p be an even positive integer and (t n ) a sequence of times bounded by CT for some constant C independent of f ; then E Pζ f |x tn | p = O(1), uniformly on F .
Proof. In order to bound E Pζ f |x tn | p we will use the following facts:
• If X is a centered Gaussian random variable with variance
• (Gronwall lemma) Let I = [0, a] be an interval of the real line, α a constant and let β and u continuous real valued functions defined on I. If β is non-negative and if u satisfies the integral inequality:
As one can always construct a brownian motion (B t ) under Pζ f such that dx t = f (xt) σ 2 (xt)σ 2 n (t, x)dt+ εdB t , applying the first three facts combined with the linear growth of f one can write:
for some constant C ′ independent of f . Applying the Gronwall lemma, we obtain
Lemma 3.8. Under the same hypotheses as in Proposition 3.3 and with the same notation as in Steps 1 and 2, we have
Proof. For the sake of brevity, in this proof we will omit the superscript n in each occurrence ofĀ n t . We start by observing that, for all y, z ∈ R
hence there exists some constant C such that
. Applying this inequality we can write:
where in the last step we have performed the change of variables r =Ā ti+s (x). Thanks to the Cauchy-Schwarz inequality and Lemma 3.7 we obtain
Using the same arguments as in the proof of Lemma 3.7, we can write
Putting all the pieces together we get:
Proposition 3.9. Under the same hypotheses as in Proposition 3.3, we have
Proof. We use an inequality involving the Hellinger process in order to bound P
). More precisely, let h f be the Hellinger process of order 1/2 between the measures P ξ f |CĀn T (x) and P
, that is, (see Jacod and Shiryaev, [25] , page 239)
, as in [25] , 4b, Theorem 4.21, page 279. Hence we conclude thanks to Lemma 3.8.
We now prove that ∆(P
Again, we start with a lemma: Lemma 3.10. Under the hypotheses of Proposition 3.3 and with the same notation as in Steps 1 and 2, we have
uniformly over F .
Proof. The crucial point in proving (14) is to use the convergenge of diffusion processes with small variance to some deterministic solution. To that aim, let us introduce the following ODEs:
By means of Property 3.2, the Lipschitz character of σ 2 (·) and the linear growth of f , we get,
, we shall analyze the terms I = E P ξ f |x At(x) − z t |, II = |z t −z ti | and
• Term I: By means of Lemma 3.6 and some standard calculations one can write
hence, an application of the Gronwall lemma yields
• Term II: By the triangular inequality it is enough to bound |z t − z ti | and |z ti −z ti |, separately. It is easy to see that |z s − z tj | is a O(n −1 ) as well as |z s −z tj | for all s ∈ [t j , t j+1 ], j = 0, . . . , n − 1. Moreover, observe that there exists a constant C, independent of f , such that f (x) − f (y)
. We get:
for some constant C ′ , independent of f . Therefore, applying the Gronwall lemma one obtains
Cti that allows us to conclude |z t −z ti | = O(n −1 ).
• Term III: By means of Lemma 3.6 we know that
for some constant C independent of f . An application of the Gronwall lemma gives
Putting all the pieces together we obtain
Proposition 3.11. Under the same hypotheses of Proposition 3.3, ∆(P
Proof. We shall prove only the first statement, the proof of the second one being identical. Since C S n T (x) ⊂ C AT (x) , it is clear that δ(P
) we will introduce the following Markov kernel K n :
where P ξ 0 is defined as P ξ f with f ≡ 0. Remark that the Markov kernel K n thus constructed coincides with the Markov kernel N defined in [17] , Proposition 6.2, when ε ≡ 1. Making the same computations as in the cited proposition, we obtain that
AT (x)
We then conclude that ∆(P
) → 0 by means of Lemma 3.10.
Step 4. Using Steps 1-3 and the triangular inequality, one can find that ∆(P Proof. Note that, by using the Girsanov theorem, we can show that the measure P n,ȳ f |C T is absolutely continuous with respect to P n,ȳ 0 and the density is given by dP n,ȳ f dP n,ȳ 0
Hence, by means of the Fisher's factorization theorem, we can deduce that the application S : ω → (ω t1 , . . . , ω tn ) is a sufficient statistic for the family of probability measures {P n,ȳ f | CT ; f ∈ F }. We complete the proof remarking that the distribution of (x t1 , . . . , x tn ) under P n,ȳ f is the same as the one of (Z 1 , . . . , Z n ) under P and finally invoking the following property of the Le Cam distance (see Le Cam [31] ):
Let P i = (X i , A i , {P i,θ , θ ∈ Θ}), i = 1, 2, be two statistical models and let (X 1 , A 1 ) be a Polish space. Let S : X 1 → X 2 be a sufficient statistics such that the distribution of S under P 1,θ is equal to P 2,θ . Then ∆(P 1 , P 2 ) = 0.
Proof of Theorem 2.2
We will proceed in three Steps.
Step 1. Let us consider the application F : R → R defined as F (x) = Thus, if we set µ t := F (y t ), the new process (µ t ) satisfies the following SDE:
Observe that, under hypotheses (H1) and (H2), the drift function b(x) :=
is clearly bounded and also Lipschitz:
In particular the existence and the uniqueness of a strong solution µ for the SDE (15) are guaranteed. Let us denote by P µ f (resp. Q n,µ f ) the law of µ (resp. (µ t1 , . . . , µ tn )) and introduce the statistical models Step 2. Using the same notations as above, define a new drift functionb n : b n (t, ω) = n−1 i=0 b(ω ti )I (ti,ti+1] (t), ∀ω ∈ C, t ∈ [0, T ] and consider the diffusion process (μ t ) on (C, C T ) having drift function given byb n and diffusion coefficient equal to 1, i.e. µ 0 = F (w); dμ t =b n (t,μ)dt + dW t , t ∈ [0, T ].
Denote by P n,μ f the law of the solution of (16) and introduce the corresponding statistical model: P n,T µ = C, C T , (P n,μ f , f ∈ F ) .
Proposition 3.14. Under the hypotheses of Theorem 2.2, the statistical models P n,T µ and P n,T µ are asymptotically equivalent as n goes to infinity.
Also, remark that thanks to (17) , if P 1 = (X , A 1 , {P θ ; θ ∈ Θ}) and P 2 = (X , A 2 , {P θ ; θ ∈ Θ}) with A 2 ⊂ A 1 , then δ(P 1 , P 2 ) = 0.
Two sequences of statistical models (P n 1 ) n∈N and (P n 2 ) n∈N are called asymptotically equivalent if ∆(P n 1 , P n 2 ) tends to zero as n goes to infinity. Similarly, the statistic T n is asymptotically sufficient for P n 1 if ∆(P n 1 , T n P n 1 ) tends to zero as n goes to infinity.
