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The problem of a driven quantum system coupled to a bath and coherently driven is usually
treated using either of two approaches: Employing the common secular approximation in the lab
frame (as usually done in the context of atomic physics) or in the rotating frame (prevailing in,
e.g., the treatment of solid-state qubits). These approaches are applicable in different parts of the
parameter space and yield different results. We show how to bridge between these two approaches
by working in the rotating frame without employing the secular approximation with respect to the
driving amplitude. This allows us to uncover novel behaviors in regimes which were previously
inaccessible or inaccurately treated. New features such as the qualitative different evolution of the
coherence, population inversion at a lower driving amplitude, and novel structure in the resonance
fluorescence spectrum of the system are found. We argue that this generalized approach is essential
for analyzing hybrid systems, with components that come from distinctly different regimes which
can now be treated simultaneously, giving specific examples from recent experiments on quantum
dots coupled to optical cavities, and single-spin electron paramagnetic resonance.
I. INTRODUCTION
Complete isolation of any realistic quantum system
from its environment is not typically possible. Open
quantum systems, i.e., systems that have some non-
negligible interactions with an external environment, or
“bath”, evolve over time in a non-unitary fashion, in-
evitably leading to processes of relaxation, losses, and
phase decoherence [1]. As these dissipative effects can
significantly alter the properties of such systems, the
study of open quantum systems and their evolution over
time has important consequences for a myriad of different
quantum devices and applications, perhaps most impor-
tantly in the field of quantum computation and informa-
tion processing [2].
The dynamics of an open quantum system is typically
captured by performing a perturbative expansion in the
bath coupling strength, followed by integrating out all the
bath variables. This leads to a master equation for the
system degrees of freedom, usually represented by the re-
duced system density matrix ρ ≡ TrB {ρSB}, where ρSB
is the total system and bath density matrix, and TrB {..}
is a trace over the bath degrees of freedom. One of the
most prevalent forms of such equations is the Lindblad
master equation [3, 4]
d
dt
ρ = − i
~
[HS , ρ] +Dρ, (1)
where HS its Hamiltonian of the system, controlling the
unitary part of the time evolution, and D is the dis-
sipator super-operator, which is of the Lindblad form
Dρ = ∑j γj (LjρL†j − 12 {ρ, L†jLj}), with Lj ’s being a
set of “quantum jump” operators, and γj ’s the rates gov-
erning the dissipative dynamics. It should be noted that
the Lindblad master equation is the most general form of
a master equation with Markovian dynamics (i.e., with-
out “memory” effects) which preserves the positive semi-
definiteness and trace (thus, normalization of probabili-
ties) of the density matrix [3, 4]. To arrive at (1) start-
ing from the microscopic description of the system’s dy-
namics and its interaction with the bath, one must make
the Born-Markov approximation [1, 5], which essentially
coarse-grains the time evolution of the system density
matrix such that time scales shorter than the bath corre-
lation time cannot be properly resolved. Another simpli-
fication, crucial in obtaining the Lindbladian form, will
be particularly relevant in this work – the secular ap-
proximation, requiring that the dissipative dynamics is
sufficiently slow as compared to the system internal time
scale.
The case where the open quantum system is driven
out of equilibrium is of utmost importance in the physics
and design of quantum devices. Such devices must be
controlled and manipulated in various ways in order for
them to be useful. Whether preparing a qubit in a spe-
cific desired initial state [6], reading information off it,
writing and storing information onto it [7], probing its
current quantum state [8], or manipulating it by an in-
tricate sequence of well-designed pulses [9, 10], driving of
a quantum system is a hallmark of quantum control and
a staple of quantum engineering.
However, the introduction of the driving Hamiltonian
into the master equation is not entirely trivial, as the
derivation of the Lindblad master equation prominently
relied on the system Hamiltonian being diagonal, which
is typically not true when a driving terms is introduced.
The two conventional and common ways to incorporate
the driving effects can each potentially lead to different
results, depending on the parameter regime the system of
interest is in. In Sec. II of this paper we review these two
different approaches, and discuss their respective weak-
nesses and pitfalls. We then introduce a generalized ap-
proach in Sec. III, which unifies the previous treatments
and extends the range of validity of the quantum master
equation. We explore the consequences of using the more
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2general approach, when is it superior compared to the
more specialized schemes, and importantly, novel quali-
tative behavior which may obtained only using the gen-
eralized treatment, such as anomalous time-evolution of
the system coherence, population inversion in unusual
regimes, and peculiar structure in the resonance fluores-
cence spectrum. The latter is studied extensively in Sec.
IV. We also discuss the relevance of our results to recent
experiments on quantum dots coupled to optical cavities
[11–14] and single electron paramagnetic resonance [15–
17] (a full analysis of the latter type of systems was the
subject of our recent work [18]). Lastly, in Sec. V we
show when our treatment may break down. We summa-
rize our findings in the Conclusions, Sec. VI. Appendix
A details the derivation of our generalized master equa-
tion, while Appendix B elaborates on the calculation of
two-time correlation functions.
II. DRIVEN OPEN SYSTEM
For the sake of clarity, but without loss of general-
ity, we will focus our discussion on two-level systems, or
“qubits”. Prior to adding the driving term we have the
Hamiltonian
H = H0S +HB +HI , (2)
with H0S = − 12ω0σz, HB being the bath Hamiltonian,
and the interaction HI = (axσx + ayσy + azσz) Bˆ, where
the σ’s are Pauli matrices operating in the qubit Hilbert
space, Bˆ is some bath operator (assuming different bath
operators couple to each Pauli matrix does not lead to es-
sential modifications [18]), and we henceforth set ~ = 1.
In this simple two-level scenario, the quantum jump op-
erators in the dissipator are σ−, σ+, and σz. The corre-
sponding rates will be denoted by γ↓, γ↑, and γ0, respec-
tively. These can be calculated from the bath spectral
function as
γ↓ ≡
(
a2x + a
2
y
)
K (ω0) , (3a)
γ↑ ≡
(
a2x + a
2
y
)
K (−ω0) , (3b)
γ0 ≡ a2zK (0) , (3c)
with K (ν) ≡ 12Re
{∫∞
0
dτeiντ
〈
Bˆ (τ) Bˆ (0)
〉
B
}
, where
〈·〉B denotes an expectation value calculated in the bath’s
stationary state, which is unaffected by the system in
the Born approximation, and will henceforth be assumed
to be a thermal state at temperature T (we take the
Boltzmann constant kB = 1). The rate calculations are
equivalent to Fermi’s golden rule, as the imaginary parts
of the bath correlation function contribute only a Lamb
shift to HS , not affecting the dissipative dynamics. Eq.
FIG. 1. Deriving the master equation for a driven open
quantum system in two different ways. (a) In the lab frame
approach, one first derives the non-driven Lindblad equation,
and then introduces driving to the coherent dynamics. (b)
By including the driving in the system Hamiltonian, and only
then deriving the dissipative time evolution (making a sec-
ular approximation with respect to the driving terms), the
rotating frame approach leads to another distinct form of the
master equation. (c) Schematic description of the range of
validity of each of these treatments. Intensity of blue and red
signifies how suitable the lab and rotating frame approaches
are, respectively, in those areas of parameter space. For
Γ ω  ωd, the rotating frame approach is adequate, while
for ω  ωbath, T  ωd (causing only a small modification
of the rates), the lab frame is better suited. Some overlap
is apparent, but a region where both approaches are found
wanting can only be be properly addressed by the proposed
novel generalized approach.
(1) thus leads to decay and decoherence of the system,
governed by these rates. Note that the secular approxi-
mation would now amount to the assumption that ω0 is
much greater than all γ’s.
The effects of driving can be best understood by con-
sidering continuous periodic driving, which couples the
ground and excited states of the two-level system. It can
be written as an additional time-dependent term in the
system Hamiltonian, HS = H
0
S +HD, with
HD =
Ω
2
(
eiωdtσ+ + e
−iωdtσ−
)
, (4)
3where Ω is the driving amplitude, ωd ≡ ω0 + δω is the
driving frequency (δω being the detuning) and we also
define the generalized Rabi frequency ω ≡ √Ω2 + δω2.
We assume a circularly polarized driving field, or else we
keep only its components which appear in Eq. (4), i.e.,
the rotating wave approximation (RWA) [19], justified
for Ω ω0, ωd.
As the prescription for deriving Eq. (1) heavily re-
lies on the system Hamiltonian being diagonal and time-
independent, the incorporation of such a driving term
into the open quantum system framework is not entirely
trivial. There are two common methods of introducing
the driving effects into the Lindbladian master equation,
which mainly differ in when driving term is taken into
account, as illustrated in Fig. 1 and described in the
following.
A. The lab frame approach
In this approach the dissipative term in (1) is assumed
to be the same as with H0S , and HD in Eq. (4) is plugged
into the commutator term. In other words, the driving is
simply taken as an additional part of the system Hamil-
tonian (see Fig. 1a). This procedure, of inserting the
driving Hamiltonian “after the fact”, i.e., deriving the
dissipative master equation and subsequently changing
HS , is perturbative in Ω, meaning we would expect it
to be appropriate only when Ω, or more accurately, ω,
is small compared to other relevant energy scales of the
system, i.e., when
ω  ωbath, T  ωd, (5)
with the energy scale ωbath defined as the typical scale
over which K (ν) remains relatively constant around ωd,
while the temperature T plays a similar role around
ν = 0, e.g., in equilibrium detailed balance implies
K (±ω) = K (0) (1± ωT ) for ω  T . The meaning
of ωbath can be illustrated through an example of a
lorentzian spectral density K (ν) ∝ γ
γ2+(ν−ν∗)2 , peaked
around some frequency ν∗, and having a width γ, e.g., a
weakly coupled cavity mode [13]. Expanding K (ωd ± ω)
to first order in ω around ωd, one finds
K (ωd ± ω) ≈ K (ωd)
(
1± 2 ω
ωbath
)
, (6)
where ωbath = ωd−ν∗, and we have assumed γ  |ωbath|.
Representing the system reduced density matrix as
ρ ≡
(
1− n α
α∗ n
)
=
1
2
+
1− 2n
2
σz +α
∗σ−+ασ+, (7)
the master equation is fully described by (in an interac-
tion frame rotating with frequency ωd)
d
dt
n = − (γ↓ + γ↑)n+ γ↑ − iΩα− α
∗
2
, (8a)
d
dt
α = − (γ˜ + iδω)α− iΩ
(
n− 1
2
)
, (8b)
with γ˜ ≡ γ↓+γ↑2 + 2γ0. This “lab frame” approach is
popular mainly in atomic physics [20, 21] and quantum
optics [22], where the amplitude of the driving field may
indeed be several orders of magnitude weaker compared
to the qubit energy scale. This result is better known
as the famous Bloch equations [23], which are entirely
equivalent to (8a)–(8b) using the proper definitions.
B. The rotating frame approach
Unlike the lab frame approach, the rotating frame ap-
proach does take into account the effects of stronger driv-
ing on the dissipator. Here, the full system Hamiltonian
is diagonalized first, and only then the Lindblad formal-
ism takes place in the usual way (Fig. 1b). This ap-
proach is most common in solid-state systems, e.g., su-
perconducting qubits [24–26], where the driving cannot
be dealt with in a perturbative manner.
Upon applying a transformation to a rotating frame by
defining the unitary operator U ≡ e− iωdt2 σz and trans-
forming H → UHU†+ iU˙U†, so as to eliminate the time
dependence in HD, and then diagonalizing the system
Hamiltonian in this rotating frame, one arrives at the
transformed Hamiltonian
H˜ =
1
2
ωσz + H˜I +HB . (9)
A key factor here is the modification the system-bath
interaction Hamiltonian by the rotation U and by diago-
nalizing the system Hamiltonian. In the frame of Eq. (9),
defining ρ˜ ≡
(
d x
x∗ u
)
with d = 1− u yields the Lindblad
master equation
d
dt
u = − (κ↑ + κ↓)u+ κ↑, (10a)
d
dt
x = −
(
κ↑ + κ↓
2
+ κ∗ + iω
)
x, (10b)
with rates defined as
κ↑ =
(sinβ − 1)
4
2
Γ↓ (1− ) + (sinβ + 1)
4
2
Γ↑ (1 + e)
+ cos2 βΓz−, (11a)
κ↓ =
(sinβ + 1)
4
2
Γ↓ (1 + ) +
(sinβ − 1)
4
2
Γ↑ (1− e)
+ cos2 βΓz+, (11b)
4κ∗ = 2 sin2 βΓz0 +
cos2 β
2
(Γ↓ + Γ↑) , (11c)
where tanβ ≡ δωΩ , Γ↓ ≡
(
a2x + a
2
y
)
K (ωd), Γ↑ ≡(
a2x + a
2
y
)
K (−ωd), Γz0 = γ0, Γz± ≡ a2zK (±ω), and , e
are defined by a first-order in ω expansion of the spectral
density, K (ωd ± ω) = K (ωd) [1± ], and K (−ωd ± ω) =
K (−ωd) [1± e]. One typically expects , e ∼ ω/ωbath.
This approach evidently gives rise to a much richer land-
scape of rates governing the dissipation, with more bath
spectral components appearing in the dissipator. How-
ever, an important key distinction of this approach com-
pared to the lab frame is that in the transition from Eq.
(9) to (10a)–(10b), we used a secular approximation with
regards to ω, i.e., demanding
Γ↑/↓,Γz0/±  ω  ωd. (12)
In deciding which of the presented approaches to use
when interested in the time evolution of a driven open
quantum system, one must examine the validity of (5) or
(12), see Fig. 1c. Although in some cases at least one of
the assumptions may be appropriate, there are scenarios
in which both are inadequate and lead to inaccuracies in
the dynamics.
III. A GENERALIZED APPROACH
A novel, generalized approach, where the aforemen-
tioned extra assumptions are not necessary, may be ob-
tained by following the rotating frame method, and omit-
ting the final secular approximation. Thus, the only as-
sumption is that the bare qubit frequency ω0 and the
drive frequency ωd are much larger than all other en-
ergy scales. This introduces additional non-secular terms
into the master equation for ddt ρ˜, which in the rotating
frame are time-dependent with oscillatory factors going
as e±iωt and e±2iωt (see Appendix A). Then, by perform-
ing a unitary transformation ρ → e−iH˜StρeiH˜St (where
H˜S =
1
2ωσz), we eliminate these undesirable time depen-
dencies. We find
d
dt
n = −n (Γ↓ (1 +  sinβ) + Γ↑ (1 + e sinβ))
+Γ↑ (1 + e sinβ)− iΩα− α
∗
2
−α+ α
∗
2
cosβ
Γ↓+ Γ↑e
2
, (13)
d
dt
α = −α
(
Γ˜ + iδω
)
− iΩ
(
n− 1
2
)
+
(
n− 1
2
)
sinβ cosβ
(
Γz+ + Γ
z
− − 2Γz0
)
−Γ↓− Γ↑e
4
cosβ − Γ
z
+ − Γz−
2
cosβ, (14)
FIG. 2. Time evolution of the density matrix components un-
der the three different approaches discussed: lab frame (red),
rotating frame (blue), and the generalized approach (black).
(a) The time evolution of the excited state population. (b)
Evolution of the off-diagonal component α in the complex
plane, beginning at (0, 0) (large black dot) and following the
direction of the arrows. Initially the qubit is in the pure two-
level ground state (n (0) = 0, α (0) = 0), and the parameters
used are Ω = 12Γ↓, δω = 3Γ↓, Γz0 =
1
2
Γ↓, Γz± = Γ
z
0
(
1± 1
2
)
,
 = 0.1, and Γ↑ = e = 0.
with Γ˜ ≡ Γ↓2 (1 +  sinβ) + Γ↑2 (1 + e sinβ) +(
Γz+ + Γ
z
−
)
cos2 β + 2Γz0 sin
2 β. Eqs. (13)–(14) are the
main result of this paper. One immediately recognizes
that taking the approximations K (±ωd ± ω)→ K (±ω0)
and K (±ω) → K (0), leading to  = e = 0 and
Γz+ = Γ
z
− = Γ
z
0, recovers the lab frame Eqs. (8a)–(8b).
This approximation indeed requires the generalized Rabi
frequency to be small enough, in the sense of Eq. (5).
As a first example of the difference in the resulting
open system dynamics when employing the various ap-
proaches, the time evolution of the driven qubit is nu-
merically calculated and shown in Fig. 2 for each ap-
proach. As the calculations take place in a regime where
neither (5) nor (12) are adequate (the generalized Rabi
frequency is comparable to the decay rates, and we intro-
duce finite asymmetry  to the spectral components that
determine the rates), we expect the qubit “trajectory” in
the previous Lindbladian approaches to deviate from our
more accurate general calculation. While the differences
in n (t), the excited state population, is moderate, the
departure from the generalized result in the evolution of
5FIG. 3. Steady-state excited state qubit population n in the
presence of spectral asymmetry of the bath correlation func-
tion K. (a) n as a function of  and detuning, with Γz0 =
1
20
Γ↓
and Γz+ = Γ
z
− = Γ
z
0. (b) n as a function of the longitudinal
asymmetry
Γz+−Γz−
2Γz0
and detuning, with  = 0, Γz0 = Γ↓, and
Γz+ + Γ
z
− = 2Γ
z
0. The areas within the solid black lines are
where population inversion occurs, n > 1
2
, and the color scale
is chosen as to accentuate the effect. Other parameters used:
Γ↑ = e = 0, Ω = 25Γ↓.
the coherence α, for both the lab and rotating frame ap-
proaches, is much more dramatic, both in terms of the
steady state value the evolution towards it. This compo-
nent of the density matrix is commonly the one of most
interest for quantum devices.
The importance of the spectral asymmetry of K
around the driving frequency ωd and the dc compo-
nent already becomes clear at the steady-state level for
n, namely the possibility of population inversion in the
qubit, even in the regime Γ↑ < Γ↓, see Fig. 3. While
this effect is possible in the rotating frame approach, it
is completely absent in the lab frame one. The gener-
alized treatment allows us to explore such a remarkable
effect without requiring any unnecessary assumptions on
the size of the decay rates. Thus, even in systems where
Eq. (12) is somewhat inadequate, population inversion
may be detected as a possible signature of spectral asym-
metry.
FIG. 4. g (ν) calculated using the different approaches
discussed: lab frame (red), rotating frame (blue) and gen-
eralized approach (black) for different parameter sets: (a)
Ω = 1.8Γ↓, Γz0 = 0.2Γ↓, Γ
z
± = Γ
z
0
(
1± ω
T
)
,T = 12.5Γ↓,
and δω = Γ↑ = e =  = 0. (b) Same as (a), except for
Ω = 10Γ↓. (c) Ω = 8Γ↓, δω = −2Γ↓, Γz0 = 2Γ↓, Γz+ = 3Γ↓,
Γz0 = 0.4Γ↓,and Γ↑ = e =  = 0.
IV. RESONANCE FLUORESCENCE
An interesting quantity often measured in experiments
is the correlation function
g (ν) ≡
∫ ∞
−∞
dτeiντ 〈σ− (t0)σ+ (t0 + τ)〉 , (15)
6representing resonance fluorescence [27, 28], i.e., the cross
section for inelastic scattering of photons near resonance.
It typically features the Mollow triplet of peaks at the
original frequency ωd and at the dressed frequencies
ωd ± ω. By utilizing the quantum regression theorem
[29], we perform calculations with the three different ap-
proaches (see Appendix B) in two distinct parameter
regimes, distinguished by the size of the driving ampli-
tude Ω. In the first regime, Ω is sufficiently large such
that it causes a significant shift in Γz± away from Γ
z
0, mak-
ing (5) inadequate. This results in the asymmetry of the
triplet shown in Fig. 4a. In this large Ω regime the ro-
tating frame approximates well the generalized one, while
the lab frame is not reliable as all the effects of the driv-
ing on the dissipator are neglected. In the other regime,
Ω is smaller and comparable in size to the decay rates,
such that (12) is violated. In that case the rotating frame
approach leads to inexact results since the additional sec-
ular approximation is not well justified. This discrepancy
is clearly visible in Fig. 4b, where the lab frame result
matches fairly well the generalized one.
The generalized approach, as explained before, allows
for a more complete description of the dynamics in both
of these extreme regimes, and in all the parameter range
in between. The calculation presented in Fig. 4c is an
example of such an intermediate regime. In this scenario
the different parameters are chosen such that ω is com-
parable with both the decay rates and the energy scales
determining the spectral asymmetry, ωbath and T . In Fig.
4c the complex structure of the two side peaks is consid-
erably misrepresented by either the lab or rotating-frame
treatments. The asymmetric generalized result more ac-
curately accounts for the balance between the detuning,
which “favors” lower frequencies since it is negative, and
the spectral asymmetry, having the opposite effect due
to Γz+ > Γ
z
0.
Interestingly, the resonance fluorescence spectra of
semiconductor quantum dots in optical cavities, which
comprise effective two-level systems, have been exten-
sively measured [11–14, 30]. Our generalized approach
is particularly relevant to such experiments since (i) the
driving amplitudes used are typically not much greater
than the dissipative energy scale which determines the
linewidths, such that the rotating frame approach is
somewhat inadequate, and (ii) the spectral density of
the qubit bath is heavily influenced by the proximity
of a cavity mode to the quantum dot resonance. This
is particularly important in the limit of weak coupling
to a cavity, where the loss rate of the cavity is much
higher than the coupling constant to the quantum dot,
see, e.g., Ref. [13]. In that case, instead of using the
full Jaynes-Cummings model to account for the cavity
mode, we can incorporate it as a bath with transverse
coupling and a peaked spectral density, arriving at the
situation described by Eq. (6), i.e.,  ≈ ωωbath . This
can make the spectral functions K (±ωd − ω), K (±ωd),
and K (±ωd + ω) significantly different from one another
even when ω  ωd, and lead to an apparent asymme-
try in the resonance fluorescence spectrum, similarly to
Fig. 4. For the simplified case of zero longitudinal cou-
pling and Γ↑ = 0, the resonance fluorescence spectrum
on resonance is given by g = g0 (ν)+g (ν)+O
(
2
)
, with
g0 (ν) being the lab frame result, and ν is the scattered
frequency in the rotating frame (i.e. it is ν + ωd in the
lab frame). The result on resonance δω = 0 is
g0 (ν) = 4Γ↓
Γ2↓
(
Γ2↓ + ν
2
)(
Γ2↓ + 4ν
2
)
+ 2Ω2
((
Γ2↓ + Ω
2
)2
−
(
Γ2↓ + 2Ω
2
)
ν2 + 4ν4
)
(
Γ2↓ + 4ν2
)(
Γ2↓ + 2Ω2
) [
Γ2↓
(
Γ2↓ + 4Ω2 + 5ν2
)
+ 4 (ν2 − Ω2)2
] , (16)
g (ν) = 2Γ↓Ων
Γ2↓
(
13Γ2↓ + 11Ω
2
)
+ 4ν2
(
Γ2↓ + 3Ω
2
)
(
Γ2↓ + 4ν2
)(
Γ2↓ + 2Ω2
) [
Γ2↓
(
Γ2↓ + 4Ω2 + 5ν2
)
+ 4 (ν2 − Ω2)2
] . (17)
The correction to the resonance fluorescence spectrum
is valid for arbitrary ΩΓ↓ , and thus could not be obtained
by the usual rotating frame treatment. Notice that g (ν)
will lead to an asymmetry, due to it being an odd function
of ν, see Fig. 5a. For Ω  Γ↓, g is peaked mainly
around ±Ω, yet a crossover into a regime where only our
generalized approach is valid is clearly apparent when Ω
is decreased. For this smaller driving amplitude regime,
the asymmetry may begin to be visibly pronounced in
the central peak as well, as can be seen in Fig. 5b. The
lower driving amplitude regime shows some resemblance
to the results presented in Ref. [13] (lower curves in Fig.
2a).
This asymmetric effect is in line with the measure-
ments made in Refs. [12–14], which showed an asymme-
try which grows with the driving amplitude. In Ref. [13],
a triplet asymmetry of 15% was reported, consistent with
the proximity to the cavity mode ωωbath ∼ 0.1 − 0.3. A
small amount of asymmetry could also be noticed in the
central triplet peak in some of the plots of Ref. [13] with
7FIG. 5. Relevant experimental signatures in regimes where only the generalized approach can adequately account for the
dynamics of the system. (a) The asymmetric correction to the resonance fluorescence spectrum g (ν), calculated on resonance
for zero longitudinal coupling. The values of Ω
Γ↓
we use vary from 2 to 8, in steps of 0.25 (the direction of increasing Ω is
indicated by an arrow). (b) The full corrected lineshape in the regime Ω ∼ Γ↓. ΩΓ↓ varies from 0.5 to 2 with steps of 0.2 (the
direction of increasing Ω is indicated by an arrow). In (a),(b) we use  ≈ ω
ωbath
, with ωbath = −20Γ↓. (c) Γz0g (ν) in the large
dephasing regime, 1
T1
 Ω . 1
T2
, on resonance, with different driving amplitudes. Here we use the asymmetry parameter
∆ = 0.4.
smaller Ω, in agreement with our theoretical predictions.
The possible effect of the cavity was actually pointed out
in Ref. [31]. However, that work utilizes an analog of
the rotating frame approach, which is not entirely jus-
tified in this particular experimental regime, though it
provides a decent qualitative description. In Ref. [11]
the Rabi frequency is even tuned all the way down below
T−12 , prompting its Authors to employ the restrictive lab
frame approach. Thus, we conclude that the generalized
approach is needed to correctly account for the behavior
of common cavity-coupled quantum dots.
We note that the so-called excitation-induced dephas-
ing (EID) effect may also be captured using our gener-
alized approach. By expanding, e.g., K (ωd ± ω) to sec-
ond order in ωωbath , additional terms are added to our
master equation (13)–(14), among them is the change of
the dephasing rate Γ˜ → Γ˜ + Γ↓4 υ, with K (ωd ± ω) ≈
K (ωd) (1± + υ). Now, υ ∝
(
ω
ωbath
)2
, i.e., the dephas-
ing increases like Ω2. We have verified numerically that
the linewidths of the Mollow triplet taken with finite υ
increase linearly with Ω2, similar to experimental results
in comparable regimes [13, 32]. Similarly to the effect of
, this behavior exists also in the rotating frame regime,
and our proposed treatment allows one to obtain it in a
broader parameter regime, namely weaker driving.
To conclude this Section, let us turn to an important
regime of interest, especially relevant in the context of
single spin electron paramagnetic resonance (EPR) ex-
periments [15, 17, 33], where 1T1  Ω . 1T2 , i.e., very
small decay rates yet large dephasing coupling strength,
which is comparable to or exceeds the Rabi energy scale.
The rotating frame approach is ruled out immediately in
such a regime. We have recently demonstrated that ex-
perimental results for the aforementioned EPR systems
cannot be accounted for by the standard lab frame ap-
proach, and that our generalized treatment enables cap-
turing the important observed features [18]. As an ex-
ample for what is missed by the lab frame approach, we
consider Γ↑/↓ = 0, δω = 0, and Γz± ≡ Γz0
(
1±∆ ωΓz0
)
, i.e.,
we only consider the first order in ω correction to the
lab frame rates. In equilibrium, detailed balance dictates
∆
Γz0
≈ 1T . We calculate the spectral function
g (ν) =
Γz0
(2Γz0)
2
+ ν2
[
1−
(
∆Ω
Γz0
)2]
+ ν2
Γz0
(2Γz0)
2
ν2 + (ν2 − Ω2)2 + ν
∆Ω
Γz0
ΩΓz0
(2Γz0)
2
ν2 + (ν2 − Ω2)2 . (18)
For ∆ = 0, we have the usual Mollow triplet with peaks
at ν = 0,±Ω for large driving amplitudes. As Ω de-
creases, this latter term overshadows the first one, lead-
ing to an apparent “doublet” structure, with a sharp dip
8at zero. The third term in Eq. (18) is an asymmetry
term, similar to the one in Eq. (17). Fig. 5b shows the
shape of the spectrum with varying Ω, far from the rotat-
ing frame range of validity. It features clear asymmetry
absent in the lab frame approach.
V. APPLICABILTY OF THE GENERALIZED
QUANTUM MASTER EQUATION
As discussed above, our generalized master equations,
Eqs.(13)–(14) are not of the standard Lindblad form un-
like either lab frame or rotating frame master equations.
Keeping the important Markovian approximation, as we
still do in the generalized scheme, means that the master
equation now takes the Redfield form [34], which does
not guarantee that the density matrix remains positive
semi-definite [35, 36], though the Hermiticity and nor-
malization (Tr {ρ} = 1) are still preserved. Therefore,
when making use of the proposed generalized approach,
one should understand when it might become invalid,
resulting in, e.g., “negative probabilities” (indicating un-
physical results [35]).
Since the trace of the density matrix is fixed at unity, as
just stated, for a two-level system its positivity is deter-
mined by its determinant: A negative determinant would
immediately signal that one of the density matrix eigen-
value is negative (in addition to the second eigenvalue
being larger than 1). The determinant can simply be
written as
det ρ = n (1− n)− |α|2 . (19)
We note that the possibility of n < 0 or n > 1 is also
captured by a negative density matrix determinant, as
evident by (19). We find that although Eqs. (8a)–(8b) in
principle allow these values of n, in practice one requires
unphysically large asymmetry parameters (,∆) for this
to occur.
As an example, calculation of the determinant of ρ
in its steady-state is presented in Fig. 6. For illustra-
tive purposes the departure from the lab frame regime is
achieved by forcing an ω-independent asymmetry in the
longitudinal rates, Γz± = Γ
z
0 (1± δ), whereas a small driv-
ing amplitude Ω compared to the decay rates drives our
master equation away from the rotating frame regime.
Clearly, there exists a regime in parameter space where
positivity is not maintained (or is close to being lost),
yet this regime is far-removed from the scenarios that
were previously accessible under the approximations of
the Lindbladian treatments. In other words, in the area
between the bottom of Fig. 6 and its left hand side, rep-
resenting the rotating and lab frame regimes respectively,
a significant amount of new ground is covered by the gen-
eralized approach, allowing a better understanding of the
open system dynamics in intermediate regimes (as in Fig.
2).
An additional criterion one may employ to determine
the validity of our proposed treatment is the rate at which
FIG. 6. Determinant of the steady-state (t → ∞) density
matrix in different regimes. The blank area is where the deter-
minant is negative, and therefore the solution is unphysical.
The brighter area to the left approximately corresponds to
the lab frame regime, whereas the darker area at the bottom
is accurately captured by the lab frame approach. Through-
out this calculation we used Γz0 = 2Γ↓, Γ
z
± = Γ
z
0 (1± δ), and
δω = Γ↑ = e =  = 0.
energy introduced to the system by the periodic drive
is dissipated into the bath, which in the steady-state is
given by [37]
P =
〈
∂
∂t
HD
〉
= ~ωdΩIm {α} , (20)
where terms varying as e±2iωdt were averaged to zero.
Except for the anomalous regime Γ↑ > Γ↓ (where the
bath causes net excitation of the system), this quan-
tity should remain non-negative to ensure that energy
flows from the drive through the qubit and into the bath.
We find that for a combination of “red” detuned driv-
ing (δω < 0), finite
Γ↑
Γ↓
ratio, and sufficient longitudinal
asymmetry
Γz+−Γz−
2Γz0
, a regime appears where the gener-
alized treatment results in apparent negative power flow
see Fig. 7. However, once again, the region in parame-
ter space where the generalized treatment breaks down is
far from the reach of the previous approaches, and a sub-
stantial formerly mistreated part of this parameter space
can now be accurately accounted for.
VI. CONCLUSIONS
A novel approach for treating a driven open quantum
system has been introduced and was shown to be a gener-
alization of previous prevalent approaches. The latter are
limited in their applicability: One needs either the gener-
alized Rabi frequency ω to be sufficiently small such that
spectral properties of the bath do not change greatly un-
der a shift of ±ω, or that this frequency is much larger
9FIG. 7. Steady-state value of Im {α} as a function of driv-
ing strength and longitudinal asymmetry. The blank areas
represent Im {α} < 0, i.e., a negative power flow [Eq. (20)].
Similarly to Fig. 6, the bottom of each panel corresponds
to the rotating frame regime, while the lab frame approach
better captures the leftmost δ = 0 parts. (a) Γ↑ = 14 Γ↓; (b)
Γ↑ = 12 Γ↓. Other parameters are kept constant at Γ
z
0 = 2Γ↓,
Γz± = Γ
z
0 (1± δ), δω = −Γ↓, and e =  = 0.
than all the dissipation rates. The proposed treatment
enables a seamless transition between these two regimes,
and allows a better understanding of their connection to
each other which was previously ambiguous, thus paving
the way towards the analysis of open quantum systems
occupying new areas of parameter space. In these pre-
viously unexplored parameter regimes our proposed ap-
proach reveals, among other things, the intricate time-
evolution behavior of the crucial coherence terms, possi-
bilities for population inversion and EID even with inter-
mediate driving amplitudes, and novel structure in the
resonance fluorescence spectrum.
Our new approach is particularly relevant to quantum
dot qubits coupled to optical cavities, where a crossover
from the weak to the strong driving regimes may occur,
and the spectral content of the bath is not trivial due
to proximity to a cavity mode. We have shown that in
such systems the cavity-distorted bath spectral density
may lead to an asymmetry of the resonance fluorescence
spectrum, even in the central peak, an effect observed in
experiments yet theoretically inaccessible in either lab or
rotating frame regimes.
Our proposed treatment is also needed for appropri-
ately analyzing single EPR experiments [18], in addition
to other systems in the parameter regime 1T1  Ω . 1T2 .
In such regimes the Mollow triplet becomes a doublet,
which becomes visibly asymmetric for low enough tem-
peratures, or in certain out-of-equilibrium cases, as dis-
cussed in Ref. [18].
Furthermore, as the recent trend of combining devices
from different disciplines and different regimes, is gradu-
ally accelerating [38–41], the shift to a more unified per-
spective may be unavoidable. Based on the principles
shown in this work, such an extension is straightforward,
as our approach imposes way less restrictions in terms of
the relations between different energy scales in the sys-
tem.
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Appendix A: Deriving the generalized master
equation
Starting from the driven Hamiltonian of a system cou-
pled to a bath, we present here the full derivation of the
master equation(13)–(14), and show that it generalizes
the rotating frame approach. The full Hamiltonian in
the rotating frame with frequency ωd is
H =
1
2
δωσz +
1
2
Ωσx +HB (A1)
− 1
2
(
aeiωdtσ− + a∗e−iωdtσ+ + azσz
)
Bˆ, (A2)
with a = ax + iay. We can diagonalize the system part
of this Hamiltonian by transforming H → H˜ = S−1HS,
with
S =
1√
2
(
cos β2 + sin
β
2 − cos β2 + sin β2
cos β2 − sin β2 cos β2 + sin β2
)
︸ ︷︷ ︸
system subspace
⊗1bath subspace.
(A3)
Thus, we have H˜ = 12ωσz − (A0 +A1 +A−1) Bˆ + HB ,
with
A0 =
(
sinβ
2
az +
cosβ
4
(
a∗e−iωdt + aeiωdt
))
σz, (A4a)
A1 = Λ (t)σ−, (A4b)
A−1 = Λ∗ (t)σ+, (A4c)
where Λ (t) = sin β−14 a
∗e−iωdt + sin β+14 ae
iωdt − cos β2 az.
Moving into the interaction picture of the system (made
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possible by the diagonalization of the system Hamilto-
nian), A±1 (t) pick up an additional e±iωt factor multi-
plying them. In this picture the Markovian master equa-
tion reads [34]
d
dt
ρ˜ (t) =
1∑
j,k=−1
∫ ∞
0
dsC (s)
[
Aj (t− s) ρ˜ (t) , A†k (t)
]
+h.c. ,
(A5)
with C (τ) ≡ TrB
{
ρBB˜ (t) B˜ (t− τ)
}
the bath correla-
tion function. We may now plug the Aj (τ) operators in
the master equation, decompose the system density ma-
trix as ρ˜ = d+u2 +
d−u
2 σz + xσ− + x
∗σ+, and perform
the integral over time s in (A5). Examination of (A4a)–
(A4c) reveals that the only oscillation frequencies which
can appear in the master equation are
0,±ω,±2ω,±ωd,± (ωd ± ω) ,±2ωd.
Keeping the RWA and the more general lab frame secular
approximation allows us to discard terms oscillating with
frequencies that are in the vicinity of ωd or higher (we
also assume ωd, ω0  ω), leading to an equation of the
form
d
dt
ρ˜ (t) = D0 +Dω +D2ω + h.c. (A6)
Substituting the rates we have defined in the main text,
these terms read
D0 = − (dσz + x∗σ+)
(
(sinβ − 1)2
8
Γ↓ (1− ) + (sinβ + 1)
2
8
Γ↑ (1 + e) +
cos2 β
2
Γz−
)
+ (uσz − xσ−)
(
(sinβ + 1)
2
8
Γ↓ (1 + ) +
(sinβ − 1)2
8
Γ↑ (1− e) + cos
2 β
2
Γz+
)
− (xσ− + x∗σ+)
(
sin2 βΓz0 +
cos2 β
4
(Γ↓ + Γ↑)
)
, (A7a)
Dω =− eiωtdσ− cosβ
(
sinβ − 1
4
Γ↓ (1− ) + sinβ + 1
4
Γ↑ (1 + e)− sinβΓz−
)
+ e−iωtuσ+ cosβ
(
sinβ + 1
4
Γ↓ (1 + ) +
sinβ − 1
4
Γ↑ (1− e)− sinβΓz+
)
− e−iωt (σ+ + xσz) cosβ
2
(
sinβ + 1
4
Γ↑ +
sinβ − 1
4
Γ↓ − sinβΓz0
)
+ eiωt (σ− − x∗σz) cosβ
2
(
sinβ − 1
4
Γ↑ +
sinβ + 1
4
Γ↓ − sinβΓz0
)
, (A7b)
D2ω = e2iωtx∗σ−
(
sin2 β − 1
8
Γ↓ (1− ) + sin
2 β − 1
8
Γ↑ (1 + e) +
cos2 β
2
Γz−
)
+e−2iωtxσ+
(
sin2 β − 1
8
Γ↓ (1 + ) +
sin2 β − 1
8
Γ↑ (1− e) + cos
2 β
2
Γz+
)
, (A7c)
where ρ˜ =
(
d x
x∗ u
)
. Note that the master equation for
the rotating frame approach, Eqs. (10a)–(10b), are ob-
tained by taking the secular approximation with regards
to ω, i.e., Dω,D2ω → 0, and moving out of the inter-
action picture. However, by keeping all these oscillating
terms, we arrive at a more general form of ddt ρ˜. Follow-
ing the unitary transformation defined in the main text
as eiH˜St, we invert the diagonalization transformation S
[Eq. (A3)], in order to find the master equation in the
original lab frame ρ =
(
1− n α
α∗ n
)
, using
n =
1
2
+
(
u− 1
2
)
sinβ − x+ x
∗
2
cosβ, (A8a)
α =
(
u− 1
2
)
cosβ +
x+ x∗
2
sinβ − x− x
∗
2
. (A8b)
This allows us to retrieve the full generalized master
equation in the main text, (13)–(14).
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Appendix B: Correlation functions and the
regression theorem
Consider a unitary time evolution U (τ, t) where t is an
initial time, at which the total density matrix is assumed
to be factorized ρE (t)⊗ ρS (t), into the environment (E)
and system (S) density matrices, respectively. This is
in line with the derivation of a Lindblad type equations
where the onset of system-environment entanglement is
at time t = 0. Consider the correlation of two system op-
erators B (t+ τ) , A (t) (where the system has N states)
C (τ, t) = 〈B (t+ τ)A (t)〉
= TrE,S
{
U† (τ, t)B (t)U (τ, t)A (t) ρE (t) ρS (t)
}
.
(B1)
We define b (t) = A (t) ρE (t) ρS (t). Each element
of the N × N matrix U (τ, t) b (t)U† (τ, t) (with im-
plicit environment indices) is a linear combination of all
other elements. Hence, we can define a super-operator
Kij,lm (τ, t) that is an N
2 × N2 matrix with system
“super-indices”, such that[
U (τ, t) b (t)U† (τ, t)
]
ij
=
∑
lm
Kij,lm (τ, t) blm (t) . (B2)
Since A (t) , B (t) , ρS (t) are independent of environment
indices we can trace over the environment and define a
reduced time evolution for the system
Ksys (τ, t) = TrE {K (τ, t) ρE (t)} . (B3)
Taking now b (t) = ρE (t) ⊗ ρS (t) in Eq. (B2) and
tracing over ρE shows that K
sys (τ, t) determines the
time evolution of the system reduced density matrix
ρS (t+ τ) = K
sys (τ, t) ρS (t). The correlation becomes
C (τ, t) = TrS {B (t)Ksys (τ, t)A (t) ρS (t)} (B4)
known as the quantum regression theorem [29].
In particular, for two-level open quantum systems with
N = 2 we have the formal form Ksys (τ) = eRˆτ , with
Rˆ being a 4x4 matrix determined by the master equa-
tion, e.g., Eqs. (13)–(14). We calculate correlations
of the form C−+ (τ) = 〈σ− (τ)σ+ (0)〉 for τ > 0 and
C−+ (−τ) = C∗−+ (τ) for −τ < 0, hence the Fourier
transform
C−+ (ν) = −2Re
{
Tr
{
σ−
1
iν + Rˆ
σ+ρ∞
}}
, (B5)
where ρS (t) → ρ∞ is usually taken as the steady-state
density matrix in a 4-vector form [42]. We note that since
equilibrium is achieved on a finite time scale ∼ 1/Γ, on
the long time scales of the Fourier transform one can
choose instead another initial ρ, as long as it is not or-
thogonal to the steady-state one.
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