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Abstract
Sufficient conditions are obtained for the existence and global attractivity of periodic positive so-
lution of an impulsive Lasota–Wazewska model for the survival of red blood cells.
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1. Introduction and preliminaries
The theory of impulsive delay differential equations is emerging as an important area of
investigation, since it is a lot richer than the corresponding theory of nonimpulsive delay
differential equations. Many evolution processes in nature are characterized by the fact
that at certain moments of time experience an abrupt change of state. That was the reason
for the development of the theory of impulsive differential equations and impulsive delay
differential equations, see the monographs [1,2]. For the theory of the delay differential
equations, we refer to the monographs [3,4].
The purpose of this paper is to study the existence and global attractivity of positive
periodic solution of the following generalized impulsive Lasota–Wazewska model:
y ′(t)=−α(t)y(t)+
m∑
i=1
βi(t)e
−γi(t)y(t−miω), a.e. t > 0, t = τk, (1.1a)
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Some special cases of nonimpulsive differential equations of Eq. (1.1) ((1.1a) and (1.1b))
have been investigated. For example, the delay differential equation
N ′(t)=−αN(t)+ βe−γN(t−τ ), t  0, (∗)
where α,β, γ and τ are positive constants, was used by Wazewska-Czyzewska and
Lasota [5] as a model for the survival of red blood cells in an animal. The oscillation
and the global attractivity of Eq. (∗) have been studied by Kulenovic and Ladas [6] and
by Kulenovic et al. [7], respectively. For further investigation in this area, for example, the
delay differential equations
N ′(t)=−µN(t)+
m∑
i=1
pie
−riN(t−τ ), t  0,
where µ and pi, ri are positive constants, and
y ′(t)=−α(t)y(t)+ β(t)e−y(t−mω), t  0,
where α and β are positive ω-periodic functions, see Xu and Li [8] and Graef et al. [9].
In Eq. (1.1), we will use the following hypotheses:
(H1) 0 < τ1 < τ2 < · · · are fixed impulsive points with limk→∞ τk =∞;
(H2) α,βi, γi ∈ ([0,∞), (0,∞)) are locally summable functions, i = 1,2, . . . ,m;
(H3) {bk} is a real sequence and bk >−1, k = 1,2, . . .;
(H4) α,βi, γi and
∏
0<τk<t (1 + bk) are periodic functions with common periodic ω > 0,
mi , i = 1,2, . . . ,m, are nonnegative integers.
Here and in the sequel we assume that a product equals unit if the number of factors is
equal to zero. We will only consider the solutions of Eq. (1.1) with condition
y(t)= φ(t), for −mω t  0, φ ∈ L([−mω,0], [0,∞)), φ(0) > 0, (1.2)
where L([−mω,0], [0,∞)) denotes the set of Lebesgue measurable functions on
[−mω,0], m= max1immi .
Definition. A function y ∈ ([−mω,∞), (0,∞)) is said to be a solution of Eq. (1.1) on
[−mω,∞) if:
(i) y(t) is absolutely continuous on each interval (0, τ1] and (τk, τk+1], k = 1,2, . . . ;
(ii) for any τk , k = 1,2, . . . , y(τ+k ) and y(τ−k ) exist and y(τ−k )= y(τk);
(iii) y(t) satisfies (1.1a) for almost everywhere (a.e.) in [0,∞)\{τk} and satisfies (1.1b)
for every t = τk , k = 1,2, . . . .
Under the above hypotheses (H1)–(H4) we consider the nonimpulsive delay differential
equation
z′(t)=−α(t)z(t)+
m∑
pi(t)e
−qi(t)z(t−miω), a.e. t  0, (1.3)i=1
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z(t)= φ(t), for −mω t  0, φ ∈L([−mω,0], [0,∞)), φ(0) > 0, (1.4)
where
pi(t)=
∏
0<τk<t
(1+ bk)βi(t) and qi(t)=
∏
0<τk<t
(1+ bk)γi(t), t  0. (1.5)
By a solution z(t) of (1.3) and (1.4) we mean an absolutely continuous function z(t)
defined on [−mω,∞) satisfies (1.3) a.e. for t  0 and z(t)= φ(t) on [−mω,0].
The following lemmas will be used in the proofs of our results. The proof of the first
lemma is similar to that of Theorem 1 in [10] and it will be omitted.
Lemma 1.1. Assume that (H1)–(H4) hold. Then
(i) if z(t) is a solution of (1.3) on [−mω,∞), then y(t)=∏0<τk<t (1 + bk)z(t) is a so-
lution of (1.1) on [−mω,∞);
(ii) if y(t) is a solution of (1.1) on [−mω,∞), then z(t) =∏0<τk<t (1 + bk)−1y(t) is a
solution of (1.3) on [−mω,∞).
Lemma 1.2. Assume that (H1)–(H4) hold. Then the solutions of (1.1) and (1.2) are defined
on [−mω,∞) and are positive on [0,∞).
Proof. Clearly, by Lemma 1.1, we only need to prove that the solution of (1.3) and (1.4)
are defined and positive on [−mω,∞). From (1.3) and (1.4) we have that for any φ ∈ L
and t > 0
z(t)= φ(0)e−
∫ t
0 α(s) ds +
t∫
0
m∑
i=1
pi(s)e
− ∫ ts α(r) dre−qi(s)z(s−miω) ds.
Hence, z(t) is defined on [−mω,∞) and positive on [0,∞). The proof of Lemma 1.2 is
complete. ✷
2. Results in nondelay case
Consider the impulsive nondelay differential equations
y ′(t)=−α(t)y(t)+
m∑
i=1
βi(t)e
−γi(t)y(t), a.e. t > 0, t = τk, (2.1a)
y
(
τ+k
)= (1+ bk)y(τk), k = 1,2, . . . , (2.1b)
and
z′(t)=−α(t)z(t)+
m∑
pi(t)e
−qi(t)z(t), a.e. t  0. (2.2)i=1
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We will prove that Eq. (2.1) has unique positive periodic solution which is global as-
ymptotically stable.
Theorem 2.1. Assume that (H1)–(H4) hold. Then Eq. (2.1) has unique ω-periodic positive
solution y˜(t).
Proof. First, we show that Eq. (2.2) has unique ω-periodic positive solution z˜(t). For
any ω-periodic positive function v(t), here and in the sequel, let v = max0tω v(t) and
v = min0tω v(t). Set
f1(z)=−αz+
m∑
i=1
p
i
e−qiz and f2(z)=−αz+
m∑
i=1
pie
−q
i
z
. (2.3)
From (2.3), it is easy to see that f1 and f2 have positive zeros z1 and z2, respectively, that
is, f1(z1)= 0, f2(z2)= 0. Noting (2.3) we have 0 < z1 < z2 and
f1(z) > 0 for all z < z1 and f2(z) < 0 for all z > z2. (2.4)
Suppose that z(t)= z(t,0, z0) is solution of Eq. (2.2) through (0, z0) with z0  0. We
claim that z0 ∈ [z1, z2] implies that z(t) ∈ [z1, z2] for all t  0. First, we show that if
z0 ∈ [z1, z2], z(t) z2. Otherwise, let t∗ = inf{t > 0: z(t) > z2}. Then there exists t > t∗
satisfying z(t¯) > z2. Thus there exists t˜ ∈ [t∗, t¯] such that z(t˜) z2 and z′(t˜) 0. In view
of (2.4) we obtain
0 z′(t˜ )=−α(t˜ )z(t˜ )+
m∑
i=1
pi(t˜ )e
−qi(t˜ )z(t˜ )  αz(t˜ )+
m∑
i=1
pie
−q
i
z(t˜ )
< 0,
which is a contradiction. Therefore, z(t) z2 for all t  0. By a similar argument we can
show that z(t) z1 for all t  0. In particular, zω = z(ω,0, z0) ∈ [z1, z2].
Now, we define a mapping F : [z1, z2] → [z1, z2] as follows: for each z0 ∈ [z1, z2],
F(z0)= zω . Since the solution z(t,0, z0) of Eq. (2.2) depends continuously on the initial
value z0, the mapping F is continuous and maps the interval [z1, z2] into itself. Therefore,
F has a fixed point z˜0 by Brouwer’s fixed point theorem. In view of the periodicity of α,pi
and qi , i = 1,2, . . . ,m, it follows that the unique solution z˜(t) = z˜(t,0, z˜0) of Eq. (2.2)
through the initial point (0, z˜0) is ω-periodic positive. Let y˜(t) =∏0<τk<t (1 + bk)z˜(t).
Then, by Lemma 1.1 and (H4), y˜(t) is the ω-periodic solution of Eq. (2.1). The proof of
Theorem 2.1 is complete. ✷
Theorem 2.2. Assume that (H1)–(H4) hold. Then the periodic positive solution y˜(t) of
Eq. (2.1) is a global attractor of all other positive solutions and it is uniformly as-
ymptotically stable.
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bk)
−1y˜(t) is the periodic positive solution of Eq. (2.2). Set x(t) = z(t) − z˜(t). Then
Eq. (2.2) reduces to
x ′(t)=−α(t)x(t)−
m∑
i=1
pi(t)e
−qi(t)z˜(t )(1− e−qi(t)x(t)), a.e. t  0. (2.5)
Now, we define a Lyapunov function v for Eq. (2.5) in the form
v(t)= v(x(t))= (ex(t)− 1)2, t  0.
Calculating the derivative of v along a solution of Eq. (2.5) we obtain
v′(t)= 2(ex(t)− 1)ex(t)x ′(t)
=−2(ex(t)− 1)ex(t)
[
α(t)x(t)+
m∑
i=1
pi(t)e
−qi(t)z˜(t )(1− e−qi(t)x(t))
]
=−u(t). (2.6)
From (2.6), for every t > 0, either x(t) 0 or x(t) < 0, we have u(t) 0. Integrating (2.6)
from 0 to t we find
v(t)+
t∫
0
u(s) ds  v(0) <∞,
which implies that u ∈L1[0,∞). Since both z(t) and z˜(t) are absolutely continuous func-
tions, x(t) is also absolutely continuous on [0,∞). By Barbalat’s lemma [11] (also see [2,
p. 4]), we have that limt→∞ u(t)= 0. Thus limt→∞ x(t)= 0, that is,
lim
t→∞
[
z(t)− z˜(t)]= lim
t→∞
[ ∏
0<τk<t
(1+ bk)−1
(
y(t)− y˜(t))]= 0.
Hence, limt→∞[y(t) − y˜(t)] = 0. By Theorems 7.4 and 8.2 in [12], we know that the
periodic positive solution y˜(t) of Eq. (2.1) is uniformly asymptotically stable. The proof
of Theorem 2.2 is complete. ✷
3. Results in delay case
In this section, we will study the existence of periodic positive solution of Eq. (1.1) and
its global attractivity.
Theorem 3.1. Assume that (H1)–(H4) hold. Then Eq. (1.1) has unique ω-periodic positive
solution y˜(t).
Proof. By Theorem 2.1, Eq. (2.2) has a unique ω-periodic positive solution z˜(t). Noting
that z˜(t) = z˜(t − miω), i = 1,2, . . . ,m, we find that z˜(t) is also an ω-periodic positive
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ω-periodic positive solution of Eq. (1.1). On the other hand, if y˜(t) is a periodic positive
solution of Eq. (1.1), it is easy to see that y˜(t) is also a periodic positive solution of
Eq. (2.1). In view of Theorem 2.1, the periodic positive solution of Eq. (1.1) is unique.
The proof of Theorem 3.1 is complete. ✷
Remark 3.1. From Theorems 2.1 and 3.1, we see that the periodic positive solution z˜(t)
satisfies z1  z˜(t) z2, that is
z1 
∏
0<τk<t
(1+ bk)−1y˜(t) z2, (3.1)
where z1 and z2 are roots of f1 and f2, respectively, in (2.3). Thus, we have the following
result.
Corollary 3.1. Assume that (H1)–(H4) hold. Then the unique periodic positive solution
y˜(t) of Eq. (1.1) satisfies the estimate (3.1) and Eq. (1.1) is permanent (see [4, p. 273]).
The following result provides a sufficient condition for the global attractivity of the
periodic positive solution y˜(t) of Eq. (1.1).
Theorem 3.2. Assume that (H1)–(H4) hold. Let y˜(t) be the periodic positive solution of
Eq. (1.1) and
m∑
i=1
qi
mω∫
0
pi(s) exp
[
−qi(s)
∏
0<τk<s
(1+ bk)−1y˜(s)
]
ds  1, (3.2)
where pi and qi are defined by (1.5), then every solution y(t) of (1.1) and (1.2) satisfies
lim
t→∞
[
y(t)− y˜(t)]= 0.
Proof. Clearly, from Lemma 1.1, it suffices to prove limt→∞[z(t) − z˜(t)] = 0, where
z(t)=∏0<τk<t (1+ bk)−1y(t) and z˜(t)=∏0<τk<t (1+ bk)−1y˜(t). Let x(t)= z(t)− z˜(t).
Then Eq. (1.3) reduces to
x ′(t)=−α(t)x(t)+
m∑
i=1
pi(t)e
qi(t)z˜(t )
(
e−qi(t)x(t−miω) − 1), a.e. t  0. (3.3)
Now, we prove limt→∞ x(t)= 0. First, suppose that x(t) is eventually positive solution.
Thus, in view of (3.3), x ′(t) < 0 a.e. for all sufficiently large t . So limt→∞ x(t) = l  0.
We claim l = 0. Otherwise, l > 0 and from (3.3) we see that there exists T > 0 such that
x ′(t) <−lα(t), a.e. t  T .
Integrating the above inequality from T to ∞ we obtain
l − x(T ) <−l
∞∫
α(t) dt =−∞,T
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ilar and will be omitted.
Next, assume that x(t) is oscillatory. From (3.3), it is easy to see that x(t) takes both
positive and negative values. Thus there exists a sequence of points {ξn} such that
mω< ξ1 < ξ2 < · · ·< ξn < ξn+1 < · · · ,
lim
n→∞ ξn =∞ and x(ξn)= 0, n= 1,2, . . . ,
and in each interval (ξn, ξn+1), x(t) has both positive and negative values. Let t˜n and s˜n
be points in (ξn, ξn+1), n = 1,2, . . . , such that x(t˜ ) = maxξntξn+1 x(t) and x(s˜n) =
minξntξn+1 x(t). For an enough small ε > 0, there exists δ > 0 and tn, sn such that
tn ∈ (t˜n − δ, t˜n] and sn ∈ (s˜n − δ, s˜n] for n= 1,2, . . . ,
x ′(tn) 0, x(tn) > 0 and 0 x(t˜n)− x(tn) ε, (3.4)
x ′(sn) 0, x(sn) < 0 and 0 x(sn)− x(s˜n) ε. (3.5)
We claim that for every n= 1,2, . . . and i = 1,2, . . . ,m,
x(t) has a zero Tn ∈ [ξn, tn)∩ [tn −mω, tn) (3.6)
and
x(t) has a zero Sn ∈ [ξn, sn)∩ [sn −mω, sn). (3.7)
Now, we prove (3.6). The proof of (3.7) is similar and will be omitted. If (3.6) was
false, then ξn < tn −mω < ξn+1 and x(tn −miω) > 0, i = 1,2, . . . ,m. As x(tn) > 0 and
x ′(tn) 0, Eq. (3.3) yields
0 x ′(tn)=−α(tn)x(tn)+
m∑
i=1
pi(tn)e
−qi(tn)z˜(tn)(e−qi(tn)x(tn−miω) − 1)
which implies that there exists i0 such that x(tn − mi0ω) < 0, 1  mi0  m. This is a
contradiction and the proof of (3.6) is complete.
We prove that every oscillatory solution of Eq. (3.3) is bounded. From (3.3) we obtain
d
dt
[
x(t)e
∫ t
0 α(s) ds
]
= e
∫ t
0 α(s) ds
[
m∑
i=1
pi(t)e
−qi (t)z˜(t )(e−qi(t)x(t−miω) − 1)
]
. (3.8)
By integrating both sides of (3.8) from Sn to sn and using the fact 0 < sn − Sn mω, we
find
x(sn)e
∫ sn
0 α(s) ds =
sn∫
Sn
e
∫ s
0 α(τ) dτ
m∑
i=1
pi(s)e
−qi(s)z˜(s)(e−qi(s)x(s−miω) − 1)ds
−e
∫ sn
0 α(s) ds
sn∫ m∑
i=1
pi(s)e
−qi(s)z˜(s) ds, n= 1,2, . . . , (3.9)Sn
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x(sn)−
sn∫
Sn
m∑
i=1
pi(s)e
−qi(s)z˜(s) ds −
m∑
i=1
mω∫
0
pi(s)e
−qi(s)z˜(s) ds =−M,
where M =∑mi=1 ∫ mω0 pi(s)e−qi(s)z˜(s) ds. As this is true for every n= 1,2, . . . , it follows
from (3.5) that
x(t)+ ε  x(s˜n)+ ε  x(sn)−M, t  ξ1. (3.10)
Similarly, by (3.4) we can prove that for all t  ξ1,
x(t)− ε  x(t˜n)− ε  x(tn)M. (3.11)
From (3.10) and (3.11), it follows that all oscillatory solutions of Eq. (3.3) are bounded on
[0,∞).
Let x(t) be an oscillatory solution of Eq. (3.3). Set
u= lim sup
n→∞
x(t¯n) and v = lim inf
n→∞ x(s¯n), (3.12)
then u 0 and v  0. For arbitrary small positive constant ρ, v− ρ < 0, in view of (3.12),
there exists Tρ > 0 such that
v − ρ < x(t) < u+ ρ, for all t  Tρ. (3.13)
Substituting (3.13) into (3.8) we obtain
d
dt
[
x(t)e
∫ t
0 α(s) ds
]
 e
∫ t
0 α(s) ds
m∑
i=1
pi(s)e
−qi(s)z˜(s)(e−q¯i (v−ρ) − 1),
t  Tρ +mω. (3.14)
Integrating both sides of (3.14) from Tn  Tρ +mω to t¯n we have
x(t¯n)e
∫ t¯n
0 α(s) ds 
t¯n∫
Tn
e
∫ s
0 α(τ) dτ
m∑
i=1
pi(s)e
−qi(s)z˜(s)(e−q¯i(v−ρ) − 1)ds.
Thus we find
x(t¯n)
t¯n∫
Tn
m∑
i=1
pi(s)e
−qi(s)z˜(s)(e−q¯i (v−ρ) − 1)ds

mω∫
0
m∑
i=1
pi(s)e
−qi(s)z˜(s)(e−q¯i (v−ρ) − 1)ds.
Note also that in view of (3.12)
u
m∑
Pi
(
e−q¯i (v−ρ) − 1),i=1
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∫ mω
0 pi(s)e
−qi(s)z˜(s) ds. As ρ is arbitrary small, we conclude that
u
m∑
i=1
Pi
(
e−q¯iv − 1). (3.15a)
By using an argument similar to that given above, we obtain
v 
m∑
i=1
Pi
(
e−q¯iu − 1). (3.15b)
From a result in [8, p. 360], ∑mi=1 q¯iPi  1 implies that (3.15a) and (3.15b) have unique
solution u= v = 0, that is, (3.2) implies that
lim
t→∞x(t)= limt→∞
[
z(t)− z˜(t)]= lim
t→∞
[ ∏
0<τk<t
(1+ bk)−1
(
y(t)− y˜(t))]= 0.
Consequently, limt→∞(y(t)− y˜(t))= 0. The proof of Theorem 3.2 is complete. ✷
Remark 3.2. Our results in this paper indicate that under the appropriate linear periodic
impulsive perturbations the impulsive Lasota–Wazewska type systems remain the original
periodicity and global attractivity of the nonimpulsive system (1.1a). Theorem 3.2 indicates
that when (3.2) satisfies, all solutions of Eq. (1.1) converge, as t → ∞, to the unique
periodic positive solution of Eq. (1.1), that is, limt→∞(y(t) − y˜(t)) = 0. In particular,
consider the following nonimpulsive Lasota–Wazewska model
y ′(t)=−α(t)y(t)+ β(t)e−y(t−mω), (3.16)
where α,β are continuous positive ω-periodic functions. By employing Theorem 3.2, we
see that if
mω∫
0
β(s)e−y˜(s) ds  1,
then every solution y(t) of Eq. (3.16) satisfy limt→∞(y(t)− y˜(t)) = 0, which has been
proved by using different technique in [9].
References
[1] V. Lakshmikantham, D.D. Bainov, P.S. Simeonov, Theory of Impulsive Differential Equations, World
Scientific, Singapore, 1989.
[2] K. Gopalsamy, Stability and Oscillation in Delay Differential Equations of Population Dynamics, Kluwer
Academic, Dordrecht, 1992.
[3] I. Gyori, G. Ladas, Oscillation Theory of Delay Differential Equations with Applications, Clarendon,
Oxford, 1991.
[4] Y. Kuang, Delay Differential Equations with Applications in Population Dynamics, Academic Press, Boston,
1993.
[5] M. Wazewska-Czyzewska, A. Lasota, Mathematical problems of the dynamics of red blood cells system,
Ann. Polish Math. Soc. Ser. III Appl. Math. 17 (1988) 23–40.
120 J. Yan / J. Math. Anal. Appl. 279 (2003) 111–120[6] M.R.S. Kulenovic, G. Ladas, Linearized oscillations in population dynamics, Bull. Math. Biol. 49 (1987)
615–627.
[7] M.R.S. Kulenovic, G. Ladas, Y.G. Sficas, Global attractivity in population dynamics, Comput. Math.
Appl. 18 (1989) 925–928.
[8] W. Xu, J. Li, Global attractivity of the model for the survival of red blood cells with several delays, Ann.
Differential Equations 14 (1998) 357–363.
[9] J.R. Graef, C. Qian, P.W. Spikes, Oscillation and global attractivity in a periodic delay equation, Canad.
Math. Bull. 38 (1996) 275–283.
[10] J. Yan, A. Zhao, Oscillation and stability of linear impulsive delay differential equation, J. Math. Anal.
Appl. 227 (1998) 187–194.
[11] L. Barbalat, Systemes d’equations differentielles d’oscillations nonlineaires, Rev. Roumaine Math. Pures
Appl. 4 (1959) 267–270.
[12] T. Yoshizawa, Stability Theory by Liapunov’s Second Method, Math. Soc. Japan, Tokyo, 1966.
