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Santrauka. Nagrine˙jamas straipsnyje osciliuojantis integralas atsiranda taikant vidurkinimo metod ↪a silp-
nai netiesine˙ms diferencialine˙ms sistemoms. Gautas tolygiai tinkamas parametr ↪u atžvilgiu integralo ↪ivertis
leidžia pagr↪isti vidurkinimo metod ↪a kai kuriems netiesini ↪u bang ↪u s ↪aveikos modeliams.














0 l1α1(r)+···+lnαn(r)dr ds, (1)
cˇia τ ∈ [0, τ0], l = (l1, l2, . . . , ln) ∈Zn, gl (τ ) ∈ Cp[0, τ0], αj (τ) ∈ Cn[0, τ0].
Nagrine˙jamo (1) integralo asimptotinis
↪







u su le˙tai kintancˇiomis charakteristikomis asimp-
totinio integravimo uždavinius [2,6]. Kai nagrine˙jami periodiniai uždaviniai, nuo šio
integralo
↪





sistemos, paklaida. (1) pavidalo integralai taip pat atsiranda taikant asimptotinio inte-





i (1) integrale. Integral
↪
u Iε = ∫ τ0 g(s)e iϕ(s)ε ds asimp-
totiniai
↪
ivercˇiai išplaukia iš žinomo stacionariosios faze˙s principo [1]. Pavyzdžiui,
Iε ∼ ε 1α g(0)( 1
α
)cos π2α , kai ϕ(s) = sα , α > 0. Taigi esant fiksuotam parametrui
l, uždavinys yra gerai ištirtas. Pažyme˙kime ‖l‖ =
√∑n
j=1 l2j , l
0
j = 1‖l‖ lj , Fl(τ ) =∫ τ
0
∑n
j=1 l0j αj (r)dr , τ = εt , ε˜ = ε‖l‖ , fl(τ ) = F ′l (τ ) =
∑n








Fl (s) ds. Šio integralo asimptotine˙s savybe˙s, kai
ε˜ → 0 priklauso nuo funkcijos fl = F ′l nuli ↪u τj . Jei intervale [0, τ0] yra tik baigti-
nis skaicˇius ne didesnio kaip n kartotinumo šakn
↪




ivertis nebu¯tinai bus tolygiai tinkamas pagal l, t. y. bendruoju atveju: |Iεl (τ )|Cl n
√
ε.






alygas tolygiai tinkamam visiems l = (l1, l2, . . . , ln) ∈Zn \L0 integralo Iεl (τ ) asim-
potiniam
↪










α1 (τ) α2 (τ) · · · αn (τ)
α′1 (τ) α
′





2 (τ) · · · α(n−1)n (τ )

 . (2)
Tarkime, kad galioja šie teiginiai (∀τ ∈ [0, τ0]):
|detW(τ)|w0 > 0; (3)
∣∣∣α(r)j (τ )
∣∣∣ β0, j = 1,2, . . . ,n, r = 0,1, . . . ,n. (4)
Iš (3) išplaukia, kad egzistuoja atvirkštine˙ matrica W−1(τ) = ‖w˜ij (τ )‖n×n ir
|detW−1(τ)| 1
ω0
> 0. Jei ‖W−1‖ – bet kuri matricos norma, tai
(∀τ ∈ [0, τ0])
∥∥∥W−1 (τ)
∥∥∥ γ0 > 0, (5)
nes kitaip egzistuot
↪
u toks taškas τˆ ∈ [0, τ0], kai detW−1(τˆ ) = 0.
1 TEOREMA. Tarkime, kad τ0 – teigiama konstanta (visos konstantos nepriklau-
so nuo mažojo parametro ε), gl(τ ) ∈ C[0, τ0], αj (τ) ∈ Cn[0, τ0], galioja (3)–(5)
s
↪
alygos ir (∀τ ∈ [0, τ0], ∀l ∈ Zn) |gl(τ )|  g0, |
drαj (τ)
dτr
|  α0, j = 1,2, . . . ,n,
r = 0,1, . . . ,n. Tada egzistuoja tokios teigiamos konstantos c0 ir ε0, kad (∀ε ∈
(0, ε0], ∀τ ∈ [0, τ0], ∀l /∈L0) ∣∣∣Iεl (τ )
∣∣∣ c0 n√ε. (6)
3. Pagalbiniai teiginiai
Tarkime, kad f (x)∈Cn[a,b]. Žyme˙sime ‖f (j)‖=maxx∈[a,b]|f (j)(x)|, j = 0,1, . . . ,n.
1 LEMA. Tarkime, kad (∀x0 ∈ [a,b])
1) |f (r)(x0)| = max{|f (x0)|, |f ′(x0)|, . . . , |f (n−1)(x0)|} α > 0,
2) |f (j)(x0)| β , j = 0,1, . . . ,n.






Irodymas. Tarkime, kad a  x01  x02  · · · x0n  b ir f (x0j ) = 0. Tada egzistuoja
bent n − 1 taškas x1j : x01  x11  x02  x12  · · ·  x1n−1  x0n , f ′(x1j ) = 0. Bendruoju
38 A. Krylovas
atveju egzistuoja bent n − k tašk
↪
u xkj : f





i x01  x
n−1
1  x0n : f (n−1)(x
n−1
1 ) = 0. Pažyme˙kime  = x0n − x01 .
Tarkime, kad 0  r < n lemos 1 s
↪
alygos indeksas, kai x0 = xn−11 . Tada egzistuoja
taškas x01  xr1  x0n: f (r)(xr1) = 0 ir α  |f (r)(xn−11 )|  |f (r+1)(x˜n−11 )| · |xn−11 −





. Kadangi intervale [a,b] bus ne daugiau kaip (b−a)

+ 1 ilgio 
interval
↪
u ir kiekviename iš j
↪







2 LEMA. Tarkime, kad
1) ∀x ∈ [x1, x2] |f (r)(x)| α > 0, r  1;
2) ∀x ∈ (x1, x2) f (j)(x) = 0, j = 0,1, . . . , r − 1;
3) (∀x ∈ [x1, x2]) |f (x)|µ.






Irodymas. Taikydami Teiloro formul
↪
e, gauname, kad (∀x, x0 ∈ [x1, x2])
f (r−1)(x) − f (r−1)(x0) = f (r)(x˜) (x − x0). Iš lemos 1 ir 2 s ↪alyg ↪u gauname, kad
|f (r−1)(x)| α · |x − x0|. Kadangi cˇia x ir x0 bet kurie intervalo [x1, x2] taškai, gau-
name, kad |f (r−j)(x)| α · |x − x0|j , j = 1,2, . . . , r . Imame j = r , x = x2, x1 = x0




a: µ α(x2 − x1)r .
3 LEMA. Tarkime, kad ∀x ∈ [x1, x2]
1) |f (r)(x)| α > 0, r  1;
2) |f (x)|µ.






Irodymas. f (r)(x) intervale [x1, x2] yra arba teigiama arba neigiama. Tode˙l




i: x1  x10  x2. Funkcija f (r−2)(x)
gali ture˙ti ne daugiau kaip du nulius: x1  x21  x10 ir x10  x22  x2. Taigi intervalas
[x1, x2] suskaidomas ↪i ne daugiau kaip 2r interval ↪u (xij , xkl ), kuriuose funkcija f ir
visos jos išvestine˙s nekeicˇia ženklo. Taikydami 2 lem
↪




















Tarkime, kad µ > 0. Nagrine˙sime visus rezonansinius intervalus x ∈ (xj1 , xj2 ), j =
1,2, . . . , J (µ), kai |f (x)|µ. Pažyme˙kime νj(µ) = xj2 − xj1 , ν(µ) =
∑J (µ)
j=1 νj (µ).















Irodymas. Kiekvienam rezonansiniam intervalui (xj1 , x
j
2 ) priklauso arba funkci-









u, kuriuose galioja nelygybe˙ |f (r)(x)|  α2 . Tada
taikydami 1 lem
↪
a (kai α pakeista
↪





















2 ) galioja 3 lemos s ↪alygos.










2 ) galima suskaidyti ↪i ne daugiau kaip








Tarkime, kad µ mažas teigiamas parametras. Suskaidykime integravimo interval ↪a
[0, τ0] ↪i dviej ↪u tip ↪u intervalus (τmk , τm+1k ): rezonansinius, kai intervale |fl | = |F ′l | <
µ ir nerezonansinius, priešingu atveju. Esant pastarajam, matome, kad funkcija Fl

































u suma neviršija 2ε˜τ0g0
µ
.
Dabar nagrine˙sime rezonansinius intervalus. Pažyme˙kime vektori
↪
u fl = (fl , f ′l ,
. . . , f
(n−1)
l ). Tada (∀τ ∈ [0, τ0]) 1 = ‖l0‖ = ‖W−1(τ) · fl(τ )| ‖W−1(τ)‖ · ‖ fl(τ )‖.































a c0 gauname iš (8) ir (7) ↪ivercˇi ↪u.
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SUMMARY
A. Krylovas. Asymptotical estimation of oscillatory integral
The oscillatory integral is important for averaging of weakly nonlinear differential systems. Uniformly
valid for parameters estimation of the integral can be use for substantiation of averaging method for wave
interaction modelling.
Keywords: asymptotic methods, averaging, nonlinear waves.
