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The preparation of quantum Gibbs state is an essential part of quantum computation and
has wide-ranging applications in various areas, including quantum simulation, quantum
optimization, and quantum machine learning. In this paper, we propose variational hy-
brid quantum-classical algorithms for quantum Gibbs state preparation. We first utilize a
truncated Taylor series to evaluate the free energy and choose the truncated free energy
as the loss function. Our protocol then trains the parameterized quantum circuits to learn
the desired quantum Gibbs state. Notably, this algorithm can be implemented on near-
term quantum computers equipped with parameterized quantum circuits. By performing
numerical experiments, we show that shallow parameterized circuits with only one addi-
tional qubit can be trained to prepare the Ising chain and spin chain Gibbs states with a
fidelity higher than 95%. In particular, for the Ising chain model, we find that a simplified
circuit ansatz with only one parameter and one additional qubit can be trained to realize a
99% fidelity in Gibbs state preparation at inverse temperatures larger than 2.
I. INTRODUCTION
Quantum state preparation is an integral part of quantum computation. In the near future,
quantum computers will become quantum state preparation factories for various tasks. One cen-
tral task in quantum state preparation is to prepare the quantum Gibbs or thermal state of a given
Hamiltonian. The reason is that quantum Gibbs states not only can be used to study many-body
physics, but also can be applied to quantum simulation [1], quantum machine learning [2, 3], and
quantum optimization [4]. In particular, sampling from well-prepared Gibbs states of Hamilto-
nians can be applied in solving combinatorial optimization problems [5], solving semi-definite
programs [6], and training quantum Boltzmann machines [7].
The preparation of the desired initial state is a difficult problem in general. It is well-known
that finding ground states of Hamiltonians is QMA-hard [8]. Gibbs state preparation at arbitrary
low temperature could be as hard as finding the ground state [9]. Several methods have been
proposed to sample from thermal states on quantum computers. These methods use quantum
computing techniques, including quantum rejection sampling [10, 11], quantum walk [12], dy-
namics simulation [13–15], dimension reduction [16]. Although, in the worst case, the costs of
these methods require could be exponential in expectation, they can be efficient when some con-
ditions are satisfied. Such as the ratios between the partition functions of the infinite temperature
states and the Gibbs state is at most polynomially large [17], and the gap of the Markov chain that
describes the quantum walk is polynomially small [18, 19]. However, these methods require the
use of complex quantum subroutines such as quantum phase estimation, which are costly and
hard to implement on near term quantum computers.
One main goal of our research is to prepare quantum Gibbs states with near-term devices
by reducing the required quantum resources including quantum circuit depth and width. One
feasible scheme for this purpose is to employ variational quantum algorithms [20]. Several vari-
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2ational quantum algorithms have been proposed for solving linear systems of equations [21–23],
Hamiltonian ground and excited states preparation [24, 25], quantum state diagonalization [26],
quantum state fidelity estimation [27] etc. These variational quantum algorithms involve evalu-
ating and optimizing the loss function that depends on the parameters of a sequence of quantum
gates. The loss function is evaluated on the quantum devices and then iteratively optimized on
the classical devices. Variational quantum algorithms manage to reduce the required quantum
resources at the expense of additional classical optimization, hence they could be implemented
on near-term quantum computers [20, 22, 23].
In this paper, we propose variational algorithms for preparing the quantum Gibbs state. The
quantum Gibbs state for a Hamiltonian H is defined as a density operator ρG = e−βH/Tr(e−βH),
where β is the inverse temperature β = 1/kBT . A key feature of the Gibbs state is that it minimizes
the free energy [28]. Recall that free energy F of a system is associated with the density ρ, further,
and it is given by F(ρ) = Tr(Hρ) − β−1S(ρ), where S(ρ) is the von Neumann entropy. Hence,
one could find the Gibbs state via minimizing the free energy F and ρG can be approximately
prepared by the following variational principle of Gibbs state:
ρG ≈ argminθF(ρ(θ)), (1)
where ρ(θ) is prepared with parameterized circuits. To develop a variational algorithm on near-
term devices, one major obstacle for the above free energy evaluation is the von Neumann entropy
estimation. Wu and Hsieh [29] proposed a variational approach by using Re´nyi entropy estima-
tion [30] and thermofield double states, while Chowdhury et al. [31] proposed entropy estimation
method using tools such as quantum amplitude estimation and linear combination of unitaries.
In contrast, we take a truncated version of the free energy as loss function where the von Neu-
mann entropy is truncated at order K, i.e., SK(ρ). We show that the truncated entropy can be
represented as a linear combination of higher order state overlap, which can be estimated via cer-
tain subroutines. In particular, we focus on the 2-truncated free energy and regard it as the loss
function. As a notable example, we show that the trained state via optimizing this loss function
can be used to approximate the Gibbs state with fidelity at least 95% for the Ising chain and XY
spin-12 chain models. Particularly, our algorithm can prepare Ising chain Gibbs states with fidelity
at least 99% at low temperatures. To better guarantee the behaviour of our variational quantum
algorithm, we prove the convexity of 2-truncated free energy and then apply the gradient-based
method to optimize it.
Our paper is organized as follows. In Sec. II, we describe our main result of this paper. First,
we present the variational algorithm for Gibbs state preparation; Next, we give an error analysis
for our algorithm. Third, we elaborate in detail the computation of the analytical gradient of
the loss function for optimization. In Sec. III, we numerically demonstrate the effectiveness of
our algorithm, especially in lower temperature, via targeting the Gibbs state preparation of Ising
model and XY spin-1/2 model. Additionally, we further explore a more sophisticated ansatz with
only one parameter and show its powerful ability for Gibbs state preparation of Ising model. In
Sec. IV, we complete the paper with discussions.
II. MAIN RESULTS
A. Hybrid quantum-classical algorithm for Gibbs state preparation
The Gibb state for a quantum Hamiltonian H is defined as the density operator
ρ =
exp(−βH)
Tr(exp(−βH)) . (2)
3We recall that the free energy of a system described by a density operator ω is given by
F(ω) = Tr(ωH)− β−1S(ω), (3)
where β = (kBT )−1 is the inverse temperature of the system, kB is the Boltzmann’s constant, and
S(ρ) := −Tr ρ ln ρ is the von Neumann entropy of ρ.
As the Gibbs state minimizes the free energy of the Hamiltonian H , it holds that
ρ = argminωF(ω). (4)
Therefore, if we could generate parametrized quantum states ω(θ) and find a way to measure or
estimate the loss function Tr(ωH)− kBT · S(ω), then one could design variational algorithms via
the optimization over θ [29, 31]. However, determining the von Neumann entropy of a quan-
tum state on near-term quantum devices is quite challenging. Existing quantum algorithms for
estimating certain entropic quantities [31–33] are not suitable for our purpose of using near-term
quantum devices since they either have an explicit polynomial dependence on the Hilbert-space
dimension of quantum system or require certain oracle assumption. Recently, the authors of [31]
propose a procedure for estimating the von Neumann entropy and free energy that uses tools
such as quantum amplitude estimation [34], density matrix exponentiation [35], and techniques
for approximating operators by a linear combination of unitaries.
To deign a suitable and efficient variational quantum algorithm for near-term quantum de-
vices, we design a novel loss function in the similar spirit of the free energy. This new loss func-
tion utilizes the truncated Taylor series and in particular can be efficiently estimated on near-term
quantum devices. After optimizing the parametrized circuits to minimize this loss function, the
output state approximates the target Gibbs state with a high fidelity. The overlap, in terms of fi-
delity, between the output state and the Gibbs state increases as the truncation order K increases.
Note that the subroutine of loss evaluation occurs on the quantum devices, and the procedure of
optimization is entirely classical. Therefore, the classical optimization tools such as the gradient-
based or gradient-free methods can be employed in the optimization loop.
The goal is to design and optimize the variational quantum circuits that minimize the loss
function. In general, the variational quantum circuit contains alternately a series of parametrized
single qubit Pauli rotation operators and CNOT/CZ gates [36]. Here we follow this circuit pattern
and mainly use Pauli-Y rotation operators and CNOT gates. For the optimization part, a variety of
approaches have been proposed to optimize such variational quantum circuits, including Nelder-
Mead [37, 38], Monte-Carlo [39], quasi-Newton [37], gradient descent [40], and Bayesian methods.
Here we choose ADAM [41] as our gradient-based optimizer. For the loss evaluation part, the core
of our idea is to truncate the von Neumann entropy as a linear combination of higher order state
overlaps, i.e., Tr(ρk), and estimate each Tr(ρk) respectively. After the hybrid quantum-classical
optimization, the output state thus approximates the target Gibbs state.
The overall hybrid algorithm (see Algorithm 1) is as follows (see Fig. 1 for the general scheme).
Variational quantum algorithm for general truncation order K is deferred to the Appendix I.
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FIG. 1: Schematic representation of the variational quantum Gibbs state preparation with trunca-
tion order 2. Here in the quantum device, registers A2, B2, A3, B3 are used to evaluate Tr (ρB2ρB3)
and registers A4, B4, . . . , A6, B6 are used to evaluate Tr (ρB4ρB5ρB6). Specifically, if all U(θ)’s are
identical, we denote these partial trace as Tr (ρ2B) and Tr (ρ
3
B), respectively for abbreviation.
Algorithm 1 Variational quantum Gibbs state preparation with truncation order 2
1: Input: choose the ansatz of unitary U(θ), tolerance ε, truncation order 2, and initial parameters of θ;
2: Compute coefficients C0, C1, C2 according to Eq. (6).
3: Prepare the initial states |00〉 in registers AB and apply U(θ).
4: Measure and compute Tr(HρB1) and compute the loss function L1 = Tr(HρB1);
5: Measure and compute Tr(ρB2ρB3) via Destructive Swap Test and compute the loss function L2 =
−β−1C1 Tr(ρB2ρB3);
6: Measure and compute Tr(ρB4 ...ρB6) via higher order state overlap estimation and compute the loss
function L3 = −β−1C2 Tr(ρB4 ...ρB6).
7: Perform optimization of F2(θ) =
∑3
k=1 Lk − β−1C0 and update parameters of θ;
8: Repeat 3-7 until the loss function F2(θ) converges with tolerance ε;
9: Output the state ρout = TrA U(θ)|00〉〈00|ABU(θ)†.
In particular, Algorithm 1 can be efficiently implemented on near-term quantum devices since
the estimation of loss function F2 only requires measuring the expected value 〈H〉ρ and the purity
or the state overlap Tr ρ2. To compute the state overlap, one approach is to utilize the well-known
Swap test [42, 43], which has a simple physical implementation in quantum optics [44, 45] and
can be experimentally implemented on near-term quantum hardware [30, 46, 47].
In this paper, we use a variant version of the Swap test (see Fig. 2), named destructive Swap
test [48, 49]. Compared to the general Swap test, destructive Swap test is more practical on near
term devices, since it is ancilla-free and costs less circuit depth and the number of the gates. As for
the computation of higher order state overlaps, e.g., Tr(ρ3), there are methods using the similar
circuit to that of the destructive Swap test [50], whose depth is only 2. In this paper, we call this
method the higher order state overlap estimation. For more information, please refer to [50].
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FIG. 2: Quantum circuit for implementing Destructive Swap Test
B. Performance analysis of our method
In this section, we analyze the performance of our variational algorithm. We first define a
formal optimization problem that aims to find the global minimum of the loss function. Sec-
ond, we give an upper bound on the difference between the von Neumann entropy S(ρ) and
its K-truncated version SK(ρ), which ensures the quality of Gibbs state preparation via our loss
function.
a. Loss function In our algorithm (Algorithm 2), the K-truncated-free energy FK is taken as
the loss function. In the optimization loop, parameters θ are updated via minimizing the loss
function, and the optimization iterates until termination condition is reached. After obtaining the
optimal parameters θopt, an approximation operator for the quantum Gibbs state can be prepared
by performing the ansatz or parameterized circuit U(θ) with parameters θopt.
Let K ∈ Z+ be a positive integer, and truncate the von Neumann entropy SK(ρ) at order K.
Hence, the K-truncated entropy SK(ρ) is given as follows,
SK(ρ) =
K∑
k=1
(−1)k
k
Tr
(
(ρ− I)kρ
)
=
K∑
j=0
Cj Tr(ρ
j+1). (5)
Coefficients Cj ’s of SK(ρ) in Eq. (5) are given in the form below,
C0 =
K∑
k=1
1
k
, Cj =
K∑
k=j
(
k
j
)
(−1)j
k
(∀j ∈ {1, ...,K − 1}), CK = (−1)
K
K
. (6)
Let H denote the Hamiltonian and β > 0 be the inverse temperature, then the loss function
FK(θ) is defined as
FK(θ) = Tr(Hρ(θ))− β−1SK(ρ(θ)). (7)
Our goal is to find parameters θopt that minimize the value of the loss function FK(θ), i.e.,
θopt = argminθFK(θ). Note that the optimization loop only terminates if some condition given
previously is reached. Therefore, one cannot obtain the true optimum but some parameters θ0
that will approximately minimize the loss function in the sense that
FK(θ0) ≤ min
θ
FK(θ) + , (8)
where  is the error tolerance in the optimization problem.
6b. Error analysis Since the loss function FK(θ) is a truncated version of the free energy, thus
the solution θ0 to the optimization problem in Eq. (8) cannot directly be used to prepare the quan-
tum Gibbs state ρG. However, the obtained state ρ(θ0) is not far away from the Gibbs state ρG,
where the distance is measured in terms of fidelity. In the following, we show the validity of this
claim by providing a lower bound on the fidelity between ρ(θ0) and ρG.
Theorem 1 Given a positive integer K and error tolerance  > 0, let β > 0 be the inverse temperature,
and θ0 be the solution to the optimization in Eq. (8). Assume the rank of the output state ρ(θ0) is r, then
the fidelity between the state ρ(θ0) and the Gibbs state ρG is lower bounded as follows
F (ρ(θ0), ρG) ≥ 1−
√
2β
(
+
2r
K + 1
(1−∆)K+1
)
, (9)
where ∆ ∈ (0, e−1) is a constant determined by K.
Theorem 1 implies that we can regard the output state ρ(θ0) as an approximation for the Gibbs
state for a given error tolerance in the optimization problem and a truncation order K. And
quantity in Eq. (9) quantifies how much ρ(θ0) approximates ρG.
In the following, we prove Theorem 1 by building a connection between the relative entropy
and the fidelity, and deriving an upper bound on the truncation error.
Lemma 2 Given quantum states ρ and σ and a constant δ > 0, suppose that the relative entropy S(ρ‖σ)
is less than δ, i.e., S(ρ‖σ) ≤ δ. Then the fidelity between ρ and σ is lower bounded. To be specific,
F (ρ, σ) ≥ 1−√2δ.
Proof Recall the relationship between the trace distance and the fidelity D(ρ, σ) ≥ 1 − F (ρ, σ),
and Pinsker’s inequality D(ρ, σ) ≤√2S(ρ‖σ), then we have the following inequality,
F (ρ, σ) ≥ 1−D(ρ, σ) ≥ 1−
√
2S(ρ‖σ) ≥ 1−
√
2δ. (10)

Lemma 2 states that, if one wants to lower bound the fidelity F (ρ(θ0), ρG) between the ob-
tained state ρ(θ0) and the Gibbs state ρG, then one only needs to upper bound the relative entropy
S(ρ(θ0)‖ρG) between them.
Next, we proceed to give an upper bound of the relative entropy.
Let δ0 be the truncation error of SK(ρ), then the definition of the free energy allows to bound
the difference between the free energy and its truncated version, i.e., |FK(ρ)−F(ρ)| ≤ δ0. Recall-
ing the well-known free energy equality, F(ρ) = F(ρG) + β−1S(ρ‖ρG), this equality states that,
for arbitrary density ρ, the free energy F(ρ) can be represented as a linear combination of the free
energy F(ρG) of the quantum Gibbs state and the relative entropy between ρ and ρG. Therefore,
an upper bound of the relative entropy S(ρ(θ0)‖ρG) is derived as follows.
S(ρ(θ0)‖ρG) = β|F(ρ(θ0))−F(ρG)| (11)
= β|F(ρ(θ0))−FK(ρ(θ0)) + FK(ρ(θ0))−F(ρG)| (12)
= β(δ0 + |FK(ρ(θ0))−F(ρG)|) (13)
≤ β(2δ0 + ), (14)
where the inequality in Eq. (14) is due to the fact that F(ρG) ≤ FK(ρ(θ0)) ≤ F(ρG) + δ0 +  (c.f.
Lemma S1 in Appendix II A).
Recall in Eq. (5) the definition of the truncated entropy SK(ρ), and notice that the truncation
error of SK(ρ) is also the truncation error of loss function FK(ρ). Given the truncation order K,
we derive an upper bound on the difference between SK(ρ) and S(ρ) in the following lemma.
7Lemma 3 Given a quantum state ρ, assume the truncation order of the truncated von Neumann entropy
isK ∈ Z+, and choose ∆ ∈ (0, e−1) such that−∆ ln(∆) < 1K+1(1−∆)K+1. Let δ0 denote the truncation
error, i.e., the difference between the von Neumann entropy S(ρ) and itsK-truncated entropy SK(ρ). Then
the truncated error δ0 is upper bounded in the sense that
δ0 ≤ r
K + 1
(1−∆)K+1 , (15)
where r denotes the rank of density operator.
Proof The proof proceeds by expanding the logarithm function in the entropy into Taylor series.
The upper bound of the difference between the entropy S(ρ) and its truncated version SK(ρ) for
density ρ is given as follows,
δ0 = |S(ρ)− SK(ρ)| (16)
=
∣∣∣∣∣Tr
( ∞∑
k=K+1
(−1)k
k
(ρ− I)kρ
)∣∣∣∣∣ (17)
=
∑
j: λj≥∆
λj
∞∑
k=K+1
1
k
(1− λj)k +
∑
j: 0<λj<∆
λj
∞∑
k=K+1
1
k
(1− λj)k. (18)
In the above Eq. (18) we use the spectral decomposition of ρ =
∑r
j=1 λj |ψj〉〈ψj |.
To give an upper bound on truncation error δ0, we give upper bounds on two terms in Eq. (18).
First, we consider the term with eigenvalues larger than ∆.
∑
j: λj≥∆
λj
∞∑
k=K+1
1
k
(1− λj)k =
∑
j: λj≥∆
∞∑
k=K+1
1
k
(1− λj)k −
∑
j: λj≥∆
∞∑
k=K+1
1
k
(1− λj)k+1 (19)
≤
∑
j: λj≥∆
∞∑
k=K+1
1
k
(1− λj)k −
∑
j: λj≥∆
∞∑
k=K+1
1
k + 1
(1− λj)k+1 (20)
=
1
K + 1
∑
j: λj≥∆
(1− λj)K+1. (21)
The equality in Eq. (19) is due to the substitution of λj with 1− (1− λj), and the inequality in (20)
follows by replacing 1/k with 1/(k + 1) in the right summation of Eq. (19).
Then we consider the term with non-zero eigenvalues less than ∆.
∑
j: 0<λj<∆
λj
∞∑
k=K+1
1
k
(1− λj)k ≤
∑
j: 0<λj<∆
−λj ln(λj) (22)
≤
∑
j: 0<λj<∆
−∆ ln(∆), (23)
where the inequality in Eq. (22) follows from replacing the series with − ln(λj), since function
S(x) = −x ln(x) = ∑∞l=1 1l x(1−x)l, and the second inequality is due to the fact that S(x) increases
as x increases in the interval (0, e−1).
In all, an upper bound on δ0 can be given as
δ0 ≤ 1
K + 1
∑
j: λj≥∆
(1− λj)K+1 +
∑
j: 0<λj<∆
−∆ ln(∆) (24)
8≤ r ·
(
r0
r
(1−∆)K+1
K + 1
+
r1
r
(−∆ ln(∆))
)
(25)
≤ r ·max{(1−∆)
K+1
K + 1
,−∆ ln(∆)}. (26)
where r0 (r1) denotes the number of non-zero eigenvalues larger (less) than ∆. As −∆ ln(∆) <
1
K+1(1−∆)K+1, the claim is proved. 
Replacing δ0 in Eq. (14) with its upper bound in Eq. (15) immediately obtains a bound on
the relative entropy S(ρ(θ0)‖ρG). Taking this bound into Lemma 2, a lower bound on the fidelity
F (ρ(θ), ρG) is derived, which is exactly the one in Eq. (9), and the proof of Theorem 1 is completed.
C. Optimization via the gradient-based method
Finding optimal parameters θopt is a major part of our variational algorithm. Both gradient-
based and gradient-free methods could be used to do the optimization. Here, we provide ana-
lytical details on the gradient-based approach and we refer to [36] for more information on the
optimization subroutines in variational quantum algorithms. As the evaluation of higher order
truncations may be too costly for NISQ devices with limited circuit width, we mainly focus on
the 2-truncated free energy F2(θ) and choose it as our loss function. In particular, we show that
this loss function is convex, which indicates that gradient-based method could work efficiently on
minimizing the loss function. We further derive the analytical expressions for its gradients and
show that these analytical gradients could also be evaluated efficiently on NISQ devices.
In the following, we first give a proof for the convexity of F2(ρ), and then derive explicit
expressions of the gradients of the loss function and show that the same circuit used to compute
the loss function can be used to calculate their gradients.
a. Convexity of 2-truncated free energy Recall the definition of K-truncated entropy SK(ρ) in
Eq. (5), and, in this section, we take K = 2. Given truncation order 2, the loss function F2(ρ) is
defined in the following form,
F2(θ) = Tr(Hρ(θ)) + β−1
(
2 Tr(ρ(θ)2)− 1
2
Tr(ρ(θ)3)− 3
2
)
. (27)
Notice that the functional Tr(Hρ) is linear for a given Hamiltonian H and β > 0, therefor the
convexity of loss function F2 is determined by the convexity of the functional g(ρ) = 2 Tr(ρ2) −
1
2 Tr(ρ
3)− 32 . Hence, to prove the convexity ofF2, we only need to show the convexity of functional
g(ρ).
Lemma 4 The functional g(ρ) = 2 Tr(ρ2)− 12 Tr(ρ3)− 32 is convex, where ρ is a density operator.
Proof According to Theorem 2.10 of [51], the functional Tr(f(ρ)) is convex if the associated func-
tion f : R→ R is convex. In the scenario, where F2(ρ) is given in Eq. (27), the associated function
of g is defined as f(x) = 2x2 − 12x3 − 32 for all x ∈ [0, 1]. The claim follows from proving that f is
convex, and the second order derivative f (2) of f is positive, since
f (2)(x) = 4− 3x ≥ 1 ∀x ∈ [0, 1]. (28)
Therefore, the positivity of the second order derivative of f leads to the convexity of F2(ρ) in the
set of densities operators. 
9b. Analytical gradient Here we discuss the computation of the gradient of the global loss
function F2(θ). Inspired by previous works [52–54], we compute the gradients of the 2-truncated
free energy F2 by shifting the parameters of the same circuit for estimating F2. Note that there is
an alternative method to estimate the partial derivative with a single circuit [55], but at the cost of
using an ancillary qubit.
In Fig. 1, the density operator ρ(θ) is prepared in the register B by performing a sequence of
unitaries U = UN ...U1 on the state |00〉AB in registers AB, and then measuring in register A. Each
gate Um is either fixed, e.g., a C-NOT gate, or parameterized. The parameterized gates are of the
form Um = e−iHmθm/2, where θm’s are real parameters and Hm’s are a tensor product of Pauli
matrices. Then the loss function F2 is related to parameters θ, and its gradient is explicitly given
by
∇θF2(θ) =
(
∂F2(θ)
∂θ1
, ...,
∂F2(θ)
∂θN
)
. (29)
Particularly, the partial derivatives of F2 with respect to θm is
∂F2(θ)
∂θm
=
1
2
(〈K〉θm+pi2 − 〈K〉θm−pi2 )+
β−1[(2(〈O〉θm+pi2 ,θm − 〈O〉θm−pi2 ,θm)−
3
4
(〈G〉θm+pi2 ,θm,θm − 〈G〉θm−pi2 ,θm,θm)], (30)
where 〈K〉, 〈O〉, and 〈G〉 are used to estimate Tr(Hρ(θ)), Tr(ρ(θ)2), and Tr(ρ(θ)3), respectively.
The definitions of 〈K〉, 〈O〉, and 〈G〉 are given in Eqs. (46)-(48).
To simplify the notations, let L1 denote Tr(Hρ(θ)), L2 denote 2β−1 Tr(ρ(θ)2), and L3 denote
−β−12 Tr(ρ(θ)3). Using these notations, our loss function can be rewritten as F2(θ) = L1 + L2 +
L3 − 3β−12 , and the gradient of F2(θ) can be rewritten as follow,
∇θF2(θ) = ∇θL1 +∇θL2 +∇θL3. (31)
Therefore, the gradient of FK(θ) can be estimated via computing the gradients of Lj , j = 1, 2, 3.
Specifically, ∇θLj , j = 2, 3, can be computed using the destructive SWAP test and higher order
state overlap estimation, respectively. As for∇θL1, it can be estimated by measurement directly.
Next, we show that the gradients of Lj ’s can be computed by shifting the parameters θ of the
circuit. The partial derivatives of each Lj have the following forms,
∂L1
∂θm
=
∂
∂θm
Tr(UN ...Um(θm)...U1|0〉〈0|U †1 ...U †m(θm)...U †N · (I ⊗H)), (32)
∂L2
∂θm
=
∂
∂θm
Tr((UN ...Um(θm)...U1|0〉〈0|U †1 ...U †m(θm)...U †N )⊗2 ·W1), (33)
∂L3
∂θm
=
∂
∂θm
Tr((UN ...Um(θm)...U1|0〉〈0|U †1 ...U †m(θm)...U †N )⊗3 ·W2), (34)
where W1 denotes the operator SWAPB2B3 ⊗ IA2A3 , W2 denotes the operator (SWAPB4B5 ⊗
IA4A5A6B6) · (SWAPB5B6 ⊗ IA4B4A5A6), and the operator SWAPBjBl is a swap operator acting on
registers Bj and Bl.
To further simplify notations, we absorb all gates before and after Um into the density operator
and measurement operator, respectively. To be more specific, let ψAlBl denote the density oper-
ator Um−1...U1|00〉〈00|AlBlU †1 ...U †m−1 in register AlBl, for l = 1, ..., 6. And we define observable
operators K, O, G as follows
K = U †m+1...U
†
N (IA1 ⊗HB1)UN ...Um+1. (35)
10
O = (U †m+1...U
†
N )
⊗2W1(UN ...Um+1)⊗2, (36)
G = (Um+1...U
†
N )
⊗3W2(UN ...Um+1)⊗3. (37)
Then partial derivatives in Eqs. (32)-(34) can be rewritten as
∂L1
∂θm
=
∂
∂θm
Tr(Um(θm)ψA1B1U
†
m(θm) ·K), (38)
∂L2
∂θm
=
∂
∂θm
Tr(UmψA2B2U
†
m(θm)⊗ UmψA3B3U †m(θm) ·O), (39)
∂L3
∂θm
=
∂
∂θm
Tr(UmψA4B4U
†
m(θm)⊗ UmψA5B5U †m(θm)⊗ UmψA6B6U †m(θm) ·G). (40)
Now, we derive the analytical forms of the derivatives of each Lj , j = 1, 2, 3. Notice that the
trainable unitary U(θ) is a sequence of unitaries Um(θm) and each unitary Um(θm) = e−iθmHm/2.
The partial derivative of U(θ) can be explicitly given as follows,
∂U(θ)
∂θm
= UN (θN )...
∂Um(θm)
∂θm
...U1(θ1), (41)
= − i
2
UN (θN )...HmUm...U1(θ1). (42)
Using the expression of ∂θmU(θ) in Eq. (42), and some facts, including an identity i[Hm,M ] =
Um(−pi/2)MU †m(−pi/2)− Um(pi/2)MU †m(pi/2), which holds true for arbitrary matrix M , the sym-
metry of the operator O, and an equality ∂θm Tr(ρ(θ)
3) = 3∂θm1 Tr(ρ1(θ) ⊗ ρ2(θ) ⊗ ρ3(θ) · S1S2)
(c.f. Lemma S2 in Appendix II B), where S1 = SWAP12 ⊗ I3 and S2 = I1 ⊗ SWAP23, the gradients
of each Lj can be estimated using the following formulas,
∂L1
∂θm
=
1
2
(〈K〉θm+pi2 − 〈K〉θm−pi2 ), (43)
∂L2
∂θm
= 〈O〉θm+pi2 ,θm − 〈O〉θm−pi2 ,θm , (44)
∂L3
∂θm
=
3
2
(〈G〉θm+pi2 ,θm,θm − 〈G〉θm−pi2 ,θm,θm), (45)
where the notation 〈X〉a,b is defined below,
〈K〉θα = Tr(UαψA1B1U †α ·K), (46)
〈O〉θα,θβ = Tr
(
UαψA2B2U
†
α ⊗ UβψA3B3U †β ·O
)
, (47)
〈G〉θα,θβ ,θγ = Tr
(
UαψA4B4U
†
α ⊗ UβψA5B5U †β ⊗ UγψA6B6U †γ ·G
)
. (48)
To summarize, the above results entail that the partial derivatives of our loss function F2(θ)
with respect to θ are completely determined by Eq. (30). This indicates that the analytical gradient
of our loss function F2(θ) can be efficiently computed on near-term quantum devices by shifting
parameters and performing measurements. With the analytical gradients, one could apply the
gradient-based methods to minimize the loss function. Specifically, parameters θ in the unitary
U(θ) are updated towards the steepest direction of the loss function, i.e.,
θ ← θ − η∇θF2(θ), (49)
where ∇θF2(θ) is the gradient vector and η is the learning rate that determines the step sizes.
Under suitable assumptions, the loss functions converge to the global minimum after certain iter-
ations of the above procedure. Notice that other gradient-based methods, e.g., stochastic gradient
descent, ADAM [41], can also be used in the optimization loop of our variational Gibbs state
preparation algorithm.
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|0〉A Ry(θ1) •
Ry(θ2) •
Ry(θ3) •
Ry(θ4) •
Ry(θ5) •
Ry(θ6)

|05〉B
(a) Ansatz with 6 parameters
|0〉A Ry(θ) •
•
•
•
•

|05〉B
(b) Ansatz with only 1 parameter
FIG. 3: Two ansatzes for Ising chain model.
III. NUMERICAL SIMULATIONS
In this section, we have conduct numerical experiments preparing the Gibbs states of two com-
mon Hamiltonian examples: Ising chain model and XY spin-1/2 chain model. In subsection III A,
we study the Ising chain model and show that a parameterized circuit with one ancillary qubit
and shallow depth could be trained to produce the Ising Gibbs state with fidelity higher than
99%, especially in higher β or lower temperature (β ≥ 2). Furthermore, we also give a more
sophisticated ansatz with only one parameter can do the same thing. As the second example,
in subsection III B, we study the spin chain model and show that our approach could achieve a
fidelity higher than 95% via an ansatz with 30 parameters for β ≥ 1.5 for a 5-length XY spin-1/2
chain Hamiltonian. In particular, the fidelity could also achieve 99% for the lower temperature
case. In our numerical experiments, the classical parameters of in the parameterized circuits are
initialized from a uniform distribution in [0, 2pi], and then updated via the ADAM gradient-based
method [41] until the loss function is converged. All simulations are implemented via Paddle
Quantum [56] on the PaddlePaddle Deep Learning Platform [57, 58].
A. Ising model
As our first example, we consider the spin 1/2 chain B of length L = 5, with the Ising Hamil-
tonian
HB = −
L∑
i=1
ZB,iZB,i+1 (50)
and periodic boundary conditions (i.e., ZB,6 = ZB,1).
Our goal is to prepare the corresponding Gibbs state
ρG = e
−βHB/Tr(e−βHB ). (51)
To prepare this state, we choose a 6-qubit parametrized circuit with nA = 1 and nB = 5 (cf. Fig. 3),
where A is the ancillary system that used for producing a mixed state on system B. Here we need
to note that we only use a 1-qubit ancillary system in our ansatz, which is significantly less than
[29] where nA = nB . In Fig. 3(a), the ansatz consists of 6 single qubit Pauli-Y rotation operators
with different classic parameters θi (i ∈ [6]) and 5 CNOT gates.
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FIG. 4: Fidelity curves for the Ising chain Gibbs state preparation with different β.
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FIG. 5: Semilog plot of the fidelity vs. the Ising Hamiltonian length (L) with different β for the
Ising chain model.
After applying this ansatz on the input zero state |0〉A|05〉B , we can get the output state on sys-
tem B, which is desired to get close to the Gibbs state in Eq. (51). The fidelity between this output
state and the Gibbs state, in the training process with different β, is depicted in Fig. 4(a). When
β ≥ 1.2, after 30 iterations of updating parameters, our method can easily achieve a fidelity higher
than 95%. Specifically, if β ≥ 2, the fidelity is higher than 99%, which indicates that our approach
can almost exactly prepare the Gibbs state in Eq. (51), especially in higher inverse temperatures.
We also test the preparation of the Ising Gibbs state for different length (i.e., L = 5, 6, 7, 8, 9)
and all of the ansatzes are similar to Fig. 3(a), which only uses one additional qubit. The curves
of the logarithmic form of the fidelity between the output state ρB and the Gibbs state ρG are
depicted in Fig. 5. We can intuitively see that the larger the Hamiltonian length is, the lower
fidelity we achieve. However, we can also find that the temperature has a significant impact on
fidelity: the larger the β is, the higher the fidelity is (see Proposition 6 for a detailed analysis). In
particular, when β ≥ 2, the fidelity is already higher than 99%, for the Hamiltonian length we
have listed in the figure.
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There is an interesting experimental phenomenon in the training process that the first param-
eter θ1 in system A is approaching pi/2 while other parameters in system B is approaching 0.
Hence, we update the ansatz to a simplified one in Fig. 3(b) and implement the numerical simu-
lations in 4(b). Notably, the overall performance is almost the same as the one using the ansatz
with 6 parameters (cf. Fig. 4(a)). To further explore this interesting behaviour of the Ising chain
Gibbs state preparation, we analyze the states generated by using different loss functions.
Proposition 5 Given the circuit in Fig. 3(b) and denote ρB(θ) its output state on system B. For the Ising
chain model, if we compute its free energy in Eq. (3) and our truncated cost in Eq. (7), then the optimal
parameters that minimize these two loss functions are both
θ = pi/2 + kpi, (52)
where k ∈ Z. As a result, ρB(pi/2) is the best state, under this circuit, that approaching the Gibbs state in
Eq. (51), and their fidelity could be larger than 95% for any β ≥ 1.25.
We defer the proof to Appendix II C. Here, we need to note that this fidelity is just a lower bound,
actually, when β = 1.2, we have still achieved a fidelity greater than 95% for nB = 5, as demon-
strated in our experiments. And in Proposition 5, the number of qubits in system B is not limited
to 5, instead it can be any positive integer that greater than two.
Another interesting experimental result (c.f. Fig. 5) shows that the fidelity between the Ising
chain Gibbs state ρG and the output state ρB of our method increases exponentially when β in-
creases. The result is as follows and the details can be found in Appendix II D.
Proposition 6 Given the circuit in Fig. 3(b) and let ρB(θ) be its output state on system B. Then the
fidelity between ρB(pi/2) and the Gibbs state ρG is lower bounded. To be more specific,
F (ρB(pi/2), ρG) ≥ 1√
1 + (N/2− 1)e−β∆ , (53)
where N is the dimension of system B, i.e., N = 2nB and ∆ is the spectral gap of the Gibbs state ρG, i.e.,
the discrepancy between the minimum and the second minimum eigenvalues.
|0〉A Ry(θ0,1) • Ry(θ1,1) · · · • Ry(θd,1)
Ry(θ0,2) • Ry(θ1,2) · · · • Ry(θd,2)
Ry(θ0,3) • Ry(θ1,3) · · · • Ry(θd,3)
Ry(θ0,4) • Ry(θ1,4) · · · • Ry(θd,4)
Ry(θ0,5) • Ry(θ1,5) · · · • Ry(θd,5)
Ry(θ0,6) • Ry(θ1,6) · · · • Ry(θd,6)

|05〉B
FIG. 6: The ansatz for XY spin-1/2 chain model. Here, d means repeating d times the basic circuit
module (denoted in the dashed-line box).
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B. XY spin-1/2 chain model
Our second instance is the XY spin-1/2 chain B of length L = 5, with the Hamiltonian
HB = −
L∑
i=1
XB,iXB,i+1 + YB,iYB,i+1 (54)
and periodic boundary conditions (i.e., ZB,6 = ZB,1).
To prepare the spin chain Gibbs state, we fisrt choose a 6-qubit parametrized circuit with nA =
1 and nB = 5 (cf. Fig. 6), where the basic circuit module (which contains a CNOT layer and a layer
of single qubit Pauli-Y rotation operators) is repeated d times, and the total number of parameters
of this circuit is (nA + nB)(d+ 1).
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(d) d = 6
FIG. 7: Fidelity curves for the XY spin-1/2 chain Gibbs state preparation with different β. Here,
each d indicates the ansatz has (nA + nB)(d+ 1) = 6(d+ 1) parameters.
The fidelity between the output state of this circuit and the Gibbs state is shown in Fig. 7, where
different d’s are included. We see that when d ≥ 4 and β ≥ 1.5, our approach can easily achieve
a fidelity greater than 95% and if β ≥ 2, the fidelity could higher than 98%. Furthermore, if β
is equaling to 4, the fidelity can even higher than 99%, which means our approach could almost
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generate the Gibbs state exactly in higher β (or lower temperature). One possible reason that we
need larger d for this instance is that the Hamiltonian in Eq. (54) is not directly generated via the
CNOT module, hence we will need multiple CNOT modules to fully entangle the state.
IV. DISCUSSIONS
In this work, we provide hardware-efficient variational algorithms for quantum Gibbs state
preparation with NISQ devices. We design loss functions to approximate the free energy of a
given hamiltonian by utilizing the truncated Taylor series of the von Neumann entropy. By min-
imizing the loss functions, the parametrized quantum circuits can be trained to learn the Gibbs
state via variational algorithms since the Gibbs state minimizes free energy. In particular, we show
that both the loss functions and their gradients can be evaluated on NISQ devices, thus allowing
us to implement the hybrid quantum-classical optimization via either gradient-based or gradient-
free optimization methods. Moreover, we show that our method could prepare the Gibbs states
efficiently via both analytical evidence and numerical experiments.
We further show that our variational algorithms work efficiently for many-body models in-
cluding the Ising chain and spin chain. In particular, we show that the preparation of Ising Gibbs
state can be done efficiently and accurately via shallow parameterized quantum circuits with only
one parameter and one additional qubit. We also expect that our results may shed light on quan-
tum optimization, quantum simulation, and quantum machine learning in the NISQ era.
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Appendix
I. VARIATIONAL ALGORITHM FOR GIBBS STATE PREPARATIONWITH HIGHER-ORDER
TRUNCATIONS
Here we present a variational algorithm for preparing the Gibbs state with K-truncated free
energy. To illustrate our algorithm, we give some notations first. We letAtjBtj denote the registers
that store the states for estimating Tr(ρt), where tj ∈ Σt and Σt includes all the indices of these
registers.
Algorithm 2 Variational quantum Gibbs state preparation with truncation order K
1: Input: choose the ansatz of unitary U(θ), tolerance ε, truncation order K, and initial parameters of θ;
2: Compute coefficients C0, C1,..., CK according to Eq. (6).
3: Prepare initial states |00〉 in registers AB and apply U(θ) to these states.
4: Measure and compute Tr(HρB1) and compute the loss function L1 = Tr(HρB1);
5: Measure the overlap Tr(
∏
t2∈Σ2 ρBt2 ) via Destructive Swap Test and compute the loss function L2 =
−β−1C1 Tr(
∏
t2∈Σ2 ρBt2 );
6: Measure the overlap Tr(
∏
tk∈Σk ρBtk ) via higher order state overlap estimation and compute the loss
function Lk = −β−1Ck−1 Tr(
∏
tk∈Σk ρBtk ) for each k ∈ {3, ...,K + 1}.
7: Perform optimization of FK(θ) =
∑K+1
k=1 Lk − β−1C0 and update parameters of θ;
8: Repeat 3-7 until the loss function FK(θ) converges with tolerance ε;
9: Output the state ρout = TrA U(θ)|00〉〈00|ABU(θ)†;
II. TECHNICAL DETAILS
A. Analysis of the truncated free energy
Lemma S1 Given the error tolerance  > 0 in the optimization problem in Eq. (8), suppose the truncation
error of the free energy is δ0 > 0. Then we can derive a relation between F(ρG) and FK(ρ(θ0)) below,
where θ0 is the output of the optimization and ρG is the Gibbs state.
F(ρG) ≤ FK(θ0) ≤ F(ρG) + δ0 + . (S1)
Proof First, we show that left inequality in Eq. (S1). For arbitrary density operator ρ, we have
FK(ρ)−F(ρ) > 0. To be specific,
FK(ρ)−F(ρ) = β−1(S(ρ)− SK(ρ)) (S2)
= −β−1 Tr
 ∞∑
j=K+1
(−1)j+1
j
(ρ− I)jρ
 (S3)
= −β−1 lim
J→∞
Tr
 J∑
j=K+1
(−1)j+1
j
(ρ− I)jρ
 (S4)
= β−1 lim
J→∞
Tr
 J∑
j=K+1
(−1)j
j
(ρ− I)jρ
 (S5)
= β−1 lim
J→∞
Tr
 J∑
j=K+1
1
j
(I − ρ)jρ
 > 0. (S6)
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In Eq. (S3), we expand the von Neumann entropy into the Taylor series, i.e., S(ρ) =
−Tr
(∑∞
j=1
(−1)j+1
j (ρ− I)jρ
)
and Eqs. (S4)-(S5) are due to the properties of limit.
Second, the right inequality in Eq. (S1) is a direct result of the definition of truncated free
energy FK(ρ).
FK(θ0)−F(ρG) = FK(θ0)−min
θ
FK(θ) + min
θ
FK(θ)−F(ρG) (S7)
≤ + FK(ρG)−F(ρG) (S8)
≤ + δ0, (S9)
where we use that fact that minθ FK(θ) ≤ FK(θ0) ≤ minθ FK(θ)+ in Eq. (S8), and the inequality
in Eq. (S9) is due to the truncation. 
B. Estimation of the higher order gradients
Lemma S2 Given a parameterized density operator ρ(θ), we have the following equality,
∂θm Tr(ρ(θ)
3) = 3∂θm,1 Tr(ρ1(θ)⊗ ρ2(θ)⊗ ρ3(θ) · S1S2), (S10)
where ∂θm,1 means the derivative is computed with respective to θm of the state stored in 1-th register, ρj(θ)
is the state stored in j-th register, and S1 = SWAP12 ⊗ I3 and S2 = I1 ⊗ SWAP23, and the SWAPij is
the operator that swaps the state stored in i-th and j-th register.
Proof To prove the claim, we need the following result, which we give the proof later.
Tr(ρ1 ⊗ ρ2 ⊗ ρ3 · S1S2) = Tr(ρ2 ⊗ ρ1 ⊗ ρ3 · S1S2) = Tr(ρ3 ⊗ ρ2 ⊗ ρ1 · S1S2). (S11)
Let ρ1(θ) = ρ2(θ) = ρ3(θ) = ρ(θ), then the claimed is proved in the following,
∂
∂θm
Tr(ρ(θ)3) =
∂
∂θm
Tr(ρ1(θ)⊗ ρ2(θ)⊗ ρ3(θ) · S1S2) (S12)
=
∂
∂θm,1
Tr(ρ1(θ)⊗ ρ2(θ)⊗ ρ3(θ) · S1S2)
+
∂
∂θm,2
Tr(ρ1(θ)⊗ ρ2(θ)⊗ ρ3(θ) · S1S2)
+
∂
∂θm,3
Tr(ρ1(θ)⊗ ρ2(θ)⊗ ρ3(θ) · S1S2) (S13)
=
∂
∂θm,1
Tr(ρ1(θ)⊗ ρ2(θ)⊗ ρ3(θ) · S1S2)
+
∂
∂θm,2
Tr(ρ2(θ)⊗ ρ1(θ)⊗ ρ3(θ) · S1S2)
+
∂
∂θm,3
Tr(ρ3(θ)⊗ ρ2(θ)⊗ ρ1(θ) · S1S2) (S14)
= 3
∂
∂θm,1
Tr(ρ1(θ)⊗ ρ2(θ)⊗ ρ3(θ) · S1S2), (S15)
where the equality is Eq. (S13) is the result of chain rule, and we use the relation in Eq. (S11) to
derive the equality in Eq. (S14).
Now we prove the equalities in Eq. (S11).
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Let ρ1 =
∑
j pj |φj〉〈φj |, ρ2 =
∑
l ql|ψl〉〈ψl|, and ρ3 =
∑
k rk|ξk〉〈ξk|. We have the following
equalities.
Tr(ρ1 ⊗ ρ2 ⊗ ρ3 · S1S2) =
∑
jlk
pjqlrk 〈ψl|φj〉 〈ξk|ψl〉 〈φj | ξk〉, (S16)
Tr(ρ2 ⊗ ρ1 ⊗ ρ3 · S1S2) =
∑
jlk
pjqlrk 〈φj |ψl〉 〈ξk|φj〉 〈ψl| ξk〉, (S17)
Tr(ρ3 ⊗ ρ2 ⊗ ρ1 · S1S2) =
∑
jlk
pjqlrk 〈ψl| ξk〉 〈φj |ψl〉 〈ξk|φj〉. (S18)
Comparing Eqs. (S16)-(S18), the equalities in Eq. (S11) are proved. 
C. Proof for Proposition 5
Proposition 5 Given the circuit in Fig. 3(b) and denote ρB(θ) its output state on system B. For the Ising
chain model, if we compute its free energy in Eq. (3) and our truncated cost in Eq. (7), then the optimal θ’s
that minimize these two loss functions are both
θ = pi/2 + kpi, (S19)
where k ∈ Z. As a result, ρB(pi/2) is the best state, under this circuit, that approaching the Gibbs state in
Eq. (51), and their fidelity could be larger than 95% for any β ≥ 1.25.
Proof This claim can be directly derived by computing the global minimum of both loss functions
F and F2 using the ansatz in Fig. 3(b). Assuming nA = 1, nB = n and denoting the output state
as |ψ〉AB , we can easily obtain the state ρB as
ρB(θ) = TrA(|ψ〉〈ψ|AB) (S20)
= cos2(θ/2)|0n〉〈0n|B + sin2(θ/2)|1n〉〈1n|B. (S21)
To compute the derivatives of F(θ) and F2(θ), we first present their explicit expressions.
F(θ) = Tr(HBρB(θ))− β−1S(ρB(θ))
= λ0a+ λ1b+ β
−1 [a ln(a) + b ln(b)] , (S22)
F2(θ) = Tr(HBρB(θ)) + β−1
[
2 Tr(ρB(θ)
2)− 1
2
Tr(ρB(θ)
3)− 3
2
]
= λ0a+ λ1b+ β
−1
[
2a2 + 2b2 − a
3 + b3
2
− 3
2
]
, (S23)
where we denote cos2(θ/2) by a and sin2(θ/2) by b, and λ0 and λ1 are the eigenvalues of H asso-
ciated with eigenvectors |0n〉 and |1n〉, respectively.
Actually, in the Ising chain model, λ0 and λ1 are equal (c.f. Lemma S3). Thus, derivatives of
F(ρB(θ)) and F2(ρB(θ)) with respect to θ have the following form.
∂θF(θ) = β
−1
2
sin(θ) (ln(b)− ln(a)) (S24)
∂θF2(θ) = 5β
−1
2
sin(θ)(b− a). (S25)
22
From Eqs. (S24) (S25), the global minimums of F and F2 are
θ =
pi
2
+ kpi ∀k ∈ Z. (S26)
The fidelity between ρB(pi/2) and ρG could be derived from Proposition 6 and Lemma S3,
where if we set N = 25, ∆ = 4 and β = 1.25 and then we get F (ρB(pi/2), ρG) ≥ 95.3%. Hence, we
could achieve a fidelity higher than 95%, provided that β ≥ 1.25. 
D. Proof for Proposition 6
Proposition 6 Given the circuit in Fig. 3(b) and let ρB(θ) be its output state on system B. Then the
fidelity between ρB(pi/2) and the Gibbs state ρG is lower bounded. To be more specific,
F (ρB(pi/2), ρG) ≥ 1√
1 + (N/2− 1)e−β∆ , (S27)
where N is the dimension of system B, i.e., N = 2nB and ∆ is the spectral gap of the Gibbs state ρG, i.e.,
the discrepancy between the minimum and the second minimum eigenvalues.
Proof To prove this result, we assume the eigenvalues, associated with the eigenvectors |0〉, |1〉,
. . ., |N − 1〉, for the Hamiltonian H are denoted by λ0, λ1, . . ., λN−1. Specifically, eigenvalues λ0
and λN−1 are associated with eigenvectors |0n〉 and |1n〉, respectively. A key feature of the Ising
model is that λ0 = λN−1 and they are minimum among all eigenvalues and let ∆ denote the
spectral gap of the Hamiltonian HB , which implies λj − λ0 ≥ ∆, where j 6= 0, N − 1.
Let λˆj denote the eigenvalues of the Gibbs state. Then, according to the definition of Gibbs
state, λˆj have the following form.
λˆj =
e−βλj
Z
. (S28)
where Z =
∑N−1
l=0 e
−βλl .
Next, we derive bounds on eigenvalues λˆ0 and λˆN−1. Note that, in the Ising model, eigenval-
ues λ0 and λN−1 are equal, then the associated eigenvalues λˆ0 = λˆN−1, and they have the explicit
forms in the following.
λˆ0 = λˆN−1 =
e−βλ0
Z
(S29)
=
1
2 +
∑
j 6=0,N−1 eβ(λ0−λj)
(S30)
≥ 1
2 + (N − 2)e−β∆ . (S31)
Recall the output state of our algorithm is ρB(pi/2) in Proposition 5. The inequality in Eq. (S27)
is immediately acquired by calculating the fidelity F (ρB(pi/2), ρG):
F (ρB(pi/2), ρG) = Tr
√
ρ
1/2
B (pi/2)ρGρ
1/2
B (pi/2) (S32)
= Tr
√
1/
√
2 · λˆ0 · 1/
√
2|0n〉〈0n|+ 1/
√
2 · λˆN−1 · 1/
√
2|1n〉〈1n| (S33)
=
√
2λˆ0 (S34)
23
≥ 1√
1 + (N/2− 1)e−β∆ . (S35)
This completes the proof. 
The following lemma states some facts about the Ising model, which are helpful for the above
proofs.
Lemma S3 Given an Ising model Hamiltonian in Eq. (50), the eigenvalues λ0 and λN−1, associated with
eigenvectors |0nB 〉 and |1nB 〉, are equal, i.e., λ0 = λN−1 = −L. Particularly, the spectral gap is larger
than 4 for all nB ≥ 3.
Proof To prove that eigenvalues of |0nB 〉 and |1nB 〉 are equal, we compute their corresponding
eigenvalues of each term ZB,iZB,i+1. Notice that, for all i = 1, ..., L,
ZB,iZB,i+1|0nB 〉 = |0nB 〉, (S36)
ZB,iZB,i+1|1nB 〉 = |1nB 〉. (S37)
Hence, in the Ising model, the eigenvalues of |0nB 〉 and |1nB 〉 are −L.
As for the rest eigenvectors |j〉, j 6= 0, N − 1, their eigenvalues of ZB,iZB,i+1 are given as
follows.
ZB,iZB,i+1|j〉 = (−1)ki+ki+1 |j〉, (S38)
where ki and ki+1 are the bits in the i-th and (i + 1)-th position of |j〉. Particularly, in the Ising
model, the eigenvalue of |j〉 is represented as −∑Li=1(−1)kB,i+kB,i+1 . To be specific,
HB|j〉 = −
L∑
i=1
(−1)ki+ki+1 |j〉. (S39)
Overall, the eigenvalues of |j〉 are larger than −L, which implies the eigenvalues of |0nB 〉 and
|1nB 〉 are minimum.
Now we show that the spectral gap of the Ising model with more than 3 qubits is at least 4.
The minimum eigenvalue of HB is −L means that kB,i + kB,i+1 = 0/2 for all i, and hence the
ground states are |0nB 〉 and |1nB 〉. If we flip one qubit of the eigenvector |j〉, then two terms
like (−1)kB,i+kB,i+1 of its eigenvalues will change by 2. If we flip more qubits, then more terms
will change. Notice that the eigenvectors with eigenvalue larger than −L will differ from those
with minimum eigenvalue at least 1 qubit, resulting at least two terms change. Then, the overall
difference between the minimum and second minimum eigenvalue is at least 4. 
