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A convergence theorem of Billingsley for the empirical process of stationary, 
real valued random variables under a mixing condition is generalized to the 
k-dimensional and nonstationary case. Further a more general empirical process 
is treated, including the upper summation boundary as argument. Some 
applications are given to a Kolmogorov-Smirnov and a Cramer-von Mises type 
statistic. 
Billingsley [2] proved convergence in distribution for the empirical process 
of stationary, real valued random variables under a mixing condition (cf. also 
Sen [1 11). Convergence results for the empirical process are of considerable 
practical importance, since many statistics can be represented as functionals 
of the empirical process (cf. [9, IO]). In this paper we deal with generalizations 
to the &dimensional and nonstationary case. We further treat more general 
empirical processes, including the upper summation boundary as argument, 
and give some applications to a Kolmogorov-Smirnov and a Cramer-von 
Mises type statistic. 
Let (P, @) be the generalized Skorohod space and let ‘Dk be the Bore1 
algebra as defined in [1] (cf. also [7]). Then the in the above way generalized 
empirical process for k-variate random variables defines a (Dk+l, Dk+l)-valued 
stochastic process. In Theorem 1 we show weak convergence of the induced 
measure w.r.t. (Dk+l, dk+l). A g eneralization of a compactness criterion of 
Bickel-Wichura for the topology of weak convergence in (Dk, dk) permits, to 
give a rather simple proof of tightness. In Section I we derive some lemmas for 
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q-mixing variables, which are neeclecl for the application of the compactness 
criterion and for the proof of finite dimensional convergence of the empirical 
process. In the last section we give applications to the convergence of two 
special statistics. For the proof we use essentially ‘a theorem of Skorohod on a 
connection between weak convergence an a.s., convergence in metric spaces. 
1. SOME LEhIMAS 
Let (X,JnErr be a stochastic process on (a, ‘3, P) with values in (ZC, !B), 
gym := 2l(Xk ,..., Xk+,J for all k, m e N, & := 91(uzl syrn) the post 
u-Algebra and gk := glk the pre G-Algebra. Let further q: N + [0, 1] be a 
monotonically nonincreasing function with limnem v(n) = 0. Then (X,JsEN is 
called v-mixing, iff for all A, m E N, I?1 E gk and ES e ijk+m : 
In the same way a double sequence (Xje)r<j<n,meN is called v-mixing, iff 
(Xj,JIG+ fulfills condition (1.1) for all k, m E N with k + m < rz and for all 
rr E N. v-mixing variables are generalizations of independent random variables. 
They include many concepts such as m-dependent variables, a great class of 
Markov processes (cf. [4], p. 221) and the “chaines a liaisons completes.” 
(cf. [6]), which are important for learning theory. If Y, s > 1 with I/Y + l/s = 1 
and if A1 EJ?(~~), ha EL8(&+& then 
I EVh - EW% I < W~z~~~ II Al IL II b IIs (cf. [2, p. 170}). u*a 
We use this property, to give bounds for the moments of some special statistics. 
Let Al(q) : = x:=1 n#+z). 
LEMMA 1. Let (X&N be pmixing and stationary with Al(y) < CD, and let 
further f, g: (3& ‘23) -+ (& , !Bl) be maps with Ef(Xl) = Eg(XJ = 0 and 
Ef2(Xl) < co, Egz(Xl) < co. Then 
cowverges absolutely. If furthermore S,,l : = xySl f (Xi) and S,,2 : = zyzl g(Xj), 
then 
I J%1&2 - m2 I G ~4?4 II f GQll2 II &qll2 * (1.4) 
Proof. With Y = s = 2 (1.2) and the stationarity of (X,,),,EN imply 
1 Ef (XJ g(X,J/ < 2 11 f (X1)& 11 g(X& $j2(rz - 1). Therefore the absolute con- 
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vergence of ~9 follows from k&(p) < co. For the second part of the lemma 
we get 
Applying (1.2) and using stationarity, the above inequality yields the upper 
bound 
The following Iemma gives some bounds for the nonstationary case. To that 
purpose, let (Xj,,) I < j < n, n E N be a pmixing real valued double sequence 
with EX$,, = 0, E 1 X3* { < cIm and EX& < Cam for 1 < j < n. Let & be 
the sequence of partial sums, SS : = x jtI Xjm . The second part of the lemma 
generalizes a result in [l I] to the nonstationary case. 
I+-@, (1.5) follows by application of (1.2). For the proof of (1.6) we 
decompose ES,,4 as follows. 
(1) (2) (8) 
where x resp. x resp. z 
is the summation over all i, j, k 2 0 with i + j + k < n - m, where 
i 2 max{ j, k} resp. j > max{z’ + I, A} resp. k > max{&j}. The rem&ring part 
of the proof can be given, by treating the terms x, 1 < i < 3 analogously to 
the proof in the stationary case (cf. [ll]). 
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In order to prove a central limit theorem for A’,, , we decompose S,, (as in 
[4] dealing with Markov processes) in two parts & , J& so, that & -+,, 0 and 
A% can be well approximated by corresponding convolutions. Let a = a(n), 
,8 = p(n) and 7 = y(n) be natural numbers depending on n EN, such that 
y = [~(cY + /3-r]. Let further for 1 < k < y f,Jn) (and gk(n)) be the sum of 
Xjm from j = (/r - l)(a + ,!I) + 1 to (h - l)(a + p) + cx (and from j = 
(k - l)(a + ,f?) + cx + 1 to k(a + P)), and let gY+i be the sum of Xjn from 
j = y(a + /3) + 1 to n. Then we have the following decomposition. 
Let {Zk , 1 < k < yj be independent random variables and let .Zk and f*(n) 
be equally distributed, 1 < k < y. In the following lemma we get a bound for 
the Kolmogorov distance of An and A,,’ : = &l .Zk . 
Proof. We prove (1.8) by induction w.r.t. y, 1 < y < n. The case y = 1 
follows by assumption. Let us assume, that (1.8) is correct if An contains y 
summands, y < n. Then for A,, = xlLifk(R) we have 
we get (cf. [S, p. 335-j) 
(1.1) together with (1.9) therefore imply 
The above assumption then yields the result. 
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2. THE CON~GENCE THEOREM 
Let (x~nk~S%aeN be a double sequence of q-mixing random variables, 
distributed on Tk := [0, l]k with pdf Fjn and corresponding P-measures Qj,, 
(We use already a reduced process). Then we define the modified empirical 
process 
where gG,Ja) : = I[&a) - F&t) for a E Tk. Our goal is, to show convergence 
i% distribution of the (Dk+l, D*+l)-valued process pmk. To that aim we first give 
a generalization of a compactness criterion of Bickel-Wichura [1, Theorem 31 
for the topology of weak convergence of probability measures on (Dk, IY). 
This generalization leads to a considerable simplification for the proof of 
tightness, also in the one dimensional case (cf. [2, p. 1981). Reducing the 
k-dimensional case to the one-dimensional in a similar way as in [I, Theor. I], 
and then applying the technique of the proof of (15.6) in 121, one can obtain 
the following result. The terminology is the same as in [l]. 
LEMMA 4. Let (.Z,&sN be a process with values in (lIk, W), such that ZW = 0 
at the lower boundary of Tk and ZS ~0~~~~0~ at the upper bossdary of Tk for all 
n E N. If there exirt /3 > 1, y > 0, u j&&e measure v on T%Jk with continuo~ 
marginal distributions and a sequence (en) C R+ , lirnnGm E~ = 0, such that for all 
neighboured blocks B, C in Tk: 
Remark. The new part of Lemma 4 consists in the additional term 
E&Y@ u C) in condition (2.1). 
Let now the covariance function Ka of FGk be pointwise convergent to K. 
Then K as limit of Ka is a covariance function on Tk+l. Let further ok be a 
gaussian process on (D k+l, Dk+l) with mean equal to 0, covariance function K 
and P( ok G @+l) = 1. According to Theorem 4 in [1] ok exists, if K(x~ , ZJ 
IS continuous m Z~ , Z2 . 
THEOREM I. If AI(v) < OD, l& -+ K and if there exists a $&te measure p 
on TkSh with continuom marginul distributions, such ,that 
sup Qj,,(A) < p(A) 
l<K% 
for all n cz N and for all blocks A in Tk, P-2) 
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then 
V$ --L Uk w.r.t. (Dk+l, dk+l). (2.3) 
Proof. (3.1) implies, that without restriction of generality we can assume, 
that p,,k = 0 at the lower boundary of Tk+l, and that Vek is continuous at the 
upper boundary of Tk+l. To prove tightness, we have to check condition (2.1) 
of Lemma 4. Let (sr , s.J x B be a block in Tk+l, then 
h*l 
vnk((sl , s2] xB) = &I2 z Z;(B), with Zjk(t) := gFj,JXjJ. 
j=[ml]+l 
where 0 < E < co. Therefore by Holder’s inequality condition (2.1) of Lemma 4 
is fuhilled with IJ = (&, + E)(# @ p), @ = 2, y = 2 and c- = a-l. 
According to the Cramer-Wold device for the proof of finite dimensional 
convergence we have to show that 
T +n : = Fl uivnk(zi) ?I 3 Tm Z= 5 UiUk(Zi), for all m EN, Ui E RI 
61 
and zi E %+I 9 1 < i < m. Since lim,,.+m Kn = K, it follows that 
lim Var T,,m = Var Tm =I c,,, . n*co 
If c,,, = 0, then T,,m +9 0. Let therefore c,,, > 0. We first treat the case m = 1, 
a1 = 1, x1 = (I, t), t E Tk. Decomposing tPV,,k(Zl) = A,, + Bn as in (1.7) 
and choosing a = [n112], #? = [&*I, we obtain lirn”- n-l/v = I. An application 
of (1.5) yields 
~!?n-lB,,~ = O(&(# + a)) = o(1). (2.4) 
Therefore by Tschebychev’s inequality r1i2Bn -+,, 0. Since Al(q) < a~ 
implies ~(a) = o(rz-*), we get as a consequence of (1.8) 
su; 1 I’(r1i2A,, < x) - P(n-1~2Am’ < %)I < (y - I) &3) = o(l), (2.5) 
* 
where A,,’ is a sum of independent variables, which are constructed as in Lemma 
3. (2.4) and (2.5) h s ow, that it is sufficient to prove asymptotic normality of 
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n-l/zA ’ To that aim we apply the theorem of Lyapounov for independent 
variablis. (1.6) implies: E.Zk4 = Euk(a))4 = O(o?). Therefore 
B,, := i E(n-1/zZk)4 = O(r2p*) = o(l) 
k==l 
Using (1.2), (1.5) and Holder’s inequality, it can be seen by some easy but 
tedious calculations that @, : = & JY(K-~~~Z$ tends to cr > 0. Therefore the 
Lyapounov condition (cf. [4, p. 1411) is fulfilled with 8 = 2; B,JDv2 = o(l). 
The case x1 = (s, t), m > 1 can be treated ~~ogously. 
l&mark. In the mdependence case with k = 1 a similar result is derived by 
Shorack for pnl(l, -1 (cf. [13]). 
In the stationary case, Xjn = Xi , Fin = F for all j, n, where F is continuous, 
condition (2.2) is fulfilled with p = QF . Further by application of (1.4) it can 
be shown that under AI(v) < co KY& , tr), (~a , ta)) converges to 
WI , Q, ts2 , 0 := mWl ,4 Wl , G, 
Let Uk be a gaussian process on (Dk+l, ZDk+l) with mean 0, covariance-function 
K and P( Uk E P+l) = 1 and let Vmk denote the empirical process 
then we get the following corollary. 
COROLLARY 5. If A&) < co, then 
VTbk % Uk w.r.t. (Dk+l, dk+l) (2.71 
Remark. The referee has pointed out, that this result has been already 
obtained in a paper by Sen (cf. [12]). 
A further condition which ensures the convergence of K,, gives the following 
lemma. Let Fis,n be the pdf of (Xo,, Xi-), 1 < i < j < n, let F$$ , j < j, 
be a system of pdf on Tzk and let fl* be the marginal df of the first k components. 
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Proof. (3.8) implies, that for i <j, 
K&z~~i~~ &d&J = Ftdh 9 &al - ~i,zW~&~ 
tends to Fij(tl , t2) - Fi(tl)Pj(t2) uniformly in i <j < n. A similar argument 
as used for the proof of (1.4) then yields the result. 
3. SOME APPLICATIONS 
(a) Let Xj = (Xt, Xj2), j E N be stationary q-mixing variables with 
Al(q) < co and pdfF on T2, with continuous marginals Fl , F2 . Let further 
Fn , Fni, i = I, 2 be the empirical distribution functions of (XI ,..., X,J resp. 
(X: ,..., Xi,) i = I, 2. Th en we derive the asymptotic distributions of the 
Kolmogorov-Smirnov-type statistic Tsl := suptGra 1 .&(t)i (cf. [7]) and the 
Cramer-von Mises-type statistic 
Tn2 = ’ (.ZN(t))2 dFJt) 1 (cf. L3lh 0 
where 
e&(t) : = n1i2(Fn(t) - Fnl(tl) Fn2(t2)) 
&, has the following representation. 
for all t = (tl , t2) E T2. 
&(t) = Vfi2(l, t) - n-l12Vfiz(l, tl , 1) Vn2(l, I, t2) + nliz(F(t) - Fl(tl) F2(t2)) 
- WJ V,z2( 1, 1, h) - F&t?) Vn2( 1, 4 , 1). (3.1) 
Applying the Skorohod theorem (cf. [5, Theor. 3]), we obtain versions for 
Vn2, U2, which converge uniformly a.s., as U2 is continuous a.s. According to 
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Corollary 5 the second term of Zn converges in distribution to 0. Therefore 
with W(t) : = Uz( 1, t) - Fr(Q Ua( 1, 1, kJ - Fa(Q U2( 1, ti , 1) we get: 
and 
(3) In the nonstationary case X,n = (Xfn, Xi,& I <j < n, a EN, the 
following result is of interest for the calculation of efficiency. Suppose, that the 
conditions of the second part of Lemma 6 and (2.2) are satisfied and suppose, 
furthermore, that there exists a bounded function u(t), t E T2, such that: 
Then a representation of .?& analogously to that in (3.1) together with an 
application of Theorem 1 and Lemma 6 yields 
where R(t) := f12(l, f) - Fl(tl) 02(l, 1, ta) - Fa(&} o(l, &, I) + a(i) and where 
02 is the Gaussian process defined in Theorem 1. 
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