Bayesian Networks to Combine Intensity and Color Information in Face Recognition by Heusch, Guillaume & Marcel, Sébastien
TROPER
HCRAESER
PAIDI
BAYESIAN NETWORKS TO COMBINE
INTENSITY AND COLOR INFORMATION IN
FACE RECOGNITION
Guillaume Heusch        Sébastien Marcel
Idiap-RR-27-2009
SEPTEMBER 2009
Centre du Parc, Rue Marconi 19, P.O. Box 592, CH - 1920 Martigny
T +41 27 721 77 11  F +41 27 721 77 12  info@idiap.ch  www.idiap.ch

Bayesian Networks to Combine Intensity and
Color Information in Face Recognition
No Author Given
No Institute Given
Abstract. We present generative models dedicated to face recognition.
Our models consider data extracted from color face images and use
Bayesian Networks to model relationships between different observations
derived from a single face. Specifically, the use of color as a comple-
mentary observation to local, grayscale-based features is investigated.
This is done by means of new generative models, combining color and
grayscale information in a principled way. Color is either incorporated
at the global face level, at the local facial feature level, or at both lev-
els. Experiments on the face authentication task are conducted on two
benchmark databases, XM2VTS and BANCA. Obtained results show
that integrating color in an intelligent manner improves the performance
over a similar baseline system acting on grayscale only, but also over an
Eigenfaces-based system were information from different color channels
are treated independently.
1 Introduction
Face recognition is an active research area, probably because of its numerous
applications, ranging from video surveillance to human-computer interaction for
instance. Hence, there exists numerous systems allowing to recognize people
based on their face image. The vast majority of such existing approaches typi-
cally act on grayscale images only, since color is usually considered to introduce
high variability. Nevertheless, it was shown that color plays an important role in
human face recognition [1] [2]. It is thus likely that it may also carry useful in-
formation for computer-based systems. Surprisingly, only a few studies are using
color in automatic face recognition systems. Torres et al. [3] developed a color
Eigenfaces system, where Principal Component Analysis (PCA) is independently
applied on each color channels and results are then combined for final classifica-
tion. They showed that an improvement is obtained over traditional Eigenfaces
acting on grayscale images [4]. This result was later confirmed in a study by
Gutta et al. on the larger FERET database [5]. Another interesting study is
due to Sadeghi et al. [6]: different channels from numerous colorspaces are first
classified independently thanks to Linear Discriminant Analysis (LDA). An op-
timal subset of such classifiers is then found, and selected classification scores
are combined using Support Vector Machines. Another approach proposed in [7]
consists in extracting color features to use them as input to an Elastic Graph
Matching algorithm. Again, color features were shown to perform better than
grayscale-based ones.
Bayesian Networks provide an elegant framework to describe relationships
(and hence correlations) between different pieces of information. In this work,
our aim is to derive models describing the process that generates observations
of different nature extracted from face images. Such generative models will then
be used for recognition purposes. Specific generative models for face recogni-
tion were recently proposed by Heusch and Marcel [8]. The authors proposed
a tree-structured Bayesian Network to describe data extracted from grayscale
face images. More precisely, they assumed that observations derived from salient
facial features are related to each other, and hence tried to model correlations
between such observations. Going one step further, we believe that such models
are suitable to model correlations between local, grayscale-based features and
other information, such as color. Hence, in this contribution, new models inte-
grating color at the global face level, the local facial feature level but also at both
levels are derived. Experimental evaluation on face authentication is carried out
on the XM2VTS [9] and the BANCA [10] databases. Results show that integrat-
ing color intelligently into dedicated generative models may help at reducing
the authentication error rate, at least when the training and testing acquisition
conditions are quite similar. The best proposed model, correlating grayscale and
color at both the local and the global level show a significant improvement in
performance as compared to a similar baseline model acting on the luminance
channel only [8], but also performs better than the Eigenfaces-based system act-
ing on color channels independently [3]. Obtained results thus suggest that color
is of valuable information when combined to grayscale in a coherent manner.
In the next section, Bayesian Networks are briefly introduced, before de-
scribing the proposed models and the features in Section 3. Section 4 details the
experimental framework and section 5 describes the databases and discusses the
obtained results. Finally, a conclusion is drawn in Section 6.
2 Bayesian Networks
A Bayesian Network is a probabilistic graphical model representing the joint
probability distribution over a set of random variables, and having the ability
to encode dependencies among these variables [11]. It is specified as a directed
acyclic graph, where nodes represent random variables and directed links rep-
resent causal relationships between these variables. Defining a set of random
variables U = (x1, ..., xn), the joint probability defined by a Bayesian Network
is given by the following chain rule:
P (U) =
n∏
i=1
P (xi|Parents(xi)) (1)
where Parents(xi) denotes the set of parents of the node representing the
variable xi. Hence, a Bayesian Network is fully defined by the structure of the
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graph, and by its parameters: the conditional distribution of each variable given
its parents. Computing probabilities in the network is referred to as inference. It
is typically done to update the state knowledge of a set of hidden variables when
other variables, referred to as evidence, have been observed. In our case, inference
is carried out thanks to the Junction Tree Algorithm [12]. Another important
issue is how to learn such models from data. Learning in Bayesian Networks may
either refer to structure learning, parameters learning or both. Since in this work,
the structure is derived according to prior domain knowledge, the focus is made
on learning the parameters. As the proposed models contain hidden variables, a
natural choice is the Expectation-Maximization (EM) algorithm [13].
3 Proposed Models
3.1 Reference Model
The model presented in [8] relies on the assumption that facial features are
related to each other. To model such relationships, a tree-structured Bayesian
Network is proposed. This generative model assumes that there exists pairwise
relationships between observations derived from grayscale images. Namely, re-
lationships between eyebrows and eyes, eyes and nose and nose and mouth are
considered. This model performs better than a simpler generative model (based
on Gaussian Mixtures Model) were independence between facial features is as-
sumed. However, it only acts on local features derived from intensity images and
does not take advantage of the Bayesian Networks framework to integrate other
source of information in a smart manner.
3.2 Color at the Global Level
The first proposed model is depicted in Figure 1 and should be understood as
follow: the root node is used to relate various information describing the face.
A face thus consists in a relationship between different ’types’ of facial features
(nodes B: eyebrows, E: eyes, N: nose and M: mouth). In addition, a ’type’ of
color is also modelled through node C. This hidden node causes observations
derived in each color channel: it is hence assumed that information coming from
different color channels are explicitly correlated. Finally, the different types of
facial feature, as well as the type of color, generates the corresponding observa-
tions extracted from the face image. Note also that, unlike the reference model
[8], a single hidden node is used to model the relationship between the different
observations. Actually, global color information has to be related to the whole
face rather than to pairwise relationships between facial features.
3.3 Color at the Local Level
To model the face more accurately, we also propose to incorporate color infor-
mation at the local facial feature level. For this purpose, every type of facial
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Fig. 1. Bayesian Network model for the face incorporating color information at the
global face level. Gray nodes represent the observations extracted from the face image.
White nodes are the hidden variables describing ’types’ of observations.
feature is not only explained using grayscale appearance, but also with color
information, as depicted in Figure 2. Note that two additional layers of hidden
nodes were introduced in this model. The first one aims at separating the left
and right part of ’symmetric’ observations (such as eyebrows and eyes, the sep-
aration is made through nodes Br, Bl, Er and El). This is done to incorporate
color information directly at the facial feature level: we choose to correlate the
grayscale appearance of a particular facial feature with its color information in-
stead of correlating color of symmetric features together. The purpose of the
second additional layer is to separate the appearance of the facial feature from
its color.
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Fig. 2. Bayesian Network model for the face incorporating color information at the
local facial feature level.
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3.4 Color at Both Levels
Color information at the global level is used to represent the global skin color of
the face. On the other hand, color information at the local level aims at modelling
the color of the associated facial feature. Hence, these two different observations
may provide complementary information. As a consequence, we also propose a
model combining both global and local information. This model consists in the
local model depicted in Figure 2, where the branch of the global model (Figure 1)
corresponding to color information is added.
3.5 Feature Extraction
As observations are derived around facial features, they are first located in the
face image using an Active Shape Model (ASM) [14]. For local grayscale ob-
servations, the same feature extraction scheme as in [8] is applied here. The
original color image is converted to grayscale. Multiple squared windows are
then cropped around each facial feature, by adding shifts of a variable amount
of pixels. Each extracted window is preprocessed using histogram equalization
in order to enhance its contrast. Finally, a feature vector is obtained by applying
a two-dimensional Discrete Cosine Transform (2D-DCT) on each preprocessed
window.
Global Color Observations In this framework, our aim is to extract skin color
information. Hence, a bounding box containing only the inner part of the face is
cropped from the color image, based on eyes position. After being preprocessed
by histogram equalization, it is subsampled to yield a low-resolution represen-
tation of the face, which discards details and thus mainly contains skin-colored
pixels. Finally, feature vectors representing color are obtained by decomposing
each color channel in terms of 2D-DCT.
Local Color Observations Regarding the color observations at the local feature
level, the same windows as for the grayscale observations are cropped (using
shifts as well), but from the original color image. Then, each extracted window
is preprocessed by histogram equalization. Finally, feature vectors are obtained
by decomposing each color channel in each window in terms of 2D-DCT.
4 Face Authentication and Performance Measures
Face authentication consists in confirming (or denying) a client’s claim sup-
ported by its face image. In such a framework, either the claimant provides its
real identity, either it is trying to fool the system (it is then referred to as an
impostor). The system has thus to make a decision on whether the claimant is a
true client or an impostor. Since modelling all possible impostors is not feasible,
a so-called world model is trained thanks to the EM algorithm with the Maxi-
mum Likelihood (ML) criterion [13] using data coming from different identities.
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In face authentication, there are usually few training examples available for each
client, and hence Maximum Likelihood estimates of the parameters for the client
specific models may be inaccurate. To tackle this problem, a form of Maximum
A Posteriori (MAP) adaptation [15] is used to adapt client models from a nearby
distribution, given by the world model. This approach was already successfully
applied to this task [16] [8].
When using generative models, authentication decision is typically performed
by taking the likelihood ratio between the model corresponding to the claimed
identity and the world model, which is used to represent arbitrary impostors.
Given a client’s claim supported by its face representation X (i.e. the set of
observations derived from the face image, as depicted on Figures 1 and 2), the
decision is made according to:
Λ(X) = log p(X|θC)− log p(X|θworld) (2)
where p(X|θC) is the probability that the client’s model θC has generated
the data X and p(X|θworld) is the probability that the data were generated by
an impostor. Based on a threshold τ , the claim is accepted if Λ(X) ≥ τ .
In a face authentication framework, two kinds of error can occur: either
the true claimant is rejected (false rejection), or an impostor is accepted (false
acceptance). Hence, authentication results are typically presented using the Half
Total Error Rate, which combines the False Acceptance Rate (FAR) and the
False Rejection Rate (FRR) and is defined as:
HTER(τ) = (FAR(τ) + FRR(τ))/2 [%] (3)
5 Experiments & Results
In this work, we are interested in seeing if color is a valuable source of information
for the face authentication task and, more importantly, we also would like to
know if combining color and grayscale intelligently is better than treating such
information independently. Color is here encoded in the HSV colorspace, since
it was previously shown to be suitable for various computer vision tasks. Results
are reported using the three proposed models (referred to as Global-HSV, Local-
HSV and Both-HSV), but also with three baseline algorithms. The first one is
similar to [8] and consists in the first proposed model, but where the color part
has been discarded (see Figure 1) and is referred to as Local-gray. The second and
third one are our own implementations of the traditional Eigenfaces algorithm
[4] (PCA-gray) and of the color-based Eigenfaces (PCA-HSV) proposed in [3].
Results presented throughout this work are obtained using the following set-
tings for feature extraction: windows of size 24x24 pixels were extracted from the
original images based on the results given by the ASM, with shifts of 2, 4 and
6 pixels in each directions. Regarding global color information, faces windows
of size 64x80 pixels were first cropped and then subsampled to 24x24 pixels.
We kept the first 64 DCT coefficients to build the final feature vectors. For
the Eigenfaces-based system, 95% of the variance was kept, and the standard
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correlation was used as the metric. All these hyper-parameters, as well as the
threshold τ , were selected by minimizing the Equal Error Rate (EER: when the
FAR equals the FRR) on a separate validation set.
5.1 Experiments on the XM2VTS Database
The XM2VTS database [9] contains 295 identities, among which 200 are used
as true clients and the remainder are used to simulate impostors. Recordings
were acquired during four sessions under controlled conditions and covering a
time period of five months. Along with the database, two experimental protocols,
specifying which images have to be used for training, validation and testing have
been defined. In Table 1, HTER performance with its 95% confidence interval is
reported for the various systems using both XM2VTS protocols.
HTER [%]
System LP1 LP2
Baselines
Local-gray 2.74 (0.96) 2.43 (0.84)
PCA-gray 5.32 (1.07) 4.28 (1.07)
PCA-HSV 3.09 (0.87) 1.94 (0.49)
Proposed
Global-HSV 2.33 (0.90) 1.25 (0.69)
Local-HSV 1.98 (0.87) 0.98 (0.60)
Both-HSV 1.22 (0.59) 0.59 (0.42)
Table 1. HTER Performance on the test set of XM2VTS.
One can first remark that color is indeed a valuable information. Actually,
results obtained with the color-based Eigenfaces algorithm significantly outper-
forms the classical Eigenfaces, as expected. However, it reaches almost the same
performance as the reference generative model acting on grayscale only. This
suggest that treating color channels as independent sources of information is not
really successful. Note that, on the other hand, the proposed generative models
integrating color in a principled way yields better performance than the simi-
lar model based on grayscale features only (Local-gray), again emphasizing the
usefulness of color information in face processing.
Correlating color and grayscale information (Global-HSV) seems to be better
than treating such information independently (PCA-HSV). This is again evi-
denced by the results obtained with the proposed generative models: they all
perform better than the color-based Eigenfaces system. Regarding the different
proposed generative models, we can see that modelling color at the facial feature
level consistently yields better results than using information derived from the
whole face image. This result is not surprising since the local model is inherently
more accurate than the global one. Note finally that the best performance is
achieved with the model taking both global and local color information into ac-
count (Both-HSV), suggesting that both clues are valuable and complementary
to describe an identity.
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5.2 Experiments on the BANCA Database
To assess the validity of our approach, experiments were also carried out with
the baseline systems and the proposed generative models on the more challeng-
ing BANCA database [10]. This database contains 52 clients (English corpus),
equally divided into two groups g1 and g2 used for validation and test respec-
tively. An additional set with 10 images of 30 other subjects is also provided as
the world model. In this database, image acquisition was performed according to
three different scenarios: Controlled (high-quality camera, uniform background,
controlled lighting), Degraded (webcam, non-uniform background) and Adverse
(high-quality camera, arbitrary conditions). Examples of acquisition conditions
can be seen on Figure 3. There exists several experimental protocols defining
which scenarios and which images have to be used for enrollment and testing.
In this study, the protocols Mc, Ua, Ud, P and G have been considered.
(a) controlled (b) degraded (c) adverse
Fig. 3. Example of the different scenarios in the BANCA database.
In Table 2, HTER performance with its 95% confidence interval for the dif-
ferent protocols is reported on the test set g2. Obtained results show that when
the acquisition conditions are not well-controlled, global skin color is not a re-
liable clue anymore. This is evidenced by the performance obtained with the
Eigenfaces-based system, but also with generative models taking this informa-
tion into account (i.e. Global and Both). Indeed, the baseline generative model
based on grayscale features (Local-gray) performs better when there is a strong
mismatch between training and testing conditions. However, modelling the color
at the local facial feature level achieves good results: when the training and
testing conditions are the same (protocols Mc and G), local color information
improves the performance, and clearly outperforms the Eigenfaces-based sys-
tems. Another interesting result is obtained with protocol Ua: in this case, even
if the training/testing conditions are different, the model integrating color per-
forms better than the baseline system. This can be explained by the fact that
the same acquisition device was used in both scenarios, and thus color seems to
remain consistent across controlled and adverse conditions (see Figure 3).
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HTER [%]
System Mc Ua Ud P G
Baselines
Local-gray 2.24 (0.93) 20.51 (2.64) 19.90 (2.59) 16.52 (1.38) 6.85 (0.95)
PCA-gray 20.38 (2.62) 41.60 (3.17) 37.02 (3.17) 34.51 (1.80) 21.84 (1.56)
PCA-HSV 14.71 (2.30) 34.07 (3.11) 32.34 (3.08) 29.78 (1.72) 18.48 (1.47)
Proposed
Global-HSV 5.19 (1.41) 28.11 (2.94) 32.08 (3.04) 24.22 (1.63) 11.50 (1.22)
Local-HSV 1.89 (0.87) 17.24 (2.43) 20.77 (2.65) 18.80 (1.41) 5.58 (0.86)
Both-HSV 3.21 (1.09) 21.79 (2.72) 22.02 (2.66) 19.94 (1.52) 6.31 (0.93)
Table 2. HTER on the test set g2 of the BANCA database.
6 Conclusion
In this contribution, new generative models based on Bayesian Networks were
proposed to tackle the face authentication task. The purpose of these models
was to integrate color in a principled way into a local-feature based model act-
ing on grayscale observations only. To do so, new models were derived: they
combine color and grayscale information either at the global face level, at the
local facial feature level or at both levels. Face authentication experiments were
conducted on two different benchmark databases. Obtained results showed that
improvement can be gained when color is combined to grayscale as additional
information. Namely, we showed that the proposed models are suitable for the
face authentication task, at least when the acquisition conditions between en-
rollment and testing are quite similar. In particular, the model taking color into
account at both the global and the local level significantly outperforms a simi-
lar baseline system acting on grayscale-based features, as well as a color-based
Eigenfaces algorithm [3]. Correlating different sources of information thus seems
to be more effective than treating them independently. However, when there is
a strong mismatch between training and testing conditions, color information
may become confusing. An obvious possible future direction is hence the inves-
tigation of other colorspaces, and particularly the one taking the illuminant into
account (i.e. CIE-XYZ and its derivatives). Besides, it would also be interesting
to combine more than one colorspace representation, since this approach was
shown to yield good results [6].
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