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Resumen Se describe aqu´ı el sistema
HEPindexer, un indexador automa´tico
para documentos sobre F´ısica de Altas
Energ´ıas. En su primera fase se ha
conseguido la proposicio´n de palabras
clave primarias usando el tesauro del lab-
oratorio alema´n DESY. Los resultados,
utilizando un enfoque estad´ıstico, esper-
anzan la consecucio´n de una herramienta
eficaz de ayuda en el proceso de indexado.
Palabras clave: indexacio´n automa´tica,
modelo de espacio vectorial, modelo
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1 Introduccio´n
Este proyecto consiste en el desarrollo de
un sistema automa´tico de indexado por
asignacio´n. El indexado por asignacio´n
consiste en la seleccio´n de palabras clave
dentro de un le´xico controlado (en nuestro
caso un tesauro) que describan y resuman
los conceptos ma´s importantes tratados en
un texto dado. El sistema propone palabras
clave segu´n el tesauro del laboratorio alema´n
DESY (Deutsche Elektronen-Synchrotron)
a partir de art´ıculos completos en ingle´s
relacionados con F´ısica de Altas Energ´ıas.
El sistema imlementado toma documentos
en los formatos PDF, PostScript y texto
plano (ASCII) y genera una lista de palabras
clave primarias, pues en su primera fase no
se consideran las palabras clave complemen-
tarias (o secundarias).
2 Trabajos anteriores
El indexado automa´tico basado en la frecuen-
cia de palabra se remonta a los an˜os 50 y
los trabajos de Luhn [4] y Baxendale [1].
Posteriormente han aparecido otros muchos
trabajos y algunos sistemas de indexado
por asignacio´n integrados como sistemas de
ayuda. Entre estos sistemas podemos citar
BIOSIS de Vleduts-Stokolov [8], el sistema
MeSH de ayuda al indexado de la Biblioteca
Nacional de Medicina Estadounidense [5] y,
sobre todo, el NASA MAI System [3]. E´ste
u´ltimo es uno de los sistemas que mayor e´xito
han tenido y cuyo uso viene a demostrar
la efectividad de la ayuda automa´tica en el
proceso de indexado.
3 El problema del indexado
El servidor weblib.cern.ch cubre ma´s de
430,000 referencias bibliogra´ficas y 170,000
documentos en formato electro´nico, rela-
cionados con el CERN y con la F´ısica de
Altas Energ´ıas. El uso de palabras clave
para su clasificacio´n y bu´squeda es muy
importante, siendo el laboratorio de DESY
el encargado de etiquetar los documentos
gracias a su equipo de indexadores (ver
ejemplo en figura 1). Pero el creciente
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Figura 1: Ejemplo de palabras clave propues-
tas por DESY para un art´ıculo.
volumen de art´ıculos hace que el esfuerzo
empleado se vea desbordado. Para ello un
sistema de ayuda a la indexacio´n manual es
requerido en este entorno.
4 Descripcio´n del sistema
El modelo utilizado sigue el modelo de espa-
cio vectorial propuesto por Salton [7]. Los
textos se procesan aplicando eliminacio´n de
palabras vac´ıas [2], stemming [6] y limitando
el vector a los te´rminos con mayor peso
segu´n su frecuencia y su frecuencia inversa
de documento (idf ). A partir de la coleccio´n
de entrenamiento, en la cual se dispone del
texto ı´ntegro asociado a las claves DESY,
se calculan, usando me´todos estad´ısticos, las
siguientes relaciones:
Relacio´n entre un te´rmino y un doc-
umento. Corresponde con el vector del
texto ı´ntegro.
Relacio´n entre una palabra clave y
un documento. Se obtiene a partir
de la coleccio´n de entrenamiento. Es,
ba´sicamente, la frecuencia de la clave
primaria en las claves DESY del docu-
mento.
Relacio´n entre una palabra clave y un
te´rmino. Usando los documentos como
nexo de unio´n, se calcula el valor del peso
entre cada clave y cada termino. Este
valor se normaliza haciendo uso de lo que
hemos denominado frecuencia inversa
de palabra clave (IKF) que penaliza
aquellos te´rminos que se relacionan con
muchas palabras clave.
Esta u´ltima relacio´n es la matriz que se
usa para calcular un ranking de claves a
partir de un nuevo documento de texto. El
sistema propone las claves con mayor peso
como posibles claves primarias para el texto
en cuestio´n.
5 Resultados
El sistema se entreno´ a partir de una colec-
cio´n de 2,400 documentos y los primeros tests
se realizaron sobre una coleccio´n de 1,200
documentos. Los resultados muy satisfacto-
rios (actualmente 53,8% en precisio´n y 59,7%
cobertura, ver figura 2).
6 Conclusio´n
Su interfaz web permite el amplio uso de la
herramienta la cual, au´n en su primera fase,
promete convertirse en una valiosa ayuda a la
indexacio´n realizada manualmente. Actual-
mente es sistema se encuentra en produccio´n
en el servidor de documentos del CERN.
Este sistema demuestra que un algoritmo
estad´ıstico sencillo puede ser usado en un
entorno con vocabulario te´cnico, donde la




















Figura 2: Influencia de IKF sobre la pre-
cisio´n y la cobertura
7 Trabajo futuro
Au´n quedan problemas por resolver, como
la generacio´n de claves sobre desintegracio´n
de part´ıculas y otros problemas que so´lo
aparecen en el a´mbito de la F´ısica de Altas
Energ´ıas. Se pretende en futuras fases el uso
de recursos lingu¨´ısticos (como WordNet), as´ı
como el estudio del algoritmo para proponer
claves secundarias. Este sistema ya ha
despertado el intere´s de expertos de la NASA
trabajando con el actual NASA MAI System.
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