Poor electronic screening in lightly doped Mott insulators observed with scanning tunneling microscopy by Battisti I. et al.
PHYSICAL REVIEW B 95, 235141 (2017)
Poor electronic screening in lightly doped Mott insulators observed with scanning
tunneling microscopy
I. Battisti,1 V. Fedoseev,1 K. M. Bastiaans,1 A. de la Torre,2,3 R. S. Perry,4 F. Baumberger,5,6 and M. P. Allan1,*
1Leiden Institute of Physics, Leiden University, Niels Bohrweg 2, 2333 CA Leiden, The Netherlands
2Institute for Quantum Information and Matter, California Institute of Technology, Pasadena, California 91125, USA
3Department of Physics, California Institute of Technology, Pasadena, California 91125, USA
4London Centre for Nanotechnology and UCL Centre for Materials Discovery, University College London,
London WC1E 6BT, United Kingdom
5Department of Quantum Matter Physics, University of Geneva, 24 Quai Ernest-Ansermet, 1211 Geneva 4, Switzerland
6Swiss Light Source, Paul Scherrer Institute, CH-5232 Villigen PSI, Switzerland
(Received 17 March 2017; revised manuscript received 4 May 2017; published 23 June 2017)
The effective Mott gap measured by scanning tunneling microscopy (STM) in the lightly doped Mott insulator
(Sr1−xLax)2IrO4 differs greatly from values reported by photoemission and optical experiments. Here we show
that this is a consequence of the poor electronic screening of the tip-induced electric field in this material. Such
effects are well known from STM experiments on semiconductors and go under the name of tip-induced band
bending (TIBB). We show that this phenomenon also exists in the lightly doped Mott insulator (Sr1−xLax)2IrO4
and that, at doping concentrations of x  4%, it causes the measured energy gap in the sample density of states to
be bigger than the one measured with other techniques. We develop a model able to retrieve the intrinsic energy
gap leading to a value which is in rough agreement with other experiments, bridging the apparent contradiction.
At doping x ≈ 5% we further observe circular features in the conductance layers that point to the emergence
of a significant density of free carriers in this doping range and to the presence of a small concentration of
donor atoms. We illustrate the importance of considering the presence of TIBB when doing STM experiments
on correlated-electron systems and discuss the similarities and differences between STM measurements on
semiconductors and lightly doped Mott insulators.
DOI: 10.1103/PhysRevB.95.235141
I. INTRODUCTION
Mott insulators are a class of materials that should be metal-
lic according to band theory but are insulating due to strong
electron-electron interactions. When the Coulomb repulsion
U is much larger than the kinetic (hopping) energy t , the
electrons localize on the atomic sites, resulting in the opening
of a gap in the density of states between the so-called lower and
upper Hubbard bands. The chemical potential is located inside
the gap and therefore the material is insulating. Quasi-two-
dimensional layered Mott insulators with perovskite crystal
structure, with the cuprates being the most famous example,
are of particular interest in condensed matter physics. In their
parent state, without the insertion of extra carriers (doping),
the localized spins arrange in an antiferromagnetic insulating
ground state. But when lightly doped, these materials show a
wide number of different behaviors. Famous examples are the
coexistence of nanoscale stripes of metallic and insulating
regions, charge ordering, the pseudogap phase, and high-
temperature superconductivity [1–5].
The physics of Mott insulators radically differs from the
physics of semiconductors. In the latter, the gap around the
chemical potential is a bandgap instead of a correlation-
induced gap and the picture of independent and itinerant elec-
trons is valid. However, in contrast to metals, Mott insulators
and semiconductors share a reduced ability to screen electric
fields. As a consequence, externally applied electric fields can
partially penetrate the material. This can have important impli-
cations when performing STM experiments on such materials.
*allan@physics.leidenuniv.nl
Indeed, STM experiments on semiconductors reveal that
the electric field generated by the tip can partially pene-
trate the sample surface, causing an additional potential drop
inside the sample [Fig. 1(a)]. Because the potential landscape
changes in a way similar to how bands bend at semiconductor
interfaces, this effect is known as tip-induced band bending
(TIBB) [6–8]. (Note how this differs from “conventional” STM
experiments on metal surfaces with good electronic screening:
When a metallic sample like copper is placed in the electric
field generated by the STM tip, the field is almost perfectly
screened and there is no relevant field penetration [Fig. 1(b)].)
The phenomenon of TIBB has been widely studied in
the semiconductor community and it can strongly affect the
interpretation of STM data. For instance, the apparent gap
measured with tunneling spectroscopy can significantly differ
from the intrinsic bandgap in the density of states of the
sample, as it has been observed, e.g., on the surfaces of Ge(111)
[9], FeS2(100) [10], and ZnO [11]. Moreover, TIBB can also
cause the ionization of donors/acceptors in the semiconductor
[12–14], and the effect has even been used in tip-induced
quantum dot experiments [15]. Being able to quantitatively
calculate TIBB is necessary for the interpretation of data: Only
if the values of TIBB are known, can the intrinsic bandgap
be retrieved from the data, and the binding energies of the
donors/acceptors can be extracted. Using the known dielectric
constants and carrier concentration, this is often done for
semiconductors with a Poisson’s equation solver developed
by Feenstra [16], yielding apparent bandgaps around 15–20%
larger than the intrinsic ones [9,10].
TIBB is a direct consequence of poor electronic screening
and therefore one might expect TIBB to be present not only
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FIG. 1. Equipotential lines in STM experiments showing differ-
ent screening of electric fields in different materials. (a) When STM
experiments are performed on samples with a gapped density of states
at the Fermi energy, the electric field can penetrate the sample due to
the poor electronic screening. (b) In standard STM experiments on
metals, the electric field generated by the tip is largely screened within
the first atomic layer and there is no significant field penetration.
in semiconductors but also in any other material with poor
electronic screening. In fact, signatures of TIBB are observed
for the lightly hole-doped oxychloride Ca2CuO2Cl2 [3], and
poor electronic screening effects around charged impurities
are observed for Fe dopants in the topological insulator Bi2Se3
[17], for Co adatoms in graphene [18], and possibly for chiral
defects in Sr3Ir2O7 [19]. TIBB has also been discussed for two-
dimensional (2D) transition metal dichalcogenides [20] and for
graphene systems [21]. We expect that TIBB could affect mea-
surements or could even be used for gating of topical materials
with poor electronic screening, including iron-based super-
conductors, transition metal dichalcogenides, van der Waals
heterostructures, or new topological materials. However, other
than in semiconductors and especially with respect to Mott
insulators, the effects of TIBB have not been analyzed much.
In this article we concentrate on the lightly electron-doped
Mott insulator (Sr1−xLax)2IrO4, where we discover clear
indications of electric field penetration inside the sample using
STM. We develop a model of electric field penetration in the
absence of free carriers specifically for lightly doped Mott
insulators where important material parameters are not known.
This allows us to calculate TIBB and to better understand the
physics of the material and to provide new insights for STM
experiments on lightly doped Mott insulators in general.
II. STM EXPERIMENTS ON THE IRIDATE Sr2IrO4
The parent compound Sr2IrO4 belongs to the Ruddlesden-
Popper series of perovskite iridates Srn+1IrnO3n+1 with n = 1.
It is a quasi-two-dimensional effective Mott insulator due
to spin-orbit coupling-enhanced correlations [22]. Optical
conductivity measurements on the parent compound lead
to an extrapolated gap value of ∼400 meV (with the first
peak in the optical spectra positioned at ∼500 meV) [23,24],
which is in good agreement with theoretical calculations [25].
Previous STM experiments investigated both undoped and
doped Sr2IrO4 and Sr3Ir2O7 (bilayer compound obtained for
n = 2). The bilayer Sr3Ir2O7 has a smaller band gap, and
this allowed STM measurements on the parent compound
down to 4 K [19]. When doping Sr3Ir2O7 with electrons via
La substitutions, first a nanoscale phase separation appears
consisting of insulating regions and metallic puddles, and,
subsequently, for higher doping, a homogeneous metallic
state emerges [26]. The monolayer compound Sr2IrO4 with
a nominal gap of ∼400 meV [23–25] is expected to be
an insulator at low temperatures. Consequently, pioneering
measurements are reported only at 77 K [27–29] with mutually
different gap values. Accidental doping was reported in
one study [27]; this is a possible cause of the different
values. When (Sr1−xLax)2IrO4 is doped with electrons via La
substitutions up to x = 5% (maximal doping level reported so
far), measurements of the ab-plane resistivity show metallic
behavior down to ∼50 K followed by an upturn at lower
temperature [30,31]. To what extent this behavior is intrinsic
to (Sr1−xLax)2IrO4 is not understood. We know from previous
STM measurements [32] that the doping concentration is not
homogeneous within one sample, but can change on a length
scale of hundreds of micrometers, which might complicate
the interpretation of transport data. Moreover, for x ≈ 5%,
samples show a nanoscale phase separation between Mott-
insulating regions with a gap of ∼500 meV and pseudogap
regions around clusters of La atoms [30,32].
In this paper we present spectroscopic STM measurements
on (Sr1−xLax)2IrO4. All data is measured below 8 K on
atomically flat, SrO terminated surfaces, obtained by mechan-
ical cleaving of the (Sr1−xLax)2IrO4 samples at T ∼ 20 K
and p = 2 × 10−10 mbar. The STM topographs are taken in
constant current mode, and the dI/dV curves are measured
using standard lock-in techniques with a modulation frequency
f = 857 Hz at constant tunneling conductance. We typically
measure spectroscopic maps: For each pixel of a topograph we
switch off the feedback and sweep the bias voltage Vb while
measuring a spectrum of differential conductance dI/dV .
This yields a three-dimensional data set that consists of a
set of dI/dV spectra measured on a fine 2D grid (rx,ry), i.e.,
two spatial axis and one voltage (energy) axis. Mechanically
ground PtIr tips are used for all measurements, with a tip
radius of 20–30 nm estimated by scanning electron microscopy
(SEM). The spectroscopic and topographic properties of the
tips are tested on a crystalline Au(111) surface prepared in
situ by Ar ion sputtering and annealing before measuring
(Sr1−xLax)2IrO4.
III. A MODEL FOR RETRIEVING THE INTRINSIC
ENERGY SCALES IN THE DENSITY OF STATES
Figure 2(a) depicts a typical topograph for doping concen-
tration x ≈ 2%; the SrO lattice is visible with lattice constant
a0 ≈ 3.9 ˚A, and the white squares arise around the positions of
La dopant atoms in the surface layer [26]. We previously found
that up to a doping threshold of x ≈ 4% the material shows
homogeneous insulating behavior with an observed electronic
gap of ∼1 eV. This is in disagreement with the values reported
in literature from different techniques [23–25,27,31], hinting
towards the presence of TIBB. Figure 2(b) shows examples
of these spectra: Each spectrum is the average of 104 to 105
spectra measured on a spectroscopic map in a field of view of
10 × 10 nm2 at regions with different doping levels in the range
x ≈ 2–4%. Note that in the parent state, Sr2IrO4 is insulating,
yielding STM experiments impossible. Both at 4K and 77K,
the tip crashes during approach. We interpret this as evidence
for the high quality of the sample and the absence of accidental
doping in the parent state.
To show qualitatively how the observed apparent gap in the
density of states (DOS) is affected by the presence of TIBB,
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FIG. 2. (a) Topograph of a typical surface with x = 2% doping.
The setup conditions are Vs = −1.1 V,Is = −200 pA. La dopants
(e.g., in the red square) are identified as dark atoms surrounded by a
square of brighter conductance, as previously reported in Ref. [26].
(b) Raw tunneling dI/dV spectra measured on (Sr1−xLax)2IrO4
samples. Each spectrum is the average of 104–105 spectra measured
in regions with different doping. (At zero doping, the samples are
perfectly insulating prohibiting STM experiments even at 77 K.) (c)
Qualitative explanation of TIBB illustrating why the measured gap
exceeds the intrinsic gap. When a bias voltage Vb is applied between
tip and sample, TIBB induces a voltage difference ϕBB between the
bottom of the sample (grounded) and its surface.
let us consider a scanning tunneling spectroscopy experiment
when TIBB is present [Fig. 2(c)]. When measuring a spectrum,
we first set up the tip at (Vsetup, Isetup) and go out of feedback.
The bias voltage Vb is then swept from positive to negative,
while measuring the differential conductance dI/dV (Vb). For
Vb > 0 the unoccupied states are probed, where electrons
tunnel from the tip to the sample, while forVb < 0 the occupied
states are probed, where electrons tunnel from the sample to
the tip. In the case of a gapped DOS as in a Mott insulator,
the onset in the tunneling current occurs when the tip Fermi
energy crosses the lower boundary of the upper Hubbard band
or the upper boundary of the lower Hubbard band. Both events
occur at higher absolute bias voltages Vb in the presence of
TIBB as the bands bend upwards for Vb > 0 and downwards
for Vb < 0. Thus the apparent gap is wider than the real one
when the tip electric field penetrates the sample.
In the following, we develop a model of electric field pene-
tration in the absence of free carriers that allows us to calculate
TIBB. We then calculate the tunneling current using Bardeen’s
tunneling equation amended to include TIBB. Thus, the model
allows us to predict the measured differential conductance
curves (G = dI/dV ) in the presence of TIBB as a function
of tip geometry, dielectric properties, tip-sample distance and
FIG. 3. (a) Tip-sample geometry (r and h are not to scale) as
used for the electric potential calculation. (b) G ≡ dI/dV spectra
measured at different tip-sample distances h on a sample with 2.2%
doping. The bias setup voltage Vs is fixed to 1.5 V and the current
Is goes from 600 pA (light blue) to 10 pA (red). In the inset the
same plot is shown on a logarithmic scale. (c) The same spectra
as in panel (b), each normalized by its its setup junction resistance
Is/Vs. The gray line shows the standard deviation σ (G) calculated
for each energy, multiplied by a factor two. The inset shows the
same plot with logarithmic scale. (d) Extracted intrinsic DOS gs
as a function of E obtained from Eq. (9), after minimization of
the model parameter W0, yielding an intrinsic gap of 600 meV.
The gray line shows the standard deviation σ (gs) calculated for
each energy, multiplied by a factor two. Since the rescaling of the
curves causes different horizontal axes for each curve, we calculate
σ (gs) over extrapolated values of gs at equally spaced energies. The
inset shows the same plot with logarithmic scale. (e) Calculated
ϕBB(Vb,h = 5 ˚A) function for different bias voltages. The dashed line
represents the voltage corresponding to the work function difference
W0, at which no band bending is present. (f) Calculated apparent gap
width in the sample DOS for different tip-sample distances. Within
distances where typical STM experiments are performed the variation
is relatively small compared to the difference with the real gap value.
difference in work function between the tip and the sample. We
measure a series of spectra at different tip heights and we fix the
parameters concerning the geometric and dielectric properties,
remaining with only one free parameter that we can fit to the
data. This allows us to extract the native density of states of
the sample and to reconcile the results of our measurements
with literature.
We consider a situation as depicted in Fig. 3(a). First, we
need to find the band bending potential ϕBB at the point in the
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sample closest to the tip (point A). As a first approximation,
we model the tip as a conductive charged sphere of radius r
at a distance h from the sample, h  r , and the sample as
a dielectric medium with dielectric constant ε filling a half-
space. We consider a bias voltage Vb applied between the tip
and the bottom of the sample, which is grounded.
Using the image charges method (see Appendix), we obtain
the band bending potential ϕBB at the point A in terms of
the sphere potential eVb. The value of ϕBB obtained this way
depends on the sphere radius r , the tip-sample distance h, and
the dielectric constant ε. In the simplest approximation of a
uniformly charged sphere, an analytic expression for the TIBB
can be obtained:
ϕBB(Vb,r,h,ε) = 11 + ε h
r
(eVb − W0), (1)
where W0 represents the difference in work functions between
the sample and the tip W0 = Wsample − Wtip. In the more
realistic case of charge redistribution on the tip, a more general
expression for TIBB needs to be considered, which we describe
in the Appendix. Here, we absorb the proportionality in a new
constant,
ϕBB(Vb,r,h,ε) = F (r,h,ε)(eVb − W0). (2)
In order to calculate ϕBB for realistic parameters of our
setup, we measure the typical tip radius for our tips as
r = 25 nm using SEM and estimate the static dielectric
constant of Sr2IrO4 as ε = 30 for the parent compound (based
on Ref. [33]). This value is a rough estimate, and we assume
that it can still be applied in the case of the considered very
low doping concentration.
For these parameters we find F = 0.430 for h = 0.3 nm,
F = 0.354 for h = 0.5 nm, and F = 0.309 for h = 0.7 nm,
setting for simplicity W0 = 0 eV. These analytic results agree
within 1% accuracy with finite-element calculations obtained
with the commercial software package COMSOL [34]. We
further use finite-element simulations to compare our spherical
tip approximation to the more realistic geometry of the tip,
modeled as a metallic cone with the aperture of 20◦ ending with
an appropriate spherical segment. We find that with such a tip
geometry, the value of ϕBB increases by 15–20% and conclude
that our approximation of a spherical tip yields reliable results.
Next, we need to calculate G = dI/dV in the presence of
TIBB using Bardeen’s tunneling equation [35], modified to
include TIBB as described by Eq. (2).
The tunneling current in the presence of band bending at
T = 0 K, for a bias voltage Vb and tip-sample distance h, is
given by
I (Vb,h) = 4πe
h¯
|M(h)|2
∫ eVmax
0
du gs(μ + u)
× gt [μ − eVb + ϕBB(Vb,h) + u], (3)
with eVmax = eVb − ϕBB(Vb,h), where ϕBB is taken from
Eq. (2). The sample and tip DOS are, respectively, gs and
gt, and |M(h)|2 represents the tunneling matrix elements. In
the assumption of constant tip DOS gt, the tunneling current
simplifies to
I (Vb,h) = 4πe
h¯
|M(h)|2 gt
∫ eVmax
0
du gs(μ + u). (4)
We can calculate the differential conductance G(Vb,h) =
∂I (Vb,h)/∂Vb simply by taking the derivative of Eq. (4) with
respect to Vb, obtaining
G(Vb,h) = 4πe
2
h¯
[
1 − ∂ϕBB(Vb,h)
∂Vb
]
|M(h)|2
× gt gs[μ + eVb − ϕBB(Vb,h)]. (5)
Figure 3(b) shows a series of G ≡ dI/dV spectra measured
subsequently at the same location with increasing tip-sample
distances on a sample with 2.2% doping. A clear dependence
on the setup conditions is visible. The setup bias voltage is kept
constant at Vs = 1.5 V and the setup current Is ranges from
600 pA to 10 pA, covering almost two orders of magnitude.
The differences between the spectra are due to the dif-
ferent tip-sample distances h, which are mainly included in
the unknown tunneling matrix elements |M(h)|2. Following
Ref. [36], we eliminate |M(h)|2 by normalizing the differential
conductance G(Vb,h) by the setup current divided by the
voltage:
¯G(Vb,h) ≡ G(Vb,h)
Is/Vs
. (6)
In absence of TIBB, ¯G becomes independent of h, and such
normalized spectra should collapse on a single curve.
We apply Eq. (6) to the data in Fig. 3(b), plotting the result
in Fig. 3(c). It is immediately noticed that the curves do not
collapse exactly on each other, the biggest differences arising
for negative energies (see arrow). We quantify this difference
by the standard deviations calculated for each energy [shown
as the gray line in Fig. 3(c)]. We attribute these differences
in the normalized spectra to the presence of TIBB and thus
further modeling is required to extract the intrinsic sample
DOS.
To do so, we calculate an effective bias voltage V eff(h) for
each tip-sample distance h such that
eVs − ϕBB(Vs,h) ≡ eV eff(h) − ϕBB(V eff(h),h0) (7)
for a fixed tip-sample distance h0.
Using Eq. (7), we rewrite Baarden’s tunneling equation as:
∫ eVs−ϕBB(Vs,h)
0
gs(μ + u)du = I (V
eff(h),h0)
4πe
h¯
|M(h0)|2gt
. (8)
By inserting Eq. (8) into Eq. (5) divided by the setup
conditions, we can extract the intrinsic density of states
gs(μ + u) from measured G(h) curves at different heights:
gs(μ + u) = G(h)
Is/Vs
1
1 − ∂ϕBB(Vb,h)
∂Vb
I (V eff(h),h0)
4πe2
h¯
|M(h0)|2gt
, (9)
where u = eVb − ϕBB(Vb,h).
The parameters present in the model are ε, r , the difference
in work functions W0, the minimal tip-sample distance hmin,
and the exponential prefactor κ of the tunneling current
I = I0e−κh. We keep r and ε fixed at the values mentioned
previously. We estimate hmin = 5 ˚A as a typical tunneling
distance for 1 G tunneling resistance for this material. From
measured I (z) curves, we determine κ = 1.1 ˚A−1. Thus the
only free parameter in Eq. (9) is W0.
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We apply our model to the data of Fig. 3(b), extracting the
parameter W0 as the value that minimizes the error function
 = ∫ [σ (gs)]2, where σ (gs) are the standard deviations of the
gs curves for each energy. Minimization gives a work function
difference between the tip and the sample of W0 = 0.55 eV.
We show the result of the application of our model to
the data in Fig. 3(d). It can immediately be noticed that
the spectra are rescaled in energy, leading to a gap value
of 600 meV. This value is in good agreement with literature
[23–25], allowing us to reconcile our measurement to the other
techniques. Moreover, a comparison of Fig. 3(c) and 3(d),
clearly shows that the curves overlap better after the procedure,
as quantified by comparing the standard deviations (gray lines
in both panels).
Further, we show in Fig. 3(e) the calculated value of TIBB
for the point on the sample surface closest to the tip, as
a function of the applied bias voltage. Note that for bias
voltage corresponding to W0, there is no TIBB (flat band
condition). Figure 3(f) shows the dimension of the apparent
gap as a function of the tip-sample distance h. While there is
a remarkable difference between the intrinsic gap value and
the apparent gap, we want to stress that, within the values of
h in which STM experiments are conducted, the variation
of the apparent gap is relatively small. Therefore, even if
measurements do not show sizable dependence on setup
conditions, TIBB might be present, and further analysis might
be required to retrieve the intrinsic energy scales.
In spite of the simplicity of the model, we are able to capture
qualitatively the behavior of the system at low doping levels.
Two important conclusions can be drawn from this analysis.
First, the restored energy scale for gs allows us to reconcile
the onset of the lower Hubbard band in STM and ARPES.
The onset of the lower Hubbard band at ∼−0.1 eV obtained
when our model is applied to the data agrees well with the
photoemission value reported for samples at low-doping levels
in Ref. [31,37], and the full gap of 0.6 eV agrees roughly with
the optical data from Ref. [23,24]. Second, TIBB can strongly
affect the measured DOS. Consequently, when measuring
samples with poor electronic screening, the eventuality of field
penetration must be taken into account, and further analysis
might be required to retrieve the native density of states.
We note that this model is not applicable on samples in
the higher doping level of 5%, where we observe pseudogap
puddles emerging in the density of states. As described in
Sec. IV, we still find evidence of field penetration in samples
with 5% doping; however our model is not able to detect the
effects of TIBB at this doping level. We presume that the model
is not effective because for higher doping levels the number
of free carriers can no longer be neglected, breaking our first
assumption.
IV. BUBBLES IN THE CONDUCTANCE LAYERS
In the samples with higher doping levels (x ≈ 5%), we
observe a different signature of field penetration: Circular
rings of enhanced conductance appear in the layers of constant
energy of the conductance maps. In the following, we will
refer to these features as “bubbles”. Their diameter increases
with energy, as shown in Fig. 4(a)–4(c), causing hyperbolas
of enhanced conductance in a cross section in energy [(E,r)
FIG. 4. Visualization of a tip-induced band bending bubble in
(Sr1−xLax)2IrO4 at x ≈ 5%. [(a)–(c)] Conductance layers of a field
of view of 3 × 3 nm2 at g(−230 meV), g(40 meV), and g(250 meV).
(d) Cross section in energy [(E,r) plot] of the bubble along the red
line in (a). The hyperbolic profile is due to the increasing diameter of
the bubble with increasing energy. The arrows indicate the energies at
which the conductance layers shown in panels (a)–(c) are extracted.
plot], as it can be seen in Fig. 4(d). We shall see that the
bubbles are generated by the presence of a low concentration
of specific impurity atoms which can be used as a probe to
better understand the field penetration in the material. We will
come back to the nature of these impurity atoms later in this
section.
Very similar features have been observed in semiconduc-
tors, where they are identified as markers of ionization/empty
state filling of donors or acceptors induced by the vicinity
of the STM tip. “Bubbles” in semiconductors have been
thoroughly studied because they can help in extracting material
parameters such as the donors’ binding energy. This was done,
for instance, for Si donors in GaAs [12,13], for which it was
further demonstrated that donors closer to the surface have
an enhanced binding energy with respect to the bulk [38].
Effects of charge manipulation by the STM tip and enhanced
binding energy closer to the surface were also reported for Mn
acceptors in InAs and GaAs [39,40] and for donors in ZnO
[41,42]. Moreover, bubbles due to TIBB effects have also been
reported when using a scanning capacitance probe to image
transport in two-dimensional electron gas in AlGaAs/GaAs
heterostructures [43].
We note that signatures of finite field penetration resembling
the bubbles observed in our samples are also found in other
correlated-electron systems, such as the lightly hole-doped
oxychloride Ca2CuO2Cl2 [3] and possibly the correlated
iridates Sr3Ir2O7 and Sr3(Ir1−xRux)2O7 [19,44]. However,
these bubbles have never been discussed in detail for a
correlated-electron system.
We expect that the mechanisms that lead to the formation of
the bubbles in our samples are the same as in semiconductors,
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and we refer to Refs. [12,13] for a detailed description of the
processes.
Here we emphasize that the impurity atoms in our samples
are identified as electron donors, that each of these donors
generates one hyperbola as in Fig. 4(d), and that the two parts
of the hyperbola lying above and below the chemical potential
come from two different tunneling processes. For Vb > 0, the
enhanced conductance is due to the ionization of the donor,
which locally changes the potential landscape in the sample.
In this process, the electrons tunnel from the tip to the bulk of
the sample, therefore the bubble becomes visible only after the
onset of the upper Hubbard band. For Vb < 0, the enhanced
conductance is instead caused by the opening of an additional
tunneling channel. In this process, electrons tunnel from the
sample bulk to the tip via the donor state. The bubble’s diameter
in this part of the hyperbola reflects the extension of the donor
wave function in real space. Both processes are triggered at
a specific value of ϕBB, causing the hyperbola to follow a
constant ϕBB contour. We emphasize that the two parts of the
hyperbola will lie on the same constant ϕBB contour only when
the sample chemical potential roughly coincides with the onset
of the upper Hubbard band, otherwise they might be shifted in
energy.
In a typical spectroscopic map, we can usually identify
several bubbles which start to emerge at different energies.
Figure 5(a) shows the topograph of a field of view of 17 ×
17 nm2 with doping level of 5.5%, where we count 180 dopant
atoms on the surface. In the same field of view, the conductance
layers show the appearance of only ∼15 bubbles [Fig. 5(b)]. In
general, the number of bubbles that we observe corresponds to
10% of the total number of La dopants present on the surface.
We can therefore exclude that La dopants in their normal state
cause the appearance of the bubbles. Our best hypothesis on
the nature of the bubbles is that they originate either from some
special chemical state of the La atoms (for instance, an oxygen
vacancy next to the La atom) or from Pt atoms that substitute
for the Ir atoms. The latter could originate from the Pt crucible
where the samples were grown.
It is important to note that the bubbles are not influenced by
and do not influence the phase-separated density of state of the
sample. In Fig. 5(c) we show a conductance layer with a black
contour indicating the border between the phase-separated
pseudogap and Mott states [32]. As it can be noticed, the
bubbles originate from both Mott regions (where there are
no dopant atoms) and pseudogap regions (forming around
agglomerates of dopant atoms), and when they cross the
sharp border between two regions their shape is not affected.
Moreover, the phase-separated landscape and the emerging
order that we describe in Ref. [32] are not influenced by the
presence of the bubbles.
Unfortunately, the model that we developed for the low
doping level samples is unable to grasp the physics of
the samples with doping x ≈ 5%, due to the presence of
free carriers in the latter case. We can still make some
important qualitative observations by plotting in Fig. 5(c) all
the hyperbolas extracted from the bubbles in Fig. 5(b):
(i) The bubbles start to appear at different threshold
potentials. The threshold potential is an indication of the donor
depth below the surface [38], with donors that lie deeper below
the surface having a lower threshold potential. We therefore
FIG. 5. (a) Topograph of a sample with ∼5% doping in a field of
view of 17 × 17 nm2. The setup conditions are (Vs = 460 meV,Is =
300 pA). We count 180 La dopants, easily identified on the surface
as bright squares. (b) Conductance layer at g(540 meV) in the
same field of view. We observe ∼15 circular bubbles of different
sizes. The black line indicates the border of the phase separation
between the pseudogap puddles (around clusters of dopant atoms)
and the Mott areas [32]. (c) Hyperbolas extracted from all the bubbles
appearing in the data set shown in (a) and (b). The gray lines are fits to
the hyperbolas, added as guide to the eye. Most of the hyperbolas are
only above or only below the sample chemical potential, but for a few
of them both the positive and the negative energy parts are visible. The
two green straight lines emphasize the increasing maximal bubbles’
diameter with increasing donor depth below the surface. The vertical
black lines indicate the grouping of hyperbolas starting at similar
threshold potentials.
conclude that we observe bubbles originating form donors
located at different depths.
(ii) For the lower part of the hyperbola, the maximum
bubble’s diameter gets smaller for donors closer to the surface.
Since the maximum diameter reflects the real space extension
of the donor wave function, this gives evidence for enhanced
binding energy for donors closer to the surface [38].
(iii) Most of the bubbles can be grouped as starting at
roughly the same threshold potential (within an error of
50 meV), therefore probably originating from donors at the
same depth below the surface, i.e., belonging to the same
crystal layer. In Fig. 5(c) this is indicated by the short vertical
black lines.
Before concluding, we would like to emphasize a last
important point that might tell us something more about the
material. The typical lateral extension of the bubbles in our
samples ranges from 1 to 2 nm. This is significantly lower than
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in semiconductors where, for example, the typical extension
of bubbles due to Si donors in GaAs is 10 nm. Among the
factors that can influence the extension of the bubbles are the
tip radius, the concentration of free carriers and the material’s
electrical permittivity. We can exclude that the tip radius is
the cause for the small extension of the bubbles, as one would
need to have an unrealistically small tip radius to reproduce the
bubbles. It is known from transport studies that the resistivity in
(Sr1−xLax)2IrO4 is lower in the ab-crystal plane than along the
c axis [33], although with diminishing strength on doping [45].
Moreover, the electrical permittivity of Sr2IrO4 is anisotropic
[33], and we believe that this could also be a factor influencing
the shape of the hyperbolas. We can only speculate that the
small extension of the bubbles is related to these effects; in
any case, it is evidence for the strongly anisotropic electronic
structure of the material.
V. SUMMARY
Performing STM measurements on materials with poor
electronic screening can lead to TIBB and an apparent energy
gap in the sample DOS that is larger than the intrinsic
value. TIBB and its consequences for STM measurements
are well known for semiconductors and its hallmarks have
been observed (but not yet discussed) for correlated electrons
systems [3,44].
Here we report detailed measurements of TIBB in the iridate
(Sr1−xLax)2IrO4. We show that TIBB has to be taken into
account when measuring samples near the insulating state:
Even if energy scales seem to vary only little with setup
conditions, there might still be large differences with the
intrinsic energy scales.
We present a simple model that, under the assumption of
the absence of free carriers, allows us to calculate TIBB and
to reconstruct the intrinsic energy scales from the measured
dI/dV spectra, reconciling STM measurements with ARPES
and optics [23,31]. We furthermore show the limits of this
model at higher doping levels, where we observe a different
consequence of TIBB appearing as bubbles in the conductance
layers. These bubbles indicate the emergence of qualitatively
different electric field screening between the ab-plane and the
c axis.
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APPENDIX: IMAGE CHARGES METHOD FOR
A CHARGED SPHERE IN FRONT OF
A DIELECTRIC SAMPLE
In order to calculate the electric potential ϕBB, we make use
of the image charges method to solve the configuration of a
charged-metallic sphere of radius r kept at distance h in front
of a dielectric sample with dielectric constant ε [Fig. 3(a)]. The
method of image charges consists in finding an equivalent set
of point charges that satisfies the same boundary conditions of
the original geometry at the dielectric surface and the sphere
surface [46].
For our configuration, the solution is given by an infinite
series of image charges with diminishing absolute value.
This set of image charges is built in the following recurrent
sequence: A charge q is added to an uncharged sphere, which
is the equivalent of a point charge in the center of the sphere
(q; r + h). This point charge induces a image charge in the
dielectric medium (−kq; −(r + h)), where k = ε−1
ε+1 , which in
turn induces a dipole image on the sphere ( −kqr2(r+h) ; r + h) and
( +kqr2(r+h) ,r + h − r
2
2(r+h) ), and so on.
The electric potential in the whole space is then given by
ϕ(r) = κ
4πε0
∑ qi
|r − r i | , (A1)
where for z  0, κ = 1 and (qi,r i) are the initial charge and
all the image charges induced on the sphere and in the sample;
for z < 0, κ = 21+ε and (qi,r i) are the initial charge and all the
image charges induced on the sphere [46].
To calculate ϕBB, we compute the electrical potential on the
tip surface and at the point of the sample surface closest to the
tip. We extract the parameter F (ε,r,h) (Sec, III) as the ratio of
these two potentials.
Note that the simplified situation of a uniformly charged
sphere that can be replaced with a single point charge at the
center of the sphere underestimates ϕBB by a factor of two for
our setup (r ∼ 25 nm,h ∼ 0.5 nm,ε ∼ 30). Consequently, it is
important to take the full charge redistribution into account.
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