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ORTHOGONAL COMPLEX STRUCTURES ON DOMAINS IN R4
SIMON SALAMON AND JEFF VIACLOVSKY
To Nigel Hitchin on the occasion of his 60th birthday
Abstract. An orthogonal complex structure on a domain in R4 is a complex
structure which is integrable and is compatible with the Euclidean metric. This
gives rise to a first order system of partial differential equations which is conformally
invariant. We prove two Liouville-type uniqueness theorems for solutions of this
system, and use these to give an alternative proof of the classification of compact
locally conformally flat Hermitian surfaces first proved by Pontecorvo. We also give
a classification of non-degenerate quadrics in CP3 under the action of the conformal
group SO◦(1, 5). Using this classification, we show that generic quadrics give rise
to orthogonal complex structures defined on the complement of unknotted solid tori
which are smoothly embedded in R4.
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1. Introduction
Let (M4, g) denote a 4-dimensional oriented Riemannian manifold.
Definition 1.1. An almost complex structure is an endomorphism J : TM → TM
satisfying J2 = −I. The almost complex structure J is said to be orthogonal if it is
an orthogonal transformation, that is,
g(Jv, Jw) = g(v, w)
for every v, w ∈ TpM, and preserves orientation. An orthogonal almost complex
structure is said to be an orthogonal complex structure or an OCS if J is integrable.
Date: April 8, 2008.
Partially supported by MIUR (Metriche Riemanniane e Varieta` Differenziabili, PRIN05).
Research partially supported by NSF Grant DMS-0503506.
1
2 SIMON SALAMON AND JEFF VIACLOVSKY
Remark 1.2. There are several equivalent conditions for integrability:
(a) There exist holomorphic coordinates compatible with J .
(b) The Nijenhuis tensor N ijk of J vanishes.
(c) The space of (1, 0) vector fields relative to J is closed under Lie bracket.
We shall assume the reader is familiar with these conditions, see [Che79].
We are interested in (R4, gE), where gE is the Euclidean metric. In this case, an
OCS is simply a map
J : R4 → {M ∈ SO(4) : M2 = −I}(1.1)
which satisfies any of the equivalent conditions (a), (b), or (c).
The first part of the paper deals with a uniqueness question; the following theorem
can be viewed as a “Liouville Theorem”. Let Hk(Λ) denote the k-Hausdorff measure
of a subset Λ ⊂ R4. The class of k-times continuously differentiable functions is
denoted by Ck.
Theorem 1.3. Let J be an orthogonal complex structure of class C1 on R4\Λ, where
Λ is a closed set with H1(Λ) = 0. Then either J is constant or J can be maximally
extended to the complement R4 \ {p} of a point. In both cases, J is the image of the
standard orthogonal complex structure J0 on R
4 under a conformal transformation.
Remark 1.4. The proof of Theorem 1.3 is fairly elementary, and is a generalization of
[Woo92, Proposition 6.6], which considered the case in which Λ is a single point.
Remark 1.5. This theorem is somewhat reminiscent of the well-known Liouville The-
orem in conformal geometry on Rn due to Caffarelli-Gidas-Spruck [CGS89], which
generalized earlier work of Obata on Sn [Oba72]. In the former, it was proved that
a positive constant scalar curvature metric on Rn conformal to the Euclidean metric
must be the image of the standard metric on Sn under a conformal transformation.
Theorem 1.3 says that if the Hausdorff dimension of the singular set is less than
one, then it must correspond to a constant OCS. This is sharp, in the sense that
there exists OCSes with singular set having dimension one. Our second uniqueness
theorem is as follows:
Theorem 1.6. Let J be an orthogonal complex structure of class C1 on Ω = R4 \Λ,
where Λ is a round circle or a straight line, and assume that J is not conformally
equivalent to a constant orthogonal complex structure. Then J is unique up to sign,
and Ω is a maximal domain of definition for J .
Remark 1.7. All such J are conformally equivalent (up to sign) by a conformal trans-
formation identifying the singular circles, and are induced from a “real” quadric in
CP
3. This correspondence will be made explicit in Section 3. These examples arise in
Pontecorvo’s classification of locally conformally flat Hermitian surfaces, and corre-
spond geometrically to locally conformally flat Hermitian metrics on CP1×Sg, where
Sg is a Riemann surface of genus g > 2 [Pon92b]. In Section 3, using Theorems 1.3
and 1.6, we will give a new proof of Pontecorvo’s classification.
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Remark 1.8. We remark that theorems of Bernard Shiffman [Shi68] and Errett Bishop
[Bis64] are crucial for the proofs of Theorems 1.3 and 1.6, respectively. These theorems
give conditions for when the closure of an analytic set is an analytic set, and are
generalizations of the classical theorem of Thullen-Remmert-Stein, see Section 3.1.
Let grnd denote a “round” metric on the sphere with positive constant curvature.
Since (S4 \ {p}, grnd) is conformally equivalent to (R4, gE), all of our theorems can
of course be phrased on S4. The twistor space of (S4, grnd) is CP
3 – this is the total
space of a bundle parametrizing orthogonal almost complex strctures on S4 – and we
let pi : CP3 → S4 denote the twistor projection with fiber SO(4)/U(2) = CP1. We
will see in Section 2.6 that complex hypersurfaces in CP3 yield OCSes on subdomains
of S4, wherever such a hypersurface is a single-valued graph. Conversely, any OCS
J on a domain Ω yields a holomorphic hypersurface – the graph of J in the twistor
space. Therefore the problem of finding OCSes on subdomains is directly related to
the geometry of hypersurfaces of CP3 under the twistor projection. It is well known
that, for purely topological reasons, S4 does not admit any global almost complex
structure [Ste51, page 217]; this is of course why we must restrict our attention to
proper subdomains of S4.
In Section 5, we give a classification of quadric hypersurfaces under the action of
the conformal group, and give a canonical form for any quadric. For reasons that will
be clear later, we let (ξ0, ξ12,W1,W2) denote coordinates in C
4. The group SO◦(1, 5)
of conformal transformations of S4 acts on CP3, and is a subgroup of the holomorphic
automorphism group PGL(4,C) of CP3, see Section 2.7.
Theorem 1.9. Any non-singular quadric hypersurface in CP3 is equivalent under the
action of SO◦(1, 5) to the zero set of
eλ+iνξ0
2 + e−λ+iνξ12
2 + eµ−iνW1
2 + e−µ−iνW2
2,
where λ, µ, ν ∈ R, or to the zero set of
i(ξ20 + ξ
2
12)− kξ0W1 + kξ12W2 − ξ0W2 + ξ12W1,(1.2)
where k ∈ [0, 1).
Remark 1.10. For the complete classification, there are some additional relations
required on (λ, µ, ν) in the diagonalizable case, see Lemma 5.8 below, but k is a
complete invariant in the second case. To classify the entire moduli space of quadrics,
one needs also to consider singular quadrics; this will appear in a forthcoming paper.
Using this we can completely describe the geometry of non-degenerate quadrics
under the twistor projection pi. The discriminant locus of a quadric Q is the subset
of points p ∈ S4 for which pi−1(p)∩Q has cardinality different from 2, see Section 3.4.
Theorem 1.11. Let Q be a non-singular quadric hypersurface in CP3. There are
three possibilities:
(0) Q is a real quadric with discriminant locus a circle in S4, and Q contains all
of the twistor lines over the circle.
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(1) Q does not contain any twistor lines. In this case, the discriminant locus is a
torus T 2 ⊂ S4 with an smooth unknotted embedding.
(2) Q contains exactly one or exactly two twistor lines. The discriminant locus is
a singular torus pinched at one or two points, respectively.
Remark 1.12. In Case (1), “unknotted” means that the discriminant locus is isotopic
to a standard torus T 2 ⊂ R3 ⊂ R4 ⊂ S4. This is equivalent to saying that T 2 bounds
an embedded solid torus S1 ×D2 ⊂ S4.
As discussed above, the quadrics in Case (0) are all conformally equivalent, and
yield well-defined OCSes on the complement of a circle or line in R4. In Case (1) we
have
Theorem 1.13. Any quadric containing no twistor lines yields two distinct well-
defined orthogonal complex structures J1 and J2 on S
4 \ C, where C = S1 ×D2 is a
solid torus.
We mention that the pair of OCSes on an open set of S4 induced by a quadric
determines a bi-hermitian structure in the sense of [Pon97]. See [GHR84, Kob99,
AGG99, Hit] for interesting generalizations of this concept to situations in which
there is no integrable twistor space. There is also a close relation of the work in this
paper to the notion of harmonic morphism; related work and examples may be found
in [Bai92], [BW03b], [BW03a], [GW93], [Woo92].
The methods of this paper involve twistor theory, complex analytic geometry, and
representation theory. Our study of quadrics began with the realization of a few
specific examples, but a considerable amount of effort was required to formulate the
appropriate canonical forms (Theorem 1.9) and then to establish the behavior arising
from generic orbits of the conformal group. The proofs of Theorems 1.11 and 1.13 are
completed in Sections 6 and 7, by combining the above techniques with some special
direct calculations and topological arguments involving branched coverings.
In a forthcoming paper we will give some related results for the higher-dimensional
case of R2n.
1.1. Acknowledgements. The authors would like to thank Vestislav Apostolov,
Paul Gauduchon, Nigel Hitchin, Claude LeBrun and Max Pontecorvo for insightful
discussions on complex structures. We also thank Denis Auroux and John Morgan
for very helpful conversations regarding the topology of branched coverings. The
authors worked together at both the Centro De Giorgi in Pisa and the Institute for
Mathematical Sciences in London.
2. Twistor geometry
In this section, we discuss some elementary 4-dimensional twistor geometry. This
material is known (see [AHS78, Ati79, Pon92b], [Woo92, Section 6]); we must include
it here for notation and to set our conventions, but we omit proofs of the key results.
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2.1. Tangent vectors and differentials. We consider R4 and take coordinates
x1, y1, x2, y2. Letting zj = xj + iyj and zj = xj − iyj, define complex one-forms
dzj = dxj + idyj, dzj = dxj − idzj ,
and tangent vectors
∂/∂zj = (1/2) (∂/∂xj − i∂/∂yj) , ∂/∂zj = (1/2) (∂/∂xj + i∂/∂yj) .
The standard complex structure J0 : TR
4 → TR4 on R4 is given by
J0(∂/∂xj) = ∂/∂yj , J0(∂/∂yj) = −∂/∂xj .
Complexify the tangent space, and let T (1,0)(J0) = span{∂/∂z1, ∂/∂z2} be the i-
eigenspace and T (0,1)(J0) = span{∂/∂z1, ∂/∂z2} the −i-eigenspace of J0. The map J0
also induces an endomorphism of 1-forms by
J0(ω)(v1) = ω(J
⊤
0 v1) = −ω(J0v1),
which satisfies
J0(dxj) = dyj, J0(dyj) = −dxj .
Then Λ1,0(J0) = span{dz1, dz2} is the −i-eigenspace and Λ0,1(J0) = span{dz1, dz2} is
the +i-eigenspace of J0.
2.2. Quaternionic vectors and matrices. A quaternion q = z1+jz2 is determined
by a pair of complex numbers (z1, z2) ∈ C2. In the early sections of this paper, we
shall identify C4 = C2 ⊕ C2 = H⊕H by setting
(c1, c2, c3, c4) = (c1 + jc2, c3 + jc4).
Moreover, we shall view H ⊕ H = H2 as a right H-module, and use jr : H2 → H2 to
denote right multiplication by j:
jr(c1, c2, c3, c4) = (−c2, c1,−c4, c3).
The composition jr of jr followed by complex conjugation is represented by the matrix
(2.1) Jr =
(
K 0
0 K
)
,
where
(2.2) K =
(
0 −1
1 0
)
.
(This 2 × 2 matrix is sometimes denoted by J since it represents a standard almost
complex structure on R2, though that notation would be confusing in our context.)
Thus, right multiplication by the quaternion j on a column vector is the mapping
v 7→ Jrv. For example, the first column of (2.1) is the transpose of jr(1, 0, 0, 0).
We may now define GL(2,H) as the subgroup of GL(4,C) consisting of those 4×4
matrices G for which
GJr = JrG,(2.3)
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and detG 6= 0. In these terms, GL(2,H) consists of matrices of the form
G =
(
A B
C D
)
,(2.4)
where each 2× 2 submatrix has the form(
c1 c2
−c2 c1
)
.
It turns out that detG is real and positive, and SL(2,H) is defined to be the 15-
dimensional subgroup of GL(2,H) defined by the condition detG = 1. It is in fact
isomorphic to the connected group Spin◦(1, 5).
2.3. Twistor space of S4. The twistor projection pi : CP3 → HP1 is given by
pi([z1, z2, z3, z4]) = [z1 + jz2, z3 + jz4],(2.5)
where we use right multplication to define quaternionic projective space, building on
the notation of Section 2.2. Since HP1 is naturally isometric to S4 with the round
metric, we can regard the twistor projection as a mapping pi : CP3 → S4.
For reasons that shall soon become apparent, we shall now denote a point in CP3
as [ξ0, ξ12,W1,W2], and consider a fixed quaternion q = z1 + jz2. With this new
notation, the fiber CP1 = pi−1([1, q]) is given by
W1 + jW2 = q(ξ0 + jξ12) = ξ0z1 − ξ12z2 + j(ξ0z2 + ξ12z1).(2.6)
This clearly exhibits the fiber as a holomorphic curve in CP3.
In (2.6), ξ0 and ξ12 cannot both vanish, and the fiber is parametrized by [ξ0, ξ12] ∈
CP
1. The fiber over infinity is given by points of the form [0, 0,W1,W2], with
[W1,W2] ∈ CP1.
2.4. The twistor fiber. There are two standard models of the twistor fiber, namely
Z+2 = {maximal oriented isotropic complex planes in C4},
J +2 = {J ∈ SO(4) : J2 = −I}.
To define an isomorphism between these models, let ξ0, ξ12 ∈ C, and define 1-forms
η1 = ξ0dz1 − ξ12dz2, η2 = ξ0dz2 + ξ12dz1.
If ξ0 6= 0 then the span of the ηi defines a maximal isotropic subspace in R4⊗C = C4,
where we think of C4 as the space of complex 1-forms Λ1
C
= Λ(1,0) ⊕ Λ(0,1).
Define ψ : CP1 → Z+2 by ψ([ξ0, ξ12]) = spanC{η1, η2}.
Proposition 2.1. The map ψ is a biholomorphism, where Z+2 has the complex struc-
ture as a Hermitian symmetric space.
We will henceforth use this isomorphism to identify Z+2 with CP
1. Next, let J ∈
J +2 , then J determines a space of complex (1, 0) forms, Λ1,0(J). In general, an
endomorphism J is an orthogonal map (with respect to the Euclidean metric) if and
only if Λ1,0(J) is an isotropic subspace with respect to the complexified Euclidean
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inner product. This gives an isomorphism from J +2 to Z+2 . For the inverse map,
simply write a maximal isotropic subspace as a graph over C2 = R4, this graph is
the corresponding J . Note there is a natural SO(4) action on J +2 by conjugation,
and for which the stabilizer of any point is U(2), so J +2 is naturally isomorphic to
SO(4)/U(2).
Proposition 2.2. Under this isomorphism, the matrix J ∈ J +2 , corresponding to the
point ψ([1, ξ=f+ig]) ∈ Z+2 is given by
J =
−1
1 + |ξ|2


0 1− |ξ|2 2g 2f
−1 + |ξ|2 0 2f −2g
−2g −2f 0 1− |ξ|2
−2f 2g −1 + |ξ|2 0

 .
Remark 2.3. Note that with our conventions, the standard complex structure J0 on
R4 corresponds to [1, 0] ∈ CP1, or rather the matrix Jr of (2.1).
2.5. Holomorphic coordinates. Next, let Z+(R4) denote the twistor bundle of R4.
As a smooth manifold, this is a product Z+(R4) = Z+2 × R4, but it carries a special
complex structure defined as follows: on the horizontal space (tangent to R4), the
complex structure is defined tautologically, while the vertical space (tangent to CP1)
carries a canonical complex structure.
We next find holomorphic coordinates on Z+(R4). Motivated from (2.6), consider
the functions
W1 = ξ0z1 − ξ12z2, W2 = ξ0z2 + ξ12z1.(2.7)
Define the map Ψ : Z+2 × R4 → CP3 \ CP1 by
Ψ
(
[ξ0, ξ12], (z1, z2)
)
= [ξ0, ξ12,W1,W2].(2.8)
Theorem 2.4. The map Ψ is a biholomorphism from Z+2 × R4 to CP3 \ CP1, where
Z+2 × R4 has the complex structure J1 as the twistor space of R4.
The missing fiber CP1
∞
is given by points with the first two coordinates equal to
zero. By adding this missing twistor fiber over the point at infinity, and since S4\{p}
is conformally equivalent to R4, we obtain
Corollary 2.5. The map Ψ can be extended to a biholomorphism
Ψˆ : Z+(S4)→ CP3.(2.9)
Remark 2.6. It is not hard to verify that under this identification, the twistor projec-
tion indeed corresponds to the quaternionic projection discussed in the beginning of
this section.
2.6. Complex hypersurfaces and orthogonal complex structures. We next
explain the correspondence between OCSes and holomorphic submanifolds of CP3.
Background results on this aspect of twistor theory can be found in [ES85, Bes87,
dBN98].
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Theorem 2.7. Let Ω ⊂ R4 be a domain. If J is an OCS defined on Ω, then the
graph J(Ω) ⊂ R4 × CP1 is a holomorphic submanifold.
Conversely, let H ⊂ pi−1(Ω) be a holomorphic submanifold such that H intersects
each fiber CP1 in exactly one point. Then H is the graph of an OCS.
Proof. This fact is well known, but we provide a short proof in our setting for com-
pleteness. In each case, we can write the graph or hypersurface in CP1 × C2 as
{φ(z1, z2), (z1, z2)},
where φ : Ω → CP1. Let us assume φ(z) 6= [0, 1] for z in some open subset Ω1 ⊂ Ω.
Then taking an affine coordinate on CP1, we let
φ(z1, z2) = [1, a(z1, z2)],
where a : Ω1 → C. Consider the subset C × Ω1 of the total space. On this subset,
the twistor complex structure has Λ(1,0) spanned by the forms
{da, ω1 = dz1 − adz2, ω2 = dz2 + adz1}.
Clearly, J(Ω1) is a holomorphic submanifold if and only if the map J is holomorphic,
with the complex structure on Ω1 induced by J itself. This is satisfied if and only if
da = a1dz1 + a2dz2 + a1dz1 + a2dz2 = c1(dz1 − adz2) + c2(dz2 + adz1).
This clearly implies the equations
aa1 + a2 = 0, aa2 − a1 = 0.(2.10)
We next write the equations for J to be integrable. On the set Ω1, define
v1 = a ∂/∂z1 + ∂/∂z2, v2 = a ∂/∂z2 − ∂/∂z1.
Note that v1 and v2 span T
(0,1)(J). For J to be integrable, it suffices to show that
dω1 and dω2 have no (0, 2) component relative to J , that is,
dω1(v1, v2) = 0, dω
2(v1, v2) = 0.
A simple calculation results in equations identical to (2.10). The proof is finished by
performing an analogous argument on the set Ω2 = {z ∈ Ω : φ(z) 6= [1, 0]}. 
A corollary of the above proof is
Corollary 2.8. J is integrable if and only if
φ : Ω→ CP1
is almost-holomorphic with respect to J itself.
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2.7. Action of the conformal group. We denote by SO◦(1, 5) the identity com-
ponent of the group O(1, 5), which is the group of orientation preserving conformal
automorphisms of S4, [Kob95]. There is an induced action of the group SO◦(1, 5)
on Z+(S4) that we first define abstractly. Let φ : S4 → S4 be a conformal auto-
morphism. If we identify the fiber over a point p with the set of orthogonal maps
J : TpS
4 → TpS4 with J2 = −I, then the required action is
Jp 7→ Jφ(p) = (φ∗)pJp (φ∗)−1p .(2.11)
The right hand side is a valid orthogonal map, since φ satisfies φ∗ ∈ CO(4).
We shall now interpret (2.11) in terms of the group SL(2,H) of restricted quater-
nionic transformations defined in Section 2.2. A 2× 2 quaternionic matrix
M =
(
a˜ b˜
c˜ d˜
)
,
acts on H⊕H as follows(
q1
q2
)
7→ M
(
q1
q2
)
=
(
a˜q1 + b˜q2
c˜q1 + d˜q2
)
.(2.12)
If we identify H ⊕ H = C4 and take M ∈ SL(2,H), then there is an induced action
on both CP3 and S4 = HP1. The latter is given by
[q1, q2] 7→ [a˜q1 + b˜q2, c˜q1 + d˜q2], [q1, q2] ∈ HP1.(2.13)
Using stereographic projection, the corresponding conformal map in R4 = H is given
by
q 7→ (c˜+ d˜q)(a˜+ b˜q)−1,
since, by convention, we have used right quaternionic multiplication to define HP1.
Proposition 2.9. Under the identification Ψˆ : Z+(S4) → CP3 from (2.9), the two
actions of SO◦(1, 5) and SL(2,H) coincide.
This result is well-known and can be found in [Ati79, Pon92b].
Remark 2.10. For later use, we record the following. The inversion q → q−1 lifts to
the automorphism of CP3 defined by
[ξ0, ξ12,W1,W2]→ [W1,W2, ξ0, ξ12].(2.14)
3. Degree one solutions and real quadrics
In this section, we will consider degree one solutions, and prove Theorem 1.3. We
will also introduce the notion of a real quadric from the algebraic point of view,
examine its geometry under the twistor projection, and prove Theorem 1.6.
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3.1. Removal of Singularities. We quote two crucial theorems which will be used
later in this section. The first is due to Bernard Shiffman. We refer the reader to
[EG92, Chapter 2] for background on Hausdorff measures.
Theorem 3.1. ([Shi68]). Let U be open in Cn, and let E be closed in U . Let A be a
pure complex k-dimensional analytic set in U \ E, and let A′ be the closure of A in
U . If E has Hausdorff (2k−1)-measure zero then A′ is a pure k-dimensional analytic
set in U .
The second theorem we will use is the following theorem of Errett Bishop.
Theorem 3.2. ([Bis64, Lemma 9]) Let U be an open subset of Cn, and B a proper
analytic subset of U . Let A be an analytic subset of U \B of pure complex dimension k
such that A∩B has 2k-dimensional Hausdorff measure zero. Then A∩U is analytic.
The difference from Shiffman’s Theorem is that the set B is required to be an
analytic subset. The idea of the proof is the same, by expressing A as a finite branched
holomorphic covering, and then using a removable singularity theorem (the proof of
Shiffman is in fact based on Bishop’s proof).
Both of these theorems are generalizations of the classical theorem of Thullen-
Remmert-Stein which requires the stronger assumption that the set B be contained
in a subvariety of strictly lower dimension [Thu35, RS53].
3.2. Degree one solutions. A degree one hypersurface in CP3 is given by a single
linear equation
c1ξ0 + c2ξ12 + c3W1 + c4W2 = 0,
where ξ0, ξ12,W1,W2 are our chosen coordinates and c1, c2, c3, c4 are constants.
Proposition 3.3. A hyperplane in CP3 hits every fiber over S4 in exactly one point,
except over one point in S4, over which it contains a twistor line.
Proof. Since the twistor lines are linear, a hyperplane P will intersect a twistor line
in exactly one point or will contain the line. Since S4 is not homeomorphic to CP2,
P must contain at least one twistor line. Furthermore, it must contain exactly one
twistor line because any two projective lines in P must intersect. 
We next prove Theorem 1.3 from the Introduction:
Proof (of Theorem 1.3). Consider the graph of J in CP3. It is a C1 complex hyper-
surface of CP3 \ (Λ × CP1). Such a hypersurface is analytic by a standard regu-
larity theorem in several complex variables [Gun90]. From our assumption, we have
H3(Λ×CP1) = 0. We can then use the above theorem of Shiffman [Shi68], to conclude
that the closure of the graph of J , J(Ω) is an analytic subvariety of CP3. Note that
most fiber CP1s transversely intersect J(Ω) in one point, this implies J(Ω) is a degree
one subvariety, which must therefore be linear [GH94, page 173], [Mum95, Chapter
5]. The conformal equivalence now follows from the fact that SO(5) ⊂ SO(1, 5)
acts transitively on the dual projective space (CP3)∗ parametrizing hyperplanes in
CP
3. 
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Note that in R4, the corresponding solution of the system (2.10) is
a(z1, z2) = − c1 + c3z1 + c4z2
c2 − c3z2 + c4z1 .
The singular point is located where both the numerator and denominator simultane-
ously vanish, which corresponds to the twistor line contained in the hyperplane.
Remark 3.4. In the case that Λ is a finite collection of points, one just needs to use the
theorem of Thullen-Remmert-Stein. This was in fact well-known to experts, we thank
Paul Gauduchon and Claude LeBrun for informing us of this fact. As mentioned in
the Introduction, this was also previously observed in [Woo92].
3.3. Real quadrics. For notational purposes, it is convenient to re-order the coor-
dinates of C4 by means of the change of basis
[ξ0, ξ12,W1,W2]→ [ξ0,W1, ξ12,W2].(3.1)
Letting P denote the change of basis matrix, we define
(3.2) J = P JrP.
This will lead to an alternative description of GL(2,H) that will be developed in
Sections 4 and 5.
A complex symmetric 4 × 4 matrix Q represents a quadratic form q : C4 → C by
means of the formula
(3.3) q(v) = v⊤Qv,
where v denotes a column vector. The associated symmetric bilinear form (SBF) can
be recovered from the so-called polarization formula
v⊤Qw = 1
2
(
q(v +w)− q(v)− q(w)).(3.4)
Henceforth we shall use the terms “complex symmetric matrix”, “quadratic form”
and “SBF” interchangeably, via (3.3) and (3.4).
In order to analyze such forms in the context of the twistor projection pi : CP3 → S4,
we shall define the quaternionic structure on S4 by means of the 4×4 matrix J defined
in (3.2), in place of Jr. In other words, we identify C
4 with H2 in the following way.
Set
I =
(
1 0
0 1
)
,
so that
J =
(
0 −I
I 0
)
.
Multiplication by the quaternion j now corresponds to the mapping v 7→ Jv.
With this new convention, gl(2,H) consists of those linear transformations G of C4
that commute with this mapping, which in matrix terms means that
(3.5) GJ = JG,
compare (2.3). Equivalently, we can state
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Definition 3.5. The space gl(2,H) consists of matrices G =
{
A |B}, using the
notation
(3.6)
{
A |B} = ( A B−B A
)
for this type of block matrix.
In particular, J =
{
0 | −I} is itself in gl(2,H).
Since our complex vector space C4 is endowed with a quaternionic structure,
whether or not the entries of a 4 × 4 matrix are real numbers is of no great con-
cern to us. The relevant notion of reality is instead the following
Definition 3.6. A quadratic form q : C4 → C is real if
q(Jv) = q(v),(3.7)
whereas q is purely imaginary if
q(Jv) = −q(v).
We can convert this definition into equations for the associated symmetric matrix
Q. Using (3.4), the first condition becomes
v⊤J⊤QJw = v⊤Qw,
for all v,w. This is equivalent to
(3.8) J⊤QJ = Q,
which is the same as (3.5) (with Q in place of G). Hence, the symmetric matrix Q
represents a real quadratic form (in the sense of the definition above) if and only if
(3.9) Q =
{
A |B} ∈ gl(2,H).
The fact that Q is symmetric implies that (QJ)⊤+QJ = 0, and so
(3.10) Q˜ = QJ =
{
B | −A} ∈ sp(2),
where we identify the Lie algebra sp(2) with gl(2,H) ∩ u(4). In this case, the 2 × 2
matrix A is symmetric, while B ∈ u(2).
Definition 3.7. The real 10-dimensional space of SBFs characterized by the equiva-
lent conditions (3.9), (3.10) will be denoted henceforth by Σ.
An obvious element of Σ is represented by the identity matrix
I =
{
I | 0}.(3.11)
Moreover, we have
Lemma 3.8. A SBF Q is real if and only if iQ is purely imaginary, and any SBF is
represented uniquely by a symmetric matrix
Q = Q1 + iQ2,(3.12)
where Q1, Q2 ∈ Σ.
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Proof. The first statement is an immediate consequence of (3.8). The second follows
from setting
Q1 =
1
2
(
Q+ J⊤QJ
)
, iQ2 =
1
2
(
Q− J⊤QJ).
Note that Q2 (resepctively, Q1) vanishes if and only if Q is real (resepctively, purely
imaginary). 
Recall that GL(2,H) denotes the group of invertible matrices of the form (3.6),
and SL(2,H) those with determinant equal to 1.
Lemma 3.9. If Q is a real SBF and G ∈ GL(2,H) then G⊤QG is also real.
Proof. We have
J
⊤(G⊤QG)J = (GJ)⊤Q(GJ) = (JG)⊤Q(JG) = G
⊤
(J⊤QJ)G) = G⊤QG,
as required. 
3.4. Geometry of real quadrics. Let Q be a quadric hypersurface in CP3. Then
Q intersects each twistor fiber in one of three possible cases: (0) the entire CP1, (1)
one point; (2) two points. Let p ∈ S4 = R4 ∪ {∞}. If Case (0) or (1) happens over
p, then we say that p belongs to D, the discriminant locus. We write the latter as a
disjoint union D = D0 ∪D1, where p ∈ D0 if and only if Case (0) happens over p.
We shall say that a quadric Q ⊂ CP3 is real if it is represented by a SBF that
is real in the sense of Definition 3.6. The collection of real quadrics Q is an RP9,
with maximal rank quadrics corresponding to an open subset. In the following the-
orem we will show that a non-degenerate real quadric is uniquely determined by its
discriminant locus.
Theorem 3.10. If Q is a real non-degenerate quadric, then the discriminant locus D
is a geometric circle S1 ⊂ S4, and D = D0. Furthermore, Q is uniquely determined
by this circle.
Proof. Recalling the notation (2.2) and (3.6), we introduce the matrix
Q0 =
{
0 |K}.(3.13)
This is compatible with the convention of Section 3.3 and the use of coordinates
[ξ0,W1, ξ12,W2] on CP
3 (see (3.2)). The corresponding quadratic form is therefore
−2ξ0W2 + 2ξ12W1.
Using (2.7), the fiber equation can be written
0 = −ξ0(ξ0z2 + ξ12z1) + ξ12(ξ0z1 − ξ12z2) = −z2ξ20 + (z1 − z1)ξ0ξ12 − z2ξ212.
Clearly, all coefficients vanish when z2 = 0 and z1 is real, which is a line in R
4. The
discriminant is
−4((Im z1)2 + |z2|2),
which vanishes exactly along the same line. The quadric is invariant under the in-
version (2.14), so it also contains the twistor line over infinity, consequently D = D0
is a circle. It will be shown below that all real quadrics are equivalent under the
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conformal action (Proposition 4.2). Since the conformal group maps circles to circles,
this proves the first statement.
We next prove the uniqueness statement. First, fix an S1. Let Q1 and Q2 be two
real non-degenerate quadrics with discriminant locus this fixed S1. The lift of the
discriminant locus is pi−1(D) = S1 × CP1 (since an oriented CP1-bundle over S1 is
trivial), and it disconnects Q2 into two components. So just consider a connected
component C2 of Q2 \ (S1 × CP1). Note that C2 is a degree one hypersurface. Now
look at the closure of C2 in CP
3, and observe that
C2 \Q1 ⊂ CP3 \Q1.
If C2 \Q1 is empty, then there is nothing to prove. Otherwise C2∩Q1 is a subvariety
of dimension one. So we can then apply Bishop’s Theorem ([Bis64, Lemma 9] =
Theorem 3.2) to conclude that the closure of C2 is an algebraic variety in CP
3. But
again a degree one subvariety must be a linear hyperplane, so then Q2 is degenerate,
a contradiction unless Q1 = Q2. 
We note that the quadratic formula yields an explicit solution for the OCS induced
by the above quadric,
a(z1, z2) =
i Im z1 ±
√
−(Im z1)2 − |z2|2
z2
.(3.14)
Theorem 3.10 implies that this OCS is in fact invariant under all conformal transfor-
mations which fix the singular S1. As a corollary of the above proof we have Theorem
1.6 from the Introduction:
Proof (of Theorem 1.6). Given a circle S1 ⊂ S4, let Q1 be the unique real quadric
with discriminant locus this S1. In the above proof, now let C2 be the graph of an
OCS defined on R4 \ S1. If C2 is not equal to a branch of the quadric, then it must
be a hyperplane, in which case the corresponding OCS is conformally equivalent to a
constant OCS. The proof is finished by noting that the two branches of a real quadric
induce ±J . It is also clear that the corresponding OCS cannot be extended smoothly
to any larger domain. 
Remark 3.11. It is easy to see from the above proof that Theorem 1.6 remains valid
under the more general assumption that Λ is a finite union of circles.
3.5. Uniformization. In this section, we show that Theorems 1.3 and 1.6, together
with some well-known results in conformal and Hermitian geometry, give a new
proof of Pontecorvo’s classification of locally conformally flat Hermitian surfaces. As
pointed out in [Pon92b], this was also stated without proof in [Boy88].
Theorem 3.12 (Pontecorvo [Pon92b]). If (M, g, J) is a compact connected locally
conformally flat Hermitian surface, then it is conformally equivalent to one of the
following:
1) A complex torus or hyperelliptic surface with the flat metric.
2) A Hopf surface (finitely covered by C2 \ {0} = S1 × S3) with the Hermitian
metric of Vaisman [Vai82].
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3) A product CP1 × Sg where Sg is a Riemann surface of genus g ≥ 2 with metric
the product of the +1 curvature metric on CP1 and the −1 curvature metric on Sg.
Proof. A result of Gauduchon states that, under the conditions assumed, the scalar
curvature R ≥ 0, and R ≡ 0 implies that g is Ka¨hler [Gau96, Theorem 1] (see
also [Boy86]). Since R ≥ 0, [SY94, Theorem 4.5] implies that the developing map is
injective, and has image Ω, which is the domain of discontinuity of the Kleinian group
pi1(M), with limit set Λ = S
4 \Ω. By [SY88, Lemma 1.1], there are 2 possibilities: M
admits a conformal metric of strictly positive scalar curvature, or M admits a metric
of identically zero scalar curvature. In the case of positive scalar curvature, [SY88,
Theorem 4.7] and [Nay97, Corollary 3.4] imply that dimH(Λ) < 1. By Theorem 1.3,
the complex structure extends to the standard OCS on S4 \ {p}. This implies that
pi1(M) is a subgroup generated by U(2), dilations, and translations. The only possible
compact quotients are finitely covered by a torus, or a Hopf surface. The only ones
with positive scalar curvature are the latter, in which case Λ = {p1, p2}, and the
metric is conformal to the scale-invariant Vaisman metric g = ‖z‖−2g0 [Vai82]. In the
case R ≡ 0, the metric is Ka¨hler, so H2(M) 6= 0. Using Bourguignon’s Weitzenbo¨ck
formula [Bou81, Section 8], Lafontaine showed that in this case (M, g) is either flat,
or a metric in case 3) [Laf82]. If it is flat, again Theorem 1.3 implies the OCS
lifts to the standard OCS on R4, which is case 1). In case 3), Ω = S4 \ S1 which
is conformally equivalent to S2 × H2, where H2 is hyperbolic space. Theorem 1.6
implies the OCS on M lifts to a unique OCS on S2×H2, which must be the product
OCS. Proposition 4.3 below implies that pi1(M) ⊂ SU(2) × SO◦(1, 2), which forces
pi1(M) ⊂ SO◦(1, 2) = PSL(2,R). 
Remark 3.13. If an OCS on a domain Ω ⊂ R4 is Ka¨hler, then it must be constant. This
follows since the Ka¨hlerian condition implies that J is parallel, thus J is constant. If
one takes the image of a constant OCS under an inversion, then it is no longer Ka¨hler,
but it is locally conformally Ka¨hler. As seen in the above proof, a real quadric also
induces a locally conformally Ka¨hler OCS. Any other OCS coming from an algebraic
hypersurface in CP3 will not be locally conformally Ka¨hler. This follows from the
result of Tanno in [Tan72] (see also [Der83, Section 3]), in which it is shown that a
locally conformally flat Ka¨hlerian space must be locally symmetric. We point out
that the proof of the classification in [Pon92b] relies on some special properties of
locally conformally Ka¨hler metrics proved in [Pon92a]; our proof avoids this step.
4. Group actions and stabilizers
The main equivalence we will consider is
Definition 4.1. Two non-zero complex symmetric 4×4 matrices Q,Q′ are equivalent
if there exists G ∈ SL(2,H) and γ ∈ C∗ such that Q′ = γ G⊤QG.
We plan to study the orbits of the complex 10-dimensional vector space
S2(C4) = Σ⊕ iΣ,
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under the action of the 17-dimensional group
(4.1) C∗ × SL(2,H) = U(1)×GL(2,H).
Observe that −I belongs to SL(2,H) (see (3.11)), but acts as the identity on Q;
indeed, C∗ and SL(2,H) only share an identity element.
Since Q and Q′ define the same quadric
(4.2) Q = {[v] : q(v) = 0} ⊂ CP3
if and only if Q′ = γQ for some γ ∈ C∗, two quadratic forms are equivalent if and
only if their associated quadrics are related by an element of the connected group
(4.3) SL(2,H)/Z2 ∼= SO◦(1, 5),
as discussed in Section 2.7. If Q is non-degenerate, we can use the C∗ action to assume
that detQ = 1, but it is not convenient to do this initially. Indeed, we shall allow G to
lie in GL(2,H), the action of which preserves the splitting (3.12) by Lemma 3.9. We
begin the classification theory of quadrics by discussing the case in which Q = Q1 is
itself real in the sense of Definition 3.6. We also suppose that the associated quadric
is non-degenerate, meaning that rankQ = 4.
Proposition 4.2. Suppose that Q ∈ Σ has rank 4. Then there exists G ∈ GL(2,H)
such that G⊤QG = I.
Proof. If G ∈ Sp(2) so that G−1 = G⊤, then by (3.5),
(4.4) (G⊤QG)J = G⊤Q˜G = (AdG⊤)Q˜
in the notation of (3.10). We should therefore concern ourselves with the adjoint
action of Sp(2) on its Lie algebra sp(2). Any adjoint orbit of a compact Lie group
must intersect a fundamental Weyl chamber in the Lie algebra of a maximal torus
[Ada69]. In the case of Sp(2), we may choose a diagonal maximal torus U(1)2, and
coordinates λ, µ on its Lie algebra R2. The Weyl group includes the reflections in the
coordinate axes, so there exists G ∈ Sp(2) so that
(AdG⊤)Q˜ =


iλ 0 0 0
0 iµ 0 0
0 0 −iλ 0
0 0 0 −iµ

 =


0 0 iλ 0
0 0 0 iµ
iλ 0 0 0
0 iµ 0 0

 J,
with λ, µ > 0. Thus
(4.5) G⊤QG =
(
0 D
D 0
)
=
{
0 |D},
where D = diag(iλ, iµ).
By postmultiplying G by diag(λ−1/2, µ−1/2, λ−1/2, µ−1/2), we see that (4.5) is valid
forD = iI and some G ∈ GL(2,H). If we now set H = {I | iI} then H⊤H = {0 | 2iI},
and
2G⊤QG = H⊤IH.
Replacing G by
√
2GH−1 completes the proof. 
ORTHOGONAL COMPLEX STRUCTURES 17
The stabilizer of I by the action of SL(2,H) is the group
(4.6) SO(2,H) = O(4,C) ∩ SL(2,H),
where O(4,C) is the set of complex orthogonal matrices characterized by the equation
X⊤X = I. The group (4.6) is isomorphic to the group SO∗(4) described by Helgason
[Hel01, Ch X, §6]. Both SO(4) and SO∗(4) are real forms of
SO(4,C) ∼= SL(2,C)×Z2 SL(2,C),(4.7)
and as a counterpart of the well-known isomorphism SO(4) ∼= SU(2)×Z2 SU(2), we
have SO∗(4) ∼= SL(2,R) ×Z2 SU(2). We next make explicit its action on the real
vector space Σ.
Let Q = Q1 continue to be a matrix of the form (3.9) representing a real SBF.
Then Q decomposes as the sum of three real symmetric matrices modulo Q0 defined
above in (3.13). To see this, given (3.9), write A = L+ iM and B = −vK + iN with
v ∈ R (later v will be the imaginary part of a complex scalar τ) and L,M,N real.
Then
Q =
(
L+ iM −vK + iN
vK + iN L− iM
)
,
and the 2× 2 matrices L,M,N are all symmetric. In this way, we have decomposed
the tracefree component
(4.8) Q+ vQ0 =
(
L+ iM iN
iN L− iM
)
=
{
L+ iM | iN}
of Q (relative to Q0) into the triple (L,M,N).
The above decomposition of Σ into “9 + 1” dimensions is invariant under the sta-
bilizer
(4.9) G = {G ∈ SL(2,H) : G⊤Q0G = Q0}
that we describe next.
Proposition 4.3. The subgroup (4.9) equals the set of matrices(
aR bR
−bR aR
)
=
{
aR | bR}, with R ∈ SL(2,R), a, b ∈ C, |a|2+|b|2 = 1.
It is conjugate to SO(2,H), and isomorphic to SL(2,R)×Z2SU(2).
Proof. Proposition 4.2 (and the fact that det I = 1 = detQ0) implies that there exists
F ∈ SL(2,H) such that
F⊤Q0F = I.(4.10)
For the sequel, we record one possible choice, namely
(4.11) F =
1√
2


1 0 0 i
0 −i 1 0
0 i 1 0
−1 0 0 i

 .
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Let G ∈ SL(2,H). It follows that
G⊤G = I ⇔ (FG)⊤Q0(FG) = F⊤Q0F ⇔ FGF−1 ∈ G ,
and G is certainly conjugate to (4.6).
Now suppose that G =
{
aR | bR} where R ∈ SL(2,R) and |a|2 + |b|2 = 1, so that
U =
(
a b
−b a
)
∈ SU(2).
Recall the definition (3.13) of Q0 in terms of the 2 × 2 matrix K, and observe that
R⊤KR = K for all R ∈ SL(2,R). It follows easily that G⊤Q0G = Q0, and we obtain
have a homomorphism SL(2,R)× SU(2)→ G given by
(4.12) (R,U) 7→ {aR | bR},
with kernel {(I, I), (−I,−I)}. Its surjectivity follows from the fact that the stabilizer
G is effectively a subgroup of (4.7). 
We now continue the main discussion. Fix any G ∈ G . Then the action of G on
(4.8) is determined by setting(
L′ + iM ′ iN ′
iN ′ L′ − iM ′
)
= G⊤
(
L+ iM iN
iN L− iM
)
G.
In these terms, the representation G → Aut(R9) is characterized by the two separate
homomorphisms obtained by seeing what happens when
G =
(
R 0
0 R
)
and
(
aI bI
−bI a
)
,
equivalently U = I and R = I, respectively. The first one is given by
(L′, M ′, N ′) = (R⊤LR, R⊤MR, R⊤NR), R ∈ SL(2,R).
The second requires more complicated notation, but we can set
(Λ′11, Λ
′
12, Λ
′
22) = (U
⊤Λ11U, U
⊤Λ12U, U
⊤Λ22U), U ∈ SU(2),
in which (for fixed α, β)
(4.13) Λαβ =
(
Lαβ + iMαβ iNαβ
iNαβ Lαβ − iMαβ
)
is the complex 2×2 matrix whose entries are made up from the αβ entries of L,M,N .
Both of these homomorphisms are built up from elementary double coverings:
Lemma 4.4. (1) If L is a 2 × 2 real symmetric matrix then pi1(R)(L) = R⊤LR
defines a homomorphism from SL(2,R) onto the connected group SO◦(1, 2), with
kernel {I,−I}.
(2) If Λ is a 2× 2 complex symmetric matrix such that ΛK ∈ su(2) then pi2(U)(Λ) =
U⊤ΛU defines a homomorphism from SU(2) onto SO(3), with kernel {I,−I}.
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Proof. (1) The secret is to identify a vector v = (x, y, z) ∈ R3 with the symmetric
matrix
L = L
v
=
(
x+ y z
z x− y
)
,
so that
(4.14) x = 1
2
(L11 + L22), y =
1
2
(L11 − L22), z = L12.
Since R⊤LR is symmetric, pi1 is well defined, and its kernel is readily computed. Since
detL
v
equals the Lorentzian norm squared of v, the image of SL(2,R) by pi1 lies
inside SO(1, 2); indeed it is a Lie subgroup of maximal dimension and must therefore
be the connected component of the identity.
(2) This is a partially obscure version of the well-known representation of rotations
by unit quaternions. The secret is to identify w = (l, m, n) ∈ R3 with the matrix
(4.15) Λ = Λ
w
=
(
l + im in
in l − im
)
,
so that det Λ
w
= |w|2. Since
Λ˜ = ΛK =
(
in −l − im
l − im −in
)
∈ su(2),
we have the correct condition on Λ. Moreover
(U⊤ΛU)K = U⊤Λ˜U = (AdU⊤)Λ˜ ∈ su(2),
just as in (4.4), and pi2 is equivalent to the adjoint representation of SU(2) on su(2).

Now consider the 3× 3 real matrix
(4.16) X =


1
2
(L11 + L22)
1
2
(M11 +M22)
1
2
(N11 +N22)
1
2
(L11 − L22) 12(M11 −M22) 12(N11 −N22)
L12 M12 N12

 .
Its columns encode the matrices L,M,N , or more precisely, the vectors
v1, v2, v3
associated to them via (4.14). This means that if we premultiply X by (the inverse of)
an element of SO◦(1, 2) then this (right) action coincides with that of SL(2,R) ⊂ G
on (4.8) via pi1.
As for the rows, these encode the objects
1
2
(Λ11 + Λ22) ↔ 12(w1 +w2)
1
2
(Λ11 − Λ22) ↔ 12(w1 −w2)
Λ12 ↔ w3,
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since (4.13) has the same form as the matrix (4.15). This enables us to identify the
rows with linear combinations of elements w1,w2,w3 in the fundamental representa-
tion of SO(3). This means that if we postmultiply X by an element of SO(3) then
this (right) action coincides with that of SU(2) ⊂ G on (4.8) via pi2.
We can summarize our discussion by
Proposition 4.5. The action of G on (4.8) is given by
G ·X = pi1(R)−1X pi2(U),
in terms of the isomorphism (4.12) and identification (4.16).
This proposition is effectively saying that the real 3× 3 matrix X , or equivalently
the triple L,M,N of 2× 2 matrices, encodes an element of the tensor product of the
adjoint representations sl(2,R) and su(2). We shall exploit this next.
5. Classification of quadrics
Consider the complex symmetric matrix (3.12), whose real part Q1 we assume to
have rank 4. Using Proposition 4.2 and (4.10), we may find H ∈ GL(2,H) such that
H⊤Q1H = Q0. Using (4.8), we may write
(5.1) H⊤QH = Q0 + iH
⊤Q2H = i
(
L+ iM iN
iN L− iM
)
+ (1− iv)Q0.
We are at liberty to act on (4.16) by elements of G in an attempt to simplify L,M,N ,
but v ∈ R is invariant by this action.
The singular value decomposition (SVD) of an arbitrary real matrix X of order
m×n asserts thatX can be expressed as PDQ where P is a square orthogonal matrix,
D a diagonal matrix with non-negative entries, and Q a matrix with orthonormal rows
[HJ85, Str80]. Hyperbolic versions of this result are known to hold [Pol04], and we
shall now investigate the case m = n = 3 in the context of the following definition,
whose scope is limited to this section.
Definition 5.1. We shall say that two real 3×3 matrices X, Y are congruent if there
exist P ∈ SO◦(1, 2) and O ∈ SO(3) such that PXO = Y . If X is congruent to a
diagonal matrix, we shall call it diagonalizable.
We can then prove
Theorem 5.2. Any real 3× 3 matrix X is diagonalizable or congruent to the matrix
(5.2) Mk =

 1 0 01 0 0
0 k 0


for some k > 0.
This theorem will be established with a series of lemmas that deal with the cases
in which the rank of X is respectively 3, 1, 2.
Lemma 5.3. If X has rank 3 then it is diagonalizable.
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Proof. Suppose that rankX = 3. Consider the matrix
E =

 1 0 00 −1 0
0 0 −1


representing the Lorentzian inner product on R3. A matrix P belongs to O(1, 2) if
and only if P⊤EP = E. The matrix X⊤EX is symmetric and represents a quadratic
form with the same signature as E. Thus, there exists O ∈ SO(3) for which
(5.3) O⊤(X⊤EX)O =

 y2 0 00 −x2 0
0 0 −u2

 ,
where y, x, u are all non-zero.
We now define P by the equation
(5.4) PXO =

 y 0 00 x 0
0 0 u

 .
Comparing (5.3) with (5.4), we see that
(5.5) O⊤(X⊤EX)O = (PXO)⊤E(PXO),
so that
(XO)⊤(P⊤EP − E)(XO) = 0.
It follows that P ∈ O(1, 2). Finally, we may ensure that P belongs to the identity
component SO◦(1, 2) by changing the sign of one or both of y, x in (5.4). 
Lemma 5.4. If X has rank 1 then it is either diagonalizable or congruent to M0.
Proof. Suppose that rankX = 1. Using just the right SO(3) action we transform the
first row of X into (a, 0, 0). Since the three rows of X are proportional, we see that
X is congruent to a matrix
(5.6) X =

 a 0 0b 0 0
c 0 0


with two zero columns.
Using the left action by SO◦(1, 2), we may now convert the only non-zero column
into one of
(5.7) (x, 0, 0)⊤, (0, x, 0)⊤, (1, 1, 0)⊤,
according as the Lorentzian norm squared a2− b2− c2 equals x2, −x2 or 0. To verify
the last case, we first make the third coordinate vanish; we are then free to change
the sign of the middle coordinate, and apply a typical element
(5.8)
(
cosh t sinh t
sinh t cosh t
)
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of SO(1, 1). The matrices associated to the first two cases in (5.7) are obviously
diagonalizable in the sense of Definition (5.1), while the third gives M0. 
The final case is
Lemma 5.5. If X has rank 2 then it is either diagonalizable or congruent to Mk with
k > 0.
Proof. Suppose that rankX = 2. Using the right SO(3) action we again transform
the first row of X into (a, 0, 0). This time, it follows that X is congruent to a matrix
of the form
(5.9)

 a 0 0b e 0
c f 0

 ,
where not both of e, f are zero. Using the action of SO(2) ⊂ SO◦(1, 2), we can also
assume that e = 0, whence f 6= 0. The second column is now preserved by SO(1, 1)
acting on the first and second coordinates, and we can use this subgroup to convert
the first column into one of
(a′, 0, c)⊤, (0, b′, c)⊤, (1,±1, c)⊤.
In the first subcase, we effectively have a 2×2 block of rank 2, which can be diagonal-
ized by a subgroup SO(1, 1)× SO(2) (as in Lemma 5.3). In the second subcase, we
may diagonalize the result using SO(2)×SO(2) and ordinary SVD. The final subcase
yields a matrix congruent to
(5.10)

 1 0 01 0 0
c g 0

 ,
where g = ±f 6= 0.
Applying SO(2) ⊂ SO(3), convert (5.10) to
 cos θ sin θ 0cos θ sin θ 0
c cos θ − g sin θ c sin θ + g cos θ 0

 .
Choose θ = arctan(c/g) so that
c cos θ − g sin θ = 0, k = c sin θ + g cos θ > 0.
Since SO◦(2, 1) acts transitively on elements of Lorentzian norm squared −k2, we can
act by this group so that the second column becomes (0, 0, k)⊤. The new first column
remains null and orthogonal to the second, and must have the form (x, x, 0)⊤ with
x 6= 0. We obtain Mk by applying (5.8). 
Having completed the proof of Theorem 5.2, we can interpret the result in terms
of complex 4× 4 symmetric matrices.
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Corollary 5.6. Let Q = Q1 + iQ2 be a SBF, whose real part Q1 is non-degenerate.
Then Q lies in the same GL(2,H)-orbit as one of the matrices
(5.11)


x+ iy 0 0 u+ iv − 1
0 −x+ iy u− iv + 1 0
0 u− iv + 1 −x+ iy 0
u− iv − 1 0 0 x+ iy


where x, y, u, v ∈ R, or
(5.12)


2i −k 0 iv − 1
−k 0 −iv + 1 0
0 −iv + 1 2i k
−iv − 1 0 k 0


where k, v ∈ R. Moreover, the orbit containing (5.11) determines v, yxu, y2 and the
unordered set {x2, u2}, and the orbit of (5.12) determines v and k2.
Proof. Assume that Q already equals the right-hand side of (5.1). Suppose that X
is diagonalizable in the sense of Definition (5.1). We can then find G ∈ G such that,
having replaced the left-hand side of (4.16) by G ·X , the new off-diagonal terms
L11 − L22, L12, M22 +M11, M12, N11, N22
all vanish. It follows that L+ iM is itself diagonal and iN is off-diagonal. Equation
(5.4) allows us to choose
(5.13)
y = 1
2
(L11 + L22) = L11
x = −1
2
(M11 −M22) = −M11
u = −N12
as the diagonal elements of X , yielding (5.11). If, on the other hand, X is congruent
to (5.2) then we immediately obtain (5.12).
For the last statement, note that the canonical forms (5.11) and (5.12) both have
real part equal to Q0, and this property will only be preserved by a subgroup of G .
The latter leaves v invariant, and also the similarity class of X⊤EX (see (5.5)). If
X is diagonalizable, this class is specified by the set {y2,−x2,−u2} of eigenvalues in
(5.3), or equivalently by the characteristic coefficients
(5.14) p = y2 − x2 − u2, q = x2u2 − u2y2 − y2x2, r = y2x2u2 = d2.
Moreover d = detX is invariant by G . To conclude, note that p, q, d are defined for
arbitrary X , and Mk has p = −k2 and q = 0 = d. 
While we now have a complete description of the action of GL(2,H), it remains to
describe the effect of the group U(1) in Definition 4.1. This amounts to understanding
the action induced on the canonical forms (5.11) and (5.12) by multiplying Q =
Q1 + iQ2 by e
iθ.
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Theorem 5.7. A complex symmetric 4 × 4 matrix Q of rank 4 lies in the same
U(1)×GL(2,H) orbit as either a diagonal matrix
(5.15) Qλ,µ,ν = diag
(
eλ+iν , eµ−iν , e−λ+iν , e−µ−iν
)
with 0 6 λ 6 µ and ν ∈ [0, pi/2), or a matrix (5.12) with v = 0 and k ∈ [0, 1).
Proof. By multiplying Q by a suitable unit complex number, we may suppose that
the real part Q1 of Q in (3.8) also has rank 4, and apply Corollary 5.6.
First suppose that the GL(2,H) orbit of Q contains a matrix (5.11). Not only does
the matrix F defined by (4.11) transform Q0 into I, but it transforms (5.11) into the
diagonal matrix I+ i
{
A | 0}, where
(5.16) A =
(
y − v + i(−x + u) 0
0 −y − v − i(x+ u)
)
=
(
tanα 0
0 tan β
)
.
The second equality can be used here to define α, β ∈ C, given that detQ 6= 0 and
the meromorphic function tan avoids only the values ±i. Choose c, d ∈ C such that
c2 = cosα, d2 = cos β. Acting by the matrix
(5.17) diag(c, d, c, d) ∈ GL(2,H),
we see that Q is equivalent to
diag
(
eiα, eiβ , eiα, eiβ
)
.
This form makes the action by eiθ ∈ U(1) in (4.1) transparent, and we may use it to
choose
(5.18) iα = λ+ iν, iβ = µ− iν,
so that detQ = 1.
The statement that further restrictions can be imposed on λ, µ, ν follows from
Lemma 5.8 below.
To handle the non-diagonalizable case, denote (5.12) by Q = Q0 + iRv,k. A calcu-
lation reveals that detQ equals
(5.19) 1− 2k2 + k4 − 6v2 + 2k2v2 + v4 + 4iv(k2 + v2 − 1) = (k2 + (v + i)2)2,
and we are assuming that this is non-zero. The only points (k, v) that are excluded
are (±1, 0), for which rankQ = 3. The real part of the matrix eiθQ equals
Q0 cos θ −Rv,k sin θ,
and the determinant of this real part is δ2 where
(5.20) δ = (cos θ + v sin θ)2 + (k sin θ)2.
Since eiθQ is again non-diagonalizable, Corollary 5.6 implies that
(5.21) H⊤(eiθQ)H = Q0 + iRk˜,v˜,
for some H ∈ GL(2,H). Examining the real part of (5.21) shows that detH = 1/δ,
whence
(5.22) e4iθ detQ = δ2(k˜2 + (v˜ + i)2)2.
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Now choose θ so that the left-hand side of (5.22) is real and positive, and (more
specifically) take v = tan θ if k = 0. Then δ 6= 0, and (5.19) tells us that v˜ = 0.
Imposing the condition detQ = 1 almost fixes a representative of the U(1) orbit;
the only ambiguity that remains is to multiply Q by a power of i. Setting v = 0 = v˜
and θ = pi/2 in (5.22) yields k˜ = 1/k, so it suffices to restrict k to the interval
[0, 1). 
Combining the final sentences of the two preceding proofs, we conclude that the
equivalence classes of non-diagonalizable matrices are faithfully parametrized by k ∈
[0, 1). The situation is more complicated in the diagonalizable case:
Lemma 5.8. Qλ,µ,ν, Qλ′,µ′,ν′ are equivalent in the sense of Definition 4.1 if and only
if (λ, µ, ν), (λ′, µ′, ν ′) belong to the same orbit under the group Γ of transformations
of R3 generated by the four maps
(5.23)


(λ, µ, ν) 7→ (λ, µ, ν + pi
2
)
(λ, µ, ν) 7→ (−λ, µ, ν)
(λ, µ, ν) 7→ (λ,−µ, ν)
(λ, µ, ν) 7→ (µ, λ,−ν).
Proof. Suppose that
(5.24) eiθH⊤Qλ,µ,νH = Qλ′,µ′,ν′ ,
with H ∈ GL(2,H). Taking determinants of both sides shows that e4iθ = 1, so we
only need consider the action by the subgroup of U(1) generated by i. To obtain the
first map in (5.23), observe that
(5.25) iH⊤1Qλ,µ,νH1 = Qλ,µ,ν+pi2 ,
where H1 = diag(1, i, 1,−i) ∈ SL(2,H).
The second map corresponds to (α, β) 7→ (α, β) and arises from the equation
(5.26) H⊤2(Qλ,µ,ν)H2 = Q−λ,µ,ν ,
where
H2 =


0 0 −1 0
0 1 0 0
1 0 0 0
0 0 0 1

 ∈ SL(2,H).
The simultaneous conjugation (α, β) 7→ (α, β) is realized by
(5.27) H3
⊤(Qλ,µ,ν)H3 = Q−λ,−µ, ν
with H3 =
{
0 | I}. Thus the third map in (5.23) is generated by H2H3. The final
map arises by swapping α and β, and the equation
(5.28) H4
⊤(Qλ,µ,ν)H4 = Qµ,λ,−ν ,
with H4 =
{
K | 0}.
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For the ‘only if’ statement, we may suppose that ν ∈ [0, pi/2) and use (5.18) to
write
(5.29) Qλ,µ,ν = diag
(
eiα, eiβ , eiα, eiβ
)
.
Since cosα and cos β are both non-zero, we can reverse the procedure (5.17) to obtain
a matrix (5.11) in the same GL(2,H) orbit. We now appeal to the last part of
Corollary 5.6 to conclude that y, x, u are uniquely specified up to changing signs of
any two of them or swapping x, u. But these operations exactly correspond to the
maps above, by means of (5.16). Indeed, x ↔ u translates into (5.26), (y, x, u) 7→
(y,−x,−u) into (5.27), and (y, x, u) 7→ (−y, x,−u) into (5.28). The description of Γ
is completed by the discussion leading to (5.25). 
In view of the lemma, we may now represent each orbit of Γ by a unique point of
the domain
{(λ, µ) : 0 6 λ 6 µ} × S1,
where S1 parametrizes e4iν , except for the identification of (µ, µ, ν) with (µ, µ, pi
2
−ν).
Examples of diagonal matrices Qλ,µ,ν for which the stabilizer of (λ, µ, ν) in Γ is not
the identity are
(a) the real quadratic form Q0,0,0 = I;
(b) Q0,0,ν with ν 6≡ 0 modulo pi/2;
(c) Q0,µ,ν with µ 6= 0, which is equivalent to I+ iQ2 where rankQ2 = 2.
(d) Qλ,λ,0 and Qλ,λ,pi
4
with λ 6= 0.
Most of these distinguished quadrics will play a role in the sequel.
Remark 5.9. The half line of forms Qλ,λ,0 with λ > 0 is realized by taking y = u =
v = 0 and x = tanhλ ∈ [0, 1); it follows that q = d = 0 and p = −x2 in (5.14). The
non-diagonalizable solutions also have q = d = 0 and p = −k2 6 0. It follows that
the invariants p, q, d do not separate the U(1)× GL(2,H) orbits, and the associated
quotient space is not Hausdorff.
5.1. Quadrics and twistor lines. As a first application of the classification theo-
rem, we identify exactly how many twistor lines a quadric may contain. We use the
notation from Section 3.4.
Theorem 5.10. For any non-degenerate quadric Q, there are three possibilities:
(0) D = D0 = S
1, which is the case when Q is real.
(1) Q contains no twistor lines, that is, D = D1.
(2) Q contains exactly one or exactly two twistor lines.
Since the statement is conformally invariant, we may assume that the quadratic
form q is in the canonical form of Theorem 5.7, with the coordinates of C4 taken in
the order ξ0,W1, ξ12,W2. Theorem 5.10 therefore follows from
Proposition 5.11. Let Q be in canonical form (5.15), with 0 6 λ 6 µ, and 0 6 ν <
pi/2. The corresponding quadric Q contains exactly two twistor lines if and only if
λ = µ 6= 0, and ν = 0. The quadric Q contains a family of twistor lines over a circle
if and only if λ = µ = ν = 0. Otherwise, Q contains no twistor lines.
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In the case Q = Q0 + iRk,0 of (5.12) with k ∈ [0, 1), the corresponding quadric Q
contains exactly one twistor line.
Proof. Using our identification (2.8) of CP1 × R4 with CP3 \ CP1, Q is defined by
eλ+iν(ξ0)
2 + e−λ+iν(ξ12)
2 + eµ−iν(ξ0z1 − ξ12z2)2 + e−µ−iν(ξ0z2 + ξ12z1)2 = 0.
Write this as
A(ξ0)
2 + 2Bξ0ξ12 + C(ξ12)
2 = 0,(5.30)
with 

A = c1 + c3(z1)
2 + c4(z2)
2,
B = −c3z1z2 + c4z1z2,
C = c2 + c3(z2)
2 + c4(z1)
2,
(5.31)
where to simplify notation we have set
c1 = e
λ+iν , c2 = e
−λ+iν , c3 = e
µ−iν , c4 = e
−µ−iν .(5.32)
The subset of the discriminant locus in R4 containing entire twistor fibers is given by
D0 = {(z1, z2) : A = 0, B = 0, C = 0}.
If (z1, z2) ∈ D0, then
eλ+iν + eµ−iν(z1)
2 + e−µ−iν(z2)
2 = 0
e−λ+iν + eµ−iν(z2)
2 + e−µ−iν(z1)
2 = 0
eµ−iνz1z2 − e−µ−iνz1z2 = 0.(5.33)
Clearly (z1, z2) 6= (0, 0), since the coefficients are non-zero. For the same reason, these
quadrics do not contain the twistor line over infinity, as easily follows from applying
the inversion (2.14).
Let us examine first the case that z1 6= 0 and z2 = 0. Then we have
eλ+iν + eµ−iν(z1)
2 = 0
e−λ+iν + e−µ−iν(z1)
2 = 0.
This yields
(z1)
2 = −eλ−µ+2iν = −eµ−λ−2iν ,
which implies that λ = µ and ν = 0, in which case there are exactly two solutions
(±i, 0).
Similarly, if z1 = 0 and z2 6= 0, then
(z2)
2 = −eλ+µ+2iν = −e−λ−µ−2iν ,
which implies that (λ, µ, ν) = (0, 0, 0) since by assumption 0 6 λ 6 µ.
We next consider the case that we have a solution with both z1 and z2 non-zero.
From (5.33) we obtain
eµz1z2 = e
−µz1z2.(5.34)
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Taking norms, it follows that µ = 0, and therefore also λ = 0. The equations then
simplify to
e2iν + (z1)
2 + (z2)
2 = 0(5.35)
e2iν + (z2)
2 + (z1)
2 = 0(5.36)
z1z2 − z1z2 = 0.
Equations (5.35) and (5.36) imply that ν = 0. Consequently, Q is a real quadric, and
this case was proved in Theorem 3.10.
In the non-diagonalizable case, the quadratic form is twice
i(ξ20 + ξ
2
12)− kξ0W1 + kξ12W2 − ξ0W2 + ξ12W1.
Using (2.8), the quadric is then written in the form (5.30), with
A = i+ kz1 − z2, B = Re(kz2) + i Im(z1), C = i− kz1 − z2.(5.37)
To find twistor fibers, we set A = B = C = 0. From A + C = −2z2, we get z2 = 0.
From B = 0, we get z1 = x1 ∈ R. From C = 0, we obtain i− kx1 = 0, which clearly
has no solution. Thus there are no fibers in Q over R4.
We next look at the point at infinity by performing the inversion (2.14). The
expression for the inverted Q is twice
i(W 21 +W
2
2 )− kW1ξ0 + kW2ξ12 −W1ξ12 +W2ξ0.(5.38)
The new A,B,C have no constant term, so the corresponding inverted quadric con-
tains the fiber over the origin. 
6. Smooth points
Next we examine the smooth points on the discriminant locus. In this section, we
will consider the diagonalizable case (5.15), and assume throughout that 0 6 λ 6
µ, and ν ∈ [0, pi/2). The non-diagonalizable case will be considered seperately in
Proposition 7.6 below. Writing the quadric in the form (5.30), the discriminant is
defined by ∆ = B2 −AC, which is
∆ = (−c3z1z2 + c4z1z2)2 − (c1 + c3(z1)2 + c4(z2)2)(c2 + c3(z2)2 + c4(z1)2),(6.1)
and the discriminant locus is given by
D = {(z1, z2) ∈ R4 : ∆(z1, z2) = 0}.(6.2)
We also adopt the following notation: if F : R4 → R2 = C with
F =
(
f
g
)
= f + ig,
set
dRF =
(
∂x1f ∂y1f ∂x2f ∂y2f
∂x1g ∂y1g ∂x2g ∂y2g
)
=
(
∂x1F ∂y1F ∂x2F ∂y2F
)
.
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Proposition 6.1. The matrix of dRF ⊗ C : C4 → C2 in the bases
{∂/∂z1, ∂/∂z2, ∂/∂z1, ∂/∂z2} , {∂/∂w, ∂/∂w}
is given by
dRF ⊗ C =
(
∂z1F ∂z2F ∂z1F ∂z2F
∂z1F ∂z2F ∂z1F ∂z2F
)
.
Proof. This is an elementary computation. 
It follows from the implicit function theorem that the set F−1({0}) is a submanifold
provided that dRF (p) : R
4 → R2 has rank 2 for each p ∈ F−1({0}).
Proposition 6.2. The rank of dRF (p) is strictly less than 2 if and only if
(∂z1F, ∂z2F ) = e
iθ (∂z1F , ∂z2F )
for some θ ∈ [0, 2pi).
Proof. If this condition is satisfied, then
dRF ⊗ C =
(
∂z1F ∂z2F e
iθ∂z1F e
iθ∂z2F
e−iθ∂z1F e
−iθ∂z2F ∂z1F ∂z2F
)
=
(
∂z1F ∂z2F e
iθ∂z1F e
iθ∂z2F
e−iθ∂z1F e
−iθ∂z2F ∂z1F ∂z2F
)
The second row is e−iθ times the first, so the rank is not maximal.
For the converse, without loss of generality assume that the first row is non-zero.
The rank is strictly less than 2 if and only if there exists a constant c so that
dRF =
(
∂x1f ∂y1f ∂x2f ∂y2f
c∂x1f c∂y1f c∂x2f c∂y2f
)
.
A computation shows that this corresponds to
eiθ =
(1− c2) + 2ci
1 + c2
,
so that c equals tan(θ/2). 
We let ∇C denote the complex gradient of a function, so that
∇CF = (∂z1F, ∂z2F, ∂z1F, ∂z2F ).
We now apply this to the discriminant defining (6.2).
Proposition 6.3. We have
∇C(∆) =
(
−2c3c4z1|z|2 − 2c2c3z1, −2c3c4z2|z|2 − 2c2c4z2,
− 2c3c4z1|z|2 − 2c1c4z1, −2c3c4z2|z|2 − 2c1c3z2
)
,
where |z|2 = |z1|2 + |z2|2.
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Proof. Referring to (5.31), we have the easy formulae
∇CA = (2c3z1, 2c4z2, 0, 0)
∇CB = (−c3z2, c4z1, c4z2,−c3z1)
∇CC = (0, 0, 2c4z1, 2c3z2).
The claim follows applying these to ∆ = B2 −AC. 
We examine the bad points, i.e., points at which there exists θ ∈ [0, 2pi) such that
−2c3c4z1|z|2 − 2c1c4z1 = eiθ
(− 2c3c4z1|z|2 − 2c2c3z1)
−2c3c4z2|z|2 − 2c1c3z2 = eiθ
(− 2c3c4z2|z|2 − 2c2c4z2).(6.3)
Note that (z1, z2) = (0, 0) is trivially a solution, but this point is clearly not on the
discriminant locus.
It is convenient to divide the following analysis of potential singular points into
three cases:
(i) z2 = 0 and z1 6= 0; (ii) z1 = 0, and z2 6= 0; (iii) z1 6= 0 and z2 6= 0.
We shall now consider in turn each of these three cases and related examples.
6.1. Case (i) and twistor fibers. Assume that z2 = 0 but z1 6= 0. We now have
only the one equation∣∣∣c3c4z1|z1|2 + c1c4z1∣∣∣ = ∣∣∣c3c4z1|z1|2 + c2c3z1∣∣∣.(6.4)
We must also have the discriminant vanish:
0 = ∆ = −(c1 + c3z21)(c2 + c4z21) = −c1c2 − c2c3z21 − c1c4z21 − c3c4|z1|4.(6.5)
Recalling (5.32), the equations (6.4) and (6.5) may be rewritten as
(e−2iν+λ−µ − e2iν−λ+µ)z21 + (e+2iν+λ−µ − e−2iν−λ+µ)z21 = e2(µ−λ) − e2(λ−µ)(6.6)
e2iν + eµ−λz21 + e
λ−µz21 + e
−2iν |z1|4 = 0.(6.7)
Writing out the real and imaginary parts, we obtain three real equations
sinh(λ− µ) cos(2ν)(x2 − y2) + 2 cosh(λ− µ) sin(2ν)xy = − sinh(λ− µ) cosh(λ− µ)
(6.8)
2 cosh(λ− µ)(x2 − y2) + cos(2ν)(1 + (x2 + y2)2) = 0(6.9)
−4 sinh(λ− µ)xy + sin(2ν)(1− (x2 + y2)2) = 0.(6.10)
Proposition 6.4. If Case (i) happens, then λ = µ and ν = 0.
Proof. First, let us assume that λ 6= µ. Equations (6.9) and (6.10) give
x2 − y2 = − cos(2ν)
2 cosh(λ− µ)(1 + |z1|
4), xy =
sin(2ν)
4 sinh(λ− µ)(1− |z1|
4).
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Substituting these into (6.8), we have
sinh(λ− µ) cos(2ν)
(
− cos(2ν)
2 cosh(λ− µ)(1 + |z1|
4)
)
+ 2 cosh(λ− µ) sin(2ν) sin(2ν)
4 sinh(λ− µ)(1− |z1|
4) = − sinh(λ− µ) cosh(λ− µ)
Multiplying by 2 sinh cosh,
− sinh2(λ− µ) cos2(2ν)(1 + |z1|4) + cosh2(λ− µ) sin2(2ν)(1− |z1|4)
= −2 sinh2(λ− µ) cosh2(λ− µ).
This is
|z1|4
(
− sinh2(λ− µ) cos2(2ν)− cosh2(λ− µ) sin2(2ν)
)
= + sinh2(λ− µ) cos2(2ν)− cosh2(λ− µ) sin2(2ν)− 2 sinh2(λ− µ) cosh2(λ− µ),
which simplifies to
|z1|4
(
− sinh2(λ− µ) cos2(2ν)− cosh2(λ− µ) sin2(2ν)
)
= 12
(
cos(4ν)− cosh (2(λ− µ))) cosh (2(λ− µ)).
A computation shows that then
1 + |z1|4 = 2 cosh2(λ− µ), 1− |z1|4 = −2 sinh2(λ− µ).(6.11)
Substituting these into (6.9) and (6.10), and squaring the resulting equations, we
obtain
x4 − 2x2y2 + y4 = cos2(2ν) cosh2(λ− µ), x2y2 = 14 sin2(2ν) sinh2(λ− µ).
From these we compute
1 + |z1|4 = 1 + x4 + 2x2y2 + y4 = 1 + x4 − 2x2y2 + y4 + 4x2y2
= 1 + cos2(2ν) cosh2(λ− µ) + sin2(2ν) sinh2(λ− µ).
This simplifies to
1 + |z1|4 = 12
(
2 + cos(4ν) + cosh
(
2(λ− µ))).
From the above equation (6.11), the coefficients must therefore satisfy
2 cosh2(λ− µ)− 1
2
cosh
(
2(λ− µ)) = 1 + 1
2
cos(2ν).
This simplifies to
1 + 12 cosh
(
2(λ− µ)) = 1 + 12 cos(2ν).
We conclude that cosh
(
2(λ− µ)) = cos(2ν), which is contrary to λ 6= µ.
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Finally, we consider the case λ = µ. In this case, the above system is
(e−2iν − e2iν)z21 + (e+2iν − e−2iν)z21 = 0
e2iν + z21 + z
2
1 + e
−2iν |z1|4 = 0.
If ν 6= 0, the first equation yields z21 = z21, which says that z21 is real, or equivalently,
z1 is either purely real or purely imaginary. The second equation is then
2z21 = −e2iν − e−2iν |z1|4
= − cos(2ν)− |z1|4 cos(2ν) + i
(− sin(2ν) + |z1|4 sin(2ν)).
Since the left hand side is real, and ν 6= 0, we conclude that that |z1|4 = 1. But
then the equation reads 2z21 = −2 cos(2ν), so taking norms yields 1 = |z1|2 = cos(2ν);
since 0 < ν < pi/2, this is a contradiction. We conclude that (λ, λ, 0) is the only
possibility. 
Proposition 6.5. If λ = µ 6= 0 and ν = 0, then Case (i) happens over exactly two
points, which are those over which the quadric contains the entire fiber.
Proof. The first equation (6.6) is trivially satisfied, so we are just looking at points
in the discriminant locus of the form (z1, 0). The second equation (6.7) is
1 + |z1|4 + z21 + z21 = 0.
Expanding, this becomes
1 + 2x21 + x
4
1 − 2y21 + 2x21y21 + y41 = (1 + x21 − 2y1 + y21)(1 + x21 + 2y1 + y21).
It is easy to check this has two solutions (x, y) = (0,±1), which are exactly the points
over which the quadric contains the entire fiber. 
Remark 6.6. Below we shall see a direct description of the situation described in
Proposition 6.5. After a conformal transformation, the discriminant locus will be a
cone in R4, with these singular points corresponding to the cone points at the origin
and at infinity.
6.2. Case (ii) and a limit of Clifford tori. Now assume that z1 = 0 and z2 6= 0.
In this case we again have just one equation∣∣∣c3c4z2|z2|2 + c1c3z2∣∣∣ = ∣∣∣c3c4z2|z2|2 + c2c4z2∣∣∣.(6.12)
Again, we must also have the discriminant vanish
0 = ∆ = −(c1 + c4z22)(c2 + c3z22) = −c1c2 − c2c4z22 − c1c3z22 − c3c4|z2|4.(6.13)
Recalling (5.32), the equations (6.12) and (6.13) may be rewritten as
(e−2iν+λ+µ − e2iν−λ−µ)z22 + (e+2iν+λ+µ − e−2iν−λ−µ)z22 = e−2(λ+µ) − e2(λ+µ)
e2iν + e−λ−µz22 + e
λ+µz22 + e
−2iν |z2|4 = 0.
Proposition 6.7. If Case (ii) occurs then (λ, µ, ν) = (0, 0, 0).
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Proof. The proof is more or less the same as in Proposition 6.4, with λ− µ replaced
with λ + µ. We conclude that λ = −µ and ν = 0. This implies the statement since
0 6 λ 6 µ. 
We already know that if λ, µ, ν all vanish then Q is equivalent to a real quadric, so
that D is a circle and coincides with D0. We next consider another important case
in which we can describe D explicitly.
Proposition 6.8. If λ = µ = 0 and ν 6= 0, then the discriminant locus is a smooth
Clifford torus.
Proof. The discriminant equation in this case is
0 = e2iν + e−2iν |z|4 + z21 + z21 + z22 + z22.(6.14)
The imaginary part of this equation is
sin(2ν)(1− |z|4).
Since ν 6= 0, we must have |z|4 = 1. That is, the discriminant locus D is a subset of
the unit sphere. The real part of (6.14) is
(1 + |z|4) cos(2ν) + 2(x21 − y21) + 2(x22 − y22).
So D is the subset of the unit sphere defined by
y21 + y
2
2 = x
2
1 + x
2
2 + cos(2ν).
If we let x = (x1, x2) and y = (y1,−y2) (the minus sign will be convenient in the next
subsection), then the equations are
|y|2 + |x|2 = 1, |y|2 − |x|2 = cos(2ν),(6.15)
from which it follows that
|y|2 = 1 + cos(2ν)
2
, |x|2 = 1− cos(2ν)
2
,
which is clearly a smooth Clifford torus. 
Remark 6.9. For this family of tori, we see clearly from (6.15) how the torus limits
to a circle as ν → 0.
6.3. Case (iii) cannot happen. We turn to the generic situation in which z1 6= 0
and z2 6= 0. Recalling (5.32), we rewrite the system as
z1|z|2(e−2iν − eiθe2iν) = z1(eiθe−λ+µ − eλ−µ)
z2|z|2(e−2iν − eiθe2iν) = z2(eiθe−λ−µ − eλ+µ).
(6.16)
Lemma 6.10. Let λ 6= 0. A point (z1, z2) on the discriminant locus with both z1 and
z2 non-zero is a smooth point of the discriminant locus.
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Proof. Since z1 and z2 are non-zero, taking norms of these equations gives
|z|2 =
∣∣eiθe−λ+µ − eλ−µ∣∣∣∣e−2iν − eiθe2iν∣∣ =
∣∣eiθe−λ−µ − eλ+µ∣∣∣∣e−2iν − eiθe2iν∣∣ .
The denominators are the same, so this can only be possible if
e2(−λ+µ) − eiθ − e−iθ + e2(λ−µ) = e−2(λ+µ) − eiθ − e−iθ + e2(λ+µ),
which says that cosh(λ − µ) = cosh(λ + µ). Since 0 6 λ 6 µ, we deduce that
µ− λ = λ+ µ, whence λ = 0. 
Finally, we shall show that the assumption λ 6= 0 is not needed in the previous
lemma.
Proposition 6.11. If 0 = λ < µ, then the discriminant locus is necessarily smooth.
Proof. Fix z = (z1, z2) = (x1+ iy1, x2+ iy2), and again set x = (x1, x2), y = (y1,−y2).
The points where the gradient of ∆ degenerates are given by (6.16). Rearranging,
e−2iνz1|z|2 + e−µz1 = eiθ(e2iνz1|z|2 + eµ z1)
e−2iνz2|z|2 + eµ z2 = eiθ(e2iνz2|z|2 + e−µz2).
Cross multiplying yields
(6.17) 2
(
cos(2ν)sX + sin(2ν)cY
)|z|2 + sinh(2µ)z1z2 = 0,
where X + iY = z1z2 and c = coshµ, s = sinhµ. Therefore,
(6.18) Im(z1z2) = x · (Jy) = 0,
where Jy = (y2, y1). Thus y = 0 or
(6.19) x = ky,
where k ∈ R.
The discriminant locus is given by
(6.20) 2c(|x|2 − |y|2) + (1 + |z|4) cos(2ν) = 0,
(6.21) 4sx · y − (|z|4 − 1) sin(2ν) = 0.
We know that these equations, with c > 1, imply that |y| > 0, so we may asssume
(6.19).
We now have |z|2 = (k2 + 1)|y|2. Recalling the definition of y, we also have
z1z2 = −(k − i)2y1y2, z1z2 = −(k2 + 1)y1y2.
Thus X = (1− k2)y1y2 and Y = 2ky1y2. However, (6.17) implies that(
cos(2ν)sX + sin(2ν)cY
)|z|2 = −csRe(z1z2),
so either y1y2 = 0 or
(6.22)
(
(1− k2)s cos(2ν) + 2kc sin(2ν)) |y|2 = cs.
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But if y1y2 = 0 then one of z1, z2 vanishes, which is impossible with the current
hypothesis λ 6= µ. From (6.20) and (6.21), we also have
(6.23) 2c(k2 − 1)|y|2 + ((k2 + 1)2|y|4 + 1) cos(2ν) = 0,
(6.24) 4sk|y|2 − ((k2 + 1)2|y|4 − 1) sin(2ν) = 0.
Consider first the special case ν = 0. Then (6.24) gives k = 0 and thus x = 0.
From (6.22), we have |y|2 = c. But (6.23) then implies that c = 1, which is not the
case.
Write C = cos(2ν) and S = sin(2ν). We may now assume that s > 0 and S > 0.
In the new notation, (6.22) is
(6.25) − sC k2 + 2cS k + sC = cs/|y|2.
We get an analogous expression by multiplying (6.23) by S, (6.24) by C, and adding:
(6.26) cS k2 + 2sC k − cS = −CS/|y|2.
This is surprising, since (6.25) arises from the gradient of ∆, whereas (6.26) arises
from ∆ itself.
Now multiply (6.25) by cS and (6.26) by sC. Adding and simplifying, we get
(6.27) 2k|y|2 = sS.
A similar operation involving subtraction gives
(6.28) (1− k2)|y|2 = cC.
We also obtain a solution
2|y|2 = cC ±
√
c2C2 + s2S2 = cC +
√
s2 + C2.
Rearranging (6.28) gives
(k2 + 1)|y|2 = 2|y|2 − cC =
√
s2 + C2.
This can now be substituted into (6.24) to give
4sk|y|2 − (s2 + C2 − 1)S = 0.
Using also (6.27),
2s2S − (s2 + C2 − 1)S = 0,
and c2 = C2, which contradicts c > 1. 
We summarize what has been proved so far:
Theorem 6.12. Assume that Q is a quadric in the canonical form (λ, µ, ν) with
0 6 λ 6 µ and 0 6 ν < pi/2. Then the discriminant locus D is a smooth submanifold
of real dimension 2, unless λ = µ and ν = 0 (in which case there are exactly two
singular points). If (λ, µ, ν) = (0, 0, ν) with ν 6= 0 then D is a smooth Clifford torus.
If (λ, µ, ν) = (0, 0, 0), then D is a circle.
It will be the purpose of the next section to prove that D is an unknotted torus
whenever it is smooth and (λ, µ, ν) 6= (0, 0, 0).
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7. Topology of the discriminant locus
We begin with the equation of the discriminant (6.1), which expands to
∆ = −e2iν − e−2iν |z|4 − eλ+µz22 − e−λ−µz22 − eλ−µz21 − eµ−λz21 ,
where |z|2 = |z1|2 + |z2|2. We shall consider separately the real and imaginary parts
Re∆ = 2 cosh(λ− µ)(x21 − y21) + 2 cosh(λ+ µ)(x22 − y22) + (1 + |z|4) cos(2ν),
Im∆ = −4 sinh(λ− µ)x1y1 − 4 sinh(λ+ µ)x2y2 − (|z|4 − 1) sin(2ν),(7.1)
concentrating attention on the latter.
Proposition 7.1. If ν 6= 0, then the zero set {Im∆ = 0} is a smoothly embedded
3-sphere in R4.
Proof. We shall show that (7.1) determines a graph over the unit sphere S3(1). Take
(x1, y1, x2, y2) ∈ S3(1), and consider the ray r(x1, y1, x2, y2) for 0 < r < ∞. Along
this ray, we have
sin(2ν)r4 + r2
(
4 sinh(λ− µ)x1y1 + 4 sinh(λ+ µ)x2y2
)− sin(2ν) = 0.
The quadratic formula gives the solution
r2 =
−B ±
√
B2 + 4 sin2 2ν
2 sin(2ν)
,
where B ≡ 4 sinh(λ−µ)x1y1+4 sinh(λ+µ)x2y2. By assumption, the discriminant is
always positive. Moreover, this equation always has exactly one positive root and the
root can be chosen smoothly, given that ν 6= 0. Therefore {Im∆ = 0} is a smooth
graph over S3. 
Remark 7.2. For ν = 0 then {Im∆ = 0} is clearly a real cone, which has a singularity
at the origin.
Our next result extends Proposition 6.8.
Theorem 7.3. If λ < µ, and ν 6= 0, then D is a smooth unknotted torus in R4.
Proof. The assumption λ < µ guarantees, from Theorem 6.12, that D is a submani-
fold. The Riemann-Hurwitz formula for the branched covering Q → S4 is
χ(S2 × S2) = 2χ(S4)− χ(D).(7.2)
This yields χ(D) = 0.
We first claim that no component of D can be homeomorphic to S2. Assume by
contradiction that D has a component Ds which is a sphere. By translating Ds in
the normal direction to {Im∆ = 0} (which we know is a smoothly embedded S3),
we may assume that Ds is contained in a parallel S
3. By the Generalized Schoenflies
Theorem [Bre93, Theorem IV.19.11], Ds will bound a 3-disc M in the parallel S
3.
Since M is clearly disjoint from the other components of D, the lift of M ∪ Ds
under the branched covering is a hypersurface in S2 × S2, which disconnects since
H1(S2 × S2) = 0, as follows from the Generalized Jordan Curve Theorem [Bre93,
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Theorem VI.8.8]. Therefore the branched covering is trivial away from D, so there
cannot be any other branching components. This contradicts χ(D) = 0.
Since there are no S2 components, and χ(D) = 0, all the components must be
tori. Finally, we claim that there can only be one component, and it is an unknotted
torus. To see this, take any torus component T 2. As above, push this torus off of
{Im∆ = 0} in a normal direction to another parallel S3. Since T 2 ⊂ S3, Alexander’s
Solid Torus Theorem says that T 2 must bound a solid torus S1 × D2 in S3 [Rol90,
page 107]. So we have T 2 bounding a solid torus, which is clealy disjoint from the
other components of D (the other components lie in the original S3, while the solid
torus lies in a parallel S3). The covering argument above then shows there cannot be
any other components of D. Finally, a torus which bounds a solid torus in R4 must
be unknotted, it is isotopic to a standard torus T 2 ⊂ R3 ⊂ R4 ⊂ S4 [HK79]. 
7.1. Special cases revisited. We are now in a position to refine the descriptions
given in the previous section for cases in which one of ν or λ vanishes.
First, we return to Case (i) in which λ = µ and ν = 0.
Proposition 7.4. Given a quadric Q defined by the matrix Q(λ,λ,0) with λ 6= 0, the
discriminant locus is a torus pinched at two points.
Proof. According to (5.23), this case equivalent to the case λ = −µ 6= 0 and ν = 0.
Using (5.16) and (5.18), we see that this case corresponds to x = y = v = 0, and
u ∈ R, with u 6= ±1. This means that Q is conformally equivalent to the zero set of
the quadratic form
q = 2(u− 1)ξ0W2 + 2(u+ 1)ξ12W1.
To find its discriminant locus, we look at
0 = 2(u− 1)ξ0(ξ0z2 + ξ12z1) + 2(u+ 1)ξ12(ξ0z1 − ξ12z2).
Expanding this, we find 0 = Aξ20 + 2Bξ0ξ12 + Cξ
2
12, where
A = 2(u− 1)z2, B = (u− 1)z1 + (u+ 1)z1, C = −2(u+ 1)z2.
Therefore D is defined by
0 = B2 − AC = (u− 1)2z21 + (u+ 1)2z21 + (u2 − 1)|z1|2 + 4(u2 − 1)|z2|2,
with u 6= ±1 constant. Expanding into real and imaginary parts,
4u2x21 − 4y21 + 4(u2 − 1)(x22 + y22) = 0, 8ux1y1 = 0.
If x1 = 0, then 4y
2
1 = 4(u
2 − 1)(x22 + y22), which is a cone for |u| > 1, and empty for
|u| < 1. If y1 = 0 then 4u2x21 = −4(u2 − 1)(x22 + y22), which is a cone for |u| < 1,
and empty for |u| > 1. Performing an inversion as in (2.14), we see a similar cone
singularity at infinity. When viewed as a subset of S3 ⊂ S4, D is then clearly a torus
pinched at two points. 
Next, we settle the case λ < µ and ν = 0, in which the discriminant locus D is
smooth yet {Im∆ = 0} is not.
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Proposition 7.5. In the case of a quadric Q defined by Q(λ,µ,0) with λ < µ, the
discriminant locus is a smooth unknotted torus.
Proof. In this case, by Theorem 6.12, we know D is a submanifold. Take a path
(λ, µ, νt) with t ∈ [0, 1] and νt 6= 0 such that (λ, µ, ν) → (λ, µ, 0) as t → 1. From
Theorem 7.3, we know the corresponding Dt are unknotted tori. Also, since this
is a smooth path of polynomials equations, their zero sets converge to D in the
Hausdorff distance. Since Dt is connected, and D is a submanifold, D must therefore
be connected. By the Euler characteristic formula (7.2), D must be a torus. Finally,
the unknottedness follows since D is the limit of smooth unknotted tori. 
7.2. The non-diagonalizable case. Recall from (5.37) above, the quadric is given
by Aξ2 + 2Bξ + C = 0, with
A = i+ kz1 − z2, B = Re(kz2) + i Im(z1), C = i− kz1 − z2.(7.3)
A computation shows that the discriminant is
B2 − AC = (k2 − 1)x22 − y22 + k2x21 + (k2 − 1)y21 − 2ky1 + 1 + 2i(x2 + kx1y2).
We let f = Re∆, g = Im∆, and consider the matrix
J =
(
∂x1f ∂y1f ∂x2f ∂y2f
∂x1g ∂y1g ∂x2g ∂y2g
)
=
(
2k2x1 2(k
2 − 1)y1 − 2k 2(k2 − 1)x2 −2y2
ky2 0 1 kx1
)
.
(7.4)
Proposition 7.6. If k ∈ [0, 1), then the discriminant locus is smooth on R4. As
a subset of S4, there is exactly one singular point (the point at infinity), and the
discriminant locus is a singular torus pinched at one point.
Proof. The discriminant locus D = {f = 0} ∩ {g = 0}. In the case k = 0, the
equations for D simplify to
x22 + y
2
2 + y
2
1 = 1, x2 = 0,(7.5)
which is a smooth cylinder. Such a cylinder is exactly an unknotted torus pinched at
one point when viewed as a subset of S4. Next, for k ∈ (0, 1), we show that J has
rank 2 at every finite point on D. To see this, take the subdeterminant corresponding
to the first and last columns:∣∣∣∣2k2x1 −2y2ky2 kx1
∣∣∣∣ = 2k3x21 + 2ky22 = 0.(7.6)
Since k ∈ (0, 1), this implies that x1 = 0 and y2 = 0. The equations for D simplify to
0 = f = (k2 − 1)x22 + (k2 − 1)y21 − 2ky1 + 1, 0 = g = x2,
which implies
0 = f = (k2 − 1)y21 − 2ky1 + 1.(7.7)
Next take the subdeterminant corresponding to the second and third columns to get
y1 =
k
k2 − 1 .(7.8)
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Substituting this into (7.7), we obtain
0 =
k2
k2 − 1 − 2
k2
k2 − 1 + 1 = −
k2
k2 − 1 + 1,(7.9)
which has no solution. Therefore D is always smooth in R4.
To identify the global topology of D, we argue as follows. We can identify our
non-singular 2-quadric with CP1 × CP1 such that the fiber over infinity corresponds
to a CP1 in one of the factors. Thus,
Q2 \ CP1 = CP1 × R2.(7.10)
The Riemann-Hurwitz formula for a branched covering is
2 = χ(CP1 × R2) = 2χ(R4)− χ(D \ {p∞}) = 2− χ(D \ {p∞}),(7.11)
which implies that χ(D \ {p∞}) = 0. We claim that D \ {p∞} is connected. This
follows from our work in the diagonalizable case: we can approximate our quadric
Q by a sequence of generic diagonalizable quadrics Qi, with the discriminant loci
Di converging to D in the Hausdorff sense, with smooth convergence away from the
singular point. We have proved above that Di are smooth unknotted tori, which in
particular are connected. Thus, we may connect any 2 points in D \ {p∞} by a path
which is a limit of paths in the tori Di each of which avoids the singular point of
convergence. Connectedness, together with χ = 0, imply that D \ {p∞} = S1 × R.
To finish the argument, an analysis of the singularity is needed; we just briefly
outline the details here. Consider the inverted quadric (5.38), so that the singular
point is at the origin. One then examines the intersection D ∩ S(r), where S(r) is
a small sphere of radius r centered at the origin. An elementary computation shows
that this limits to two disjoint S1s in S3 as r → 0. This implies that the singularity
is a double cone point, thus D globally has the topology of a torus pinched at one
point. 
Combining Theorems 5.10, 6.12, and 7.3, and Propositions 7.4, 7.5, and 7.6, we
obtain Theorem 1.11.
7.3. Lifting the discriminant locus. In this subsection, we give a topological “ex-
planation” of Cases (0) and (1) of Theorem 1.11, and prove Theorem 1.13.
In Case (0), the discriminant locus lifts to
pi−1(S1) = S1 × CP1 = S1 × S2,
since an oriented CP1-bundle over S1 is trivial. This is a 3-real-dimensional submani-
fold of Q, which must disconnect into two components [Bre93, Theorem VI.8.8]. Any
non-degenerate quadric is diffeomorphic to S2×S2. So we see that S2×S2 \S1×S2
is equal to two copies of S4 \ S1. We have the well-known isomorphism
S4 \ S1 = R4 \ R = D2 × S2.
So we have the identification S2 × S2 \ S1 × CP1 with two copies of D2 × S2.
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In Case (1), the discriminant locus is a torus, D = S1 × S1. Since D = D1, the
lift of D is pi−1(D) = S1 × S1. So we see that S2 × S2 \ S1 × S1 is a double cover of
S4 \S1×S1. Now D is unknotted, which means that D bounds a solid torus S1×D2.
The lift pi−1(S1×D2) is a solid torus glued to itself along the boundary torus, which
is easily seen to be
pi−1(S1 ×D2 ∪ S1 × S1) = S1 × S2.
So, by analogy with (i), we have the identification S2 × S2 \ S1 × S2 is two copies of
S4 \ S1 ×D2. This also shows that the diagonalizable quadrics induce two OCSes on
S4 minus a solid torus. This completes the proof of Theorem 1.13.
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