Abstract. We prove a short interval version of the Bombieri-Vinogradov Theorem for Chebotarev sets. Appealing to the recent work of Maynard, we obtain dense clusters of Chebotarev primes in short intervals. As an application, we find dense clusters of nonzero Fourier coefficients of cusp forms in short intervals. This implies that there are dense clusters of fundamental discriminants d in short intervals for which the central values of modular L-functions twisted by d are non-vanishing, or for which modular elliptic curves twisted by d have rank zero.
Introduction
Let N denote the set of positive integers, let a, q ∈ N satisfy 1 ≤ a < q and gcd(a, q) = 1, and let p be prime. Define log p.
The prime number theorem for arithmetic progressions tells us that if q ≤ (log x)
D for any fixed D > 0, we have (1.2) Ψ(x, 2x; q, a) ∼ x ϕ(q) .
where ϕ denotes Euler's totient function. Improvements in both the error term and range of q for (1.2) is important for a wide variety of arithmetic problems. The Generalized Riemann Hypothesis for Dirichlet L-functions (GRH) implies that if q ≤ √ x (log x) 2 , then (1.3) Ψ(x, 2x; q, a) − x ϕ(q) ≪ √ x(log qx) 2 .
While this is beyond the reach of current methods, the Bombieri-Vinogradov Theorem tells us that the mean value of (1.3) is about as small as predicted by GRH. Specifically, for any constants D > 0 and θ ∈ (0, Ψ(x, 2x; q, a) − x ϕ(q) ≪ x (log x) D We call θ the level of distribution for the primes.
One can study analogous questions in a short interval setting as well. The Density Hypothesis for Dirichlet L-functions (which is implied by GRH, see Chapter 10 of [7] for more (1.5) Ψ(x, x + h; q, a) ∼ h ϕ(q) , q ≤ (log h) Ψ(x, x + h; q, a) − h ϕ(q) ≪ h (log x) D 2 , providing a natural generalization of (1.2) and (1.4). The celebrated version of the prime number theorem due to Huxley [5] tells us that (1.5) holds when ψ ∈ ( 7 12 , 1]. For Huxley's range of ψ, estimates of the form (1.6) have been thoroughly studied [6, 8, 16, 17, 19] . Timofeev [23] proved that for Huxley's range of ψ, (1.6) holds when θ ∈ (0, 1 30 ), which is currently the sharpest result for values of ψ near 7 12 . Some of these results have been extended to a Chebotarev setting. Specifically, let K/Q be a Galois extension of number fields with Galois group G and discriminant ∆, and let 1 ≤ a < q be integers with gcd(a, q) = 1. For a prime p ∤ ∆, there corresponds a certain conjugacy class C ⊂ G consisting of the set of Frobenius automorphisms attached to the prime ideals of K which lie over p. We denote this conjugacy class by the Artin symbol [
]. For a fixed conjugacy class C, let (1.7) P = p ∤ ∆ :
and define (1.8)
The Chebotarev Density Theorem tells us that if q ≤ (log x) D for some constant D > 0, then (1.9) Ψ P (x, 2x; q, a) ∼ δ(C; q, a)x for some density δ(C; q, a) ≥ 0. If ζ q is a primitive q-th root of unity and K ∩ Q(ζ q ) = Q, then
In [13] , Murty and Murty proved a variant of the Bombieri-Vinogradov Theorem for Chebotarev sets. In particular, they proved that if D > 0 and θ ∈ (0, min{
where the decoration ′ denotes summing over moduli q such that K ∩ Q(ζ q ) = Q. (Again, we call θ the level of distribution.) In [14] , Murty and Petersen extend the results of [13] to all extensions of number fields, not just Galois extensions of Q.
Balog and Ono extended the Chebotarev Density Theorem to a short interval setting. Assuming the above notation, define
Balog and Ono [1] 
Statement of Results
Our first result is the following extension of (1.13) to arithmetic progressions.
Theorem 2.1. Assume the above notation. Let K/Q be a Galois extension of number fields with Galois group G, and let C ⊂ G be a fixed conjugacy class. Choose constants D > 0 and ψ
D , and
, then there exists a constant b > 0 (depending only on K, ψ, and D) such that
Next, we prove a short interval variant of the Bombieri-Vinogradov Theorem for Chebotarev sets. Theorem 2.2. Assume the above notation. Let K/Q be a Galois extension of number fields with Galois group G, and let C ⊂ G be a fixed conjugacy class. Choose constants D > 0,
, 1], and θ ∈ (0, min{
where the decoration ′ denotes summing over moduli q satisfying K ∩ Q(ζ q ) = Q.
Much like the results of [13, 14] , nonabelian analogues of the Bombieri-Vinogradov Theorem in short intervals have interesting arithmetic consequences. This paper focuses on applications stemming from the recent breakthrough of Maynard and Tao. In [11], Maynard developed a dramatic improvement to the Selberg sieve; when used with the BombieriVinogradov Theorem, this improvement produces intervals of bounded length containing many primes. Specifically, Maynard proved that if p n is the n-th prime, then
Tao independently developed the same improvement to the Selberg sieve at roughly the same time as Maynard, but arrived at slightly different conclusions. Using (1.11) and the Maynard-Tao method, the author [22] generalized the results of [11] to a Chebotarev setting, proving that if K/Q is a fixed Galois extension of number fields, P is given by (1.7), and we order the primes in P by size, i.e. P = {q 1 , q 2 , q 3 , . . .} with q i < q j for i < j, then
where in the abelian case q is chosen to be minimal. Applications to ranks of quadratic twists of elliptic curves, congruence conditions on the Fourier coefficients of normalized Hecke eigenforms, and representations of primes by binary quadratic forms were explored. In order to discuss Maynard's recent generalization of (2.2), we recall the definition of an admissible set of linear forms. We say a set of linear forms
(with r i , s i ∈ Z, r i > 0, and s i ≥ 0) is admissible if for every prime p, there exists an integer n p such that k i=1 (r i n p + s i ) and p are coprime. We denote such an admissible set as L and refer to its linear forms as L 1 , . . . , L k . To simplify what follows, we will only consider admissible sets L with r i = 1 for all 1 ≤ i ≤ k, although the results will hold for more exotic admissible sets. To emphasize that r i = 1 for all i, we will use the notation L 1 to refer to our admissible sets.
In [10] , Maynard generalized (2.2) in the following fashion. Choose a constant m ∈ N, and let x > x 0 (m, K). There exists a constant
In [10] , Maynard also produces a similar result for primes in short intervals. Choose constants m ∈ N and ψ ∈ ( 7 12 , 1], and let h ∈ [x ψ , x]. Maynard proved that there exists a positive constant C such that if k = ⌊exp(Cm)⌋, L 1 is an admissible set of size k, and x ≥ x 0 (ψ, m), we have
where P is the set of all primes. (The arguments in [10] allow for the coefficients of the admissible sets in (2.3) and (2.4) to grow with x; we will not consider this in what follows.)
As a consequence of Theorem 2.2, we prove the following mutual refinement of (2.3) and (2.4). Theorem 2.3. Assume the above notation. Let K/Q be a Galois extension of number fields with Galois group G, and let C ⊂ G be a conjugacy class. Choose constants m ∈ N and
All of the applications of bounded gaps between primes in Chebotarev sets described in [22] now have corresponding statements in a short interval setting. We can also provide results in the direction of the following question of Serre [20] .
(1) Suppose that f = 0 is a nonzero cusp form of integer weight ℓ ≥ 2 which is not a linear combination of forms with complex multiplication. Can we prove that i f (n) ≪ n δ for some 0 < δ < 1? (2) More generally, are there analogous results for forms with non-integral weights, or forms with respect to other Fuchsian groups?
Motivated by the second part of Serre's question, Balog and Ono [1] use (1.13) to prove
} which is not a linear combination of weight 3 2 theta functions, then there exists k f ∈ N such that if
For such a cusp form f , i f (n) ≪ n ψ . The next result follows from Theorem 2.3.
} which is not a linear combination of weight 3 2 theta functions. Choose m ∈ N. There exist constants k f ∈ N and C f > 0 (each depending only on f ) such that if
We address two corollaries of Theorem 2.5 regarding central values of modular L-functions and ranks of elliptic curves. Let D be the set of all fundamental discriminants. Let
. At present, the best unconditional result in this direction is due to Ono and Skinner [15] . They proved that
In light of Ono and Skinner's result, we obtain the following.
Corollary 2.6. Assume the above notation. Let F ∈ S ℓ (Γ 0 (N)) be a newform of weight ℓ ∈ 2N. Choose m ∈ N. There exist constants k F ∈ N and C F > 0 (each depending only on
Let E/Q be an elliptic curve, and let E d denote its d-quadratic twist. Let rk(E d ) denote the rank of the Mordell-Weil group E d (Q). The following result now holds. Corollary 2.7. Assume the above notation. Let E/Q be an elliptic curve, and fix m ∈ N. There exist k E ∈ N and a constant C E > 0 (each depending only on E) such that if ψ
Notation
Hecke characters will be denoted as ω, and Dirichlet characters will be denoted as χ. When evaluating a sum or product over the characters of a finite group, the decoration * (e.g. * ω or * χ ) will denote a sum or product over primitive characters. Trivial characters are denoted as ω 0 or χ 0 . When summing over moduli q, the decoration ′ (e.g.
′ q≤Q ) will denote summing over q satisfying K ∩ Q(ζ q ) = Q.
Proof of Theorem 2.1
Let K/Q be a Galois extension of number fields with Galois group G, and fix a conjugacy class C ⊂ G. Since the work of Huxley covers the case where K = Q, we may assume that [K : Q] ≥ 2 for the remainder of this section. Choose a, q ∈ N such that gcd(a, q) = 1, 1 ≤ a < q, and K ∩ Q(ζ q ) = Q, where ζ q is a primitive q-th root of unity. Choose g ∈ C, let H = g be the cyclic group generated by g, and let E be the field fixed by H. Then the Galois group Gal(K(ζ q )/E) is isomorphic to H × (Z/qZ)
× . With h given by the hypothesis of Theorem 2.1, the explicit formula for Ψ P (x, x + h; q, a) due to Lagarias and Odlyzko [9] and orthogonality of the characters of Gal(K(ζ q )/E) tell us that if 2 ≤ T ≤ x, then
where ω is a character of Gal(K(ζ q )/E) and the inner sum ranges over nontrivial zeros ρ = β + iγ of L(s, ω). We have the inequality
with the sum extending over all nontrivial zeros of all Hecke L-functions associated to the irreducible characters of Gal(K(ζ q )/E). To prove Theorem 2.1, it suffices to choose 2 ≤ T ≤ x so that the error in (4.2) is sufficiently small. We bound the sum over zeros using zero density estimates. Because K/Q is Galois and K ∩ Q(ζ q ) = Q, we can factor the Dedekind zeta function ζ K(ζq) (s) as
where ζ(s) is the Riemann zeta function. Thus the sum over zeros in (4.2) satisfies (4.4)
where the decoration K denotes summing over nontrivial zeros of ζ K (s) and the decoration q denotes summing over nontrivial zeros of the product of Dirichlet L-functions L(s, χ) with χ = χ 0 irreducible. Define
We can now use the zero density estimates of Heath-Brown [4] for the Dedekind zeta function and Tatuzawa [21] for Dirichlet L-functions (using c = 1 6 as an upper bound for the Lindelöf constant for Dirichlet L-functions).
Lemma 4.1.
(1) If ǫ > 0, then there exists a positive constant W = W (K, ǫ) such that
uniformly for
The last tool that we need for the proof of Theorem 2.1 is the zero-free region for ζ K (s) due to Mitsui [12] and for L(s, χ) in Chapter 9 of [18] . We state slightly weaker results here for the sake of simplicity.
Lemma 4.2.
(1) There exist positive constants t 0 (which is absolute) and B (which depends only on K) such that ζ K (σ + it) = 0 whenever t ≥ t 0 and σ ≥ 1 − B (log t) 7/10 with at most one exception. (2) There exist absolute constants b 1 , t 1 > 0 such that * χ =χ 0 (mod q) L(σ + it, χ) = 0 whenever t ≥ t 1 and σ ≥ 1 − b 1 max{log(q), (log t) 4/5 } with at most one exception.
Proof of Theorem 2.1. The contribution of a possible real exceptional zero β 0 close to s = 1 arising from a real character is addressed in Section 2 of [14] . By appealing to the arguments therein, the contribution from hx β 0 −1 is absorbed in the error term in the statement of Theorem 2.1 (assuming such a zero exists). This takes care of the exceptional cases in Lemma 4.2. Much like the proof of the prime number theorem for arithmetic progressions using Siegel's Theorem, the range of q for which Theorem 2.1 is valid depends on the quality of bound one can obtain for β 0 .
Using the above zero-density estimates and zero-free regions, we estimate the sums over the remaining zeros in (4.2). Choose 0 < ǫ < c(K) + (ψ − 1)c(K) 2 , and set
With this choice of T ,
is absorbed in the error term in the statement of the theorem. By Lemma 4.2, if x is sufficiently large, then there exists b 2 > 0 (depending only on ǫ and K) such that
By a similar calculation using Lemmata 4.1 and 4.2, there exists a constant 0 < b 3 < b 1 (depending only on ǫ, D, and K) so that
Choosing b = min{b 2 , b 3 }, we obtain the desired result.
Proof of Theorem 2.2
Let K/Q be a Galois extension of number fields with Galois group G, and fix a conjugacy class C ⊂ G. Since the work of Timofeev covers the case where K = Q, we may assume that [K : Q] ≥ 2 for the remainder of this section. Let E be as in the previous section, and
The basic steps in the proof of Theorem 2.2 are:
(1) Express the mean value of the error term in Theorem 2.1 in terms of the summatory von Mangoldt functions of abelian L-functions. (2) Estimate the contribution from moduli q in the initial range 1 ≤ q ≤ (log x) γ , where γ is any positive number, using Theorem 2.1. (3) Estimate the contribution from moduli q in the terminal range (log x) γ ≤ q ≤ x θ using the large sieve inequality and mean value estimates.
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In several places, the details are very similar to those in [13, 14] . Since these papers are quite thorough, we will sometimes refer the reader to these papers for complete details. Since the case of K = Q is already proven, we may assume henceforth that [K : Q] ≥ 2.
Rewriting the mean value.
Step 1 is accomplished by following the arguments in Section 1 of [13] or Sections 0 and 1 of [14] . We present the main ideas. If one writes ψ P (x, x + h; q, a) as a contour integral along Re(s) = c for some c > 1 using Mellin inversion in order to relate ψ P (x, x + h; q, a) to the zeros of abelian L-functions, the integral will not converge absolutely. To avoid the ensuing analytic difficulties, we smooth ψ P (x, x + h; q, a) following Gallagher [2] . Given a function f : [1, ∞) → R, let f 0 = f , and for k ∈ N, let
We then define
If k is positive, then the contour integral resulting from Mellin inversion will converge absolutely. Also, if k is sufficiently large (in terms of certain parameters to be shown later), then the work in [13, 14] shows that it suffices to only study ψ k,P (x, x + h; q, a). Theorem 2.2 will then follow from analyzing functions of the form
More specifically, Theorem 2.2 follows directly from a modified version of the second condition in Proposition 1.8 of [14] .
Proposition 5.1. Assume the above notation. Let K/Q be a Galois extension of number fields with Galois group G, and let C ⊂ G be a conjugacy class.
where ω is a character of Gal(K(ζ q )/E) with conductor c(ω) no more than a constant multiple of Aq d , where A is the conductor of ζ K (s). Moreover, one may assume that there are O(ϕ(q)) such characters ω in the second summation.
This reduction follows the arguments in Sections 0 and 1 of [14] almost exactly; we refer the reader to this source for further details.
The initial range. For
Step 2, we address the case where 1 ≤ Q ≤ (log x) γ for some γ > 0. It suffices to prove the follow the following proposition. 
where ω is a character of Gal(K(ζ q )/E) with c(ω) is no more than a constant multiple of Aq d .
Proof. It follows from Theorem 2.1 that for the characters ω in consideration, we have −ǫ }, and k > max{2,
where ω is a character of Gal(K(ζ q )/E) with c(ω) is not more than a constant multiple of Aq d .
The setup and proof for Proposition 5.3 follows Section 3 of [14] . Recall the definition
Because the Dirichlet series associated to L(s, ω) converges absolutely in the region Re(s) > 1, we may change the line of integration from Re(s) = 2 to Re(s) = c, where
Let 0 < z ≤ x be a parameter that will be chosen optimally later. We have the identity
where
Since F and M are Dirichlet polynomials and L, L ′ are entire, we can move the line of integration to Re(s) = 1 2 for the second and third integrals. We have
By repeated applications of inequality 2|ab| ≤ |a| 2 + |b| 2 , we obtain the bound
Murty and Petersen use a modification of Gallagher's large sieve inequality (see Section 3.1 of [14] ) to prove that for k ≥ 2,
) for some 0 < ǫ < 1 4 and setting ǫ ′ = ǫ(
), Murty and Petersen use mean value estimates (see Sections 3.2 and 3.3 of [14] ) to prove that
Proof of Proposition 5.3. With 0 < ǫ < 1 4 and ǫ ′ = ǫ(
), we combine the above estimates to obtain
Fixing D > 0, we choose γ > (d + 4) 2 + D and z = Q(log x) γ . By choosing Q as in the statement of Proposition 5.3, we obtain the desired result. We assume the notation from Sections 1 and 2. Given a set of integers A, a set of primes P, and a linear form L(n) = l 1 n + l 2 , define
We consider the 5-tuple (A, L, P, B, x, θ) for L an admissible set of linear forms, B ∈ N an appropriate constant, x a large real number, and 0 < θ < 1. We present a very general hypothesis that Maynard states in Section 2 of [10] .
(3) For any q ≤ x θ , we have #A(x; q, a) ≪ #A(x)/q.
For (A, L, P, B, x, θ) satisfying Hypthesis 6.1, Maynard proves the following result (Theorem 3.1 of [10] ). Theorem 6.2. Let α > 0 and 0 < θ < 1. There is a constant C depending only on θ and α so that the following holds. Let (A, L, P, B, x, θ) satisfy Hypothesis 6.1. Assume k = #L satisfies C ≤ k ≤ (log x) α and the coefficients of r i , s i of L i satisfy r i , s i ≤ x α for all 1 ≤ i ≤ k. If δ > (log k) −1 satisfies
#{n ∈ A(x) : #{{L 1 (n), . . . , L k (n)} ∩ P} ≥ C −1 δ log k} ≫ #A(x) (log x) k exp(Ck) .
Since (N, L 1 , P, |∆|, x, θ 1 ) and (N ∩ [x, x + h], L 1 , P, 1, x, θ 2 ) satisfy Hypothesis 6.1 (where θ 1 ∈ (0, min{ By taking D sufficiently large in terms of k, the above estimate implies that Part 2 of Hypothesis 6.1 holds for our choice of θ, provided that x is sufficiently large in terms of m and ψ.
For our choice of A and P, we have the inequality 1 k ϕ(|∆|) |∆| L∈L 1 #P L,A (x) ≥ (1 + o(1)) #A(x) log x as x → ∞, which is exactly the inequality in Theorem 6.2 with r i = 1 for all 1 ≤ i ≤ k and δ = 1 + o(1), where the implied constant depends only on K. The size k of L 1 is computed essentially the same way as in [11, 22] ; it will have the shape ⌊exp(C K m)⌋ for some number C K > 0 depending only on |G| and |∆|. Theorem 2.3 now follows directly from Theorem 6.2.
The proofs of Theorem 2.5 and Corollaries 2.6 and 2.7 now proceed as the proofs of Theorem 3 and Corollaries 4 and 5 of [1] (respectively) by appealing to Theorem 2.3 instead of (1.13) 
