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Abstract
In this paper, the linear structure of the family He(G) of holomorphic
functions in a domain G of the complex plane that are not analytically
continuable beyond the boundary of G is analyzed. We prove that
He(G) contains, except for zero, a dense algebra; and, under appropri-
ate conditions, the subfamily of He(G) consisting of boundary-regular
functions contains dense vector spaces with maximal dimension, as
well as infinite dimensional closed vector spaces and large algebras.
The case in which G is a domain of existence in a complex Banach
space is also considered. The results obtained complete or extend a
number of previous ones by several authors.
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1 Introduction
This paper intends to be a contribution to the study of the linear structure
of the family of non-extendable holomorphic functions. The search of linear
(or, in general, algebraic) structures within nonlinear sets has become a
trend in the last two decades, see e.g. the survey [19]. Here we restrict
ourselves to the setting of complex analytic functions, with focus on those
ones that cannot be continued beyond the boundary of the domain.
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Although our main concern is the complex plane C, it is convenient to
state definitions in a more general framework. Assume that E is a complex
Banach space. A domain G in E is a nonempty connected open subset of E.
Along this paper, we will assume that G 6= E. Denote by H(G) the space
of all holomorphic functions f : G→ C (see e.g. [21] for definitions and pro-
perties), and by ∂G the boundary of G. We say that a function f ∈ H(G)
is holomorphically non-extendable across any boundary point (synonymous
expressions are: f is analytically non-continuable beyond ∂G, f is holomor-
phic exactly on G, G is a domain of existence of f) whenever there do not
exist two domains G1 and G2 in E and f˜ ∈ H(G1) such that G2 ⊂ G ∩G1,
G1 6⊂ G and f˜ = f on G2. We denote by He(G) the family of all f ∈ H(G)
that are holomorphic exactly on G. A domain G ⊂ E is said to be a domain
of existence if it is a domain of existence of some function f ∈ H(G) (that
is, if He(G) 6= ∅). And G is called a domain of holomorphy provided that
there do not exist two domains G1 and G2 in E with G2 ⊂ G ∩G1, G1 6⊂ G
such that, for every f ∈ H(G), there exists f˜ ∈ H(G1) with f˜ = f on G2.
Plainly, every domain of existence is a domain of holomorphy. In the
case where E = CN (N ∈ N := {1, 2, ...}), the Cartan–Thullen theorem
[33] asserts that G is a domain of existence if and only if G is a domain
of holomorphy, and if and only if G is holomorphically convex, that is, for
every compact subset K of G, the set K̂ := {x ∈ G : |f(x)| ≤ supK |f | for
all f ∈ H(G)} satisfies dist(K̂, E \G) > 0.
Turning to the case E = C, in 1884 Mittag-Leffler proved that every
domain G ⊂ C is a domain of existence [29, Chapter 10] (this is no longer
true for higher dimensions, see e.g. [36]). Moreover, f ∈ He(G) if and only
if ρ(f, a) = dist(a, ∂G) for all a ∈ G, where ρ(f, a) denotes the radius of
convergence of the Taylor series of f with center at a. Of course, we have
He(G) ⊂ Hwe(G), where Hwe(G) stands for the class of functions which
are holomorphic weakly exactly on G, that is, f ∈ Hwe(G) if and only if f
has no holomorphic extension to any domain containing G strictly. But the
reverse inclusion is not true: take e.g. G = C\(−∞, 0] and f := the principal
branch of log z. Observe that He(G) = Hwe(G) provided that G is a Jordan
domain, i.e. a domain in C such that ∂G is a homeomorphic image in C∞ of
a circle. Here C∞ := C ∪ {∞} denotes the one-point compactification of C.
Note that we allow unbounded domains: for instance, an open half-plane is
Jordan.
Recall that a domain G ⊂ C is said to be regular if G = G
0
(A0
denotes the interior of A, while A stands for the closure of A). It is plain
that every Jordan domain is regular, but there are regular (even simply
connected) domains that are not Jordan, for instance, G = {z : |z − 1| < 1
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and |z − (1/2)| > 1/2}.
For every domainG of a complex Banach space E, the spaceH(G) will be
endowed with the topology of uniform convergence on compacta. If E = CN
(N ∈ N), H(G) becomes a Fre´chet space (i.e. a complete metrizable locally
convex space), but it is no longer metrizable if E is infinite dimensional, see
[2, 4, 21]. In 1933 Kierst and Szpilrajn [34] showed in the case of the open
unit disc G = D = {z ∈ C : |z| < 1} that the property discovered by Mittag-
Leffler is topologically generic; specifically, He(D) is residual (so dense) in
H(D), that is, its complement in H(D) is of first category. For extensions
and improvements of the Mittag-Leffler and Kierst–Szpilrajn theorems, see
[20, 30, 31, 37, 38]. Kahane and the author (see [32, Theorem 3.1 and
following remarks] and [13, Theorem 3.1]) observed that the residuality of
He(G) holds for many subspaces X of H(G):
Theorem 1.1. Let G ⊂ C be a domain and X be a Baire topological vector
space with X ⊂ H(G) such that all evaluation functionals
f ∈ X 7→ f (k)(a) ∈ C (a ∈ G, k ≥ 0)
are continuous and, for every a ∈ G and every r > dist (a, ∂G), there exists
f ∈ X such that ρ(f, a) < r. Then He(G) ∩X is residual in X.
Of course the case X = H(G) is included. But Theorem 1.1 also includes
some interesting strict subspaces, such as Hardy (Hp, p > 0) and Bergman
(Bp, p > 0) spaces (in the case G = D, see [13]; for definitions and properties,
see e.g. [45]) and the space A∞(G) (see [17]) if G is a regular domain. By
A∞(G) we have denoted the class of boundary-regular holomorphic functions
in G, that is, A∞(G) = {f ∈ H(G) : f (j) has a continuous extension to
G for all j ∈ N0}, where N0 := {0, 1, 2, . . .}. It becomes a Fre´chet space
when it is endowed with the topology of uniform convergence of functions
and all their derivatives on each compact set K ⊂ G. Chmielowski [22] had
established in 1980 that He(G) ∩A
∞(G) 6= ∅ if G is regular; see also [40].
In Section 2 we will recall some lineability notions and review the main
known results about the algebraic structure of He(G) in H(G) and in sub-
spaces of it, including the infinite dimensional case. Section 3 contains our
new statements on the linear structure –in its diverse degrees– of He(G),
with special emphasis on the class of boundary-regular holomorphic func-
tions.
2 Lineability notions and known results
When a set A lives in a bigger set X endowed with some structure (vector
space, topological vector space, algebra), an alternative way to measure
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the size of A involves finding large sub-structures within A. A number of
concepts have been coined in order to describe the algebraic size of a set, see
[7, 12, 16, 28] (see also [19] for an account of lineability properties of specific
subsets of vector spaces). Namely, if X is a vector space, α is a cardinal
number and A ⊂ X , then A is said to be:
• lineable if there is an infinite dimensional vector space M such that
M \ {0} ⊂ A,
• α-lineable if there exists a vector space M with dim(M) = α and M \
{0} ⊂ A (hence lineability means ℵ0-lineability, where ℵ0 = card (N),
the cardinality of the set of positive integers), and
• maximal lineable in X if A is dim (X)-lineable.
If, in addition, X is a topological vector space, then A is said to be:
• dense-lineable or algebraically generic in X whenever there is a dense
vector subspaceM ofX satisfyingM\{0} ⊂ A (hence dense-lineability
implies lineability as soon as dim(X) =∞),
• maximal dense-lineable in X whenever there is a dense vector subspace
M of X satisfying M \ {0} ⊂ A and dim (M) = dim (X), and
• spaceable in X if there is a closed infinite dimensional vector subspace
M such that M \ {0} ⊂ A (hence spaceability implies lineability).
And, according to [8, 11], when X is a topological vector space contained in
some (linear) algebra then A is called:
• algebrable if there is an algebra M so that M \ {0} ⊂ A and M is
infinitely generated, that is, the cardinality of any system of generators
of M is infinite.
• densely algebrable in X if, in addition, M can be taken dense in X .
• α-algebrable if there is an α-generated algebra M with M \ {0} ⊂ A.
• strongly α-algebrable if there exists an α-generated free algebra M with
M \ {0} ⊂ A (for α = ℵ0, we simply say strongly algebrable).
• densely strongly α-algebrable if, in addition, the free algebra M can be
taken dense in X .
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Note that if X is contained in a commutative algebra then a set B ⊂ X is
a generating set of some free algebra contained in A if and only if for any
N ∈ N, any nonzero polynomial P in N variables without constant term and
any distinct f1, ..., fN ∈ B, we have P (f1, ..., fN) 6= 0 and P (f1, ..., fN) ∈ A.
Observe that strong α-algebrability ⇒ α-algebrability ⇒ α-lineability, and
none of these implications can be reversed, see [19, p. 74].
The next dense-lineability criterion, that can be found in [18, Theorem
2.3] and is an extension of statements from [6, 15, 16], will be used later.
Theorem 2.1. Assume that X is a topological vector space. Let A ⊂ X be
an α-lineable subset. Suppose that there exists a dense-lineable subset B ⊂ X
such that A+B ⊂ A, and that X has an open basis B for its topology such
that card(B) ≤ α. Then A is dense-lineable and if, in addition, A ∩ B = ∅,
then A ∪ {0} contains a dense vector space D with dim(D) = α.
As for spaceability, we provide the following statement that is ascribed
by Kitson and Timoney [35] to Kalton. It is, in turn, a Fre´chet version of
an earlier result by Wilansky [44] given in the Banach setting. Theorem 2.2
will be needed in the proof of Theorem 3.5 below.
Theorem 2.2. If X is a Fre´chet space and Y ⊂ X is a closed linear sub-
space, then the complement X \ Y is spaceable if and only if Y has infinite
codimension.
Concerning algebrability, the following criterion is given in [9, Proposi-
tion 7] (see also [10, Theorem 1.5]) for a family of functions F ⊂ R[0,1]. By
mimicking its proof, in Proposition 2.3 below we provide an extension to
the case F ⊂ CΩ, which will be needed in Section 3. By E we denote the
family of exponential-like functions C → C, that is, the functions of the
form ϕ(z) =
∑m
j=1 aje
bjz for some m ∈ N, some a1, ..., am ∈ C \ {0} and
some distinct b1, ..., bm ∈ C \ {0}. As usual, c will stand for the cardinality
of the continuum.
Proposition 2.3. Let Ω be a nonempty set and F ⊂ CΩ. Assume that
there exists a function f ∈ F such that f(Ω) is uncountable and ϕ ◦ f ∈ F
for every ϕ ∈ E . Then F is strongly c-algebrable. More precisely, if H ⊂
(0,+∞) is a set with card(H) = c and linearly independent over the field
Q of rational numbers, then
{exp ◦(rf) : r ∈ H}
is a free system of generators of an algebra contained in F ∪ {0}.
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Proof. Firstly, each function ϕ(z) =
∑m
j=1 aje
bjz in E (with a1, . . . , bm ∈
C \ {0} and b1, ..., bm distinct) has at most countably many zeros. Indeed,
we can assume |b1| = · · · = |bp| > |bj| (j = p + 1, ..., m). Then bj = |b1|e
iθj
(j = 1, ..., p) with |θj − θ1| ∈ (0, pi] for j = 2, ..., p (so cj := cos(θj − θ1) < 1
for j = 2, ..., p). Hence we have for all r > 0 that
|ϕ(re−iθ1)| ≥ |a1|e
|b1|r −
p∑
j=2
|aj |e
|b1|cjr −
m∑
j=p+1
|aj|e
|bj |r −→ +∞ as r → +∞.
Therefore ϕ is a nonconstant entire function, so ϕ−1({0}) is countable. Now,
consider a nonzero polynomial P in N complex variables without constant
term, as well as numbers r1, . . . , rN ∈ H . The function Φ : Ω→ C given by
Φ = P (exp ◦(r1f), . . . , exp ◦(rNf)) ∈ C is of the form
m∑
j=1
ai(e
r1f(x))k(j,1) · · · (erNf(x))k(j,N) =
m∑
j=1
ai exp
(
f(x)
N∑
l=1
rlk(j, l)
)
,
where a1, . . . , am ∈ C\{0} and the matrix [k(j, l)] j=1,...,m
l=1,...,N
of nonnegative inte-
gers has distinct nonzero rows. Thus, the numbers bj :=
∑N
l=1 rlk(j, l) (j =
1, ..., m) are distinct and nonzero; hence the function ϕ(z) :=
∑m
j=1 aje
bjz
belongs to E . But Φ = ϕ ◦ f , so if Φ ≡ 0 then we would have ϕ|f(Ω) ≡ 0,
which contradicts the fact that f(Ω) is uncountable. Consequently, Φ 6= 0
and, by hypothesis, Φ ∈ F . This proves the proposition.
Turning to our setting of non-extendable holomorphic functions, and
using the previous terminology, Aron, Garc´ıa and Maestre [5] proved in
2001 the following.
Theorem 2.4. Assume that N ∈ N and G ⊂ CN is a domain of existence.
Then He(G) is dense-lineable, spaceable and algebrable. In fact, there is a
closed infinitely generated algebra contained in He(G).
Recall that a subset A of a locally convex space E is said to be sum-
absorbing whenever there is λ > 0 such that λ(A+A) ⊂ A, and E is called
nearly-Baire if, given a sequence (Aj) of sum-absorbing balanced closed sub-
sets with E =
⋃∞
j=1Aj , there is j0 such that Aj0 is a neighborhood of 0. In
2008, Valdivia [42] showed that the dense subspace contained in He(G)∪{0}
can be chosen to be nearly-Baire for any domain of existence G ⊂ CN . In
the case N = 1, the author had demonstrated in 2006 [14] that He(G) is
maximal dense-lineable in H(G) for any domain G ⊂ C.
In the special case G = D, Aron et al. [5] considered the nonseparable
Banach space H∞ := {f ∈ H(D) : f is bounded on D}, endowed with the
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supremum norm, and showed that He(D) ∩ H
∞ contains, except for zero,
an infinitely generated algebra that is nonseparable and closed in H∞. The
author [13] obtained in 2005 that, under appropriate conditions on a function
space X ⊂ H(G), the set He(D)∩X is dense-lineable or spaceable in X . In
particular, the families He(D)∩H
p, He(D)∩B
p (p > 0) and He(D)∩A
∞(D)
turn out to be dense-lineable as well as spaceable in Hp, Bp and A∞(D),
respectively.
We say that a domain G ⊂ C is finite-length provided that there is M ∈
(0,+∞) such that for any pair a, b ∈ G there exists a curve γ ⊂ G joining
a to b for which length(γ) ≤M . In 2008, Bernal et al. [17] established the
following assertion, showing that regularity plus appropriate metrical and
topological conditions assure dense-lineability for He(G) in A
∞(G).
Theorem 2.5. Let G ⊂ C be a finite-length regular domain such that C\G
is connected. Then He(G) ∩ A
∞(G) is dense-lineable in A∞(G).
And Valdivia [43] obtained in 2009 the following more precise result for
the bigger class Hwe(G) under less restrictive assumptions.
Theorem 2.6. Let G ⊂ C be a regular domain. Then there exists a nearly-
Baire dense subspace M ⊂ A∞(G) such that M ⊂ A∞(G) and M \ {0} ⊂
Hwe(G).
The same result still holds if we replace A∞(G) by the smaller space
A∞b (G) := {f ∈ A
∞(G) : each f (j) (j = 0, 1, . . . ) is bounded on G},
see [43]. Note that, as a consequence of Theorem 2.6, we obtain the following.
Corollary 2.7. If G ⊂ C is a Jordan domain then the family He(G) ∩
A∞(G) is dense-lineable.
We have, in addition, the next theorem, whose parts (a) and (b) are
showed in [17], while part (c) is proved in [18] by using Theorem 2.1 above.
Theorem 2.8. Assume that G ⊂ C is a domain. We have:
(a) If G is a Jordan domain with analytic boundary then He(G)∩A
∞(G)
is spaceable in A∞(G).
(b) If ∂G does not contain isolated points, X ⊂ H(G) is a vector space
with He(G)∩X 6= ∅ and there is a nonconstant function ϕ holomorphic
on some domain Ω ⊃ G such that ϕX ⊂ X, then He(G) ∩ X is li-
neable.
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(c) If G is a regular finite-length domain such that C \ G is connected
then He(G) ∩A
∞(G) is maximal dense-lineable in A∞(G).
Finally, in the infinite dimensional setting, Alves [3] has recently proved
the following assertion.
Theorem 2.9. Suppose that G is a domain of existence of a separable com-
plex Banach space E. Then He(G) is c-lineable and algebrable.
In particular, He(G) is maximal lineable in H(G). The proof in [3] yields
in fact the strong algebrability of He(G).
3 Main results
We start with a theorem that, in the case E = C, complements Theorems
2.4 and 2.9. The following algebraic concept is in order. Let p ∈ Np0 and
consider the lexicographical order “≤” onNp defined by: M := (m1, ..., mp) ≤
(j1, ..., jp) =: J if and only if M = J or M < J ; and M < J if and
only if there is s ∈ {1, ..., p} such that mk = jk for k ≤ s − 1 and ms <
js. Since it is a total order on N
p
0, every nonempty finite subset S ⊂ N
p
0
reaches a maximum R = (r1, ..., rp). Denote by Pp,0 the family of all nonzero
polynomials of p complex variables without constant term. Given P ∈ Pp,0,
there is a nonempty finite set S ⊂ N0 \ {(0, ..., 0)} such that P (z1, . . . , zp) =∑
J∈S cJz
j1
1 · · · z
jp
p and cJ ∈ C \ {0} for all J ∈ S. If R = maxS then we say
that cRz
r1
1 · · · z
rp
p is the dominant monomial of P .
As usual, the Euclidean open ball with center a ∈ C and radius r > 0
will be denoted by B(a, r). Moreover, C(A) will stand for the set of all
continuous functions A→ C, where A ⊂ C.
Theorem 3.1. For any domain G ⊂ C, the set He(G) is densely strongly
c-algebrable in H(G).
Proof. We need some topological preparation before constructing an ade-
quate free algebra. We denote by G∗ the one-point compactification of G.
Recall that in G∗ the whole boundary ∂G collapses to a unique point, say
ω. Let us fix an increasing sequence {KN : N ∈ N} of compact subsets of
G such that each compact subset of G is contained in some KN and each
connected component of the complement of every KN contains some con-
nected component of the complement of G, see [24, Chapter 7]. Choose a
countable dense subset {gN : N ∈ N} of the (separable) space H(G).
Select also a sequence {an : n ∈ N} of distinct points of G such that it
has no accumulation point in G and each prime end (see [23, Chapter 9]) of
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∂G is an accumulation point of the sequence. More precisely, the sequence
{an}n≥1 should have the following property: for every a ∈ G and every r >
dist(a, ∂G), the intersection of {an}n≥1 with the connected component of
B(a, r) ∩ G containing a is infinite. An example of the required sequence
may be defined as follows. Let A = {αk}k≥1 be a dense countable subset of
G. For each k ∈ N choose bk ∈ ∂G such that |bk − αk| = dist(αk, ∂G). For
every k ∈ N let {ak,l : l ∈ N} be a sequence of points of the line interval
joining αk with the corresponding point bk such that |ak,l − bk| < 1/(k + l)
(k, l ∈ N). Each one-fold sequence {an} (without repetitions) consisting of
all distinct points of the set {ak,l : k, l ∈ N} has the required property.
Fix N ∈ N. For the set AN := KN ∪ {an : n ∈ N} we have:
• The set AN is closed in G because the set {an : n ∈ N} does not
cluster in G.
• The set G∗ \ AN is connected due to the shape of KN (recall that in
G∗ the whole boundary ∂G collapses to ω) and to the denumerability
of {an : n ∈ N}.
• The set G∗ \ AN is locally connected at ω, again by the denumera-
bility of {an : n ∈ N} and by the fact that one can suppose that
neighborhoods of ω do not intersect KN .
In other words, each AN is an Arakelian subset of G, see [26]. Now, we
define a family of functions B = {fα : α ≥ 1} ⊂ H(G) as follows. If α 6∈ N,
by the Weierstrass interpolation theorem one can select fα ∈ H(G) such
that
fα(an) = e
nα (n = 1, 2, . . . ),
because {an}n≥1 lacks accumulation points in G (see e.g. [39, Chapter 13]).
Let α = N ∈ N. Consider the function hN : AN → C given by
hN (z) =
{
gN(z) if z ∈ KN
en
N
if z = an and an 6∈ KN .
Note that hN ∈ C(AN ) ∩ H(A
0
N), AN is Arakelian and an ∈ AN \ A
0
N
whenever an 6∈ KN . Under these conditions, a remarkable approximation-
interpolation result due to Gauthier and Hengartner [27, Theorem and re-
mark 2 in page 702] asserts the existence of a function fN ∈ H(G) such
that
|fN(z)− hN (z)| <
1
N
for all z ∈ AN , and
fN (an) = hN(an) for all n ∈ N with an 6∈ KN
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In particular,
|fN(z)− gN(z)| < 1/N (z ∈ KN) (1)
and fN(an) = e
nN provided that an /∈ KN . Denote by A the algebra genera-
ted by B. Since each compact set K ⊂ G is contained in all KN ’s (except for
a finite number of them) and, from (1), we have supz∈K |fN(z)− gN (z)| → 0
as N → ∞, the density of {gN}N≥1 forces {fN}N≥1 to be dense, so A is
dense.
Finally, we prove that A is freely c-generated and A \ {0} ⊂ He(G).
For this, observe that, of course, card [1,+∞) = c, and fix p ∈ N as well as
a polynomial
P (z1, . . . , zp) =
∑
J∈S
cJz
j1
1 · · · z
jp
p ∈ Pp,0,
with its shape described at the beginning of this section. Let cRz
r1
1 · · · z
rp
p be
its dominant monomial. Also, let α1, . . . , αp be different numbers of [1,+∞).
We can assume α1 > α2 > · · · > αp. Suppose that P (fα1, . . . , fαp) ≡ 0. If
N = [α1] (the integer part of α1) then, since KN is compact in G and
{an}n≥1 lacks accumulation points in G, there is n0 ∈ N for which an /∈ KN
whenever n ≥ n0. Hence fαj (an) = e
nαj for all j ∈ {1, ..., p} and all n ≥ n0.
Now, observe that, for n ≥ n0, P (fα1(an), . . . , fαp(an)) is a sum of one
term of the form Dn = cRe
r1nα1+···+rpn
αp
and finitely many terms of the
form En = cJe
j1nα1+···+jpn
αp
. The definition of dominant monomial and the
assumption α1 > α2 > · · · > αp yield Dn → +∞ and En/Dn → 0 as
n→∞, from which one derives
|P (fα1(an), . . . , fαp(an))| → +∞ (n→∞),
that contradicts P (fα1 , . . . , fαp) ≡ 0. Hence F := P (fα1 , . . . , fαp) 6≡ 0,
which shows that A is freely generated.
Our remaining task is to demonstrate that F ∈ He(G). Recall that
|F (an)| → +∞ as n → ∞. Assume, by way of contradiction, that F /∈
He(G). Then there would exist some point a ∈ G such that ρ(F, a) >
dist(a, ∂G). Choose r with dist(a, ∂G) < r < ρ(f, a). By the construction
of {an : n ∈ N}, we can select a sequence {n1 < n2 < · · · } ⊂ N for which
ank ∈ G ∩ B(a, r) (k ∈ N). On the other hand, the sum S(z) of the Taylor
series of F with center a is bounded on B(a, r). But S = F on G ∩B(a, r),
so S(ank) = F (ank) (k = 1, 2, ...), which is absurd because |F (ank)| → +∞
as k →∞. The proof is finished.
Next, we extend parts (a) and (c) of Theorem 2.8 by showing that the
regularity of the domain is enough to reach the same conclusions for the
bigger class Hwe(G) (or for the same class He(G) if a little more is assumed).
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This will be carried out in Theorems 3.2 and 3.5. We assume the Continuum
Hypothesis (CH) in the following result.
Theorem 3.2. (a) For any regular domain G ⊂ C, the set Hwe(G) ∩
A∞(G) is maximal dense-lineable in A∞(G).
(b) For any Jordan domain G ⊂ C, the set He(G) ∩ A
∞(G) is maximal
dense-lineable in A∞(G).
Proof. Since (b) is a particular case of (a), we only must prove (b). To this
end, and according to Theorem 2.6, we select a nearly-Baire dense subspace
M ⊂ A∞(G) such that M \ {0} ⊂ He(G). Since dim(A
∞(G)) = c, it
is enough to prove that every infinite dimensional nearly-Baire topological
vector space M must satisfy dim(M) > ℵ0. To do this, assume, by way
of contradiction, that dim(M) = ℵ0. Then there would exist a sequence of
vector subspaces
X1 ⊂ X2 ⊂ · · · ⊂ Xn ⊂ · · ·
such that dim(Xn) = n (n = 1, 2, ...) and M =
⋃∞
n=1Xn. As dim(Xn) <∞,
we have that each Xn is closed and, trivially, balanced and sum-absorbing.
Consequently, some Xm is a neighborhood of 0, hence M = Xm, which is
absurd because dim(M) =∞.
In order to face spaceability, the following two assertions (an elementary
topological lemma and a deep interpolation result by Valdivia [41, 43], resp.)
will be needed. Recall that a topological space is called perfect whenever it
lacks isolated points.
Lemma 3.3. Assume that X is a T1, perfect, second countable topological
space. Then from each dense sequence {xn}n≥1 in X one can extract in-
finitely many sequences {xn(k,j)}j≥1 (k = 1, 2, . . . ) such that each of them
consists of different points and is dense in X, and they are pairwise disjoint.
Proof. Every nonempty open subset U of X is infinite. Indeed, if U were
finite, say U = {y1, . . . , yp} (with the yi’s different), then V := U \ {y1} =
{y2, . . . , yp} would be open (because any singleton {y} is closed, since X is
T1). Therefore V \ {y2} = {y3, . . . , yp} is open, and continuing this process
we get after a finite number of steps that {yp} is open, which is absurd
because X is perfect. Since X is second countable, there exists a countable
open basis {Un}n≥1. Hence each member Un is infinite.
Consider the following strict well-order in N × N: we say that (l, s) <
(k, j) if and only if either l + s < k + l or l + s = k + j but l < k. Then
(1, 1) is the least element of N × N and we have (1, 1) < (1, 2) < (2, 1) <
(1, 3) < (2, 2) < (3, 1) < (1, 4) < · · · . Since {xn}n≥1 is dense, one can find
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n(1, 1) ∈ N with xn(1,1) ∈ U1. Now, since Un \ F is open and nonempty for
every n and every finite set F ⊂ X , we may select, for each (k, j) > (1, 1),
an element xn(k,j) ∈ Uj \ {xn(l,s) : (l, s) < (k, j)}. It is then plain that the
sequences {xn(k,j)}j≥1 (k = 1, 2, . . . ) are dense in X and pairwise disjoint,
and each of them consists of different points.
Theorem 3.4. Let G ⊂ C be a regular domain. Then there is a dense
subset {zj : j ∈ N} in ∂G consisting of different points such that, for any
of its arbitrary subsets {uj : j ∈ N} and any infinite dimensional triangular
matrix
[an+1,j]j≥n;n∈N0
of complex numbers, there is a function f ∈ A∞b (G) such that
f (j)(un+1) = an+1,j (j ≥ n; n ∈ N0).
Let P denote the set of all polynomials in z. Of course, P ⊂ A∞(G).
Theorem 3.5. (a) For any regular domain G ⊂ C, the set Hwe(G) ∩
A∞(G) is spaceable in A∞(G).
(b) For any Jordan domain G ⊂ C, the set He(G) ∩ A
∞(G) is spaceable
in A∞(G).
Proof. Again, it is enough to demonstrate (a). Consider the sequence {zj :
j ∈ N} ⊂ ∂G whose existence is guaranteed by Theorem 3.4. By Lemma
3.3, we can extract pairwise disjoint sequences {zn(k,j)}j≥1 (k = 1, 2, . . . )
such that each of them is still dense in ∂G. Let 0! · 00 := 1. According to
Theorem 3.4, there exist functions fk ∈ A
∞(G) (k = 1, 2, . . . ) such that
f
(j)
k (zn(k,l)) = j!j
j for all j ≥ n(k, l)− 1 (l ∈ N) and (2)
f
(j)
k (zn(s,l)) = 0 for all s 6= k and all j ≥ n(s, l)− 1 (l ∈ N). (3)
We have that the functions fk (k ≥ 1) are linearly independent. Indeed,
if they were linearly dependent, there would be p ∈ N as well as scalars
c1, . . . , cp such that cp 6= 0 and F :=
∑p
k=1 ckfk = 0 on G. Therefore∑p
k=1 ckf
(j)
k = 0 on ∂G for every j ≥ 0. In particular, if N := n(p, 1), we
have by (2) and (3) that
0 =
p∑
k=0
ckf
(N)
k (zN ) = 0 + cpf
(N)
p (zN ) = cpN !N
N ,
which is a contradiction.
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Let us define
M := span {fk : k = 1, 2, . . . }.
Plainly,M is an infinite dimensional vector subspace of A∞(G). Fix F ∈M\
{0}. Then F can be written as in the preceding paragraph, F =
∑p
k=1 ckfk,
with cp 6= 0. In particular, by (2) and (3), we get
F (j)(zn(p,l)) = cpf
(j)
p (zn(p,l)) = cp j!j
j (4)
for every l ∈ N and every j ≥ n(p, l). Then for the radius of convergence of
the associated Taylor series we have
ρ(F, zn(p,l)) =
[
lim sup
j→∞
∣∣∣∣F (j)(zn(p,l))j!
∣∣∣∣1/j
]−1
= 0 for all l ∈ N. (5)
If F /∈ Hwe(G) then there would be an open ball B with B ∩ ∂G 6= ∅ such
that F extends holomorphically on B. Due to the density of {zn(p,l)}l≥1,
one can select l ∈ N with zn(p,l) ∈ B, which is impossible by (5). Thus
M \ {0} ⊂ Hwe(G) ∩ A
∞(G).
Now, consider the space
X :=M = span {fk : k = 1, 2, . . . },
where the closure is taken in A∞(G). Since A∞(G) is a Fre´chet space,
we get that X is a Fre´chet space under the inherited topology. Suppose
that F ∈ X . Then there exists a sequence {Fν =
∑∞
k=1 λν,kfk}ν≥1 ⊂ M
such that, for every j ∈ N, F
(j)
ν → F (j) (ν → ∞) uniformly on every
compact subset of G; here the coefficients λν,k are complex numbers such
that, for every ν, λν,k = 0 provided that k is large enough. Therefore∑∞
k=1 λν,kf
(j)
k (zn(m,l)) → F
(j)(zn(m,l)) as ν → ∞, for all j ∈ N0 and all
m, l ∈ N. From (2) and (3), we get
λν,mj!j
j → F (j)(zn(m,l)) (ν →∞) for all m, l ∈ N and all j ≥ n(m, l).
Then λν,m → F
(j)(zn(m,l))/j!j
j as ν → ∞. Now the uniqueness of the limit
leads us to the existence, for each m ∈ N, of a constant Km ∈ C such that
F (j)(zn(m,l)) = Km j!j
j provided that j ≥ n(m, l). (6)
Assume now that F ∈ X \ Hwe(G). Then we have again at our disposal
an open ball B with B ∩ ∂G 6= ∅ such that F extends holomorphically on
B ∪G. Fix any m ∈ N. If Km 6= 0 then (6) entails that ρ(F, zn(m,l)) = 0 for
each l, which is impossible because, by density, there is l with zn(m,l) ∈ B.
13
Consequently, Km = 0 and, again by the density of {zn(m,l)}l≥1, (6) implies
that F (j)(w) = 0 (if j is large enough) for at least one point w ∈ B. The
Identity Principle tells us that F is a polynomial. Hence X \ He(G) ⊂ P.
Let Y := P ∩X , which is a closed linear subspace of X . Observe that
He(G) ∩ A
∞(G) ⊃ X \ P = X \ (P ∩X) ⊃ X \ Y. (7)
Suppose that F ∈ P∩X . Then (6) implies that the corresponding constants
Km are all 0, so
F (j)(zn(m,l)) = 0 for all j ≥ n(m, l) (m, l = 1, 2, . . . ) (8)
If now F ∈ Y then F is a limit in A∞(G) of a sequence of functions each of
them satisfying (8). Hence F also satisfies (8), which is inconsistent with (4)
if, in addition, F ∈ M , except that F = 0. In other words, Y ∩M = {0}.
But M is an infinite dimensional vector space contained in X . Thus Y
has infinite codimension in X . From Wilansky–Kalton’s Theorem 2.2 one
derives that X \ Y is spaceable in X . Since X is closed in A∞(G), a subset
of X is closed in X if and only if it is closed in A∞(G). This fact and (7)
entail the desired spaceability of He(G) ∩A
∞(G) in A∞(G).
Remark 3.6. Observe that, by using Theorem 3.4, the same proof above
works to show the spaceability of Hwe(G) ∩ A
∞
b (G) in A
∞
b (G), whenever
G ⊂ C is regular.
Algebrability ofHwe(G) inside A
∞(G) can also be asserted. This comple-
ments the final part of Theorem 2.4 and will be shown in Theorem 3.9 below,
but prior to it we need the next auxiliary statement, which is probably well
known. For the sake of completeness, we provide an elementary proof of this
statement. By A1(G) it is denoted the space of functions f ∈ H(G) such
that f and f ′ extend continuously to G.
Lemma 3.7. Suppose that G ⊂ C is a domain such that ∂G does not
contain isolated points. Let f ∈ Hwe(G) ∩ A
1(G) and ϕ be a nonconstant
entire function. Then ϕ ◦ f ∈ Hwe(G).
Proof. Assume, by way of contradiction, that F := ϕ ◦ f 6∈ Hwe(G). Then
there is an open ball B centered at some point z0 ∈ ∂G as well as a function
F˜ ∈ H(G ∪ B) such that F˜ = F on G. Let B1 ⊂ B be any closed ball
centered at z0. If F˜
′(z) = 0 for all z ∈ B ∩ ∂G then, since ∂G is perfect, we
would have F˜ ′ = 0 on a subset of B having some accumulation point in B
(namely, on B1 ∩ ∂G). By the Analytic Continuation Principle, F˜
′ = 0 on
B, hence F˜ is constant on B. By the same Principle, and since F˜ = F on
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G, we get F = constant in G. Since f ∈ Hwe(G), f is not constant, so f(G)
is open by the Open Mapping Theorem for analytic functions. Therefore ϕ
is constant on the open set f(G), and a third application of the Analytic
Continuation Principle yields ϕ = constant, which is absurd. Then there
must be z1 ∈ B ∩ ∂G with F˜
′(z1) 6= 0. From the Local Representation
Theorem (see e.g. [1]) we derive the existence of an open ball B2 ⊂ B
centered at z1 and of a domain W with W ∋ F˜ (z1) = ϕ(f(z1)) (recall
that f extends continuously to ∂G) such that F˜ : B2 → W is bijective.
In particular, 0 6= F˜ ′(z1) = ϕ
′(f(z1))f
′(z1), where in the last equality the
hypothesis f ∈ A1(G) has been used. Thus ϕ′(f(z1)) 6= 0 and, again by
the Local Representation Theorem, there are an open ball B0 centered at
f(z1) and a domain V with ϕ(f(z1)) ∈ V ⊂ W such that ϕ : B0 → V is
bijective. Then (F˜ |W )
−1(V ) is a domain satisfying z1 ∈ (F˜ |W )
−1(V ) ⊂ B.
Consequently, G ∪ (F˜ |W )
−1(V ) is a domain containing G strictly and the
function f˜ : G ∪ (F˜ |W )
−1(V )→ C given by
f˜(z) =
{
f(z) if z ∈ G
ϕ−1(F˜ (z)) if z ∈ (F˜ |W )
−1(V )
is well defined, holomorphic and extends f . This contradicts our assumption
that f ∈ Hwe(G) and the proof is finished.
Remark 3.8. The conclusion of the last lemma fails if no condition is im-
posed on f . For instance, if G = C \ (−∞, 0], f is the principal branch of
log z and ϕ = exp, then f ∈ Hwe(G) but ϕ ◦ f = Identity 6∈ Hwe(G).
Theorem 3.9. (a) Let G ⊂ C be a domain such that ∂G lacks isolated
points, and let X be an algebra of functions with X ⊂ A1(G) that is
stable under composition with entire functions, that is,
f ∈ X and ϕ ∈ H(C) =⇒ ϕ ◦ f ∈ X.
Then the family Hwe(G)∩ X is either empty or strongly c-algebrable.
(b) For any regular domain G ⊂ C, the set Hwe(G) ∩ A
∞(G) is strongly
c-algebrable. For any Jordan domain G ⊂ C, the set He(G) ∩ A
∞(G)
is strongly c-algebrable.
Proof. Evidently, (b) is a special case of (a), because A∞(G) is an algebra
contained in A1(G) that is stable under composition with members of H(C)
and, G being regular, we have Hwe(G)∩A
∞(G) 6= ∅ and ∂G lacks isolated
points. Therefore, our goal is to prove (a).
To this end, suppose that f ∈ Hwe(G)∩ X . Let Ω := G, F := Hwe(G)∩
X . Since f is nonconstant, the set f(Ω) is open, so uncountable. According
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to our assumptions and Lemma 3.7, we have that ϕ◦f ∈ F for every ϕ ∈ E ,
the family of exponential-like functions. Finally, thanks to Proposition 2.3,
the set F is strongly c-algebrable, as desired.
Remark 3.10. We have used several times the fact that He(G) = Hwe(G) if
G is a Jordan domain. More generally, it is easy to see that He(G) = Hwe(G)
if the domain G satisfies the following property:
(P) For every open ball B with B 6⊂ G and B ∩ G 6= ∅, and every con-
nected component A of B ∩G, there exists an open ball B0 satisfying
B ⊃ B0 6⊂ G and A ⊃ B0 ∩G 6= ∅.
Then we can replace “For any Jordan domain” by “For any regular domain
satisfying (P)” in part (b) of Theorems 3.2, 3.5 and 3.9. Note that, for
instance, Ω1 := {z : |z − 1| < 1 and |z − (1/2)| > 1/2} and Ω2 := {z =
x+ iy : x < 0 or [x = 0 and y < 0] or [x > 0 and y < 1+ sin 1
x
]} are regular
non-Jordan domains such that (P) holds for Ω1 but not for Ω2.
Our next result establishes, for an arbitrary complex Banach space, that
certain “good shape” of the domain guarantees the dense lineability. This
complements Theorem 2.9. Recall that in H(G) we are considering the to-
pology of uniform convergence in compacta (see [21] or [25] for a description
of this topology and other ones if E is infinite dimensional). Recall also
that a subset A of a vector space is called balanced provided that λx ∈ A
whenever x ∈ A and |λ| ≤ 1.
Theorem 3.11. Suppose that G is a domain of existence of a separable
complex Banach space E such that there is x0 ∈ G such that G − x0 is
balanced. Then He(G) is maximal dense-lineable in H(G).
Proof. Since f ∈ He(G) =: A if and only if f(· + x0) ∈ He(G − x0), we
can suppose that x0 = 0 ∈ G and G is balanced. Under this assumption,
the Taylor series centered at 0 of each f ∈ H(G) converges to f uniformly
on compacta (see [25, Proposition 3.36]). Consequently, the set B of the
restrictions to G of the (continuous) polynomials in E is dense in H(G).
Hence B is dense-lineable, because it is a vector space. Notice that, since G
is separable (because E is), the space C(G) of complex continuous functions
on G has cardinality c which, together with the fact C(E) ⊃ H(G) =: X ,
implies dim(X) = c = card (X).
On one hand, we have by Theorem 2.9 that A is c-lineable. On the other
hand, it is evident that if f ∈ He(G) and g ∈ H(E) then f + g ∈ He(G).
In particular, A + B ⊂ A. Trivially, A ∩ B = ∅. Now, observe that the
collection B of all sets of the form
V (f,K, ε) = {g ∈ X : f ∈ X, ε > 0, K compact ⊂ G}
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is an open basis for the topology of H(G). Note also that, as G is separable,
every compact subset K is closed and separable, so K is the closure of some
countable subset of G. Since card (G) = c, the collection of the countable
subsets of G has cardinality c, and therefore the same holds for the collection
K of all compact subsets of G. Hence card (X) = c = card (0,+∞) =
card (K), so card (B) = c. An application of Theorem 2.1 (with α = c)
concludes the proof.
Question. Let E be a separable complex Banach space. Under appropriate
conditions, is He(G) densely algebrable in H(G)? Is it c-algebrable ?
We finish this paper by establishing that, for any finite dimensional
domain of existence, the conclusion of Theorem 3.11 always holds and the
second part of the last question has always a positive answer. This comple-
ments Theorem 2.4. In the second part, the CH will be assumed.
Theorem 3.12. Let N ∈ N and G ⊂ CN be a domain of existence. Then
He(G) is maximal dense-lineable in H(G) and c-algebrable.
Proof. The maximal dense-lineability of He(G) can be shown exactly as in
the proof of Theorem 3.2, by using the existence of a dense nearly-Baire
subspace (see the paragraph following Theorem 2.4). As for c-algebrability,
suppose, by way of contradiction, that any algebra in He(G) ∪ {0} is coun-
tably generated. In particular, the closed algebra A given in the conclusion
of Theorem 2.4 contains a countable set {fn : n = 1, 2, ...} such that eve-
ry f ∈ A is a linear combination of products of the form fm1i1 · · ·f
mp
ip
with
m1, . . . , mp ∈ N (p ∈ N). Observe that there are countably many such
products. But A was infinite dimensional when considered as a vector space.
Since A is closed in the F-space H(G), the space A is a separable infinite
dimensional F-space. A standard application of Baire’s category theorem
yields dim (A) = c, which contradicts the fact that A is a countably gene-
rated vector space. The proof is finished.
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