Future space missions will benefit from an evolvable communication infrastructure, which can be built cost effectively over a period of time. This evolvable infrastructure needs to include two way high data rate transfers to support human exploration missions, and asymmetric high data rate links to support scientific missions. For this communication infrastructure to be effective, it needs to be designed on an architecture that has common standards and interfaces. The Internet Protocol (IP) provides such an architecture and has the benefit of interoperability with the terrestrial Internet. In this paper, we present the design and implementation of a network emulator that would be capable of testing future deep space communication architectures. This design presented is flexible and lightweight, allowing missions such as communication with a rover on Mars, human exploration missions, Earth observing senor webs, and many more scenarios. Along with the vast scenario capabilities, newly developed protocols and modifications to existing protocols can easily be tested and evaluated within the network emulator. We have tested and shown the emulator's ability to apply arbitrary bit error rates and delays on packets traversing the network.
In this paper, we present the design of a network emulator capable of emulating future IP based space communication architectures. The emulator is capable of handling all four proposed networks (backbone, access, inter-spacecraft, and proximity networks) between multiple planetary bodies (i.e. Earth, Moon, Mars, Jupiter, etc.) while allowing the underlying protocol used for communication to be easily changed and modified. 
II. Network Analysis Methodologies
The three most common ways to test new networking architectures and protocols are simulation, emulation, and hardware test-beds. Simulation uses models of the protocol and the underlying hardware to estimate the performance of the networking scenario being tested. Emulation uses the actual protocol implementation and model of the underlying hardware to estimate the performance. A hardware test-bed considers a portion of the target environment and uses the actual protocol implementation and the actual hardware to estimate the performance of the entire network. Test-beds are expensive to construct and are used as a final test before the system is deployed. Therefore, only simulation and emulation will be considered in the remainder of this paper.
A. Emulation vs. Simulation
Simulation allows for complex scenarios to be created with intricate topologies. Simulation can be performed on a single workstation in less than real time, depending on the complexity of the scenario being tested. However, simulations are based on performance models constructed by the researcher causing nuances of the system to be excluded.
Emulation allows for the nuances within the software to be tested, since only the hardware performance is modeled. Emulations always run in real time, regardless of the complexity of the scenario being tested. Network emulation tests also require multiple workstations, limiting the size of the scenarios able to be tested.
Network emulation was chosen over simulation because of the added accuracy that the actual protocol implementation provides. By choosing emulation, the scalability of the networks being tested is sacrificed. In the case of a space based Internet, this is a reasonably sacrifice to make, since the costs associated with satellites are so high.
B. The Network Simulator
The Network Simulator (ns-2) 6 is a popular open source network simulation package. Since ns-2 is an open source program, it has been improved and modified over time. One such improvement was made by the Carnegie Mellon University (CMU) Monarch project 7 . This project extended ns-2's capabilities to allow it to simulate wireless networks. Along with wireless links, satellite links can also be represented in ns-2, and a visualization program similar to nam 8 was written for viewing satellite simulations 9 . Another extension was introduced that allowed ns-2 to perform network emulation 10 . Even though ns-2 is a powerful network testing package, which has been embraced by the researching community, the orbit propagator that was written for ns-2 only allows for near Earth orbits. Future deep space missions require a network testing tool that can accommodate scenarios that have satellites orbiting many different planetary bodies.
C. Space Based Internet Emulator
An emulator for space networking applications was developed by the University of Kansas, called the Space Based Internet (SBI) emulator 11, 12 . This emulator uses the same powerful orbit propagator that ours uses, but the SBI software uses an XML document to describe the scenario, which SBI creates in the Satellite Tool Kit (STK) through STK/Connect at the beginning of the emulation. The use of STK/Connect in this manner limits satellites orbits to Earth, because currently STK/Connect does not support a way to change the center of body of a satellite's orbits.
The communication links modeled in the SBI emulator use the quality of service mechanisms provided by the Linux kernel 13 . This caused two large problems. The first was that the operating system and kernel could not be upgraded without making changes to the SBI emulator, since the program made kernel modifications. Second, the quality of service mechanisms in the kernel only worked for TCP/IP packets and UDP/IP packets, so new network and transport layer protocol implementations could not be tested within the SBI emulator.
III. Emulator Design
The Network emulator design described here is intended to be used to evaluate the performance of a communication infrastructure which is based on a horizontal layered architecture. Our emulator can test scenarios with ground stations on the Earth, Moon, Mars, etc. and satellites orbiting above ground stations, along with rovers and aircrafts moving around the ground stations. The physical and data link layers of the system are modeled using a commercial software package, called STK 14 . The networking layers and above are left to the researcher to implement new protocols and modifications of existing protocols.
A. Coordinator and Nodes
The design consists of one coordinator instructing multiple nodes how to function. The instructions from the coordinator dictate how information will be transmitted between the nodes. To partition the two flows of data: the instructions from the coordinator to the nodes, and the data from one node to another; two different networks are defined: a control and an emulation network. The control network is responsible for providing a consistent path between the coordinator and all of the nodes, so that instructions on how to transmit data between nodes can be regularly updated. The emulation network is the network that the scenario data is transmitted over. The availability and performance of the edges in the emulation network is completely dependent on the instructions given by the coordinator.
The coordinator is in charge of distributing the link instructions to all of the nodes, and updating this information at a regular interval. This information is transmitted in an edge instruction table. Each node gets their own edge instruction table, which will be different from every other node's table. A sample edge instruction table for Sat1 is given in Table 1 . Since the sample table given below is for Sat1, the first entry in the table is itself, so it should be assigned a bit error rate and delay of zero. The second entry, the edge to Sat2, shows what physical communication constraints should be applied if a packet is transmitted to Sat2. The next entry in the table, the edge to Sat3, contains a negative value which is not physically realizable. This indicates that the edge is not available for data transmission at this current time, and any packet that is attempted to be sent over this edge should be dropped. This corresponds to when an object (i.e. a planet or the sun), is blocking the line of sight path between two objects, making communication temporarily impossible. The fourth entry, the edge to GndStation, shows another edge where communication is possible, and the physical characteristics that should be applied to packets transmitted over that edge. The coordinator must regularly calculate and distribute edge instruction tables. The creation of these tables is based on determining all scenario objects' position in space, their position relative to one another, and the underlying hardware used for communication. To perform these difficult computations, a commercial software program called Satellite Tool Kit (STK) was used 14 . The standard version of STK is free and allows for complex near Earth and deep space mission scenarios to be created and displayed. Satellite and planet orbits can be propagated in the standard version, yielding the position information about all of the objects with scenario, along with line of sight computations to determine whether or not the possibility exists for communication. In order to perform a link budget calculation, which uses the distance, line of sight, and physical parameters to determine the mean bit error rate, the STK/Communications module must be purchased. Also, in order to interface with STK from a program, such as our emulator, the STK/Connect module must be purchased.
B. Physical and Data Link Layers
Once the coordinator has acquired all of the relevant information from STK and converted it to edge instruction tables, the instructions are ready to be sent over the control network. Upon receiving the instructions, the nodes automatically update the way data is transmitted over the various edges. Therefore, by having the coordinator send out edge update tables at a regular interval, the dynamic topology of the satellite environment can accurately be reproduced. Fig. 2 shows how the emulation network topology can change throughout time. Each node uses the parameters in its instruction table to apply link characteristics to data traversing the emulation network on the outgoing packets. Every packet sent over the emulation network is passed through a filter before it is sent over the emulation network. This filter uses the information gathered from the edge instruction tables to determine how to treat the packet. First a check is made to determine whether or not data can be transmitted over the edge. If the edge is currently unavailable, the packet is discarded and no further processing is required. If the edge is able to transmit information, then an error string is created. The error string is a string of 1s and 0s, where the 1s indicate bits that will be flipped by transmitting the packet over the edge and 0s indicated bits that will be transmitted faithfully. The error string is calculated using a uniform distribution and applied to packets using the following formula:
Where U is the original unerrored message, E is the error string, M is the errored message to be transmitted, • is the symbol for a bitwise and, + is the symbol for a bitwise or, and the line over the term indicates not. Once the packet is in its final form, then the delay is enforced. A quick calculation is performed to determine how much time has transpired since the packet was queued to be sent. The packet is then told to wait for the remaining amount of time. After the delay has been enforced, the packet is transmitted over a socket to the intended recipient. Additional errors and delays will be encountered by sending the data over a socket, but these effects are minimal in comparison to the errors and delays associated with the space environment. Sockets are a way to pass messages between processes running on one or multiple computers. When a socket is created, the underlying protocol to be used can be specified by the programmer. In addition to specifying the protocol to be used, the programmer can specify that no protocol should be used, that the message already contains its own protocol information. By not specifying the protocol to be used, any modification of an existing protocol or newly developed protocol can be tested and evaluated within the emulator.
Therefore, sockets are used to actually transmit the data over commercial terrestrial hardware, and the edge instruction tables are used to introduce the errors and delays that would be characteristic of a deep space satellite link. The errors and delays to be associated with each edge are determined by STK and then passed to the coordinator who distributes them to the appropriate nodes, where they are applied to outgoing data, as depicted in Fig. 3 .
C. Network, Transport and Application Layers
The network, transport, and application layers are not specified within the emulator. This flexibility allows for any new protocol to be tested, along with modifications of existing protocols. Furthermore, the commands to send data across the emulation network have been made to look and function just like a normal socket would. The only difference being that data transmitted over a socket in the emulation network will be delayed and errored more than an average socket. This delay and error is out of the user's control and is based on information passed from the coordinator, so the end user sees the effects, without having to know the details. By making the emulator look like a socket to the end user, previously written protocol implementations can be tested within the emulator with minimal changes.
IV. Results
The Space Based Internet Network emulator was implemented and tested in a networking lab at Case Western Reserve University. To display the ability of the emulator to error and delay packets traversing the emulation network correctly, a simple test was proposed and implemented.
The test case contained two nodes communicating over UDP/IP with various error and delay rates given by the coordinator. All packets transmitted across the emulation network contained 1500 bytes of ASCII encoded text.
The nodes and the coordinator programs were written entirely within C# and run on three identical workstations. The workstations have an Intel Pentium III 600MHz processor with 128MB of RAM and were running Windows XP. The workstations were connected by Fast Ethernet through a Cisco Catalyst 2900 series XL switch, as shown in Fig. 4 . 
A. Bit Error Rate Verification
Only two nodes and a coordinator are required to verify that the creation and application of the error string works properly. In this scenario, one node (the source) sends information to another node (the sink). The source node receives the bit error rate from the coordinator and then creates and applies the error string to the packet to be transmitted. Upon receiving the packet, the sink node computes the exclusive or (XOR) of the received packet and the original packet sent, which is given to the node before the start of the program. The exclusive or operation will find the differences between the received packet and the original packet, which is equal to the error string and the errors encountered by transmitting the packet. The number of 1s is then counted in the received error string and divided by the total number of bits to get the bit error rate applied.
This experiment was run with fifty 1500 byte packets for each of the eleven different error rates, spaced logarithmically apart. The results of the experiment are shown in Table 2 . All of the error rates chosen for the experiment were intentionally fairly large. This is because large error rates require fewer samples in order to measure the average error rate. Since all bit error rates require the same amount of processing, which error rates we choose to test is arbitrary.
B. Delay Verification
Only two nodes and a coordinator are required to test the delay properties of emulator also. In this scenario, one node starts by sending a packet to the other node. Upon receiving the packet, the receiving node immediately sends it back to the sender node. The sender node then notes the time that has elapsed since the packet was first sent (the round trip time). The round trip time can then be divided by two in order to get an estimate of the one way delay. Since, no processing is done by the receiver and the receiver uses the same delay algorithm as the sender, this should yield a good estimate of the one way delay. To make absolutely certain the previous packet was in no way interfering with the current packet being tested, the next packet was not sent until the previous one had arrived.
The results of the delay test is given in Tables 3 and 4 and plotted in Fig. 6 . The results given in Table 2 correspond to the results plotted in Fig. 7 . The lower the delay becomes, the harder it is for the emulator to faithfully apply it. This is because the error string must be created and applied, then after that is done, the delay can be applied. If the creation and application of the error string takes longer than the delay, then the emulator will be unable to compensate. In addition, there is a delay associated with sending a message over a socket, which is significant for messages that require a short delay. Table 3 and Fig. 5 show short delays, which are difficult for the emulator to faithfully apply, therefore we call it the worst case. We define the average case as a delay of thirty seconds. For this test we show the delay that each packet encountered, and we show it for ten packets that were sent with that delay. The results of the average delay test are plotted in Table 4 . These measured values more closely match the target delay, and this will be the case as the target delay increases.
V. Conclusions
As NASA missions explore more and more of the universe, a solid communication architecture will play an increasingly important role. In this paper, we present a design of a network emulator capable of testing some of the future space communication architectures and protocols being proposed. Our flexible and light-weight emulator can handle a myriad of deep space and near Earth scenarios, to ensure that all of NASA's plans and dreams can be easily tested.
Future Work
The current implementation of the emulator is restricted to one coordinator and two node scenarios. Work has already begun on increasing the number of nodes that can be modeled within the emulator. Once a good data structure is implemented in the coordinator, the emulator will be able to handle as many nodes as the physical workstations allow.
Currently only the only protocol being used within the emulator is UDP/IP. Protocols specific to deep space missions should be tested within the emulator to show its effectiveness at evaluating newly proposed protocols.
No restriction is placed upon the amount of information that one node can try to send to another. Therefore the maximum amount of data that can be sent per second is set by the Fast Ethernet connections between the nodes. This speed is unrealistic for current data communications rates in a deep space environment.
