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Abstract— This paper describes an intelligent monitoring system 
for a crude oil distillation column. It proposes the use of multiple 
sensors to create a systematic way of monitoring, refining and 
detecting faults and anomalies.  There can be sensor redundancy 
in a refinery and this research uses that redundancy for a crude 
distillation column to provide enough data and information to 
apply systemic methods and thinking and to create an intelligent 
monitoring system.  The system uses real-time data from 
combinations of sensors used to observe crude refining to provide 
new information that would not be available from individual 
sensors.  As an example, some sensor combinations are described 
for surveillance, to eliminate anomalies, and to improve 
monitoring with some intelligence. 
Keywords – sensor; crude; distillation; column; intelligent; 
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I.  INTRODUCTION 
From an information technology perspective, the process of 
reservoir extraction and refining of crude in the oil and gas 
industry can be considered as a closed uniform environment.  
That environment contains a mixture of varying pressures and 
temperatures. If not monitored carefully then the varying 
pressures and temperatures could result in a catastrophic event. 
There are many sensors in a refinery and it can be time-
consuming and labour intensive to keep track of all the sensors 
and the functionality of those sensors.  Even with periodic 
maintenance, faults may not always be detected [1, 2].  
Understanding sensor functionality and recognizing data 
patterns from sensors is also time consuming.  Refineries, 
might benefit from machine learning data analytics and multi-
sensor pattern recognition techniques.  Durrant emphasized the 
need for using data mining and machine learning techniques to 
obtain information and knowledge from data collected in the 
oil industry. The past couple of decades have seen an increased 
use of data mining techniques across all branches of science 
and engineering [5-8].  
Detecting sensor data faults in a refinery is important:  
• It is useful in making important decisions on whether 
or not to stop production before reaching a critical 
stage, especially if crucial information is missing. 
• Predicting faults from recorded sensor data would be 
useful in determining the kind of maintenance needed.  
• Recurring faults in historical data covering a long 
period would produce information about quality. 
• Knowledge gained from sensor data could lead to 
improved design and engineering for a refinery. 
II. SENSORS 
Sensors are devices designed to receive prompts and 
respond with an electrical signal, and their outputs can be 
modified and be amplified by electronic devices. 
Sensors are energy converters and some of the quantities 
that would be sensed include; motion, displacement, force, 
strain, pressure, flow, sound, moisture, light intensity, 
radiation, temperature, chemical presence velocity and 
acceleration. Sensor fusion is a process of combining data from 
multiple sources into one more sophisticated model to make a 
data set more accurate or to generate new higher level 
information. Sensor fusion can be classified according to the 
type of sensor configuration. 
 There are three types of sensor configuration [3]: 
• Complementary (if sensors do not directly depend on each 
other, but can be combined), 
• Competitive (when each sensor delivers independent 
measurements of the same property) 
• Cooperative (when the sensor network uses the information 
provided by two independent sensors to derive information 
that is not be available from the single sensors) [3]. 
Fig. 1 shows the three types of sensor configuration. 
Figure 1.  Competitive, complementary and cooperative fusion [3]. 
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A. Sensors in Crude Distillation 
 Distillation processes take place within closed apparatus, 
so the status and dynamics are not as evident as they might be 
within other processes, for example manufacturing.  To control 
a distillation process, a priori knowledge of its properties and 
dynamics was required, together with information about 
processes that characterized the status of distillation. Fig. 2 
shows the sensors being considered during this research. 
Figure 2.  Sensors in a crude distillation column 
Sensors identified in fig. 2 included: Crude inlet Valve (CV 
Inlet), Flow Transmitter (FV), Temperature at the furnace 
(Tfu), Temperature at column (Tcl), Pressure at column (Pcl), 
Level control (LC), Reflux Temperature (Trf), Temperature at 
the reboiler (TRb), Pressure at the reboiler (PRb). 
B. Sensor fusion 
 Many types of sensors are used to gather information and 
there was a variety of sensors associated with distillation.  
Research is focusing on multi-sensor data fusion.  Sensor 
fusion involved combining data from different sensors to create 
new information at a level above the process and environment. 
Fig. 3 shows how data fusion techniques combine data from 
multiple sensors and related information to achieve more 
specific inferences than could be achieved by using a single, 
independent sensor.  
Figure 3.  Systemic sensor fusion 
Multi-sensor data fusion is not new.  As humans and 
animals had evolved, they had developed the ability to use 
multiple senses.  For example, assessing the quality of an 
edible substance might not be possible using vision only; a 
combination of sight, touch, smell, and taste can be far more 
effective. Similarly, when a single sense such as vision is 
limited (possibly by structures or vegetation) then a sense of 
hearing could help to provide warning of impending danger. 
Thus, multisensory data fusion is natural. Different sensors 
have the ability to provide data about different aspects and can 
have an ability to interact when put together [11]. 
Multi-sensor fusion has been defined as a multi-level, 
multifaceted process handling the automatic detection, 
association, correlation, estimation, and combination of data 
and information from several sources [9]. Klein [7], generalizes 
that definition, stating that data could be provided either by a 
single source or by multiple sources. Both definitions were 
general and could be applied in different fields, including 
remote sensing. 
Fused data from multiple sensors had several advantages 
over data from a single sensor: 
• If several identical sensors are used then combining 
data or observations would result in improved 
estimates, for example of target position or velocity.  A 
statistical advantage can be gained by adding 
independent data. This result might also be obtained 
from multiple observations of an individual sensor.  
• Relative placement or motion of multiple sensors can 
improve the observation process.  
• Using multiple sensors could help improve 
observability, by broadening the baseline of physical 
observables, which can result in improvements. 
III. PROBLEMS 
There were a number of issues associated with data fusion. 
Many arose from the types of data being fused, the variety of 
sensor technologies, sensor imperfections and the environment 
in which the sensors operated. Some challenges were: 
A.  Data imperfection  
Some data can contain uncertainty and impreciseness.  Data 
fusion algorithms can effectively identify and utilize data 
redundancy to reduce their effects. 
B. Data modality  
Network systems could obtain both homogenous 
(qualitative) and heterogeneous (physical attributes: audio, 
visual and tactile measurements of an occurrence). Both can be 
addressed using data fusion. 
C. Conflicting data  
Fusion of data was sometimes difficult, for example when 
evidence was required for reasoning using Dempster’s rule of 
combination. To avoid counter-intuitive results, the data fusion 
algorithm(s) need to be treated with caution [10]. 
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D. Data alignment  
Data from sensors must be transformed into a familiar 
framework before sensor fusion can occur.  A problem 
associated with data alignment was calibration error and that 
could be critical to successful use of data fusion [6]. 
E. Processing framework:  
Data fusion could be centralized or decentralized. 
Processed sensor data could be applied to machine learning and 
then represented in a graphical user interface or within a sensor 
network for real time data comparison. This could be more 
efficient when compared to the communication load required 
by a centralized system, for example if measured data was sent 
to a central processing node for data fusion [6]. 
IV. SIMPLE EXAMPLES OF SENSOR FUSION 
A single sensor might not be enough to create a useful 
intelligent monitoring system. It may misrepresent the process 
and might contain errors. Multi-sensor based monitoring 
involved more than one sensor. Multi-sensor fusion is better for 
improving prediction and obtaining more useful information.  
Multi-sensor fusion has proved to be better for the detection 
of anomalies or faults from defects and has also provided an 
opportunity for corrective action to be taken to reduce damage 
to machinery and processes. 
This research work used a dataset obtained from the sensors 
shown in fig. 2. Assumptions were made from state estimation 
applied to a crude distillation column. The dataset consisted of 
combined sensor information from 2 x 2 and 3 x 3 matrices. 
Before the use of the dataset, it was pre-processed, adjusted 
and tested with several possibilities to produce different data 
sets and outcomes. Each shuffled set had the same data set but 
had different outcomes. 
A. Fusion of two sensors 
The complexity of combining two sensors to form a system 
was characterized by difficulties in representing the uncertainty 
in observations and in system phenomena that generated 
observations combining non-correlative information (for 
example imaging, text and signals)  manipulating and 
maintaining a vast number of alternatives associated with 
translating large numbers of observations from several entities. 
Two sensors are considered in Table I and Table II. Table I 
is an example of a sensor with two separate types of sensor 
information (indication and impact) fused as one. 
TABLE I.  CRUDE VALVE INLET SENSOR INFORMATION 
SENSOR 
Single-Sensor System 
Indicator Impact (Outcome) 
Crude 
inlet valve 
sensor 
Crude inlet valve opened Low risk 
Crude inlet valve closed Low risk 
 
More than one sensor needed to be used with sensor fusion 
to reveal more information than would be achievable from the 
separate individual sensors. 
Table I shows sensor information from a crude inlet valve 
sensor. There were two possible outcomes (valve opened or 
valve closed).  Indicators showed low risk to the crude 
distillation column in both cases.  When the crude inlet valve 
was open to allow feed flow to the distillation column, it sent a 
signal to a sensor indicating fluid flow into the column.  When 
closed, the sensor did not generate any signal indicating flow. 
In both cases, no threat would be recognized, so impact would 
always be Low risk. 
In Table II, there are two possible indicators, the presence 
of feed flow detected by the sensor and feed flow not detected 
by the sensor. These indicators limited the amount of 
information. Both outcomes indicated an operational condition 
and so would always show as Low risk without identifying any 
potential hazard.  Relying on the two possible indicators and 
sets of data in Table II alone would not reveal much useful 
information. 
TABLE II.  FEED FLOW RATE FROM TWO POSSIBILITIES 
SENSOR 
Single-Sensor System 
Indicator Impact (Outcome) 
Feed flow 
rate sensor 
from tank 
Crude inlet valve opened Low risk 
Crude inlet valve closed Low risk 
 
Table III shows the number of possible indicators using a 
three-way technique to compare sensor information within 
range, below range and above range. The sensor information 
outcome was compared to Table II. The first sensor reading 
within range indicated that there were no threats or possible 
hazards (Low risk).   If the feed flow rate was below the range 
it still did not indicate a threat. 
When the indicator indicated a feed flow rate above range 
then the sensor would suggest new information, that Impact 
suggested a moderate risk.  That is an improvement on the 
binary data and could indicate a potentially developing hazard 
that if not checked could lead to a catastrophic event. 
TABLE III.  FEED FLOW RATE FROM THREE POSSIBILITIES. 
SENSOR 
Single Sensor System 
Indicator Impact (Outcome) 
Feed flow 
rate sensor  
Feed flow rate within the 
range 
Low risk 
Feed flow rate below range Low risk 
Feed flow rate above range Moderate risk 
 
The higher the possible number of indicators the higher the 
number of possible outcomes and the more useful the 
information that might be obtained. 
Table IV shows a combination of the possible sensor data 
displayed in Table I and Table II. This represented sensor 
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information using 3-state estimation (within, below and above 
range) for both the feed flow rate and crude inlet valve. The 
data combination of both (Table I and II) improved reliability 
and eliminated mistakes from using improper data types. 
Table IV presents a sensor fusion example for a 2 x 2-
sensor matrix between a feed flow rate sensor and a crude inlet 
valve sensor.  ‘‘Feed flow within range’’ meant the system was 
operating safely with feed entering the distillation at the 
required rate.  That did not pose any threat.  When ‘‘feed flow 
rate was below range’’, feed entering distillation was slower 
than expected.  That did not pose an immediate threat but could 
affect quality. 
Finally, when the sensor indicated ‘‘feed flow rate above 
range’’ feed into the distillation column was greater than 
required and could lead to over-flooding of the distillation 
column and in turn to pressure build-up.  That could result in a 
process known as ‘’puking’’ and that could damage the column 
and affect product quality. 
More and more useful information could be obtained from 
the data immediately the two sensors were combined.  Using 
the 2 x 2 matrix, a colour traffic light system could also be used 
to indicate operational conditions: 
• When both variables were above range this could 
automatically flag a potential catastrophe (High risk). 
• When both variables were below range, it suggests 
moderate risk. 
• If there was a surge in the temperature or pressure 
(above range) then the combined sensor data indicated 
that a catastrophic event could be in place (High risk). 
• If temperature or pressure fell within range and the 
combined sensor indicated a sub-optimal operational 
condition (below range) then the indicator suggested 
Moderate risk. 
 
TABLE IV.  2 X 2 SENSOR MATRIX TABLE (FEED FLOW RATE AND 
CRUDE INLET VALVE) 
SENSOR 
Two-Sensor System 
Indicator 
 Impact 
(Outcome) 
Feed flow rate 
sensor 
 
/ 
 
Crude inlet 
valve sensor  
 
 
Feed flow rate 
within the range 
Crude inlet valve 
open 
Low risk 
Feed flow rate 
within the range 
Crude inlet valve 
closed 
High risk 
Feed flow rate 
below range 
Crude inlet valve 
closed 
Moderate 
risk 
Feed flow rate 
below range 
Crude inlet valve 
open 
Low risk 
Feed flow rate 
above range 
Crude inlet valve 
closed 
High risk 
Feed flow rate 
above range 
Crude inlet valve 
open 
High risk 
B. A system from fusing data from three sensors 
A three-sensor combination is shown in Tables V to VII.  
They can be used to describe the patterns formed from 
combining independent sensors in a systemic way.  The results 
could help to reduce downtime.  The example demonstrates 
how sensor data from a single independent sensor is limited. 
Table V shows the feed flow sensor with three possible 
readings. Feed flow rate within range involved less risk, 
compared to the rates below range and above range. 
TABLE V.   FEED FLOW SENSOR INFORMATION 
SENSOR 
Three-Sensor System 
Indicator Impact (Outcome) 
Feed flow 
rate sensor  
Feed flow rate within the 
range 
Low risk 
Feed flow rate below range Low risk 
Feed flow rate above range Moderate risk 
 
Table VI shows temperature reading at the reflux. When the 
temperature at the reflux is within the expected range, it does 
not pose any threat. But when the temperature falls below the 
expected margin then there might be a developing hazard and 
when the temperature at the reflux rises above the critical 
operational margin (above range) there might be a catastrophe. 
TABLE VI.  TEMPERATURE SENSOR AT REFLUX  
SENSOR 
Three-Sensor System 
Indicator Impact (Outcome) 
Temperature at 
reflux 
Temperature at reflux within 
range 
Low risk 
Temperature at reflux below 
range 
Low risk 
Temperature at reflux above 
range 
High risk 
 
Sensor information from the pressure reading at the column 
is shown in Table VII.  Pressure at the column within range 
indicates Low risk, but when pressure falls below the required 
pressure range or rose above range then there is the potential 
for a hazard. 
TABLE VII.  PRESSURE SENSOR IN THE  COLUMN 
SENSOR 
Three-Sensor System 
Indicator Impact (Outcome) 
Pressure 
at column 
The pressure at the column 
within the range 
Low risk 
The pressure at column below 
range 
Moderate risk 
The pressure at column above 
range 
High risk 
 
The output from sensor fusion was a higher level of 
information and was categorized into the three classes: Low 
risk, Moderate risk and High risk.  Table V to Table VII were 
combined into a larger matrix to combine data from all three 
sensors: Feed flow sensor; Temperature sensor at the reflux; 
and Pressure senor at the column. 
Looking at all the possible scenarios from a combined 
matrix shows patterns in the data that are not available from 
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individual sensors.  Notable patterns involved sensor readings 
above range, below sensor range and within sensor range but 
when the three sensors were combined then more information 
was revealed. 
V. SENSOR PATTERNS AND MACHNE LEARNING 
Pattern recognition depended on trend data and information 
acquired from sensor data. Combining data form multiple 
sensors requires converting a large amount of data into small 
pieces of useful information.  Pattern recognition algorithms 
and real-time data were considered for this. 
Using clustering methods and pattern recognition, then a 
system can be completely analysed.  The strategy adopted is 
shown in Fig. 4.  The research aims to combine both the 
potential failure mode of a system with various sensor faults 
and a scoring technique to analyze and identify systemic risk. 
The goal was to enhance accuracy and reliability. 
Figure 4.  Sensor pattern recognition and failure mode identification 
Sensor fusion is used to feed machine learning and to build 
an intelligent monitoring system. Combining multiple sensors 
to establish a pattern helps machine learning and allows 
patterns in data to be recognized (Fig. 5). 
Figure 5.  Machine-learning Patterns achieved using sensor fusion 
VI. DISCUSSION AND CONCLUSION 
This paper described the use of Artificial Intelligence 
techniques for sensor fusion. A methodology to obtain 
intelligent monitoring through multi-sensor fusion for a crude 
distillation column was presented.  The method was 
demonstrated using some simple examples of input data and 
output information.  Information from simple two and three 
sensor combinations were considered in the paper.  
A state estimation technique was used to transform data 
from simple 2 x 2 into more complicated but more useful 3 x 3 
matrices. The solution initially used single and combinations of 
simple binary matrices to predict trends and create a 
monitoring system.  
Fig. 2 shows sensors being considered in the research that 
are positioned around a crude distillation column. The 
advantage of using multi-sensor fusion with some of these 
sensors was presented using some simple examples.  The result 
could improve observability and result in significant 
improvement. Single individual sensors might not be effective 
in creating an intelligent monitoring system. Sensor fusion 
provided more significant information than from separate 
sensors. 
Table I showed sensor data and then information obtained 
from a crude inlet valve sensor with two possible outcomes 
(crude inlet valve opened and closed).  In Table II, there were 
two possible indicators, the presence of feed flow detected by 
the sensor and feed flow not detected. These indicators from 
Table I and Table II when used alone limited the amount of 
information that could be obtained (if used separately). The 
higher the number of indicators then the higher the number of 
possible outcomes.  Relying on the indicators shown separately 
in Table I and Table II could miss useful information and data 
for validation.  
Table III showed the number of possible indicators using a 
simple three-way technique as an example and allowed a 
comparison of sensor information within range, below range 
and above range. The sensor information outcome when 
compared to the data in Table I and II provided more sensor 
and more useful information. 
Table IV showed a combination of Table I and Table II, 
using state estimation (partly suggested by the sort of results 
shown in Table III).  This represented sensor information using 
a 3-state estimation technique (within, below and above range) 
of both feed flow rate and from a crude inlet valve. The 
combination of data from both Table I and Table II improved 
data reliability, eliminated improper datasets and provided 
more room for comparison of data information.  
The three-sensor combination shown in Tables V-VII 
helped to establish a pattern from independent sensors to form 
a systemic way of thinking. This helped improve pattern 
recognition and that could be used with machine learning to 
detect anomalies, and predict faults and catastrophe. 
A main goal of this work was to verify the potential of 
machine learning techniques and ways of combining sensor 
fusion to create pattern recognition to be used in an intelligent 
monitoring system for a crude oil distillation column. 
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A limitation was a concern with the accuracy and reliability 
improvements. Future work will investigate phase changes and 
material balance on sensor fusion performance and the data 
will be fed into some intelligent control systems that have 
recently been used to control powered wheelchairs [12-20].  It 
will also be used with decision making systems [21-23] and 
decision making algorithms are being investigated [24–27]. 
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