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Zusammenfassung
Im Rahmen der vorliegenden Dissertation wurde der Demonstrator AMiCUS (Adaptive
Head Motion Control for User-friendly Support) entwickelt, der die Kopfbewegungen
von Tetraplegikern mit Bewegungssensoren erfasst und für die Echtzeitsteuerung eines
Roboterarms nutzt.
Dafür wurde zunächst ein für die Kopfsteuerung geeignetes MEMS-basiertes Attitude
Heading Reference System (AHRS) ausgewählt (Kapitel 1.2.6). Anschließend wurde eine
Lösung vorgeschlagen, wie das AHRS am Kopf eines potentiellen Nutzers angebracht
werden kann, um seine Kopfbewegungen zu erfassen (Kapitel 2). Es wurde eine Kontroll-
struktur entwickelt, die mit den 3 durch Kopfbewegungen erzeugten Eingangssignalen
eine intuitive Echtzeitsteuerung eines Roboterarms in kartesischen Raumkoordinaten
ermöglicht (Kapitel 3–5). Dabei wurde berücksichtigt, dass der Bewegungsumfang des
potentiellen Nutzers eingeschränkt sein kann. Das Steuerungsparadigma ist daher an
den individuellen Nutzer anpassbar und nutzt seinen vollen zur Verfügung stehenden
Bewegungsumfang. Weiterhin wurde untersucht, welche Möglichkeiten es gibt, Steuer-
befehle zu erzeugen, die sich widerspruchsfrei in das Steuerungsparadigma integrieren
lassen, damit auch das Ein- und Ausschalten des Systems sowie Umschaltvorgänge allein
mit Kopfbewegungen erfolgen können (Kapitel 6).
Auf dieser Basis wurde schließlich die erste Version des Demonstrators, AMiCUS α
v.1 entwickelt (Kapitel 7). Um eine sichere und effiziente Steuerung zu ermöglichen, gibt
AMiCUS α v.1 gibt dem Nutzer akustisches und visuelles Feedback. Außerdem wurde
besonderer Wert darauf gelegt, die Komplexität der implementierten Algorithmen niedrig
zu halten, um Ressourcen, wie Rechen- oder Akkuleistung, zu schonen.
Die Stärken und Schwächen des Systems wurden im Rahmen einer Nutzerstudie mit
25 Nicht-Bewegungseingeschränkten (Kapitel 8) und 6 Tetraplegikern mit ausgeprägten
Bewegungseinschränkungen des Kopfes (Kapitel 9) untersucht. Dafür wurden sowohl
subjektive als auch objektive Zielgrößen verwendet. Es konnte gezeigt werden, dass
AMiCUS α v.1 die gleichförmige, präzise und effiziente Steuerung eines Roboterarms zur
Bewältigung einfacher Greifaufgaben ermöglicht. AMiCUS war in der Lage zuverlässig
zwischen direkten Steuersignalen und Umschaltbefehlen zu unterscheiden. Ferner traten
keine Situationen auf, in denen die Betriebssicherheit gefährdet war. Insgesamt war die
Nutzerzufriedenheit hoch. Dennoch gab es Kritikpunkte. Diese flossen in die Entwicklung
der Folgeversion, AMiCUS α v2.0, ein (Kapitel 10).
Eine Tetraplegikerin hat diese neue AMiCUS-Version exemplarisch evaluiert und mit
der Vorversion verglichen (Kapitel 11). Der direkte Vergleich hat ergeben, dass AMiCUS α
v2.0 eine subjektive Verbesserung im Vergleich zur Version v1.0 ist. Die meisten weiterhin
bestehenden Probleme, zum Beispiel bei der Vorstellung der Greifer-Drehungen, können
vermutlich durch Lerneffekte behoben werden. In einem semi-realistischen Szenario bekam
die Tetraplegikerin abschließend die Aufgabe, Wasser aus einer Flasche in ein Glas zu
gießen. Auch diese Aufgabe konnte sie selbstständig lösen.
Insgesamt sind die Ergebnisse, die mit dem Demonstrator AMiCUS erzielt werden konn-
ten, vielversprechend. Eine Weiterentwicklung zu einem eigenständigen Assistenzsystem
oder als Unterstützung in einem semi-autonomen System ist denkbar (Kapitel 12).
V
Abstract
Within the work presented here, the demonstrator AMiCUS (Adaptive Head Motion
Control for User-friendly Support) has been developed. AMiCUS senses the head motions
of a tetraplegic user and uses these to control a robot arm in real-time.
At first, a MEMS-based Attitude Heading Reference System (AHRS) suitable for head
control has been chosen (Chapter 1.2.6). Next, a solution has been proposed how to
attach the AHRS to the head of a potential user to measure his head motion (Chapter 2).
A control structure has been developed that enables intuitive real-time control of a robot
arm in Cartesian space using the 3 input signals provided by head motion (Chapter 3–5).
It has been taken into account that the Range of Motion (ROM) of a potential user can
be restricted. Therefore, the control paradigm can be adapted to the individual user,
using his full available ROM. Moreover, possibilities to generate control commands which
can be integrated consistently into the existing control paradigm have been investigated
in order to be able to turn the system on and off, and to perform switching operations
using solely head motion (Chapter 6).
On this basis, the first version of the demonstrator, AMiCUS α v.1, has been realized
(Chapter 7). To allow safe and efficient operation, AMiCUS α v.1 provides acoustic and
visual feedback to the user. Besides that, special attention has been paid to keeping the
complexity of the implemented algorithms low to save resources, such as computing and
battery power.
The strengths and weaknesses of the system have been assessed during a user study with
25 subjects without motion limitations (Chapter 8) and 6 tetraplegics with severe motion
limitations of the head (Chapter 9). Both subjective and objective target quantities have
been used. It could be shown that AMiCUS α v.1 enables smooth, precise and efficient
control of a robot arm to perform simple manipulation tasks. AMiCUS could reliably
distinguish between direct control signals and switching commands. Furthermore, no
situation has been observed which has put the operational safety to a risk. Overall, user
satisfaction was high. However, there were also points of criticism. These have been
taken into account during the development of the follow-up version of the demonstrator,
AMiCUS α v2.0 (Chapter 10).
A tetraplegic exemplarily evaluated AMiCUS α v2.0 and compared it to its previous
version, AMiCUS α v1.0 (Chapter 11). The direct comparison showed that AMiCUS
α v2.0 was a subjective improvement compared to AMiCUS α v1.0. Most remaining
problems, such as difficulties during the imagination of gripper rotations, are likely to be
solved by means of learning effects. In a semi-realistic scenario the tetraplegic had the
final task to pour water from a bottle into a glass. Like the other tasks, she could also
solve this task independently.
Overall, the results which could be obtained using the demonstrator AMiCUS are
promising. Further development into a stand-alone assistive system or into a complement
of a semi-autonomous system is conceivable (Chapter 12).
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1. Einleitung und Grundlagen
1.1. Motivation und Ziel der Arbeit
Während die Produkte wirtschaftsstarker Branchen wie der Kommunikations- oder
Unterhaltungsindustrie nahezu instantan vom technischen Fortschritt profitieren, hinken
kommerziell erhältliche Assistenzsysteme für Menschen mit Behinderung dem Stand der
Technik meist einige Jahrzehnte hinterher. Das liegt daran, dass die Größe der Zielgruppe
in der Regel nur geringe Stückzahlen erwarten lässt und daher kein wirtschaftliches
Interesse der Industrie an der Weiterentwicklung von Assistenzsystemen besteht. Somit
findet diese Weiterentwicklung vorwiegend im Bereich der Hochschulen statt oder durch
Menschen, die ein persönliches Interesse an einem bestimmten Assistenzsystem haben.
Da an den Hochschulen wissenschaftliche Interessen im Vordergrund stehen, sind die dort
entwickelten Lösungen oft nicht wirtschaftlich oder zu weit von einem konkreten Produkt
entfernt, sodass Menschen mit Behinderung erst mit großer zeitlicher Verzögerung von
den Ergebnissen profitieren können. Im Gegensatz dazu mangelt es den Menschen, bei
denen ein persönliches Interesse an Assistenzsystemen besteht, oft an den notwendigen
Ressourcen, um ein Assistenzsystem zu entwickeln, das dem aktuellen Stand der Technik
entspricht.
Vermutlich gab es aus diesem Grund nach unserem Kenntnisstand bis zum Beginn
dieser Arbeit kein Assistenzsystem, das Menschen mit Lähmung aller vier Gliedmaßen die
Echtzeitsteuerung eines Roboterarms allein durch Kopfbewegungen ermöglichte, obwohl
ein solches dabei helfen könnte, die Autonomie der Betroffenen zumindest teilweise
wiederherzustellen und so ihre Lebensqualität erheblich zu verbessern. Abgesehen davon
hat der technische Fortschritt MEMS1 Sensoren in den letzten zwei Jahrzehnten so
klein, leistungsfähig, energieeffizient und kostengünstig gemacht, dass besonders diese
Sensoren ideal für ein Human-Robot Interface (HRI) geeignet sind. Aus diesem Grund
besteht das Ziel dieser Forschungsarbeit darin, einen produktnahen Demonstrator zu
entwickeln, der die Kopfbewegungen des Nutzers mit MEMS Sensoren erfasst und für
die Echtzeitsteuerung eines Roboterarms nutzt. Um der Forderung nach Produktnähe
nachzukommen, sollen bei der Entwicklung wirtschaftliche Aspekte genauso im Fokus
stehen wie ein nutzerzentriertes Design. Die für die Signalverarbeitung notwendigen
Algorithmen sollen möglichst einfach gehalten werden, damit diese prinzipiell auch auf
Embedded Systems übertragen werden können.
Zu Beginn der Arbeit soll ein MEMS-basiertes Attitude Heading Reference System
(AHRS) ausgewählt werden, das dem Stand der Technik entspricht und in Bezug auf Größe,
Preis und Performance für eine Kopfsteuerung geeignet ist. Anschließend soll eine Lösung
1Micro-Electro-Mechanical-System
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Abbildung 1.1.: Lokales Koordinatensystem eines Sensors
gefunden werden, wie das AHRS am Kopf eines potentiellen Nutzers angebracht werden
kann, um seine Kopfbewegungen erfassen. Die Kopfbewegungen dienen als Eingangssignale
für das Assistenzsystem. Es soll eine Kontrollstruktur entwickelt werden, die mit der
vergleichsweise geringen Zahl an Eingangssignalen eine intuitive Roboterarmsteuerung in
Echtzeit ermöglicht. Um die Systemkomplexität möglichst gering zu halten, sollen auch
das Ein- und Ausschalten des Systems sowie eventuell notwendige Umschaltvorgänge allein
mit Kopfbewegungen erfolgen. Es gilt zu untersuchen, wie man die Kopfbewegungen
für diese Schaltvorgänge interferenz- und widerspruchsfrei in das Steuerungskonzept
integrieren kann. Weiterhin soll analysiert werden, welche ungewollten Kopfbewegungen
auftreten können, und wie möglichst zuverlässig verhindert werden kann, dass diese
in ein Steuersignal umgesetzt werden. Zusätzlich soll der Nutzer Feedback über den
jeweiligen Systemzustand erhalten. Aufgabe dieser Forschungsarbeit ist es herauszufinden,
in welcher Form und wann dieses Feedback dem Nutzer dargeboten werden soll, damit
dieser jederzeit die Kontrolle über das System behält.
Damit das Assistenzsystem eine Relevanz für die Zielgruppe besitzt, muss zudem
berücksichtigt werden, dass der Bewegungsumfang des potentiellen Nutzers durch äußere
oder individuelle Umstände eingeschränkt sein kann. Das Steuerungsparadigma muss
daher an den individuellen Nutzer anpassbar sein und seinen vollen zur Verfügung
stehenden Bewegungsumfang ausschöpfen.
Abschließend soll der entwickelte Demonstrator an Probanden mit und ohne Bewe-
gungseinschränkung getestet und seine Leistungsfähigkeit evaluiert werden.
1.2. Bewegungssensoren: Stand der Technik
Ein starrer Körper kann im dreidimensionalen Raum entlang drei linear unabhängiger
Achsen, x, y und z, verschoben (Translation) und um diese gedreht werden (Rotation)
(Abbildung 1.1). Die Drehung um die x-Achse wird Roll (ϕ) genannt; die Drehung
um die y-Achse heißt Pitch (ϑ); Yaw (ψ) bezeichnet schließlich die Drehung um die z-
Achse. Insgesamt stehen somit sechs voneinander unabhängige Bewegungsmöglichkeiten,
sogenannte Freiheitsgrade (Degrees of Freedom, DOF), zur Verfügung: Drei translatorische
DOFs und drei rotatorische.
Es gibt drei unterschiedliche Typen von MEMS-Sensoren zur Erfassung dieser Be-
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Abbildung 1.2.: MEMS Beschleunigungssensor zur Messung von Beschleunigungen ent-
lang der x- oder y-Achse. Eine Beschleunigung entlang der sensitiven Achse führt
zu einer Auslenkung der Federmasse (türkis). Dadurch verändern sich die Abstände
zwischen den beweglichen und feststehenden Balken. Diese Abstandsänderungen führen
zu einer Änderung der Kapazitäten C1 (orange) und C2 (gelb).
wegungsarten, und zwar Beschleunigungs-, Drehraten- und Magnetfeldsensoren. Im
Folgenden werden die physikalischen Funktionsprinzipien dieser Sensoren, sowie ihre Vor-
und Nachteile vorgestellt.
1.2.1. Beschleunigungssensoren
MEMS Beschleunigungssensoren messen die auftretende Beschleunigung entlang ihrer
sensitiven Achse über die Auslenkung einer federnd aufgehängten Masse (Abbildungs 1.2,
türkis). Jede Auslenkung der balkenförmigen Masse führt zu einer Kapazitätsänderung,
die proportional zur Amplitude der Beschleunigung ist, die die Auslenkung verursacht
hat. Da die Masse eines Balkens bei MEMS Sensoren sehr klein ist, ist auch das aus einer
Auslenkung resultierende Signal sehr klein und dementsprechend schwer zu messen. Aus
diesem Grund verwendet man in MEMS Sensoren eine Vielzahl von Balken. Die Summe
der Kapazitätsänderungen bei Auslenkung vieler Balken ist groß genug, um eine präzise
Messung der aufgetretenen Beschleunigung vorzunehmen.
Mit einem dreiachsigen Beschleunigungssensor kann die Summe aller auf den Sensor
wirkenden Beschleunigungen nach Betrag und Richtung bestimmt werden. Bei diesen
Beschleunigungen handelt es sich zum Beispiel um die Erdbeschleunigung sowie Be-
schleunigungen durch Bewegung des Sensors. Wenn der Sensor sich in Ruhe befindet,
misst er nur die Erdbeschleunigung. Die Richtung der Erdbeschleunigung relativ zu den
Sensorachsen kann zur Bestimmung der Neigung, d.h. des Pitch- und Roll-Winkels, des
Sensors benutzt werden. Drehungen um die Yaw-Achse können nicht gemessen werden.
Wird der Sensor in Bewegung versetzt, wird die Erdbeschleunigung je nach Art der
Bewegung von linearen und/oder Winkel-Beschleunigungen überlagert. Bei langsamen
Bewegungen unterhalb von 0,5Hz kann man die Erdbeschleunigung noch gut von den
3
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übrigen Beschleunigungen trennen, weil diese dann sehr klein sind. Die Messung der
Sensorneigung gelingt in diesem Fall sogar besser als mit Drehratensensoren. Bei schnellen,
komplexen Bewegungsabläufen wird die Berechnung der Neigung durch die Überlagerung
vieler Beschleunigungen allerdings sehr schwierig bzw. unmöglich. Mit Hilfe weiterer
Sensoren ist es jedoch möglich, die verschiedenen Beschleunigungen zu trennen.
Theoretisch kann durch zweifache Integration der linearen Beschleunigung über die
Zeit zusätzlich die Position des Sensors berechnet werden. Praktisch ist dies allerdings
nur für sehr kurze Zeitintervalle möglich. Durch die zweifache Integration steigt ein
Messfehler a quadratisch mit der Zeit an. Er bewegt sich also nach einer Zeitspanne Δt
in der Größenordnung von a (Δt)
2. Das heißt, ein Fehler von 2mm s−2 führt nach 10 s
bereits zu einer Abweichung von etwa 20 cm; nach 1min liegt der Messfehler bereits in
der Größenordnung von 7,2m.
Die Vor- und Nachteile von MEMS Beschleunigungssensoren sind im Folgenden noch
einmal zusammengefasst:
Vorteile
+ Feste Referenz durch Gravitation
+ Direkte Messung des Pitch- und Roll-
Winkels bei langsamen Bewegungen
+ Messung linearer Bewegungen für kurze
Zeitintervalle möglich
Nachteile
− Yaw-Winkel können nicht gemessen wer-
den
− Ohne zusätzliche Sensoren können Be-
schleunigungen nicht getrennt werden
− Starke Drift bei Positionsbestimmung
durch zweifache Integration
1.2.2. Drehratensensoren
Drehratensensoren messen die Geschwindigkeit von Drehungen um ihre sensitive Achse
direkt, also ohne Verwendung einer externen Referenz. Dies führt zum einen zu einer
nahezu latenzfreien Messung, und zum anderen macht es sie unempfindlich gegenüber
äußeren Einflüssen wie zum Beispiel Magnetfelder oder Gravitation. MEMS Drehraten-
sensoren verwenden als physikalisches Messprinzip den Coriolis-Effekt (Abbildung 1.3a):
Wenn eine Masse mg sich in einem rotierenden Koordinatensystem in eine Richtung
bewegt, die nicht parallel zu der Rotationsachse ist, wird sie durch die Corioliskraft FC
senkrecht zu ihrer Bewegungsrichtung abgelenkt. Die Corioliskraft ist proportional zu der
Geschwindigkeit vg der Masse und der Drehrate ωg des rotierenden Koordinatensystems.
Der zur Drehrate gehörige Winkelgeschwindigkeitsvektor sei ωg. Mathematisch kann
dieser Zusammenfang wie folgt beschrieben werden:
FC = 2mgvg × ωg (1.1)
In Abbildung 1.3b ist ein sehr einfacher MEMS Drehratensensor schematisch dar-
gestellt: Der federnd aufgehängte Antriebs-Rahmen (gelb) wird mit einer bestimmten
Frequenz angetrieben, also vor und zurück bewegt (1). Wenn eine Drehung um die
sensitive Achse auftritt (2), wird der Coriolis-Rahmen (türkis) durch die Corioliskraft
4
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(a) (b)
Abbildung 1.3.: (a) Auf eine bewegte Masse mit der Geschwindigkeit vg wirkt in einem
mit der Geschwindigkeit ωg rotierenden Koordinatensystem die Corioliskraft FC senk-
recht zu Bewegungsrichtung und Drehachse. (b) MEMS Drehratensensoren nutzen
diesen sogenannten Coriolis-Effekt. Hierfür wird ein Antriebs-Rahmen (gelb) mit einer
bestimmten Frequenz angetrieben. Eine Drehung in der Sensorebene (2) führt zu einer
Verschiebung des Coriolis-Rahmens (3).
senkrecht zu Antriebsrichtung und Drehachse abgelenkt (3). Die daraus resultierenden
Kapazitätsänderungen können gemessen und mit einer Auswerteelektronik ausgewertet
werden, sodass schließlich die Winkelgeschwindigkeit ωg ermittelt werden kann.
MEMS Drehratensensoren können die Winkelgeschwindigkeit um ihre sensitive Achse
mit hoher Sensitivität unter 0,1 ◦ s−1 messen. Um aus der Winkelgeschwindigkeit den
Winkel zu bestimmen, ist eine Integration über die Zeit erforderlich. Da Drehratensensoren
über keine externe Referenz verfügen, summieren sich bereits kleine Messabweichungen g
mit der Zeit zu großen Fehlern auf (Drift). Dieser Fehler liegt in der Größenordnung von
gΔt. Ein Fehler von 0,2 ◦ s−1 führt nach 10 s zu einer Abweichung in der Größenordnung
von 2◦, und nach 1min in der Größenordnung von 12◦.
Die Vor- und Nachteile von MEMS Drehratensensoren sind im Folgenden zusammen-
gefasst:
Vorteile
+ Direkte Messung der Rotation
+ Hohe Auflösung
+ Geringe Latenz ermöglicht Messung
schneller Bewegungen
+ Störunempfindlichkeit gegen externe
Einflüsse (Magnetfelder, Gravitation,...)
Nachteile
− Fehlende externe Referenz führt zu Drift
bei Bestimmung der Orientierung
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Abbildung 1.4.: Befindet sich ein stromdurchflossenes Hall-Element (1) in einem Magnet-
feld (2), lenkt die Lorentz-Kraft FL die Elektronen im Leiter senkrecht ab. Dadurch
baut sich ein elektrisches Feld auf. Die resultierende Hall-Spannung UH ist proportional
zur Magnetfeldstärke.
1.2.3. Magnetfeldsensoren
Magnetfeldsensoren können die Stärke eines Magnetfeldes entlang ihrer sensitiven Achse
messen. Bei aktuellen MEMS Magnetometern handelt es sich in der Regel um Hall-
oder magnetoresistive Sensoren. Magnetfeldsensoren, die sich den Hall-Effekt zunutze
machen (Abbildung 1.4), enthalten ein sogenanntes Hall-Element (1), das von einem
elektrischen Strom durchflossen wird. In Anwesenheit eines Magnetfeldes (2) wirkt auf die
Elektronen die Lorentz-Kraft FL sowohl senkrecht zum Magnetfeld als auch senkrecht zur
Stromflussrichtung. Dadurch baut sich auf dem Hall-Element ein elektrisches Feld auf, das
die Lorentz-Kraft genau kompensiert. Dies führt zu einer messbaren Hall-Spannung UH ,
die proportional zur Magnetfeldstärke ist. Mit Hilfe dieses Zusammenhangs kann die
Stärke des magnetischen Feldes entlang der sensitiven Achse des Sensors bestimmt werden.
Mit einem dreiachsigen Magnetfeldsensor können Stärke und Richtung des insgesamt
vorhandenen Magnetfeldes gemessen werden.
Durch das Erdmagnetfeld verfügen Magnetfeldsensoren über eine feste Referenz. Nach-
teilig ist jedoch, dass Magnetfeldsensoren sehr anfällig gegenüber äußeren Störfeldern, wie
sie von elektronischen Baugruppen erzeugt werden können, sind. Weiterhin sind sie zur
Messung schneller Bewegungen ungeeignet, weil sich das Kräftegleichgewicht zwischen
Lorentz-Kraft FL und elektrischer Kraft FE erst zeitverzögert einstellt. Darüber hinaus
leiden sie unter internen Offset-Variationen. Diese Tatsache und die hohe Störanfälligkeit
machen die Kalibrierung von Magnetfeldsensoren sehr schwierig. Die Vor- und Nachteile
von MEMS Magnetfeldsensoren sind nachstehend zusammengefasst:
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Abbildung 1.5.: Grundprinzip des Kalman-Filters
Vorteile
+ Feste Referenz durch Erdmagnetfeld
Nachteile
− Ungeeignet für schnelle Bewegungen
− Störanfälligkeit gegen externe Magnet-
felder (Bluetooth, WLAN)
− Interne Offset-Variationen
− Komplexe Kalibrierung
1.2.4. Kalibrierung
Bei der Herstellung von Sensoren kommt es zu fertigungsbedingten Abweichungen. Diese
können zum Beispiel zu Offsets, Nichtlinearitäten oder Hysteresen führen. Zusätzlich
werden viele Sensorsignale durch Temperatur oder externe Einflüsse, wie zum Beispiel
elektromagnetische Störfelder, negativ beeinflusst. Darüber hinaus führen Quantisierungs-
fehler oder mathematische Operationen bei der Messwertberechnung zu Rauschen. Um
ein zuverlässiges Messergebnis zu erhalten, ist die weitgehende Kompensation all dieser
Abweichungen durch Kalibrierung unerlässlich. Einige Abweichungen können bereits hard-
wareseitig kompensiert werden; einige andere erfordern eine softwareseitige Kompensation.
Für diese muss üblicherweise vor Inbetriebnahme des Sensors – oder bei Notwendigkeit
während des Betriebs – eine Kalibrierung durchgeführt werden.
1.2.5. Sensordatenfusion
Sensordatenfusion bedeutet, dass teilweise redundante Daten von unterschiedlichen Senso-
ren fusioniert werden, um qualitativ bessere Daten als mit den Einzelsensoren zu erhalten.
7
1. Einleitung und Grundlagen
Ein naiver Ansatz für die Sensordatenfusion der Daten dreiachsiger Beschleunigungs-,
Drehraten- und Magnetfeldsensoren sieht wie folgt aus:
1. Drehratensensordaten integrieren, um Orientierung zu erhalten.
2. Beschleunigungssensordaten tiefpassfiltern, um Bewegungsartefakte zu eliminieren.
3. Pitch- und Roll-Winkel durch relative Lage zur Erdbeschleunigung berechnen.
4. Analog Yaw-Winkel aus Magnetfeldsensordaten durch relative Lage zum Erdma-
gnetfeld berechen.
5. Gelegentlich Drift des Drehratensensors mit Daten von Beschleunigungs- und
Magnetfeldsensoren kompensieren.
Diese einfache Methode funktioniert zwar schon recht gut, ist für die meisten Anwen-
dungen aber nicht ausreichend. Ein differenzierterer Ansatz besteht darin, die Sensordaten
auf Basis ihrer Zuverlässigkeit in der aktuellen Situation zu gewichten. Zum Beispiel
sind die Daten des Beschleunigungssensors in Ruhe oder bei sehr langsamen Bewegungen
zuverlässiger als die des Drehratensensors; die Daten des Magnetfeldsensors hingegen
sind in Anwesenheit elektromagnetischer Störfelder unzuverlässig. Der Kalman-Filter [41]
greift genau diesen Ansatz auf. Ganz allgemein kommen Kalman-Filter immer dann zum
Einsatz, wenn man einen Systemzustand (z.B. Sensororientierung) nicht direkt messen
kann, aber stattdessen andere Größen (z.B. Magnetfeld, Beschleunigung, Drehrate), die
auf den Systemzustand schließen lassen. Das Ziel besteht darin, eine Schätzung des
Systemzustandes zu finden, die statistisch optimal ist. Das Grundprinzip ist dabei immer
das gleiche (Abbildung 1.5) [95]: Zunächst wird eine Vorhersage des aktuellen Zustandes
auf Basis des vorherigen Zustandes (z.B. unter Zuhilfenahme der Drehratensensorda-
ten) gemacht (a priori Schätzung). Daraufhin wird die Zuverlässigkeit der Sensordaten
geschätzt und daraus der sogenannte Kalman Gain ermittelt. Anschließend wird die a
priori Schätzung mit den gewichteten Sensordaten korrigiert (a posteriori Schätzung).
Die Performance des Kalman-Filters nimmt zu, wenn die Abtastrate hoch ist. Das
liegt daran, dass insbesondere die a priori Schätzung zuverlässiger ist, wenn der zeitliche
Abstand des aktuellen Systemzustandes zum vorherigen klein ist, weil in sehr kurzen
Zeitintervallen keine großen Zustandsänderungen zu erwarten sind.
Es gibt unzählige Möglichkeiten, um einen Kalman-Filter zu gestalten. Zum Beispiel
kann die Sensororientierung (direkter Kalman-Filter) oder der Fehler (indirekter Kalman-
Filter) als Systemzustand definiert werden; als Ausgabe können Quaternionen2 [102, 75]
oder Euler Winkel benutzt werden. Weiterhin können die Daten der Beschleunigungs-
und Magnetfeldsensoren roh oder fusioniert [102] als Messdaten in den Filter eingehen.
Darüber hinaus können die Gleichungen des Kalman-Filters linear (Linear Kalman-Filter)
oder nichtlinear (Extended Kalman-Filter, [75]) sein. Das Grundprinzip bleibt jedoch
stets erhalten.
1.2.6. Sensorsysteme
Die in den Abschnitten 1.2.1 bis 1.2.3 vorgestellten Bewegungssensoren können einzeln
oder in Kombination verwendet werden. Die gängigsten Kombinationen sind – mit oder
2Eine Einführung in die Quaternionen-Algebra wird in [45] gegeben.
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Abbildung 1.6.: Zu den Bewegungssensoren zählen Beschleunigungs- (Acc), Drehraten-
(Gyr) und Magnetfeldsensoren (Mag). Diese können einzeln oder in Kombination
als Sensorsystem erworben werden. Zu den gängigsten Sensorsystemen zählen IMUs,
MARG Sensorarrays und AHRS.
ohne integrierte Sensordatenfusion – bereits als einzelner Baustein kommerziell erhältlich.
Bei diesem Kombinationen handelt es sich unter anderem um inertiale Messeinheiten
(Inertial Measurement Unit, IMU), MARG (Magnetic, Angular Rate, and Gravity)
Sensorarrays und Kurs-Lage-Referenzssysteme (Attitude Heading Reference System,
AHRS). Die Unterschiede sind in Abbildung 1.6 veranschaulicht.
Eine IMU kombiniert Beschleunigungs- und Drehratensensoren. Ein Beispiel für eine
IMU ist der BMI055 von Bosch [12]. IMUs geben kalibrierte und gegebenenfalls auch Roh-
Sensordaten aus. Man spricht nicht mehr von einer IMU, sobald Magnetfeldsensoren hin-
zugefügt werden. Dies liegt daran, dass Magnetfeldsensoren nicht zu den Inertialsensoren
gehören. Zu Inertialsensoren zählen nur Positions-, Lage- oder Bewegungssensoren, die
höchstens für die Initialisierung eine externe Referenz benötigen, ansonsten aber einzig
interne Referenzen verwenden [37]. Die Kombination von Beschleunigungs-, Drehraten-
und Magnetfeldsensoren bezeichnet man deshalb als MARG Sensorarray. Auch sie geben
lediglich Sensordaten aus. Ein Beispiel für ein MARG Sensorarray ist der LSM9DS1 von
STMicroelectronics [78].
Ein MARG Sensorarray mit integrierter Sensordatenfusion wird AHRS genannt. Aus-
gegeben werden kann neben den Sensordaten auch die Orientierung des Bausteins, die
das Ergebnis der Sensordatenfusion ist. Ein Beispiel für ein AHRS ist der BMX055 von
Bosch [13].
FSM-9 von Hillcrest Labs
In der vorliegenden Arbeit wurde ein FSM-9 von Hillcrest Labs verwendet [32]. Bei
diesem Sensormodul handelt es sich um ein AHRS, auch wenn nicht alle neun Sensoren
inklusive Sensordatenfusion in einem Baustein integriert sind. Das Sensormodul enthält
eine 6-achsige IMU (Drehraten- und Beschleunigungssensor), sowie einen 3-achsigen
Magnetfeldsensor (Abbildung 1.7). Die Sensordatenfusion wird auf einem 32Bit Mikro-
controller ausgeführt. Die Sensordatenfusion erfolgt mit einem Kalman-Filter. Damit
der Kalman-Filter möglichst gute Ergebnisse liefert, sollte die Samplerate 100Hz nicht
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Modifiziert mit freundlicher Genehmigung von c© Hillcrest Laboratories, Inc. 2017
Abbildung 1.7.: Platine des FSM-9 von Hillcrest Labs. In einer früheren Version des
Boards waren Beschleunigungs- und Drehratensensor baulich getrennt. Später wurde
der 3-achsige Beschleunigungssensor entfernt und der Drehratensensor gegen eine
6-achsige IMU eingetauscht.
unterschreiten. In dieser Arbeit wurde eine Samplerate von 125Hz eingesetzt, sofern
nicht anders angegeben.
Über eine USB-Schnittstelle kann das Sensormodul an einen Computer angeschlossen
werden. Von dort aus kann man über die C-Programmierschnittstelle „libfreespace“ auf
das Modul zugreifen [33]. Damit das Sensormodul sich nicht automatisch abschaltet, wenn
keine Bewegung stattfindet, wurde der Betriebsmodus auf „Full Motion“ gesetzt. Als
Ausgabepaket wurde „MotionEngine Output“ im Format 0 gewählt. In diesem Format
können Cursor-Daten, lineare Beschleunigung, lineare Beschleunigung ohne Gravitation,
Drehrate, Magnetfeld, Temperatur und Orientierung ausgegeben werden. Die Orientierung
wird dabei als Quaternion angegeben. Für diese Arbeit wurde die Ausgabe der linearen
Beschleunigung ohne Gravitation und der Quaternionen aktiviert. Aus der vom Sensor
übermittelten Quaternion werden anschließend auf dem Computer in C++ die Eulerwinkel
berechnet. Zunächst wird dafür die konjugierte Quaternion q = (q0, q1, q2, q3) gebildet,
um die Drehung relativ zum Referenzkoordinatensystem (Welt) auszudrücken. Danach
werden aus dieser Quaternion die Eulerwinkel ϕs ∈ [−180◦, 180◦], ϑs ∈ [−90◦, 90◦] und
ψs ∈ [−180◦, 180◦] in Anlehnung an [96] wie folgt ermittelt:
ϕs =
180◦
π
atan2(2(q0q1 + q2q3), 2(q
2
0 + q
2
3) − 1) (1.2)
ϑs =
180◦
π
asin(2(q0q2 − q3q1)) (1.3)
ψs =
180◦
π
atan2(2(q0q3 + q1q2), 2(q
2
0 + q
2
1) − 1) (1.4)
Das Sensorkoordinatensystem entspricht dem aus Abbildung 1.1. Das Datenblatt des
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FSM-9 befindet sich in Anhang B.1.
1.3. Tetraplegiker als Zielgruppe der Kopfsteuerung
Wie bereits in Abschnitt 1.1 erwähnt, sind Menschen mit Lähmung der Arme und Beine
die Zielgruppe für die zu entwickelnde Kopfsteuerung. Der komplette oder teilweise
Verlust der Motorik und/oder Sensorik aller vier Gliedmaßen wird als Tetraplegie be-
zeichnet [43]. Häufig wird der Begriff Tetraplegie im Zusammenhang mit traumatischen
Rückenmarksverletzungen verwendet. Es gibt aber auch zahlreiche andere Ursachen, die
zu Tetraplegie führen können. So kann sie zum Beispiel auch durch einen Schlaganfall
oder Tumor verursacht werden oder Symptom spezieller Erkrankungen, wie zum Beispiel
der Amyotrophen Lateralsklerose [81] oder der Multiplen Sklerose (MS), sein.
Besonders der Umstand, die Arme nicht mehr bewegen zu können, führt dazu, dass
Tetraplegiker kaum eine Möglichkeit haben, mit den Objekten in ihrer Umwelt physisch
in Interaktion zu treten und Manipulationen vorzunehmen, wie zum Beispiel ein Objekt
zu greifen und an einem anderen Ort wieder abzulegen. Dadurch können sie ihren Alltag
nicht alleine bewältigen und sind auf umfassende Unterstützung angewiesen. Üblicherwei-
se erhalten sie diese in Form einer persönlichen Assistenzperson, die ihnen zum Beispiel
beim Essen und Trinken, bei der täglichen Körperpflege oder im Haushalt hilft. Dadurch
ist die Unabhängigkeit von Tetraplegikern stark eingeschränkt, worunter häufig auch
das Selbstwertgefühl der Betroffenen leidet. Die Steuerung eines Roboterarms kann den
Betroffenen ermöglichen, einfache Greifaufgaben wieder selbstständig auszuführen. Auf
diese Weise könnten sie einige Aufgaben im Haushalt, wie etwa das Ein- und Ausräumen
des Geschirrspülers und der Waschmaschine, ohne Assistenzperson verrichten. Weiterhin
ist denkbar, dass sie nach entsprechender Vorbereitung durch die Assistenzperson auch
Mahlzeiten eigenständig zu sich nehmen könnten. All dies trägt dazu bei, die Autono-
mie von Tetraplegikern wiederherzustellen und so ihre Lebensqualität zu verbessern.
Aber auch die Ausführung zunächst unscheinbarer Aufgaben, wie das Aufheben eines
heruntergefallenen Gegenstandes, führen zu mehr Unabhängigkeit im Alltag.
1.3.1. Ursachen von Tetraplegie
Bei der Entwicklung eines Assistenzsystems für Tetraplegiker sollte man bedenken,
dass nicht alle Tetraplegiker gleich sind, sondern dass es teilweise große Unterschiede
hinsichtlich der motorischen Fähigkeiten und der übrigen zu berücksichtigenden Umstände
gibt. So treten je nach zugrundeliegender Ursache für die Tetraplegie abgesehen von
den Lähmungen häufig weitere Symptome auf, die eine Relevanz für die Gestaltung des
Assistenzsystems besitzen.
Diese Arbeit beschränkt sich auf die speziellen Anforderungen von Menschen, die
infolge einer traumatischen Rückenmarksverletzung oder durch Multiple Sklerose von
Tetraplegie betroffen sind.
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Traumatische Rückenmarksverletzung
Traumatische Rückenmarksverletzungen zählen als die häufigste Ursache von Tetraplegie.
Zu einer traumatischen Rückenmarksverletzung kommt es, wenn das Rückenmark durch
ein Trauma durchtrennt oder beschädigt wird. In Folge des Traumas zeigt sich ein
Lähmungsbild mit Ausfall motorischer, sensibler und/oder vegetativer Körperfunktionen
unterhalb der Schädigung.
Oft führen Motorradunfälle, Stürze, gewaltätige Auseinandersetzungen oder Sportun-
fälle zu einer traumatischen Rückenmarksverletzung. Aufgrund ihres Lebensstils stellen
Männer in den USA ungefähr 80% der jährlich etwa 17.000 Verunfallten. Die Inzidenz
liegt somit bei 54 Personen pro 1 Million Einwohner (Deutschland (2013): 13 Personen
pro 1 Million Einwohner [85]). In 2016 wurde die Prävalenz auf 282.000 Personen ge-
schätzt, mit einem Konfidenzintervall von 243.000 bis 347.000 Personen [60]. Das sind
etwa 898 pro 1 Million Einwohner (Deutschland (2013): 500 Personen pro 1 Million
Einwohner [85]). Die Zahlen umfassen alle traumatischen Rückenmarksverletzungen. Der
Anteil der Tetraplegiker an allen Rückenmarksverletzten wurde in 2016 in den USA
auf 58,3% geschätzt. Bei einer Mehrheit von 77,2% der Tetraplegiker handelte es sich
um inkomplette Lähmungen [60]. Weltweit liegt der Anteil der Tetraplegiker an den
Rückenmarksverletzten nur bei etwa einem Drittel [100]. Dies liegt vermutlich unter
anderem daran, dass Überlebenschancen und Lebenserwartung von Tetraplegikern in
besonderem Maße vom Standard der medizinischen Versorgung abhängen.
Rückenmarksverletzte werden anhand ihrer neurologischen Läsionshöhe und dem Grad
ihrer Einschränkung klassifiziert. Zur Bestimmung der neurologischen Läsionshöhe ist
zunächst eine Höhenlokalisation des Rückenmarks erfoderlich. Hierfür teilt man das
Rückenmark in Segmente ein, die sich an den Nervenaustrittspunkten der Spinalnerven
orientieren. Diese Segmente werden einem Wirbelsäulenbereich zugeordnet und nach
diesem benannt (Abbildung 1.8). Im Bereich der Brustwirbelsäule und darunter heißt
das Segment des Rückenmarks wie der darüber liegende Wirbel. Ferner ist die Anzahl
der Segmente mit der Anzahl der Wirbel identisch. Die Halswirbelsäule bildet jedoch
eine Ausnahme, da der erste Spinalnerv oberhalb des ersten Halswirbels austritt. Somit
gibt es acht Rückenmarksegmente (C1–C8), jedoch nur sieben Halswirbel. Die Rücken-
markssegmente heißen wie der darunter liegende Wirbel. Das Rückenmarksegment C8
befindet sich zwischem dem siebten Halswirbel und dem ersten Brustwirbel.
Die neurologische Lähmungs- bzw. Läsionshöhe (Neurological Level of Injury, NLI)
bezeichnet das am weitesten kaudal3 gelegene Segment der Wirbelsäule mit normaler
sensorischer und der Schwerkraft entgegenwirkender motorischer Funktion auf beiden
Seiten des Körpers, vorausgesetzt, dass zum Kopf hin (rostral) normale (intakte) sensori-
sche und motorische Funktion vorhanden ist. Die Segmente, auf dessen Höhe normale
Funktion festgestellt werden kann, unterscheiden sich oft zwischen den Körperhälften
und hinsichtlich sensorischer und motorischer Funktionen. Deshalb können bis zu vier
verschiedene Segmente zur Festlegung der neurologischen Läsionshöhe identifiziert werden:
R(echts)-sensorisch, L(inks)-sensorisch, R-motorisch und L-motorisch. Die Gesamt-NLI
ist das am weistesten rostral gelegene Segment dieser Läsionshöhen [43].
3nach dem unteren Körperende oder nach dem unteren Ende eines Organs zu gelegen
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Abbildung 1.8.: Die Restmotorik von Querschnittsgelähmten hängt davon ab, auf welcher
Höhe das Rückenmark beschädigt wurde, und ob es komplett durchtrennt wurde
oder nicht. Beschädigungen zwischen Th2 und L5 führen zu einer Paraplegie. Eine
Tetraplegie tritt bei Beschädigungen zwischen C1 und Th1 auf. Die Abbildung links
zeigt die von Lähmungen betroffenen Regionen von Tetraplegikern in Abhängigkeit
von der neurologischen Läsionshöhe.
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Zu einer Tetraplegie kommt es, wenn die neurologische Läsionshöhe im Bereich C1–
Th1 liegt (Abbildung 1.8). Liegt die Schädigung unterhalb von Th1, sind die oberen
Extremitäten sind nicht von Ausfällen betroffen. Es kommt jedoch zum kompletten
oder teilweisen Verlust der Motorik und/oder Sensorik der unteren Gliedmaßen. Dieses
Lähmungsbild wird als Paraplegie bezeichnet.
Weiterhin wird zwischen kompletten und inkompletten Lähmungen unterschieden. Von
einer kompletten Lähmung spricht man bei Abwesenheit von sensorischer und motorischer
Funktionen in den untersten Sakralsegmenten (S4–S5). Eine inkomplette Lähmung
hingegen bedeutet, dass noch in irgendeiner Form sensorische und/oder motorische
Funktionen unterhalb der neurologischen Läsionshöhe vorhanden sind, die auch die
untersten sakralen Segmente (S4–S5) einschließen. In Hinblick auf die Sensorik bedeutet
das, dass Berührungssensibilität um den Schließmuskel herum vorhanden ist, und in
Hinblick auf die Motorik, dass der Schließmuskel willentlich kontrahiert werden kann [43].
Die ASIA4 Impairment Scale (AIS) [43] wird verwendet, um die unterschiedlichen Grade
der Einschränkung weiter zu differenzieren. Es wird dabei zwischen den Graden A–E
unterschieden. Um den AIS korrekt zu ermitteln, müssen zunächst sogenannte Sensory
und Motor Scores vergeben werden. Diese Begriffe bezeichnen eine Gesamtpunktzahl für
die sensorischen und motorischen Funktionen. Für den Motor Score wird jede Extremität
in 5 Abschnitte unterteilt. Je nach motorischer Funktion können für einen Abschnitt
zwischen 0 (komplette Lähmung) und 5 Punkte (normale Motorik) vergeben werden.
Somit gibt es für jede Extremität maximal 25 Punkte. Insgesamt können die oberen
Extremitäten also 50 Punkte bekommen und die unteren weitere 50. Die Gesamtpunktzahl
spiegelt den Grad der motorischen Einschränkung durch die Rückenmarksverletzung
wider. Nachdem die Sensory und Motor Scores korrekt vergeben wurden, wird der AIS
ermittelt. Die unterschiedlichen Grade sind wie folgt definiert:
ASIA A = Komplett. Keine sensorischen und motorischen Funktionen sind in den Sa-
kralsegmenten S4–S5 erhalten.
ASIA B = Sensorisch inkomplett. Sensorische, aber keine motorischen, Funktionen sind
unterhalb der neurologischen Läsionshöhe erhalten, die die Sakralsegmente S4–S5
einschließen. Außerdem sind auf jeder Körperhälfte keine motorischen Funktionen
weiter als drei Segmente unterhalb des motorischen Levels5 erhalten.
ASIA C = Motorisch inkomplett. Motorische Funktionen sind unterhalb der neurologi-
schen Läsionshöhe erhalten und mehr als die Hälfte der entscheidenden Muskeln
unterhalb der Läsionshöhe haben eine Bewertung kleiner als 3.
ASIA D = Motorisch inkomplett. Motorische Funktionen sind unterhalb der Läsions-
höhe erhalten und mindestens die Hälfte der entscheidenden Muskeln unterhalb
der Läsionshöhe haben eine Bewertung >3.
ASIA E = Normal. Wenn die sensorischen und motorischen Funktionen gemäß des ISN-
4American Spinal Cord Association
5Das motorische Level wird durch die Untersuchung entscheidender Muskeln festgelegt. Das motorische
Level wird durch den niedrigsten entscheidenden Muskel mit einer Bewertung von mindestens 3
festgelegt, vorausgesetzt, dass die entscheidenen Muskeln, die den Segmenten über diesem Level
zugeordnet werden, intakt sind (Bewertung 5).
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CSCI6 in allen Segmenten als normal bewertet wird und der Patient zuvor Defizite
hatte, dann ist das AIS E. Menschen ohne Rückenmarksverletzung bekommen
keinen AIS.
Üblicherweise wird die Läsionshöhe in Kombination mit der ASIA Impairment Scale
verwendet, um einen Rückenmarksverletzten zu klassifizieren. Bei einem Rückenmarksver-
letzten mit der Klassifikation C4 ASIA A handelt es sich also um einen Tetraplegiker mit
kompletter Querschnittslähmung unterhalb von C4. Es ist zu beachten, dass diese Art
der Klassifikation für Menschen mit inkompletten Lähmungen keine genaue Information
über die Kopfbeweglichkeit liefert. Selbst die einzelnen Motor Scores geben nur bedingt
Aufschluss, da sie im Falle einer Einschränkung des Bewegungsumfanges nicht erfassen,
in welchem Ausmaß dieser eingeschränkt ist.
Bei der Gestaltung eines Assistenzsystems ist zu beachten, dass von den Einschrän-
kungen einer traumatischen Rückenmarksverletzung nur die Bereiche unterhalb der
Schädigung betroffen sind. Das heißt im Umkehrschluss, dass Querschnittsgelähmte
oberhalb der Läsionshöhe hinsichtlich ihrer sensorischen und motorischen Fähigkeiten
mit Personen ohne Querschnittlähmung übereinstimmen. Aus diesem Grund besitzen
die meisten Symptome, die nach einer Rückenmarksverletzung auftreten können, für
die Entwicklung einer Kopfsteuerung keine Relevanz. Spastiken, auch solche, die nicht
direkt die Kopfbewegungen betreffen, bilden hier eine Ausnahme. Falls die Kopfsteuerung
durch weitere Modalitäten (wie Sprachsteuerung) erweitert werden soll, gilt außerdem
zu bedenken, dass Querschnittsgelähmte mit zunehmender Lähmungshöhe infolge des
Ausfalls von Atemmuskulatur auch vermehrt Probleme bei der Stimmbildung haben.
Multiple Sklerose
Multiple Sklerose (MS) ist eine chronisch-entzündliche Erkrankung des zentralen Nerven-
systems. Weltweit sind etwa 2,5 Millionen Menschen von MS betroffen. In Deutschland
sind es mehr als 200.000, was ungefähr 0,2% der Gesamtbevölkerung entspricht. Die
Inzidenz liegt bei 2.500 pro Jahr. Die meisten Erkrankungen werden zwischen dem 20.
und 40. Lebensjahr der Betroffenen diagnostiziert. Frauen sind etwa 2,3 Mal häufiger
betroffen als Männer [64, 20].
Bei der Multiplen Sklerose handelt es sich bis heute um eine unheilbare und fort-
schreitende Krankheit, bei der im Gehirn und im Rückenmark verstreut Entzündungen
auftreten. Entsteht ein Entzündungsherd im Bereich der Schutzschicht, von der die
Nervenfasern umgeben sind, wird die Signalübertragung in diesem Bereich gestört bzw.
unterbrochen. Je nach Lokalisation des Entzündungsherds können die resultierenden
Symptome unterschiedlich sein. So können Entzündungen im Bereich des Rückenmarks
beispielsweise Lähmungen hervorrufen. Einige häufige Symptome, die abgesehen von Läh-
mungen auftreten und für die Gestaltung einer (multimodalen) Kopfsteuerung relevant
sein können, sind:
• Sensibilitätsstörungen
6International Standards for Neurological Classification of Spinal Cord Injury
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• Seh-/Augenbewegungsstörungen
• Koordinations-/Bewegungsstörungen, z.B. Tremor
• Spastik und Muskelschwäche
• Sprech-/Schluckstörungen
• Fatigue
• Gedächtnis-/Aufmerksamkeits-/Wahrnehmungsstörungen
Aber auch der Krankheitsverlauf der MS ist äußerst individuell. Bei den MS-Verlaufsfor-
men unterscheidet man zwischen dem schubförmig-remittierenden Verlauf, dem sekundär-
chronisch progredienden Verlauf sowie dem primär-chronisch progredienden Verlauf. Zu
Krankheitsbeginn überwiegt der schubförmige Verlaufstyp mit einer Häufigkeit von bis
zu 90%. Bei diesem Typ treten Krankheitszeichen schubweise auf, die anfänglich meist
komplett wieder verschwinden. Im weiteren Krankheitsverlauf bilden sich die Krankheits-
zeichen jedoch nur teilweise wieder zurück. Nach 10–15 Jahren gehen etwa 30% bis 40%
der Betroffenen in den sekundär-chronisch progredienten Verlauf über. Nach mehr als
20 Jahren sind bis zu 90% der Erkrankten von dieser Verlaufsform betroffen. Bei dieser
verschlechtert sich die Symptomatik stetig, wobei der Verlauf von einzelnen Schüben
überlagert werden kann, die immer seltener und schließlich gar nicht mehr auftreten
(primär-chronisch progredienter Verlauf). Bei ungefähr 10% der Betroffenen tritt der
primär-chronisch progredienten Verlauf von Beginn an auf. Bei dieser Verlaufsart kommt
es zu einer langsamen Verschlechterung ohne erkennbare Schübe. MS führt nur bei weniger
als 5% der Betroffenen innerhalb weniger Jahre zu schwerwiegenden Behinderungen [20].
Beispiel: Lena Kredel Bei der Beispiel-Nutzerin Lena Kredel wurde 1988 im Alter von
31 Jahren MS diagnostiziert. Bereits 4 Jahre später war sie auf einen Rollstuhl angewiesen.
Im Laufe der Zeit ist ihre Krankheit so weit fortgeschritten, dass sie mittlerweile nur
noch den Kopf bewegen kann. Die Lateralflexion ist bei Lena Kredel beidseitig sehr stark
eingeschränkt, sodass die Amplituden beabsichtigter Bewegungen im gleichen Größenord-
nungsbereich liegen wie die unbeabsichtigter. Auch im Hinblick auf andere Merkmale,
wie zum Beispiel Frequenz, gab es eine hohe Übereinstimmung beider Signaltypen. Eine
klare Trennung von beabsichtigten und unbeabsichtigten Bewegungen ist somit nicht
ohne Weiteres möglich, weshalb die Lateralflexion bei Lena Kredel in der vorliegenden
Arbeit nicht für die Steuerung verwendet wurde.
Eine weitere Herausforderung bei dem Entwurf eines geeigneten Assistenzsystems
für die Beispiel-Nutzerin sind ihre starken Beeinträchtigungen der Sehfähigkeit. Bei
einem Landolt-Sehtest, der an der Westfälischen Hochschule mit ihr durchgeführt wurde,
wurde ein Visus zwischen 0,4 und 0,5 gemessen. Dies entspricht 40% bis 50% der als
normal definierten Sehkraft. Außerdem wurde ein Farbsehtest mit Ishihara-Farbtafeln
durchgeführt, mit dem Ergebnis, dass die Beispiel-Nutzerin die ihr vorgelegten Zahlen
nicht erkennen konnte. Somit besteht der Verdacht, dass zusätzlich zu einer starken
Kurzsichtigkeit eine Einschränkung des Farbsehens vorliegt. Dies ist bei MS-Erkrankten
durchaus üblich. Zu beachten ist jedoch, dass eine genaue Untersuchung, die nur von einem
speziell dafür ausgebildeten Facharzt vorgenommen werden kann, nicht stattgefunden
hat. Aus diesem Grund sind die erhaltenen Ergebnisse der Sehtests ohne Gewähr und
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Abbildung 1.9.: Die Beispiel-Nutzerin Lena Kredel.
werden in dieser Arbeit nur zur Orientierung verwendet.
Die Beispiel-Nutzerin sagt über sich selbst, dass sie aufgrund ihrer MS-Erkrankung
besonders schnell ermüde. Auch dieses Symptom wird häufig von anderen MS-Erkrankten
berichtet, da das Gehirn durch die gestörte Signalübertragung bei gleichem Ergebnis
deutlich mehr leisten muss als das eines Nicht-Erkrankten. Daraus lässt sich ableiten,
dass ein geeignetes Assistenzsystem besonders einfach gestaltet und intuitiv zu bedienen
sein muss. Außerdem darf die Betriebssicherheit des Systems auch bei abnehmender
Konzentration der Nutzerin zu keinem Zeitpunkt gefährdet sein.
1.4. Assistive Systeme für Tetraplegiker: Stand der Technik
1.4.1. Eingangsmodalitäten
Eine der größten Herausforderungen bei der Gestaltung eines assistiven Systems für Te-
traplegiker besteht darin, dass ihre Fähigkeiten geeignete Eingangssignale zu produzieren
im Vergleich zu anderen Zielgruppen stark eingeschränkt sind. Mögliche Eingabemodali-
täten für ein Human-Machine Interface (HMI) sind jedoch zum Beispiel Gehirnaktivität,
Sprache, Atem, Bewegungen der Augen, des Kopfes oder der Zunge, oder willentliche
Kontraktion von Nacken-, Gesichts- oder Ohrmuskeln. In Abschnitt 1.4.1 werden die
unterschiedlichen Modalitäten sowie ihre Vor- und Nachteile kurz vorgestellt. Diese
Eingabemodalitäten unterscheiden sich hinsichtlich der Art der Steuersignale, die sie
erzeugen können, wie zum Beispiel High-Level Befehle oder proportionale Steuersignale.
Art und Anzahl der Steuersignale haben einen entscheidenden Einfluss auf die Gestaltung
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Abbildung 1.10.: Die verschiedenen Signale unterscheiden sich darin, in welcher Art ihre
Amplitude A über die Zeit t verändert werden kann. Befehle hingegen können weder in
ihrer Dauer noch in ihrer Amplitude variiert werden.
eines HMI und seine Leistungsfähigkeit. Aus diesem Grund ist es von fundamentaler
Bedeutung vorab eine Taxonomie für die unterschiedlichen Arten von Steuersignalen
einzuführen. Dies geschieht im folgenden Abschnitt.
Taxonomie für Steuersignale
Zunächst unterscheiden wir zwischen Steuerbefehlen und direkten Steuersignalen: Bei
einem direkten Steuersignal handelt es sich um eine physikalische Größe, die willentlich
verändert und unmittelbar als Steuersignal verwendet werden kann. Direkte Steuersignale
eignen sich somit besonders für die Echtzeitsteuerung. Ein Steuerbefehl hingegen wird
durch ein Ereignis ausgelöst. Bei einem solchen Ereignis kann es sich beispielsweise
um eine Geste handeln. Steuerbefehle allein eignen sich nicht für die Echtzeitsteuerung.
Sie können jedoch in teil-automatisierten Systemen als High-Level Befehl verwendet
werden, um komplexe Aktionen wie das automatisierte Greifen eines Objektes auszulösen.
Außerdem können sie in Echtzeitsteuerungen ergänzend zu den direkten Steuersignalen
zum Beispiel zum Wechseln zwischen Systemzuständen eingesetzt werden.
Bei den direkten Steuersignalen unterscheiden wir weiterhin zwischen diskreten und
proportionalen Steuersignalen. Diskret bedeutet, dass die Amplitude nur in diskreten
(merkbaren) Schritten verändert werden kann. Ein binäres Signal ist eine Spezialform eines
amplitudendiskreten Signals, das nur zwei Zustände annehmen kann (Abbildung 1.10).
Ein Beispiel für eine binäre Signalquelle ist ein konventioneller Lichtschalter.
Bei einem proportionalen Signal hingegen kann die Amplitude kontinuierlich bzw. in
nicht wahrnehmbaren Schritten verändert werden. Diesen Signaltyp kennt man zum
Beispiel von einem Dimmer: Die Dimmerstellung kann ohne merkbare Schritte verändert
werden. Weiterhin entspricht jede Position des Dimmers einer Helligkeit der zu steuernden
Lampe. Die Helligkeit der Lampe ändert sich proportional zur Dimmerstellung (Propor-
tionalsteuerung). Diese Tatsache, die zunächst wie eine Trivialität erscheint, ist nicht
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selbstverständlich, da man den Dimmer zum Beispiel auch für eine binäre Steuerung, also
als Schalter, verwenden könnte. Das heißt, die Lampe leuchtet mit konstanter Helligkeit
solange die Dimmerposition einen bestimmten Schwellwert überschreitet, und sie hört
auf zu leuchten, wenn dieser Schwellwert unterschritten wird.
Diese Eigenschaft wird als Abwärtskompatibilität der verschiedenen Signaltypen be-
zeichnet. Ein proportionales Signal kann also auch als diskretes Signal oder Befehl
verwendet werden. Ebenso kann ein diskretes Signal als Befehl eingesetzt werden. An-
dersrum funktioniert das nicht. Ein Kippschalter kann also nicht als Dimmer fungieren.
Somit bietet ein proportionales Steuersignal die meisten Möglichkeiten und ist daher der
bevorzugte Signaltyp.
Schließlich unterscheiden wir noch zwischen abhängigen und unabhängigen Signalen.
Unabhängig bedeutet, dass die Signale sich nicht gegenseitig beeinflussen und unabhängig
voneinander auftreten können. Abhängig sind Signale, wenn diese Bedingung nicht erfüllt
ist.
Gehirnaktivität
Gehirnaktivität kann invasiv oder nicht-invasiv gemessen werden. Zwar liefert die invasive
Messung insbesondere aufgrund ihrer hohen räumlichen Auflösung qualitativ bessere
Signale, doch ist diese Art der Signalerfassung für ein HMI nicht praktikabel, sodass
sie hier nicht weiter berücksichtigt wird. Eine nicht-invasive Methode zur Messung der
Gehirnaktivität ist die Elektroenzephalografie (EEG), bei der mit Oberflächenelektroden
Spannungen auf der Kopfoberfläche gemessen werden. Die gemessenen Spannungen kom-
men nicht nur durch Gehirnaktivität zustande; auch andere elektrische Biosignale, zum
Beispiel infolge von Muskelkontraktionen, können Potentialänderungen auf der Kopfober-
fläche hervorrufen. Die Amplituden solcher Störsignale sind oft um Größenordnungen
größer als die des eigentlichen Signals.
Die Gehirnsignale können auf unterschiedliche Weise aktiv beeinflusst werden. Bei
einem SSVEP7-basiertem Brain–Computer Interface (BCI) sind zum Beispiel mit unter-
schiedlichen Frequenzen blinkende Stimuli im Sichtfeld des Nutzers angebracht. Jeder
Stimulus ist einer bestimmten Steueraktion zugeordnet. Der Nutzer kann nun seine
Aufmerksamkeit auf den Stimulus richten, der der gewünschten Steueraktion zugeordnet
ist. Dies führt zu einer Zunahme der Gehirnaktivität im visuellen Cortex mit der Fre-
quenz des Stimulus. Durch diesen Frequenzzusammenhang kann ermittelt werden, auf
welchen Stimulus der Nutzer seine Aufmerksamkeit gerichtet hat, und der entsprechende
Steuerbefehl kann erzeugt werden.
Neben zeitlichen können aber auch räumliche Gehirnaktivitätsmuster willentlich er-
zeugt werden: Wenn man in Gedanken eine bestimmte Aufgabe ausführt, so führt das zu
einem für die Aufgabe spezifischem räumlichen Gehirnaktivitätsmuster (Event Related
Desynchronization/Synchronization, ERD/ERS), das klassifiziert und als Steuerbefehl ver-
wendet werden kann. Ein großer Vorteil dieser Methode besteht darin, dass keine externen
Stimuli notwendig sind. Allerdings erfordert die reproduzierbare Erzeugung räumlicher
7Steady State Visually Evoked Potentials
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Gehirnaktivitätsmuster üblicherweise ein umfassendes Training. Dieses Training ist für
SSVEP-basierte BCIs nicht notwendig. Weitere Details zu beiden Steuerungsparadigmen
sowie eine generelle Einführung in BCIs ist in [29] zu finden.
Der größte Vorteil von BCIs besteht darin, dass sie – je nach Steuerungsparadigma –
selbst Menschen, die komplett gelähmt sind, ermöglichen, ein HMI zu benutzen und so
mit ihrer Umgebung in Interaktion zu treten. Demgegenüber stehen aber gravierende
Nachteile, wie die Tatsache, dass für nicht-invasive BCIs bisher kein Steuerungsparadigma
existiert, das proportionale Steuersignale liefert. Außerdem verfügen BCIs über sehr
niedrige Informationstransferraten, sind nicht robust gegenüber Störsignalen und optisch
störend. Aus diesen Gründen sind BCIs für Menschen, die noch über eine Restbeweglichkeit
verfügen, normalerweise keine Option.
Stimme und Sprache
Zur Aufnahme von Audiosignalen kommen ausschließlich Mikrofone zum Einsatz. Propor-
tionale Steuersignale können mit der Stimme zum Beispiel durch Variation von Tonhöhe
und Lautstärke erzeugt werden. Ein Human–Computer Interface (HCI), das Stimme zur
direkten Steuerung eines Mauscursors verwendet, wurde von Harada et al [30] umgesetzt.
Die Vokal-Art definiert dabei die Richtung der Mauscursor-Bewegung und die Geschwin-
digkeit wird durch die Lautstärke gesteuert. Weil die Übergänge zwischen den Vokalen
fließend sind, kann der Cursor bei entsprechenden Fähigkeiten des Nutzers in jedem
beliegen Winkel bewegt werden. Diese sehr interessante Art der direkten Steuerung besitzt
allerdings gravierende Nachteile im Vergleich zu alternativen Modalitäten. Zum einen
muss der Steuerungsvorgang immer wieder für die Atmung oder zum Sprechen unterbro-
chen werden, und zum anderen fällt die Nutzerakzeptanz aufgrund des Geräuschpegels
vermutlich gering aus.
Als Eingangsmodalität bewährt hat sich hingegen die Sprachsteuerung. Hierbei werden
durch lautes Aussprechen bestimmter Schlüsselwörter mit Hilfe von Algorithmen zur au-
tomatischen Spracherkennung (Automatic Speech Recognition, ASR) High-Level Befehle
für ein HMI erzeugt. Einen Überblick über den Stand der Technik der ASR liefern Li et
al [48]. Bei der Sprachsteuerung ist die mögliche Anzahl an Befehlen durch die Vielfalt
von Sprache nahezu unbegrenzt. Ein weiterer Vorteil besteht darin, dass man leicht
für jede Aufgabe passende Schlüsselwörter definieren kann, sodass die Steuerung per
Sprache in der Regel einfach und intuitiv ist. Ein Basis-HMI zur Sprachsteuerung eines
mobilen Roboters mit 7 Befehlen wurde von Lv et al [50] vorgestellt. Sprachsteuerung ist
mittlerweile besonders in der Kommunikationsindustrie eine Standard-Eingabemethode,
die robust gegenüber unterschiedlichen Stimmhöhen und leichten Dialekten ist. Weiterhin
werden Schlüsselwörter auch dann zuverlässig erkannt, wenn sie auf natürliche Weise
ausgesprochen werden und Element eines Satzes sind. Probleme bereitet allerdings noch
die Störanfälligkeit der Algorithmen gegenüber Umgebungsgeräuschen.
Bei der Gestaltung eines Assistenzsystems sollte berücksichtigt werden, dass gesproche-
ne Befehle besonders für Personen in der Umgebung des Nutzers störend oder irritierend
sein können. Außerdem sind Gespräche mit anderen Personen während der Steuerung
nicht möglich, weil sie die Gefahr bergen, dass sie Schlüsselwörter enthalten, die zu
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einer unbeabsichtigten Steueraktion führen. Weiterhin ist zu bedenken, dass es sowohl
bei Tetraplegikern mit einer traumatischen Rückenmarksverletzung als auch bei MS-
Erkrankten zu Sprechstörungen kommen kann, die die Nutzbarkeit einer Sprachsteuerung
einschränken.
Atem
Die Atmung läuft generell unbewusst ab, allerdings besitzt der Mensch auch die Möglich-
keit, seine Atmung zum Beispiel hinsichtlich Frequenz und Atemzugvolumen willentlich
zu beeinflussen. Diese Eigenschaft ermöglicht es, den Atem als Eingabesignal für ein HMI
zu nutzen: Wenn man Luft unterschiedlich stark durch ein Röhrchen bläst oder saugt,
ändert sich der Luftdruck in dem Röhrchen. Dieser kann mit einem Drucksensor, der
senkrecht zum Luftfluss im Röhrchen angebracht ist, gemessen werden. Da der Luftdruck
kontinuierlich verändert werden kann, erhält man für die Einatmung (saugen) und für
die Ausatmung (blasen) jeweils ein proportionales Steuersignal. Da man nicht gleichzeitig
aus- und einatmen kann, sind diese Steuersignale jedoch abhängig.
Yamamoto et al [101] haben eine Lösung vorgestellt, bei der zwei Röhrchen zur
Steuerung eines Rollstuhls benutzt werden. Der Luftdruck im linken Röhrchen wird zur
direkten Steuerung der Drehgeschwindigkeit verwendet, während der integrierte Wert des
gemessenen Luftdrucks im rechten Röhrchen die nach vorne gerichtete Geschwindigkeit
des Rollstuhls steuert. Diese proportionale Art der Steuerung durch den Atem ist jedoch
nicht gebräuclich, weil es für den Endnutzer schwierig ist, den Luftstrom effektiv zu
kontrollieren [46]. Deutlich verbreiteter sind sogenannte Sip/Puff Switches, mit denen –
je nachdem, ob bei der Ein- oder Ausatmung ein Schwellwert überschritten wird – zwei
unterschiedliche Befehle erzeugt werden können. Sip/Puff Switches dieser Art werden
unter anderem von der Firma Origin Instruments vertrieben [62].
Um auf Atem basierte Eingabegeräte nutzen zu können, muss dem Nutzer hinreichend
respiratorisches Volumen zur Verfügung stehen, was besonders bei sehr hoher Querschnitts-
lähmung nicht immer der Fall ist. Weiterhin muss ein Röhrchen zur Signalerzeugung
in den Mund genommen werden, wodurch besondere hygienische Maßnahmen, wie die
regelmäßige Desinfektion des Mundstücks oder auch dessen turnusmäßiger Austausch,
erforderlich sind.
Augenbewegungen
Augenbewegungen können mittels Elektrookulographie [89, 17] oder mit kamera-basierten
Systemen [3, 1, 51] erfasst werden.
Bei der Elektrookulographie (EOG) macht man sich zunutze, dass die Netzhaut relativ
zur Hornhaut ein negatives Potential besitzt, wodurch das Auge sich wie ein elektrischer
Dipol verhält. Rotationen des Auges führen zu einer Richtungsänderung des Vektors, der
den elektrischen Dipol beschreibt. Diese Richtungsänderung führt zu Potentialänderungen
auf der Haut, die mit Elektroden gemessen werden können. Üblicherweise werden dafür
4 Elektroden um die Augen positioniert: Jeweils eine über und unter dem Auge, eine
rechts neben dem rechten Auge und eine links neben dem linken Auge. Die Referenz-
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Elektrode wird meist auf der Stirn platziert. In manchen Fällen wird eine zusätzliche
Ground-Elektrode verwendet, die am Ohr des Nutzers befestigt wird. Iáñez et al haben in
[36] einen Prototypen für eine EOG-Brille vorgestellt. Mit EOG-basierten Interfaces kann
man zwei unabhängige, proportionale Steuersignale erhalten: Eines für die Ab-/Adduktion
(Bewegung zur Schläfe/zur Nase hin), und eines für die Supra-/Infraduktion (Bewegung
nach oben/unten). Vorteile der Signalerfassung mittels EOG sind die verhältmäßig
simple Signalverarbeitung und die hohe Genauigkeit. Außerdem sind EOG-Signale wenig
störanfällig.
Kamera-basierte Systeme zur Erfassung von Augenbewegungen werden Eyetracker
genannt. Ein Eyetracker projiziert ein Muster aus infrarotnahem Licht auf die Augen, das
von diesen reflektiert wird. Diese Reflektionen wiederum werden vom Eyetracker erfasst.
Mit Methoden der Signalverarbeitung kann aus diesen Daten ermittelt werden, wo der
Nutzer hinschaut [87]. Eyetracker gibt es entweder als Head-Mounted Eyetracker, meist in
Form einer Brille, oder als Remote Eyetracker. Remote Eyetracker werden für Bildschirm-
basierte Steuerungsaufgaben verwendet. Dafür wird der Eyetracker zum Beispiel unter
dem Bildschirm angebracht, von wo aus er die Augenbewegungen des Nutzers erfasst,
die dann für die Steuerung verwendet werden [86]. Für die Steuerung eines Roboterarms
besitzen Remote Eyetracker jedoch kaum Relevanz.
Bei Eyetracker-Brillen befinden sich üblicherweise zwei Augenkameras im Brillengestell
sowie zusätzlich eine Umgebungskamera. Mit der Umgebungskamera wird aufgenommen,
was sich im Blickfeld des Nutzers befindet. Mit den Augenkameras wird bestimmt, wo
der Nutzer hinblickt. Über die Konvergenz der Blickachsen beider Augen kann nicht
nur die Blickrichtung, sondern auch die Fixationstiefe bestimmt werden. Das heißt, man
bekommt als Ergebnis einen Blickpunkt im dreidimensionalen Raum. Eine intuitive und
besonders schnelle Art der Steuerung besteht darin, einen Zielpunkt durch Fixation mit
den Augen auszuwählen, zu dem sich das zu steuernde Objekt automatisiert bewegen
soll.
Es stehen einem durch binokulares Eyetracking jedoch theoretisch drei unabhängige,
proportionale Steuersignale zur Verfügung, die auch für eine direkte Steuerung benutzt
werden können. Praktisch gestaltet sich so eine Echtzeit-Steuerung allerdings schwierig.
Dies liegt hauptsächlich an drei Faktoren [10]:
1. Der Fixierungspunkt kann aus physiologischen Gründen nur auf etwa ein Grad
genau bestimmt werden. Dadurch nimmt die Ungenauigkeit mit zunehmender
Fixationstiefe zu.
2. Die Augenbewegung kann nicht leicht kontrolliert werden, weil sie durch das
Unterbewusstsein beeinflusst wird. Das heißt, das Auge fixiert normalerweise kurz
einen Punkt, der für den Nutzer von Interesse ist, und springt dann zum nächsten.
Es erfordert viel Konzentration für längere Zeit ausschließlich einen Punkt zu
fixieren.
3. Das Auge wird verwendet, um visuelle Informationen aus der Umwelt aufzuneh-
men. Wenn es gleichzeitig für die direkte Steuerung eines Objektes genutzt wird,
kann es zu Interferenzen kommen, wenn der Nutzer zum Beispiel während einer
Steuerungsaufgabe ein Hindernis fixiert, um deren Entfernung zum zu steuernden
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Objekt abzuschätzen.
Diese Gründe wirken sich negativ auf die Performance und die Nutzerakzeptanz von
HMIs aus, die Augenbewegungen für die direkte Steuerung verwenden. Demgegenüber
steht der große Vorteil, dass auf Augenbewegungen basierende Interfaces prinzipiell für
Tetraplegiker aller Lähmungshöhen geeignet sind.
Zungenbewegungen
Zungenbewegungen können auf unterschiedliche Weise zur Gestaltung eines HMI-Einga-
begerätes genutzt werden. Zum Beispiel können elektrische Schalter auf einer Platte in
den Mund eingebracht werden, die mit der Zunge bedient werden können [19].
Ein anderer Ansatz verfolgt die Verwendung von Drucksensoren, die am Gaumen
befestigt werden. Theoretisch kann durch kontinuierliche Druckänderung für jeden Druck-
sensor ein proportionales Steuersignal erzeugt werden. Es ist aber fraglich, ob der Nutzer
den Druck dauerhaft auf diese Weise anpassen kann. Ein kommerziell erhältliches System
verwendet die Drucksensoren lediglich als Schalter [27]. Problematisch bei Drucksensoren
ist die Tatsache, dass beim normalen Sprechen und Schlucken Drücke erzeugt werden,
die etwa 20% bis 60% des maximal erreichbaren Drucks entsprechen. Dadurch muss der
Schwellwert zur Aktivierung der Drucksensoren ziemlich hoch gelegt werden. Infolgedessen
steigt das Risiko einer schnellen Ermüdung des Nutzers [79].
Das Tongue Drive System von Krishnamurthy et al [44] macht sich den Hall-Effekt
zunutze, um zwei unabhängige proportionale Steuersignal durch Zungenbewegungen zur
Verfügung zu stellen. Dafür wird ein Array aus Hall-Elementen mit einer Zahnspange
an den Zahnaußenseiten befestigt, um dort das magnetische Feld zu messen, das von
einem kleinen Permanentmagneten erzeugt wird, der sich in einem nicht-magnetischen
Zungenpiercing befindet. Da die Hall-Sensoren das magnetische Feld aus unterschiedli-
chen Winkeln messen, kann die Position des Magneten im Mund berechnet und in ein
zwei-dimensionales Steuersignal umgewandelt werden. Eine Einschränkung des Systems
ist, dass es während des Sprechens oder Essens abgeschaltet werden muss, um keine
ungewollten Steuersignale zu erzeugen.
Struijk et al [80, 49] haben ein induktives Zungen-Interface entwickelt, das unter
anderem zwei unabhängige proportionale Steuersignale liefert. Das Interface besteht
aus einer am Gaumen befestigten Platte mit Induktionsspulen und einer sogenannten
Aktivierungseinheit aus ferromagnetischem Material, die an der Zungenspitze angebracht
wird. Zu Versuchszwecken wird die Aktivierungseinheit mit Gewebekleber auf die Zunge
geklebt; bei Langzeitnutzung kommt ein Zungenpiercings zum Einsatz. Das Interface
macht sich unterschiedliche Induktionstechniken zunutze. Die Idee besteht darin, die
Induktivität einer stromdurchflossenen Spule mit luftgefülltem Kern zu ändern, indem
ferromagnetisches Material mit der Zunge in den Kern der Spule bewegt wird. Die
Änderung der Induktivität führt gleichzeitig zu einer Spannungsänderung, die gemessen
und für die weitere Signalverarbeitung genutzt werden kann.
Ein großer Vorteil von Zungen-Interfaces besteht darin, dass sie von außen kaum
oder nicht sichtbar sind. Ein großer Nachteil ist hingegen, dass die Notwendigkeit eines
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Zungenpiercings sich negativ auf die Nutzerakzeptanz auswirkt, weil dieser Eingriff
Risiken wie Blutungen, Entzündungen oder die Verletzung von Geschmacksnerven mit
sich bringt. Außerdem sind Gespräche während der Steuerung nicht möglich.
Kontraktion der Nacken-, Gesichts- oder Ohrmuskeln
Die Messung der elektrischen Muskelaktivität mit Nadel- oder Oberflächenelektroden wird
Elektromyographie (EMG) genannt. Bis heute ist die Oberflächen-Elektromyographie
(sEMG) die einzig praktikable Signalerfassungsmethode für den Einsatz in HMIs, sodass
die invasiven Methoden an dieser Stelle nicht weiter betrachtet werden.
Wenn ein Muskel kontrahiert werden soll, leitet das Gehirn einen elektrischen Impuls
bis zum Muskel, wo er ein Muskelaktionspotential auslöst, das mit Oberflächenelektroden
gemessen werden kann. Je stärker der Muskel kontrahiert wird, desto größer ist die an
der Hautoberfläche gemessene Potentialänderung. Auf diese Weise kann jeder Muskel
durch Variation der Kontraktionsstärke ein proportionales Steuersignal liefern. Ob die
Signale der ausgewählten Muskeln voneinander unabhängig sind, hängt aber entschei-
dend von der Muskelkombination und den auszuführenden Bewegungen ab. Oft ist es
nicht besonders intuitiv oder benutzerfreundlich die Signale der einzelnen Muskeln als
direkte Steuersignale zu verwenden, weil die Bewegungen, die Menschen natürlicherweise
ausführen, immer ein Zusammenspiel mehrerer Muskeln sind. Dieses Zusammenspiel ist
für jede Bewegung spezifisch. Das heißt, es ergibt sich für jede Bewegung ein bestimm-
tes Muster von Muskelkontraktionen, das es von anderen Bewegungen unterscheidet
und mit Mustererkennungsalgorithmen erkannt werden kann. Man kann aber nicht nur
erkennen, welche Bewegung qualitativ vorliegt, sondern auch, in welcher Ausprägung
[58]. Es ist also möglich, mit einer Mischung aus direkten proportionalen Steuersignalen
andere proportionale Steuersignale zu erzeugen, die für eine Steuerung intuitiver als die
Einzelsignale genutzt werden können.
Der größte Vorteil von Muskelsignalen als HMI-Eingangsquelle ist, dass prinzipiell jeder
Muskel zur Signalerzeugung genutzt werden kann, der willentlich kontrahiert werden
kann. Dies macht sEMG-basierte HMIs für eine breite Nutzergruppe zugänglich. Für
Tetraplegiker kommen die Nacken- [57], Gesichts- [34] oder Ohrmuskeln [74] in Frage.
Nachteilig ist jedoch, dass das Signal-zu-Rausch-Verhältnis extrem abnimmt, sobald
sich Schweiß zwischen Haut und Elektroden bildet. Abgesehen davon kann der Schweiß
auch dazu führen, dass Elektroden sich komplett ablösen. Ein weiterer Nachteil besteht
darin, dass kommerziell erhältliche sEMG-Elektroden entweder kabelgebunden sind oder
verhältnismäßig große Transmitter-Einheiten enthalten, was teilweise zu funktionellen
Einschränkungen führt und/oder als optisch störend empfunden wird.
Kopfbewegungen
Kopfbewegungen können mit normalen Kameras [47, 40, 63], IR-Kameras [25], Ultraschall-
sensoren [65, 82], Kinn-Joysticks [11] oder Bewegungssensoren [68, 67] erfasst werden.
Vorteilhaft an kamerabasierten Methoden ist, dass die notwendige Hardware, zum
Beispiel eine kompakte Stereo-Kamera, mittlerweile günstig im Handel erhältlich ist.
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Um Kopfbewegungen mit Kameras zu messen, sind allerdings komplexe Bildverarbei-
tungsalgorithmen notwendig, die außerdem sehr störanfällig gegenüber Änderungen der
Lichtverhältnisse sind. Dadurch sind oft regelmäßige Re-Kalibrierungen notwendig. Wei-
terhin muss die Kamera so angebracht werden, dass sie genügend Abstand zum Nutzer
hat, um dessen Kopfbewegungen erfassen zu können. Die daraus resultierende Positionie-
rung der Kamera ist meist optisch und/oder funktionell störend. Außerdem wirkt sich
die Tatsache, dass eine Kamera auf den Nutzer gerichtet ist und dessen Bewegungen
aufzeichnet, negativ auf die Nutzerakzeptanz aus.
Alternativ können auch Ultraschallsensoren zur Erfassung von Kopfbewegungen zum
Einsatz kommen. Ultraschall-basierte Systeme brauchen einen Sender, der die Ultraschall-
wellen aussendet und einem Empfänger, der sie wieder empfängt. Für Head Tracking
Systeme werden die Sender üblicherweise am Kopf angebracht und die Empfänger an
festen Referenzpunkten. Aus der Laufzeit oder der Phasenverschiebung zwischen gesen-
detem und empfangenem Signal kann die Entfernung zwischen Sener und Empfänger
bestimmt werden. Damit ausgesendete Ultraschallwellen beim Empfänger ankommen,
ist jedoch eine direkte Sichtverbindung zwischen Sender und Empfänger erforderlich.
Weiterhin ist zu beachten, dass Ultraschallsensoren empfindlich auf Temperatur, Druck
und Feuchtigkeit reagieren.
Kinn-Joysticks können die Bewegungen des Nutzers zwar präzise erfassen, aber sie
können nicht vom Nutzer re-justiert werden, wenn der Kontakt zwischen Joystick und
Nutzer verloren gegangen ist. Abgesehen davon stört der Joystick, der direkt vor dem
Kinn des Nutzers platziert werden muss, optisch.
Der Stand der Technik bei der Kopfbewegungserfassung mit Bewegungssensoren sind
MEMS AHRS. Es wurden in der Vergangenheit auch analoge Neigungssensoren, Beschleu-
nigungssensoren oder Drehratensensoren verwendet, aber diese Lösungen sind als veraltet
zu betrachtet. MEMS AHRS können die Kopfbewegungen präzise messen, sind klein,
leicht, kostengünstig und energieeffizient. Weiterhin kann die Platzierung des Sensors auf
dem Kopf frei gewählt werden, sodass er so angebracht werden kann, dass er optisch nicht
stört. Probleme, die bei MEMS AHRS allerdings bis heute bestehen, sind Drift-Probleme
in Yaw-Richtung. Verwandte Arbeiten zur Sensor-basierten Kopfsteuerung werden in
Abschnitt 1.4.2 vorgestellt.
Multimodale HMIs
In den vorangegangenen Abschnitten wurden zahlreiche Eingabe-Modalitäten mit ihren
unterschiedlichen Vor- und Nachteilen am Beispiel unimodaler HMIs vorgestellt. Es ist
jedoch auch möglich, unterschiedliche Modalitäten zur Erzeugung von Eingabesignalen
zu einem multimodalen System zu kombinieren. Ein multimodales System, das Zungen-
bewegungen und Spracheingabe als Tastatur- und Maus-Ersatz verwendet, wurde von
Huo et al [35] vorgestellt. Es stellte sich heraus, dass Spracheingabe sich besonders gut
zum Schreiben von Texten eignet, während die Zungenbewegungen für die Steuerung
der Maus geeigneter waren. Insgesamt erwies sich die Kombination von Sprache und
Zungenbewegungen als effizienter als die Modalitäten allein.
Dieses Ergebnis wurde bei der Gestaltung des Interfaces von Sahadat et al [76] be-
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rücksichtigt und um die Nutzung von Kopfbewegungen zur proportionalen Steuerung
des Mauszeigers erweitert. Die Zungenbewegungen wurden weiterhin zur Ausführung der
Mausklicks verwendet. Mit dieser Kombination konnte die Effizienz noch weiter erhöht
werden.
Mit jeder Modalität, die neu zu einem System hinzugefügt wird, erhöhen sich aber
ebenfalls Systemkomplexität, Gewicht und Preis. Abgesehen von diesen Faktoren spielen
aber auch sowohl die konkrete Anwendung als auch die Präferenzen und Bewegungs-
möglichkeiten des individuellen Nutzers bei der Gestaltung eines HMI eine Rolle. Bates
[9] hat einen Überblick gegeben, welche Modalitäten bei welcher Lähmungshöhe prinzi-
piell infrage kommen. Schließlich bleibt aber jedes HMI, ob uni- oder multimodal, ein
Kompromiss. Ein HMI, das für jeden Nutzer und jede Anwendung optimal ist, gibt es
nicht.
1.4.2. Sensor-basierte Kopfsteuerungen
Die überwiegende Mehrheit bewegungssensor-basierter Kopfsteuerungen beschränkt sich
auf zweidimensionale Anwendungen, wie zum Beispiel die Steuerung von Mauscursor
[68, 16, 18, 66, 59], Rollstühlen [16, 55] oder anderen Fahrzeugen [67]. Komplexeren
Anwendungen, wie zum Beispiel der Steuerung eines Roboterarmes, wurde bisher wenig
Aufmerksamkeit zuteil.
William et al [99] haben jedoch die Kopforientierung zur Steuerung der Endposition
eines Roboterarms verwendet. Darüber hinaus haben Fall et al [26] Bewegungen der
Schultern und des Kopfes benutzt, um den kommerziell erhältlichen Roboterarm JACO
zu steuern. JACO besitzt jeweils einen Steuerungsmodus für 3D-Translationen, Arm-
und Handgelenksrotationen und die Steuerung der Greiferfinger. Abgesehen davon, dass
das von Fall et al vorgestellte HRI neben Bewegungen des Kopfes auch Bewegungen
der Schultern erfordert, sind zusätzliche Schalter notwendig, um zwischen den Gruppen
umzuschalten.
Nach unserem besten Wissen wird hier zum ersten Mal ein Interface vorgestellt, das
ausschließlich Kopfbewegungen verwendet, um alle notwendigen Befehle und Steuersignale
für die Echtzeitsteuerung einer Anwendung mit mehr als drei Freiheitsgraden zu erzeugen.
1.5. Roboterarm mit Greifer
Damit ein Roboterarm in seinem Bewegungsbereich jede Position in jeder Orientierung
erreichen kann, sind mindestens 6 Gelenke erforderlich. Die Position und Orientierung des
Roboterarms wird Pose genannt. Falls sich Hindernisse im Bewegungsbereich befinden
können, denen der Roboterarm ausweichen muss, so werden hierfür weitere Gelenke
benötigt, um Redundanz zu erzeugen. In der vorliegenden Arbeit wurde ein 6 DOF
Knickarmroboter, der UR5 von Universal Robots [90], verwendet. Das Datenblatt des
UR5 befindet sich in Anhang B.2. Der UR5 verfügt über eine serielle Anordnung der
Armglieder und Gelenke. Das heißt, das erste Armglied des UR5 ist fest mit der Basis
verbunden. Jedes weitere Armglied ist über jeweils ein Drehgelenk mit dem nächsten
Armglied verbunden. Der Endeffektor (hier: Greifer) wird am letzten Armglied befestigt.
26
1.5. Roboterarm mit Greifer
(a) (b) Modifiziert mit freundlicher Genehmigung von c© KAI
KAPITÄN Facts & Fotos Digital Productions
Abbildung 1.11.: Der Roboterarm UR5 von Universal Robots verfügt über eine serielle
Anordnung der Armglieder und Gelenke. Eine intuitive Alternative zur gelenkweisen
Steuerung ist die Steuerung des Tool Center Points (TCP) (1.11a). Die translatorischen
Bewegungen des TCP sollen in Greifer- (gelb) oder Weltkoordinaten (türkis) möglich
sein (1.11b). Drehungen finden nur in Greiferkoordinaten (gelb) statt.
Daraus ergibt sich eine offene kinematische Kette. In Abbildung 1.11a ist der Roboter
mit seinen Gelenken sowie Basis und Tool Center Point (TCP) dargestellt.
Die Pose des Roboterarmes kann achs- oder raumbezogen beschrieben werden. Achs-
bezogen bedeutet, dass der Nutzer die Gelenkwinkel des Roboterarmes einstellt und
ihn so in die gewünschte Pose bringt. Mathematisch kann die aus den Gelenkwinkeln
resultierende Pose über die Vorwärtskinematik bestimmt werden. Bei serieller Anordnung
der Gelenke und Armglieder erfolgt die Berechnung der Vorwärtskinematik analytisch
durch Multiplikation der sogenannten Denavit-Hartenberg-Matrizen [61].
Bei der raumbezogenen Steuerung gibt der Nutzer Position und Orientierung des
TCP im kartesischen Basiskoordinatensystem an. Diese Art der Steuerung kann vom
Roboter nicht direkt umgesetzt werden, da dieser nur Gelenkwinkel einstellen kann.
Daher muss die angegebene Pose in Gelenkwinkel umgerechnet werden. Dies geschieht
mit Hilfe der inversen Kinematik. Ein Problem bei der inversen Kinematik besteht
darin, dass mehrere Gelenkwinkelkombinationen zu einer bestimmten Pose führen können.
Das heißt, die Lösung ist in diesem Fall nicht eindeutig. Außerdem können unzulässige
Lösungen auftreten, die zwar mathematisch korrekt, aber praktisch nicht umsetzbar sind.
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Es muss für diese Situationen definiert werden, ob bzw. welche Lösung zulässig ist. Die
inverse Kinematik ist mathematisch deutlich komplexer und rechenintensiver als die
Vorwärtskinematik.
In dieser Arbeit soll die Pose des Roboters in kartesischen Koordinaten gesteuert werden,
da die direkte Einstellung der Gelenkwinkel kompliziert und daher nicht nutzerfreundlich
ist. Die Position des Greifers soll in Welt- und Greiferkoordinaten ( pw = (x, y, z)w T bzw.
pg = (x, y, z)g T ) möglich sein, wobei das Weltkoordinatensystem die Standardeinstellung
ist (Abbildung 1.11b). Die Drehungen des Greifers sollen in Greiferkoordinaten αg =
(ϕ, ϑ, ψ)g T erfolgen. Der Abstand zwischen den Greiferfingern wird mit β bezeichnet. Der
komplette Zustand sr besteht also aus der Pose (Position und Orientierung) des Greifers,
sowie dem Abstand der Greiferfinger: sr =
(
pw/g , αg , β
)T
.
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2.1. Definition des Kopfkoordinatensystems
Die medizinische Unterteilung der Kopfbewegungen in Lateralflexion, Flexion/Extension
und Rotation [23] legt die Vermutung nahe, dass die komplexe Kinematik der Halswirbel-
säule durch die eines Kugelgelenks genähert werden kann. In diesem Fall würde sich jeder
Punkt des Kopfes auf einer Kugeloberfläche bewegen. Das heißt, jede Kopfbewegung
kann zerlegt werden in Einzeldrehungen um drei zueinander orthogonale Achsen, die sich
in einem Punkt schneiden. Im Folgenden werden diese Achsen als Normalenvektoren der
Frontal-, Sagittal- und Transversal-Ebene definiert (Abbildung 2.1). Die Drehungen, die
in diesen Ebenen bzw. um diese Achsen stattfinden, werden Roll ( ϕho ), Pitch ( ϑho ) und
Yaw ( ψho ) genannt.
2.1.1. Versuchsaufbau und -ablauf
In einem Versuch an zwei Personen wurde untersucht, ob die Näherung der Kinematik
der Halswirbelsäule durch die eines Kugelgelenkes valide ist. Eine Person war männlich,
22 Jahre alt und chinesischer Herkunft; die andere war weiblich, 27 Jahre alt und
deutscher Herkunft. Beide Probanden wurden aufgefordert, ihre Köpfe jeweils innerhalb
einer der Ebenen von einem Extrempunkt zum anderen zu bewegen. Für die Sagittal-
Ebene beispielsweise bedeutet das aus der Extension in die Flexion oder umgekehrt.
Anschließend sollte der Kopf wieder zurück in die Ausgangsposition bewegt werden.
Dieses Procedere wurde wiederholt bis für jede Ebene fünf Wiederholungen durchgeführt
wurden. In Tabelle 2.1 sind die resultierenden 15 Einzelbewegungen aufgelistet.
Während der Bewegungen in der Frontal- und Sagittal-Ebene saßen die Probanden auf
einem nicht-drehbaren Stuhl vor einem schwarzen Hintergrund. Für die Bewegungen in
der Transversal-Ebene saßen die Probanden im Schneidersitz auf dem dunklen Fußboden
des Versuchsraumes. Bei allen Bewegungen wurde darauf geachtet, dass ausschließlich
die Halswirbelsäule bewegt wurde.
Um die Bewegungstrajektorien sichtbar zu machen, wurde eine kleine Lichtquelle jeweils
so auf dem Kopf der Probanden befestigt, dass sie in Richtung Kamera leuchtete. Bei
der Befestigung wurde darauf geachtet, dass sie leicht war und kaum Relativbewegungen
zwischen Lichtquelle und Kopf ermöglichte. Die Kamera wurde so positioniert, dass die
Bildebene der aktuellen Bewegungsebene entsprach. Zur Vermeidung von perspektivischen
Verzeichnungen wurde die Kamera mit den im Kamerastativ integrierten Wasserwaagen
ausgerichtet.
Die Belichtungszeit der Kamera wurde für alle Einzelbewegungen auf 5 s gestellt. Die
Probanden wurden aufgefordert, innerhalb dieser Zeit jeweils eine der Bewegungen aus
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Abbildung 2.1.: Körperebenen und Drehachsen zur Beschreibung von Kopfbewegungen.
Ebene DOF Nr. Startposition Endposition
Frontal Roll 1 Lateralflexion nach links Lateralflexion nach rechts
2 Lateralflexion nach rechts Lateralflexion nach links
3 Lateralflexion nach links Lateralflexion nach rechts
4 Lateralflexion nach rechts Lateralflexion nach links
5 Lateralflexion nach links Lateralflexion nach rechts
Sagittal Pitch 6 Extension Flexion
7 Flexion Extension
8 Extension Flexion
9 Flexion Extension
10 Extension Flexion
Transversal Yaw 11 Rotation nach links Rotation nach rechts
12 Rotation nach rechts Rotation nach links
13 Rotation nach links Rotation nach rechts
14 Rotation nach rechts Rotation nach links
15 Rotation nach links Rotation nach rechts
Tabelle 2.1.: Versuchsprotokoll für das Light Painting
Tabelle 2.1 durchzuführen. Während der Bewegungen wurde der Versuchsraum nahezu
vollständig verdunkelt, um Überbelichtungen der späteren Bilder zu vermeiden.
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(a) (b)
Abbildung 2.2.: Rotationszentren des Kopfes für beide Probanden
2.1.2. Ergebnisse und Diskussion
Die Aufnahmen wurden für jeden Probanden zu fünf verschiedenen Dreitafelprojektionen
angeordnet. Daraufhin wurden Kreise durch die Lichtbögen gelegt und die Zentren der
Kreise mit Linien verbunden. In Abbildung 2.2 ist zu sehen, dass die Rotationsachsen
sich in einem Punkt schneiden. Das gemeinsame Zentrum liegt ein kleines Stück dorsal
von der Schilddrüse. Obwohl die Messungen nur an zwei Probanden durchgeführt wurden
und nicht besonders exakt sind, kann man dennoch schlussfolgern, dass die Näherung
durch ein Kugelgelenk prinzipiell zulässig ist.
2.1.3. Umrechnung zwischen Sensor- und Kopfkoordinaten
Im vorangegangen Abschnitt konnte gezeigt werden, dass die Kinematik der Halswirbel-
säule in etwa der eines Kugelgelenks entspricht. Aus mathematischer Sicht wäre es am
geschicktesten, das Koordinatensystem des Sensors mit dem des Kopfes in Deckung zu
bringen. Dafür müsste der Sensor im Rotationszentrum des angenäherten Kugelgelenks
platziert werden. Dies ist jedoch nicht möglich, da sich dieses Zentrum im Körper befindet.
Die mathematisch nächstbeste Lösung ist, den Sensor so zu positionieren, dass eine seiner
Achsen mit denen des angenäherten Kugelgelenks zusammenfällt. Dies bietet sich für
die Yaw-Achse an (Abbildung 2.3). Die anderen beiden Achsen des Sensors, Roll und
Pitch, sollten möglichst parallel zu den entsprechenden Achsen des Kopfes verlaufen.
Bei dieser Sensorpositionierung sind Änderungen der Orientierung von Kopf und Sensor
identisch. Es muss lediglich die Ruheposition des Kopfes, der Ursprung des Kopfkoordina-
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Abbildung 2.3.: Kopf- und Sensor-Koordinatensystem
tensystems αho 0 = (ϕ, ϑ, ψ)
ho
0 = (0, 0, 0), definiert werden. Die Ruheposition des Kopfes
wird so gewählt, dass der Nutzer gerade auf das zu steuernde Objekt o schaut, wenn
dieses sich in Ruhe befindet. Dadurch hat der Nutzer das Objekt während der Steuerung
bestmöglich im Blick. Die zur Ruheposition des Kopfes zugehörigen Sensorkoordinaten
αs 0,o = (ϕ, ϑ, ψ)
s
0,o werden im Folgenden als Offset zwischen diesen Koordinatensystemen
bezeichnet. Der Offset muss zunächst in einer Kalibrierung ermittelt werden.
Die Auslenkung des Kopfes (Kopforientierung) αho = (ϕ, ϑ, ψ)ho wird aus der Sensor-
orientierung αs = (ϕ, ϑ, ψ)s wie folgt berechnet:
ϕho =
⎧⎪⎪⎨
⎪⎪⎩
ϕs Δ + 2π wenn ϕ
s
Δ < π
ϕs Δ − 2π wenn ϕ
s
Δ > −π
ϕs Δ sonst
, mit ϕs Δ = ϕ
s − ϕs 0,o (2.1)
ϑho =
⎧⎪⎪⎨
⎪⎪⎩
ϑs Δ + π wenn ϑ
s
Δ <
π
2
ϑs Δ − π wenn ϑ
s
Δ > −
π
2
ϑs Δ sonst
, mit ϑs Δ = ϑ
s − ϑs 0,o (2.2)
ψho =
⎧⎪⎪⎨
⎪⎪⎩
ψs Δ + 2π wenn ψ
s
Δ < π
ψs Δ − 2π wenn ψ
s
Δ > −π
ψs Δ sonst
, mit ψs Δ = ψ
s − ψs 0,o (2.3)
Wenn die Ruheposition des Kopfes in etwa mit der anatomischen Normalposition über-
einstimmt, ist das Bewegungsausmaß des Kopfes so klein, dass die Auslenkung des Kopfes
aus der Ruheposition in keine Richtung 90◦ erreichen kann. Somit tritt Gimbal Lock1
nicht auf. Daraus folgt, dass die explizite Berechnung der Kopforientierung notwendig ist,
1Als Gimbal Lock bezeichnet man den Verlust eines Freiheitsgrades, der bei Eulerwinkeln auftreten
kann, wenn infolge einer Rotation zwei der drei Koordinatenachsen miteinander in Deckung gebracht
werden [97].
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???
???
???
???
(a)
???
???
???
???
(b)
Abbildung 2.4.: Befestigung des Sensors auf dem Kopf: (1) Bewegungssensor, der mit
einem Klettkabelbinder befestigt wurde, (2) Samt-Haarreifen, (3) Kabelbinder zur
spannungsfreien Befestigung des USB-Kabels, (4) USB-Kabel mit 90◦ zur Seite abge-
winkeltem Micro-USB-Stecker
auch wenn mit ihr ein zusätzlicher Rechenaufwand einhergeht. Da Ruhepositionen, die
stark von der anatomischen Normalposition abweichen, zu mathematischen Problemen
führen können und auch als unphysiologisch einzustufen sind, sind diese zu vermeiden.
2.2. Praktische Sensorpositionierung
Im vorherigen Abschnitt wurde festgestellt, dass die Sensorposition aus Abbildung 2.4a
mathematisch besonders günstig ist. In diesem Abschnitt wird erörtert, wie der Sensor
praktisch am besten an dieser Stelle befestigt werden kann. Die Befestigung sollte optisch
möglichst unauffällig sein, ein geringes Gewicht besitzen und wenig Material erfordern.
All diese Kriterien werden von einem konventionellen Haarreifen erfüllt, auf dem der
Sensor mittig befestigt werden kann. Die meisten im Handel erhältlichen Haarreifen sind
aus Kunststoff, was den Nachtteil hat, dass die Reibung zwischen Haarreif und Kopf
gering ist, sodass es leicht zu Relativbewegungen zwischen Sensor und Kopf kommen
kann. Um das zu vermeiden, sollten ausschließlich Haarreifen verwendet werden, die mit
Samtstoff oder ähnlichem ummantelt sind. Das samtige Material erhöht die Reibung
zwischen Kopf und Haarreif und verringert so Relativbewegungen.
Der Sensor kann entweder auf dem Haarreifen festgenäht, geklebt oder mit Kunststoff-
schrauben befestigt werden. Alternativ kann der Sensor mit einem Klettkabelbinder auf
dem Haarreifen fixiert werden. Diese Befestigungsmethode bietet zusätzlich die Möglich-
33
2. Voruntersuchungen
keit, den Sensor schnell auszutauschen, und wurde in der vorliegenden Arbeit favorisiert.
Da der Haarreifen im Gegensatz zum Sensor gekrümmt ist, ist das Anbringen eines
kleinen Schaumstoffkissens zwischen Sensor und Haarreifen empfehlenswert.
Das USB-Kabel, das an den Sensor angeschlossen wird, muss spannungsfrei befestigt
werden, damit das Kabel bei der Bewegung des Kopfes nicht am Sensor ziehen und ihn so
verschieben kann. Dafür kann man am besten ein Kabel verwenden, dessen Micro-USB-
Stecker 90◦ zur Seite abgewinkelt ist. Das Kabel kann dann an einem oder mehreren
Punkten mit Kabelbindern am Haarreifen fixiert werden. Es besteht auch die Möglichkeit,
das Kabel im Haarreifen zu führen, um optisch ein besseres Ergebnis zu erhalten.
Beim Aufsetzen des Haarreifs ist auf eine möglichst exakte Positionierung zu achten,
da Abweichungen von der Idealposition zu ungewollten gekoppelten Bewegungen des
Sensors führen.
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Roboter-Freiheitsgrade
3.1. Mapping bei voller Beweglichkeit des Kopfes
Wie in Kapitel 1.5 beschrieben, kann man über die inverse Kinematik die Position
( pw = (x, y, z)w T ) und die Orientierung ( αg = (ϕ, ϑ, ψ)g T ) des Greifer direkt berechnen.
Für eine simultane Steuerung dieser 6 Freiheitsgrade sind 6 Steuersignale notwendig. Ein
weiteres Steuersignal wird benötigt, um den Parallelgreifer zu öffnen oder zu schließen.
Da die Kinematik der Halswirbelsäule, wie in Abschnitt 2.1 gezeigt wurde, durch die eines
Kugelgelenks beschrieben werden kann, stehen durch Kopfbewegungen allerdings nur
3 Freiheitsgrade zur Verfügung. Infolgedessen ist eine simultane Steuerung aller insgesamt
7 Freiheitsgrade nicht möglich. Aus diesem Grund ist es notwendig, für den Roboter
Gruppen von Freiheitsgraden zu bilden und zwischen diesen Gruppen umschalten zu
können. Jede Gruppe darf maximal 3 Freiheitsgrade enthalten. Innerhalb einer Gruppe
können die Freiheitsgrade simultan und proportional gesteuert werden. Weiterhin soll
eine möglichst intuitive Abbildung der Freiheitsgrade des Kopfes auf die Freiheitsgrade
innerhalb der Gruppe möglich sein. Aus diesen beiden Forderungen wurde ein Mapping
abgeleitet, das in Abbildung 3.1 dargestellt ist.
Zunächst wurde grundsätzlich zwischen Bewegungen unterschieden, die der Greifer
selbst ausführen kann (Greifer), und solchen, die auf den Greifer wirken und daher vom
Roboterarm ausgeführt werden (Pose). Da in der vorliegenden Arbeit ein Parallelgreifer
zum Einsatz kam, der nur einen Freiheitsgrad besitzt, musste die erste Gruppe nicht
weiter unterteilt werden. Der Greifer kann intuitiv über die Pitch-Bewegung des Kopfes
geöffnet oder geschlossen werden ( ϑhr → β).
Die Pose wurde in lineare (Position) und rotatorische (Orientierung) Bewegungen
unterteilt. Die Orientierung des Greifers kann intuitiv mit Kopfbewegungen gesteuert
werden, indem jede Drehbewegung des Kopfes auf die entsprechende Drehung des Greifers
abgebildet wird. Das heißt, mit dem Roll-Freiheitsgrad des Kopfes steuert man den
Roll-Freiheitsgrad des Greifers ( ϕhr → ϕg ); die Steuerung des Pitch-Freiheitsgrades
des Greifers erfolgt mit der Pitch-Bewegung des Kopfes ( ϑhr → ϑg ); und der Yaw-
Freiheitsgrad des Greifers wird mit der Yaw-Bewegung des Kopfes gesteuert ( ψhr → ψg ).
Bei den drei linearen Freiheitsgraden stellt sich die Frage, welcher Freiheitsgrad mit
welcher Kopfbewegung gesteuert werden soll: Möchte man den Greifer nach links oder
rechts bewegen, würde man den Kopf nach links oder rechts drehen ( ψhr → xw ); bei
einer Bewegung des Greifers nach oben oder unten, würde man den Kopf nach oben
oder unten bewegen ( ϑhr → yw ). Nun ist die Roll-Bewegung des Kopfes noch übrig,
um den den Greifer zu sich hin oder von sich weg zu bewegen. Dies ist allerdings nicht
35


3. Abbildung der Kopf- auf die Roboter-Freiheitsgrade
bewegt werden können. Somit können die Freiheitsgrade innerhalb der Gruppe auch nicht
vollständig simultan gesteuert werden. Wie gravierend die praktischen Konsequenzen
sind, hängt von der Steuerungsweise (Abschnitt 4) ab.
Durch Hinzunahme zusätzlicher Modalitäten ergibt sich eine Vielzahl weiterer Steue-
rungsmöglichkeiten, die an dieser Stelle nicht alle diskutiert werden können. Das optimale
Steuerungskonzept muss im Einzelfall an das Krankheitsbild und die persönlichen Prä-
ferenzen des Nutzers angepasst werden. Wichtig ist an dieser Stelle jedoch, dass eine
Steuerung allein mit Kopfbewegungen so lange möglich ist, wie der Nutzer oder die
Nutzerin den Kopf noch in mindestens eine Richtung bewegen kann. Exemplarisch wurde
im Rahmen dieser Arbeit eine Anpassung an der Beispiel-Nutzerin Lena Kredel vorge-
nommen, bei der der Roll-Freiheitsgrad in Folge ihrer Erkrankung nicht zur Steuerung
genutzt werden kann.
3.2.1. Beispiel Lena Kredel
Das normale Mapping setzt voraus, dass die Beweglichkeit des Kopfes des Nutzers nicht
eingeschränkt ist. Das heißt, der Nutzer ist in der Lage, drei unabhängige proportionale
Steuersignale durch seine Kopfbewegungen zu generieren. Dieser Fall liegt jedoch bei der
Beispiel-Nutzerin nicht vor, da die Lateralflexion bei ihr in beide Richtungen so stark
eingeschränkt ist, dass der ϕhr -Freiheitsgrad nicht für die Robotersteuerung genutzt
werden kann. Aus diesem Grund wurde das Mapping für die Beispiel-Nutzerin so angepasst,
dass der ϕhr -Freiheitsgrad für die Steuerung nicht benötigt wird. Dafür wurde die Gruppe
Orientierung in zwei Gruppen, Orientierung 1 und Orientierung 2, unterteilt. In der
Gruppe Orientierung 1 können der ϑg - und der ψg -Freiheitsgrad gesteuert werden
( ϑhr → ϑg , ψhr → ψg ), in der Gruppe Orientierung 2 hingegen der ϑg - und der ϕg -
Freiheitsgrad ( ϑhr → ϑg , ψhr → ϕg ).
3.3. Umschaltstrategien und Kontrollstruktur
Um zwischen den Gruppen aus Abbildung 3.1 zu wechseln, braucht man einen oder
mehrere Umschaltbefehle. Wenn man nur einen Umschaltbefehl benutzt, kann man die
Gruppen in einer vorher festgelegten Reihenfolge auswählen (sequentielles Umschalten,
Abbildung 3.3a). Man schaltet also zum Beispiel in der Reihenfolge Tiefe → Ebene →
Orientierung → Greifer → Tiefe → usw. durch die Gruppen. Wenn man aus Versehen eine
Gruppe zu weit geschaltet hat, muss man erst durch alle anderen Gruppen schalten, bis
man wieder bei der gewünschten Gruppe angekommen ist. Dieses sequentielle Umschalten
zwischen den Gruppen macht die Steuerung langsam. Allerdings hat diese Methode den
Vorteil, dass man nur einen Umschaltbefehl braucht.
Wenn man für jede Gruppe einen Umschaltbefehl definiert, kann man jede Gruppe
direkt mit dem zugehörigen Befehl auswählen (paralleles Umschalten, Abbildung 3.3b).
Diese Art der Steuerung ist deutlich schneller; sie hat aber den Nachteil, dass man sich
mehrere Umschaltbefehle merken und diese ausführen können muss.
Im Rahmen dieser Arbeit wurde eine weitere Methode vorgeschlagen, die die Vorteile
des sequentiellen und parallelen Umschaltens kombiniert: Wenn man einen Bildschirm zu
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????????
(a) Sequentielles Umschalten (b) Paralleles Umschalten
Abbildung 3.3.: Beim sequentiellen Umschalten werden die Gruppen nacheinander mit
einem Umschaltbefehl aufgerufen. Im Gegensatz dazu wird beim parallelen Umschalten
jede Gruppe direkt mit dem dazugehörigen Umschaltbefehl aufgerufen.
Hilfe nimmt, der sich bei Tetraplegikern meist ohnehin am Rollstuhl befindet, können
auf einer grafischen Benutzeroberfläche Buttons für jede Gruppe angezeigt werden. Auf
dieser Benutzeroberfläche kann der Nutzer den Mauscursor mit Kopfbewegungen steuern
(Cursor-Modus). Dabei wird der Mauscursor mit dem Pitch-Freiheitsgrad des Kopfes
hoch- und runterbewegt ( ϑhc → yc ), und mit dem Yaw-Freiheitsgrad nach links und
rechts ( ψhc → xc ) (Abbildung 3.4b).
Um eine Gruppe auszuwählen, muss der Nutzer den Cursor zum Button der gewünschten
Gruppe navigieren und einen speziellen Umschaltbefehl ausführen. Daraufhin kann er
den Roboter gemäß der Bewegungsmöglichkeiten innerhalb der Gruppe steuern (Roboter-
Modus). Wenn er die Gruppe wechseln möchte, kann er wieder den Umschaltbefehl
ausführen, um in den Cursor-Modus zurückzukehren.
Mit dieser Methode kann über einen Zwischenschritt mit nur einem Umschaltbefehl
auf jede Gruppe direkt zugegriffen werden.
3.3.1. Cursor-Modus bei eingeschränkter Beweglichkeit des Kopfes
Wenn der Nutzer oder die Nutzerin den Kopf nur eingeschränkt bewegen kann, muss
unter Umständen die Abbildung der Kopf-Freiheitsgrade auf die Cursor-Freiheitsgrade
angepasst werden.
Zunächst werden die Fälle betrachtet, in denen zwei Kopf-Freiheitsgrade zur Steuerung
zur Verfügung stehen: Wenn der Roll-Freiheitsgrad nicht als Steuersignal genutzt werden
kann, bleibt die Steuerung des Cursors auf dem Bildschirm unverändert. Falls jedoch der
Yaw-Freiheitsgrad wegfällt, muss die Steuerung verändert werden. Es ist naheliegend,
dass dann der Roll-Freiheitsgrad verwendet wird, um den Cursor nach rechts und links zu
bewegen ( ϕhc → x
c ). Für den Fall, dass der Pitch-Freiheitsgrad wegfällt, kann dieser zwar
prinzipiell auch durch den Roll-Freiheitsgrad ersetzt werden, jedoch ist zu beachten, dass
der Yaw- und der Roll-Freiheitsgrad nicht vollkommen unabhängig voneinander bewegt
werden können. Dies hat abhängig von der Steuerungsweise (Abschnitt 4) unterschiedliche
Auswirkungen.
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(a) (b)
Abbildung 3.4.: Kombination aus sequentiellem und parallelem Umschalten (3.4a): Mit
Hilfe einer grafischen Benutzeroberfläche (GUI) kann mit demselben Befehl in jede
Gruppe gewechselt werden und zurück. Auf der GUI wird der Cursor mit Kopfbewe-
gungen gesteuert (3.4b).
Steht nur noch ein Freiheitsgrad für die Steuerung zur Verfügung, kann die grafische
Benutzeroberfläche so angepasst werden, dass alle Buttons entlang einer horizontalen
oder vertikalen Linie liegen. D.h., wenn der Pitch-Freiheitsgrad genutzt werden kann,
dann liegen alle Buttons entlang einer vertikalen Linie, und wenn der Yaw- oder Roll-
Freiheitsgrad genutzt werden können, dann liegen sie entlang einer horizontalen Linie.
Alternativ kann die Oberfläche so modifiziert werden, dass der Nutzer mit diskreten
Befehlen auskommt und eine direkte Steuerung des Mauscursors nicht mehr notwendig ist.
Benutzeroberflächen dieser Art sind bereits von BCIs bekannt, da aus den Gehirnsignalen
bisher grundsätzlich nur diskrete Impuls-Signale (Befehle) generiert werden können.
Bezogen auf die Steuerung eines Roboterarmes könnte der Nutzer mit dem Befehl „weiter“
von Gruppe zu Gruppe navigieren. Mit einem zweiten Befehl „auswählen“ kann er
dann den Roboter-Modus aktivieren. Wenn zum Beispiel noch der Freiheitsgrad Pitch zur
Verfügung steht, dann könnte Kopf hoch „weiter“ bedeuten und Kopf runter „auswählen“.
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In diesem Kapitel wird untersucht, wie Kopfbewegungen sinnvoll in Steuersignale umge-
wandelt werden können. Dabei werden zwei Möglichkeiten betrachtet: Die Positionskon-
trolle (Abschnitt 4.1), bei der die Kopforientierung auf einen Zustand des zu steuernden
Objektes abgebildet wird; und die Geschwindigkeitskontrolle (Abschnitt 4.2), bei der die
Orientierung des Kopfes auf eine Zustandsänderung abgebildet wird.
4.1. Positionskontrolle
Bei der Positionskontrolle wird die Kopforientierung auf einen Zustand so des zu steuern-
den Objektes abgebildet. Unter „Zustand“ wird in diesem Zusammenhang zum Beispiel
eine Cursor-Position oder die Pose eines Roboterarmes
(
pw/g , αg
)
T
inklusive des aktuel-
len Abstandes der Greiferfinger β verstanden.
Aus der Definition der Positionskontrolle ergibt sich, dass der anatomisch begrenzte
Bewegungsbereich Δ αho des Kopfes zu einem begrenzten Bewegungsbereich Δ so des
zu steuernden Objektes führt. Aus diesem Grund müssen die Kopfbewegungen so auf
die Objektbewegungen abgebildet werden, dass alle notwendigen Steuerungsaufgaben
durchgeführt werden können. Diese Skalierung beeinflusst direkt die Sensitivität S, die
für einen Kopfwinkel γ ∈ αho und den zugehörigen Objektzustand g ∈ so definiert ist als:
S =
Δg
Δγ
(4.1)
Ein praktisches Problem, was sich hieraus ergibt, ist, dass bei konstantem Bewegungs-
bereich des Kopfes ein großer Bewegungsbereich des Objektes automatisch zu einer
niedrigen Sensitivität führt. Eine höhere Sensitivität kann im Umkehrschluss nur durch
Verkleinerung des Bewegungsbereiches des Objektes erreicht werden.
Dies soll am folgenden Beispiel veranschaulicht werden: Der Pitch-Freiheitsgrad eines
Objektes soll mit dem Pitch-Freiheitsgrad des Kopfes gesteuert werden. Es wird angenom-
men, dass der Kopf entlang dieses Freiheitsgrades einen Bewegungsbereich von 90◦ besitzt
und auf 1◦ genau positioniert werden kann. Wenn das Objekt aber um 360◦ gedreht
können werden soll, dann liegt die Positionierungsgenauigkeit bei 4◦. Soll eine Positionie-
rungsgenauigkeit von 0,25◦ erreicht werden, dann ist der maximale Bewegungsbereich
22,5◦.
Bei der Positionskontrolle kann das Objekt in einem Zustand gehalten werden, indem
man den Kopf stillhält. Jede Kopfbewegung, beabsichtigt oder unbeabsichtigt, wird direkt
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in eine Bewegung des Objektes umgesetzt. Je nach Sensitivität macht sich das mehr oder
weniger stark bemerkbar. Tiefpassfilterungen können dieses Problem verringern, führen
jedoch zu einer Verzögerung bei der Steuerung1. Da es aber auch bei idealer Herausfilte-
rung des natürlichen Tremors überaus unpraktisch und teilweise sogar gefährlich sein
kann, wenn jede Bewegung des Kopfes zu einer Zustandsänderung des Objektes führt,
sollte eine Möglichkeit implementiert werden, den Objektzustand aus jeder Kopfposition
heraus zu fixieren. Diese Möglichkeit kann als Pause-Schalter interpretiert werden.
Spätestens an dieser Stelle wird klar, dass die Positionskontrolle abhängig von der
konkreten Steuerungsaufgabe gravierende Probleme mit sich bringen kann. Es gibt jedoch
auch Fälle, in denen diese Probleme nicht zum Tragen kommen. Zum Beispiel bei der
Steuerung eines Cursors auf einem Bildschirm. Ohne Beschränkung der Allgemeinheit
wird die Positionskontrolle im Folgenden am Beispiel einer möglichen Cursorsteuerung
beschrieben:
Bei der Steuerung eines Cursors handelt es sich um eine zweidimensionale Steue-
rungsaufgabe. Der Bewegungsbereich des Cursors ist auf den Bildschirm begrenzt. Der
Bildschirm befindet sich üblicherweise im Blickfeld des Nutzers. Somit ist der Winkel-
bereich, der für die Steuerung genutzt wird, kleiner als der gesamte Bewegungsbereich
des Kopfes. Daraus folgt, dass es in diesem Fall unerheblich ist, dass der Kopf über ein
beschränktes Bewegungsausmaß verfügt.
Für eine intuitive Steuerung befindet sich der Mauscursor immer dort auf dem Bild-
schirm, wo der Nutzer den Kopf hindreht. Es wird angenommen, dass die Blickrichtung
des Nutzers, wenn der Kopf sich in der Ruheposition befindet, dem Normalenvektor der
Bildschirmebene entspricht. Die Länge der Strecke zwischen Benutzer und Ebene entlang
des Normalenvektors sei a1. Ein beliebiger Kopfwinkel ψhc wird dann gemäß folgender
Gleichung auf einen Punkt qx dieser Ebene projiziert:
qx = a1 · tan
(
ψhc
)
(4.2)
Der Punkt qx besitzt die gleiche physikalischen Einheit wie die Länge a1. Zwischen
Punkt qx und der entsprechenden Cursorkoordinate xc besteht ein linearer Zusammenhang
der Form
xc = a2 · qx + b
c
x (4.3)
Gleichung 4.2 in 4.3 eingesetzt ergibt:
xc = a2 · a1 · tan
(
ψhc
)
+ bc x (4.4)
= mhc x · tan
(
ψhc
)
+ bc x (4.5)
Die Cursorkoordinate yc wird analog berechnet. Es wird davon ausgegangen, dass eine
exakte Abbildung der Kopfwinkel (ψ, ϑ)hc T auf die Cursorkoordinaten ss = (x, y)c T bei
1Gleiche Abtastraten vorausgesetzt.
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kleinen Auslenkungswinkeln des Kopfes von größerer Bedeutung ist als bei größeren. Aus
diesem Grund wird die Näherung tan ( ϑhc ) ≈ ϑhc bis auf Weiteres als valide betrachtet,
auch wenn diese Näherung normalerweise nur bei kleinen Auslenkungen zulässig ist.
Daraus ergibt sich für die Berechnung der Cursorposition in Matrixschreibweise:
sc =
(
xc
yc
)
= diag
(
mhcc
)
·
(
ψhc
ϑhc
)
+ bc (4.6)
Die Parameter mhcc = (mx,my)
hc T
c entsprechen der Sensitivität S der Steuerung,
während die Parameter bc = (bx, by)
c T den Cursorkoordinaten in der Ruheposition des
Kopfes entsprechen. Die Parameter mhcc und b
c können mit zwei Kalibrierungspunkten
berechnet werden.
Nach der Kalibrierung kann der Cursor direkt mit Kopfbewegungen gesteuert werden.
Da Positionsänderungen des Cursors per se keine ungewollten Aktionen auslösen können,
ist ein Pause-Schalter normalerweise nicht notwendig.
4.1.1. Kalibrierung
In der Kalibrierungsroutine werden die Parameter mhcc und b
c ermittelt. Dazu werden von
mindestens zwei Punkten die Cursorkoordinaten (x, y)c i mit den entsprechenden Kopf-
winkeln (ψ, ϑ)hc i benötigt. Um die Kalibrierungszeit möglichst kurz zu halten, werden
vorerst exakt zwei Punkte für die Kalibrierung verwendet. Der erste Kalibrierungspunkt
mit den bekannten Cursorkoordinaten (x, y)c 1 wird in der Mitte des Bildschirms ange-
zeigt. Der Nutzer muss dann seinen Kopf so in Richtung des Punktes drehen, dass er
gerade auf den Kalibrierungspunkt schauen kann. Anschließend werden die zugehörigen
Kopfwinkel (ψ, ϑ)hc 1 gespeichert. Es macht Sinn, diesen Punkt als Ruheposition α
hc
0 zu
definieren. In diesem Fall entfällt eine zusätzliche, vorangeschaltete Offset-Kalibrierung.
Der zweite Kalibrierungspunkt (x, y)c 2 sollte – zur Vermeidung von Steigungsfehlern
– einem Punkt maximaler Auslenkung entsprechen. Also wird er in einer Bildschirme-
cke, z.B. links oben, angezeigt. Wieder soll der Nutzer seinen Kopf so zu dem Punkt
drehen, dass er gerade auf ihn schauen kann. Um die Sensitivität zu erhöhen und die
anschließende Steuerung etwas einfacher zu machen, kann er seinen Kopf auch leicht
über diesen Punkt hinausdrehen. Sobald die gewünschte Kopfhaltung eingenommen
ist, werden die entsprechenden Kopfwinkel (ψ, ϑ)hc 2 gespeichert. Die Berechnung der
Steuerungsparameter erfolgt folgendermaßen:
mhc x =
xc 2 − x
c
1
ψhc 2 − ψ
hc
1
(4.7)
bc x = x
c
1 − m
h
c x · ψ
hc
1 (4.8)
Die Berechnung von mhc y und b
c
y erfolgt analog.
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4.2. Geschwindigkeitskontrolle
Bei der Geschwindigkeitskontrolle wird die Kopforientierung auf eine Geschwindigkeit
des zu steuernden Objektes, z.B. eines Roboters, abgebildet. Das heißt, wenn man
den Kopf in einer konstanten Position hält, bewegt sich das zu steuernde Objekt mit
konstanter Geschwindigkeit. Eine Vergrößerung des Kopfwinkels beschleunigt das Objekt,
eine Verringerung bremst es ab.
Es liegt zunächst nahe, die Kopfposition γ ∈ αho direkt auf die Objektgeschwindigkeit
g˙ ∈ s˙o abzubilden:
g˙(γ) = a3 · γ (4.9)
Der Parameter a3 entspricht der Steigung dieser Ursprungsgeraden und erlaubt eine
passende Skalierung der Eingangswerte γ für den gewünschten Bereich der Ausgangswerte
g˙. Besonders, wenn die Ein- und Ausgangsgrößen nicht die gleiche physikalische Einheit
besitzen, ist diese Skalierung unabdingbar.
Wenn man diese Ursprungsgerade als Übertragungsfunktion verwendet, führen jedoch
sehr kleine Auslenkungen des Kopfes aus seiner Ruhelage zu Bewegungen des Roboters.
Dieses Problem kann man sehr einfach durch die Einführung einer Totzone vermeiden.
Das heißt, kleine Auslenkungen unterhalb eines Schwellwertes γdz werden nicht für die
Steuerung verwendet. Erst, wenn der Schwellwert überschritten wird, setzt die Steuerung
ein. Mathematisch kann man das folgendermaßen ausdrücken:
g˙(γ) =
⎧⎪⎪⎨
⎪⎪⎩
a3 (γ + γdz) wenn γ ≤ γdz
0 wenn γ < |γdz|
a3 (γ − γdz) sonst
(4.10)
Diese Art von Übertragungsfunktion wurde im Rahmen dieser Arbeit implementiert
und getestet. Sie hat sich jedoch als völlig unpraktikabel erwiesen. Grund dafür war
hauptsächlich der harte Übergang von der Totzone in den Steuerungsbereich. Klar wurde
das während einer Steuerungsaufgabe, bei der es darum ging, einen Mauscursor präzise zu
positionieren. Die Testpersonen konnten kleine Ziele nicht treffen, sondern bewegten sich
in kleinen Rechtecken um diese Ziele herum. Die Kantenlänge der Rechtecke war abhängig
von der Steigung der Übertragungsfunktion und der Reaktionszeit der Probanden. Je
niedriger die Steigung gewählt wurde, desto kleinere Ziele konnten zwar getroffen werden,
jedoch führt eine geringere Steigung auch zu einer insgesamt langsameren Steuerung. Es
war also notwendig, den Übergang zwischen Totzone und Steuerungsbereich abzurunden.
Aus dieser Überlegung heraus resultierte die Idee, eine Sigmoidfunktion als Übertra-
gungsfunktion zu wählen. Sigmoidfunktionen haben den weiteren Vorteil, dass sie in
Sättigung gehen. Praktisch bedeutet das, dass man das Objekt ab einer bestimmten
Auslenkung des Kopfes nicht weiter beschleunigen kann. Es existiert also eine Höchstge-
schwindigkeit. Diese Tatsache passt auch besser zu den physikalischen Eigenschaften von
Objekten. Letztendlich ist die Wahl bei der Übertragungsfunktion auf die Gompertz-
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Abbildung 4.1.: Verlauf der Übertragungsfunktion. Innerhalb der Totzone führen Kopf-
bewegungen zu keiner physischen Bewegung des zu steuernden Objektes. Die Größe
der Totzone wird durch die Tangentenschnittpunkte (gepunktete Linien) festgelegt.
Funktion gefallen, bei der es sich um eine asymmetrische Sättigungsfunktion handelt.
Die Hauptmotivation war, dass es bei der Gompertz-Funktion sehr einfach ist, die
Parameter so einzustellen, dass der Kurvenverlauf den eigenen Vorstellungen entspricht.
Bei einer symmetrischen Funktion hat man weniger freie Parameter und somit auch
weniger Möglichkeiten.
Die Parameter der Gompertz-Funktion müssen so gewählt werden, dass die Totzone
um den Ursprung herum liegt. Weiterhin sollte die Übertragungsfunktion für eine intuitive
Steuerung punktsymmetrisch zum Koordinatenursprung sein. Diese Bedingung ist bei
der klassischen Gompertz-Funktion nicht erfüllt. Deshalb wurde sie an der Geraden
g˙ = −γ gespiegelt. Daraus ergibt sich eine nicht-stetige Übertragungsfunktion. Da die
Werte um den Nullpunkt herum aber so klein sind, dass sie nicht zu einer physischen
Bewegung führen würden, ist diese Tatsache zu vernachlässigen. Es macht in der Praxis
auch keinen Unterschied, ob man die Geschwindigkeit im Ursprung auf Null setzt. Aus
Effizienzgründen wurde das bei der Implementierung deshalb auch nicht gemacht. Die
implementierte Funktion hat die folgende Form:
g˙(γ) =
{
Amax · e
δ·er·γn wenn γ > 0
−Amax · e
δ·e−r·γn sonst
(4.11)
Der Kurvenverlauf ist in Abbildung 4.1 dargestellt. Der Parameter Amax ∈ R+ ent-
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spricht der oberen Asymptote, also der Höchstgeschwindigkeit des Objektes. Die Verschie-
bung entlang der g˙-Achse wird über den Parameter δ ∈ R− gesteuert und die Steigung
über r ∈ R−. Bei dem Parameter γn handelt es sich um den normierten Kopfwinkel. In
Abschnitt 4.2.1 wird beschrieben, wie dieser ermittelt wird.
Der Geschwindigkeitsverlauf wird zunächst durch Wahl entsprechender Parameter
der Gompertz-Funktion festgelegt. Standardmäßig wurden die Parameter Amax = 1,
δ = −30 und r = −10 verwendet. Die aktuelle Position entlang eines Objektfreiheitsgrades
gi wird wie folgt berechnet:
gi = gi−1 + Δg (4.12)
Für zeitdiskrete Daten gilt der Zusammenhang
g˙ =
Δg
Δt
, mit Δt = 1fs (4.13)
Der Parameter fs entspricht der Abtastrate des Sensors. Gleichung 4.13 in 4.12 einge-
setzt, ergibt:
gi = gi−1 + g˙ · Δt (4.14)
4.2.1. Kalibrierung
Für die Abbildung der Kopfpositionen auf Objektgeschwindigkeiten, muss der zu ver-
wendende Kopfbewegungsbereich des Nutzers bekannt sein. Dieser wird während einer
Kalibrierungsroutine ermittelt. Der Nutzer muss dafür verschiedene Kopfpositionen
einnehmen.
Für die Kalibrierung muss zunächst die Ruheposition des Kopfes ermittelt werden,
damit die Auslenkung des Kopfes gemäß Gleichungen (2.1)–(2.3) berechnet werden
kann. Nach der Definition der Ruheposition wird der für die Steuerung zu nutzende
Bewegungsbereich αho th festgelegt. Dieser Bereich sollte möglichst so gewählt werden,
dass kontinuierlicher Blickkontakt zum Objekt möglich ist. Für die Festlegung dieses
Bereichs wird der Benutzer aufgefordert nacheinander die Kopfbewegungen Flexion,
Extension, Lateralflexion nach links, Lateralflexion nach rechts, sowie Rotation nach links
und Rotation nach rechts einzunehmen. Sobald die gewünschte Kopfhaltung eingenommen
ist, wird der jeweils relevante Winkel gespeichert. Infolgedessen erhält man für jeden
Freiheitsgrad jeweils einen Wert in positiver (γ+) und in negativer (γ−) Richtung. Es kann
vorkommen, dass der Bewegungsbereich für beide Richtungen unterschiedlich groß ist. Die
Folge wäre eine asymmetrische Abbildung der Gompertz-Funktionen. Für die Steuerung
bedeutet das, dass das zu steuernde Objekt in eine Richtung stärker beschleunigt und
abbremst als in die andere Richtung. D.h., die Sensitivität ist richtungsabhängig. Um das
zu vermeiden, wird von beiden Winkeln, die entlang eines Freiheitsgrades als Grenzwert
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festgelegt wurden, nur der Betrag des kleineren Winkels als Grenze γth ∈ α
ho
th für beide
Richtungen gespeichert:
γth =
{
γ+ wenn γ+ ≤ |γ−|
|γ−| sonst
(4.15)
Es gibt am Ende also für alle drei Freiheitsgrade je einen Grenzwert. Für die an-
schließende Abbildung der Kopfbewegungen auf die Objektgeschwindigkeiten, werden die
Kopfwinkel αho durch die entsprechenden Grenzwerte αho th geteilt. Allgemein kann man
das schreiben als:
γn =
γ
γth
(4.16)
Dieser Vorgang entspricht einer Normalisierung der Kopfwinkel, sodass innerhalb des
nutzbaren Bewegungsbereichs die Eingangswerte für die Gompertz-Funktion zwischen 0
und 1 liegen. Wenn man den Kopf über die zuvor definierten Grenzwerte hinausdreht,
können auch Werte erreicht werden, die größer als 1 sind. Dies ist aber insofern unkritisch,
als dass die Parameter für die Gompertz-Funktion so gewählt sind, dass sie ab dem
Grenzwert in Sättigung geht. Es kommt somit über den Grenzwert hinaus zu keiner
praktisch erfahrbaren Erhöhung der Geschwindigkeit mehr.
4.3. Vergleich der Steuerungsweisen
In dem folgenden Versuch sollten die Vor- und Nachteile beider Steuerungsmodi aufgezeigt
werden [72]. Zuvor hat an 10 Probanden ein Vortest stattgefunden. Das Versuchsdesign
des dargestellten Versuchs wurde auf Basis des Vortests so angepasst, dass möglichst
aussagekräftige Ergebnisse erzielt werden konnten.
4.3.1. Probanden
An dem Versuch nahmen 10 gesunde Probanden ohne bekannte Einschränkungen der
Beweglichkeit der Halswirbelsäule teil. 6 Probanden waren weiblich, die übrigen 4 männ-
lich. Alle Probanden waren regelmäßige Computernutzer. Die Probanden deckten einen
Altersbereich von 26–51 Jahren ab. 4 Probanden hatten noch gar keine Erfahrung mit
Kopfsteuerungen. 5 Probanden hatten in anderen Tests bereits die Kopfsteuerung ge-
nutzt, insgesamt jedoch unter 1 Stunde. Die übrige Versuchsperson hatte bereits mehrere
Stunden Erfahrung mit der Kopfsteuerung, sowohl mit der Positions- als auch mit der
Geschwindigkeitskontrolle.
4.3.2. Versuchsaufbau und -ablauf
Die Kopfbewegungen der Probanden wurden mit einem FSM-9 Sensormodul von Hillcrest
Labs gemessen. Der Sensor wurde wie in Abbildung 2.4a angebracht. Die Abtastrate
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durchgeführten Bewegungen beinhaltet. Details zum Fitts’ Law Test und zur Berechnung
der Zielgrößen werden in der Publikation von MacKenzie et al [77] dargestellt.
Zusammenfassend eignet der Test sich also, um die Performance unterschiedlicher
Eingabegeräte oder -methoden zu vergleichen. In diesem Versuch wurde der Test benutzt,
um Positions- und Geschwindigkeitskontrolle zu vergleichen. Alle Probanden testeten
beide Modi in randomisierter Reihenfolge.
Die Distanz zwischen den Targets wurde auf 500 px eingestellt, während die Target-
größen 60 px und 30 px betrugen. Die Nutzer führten den Test bei Bildschirmabständen
von 50 cm und 100 cm durch. Zwei Bildschirmabstände wurden gewählt, um Einflüsse
des Bildschirmabstandes auf die Performance zu untersuchen. Für jede dieser 8 Aufga-
benbedingungen gab es 15 Wiederholungen und somit insgesamt 120 Wiederholungen
pro Proband.
Nach den Tests wurden alle Probanden auf Basis eines Evaluationsbogens nach ihrer
persönlichen Einschätzung der Steuerungsmodi befragt. Der Evaluationsbogen enthielt
für beide Modi die folgenden 6 Aussagen:
1. Die Gleichmäßigkeit der Bewegung war sehr hoch (Gleichmäßigkeit).
2. Die geistige Beanspruchung für die Steuerung war sehr gering (Intuitivität).
3. Es war sehr einfach, an einer bestimmten Position zu verharren (Präzision).
4. Die Steuerungsgeschwindigkeit war sehr hoch (Geschwindigkeit).
5. Die Ermüdung der Nackenmuskulatur war sehr gering (Komfort).
6. Insgesamt war die Steuerung sehr einfach (Benutzerfreundlichkeit).
Die Probanden konnten jede Aussage mit ganzen Zahlen zwischen 1 („Ich stimme
gar nicht zu.“) bis 5 („Ich stimme vollkommen zu.“) bewerten. Am Ende wurden die
Probanden nach Vorschlägen zur Verbesserung der Steuerung gefragt.
Zum Vergleich der Probandenbewertung für die Geschwindigkeits- und die Positions-
kontrolle wurde der Wilcoxon-Vorzeichen-Rang-Test3 mit einem Signifikanzniveau von
5% verwendet. Einseitige t-Tests für gepaarte Stichproben wurden verwendet, um heraus-
zufinden, ob die Performance bei Vergrößerung des Abstandes zum Bildschirm abnahm.
Throughput und Fehlerrate wurden mit zweiseitigen t-Tests für gepaarte Stichproben
untersucht. Das Signifikanzniveau lag bei allen Tests bei 5%.
4.3.3. Ergebnisse und Diskussion
Die Probanden schätzten die Gleichmäßigkeit der Bewegung bei der Positionskontrolle im
Mittel um 0,1 höher ein als bei der Geschwindigkeitskontrolle (Abbildung 4.3). Eine mög-
liche Erklärung, warum die Geschwindigkeitskontrolle für weniger gleichmäßig gehalten
wurde, könnte die nichtlineare Abbildung der Kopfposition auf die Cursor-Geschwindigkeit
sein. Ein anderer möglicher Grund ist, dass die Transferfunktion abhängig vom Bewe-
gungsumfang des jeweiligen Freiheitsgrades skaliert wird. Das führt zu unterschiedlichen
Skalierungen, da der Bewegungsumfang in Yaw-Richtung normalerweise deutlich größer
3Der Wilcoxon-Vorzeichen-Rang-Test ist das nichtparametrische Äquivalent des t-Tests für abhängige
Stichproben [91]
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ist als in Pitch-Richtung. Um das zu überprüfen, könnte man die Auswirkungen auf
die gefühlte Gleichmäßigkeit der Bewegung bei gleicher Skalierung in alle Richtungen
untersuchen. Jedoch ist der Unterschied von 0,1 nicht statistisch signifikant und könnte
daher auch eine zufällige Abweichung sein.
Die mentale Beanspruchung wurde bei der Geschwindigkeitskontrolle als höher emp-
funden. Die Differenz von 0,3 ist zwar auch nicht statistisch signifikant, aber durchaus
plausibel: Wenn die gleichen physikalischen Größen (Position auf Position) aufeinander ab-
gebildet werden, ist das äußerst intuitiv, wohingegen die Abbildung von unterschiedlichen
physikalischen Größen (Position auf Geschwindigkeit) eine höhere geistige Transferleistung
erfordert.
Die Einfachheit an einer bestimmten Position zu verweilen wurde bei der Geschwin-
digkeitskontrolle mit einem Unterschied von 1,1 signifikant besser bewertet als bei der
Positionskontrolle. Durch die Form der Gompertz-Funktion ist es bei der Geschwin-
digkeitskontrolle besonders einfach stehenzubleiben. Dies liegt daran, dass kleine Aus-
lenkungswinkel des Kopfes nicht zu einer Positionsänderung des Mauszeigers führen.
Weiterhin wird die Sensitivität der Steuerung bei der Geschwindigkeitskontrolle nicht
von Größe und Abstand des Bildschirms beeinflusst. Dadurch ist auch die Fehlerrate
unabhängig von dem Abstand zwischen Bildschirm und Nutzer (Abbildung 4.5). Bei
der Positionskontrolle hingegen wird jede noch so kleine Kopfbewegung direkt in eine
Bewegung des Mauszeigers umgesetzt. Unbeabsichtigte Bewegungen des Kopfes durch
Atmung oder den natürlichen Tremor führen dazu, dass der Cursor nie komplett stillsteht.
Dadurch ist es unmöglich auf Targets zu verharren, die einen individuellen Schwellwert
unterschreiten. Dies ist in Übereinstimmung mit der signifikant höheren Fehlerrate bei
der Positionskontrolle bei Vergrößerung des Bildschirmabstandes von 50 cm auf 100 cm,
was einer Verkleinerung der Targets im Blickfeld des Nutzers entspricht. Unterschiedli-
che Filtertechniken können angewendet werden, um den Jitter zu entfernen und so die
Steuerung präziser zu machen.
Die Steuerungsgeschwindigkeit wurde mit einem Unterschied von 1,2 bei der Positions-
kontrolle signifikant besser bewertet als bei der Geschwindigkeitskontrolle. Dieses Resultat
deckt sich mit dem des Fitts’ Law Test. Dort wurden mit der Positionskontrolle signifi-
kant höhere Throughput-Werte erreicht (Abbildung 4.4). Ein Grund könnte eine starke
Korrelation zwischen Intuitivität und Steuerungsgeschwindigkeit sein. Weiterhin neigten
Probanden dazu, bei der Geschwindigkeitskontrolle orthogonale Bewegungen auszuführen,
obwohl diagonale Bewegungen auch möglich gewesen wären (Abbildung 4.6b), wohingegen
sie bei der Positionskontrolle diagonale Bewegungen machten (Abbildung 4.6a). Durch
die sequentielle Art der Steuerung bei der Geschwindigkeitskontrolle wurde der zurück-
gelegte Weg erheblich länger und die Steuergeschwindigkeit somit langsamer. Jedoch
gingen die Probanden, nachdem sie sich an die Steuerung gewöhnt hatten, immer mehr
dazu über, auch diagonale Bewegungen auszuführen. Es kann also davon ausgegangen
werden, dass Lerneffekte sich positiv auf die Steuerungsgeschwindigkeit, speziell bei der
Geschwindigkeitskontrolle, auswirken werden.
Die Ermüdung der Nackenmuskulatur wurde bei der Geschwindigkeitskontrolle höher
eingeschätzt als bei der Positionskontrolle, wenngleich der Unterschied von 0,1 statistisch
nicht signifikant ist. Aus physiologischer Sicht sind die Kopfbewegungen bei beiden
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(a) Positionskontrolle (b) Geschwindigkeitskontrolle
Abbildung 4.6.: Exemplarische Spuren des Mauscursors bei einer Targetgröße von 30 px,
einem Target-Abstand von 500 px und einem Bildschirmabstand von 50 cm.
Modi vergleichbar. Je nach Kalibrierung wurden für die Geschwindigkeitskontrolle jedoch
größere Auslenkungswinkel des Kopfes benutzt, was sich negativ auf den Komfort aus-
wirken kann. Es kann jedoch auch sein, dass die höhere geistige Beanspruchung bei der
Geschwindigkeitskontrolle dazu geführt hat, dass die Probanden ihre Nackenmuskulatur
mehr angespannt haben.
Insgesamt wurde die Positionskontrolle in diesem Test als besser bewertet. Das heißt,
für die Steuerung eines Mauscursors auf einem Bildschirm scheint die Positionskontrolle
bei Nutzern ohne Einschränkung des Bewegungsbereiches des Kopfes besser geeignet zu
sein.
Als die Probanden nach Verbesserungsvorschlägen gefragt wurden, schlugen einige
von ihnen eine Verbesserung der Kalibrierung für die Positionskontrolle vor, da sie es
schwierig fanden, ihren Kopf reproduzierbar zu den zwei Punkten zu drehen. Dadurch
war die Sensitivität nach jeder Kalibrierung etwas anders. Als besonders störend wurde es
empfunden, wenn Bildschirmmitte und Ruheposition des Kopfes nicht übereinstimmten.
Aus diesem Grund sollten in Zukunft robustere Kalibrierungsmethoden untersucht werden.
4.4. Fazit
Der Fitts’ Law Test hat gezeigt, dass die Steuerungsgeschwindigkeit mit der Positions-
kontrolle erheblich höher ist, als mit der Geschwindigkeitskontrolle. Allerdings konnte
auch gezeigt werden, dass die Präzision der Positionskontrolle durch die Feinmotorik und
den natürlichen Tremor des individuellen Nutzers begrenzt ist. Dadurch steht das mit
der Positionskontrolle zu steuernde Objekt ohne weitere Filterung niemals komplett still.
Bei der Steuerung eines Mauscursors ist das unkritisch, sofern sensitive Regionen, wie
zum Beispiel Buttons, groß genug sind, um vom Nutzer zuverlässig getroffen werden zu
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können. Wenn man hingegen einen Roboter steuert, kann die Betriebssicherheit durch
unbeabsichtigte Bewegungen gefährdet sein.
Abgesehen von den bereits in Abschnitt 4.1 erwähnten Problemen, ist dies ein weiteres,
sehr entscheidendes, das die Positionskontrolle für die Robotersteuerung ungeeignet
macht. Die Geschwindigkeitskontrolle ist hier die weitaus bessere Lösung, weil sie bei
kleinen Kopfauslenkungen eine sehr präzise Steuerung ermöglicht. Gleichzeitig kann
mit mittleren Auslenkungen eine gute Steuerungsgeschwindigkeit erzielt werden, sodass
auch größere Strecken mit ausreichender Geschwindigkeit zurückgelegt werden können.
Weiterhin ist der Bewegungsbereich des Objektes nicht durch den Bewegungsbereich des
Kopfes begrenzt und die Sensitivität wird auch nicht durch ihn beeinflusst. Die letzte
Tatsache macht die Geschwindigkeitskontrolle auch zur Steuerung eines Mauscursors
interessant, wenn die sensitiven Regionen so klein sind, dass sie vom Nutzer nicht mehr
zuverlässig erreicht werden können. In diesem Fall geht der Geschwindigkeitsvorteil der
Positionskontrolle mitunter ganz verloren oder wird durch eine hohe Fehlerrate teuer
erkauft.
Abschließend kann man somit folgern, dass die Positionskontrolle immer dann besser
als die Geschwindigkeitskontrolle geeignet ist, wenn die folgenden Bedingungen erfüllt
sind:
• Der begrenzte Bewegungsbereich bringt keine Nachteile mit sich.
• Die Sensitivität ist für die Steuerungsaufgabe ausreichend hoch.
• Die Betriebssicherheit ist nicht durch unbeabsichtigte Bewegungen gefährdet.
Treffen diese Aussagen in einer Steuerungssituation nicht auf die Positionskontrolle zu,
ist die Geschwindigkeitskontrolle vorzuziehen.
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Mit den Erkenntnissen der vorangegangen Abschnitte, wurde ein Testprogramm geschrie-
ben, um das Mapping (Kapitel 3), die grundsätzliche Kontrollstruktur (Kapitel 3.3) und
die Ergebnisse aus Kapitel 4 zusammen zu testen. So sollte gezeigt werden, dass diese Ele-
mente widerspruchsfrei zusammenwirken und eine Steuerung aller Roboterfreiheitsgrade
in Echtzeit ermöglichen.
Statt eines Roboters wurde ein virtuelles, dreidimensionales Objekt gesteuert. Auf
diese Weise war die Betriebssicherheit in jedem Fall gewährleistet. Da geeignete Um-
schaltbefehle bis zur Umsetzung dieses Testprogramms noch nicht untersucht wurden,
wurden zum Umschalten konventionelle Mausklicks verwendet, wohlwissend, dass diese
von Tetraplegikern ohne weitere Hilfsmittel nicht ausgeführt werden können.
5.1. Kontrollstruktur
Für das hier vorgestellte Testprogramm wurde die Kontrollstruktur, die in Kapitel 3.3
vorgestellt wurde, verwendet. Zum Umschalten wurde ein einfacher Mausklick mit der
linken Maustaste einer konventionellen Computermaus eingesetzt. Im Cursor-Modus kann
der Mauscursor mit Kopfbewegungen über den Bildschirm gesteuert werden. Dazu wird
die Positionskontrolle (Kapitel 4.1) benutzt. Im Roboter-Modus wird, wie zuvor erwähnt,
in diesem Fall ein dreidimensionales OpenGL-Objekt bewegt. Zur Steuerung des Objektes
mit Kopfbewegungen kommt die Geschwindigkeitskontrolle (Kapitel 4.2) zum Einsatz.
An dieser Stelle ist zur beachten, dass der Kopf sich beim Wechsel vom Cursor- in den
Roboter-Modus nicht unbedingt in der Position befinden muss, die zuvor als Ruheposition
im Roboter-Modus festgelegt wurde. Das heißt, beim Übergang befindet sich der Kopf
möglicherweise in einer Position, die einer Geschwindigkeit ungleich Null entspricht. Dies
würde zu unbeabsichtigten Bewegungen des Roboters bzw. des zu steuernden Objektes
allgemein führen. Aus diesem Grund wechselt das System nach Verlassen des Cursor-
Modus in den sogenannten Leerlauf, in dem keine Roboterbewegung stattfindet. Der
Leerlauf wird verlassen und somit die Steuerung aktiv, sobald der Nutzer oder die Nutzerin
den Kopf in die Totzone bewegt. Diese Sicherheitsmaßnahme ist immer erforderlich, wenn
man in einen Modus wechselt, in dem die Geschwindigkeitskontrolle verwendet wird. Das
System geht auch dann aus Sicherheitsgründen in den Leerlauf, wenn die Amplitude der
linearen Beschleunigung im Roboter-Modus die üblichen Werte während der Steuerung
überschreitet. Ein nützlicher Nebeneffekt dieser Implementierung ist, dass eine schnelle
Kopfbewegung auch absichtlich verwendet werden kann, um den Roboter zu stoppen.
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angezeigt. Erneut soll der Nutzer bzw. die Nutzerin den Kopf so zu dem Target drehen,
dass er oder sie gerade darauf schauen kann. Die Assistenzperson speichert die zugehörigen
Kopfwinkel durch einen Mausklick. Nun berechnet das Programm aus den zwei Punkten
die Parameter mhcc und b
c für die Übertragungsfunktion. Somit ist das Programm
vollständig für den Cursor-Modus kalibriert.
Als Nächstes startet die persönliche Assistenzperson die Kalibrierung für die Geschwin-
digkeitskontrolle (Roboter-Kalibrierung). Es öffnet sich ein Widget, in dem die jeweils
einzunehmende Kopfposition in Form eines beschrifteten Bildes dargestellt ist. Als Erstes
soll der Nutzer oder die Nutzerin eine Ruheposition αhr 0 für den Roboter-Modus festlegen.
Die Assistenzperson speichert diese Position wieder durch Klicken. Anschließend werden
nacheinander die weiteren Positionen angezeigt, die zur Festlegung der Grenzen γth ∈ αh th
des zu nutzenden Bewegungsbereiches des Kopfes notwendig sind.
Nachdem die Kalibrierungsroutinen abgeschlossen wurden, kann die Assistenzperson
die Steuerung mit dem Ein-/Aus-Schalter (3) starten. Danach befindet sich das System
im Cursor-Modusund der Cursor kann mit Kopfbewegungen gesteuert werden. Durch
Aktivierung einer der Schaltflächen Tiefe (4), Ebene (5), Orientierung (6) oder Greifer (7),
wechselt das Programm in den Roboter-Modus und das 3D-Objekt (8) kann entsprechend
der Steuerungsmöglichkeiten innerhalb der ausgewählten Gruppe bewegt werden. Um
zurück in den Cursor-Modus zu wechseln, muss ein Klick ausgeführt werden.
Wenn der Ein-/Aus-Schalter im Cursor-Modus angeklickt wird, wird die Kopfsteuerung
ausgeschaltet. Sie kann danach mit einem erneuten Klick wieder eingeschaltet werden.
Eine erneute Kalibrierung ist nicht notwendig.
5.3. Adaption an die Beispiel-Nutzerin
Die Beispiel-Nutzerin kann den Roll-Freiheitsgrad des Kopfes nicht zur Steuerung nutzen.
Aus diesem Grund wurde für sie die Gruppe Orientierung in zwei Gruppen aufgeteilt: In
der Gruppe Pitch & Yaw kann sie mit dem Pitch-Freiheitsgrad ihres Kopfes den Pitch-
Freiheitsgrad des 3D-Objektes steuern. Der Yaw-Freiheitsgrad des Objektes wird mit
dem Yaw-Freiheitsgrad ihres Kopfes gesteuert. In der Gruppe Roll kann sie das Objekt
in Roll-Richtung drehen, indem sie den Yaw-Freiheitsgrad ihres Kopfes benutzt.
Die grafische Benutzeroberfläche wurde entsprechend angepasst und die Lateralflexion
aus der Roboter-Kalibrierung entfernt.
5.4. Evaluation I
In dem folgenden Versuch wurden Versuchsteilnehmer vor die Aufgabe gestellt, mit dem
zuvor beschriebenen Testprogramm ein OpenGL-Objekt aus einer definierten Startpose
in eine Zielpose zu bewegen [73].
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5.4. Evaluation I
Abbildung 5.3.: Anzahl der Gruppen-
wechsel bis zur Lösung der Aufgabe
Abbildung 5.4.: Mittlere Zeiten innerhalb jeder
Gruppe und Gesamtzeit
wurde mit sr 1 = (0.0, 0.0,−5.0, 0
◦, 0◦, 0◦,−)T initialisiert, der des zweiten mit sr 2 =
(0.5, 0.3,−6.0, 30◦, 135◦, 45◦,−)T . Das erste Objekt repräsentierte den tatsächlichen Zu-
stand des Parallelgreifers und das zweite den gewünschten. Ziel der Aufgabe war es, durch
Verschiebung und Drehung des ersten Objektes beide Objekte miteinander in Deckung
zu bringen. Für die linearen Freiheitsgrade betrug die Toleranz 0.05 und für die rotatori-
schen 5◦. Die Differenzen beider Zustände wurden in Echtzeit in einem Kommandofenster
angezeigt. Die Probanden wurden mündlich und durch eine kurze Demonstration in das
System eingewiesen.
Für die Evaluation wurde der Versuch mit einem Bildschirm-Aufnahmeprogramm
mitgeschnitten. Es wurden die Bearbeitungszeiten, die Anzahl der Gruppenwechsel
und die Zeiten in jeder Gruppe gemessen sowie die Erfolgsquote berechnet. Nach dem
Experiment wurden die Probanden nach Vorschlägen zur Verbesserung des Systems
gefragt.
5.4.3. Ergebnisse und Diskussion
10 von 12 Probanden haben die Aufgabe erfolgreich gelöst. Somit betrug die Erfolgsquote
83,33%. Die Probanden, die die Aufgabe nicht beendet haben, haben es nicht geschafft,
das Objekt in die gewünschte Position zu drehen. Sie gaben an, dass sie sich nicht
vorstellen konnten, welche Kopfbewegungen zu welcher Drehung des Objektes führte.
Die minimale Anzahl der Gruppenwechsel zum Lösen der Aufgabe lag bei 2 Gruppen-
wechseln. 50% der Probanden kamen mit diesen 2 Gruppenwechseln aus. 30% brauchten
3 Gruppenwechsel und jeweils 10% brauchten 4 bzw. 5 Gruppenwechsel zum Lösen
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der Aufgabe. Das heißt die Lösungsstrategie war bei der überwiegenden Mehrheit der
Probanden sehr gut. Zu beachten ist jedoch, dass die geringe Anzahl an Gruppenwech-
seln unter anderem dem Feedback in dem Kommandofenster geschuldet war, das die
Abweichung zum Soll-Zustand angezeigt hat. Dadurch konnten die Probanden genau
sehen, wann diese Abweichung sich innerhalb des Toleranzbereiches befand. Es ist davon
auszugehen, dass allein auf Basis der OpenGL Darstellung mehr Gruppenwechsel für
Korrekturbewegungen notwendig gewesen wären.
Die durchschnittliche Bearbeitungszeit der Aufgabe betrug 217,4 s ± 76,3 s (Abbil-
dung 5.4). Davon wurden im Mittel 37,6 s ± 21,8 s innerhalb der Gruppe Tiefe und
44,5 s ± 21,5 s in der Gruppe Ebene verbracht. In der Gruppe Orientierung hielten sich
die Probanden im Durchschnitt 97,8 s ± 53,2 s auf. Leider können die Zeiten aufgrund
unterschiedlich langer Strecken innerhalb der Gruppen nicht untereinander verglichen
werden. Allerdings gaben die Probanden an, dass sie die linearen Bewegungen einfach und
intuitiv fanden, wohingegen sie die Drehungen als schwierig wahrnahmen. In den Videos
ist zu sehen, dass die Probanden in der Gruppe Orientierung alle drei Freiheitsgrade
nacheinander steuerten, bei der Gruppe Ebene jedoch nach kurzer Zeit zur simultanen
Steuerung beider Freiheitsgrade übergingen. Somit konnten die Probanden nicht von der
Möglichkeit der simultanen Steuerung in der Gruppe Orientierung profitieren.
5.5. Evaluation II
Der folgende Versuch hatte zum Ziel, die subjektive Benutzerfreundlichkeit des Testpro-
gramms mit Hilfe eines Evaluationsbogen zu untersuchen [70].
5.5.1. Probanden
An dem Experiment nahmen fünf nicht-bewegungseingeschränkte Probanden teil. Zwei
von ihnen waren weiblich, die übrigen drei männlich. Das mittlere Alter der Proban-
den betrug 30,4 Jahre ± 4,6 Jahre. Alle Probanden waren regelmäßige Computernutzer.
Zusätzlich nahm die Beispiel-Nutzerin an dem Experiment teil. Aufgrund ihrer einge-
schränkten Beweglichkeit des Kopfes verwendete sie die in Abschnitt 5.3 beschriebene
Programmversion.
Alle Probanden wurden vor dem Experiment darüber aufgeklärt, dass eine Teilnahme
an dem Experiment freiwillig war, und dass sie das Experiment jederzeit ohne Angabe
von Gründen abbrechen durften, ohne dass ihnen daraus Nachteile entständen.
5.5.2. Versuchsaufbau und -ablauf
Die Probanden saßen am einem Bürotisch mit Blick auf einen 23 ”-Bildschirm mit Full-
HD-Auflösung. Die Abtastrate der Sensorrohdaten und der fusionierten Daten betrug
100Hz. Vor der Inbetriebnahme wurde das Sensormodul kalibriert, indem es mehrmals in
Form einer 8 durch die Luft geschwenkt wurde. Die Parameter der Gompertz-Funktion
wurden auf Amax = 10, δ = −30 und r = −10 gesetzt.
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Abbildung 5.5.: Mittelwerte und Standardabweichungen der Ergebnisse des Evaluations-
bogens. Die ersten drei Fragen beziehen sich auf die Cursor-Steuerung, die folgenden
drei auf die Steuerung des 3D-Objektes, und die letzten drei auf die Steuerung allgemein.
Bewertung: 1: „Ich stimme gar nicht zu.“, 2: „Ich stimme nicht zu.“, 3: „Ich stimme
teilweise zu.“, 4: „Ich stimme zu.“, 5: „Ich stimme komplett zu.“
In dem 580 px × 570 px großen OpenGL-Fenster wurden zwei 3D-Objekte wie in Ab-
schnitt 5.4.2 beschrieben angeordnet. Ziel der Aufgabe war es wieder, durch Verschiebung
und Drehung des ersten Objektes beide Objekte miteinander in Deckung zu bringen.
Die Probanden wurden mündlich und durch eine kurze Demonstration in das System
eingewiesen. Im Anschluss an das Experiment bearbeiteten die Probanden einen Evaluati-
onsbogen zur Gebrauchstauglichkeit des Systems. Der Bogen enthielt folgende Aussagen,
die mit ganzen Zahlen von 1 („Ich stimme gar nicht zu.“) bis 5 („Ich stimme komplett
zu.“), bewertet werden konnten:
1. Die Cursor-Steuerung war sehr schnell.
2. Die präzise Cursor-Positionierung war sehr einfach.
3. Die Cursor-Steuerung war sehr intuitiv.
4. Die Steuerung des 3D-Objektes war sehr schnell.
5. Die präzise Positionierung des 3D-Objektes war sehr einfach.
6. Die Steuerung des 3D-Objektes war sehr intuitiv.
7. Die Kontrollstruktur ist insgesamt sehr intuitiv.
8. Die Ermüdung der Nackenmuskulatur war sehr niedrig.
9. Ich kann mir gut vorstellen, dieses HMI selbst zu nutzen.
5.5.3. Ergebnisse und Diskussion
Alle Probanden waren in der Lage, beide Objekte miteinander in Deckung zu bringen.
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Die Geschwindigkeit bei der Steuerung des Cursors wurde mit 4.4 ± 0.5 bewertet, die
bei der Steuerung des 3D-Objektes hingegen nur mit 3.2 ± 0.8. Dieses Ergebnis war zu
erwarten, da in Kapitel 4 festgestellt wurde, dass die Steuerungsgeschwindigkeit bei der
Positionskontrolle (Cursor) höher ist als bei der Geschwindigkeitskontrolle (3D-Objekt).
Zunächst überraschend war jedoch, dass die Probanden in diesem Versuch die Po-
sitionierungs-Präzision bei der Steuerung des Cursors besser als die des 3D-Objektes
bewerteten (4.2 ± 0.4 vs. 2.8 ± 0.4), obwohl in Kapitel 4 die Geschwindigkeitskontrolle
(3D-Objekt) besser abschnitt als die Positionskontrolle (Cursor). Zum einen lag dies wohl
daran, dass die Buttons im Blickfeld des Nutzers so groß waren, dass sie zuverlässig
getroffen werden konnten. So wurde der Eindruck erweckt, dass eine präzise Steuerung des
Cursors möglich sei. Zum anderen unterscheidet sich die Steuerung eines Mauscursors von
der eines 3D-Objektes, auch wenn die Parameter der Gompertz-Funktion identisch sind.
Bei der Steuerung des 3D-Objektes hatten die Probanden zum Beispiel tendenziell mehr
Probleme damit, das 3D-Objekt an der gewünschten Stelle anzuhalten. Die allgemeine
Schwierigkeit besteht darin, dass man den Kopf bei der Geschwindigkeitskontrolle zurück
in die Ruheposition bewegen muss, um das zu steuernde Objekt zu stoppen. Das heißt,
dass man die Zeit, die man braucht, um den Kopf zurück zu bewegen, sowie die in dieser
Zeit zurückgelegte Strecke gedanklich mit einplanen muss, um das Objekt nicht weiter
als gewünscht zu bewegen. Praktisch heißt das, dass man den Kopf bereits kurz vor dem
Ziel in Richtung Ruheposition bewegen muss, um abzubremsen und dann das Objekt
langsam exakt bis zum Ziel zu bewegen.
Die Intuitivität der Steuerung des Cursors wurde mit 4.4 ± 0.5 bewertet, und schnitt
hinsichtlich dieses Kriteriums somit ebenfalls besser ab als die Steuerung des 3D-Objektes
(3.2±0.4). Dieses Ergebnis muss jedoch differenzierter betrachtet werden: Die Intuitivität
der Steuerung in den Gruppen Tiefe und Ebene wurde als sehr hoch empfunden. Ebenso
wurde die Gompertz-Funktion als Übertragungsfunktion als gut bewertet. Jedoch hatten
einige Probanden Schwierigkeiten damit, sich vorzustellen, welcher Freiheitsgrad des
Kopfes auf welchen Freiheitsgrad des 3D-Objektes abgebildet wurde. Daraus resultierte
eine hohe geistige Anstrengung, die wiederum dazu führte, dass die Intuitivität bei der
Steuerung des 3D-Objektes insgesamt schlechter bewertet wurde als bei der des Cursors.
Die Intuitivität der Steuerung insgesamt bewerteten die Probanden mit 4.0 ± 0.7 als
hoch. Weiterhin wurde während der Dauer des Experimentes kaum eine Ermüdung der
Nackenmuskulatur festgestellt (Komfort: 4.0 ± 0.7). Die meisten der Probanden konnten
sich vorstellen, dieses HMI im Bedarfsfall selbst zu benutzen (3.8 ± 0.4).
Im Gegensatz zu den nicht-bewegungseingeschränkten Probanden erforderte die Aufga-
be für die Tetraplegikerin eine höhere geistige Anstrengung. Sie gab an, dass sie sich sehr
stark konzentrieren musste, um keine unbeabsichtigten Bewegungen des 3D-Objektes
oder des Cursors auszulösen. Dies lag daran, dass sie im Laufe ihrer fortschreitenden
Erkrankung gelernt hatte, ihre komplette Körpersprache durch Bewegungen der Augen,
des Gesichts oder des Kopfes zu substituieren. Daher musste sie während der Steuerung
all diese Bewegungen unterdrücken.
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Die Ergebnisse der Versuche aus 5.4 und 5.5 sind insgesamt vielversprechend, da die
Probanden die Steuerung prinzipiell ohne Trainingsphase nutzen konnten. Allerdings
haben die Drehungen noch Probleme bereitet. Es ist davon auszugehen, dass das räumli-
che Vorstellungsvermögen der Probanden sich bei wiederholter und längerer Nutzung
verbessern wird. Möglicherweise ist es sinnvoll, unterschiedliche Schwierigkeitsgrade der
Steuerung zu implementieren. Für Anfänger könnte man die Steuerung zum Beispiel
so einstellen, dass Drehungen nur sequentiell und mit einer gleichbleibend geringen
Geschwindigkeit möglich sind. So werden die Nutzer nicht durch simultane Rotationen
verwirrt, die ein sehr hohes Maß an räumlichem Vorstellungsvermögen verlangen. Au-
ßerdem können sie bei einer gleichbleibend niedrigen Geschwindigkeit besser lernen, die
Strecke einzuschätzen, die das zu steuernde Objekt zurücklegt, während sie den Kopf
zurück in die Ruheposition drehen. Für fortgeschrittene Nutzer kann dann die Gompertz-
Funktion als Übertragungsfunktion verwendet werden, um eine proportionale Steuerung
der Objekt-Geschwindigkeit zu ermöglichen. Experten sollten die Möglichkeit haben,
auch simultane Drehungen auszuführen, um die Steuerung noch effizienter zu machen.
Bei der Steuerung eines Robotergreifers erscheint eine Greiferkamera sinnvoll, da diese
die Welt aus Sicht des Greifers zeigt. So hilft das Kamerabild, sich die Bewegungen in
Greiferkoordinaten, die bei den Drehungen benutzt werden, vorzustellen. Außerdem sieht
man so, wo sich der Greifer und Objekte in seiner Nähe befinden, wenn der Nutzer oder
die Nutzerin keine freie Sicht auf den Greifer hat. Das ist zum Beispiel der Fall, wenn
man von der Seite in ein Regal greift.
Durch visuelles Feedback über die aktuelle Kopfposition kann die Steuerung weiter
verbessert werden, da dieses hilft, die Ruheposition im Roboter-Modus wiederzufinden.
Dieses Feedback kann den Nutzer auch dabei unterstützen zu lernen, wann er den
Kopf im Roboter-Modus zurückbewegen muss, um den Roboter an der gewünschten
Position anzuhalten. Aber auch Drift und ungewollte Kopfbewegungen können mit
visuellem Feedback besser erkannt werden, sodass der Nutzer effektiv entsprechende
Gegenmaßnahmen einleiten kann.
Zu den wichtigsten Verbesserungen der Steuerung gehören die Untersuchung und
Implementierung von Umschaltbefehlen, um allein mit Kopfbewegungen vom Cursor-
Modus in den Roboter-Modus, und umgekehrt, zu wechseln.
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In der Programmversion aus Kapitel 5 wurden Mausklicks als Umschaltbefehl zum
Verlassen des Roboter-Modus, zum Aktivieren von Buttons im Cursor-Modus, sowie
zum Aufrufen des nächsten Kalibrierungsschrittes verwendet. Da Tetraplegiker keine
Mausklicks mit einer Computermaus ausführen können, werden in diesem Kapitel Alter-
nativen zum Erzeugen von Umschaltbefehlen untersucht.
Umschaltbefehle müssen zuverlässig und mit geringer Latenz erkannt werden. Weiterhin
müssen sie interferenzfrei in die bestehende Kontrollstruktur integriert werden können.
Am einfachsten funktioniert das, indem man ein geeignete andere Modalität zur Erzeu-
gung von Umschaltbefehlen hinzufügt. Dazu gehören zum Beispiel Sip-/Puff-Switches,
Sprachsteuerung, Gehirnaktivität sowie Bewegungen der Augen, Ohren, Zunge oder des
Gesichts (Kapitel 1.4).
Der Nachteil beim Einsatz weiterer Modalitäten ist jedoch, dass die zusätzliche Hardwa-
re das System teurer und komplexer macht. Aus diesem Grund wurde in der vorliegenden
Arbeit untersucht, auf welche Weise mit Kopfbewegungen geeignete Umschaltbefehle
erzeugt werden können, die sich widerspruchsfrei in das AMiCUS System integrieren
lassen. Grundsätzlich wurde zwischen vier verschiedenen Arten zur Erzeugung von Um-
schaltbefehlen unterschieden:
• Überschreiten eines Schwellwertes
• Verweilen in einem Toleranzbereich
• Ausführen einer Bewegungssequenz
• Ausführen einer klar definierten Bewegung
Ob und wie sich die einzelnen Arten von Umschaltbefehlen in das System interfe-
renzfrei implementieren lassen, hängt unter anderem davon ab, an welcher Stelle der
Umschaltbefehl eingesetzt werden soll: Im Cursor-Modus soll beispielsweise mit dem
Umschaltbefehl ein Button ausgewählt werden, der sich an einer bestimmten Position der
grafischen Benutzeroberfläche befindet. Im Roboter-Modus hingegen darf der Umschalt-
befehl aus Sicherheitsgründen nicht in ein Steuersignal für den Roboter umgewandelt
werden. Genauso darf umgekehrt kein Steuersignal für den Roboter als Umschaltbefehl
erkannt werden. Zum Aufrufen des nächsten Kalibrierungsschrittes wiederum dürfen
nur Umschaltbefehle benutzt werden, die keine vorherige Kalibrierung erfordern. Im
Folgenden werden einige Implementierungsmöglichkeiten für Umschaltbefehle vorgestellt.
6.1. Überschreiten eines Schwellwertes
Eine der einfachsten Möglichkeiten, einen Umschaltbefehl zu generieren, ist das Über-
schreiten eines Schwellwertes. Schwellwerte kann man prinzipiell für jede physikalische
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Größe setzen, die gemessen bzw. berechnet und bewusst vom Nutzer beeinflusst werden
kann. Bei Verwendung des FSM-9 kommen somit zum Beispiel lineare Beschleunigung,
Drehrate und Orientierung in Frage.
Im Rahmen dieser Arbeit wurden Schwellwerte für die lineare Beschleunigung im
Roboter-Modus erfolgreich getestet. Zum Umschalten muss der Schwellwert so gewählt
werden, dass er bereits bei sehr kleinen Auslenkungswinkeln des Kopfes überschritten
wird. Das ist notwendig, weil kleine Auslenkungswinkel des Kopfes aufgrund der Tot-
zone (Abbildung 4.1) nicht zu einer physischen Bewegung des Roboters führen. Eine
Überschreitung des Schwellwertes bei größeren Auslenkungswinkeln hingegen führt zu
ungewollten Roboterbewegungen.
Außerdem getestet wurden Schwellwerte für die Orientierung. Schwellwerte in Pitch-
und Roll-Richtung haben den Vorteil, dass sie bei der gewählten Sensorpositionierung
schon vor der Kalibrierung funktionieren. Schwellwerte in Yaw-Richtung benötigen hin-
gegen zunächst die Definition der Ruheposition. Orientierungs-Schwellwerte allein sind
im Roboter-Modus nicht zum Umschalten geeignet, da sie mit der Geschwindigkeitskon-
trolle inkompatibel sind. Im Cursor-Modus wird der Roll-Freiheitsgrad nicht verwendet
und kann somit zum Umschalten benutzt werden, wenn definiert wird, dass der Cur-
sor sich beim Überschreiten des Schwellwertes innerhalb eines Buttons befinden muss.
Nur so weiß man, welche Aktion der Umschaltbefehl auslösen soll. Das heißt, es muss
nicht nur ein Schwellwert in Roll-Richtung überschritten werden, sondern zusätzlich
müssen der Pitch- und Yaw-Winkel sich in einem bestimmten Wertebereich befinden1.
Da besonders der Roll- und Yaw-Freiheitsgrad stark gekoppelt sind, hängt es jedoch
entscheidend vom Nutzer sowie von Buttongröße und -positionierung auf der GUI ab, ob
eine Schwellwertüberschreitung in Roll-Richtung ohne Verlassen des Buttons möglich ist.
Der Nachteil von Schwellwerten allgemein besteht darin, dass sie schnell versehentlich
überschritten werden können. Sie können deshalb nur da eingesetzt werden, wo ein
versehentliches Überschreiten die Betriebssicherheit nicht gefährdet.
6.2. Verweilen in einem Toleranzbereich
Das Verweilen in einer Kopfposition mit einer gewissen Toleranz ist ebenfalls eine sehr
einfache Möglichkeit, um einen Umschaltbefehl zu generieren. Im Cursor-Modus kann
ein Button beispielsweise ausgewählt werden, indem der Nutzer eine bestimmte Zeit mit
dem Cursor in ihm verweilt.
Es gibt Hilfsprogramme, die automatisch einen Mausklick auslösen, wenn der Cursor
an einer bestimmten Stelle verweilt [21]. Diese Mausklicks sind mit denen einer physisch
vorhandenen Computermaus identisch. Anstatt Maustasten zu emulieren, kann man aber
auch Elemente einer GUI, wie zum Beispiel die Buttons, so gestalten, dass sie aktiviert
werden, wenn der Cursor eine bestimmte Zeit in ihnen verweilt. Die Funktionalität ist
in diesem Fall Teil des Buttons. Ein solcher Button wird im folgenden Dwell Button
genannt. Je länger die Verweildauer ist, umso unwahrscheinlicher wird eine unbeabsich-
1Es handelt sich hier also genau genommen um eine Kombination aus Überschreitung eines Schwellwertes
in Roll-Richtung und Verweilen in einem Toleranzbereich in Pitch- und Yaw-Richtung
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tigte Erzeugung eines Umschaltbefehls. Allerdings wird die Steuerung auch zunehmend
langsamer und somit ineffektiver. Die Wahl der geeigneten Verweildauer ist also immer
ein Kompromiss: Sie sollte so lang wie nötig, aber so kurz wie möglich gewählt werden.
Eine Dauer von 2 s hat sich empirisch für die meisten Fälle als geeignet erwiesen.
Ein Umschaltbefehl kann aber auch erzeugt werden, wenn der Kopf einfach nur mit
einer gewissen Toleranz stillgehalten wird. Das heißt, alle drei Kopfwinkel befinden sich
in einem bestimmten Wertebereich. Diese Art zur Erzeugung eines Umschaltbefehls
wird im folgenden Head Stable genannt. Sie benötigt keine vorhergehende Kalibrierung
und kann daher zum Aufrufen des nächsten Kalibrierungsschrittes eingesetzt werden.
Das Steuerelement Head Stable allein ist für den Roboter-Modus ungeeignet, da ein
Umschaltbefehl immer erzeugt werden würde, wenn man den Roboter entweder angehalten
hat oder mit konstanter Geschwindigkeit bewegt.
Genau wie bei der Überschreitung eines Schwellwertes, ist das Verweilen in einer
Kopfposition nicht sonderlich robust. Das heißt, es besteht auch hier die Gefahr, dass
Umschaltbefehle unbeabsichtigt erzeugt werden. Daher können die Steuerelemente Dwell
Button und Head Stable auch nur da eingesetzt werden, wo die Betriebssicherheit nicht
durch unbeabsichtigte Umschaltbefehle gefährdet ist.
6.3. Ausführen einer Bewegungssequenz
Um die Robustheit zu erhöhen, können auch mehrere weniger robuste Elemente kombi-
niert werden. Dieses Prinzip setzen gängige Betriebssysteme zum Beispiel in Form von
Bestätigungsfenstern um: Da der Nutzer leicht versehentlich eine Aktion, wie das Löschen
einer Datei, mit einem Klick auslösen kann, erscheint zunächst ein Bestätigungsfenster auf
dem Bildschirm, in dem der Nutzer die Ausführung der Aktion entweder bestätigen oder
ablehnen kann. Für Dwell Buttons kann man dieses Prinzip 1:1 übertragen. Jedoch sollte
man darauf achten, dass die sensitiven Bereiche der Buttons des Bestätigungsfensters
sich nicht mit denen des zuvor ausgewählten Buttons decken. Die Verweildauer eines
einzelnen Buttons kann so erheblich verkürzt werden.
Im Rahmen dieser Arbeit wurde unter anderem die folgende Kombination getestet:
Im Roboter-Modus wurde die Totzone für den Pitch- und Yaw-Winkel in Form eines
Quadrates visualisiert. In einer Ecke dieser Totzone befand sich ein Button. Innerhalb
des Buttons musste ein Schwellwert in Roll-Richtung überschritten werden, um die
Robotersteuerung zu deaktivieren. Daraufhin konnte der Nutzer entweder einen Dwell
Button außerhalb der Totzone aktivieren und so in den Cursor-Modus wechseln, oder
erneut den Roll-Schwellwert innerhalb des Buttons in der Totzone überschreiten, um
die Robotersteuerung wieder zu aktivieren. Diese Umschaltsequenz hat sich als überaus
robust erwiesen, wurde jedoch verworfen, weil sie nicht effizient genug erschien.
Generell werden Umschaltsequenzen umso robuster, je mehr Elemente sie enthalten.
Der gesamte Umschaltvorgang wird allerdings auch umso langsamer und anstrengender.
Die Schwierigkeit besteht also auch hier darin, einen Kompromiss zu finden, der sich
einer hohen Benutzerakzeptanz erfreut ohne die Betriebssicherheit zu gefährden.
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(a) (b)
Abbildung 6.1.: Slide Button und notwendige Schritte zur Aktivierung (S4): Zunächst
muss der Mauscursor auf den Slide Button bewegt werden und dort verweilen (S1),
danach muss der Button entlang eines Balkens nach rechts (S2) und anschließend
zurück nach links (S3) geschoben werden. Jede Pfadabweichung führt zum Abbruch
der Aktion.
6.4. Ausführen einer klar definierten Bewegung
Bei einer Bewegungssequenz werden unterschiedliche Bewegungen nacheinander ausge-
führt. Es ist dabei nachrangig, was der Benutzer dazwischen für Bewegungen ausführt
und in welcher Zeit. Bei der klar definierten Bewegung hingegen wird der Bewegungspfad
und mitunter die Bewegungsgeschwindigkeit vorgegeben. Der Nutzer muss die Bewegung
genau nach Definition ausführen, um einen Umschaltbefehl auszulösen. Bei gleicher
Anzahl von Teilbewegungen ist die klar definierte Bewegung durch diese zusätzlichen Re-
striktionen robuster als die Bewegungssequenz. Im Folgenden werden zwei klar definierte
Bewegungen vorgestellt, die als Umschaltbefehl benutzt werden können.
6.4.1. Slide Button
Im Cursor-Modus wird standardmäßig die Positionskontrolle verwendet. Das heißt, jede
Kopfbewegung wird unmittelbar in ein Steuersignal umgesetzt. Daraus ergeben sich
besondere Anforderungen an einen Steuerbefehl, der sich widerspruchsfrei in das Steue-
rungskonzept integrieren lässt und als Klick benutzt werden kann. Neben dem Dwell
Button und einer Sequenz von Dwell Buttons kommen alternativ auch Slide Buttons in
Frage. Diese kommen bereits in grafischen Benutzeroberflächen für Touchscreens, wie zum
Beispiel für Smartphones, zum Einsatz und werden von den Benutzern gut angenommen,
da sie nicht nur schnell sind, sondern auch eine hohe Sicherheit gewährleisten.
In Abbildung 6.1a ist ein Slide Button dargestellt, der im Rahmen dieser Arbeit
implementiert und getestet wurde. In Abbildung 6.1b ist der Slide Button in Automaten-
darstellung zu sehen. Zunächst befindet sich der Button in Zustand S0 (Neutral). Um
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in den Zustand S1 zu wechseln, muss der Mauscursor über den Button bewegt werden
(T01). Wenn der Cursor für die gesamte Verweildauer innerhalb des Buttons bleibt (T12),
wechselt der Button in Zustand S2. Wird der Button vorher verlassen (T10), geht der er
wieder in Zustand S0 über. Um von S2 in S3 zu wechseln, muss der Button bis zum Ende
des Balkens nach rechts geschoben werden (T23). Wird der Button nach oben, unten
oder links verlassen (T20), erfolgt der Übergang in S0. Befindet sich der Button in S3,
muss er zurück nach links in die Ausgangsposition geschoben werden (T34), damit der
Button erfolgreich aktiviert wird (S4). Nach erfolgreicher Aktivierung (T40) oder bei
Verlassen des Buttons während des Zustandes S3 nach oben, unten oder rechts (T30),
geht der Button in den Neutralzustand S0 über. Die Ausführungsgeschwindigkeit ist für
die erfolgreiche Aktivierung des Buttons irrelevant.
6.4.2. Gestenerkennung
Der zuvor beschriebene Slide Button eignet sich gut für die Positionskontrolle. Man kann
jedoch auch für den Roboter-Modus eine Bewegung (Geste) so definieren, dass sie als
Umschaltbefehl genutzt werden kann. Die besondere Herausforderung im Roboter-Modus
besteht darin, Steuersignale zuverlässig von Umschaltbefehlen zu unterscheiden, damit es
nicht zu ungewollten Roboterbewegungen kommt. Im Folgenden wird analysiert, wie eine
Geste zum Umschalten interferenzfrei in den Roboter-Modus integriert werden kann.
Ein Wechsel zwischen den Gruppen soll nur dann möglich sein, wenn der Roboter
zunächst ordnungsgemäß angehalten wurde. Das heißt, dass der Kopf sich vor Erzeugung
eines Umschaltbefehls in der Totzone befindet. Damit ein Umschaltbefehl nicht zu einer
Roboterbewegung führt, muss er entweder innerhalb der Totzone stattfinden oder sich
bereits in der Totzone eindeutig von einem Steuersignal unterscheiden. Steuersignale
haben die Eigenschaft, dass sie verhältnismäßig langsam sind und nur zu geringen linearen
Beschleunigungen führen. Bei Überschreitung eines Beschleunigungs-Schwellwertes geht
das System automatisch aus Sicherheitsgründen in den Leerlauf. Somit kann über eine
Überschreitung des Beschleunigungs-Schwellwertes prinzipiell ein Umschaltbefehl einge-
leitet werden. Wird der Schwellwert erst außerhalb der Totzone überschritten, hat jedoch
bereits eine Roboterbewegung stattgefunden. Dieses Verhalten ist für Umschaltbefehle
unerwünscht. Für einen Umschaltbefehl muss der Schwellwert also bereits innerhalb der
Totzone überschritten werden.
Nach der Schwellwertüberschreitung wird ein Algorithmus zur Gestenerkennung gest-
artet, um zu überprüfen, ob die tatsächlich ausgeführte Bewegung der zuvor definierten
Geste entspricht. Wenn das der Fall ist, wechselt das System in den Cursor-Modus,
ansonsten zurück in den Leerlauf.
6.5. Analytische Gestenerkennung
Im Folgenden wird ein Algorithmus zur Gestenerkennung vorgestellt. Die Gestenerkennung
gehört in das Feld der menschlichen Bewegungserkennung (Human Activity Recognition,
HAR). Bis jetzt beschränkt sich die Forschung in diesem Bereich im Wesentlichen auf
Bilderkennungsalgorithmen für kamerabasierte Systeme [2]. Ein wesentlicher Nachteil von
69
6. Steuerelemente zum Umschalten
diesen Systemen ist, dass sie mindestens eine Kamera benötigen, die sich nicht bewegt, auf
den Nutzer zeigt und weit genug von ihm weg ist, um seine Bewegungen aufzuzeichnen.
Diese Bedingungen sind normalerweise nur unter Laborbedingungen erfüllt. Weiterhin
fühlen viele Menschen sich bei dem Gedanken, von einer Kamera gefilmt zu werden,
unwohl, was sich negativ auf die Benutzerakzeptanz von kamerabasierten Systemen
auswirkt.
Bewegungssensoren hingegen sind geschlossene Systeme. Das heißt, die Umgebung
muss für sie nicht angepasst werden, damit sie Bewegungen für die Gestenerkennung
aufzeichnen können. Aus diesem Grund haben am Körper getragene Bewegungssensoren
in den letzten Jahren im Bereich der HAR-Forschung zunehmend an Interesse gewonnen.
Eine umfassende Einführung in diese Thematik wird von Bulling et al [15] gegeben.
6.5.1. Algorithmus
Standard Signalverarbeitungskette
Ein Standard-Framework für eine Signalverarbeitungskette zur Aktivitätserkennung
(Activity Recognition Chain, ARC) umfasst die folgenden Elemente:
1. Vorverarbeitung (optional): Anwendung von Filtern zur Entfernung von Artefakten
aus den Roh-Sensordaten.
2. Fensterung: Unterteilung eines kontinuierlichen Datenstromes in Segmente, die
Daten für die weitere Analyse beinhalten.
3. Merkmalsberechnung: Reduzierung des Roh-Signals auf Merkmale, durch die sich
die zu klassifizierenden Gruppen unterscheiden.
4. Dimensionreduktion (optional): Auswahl besonders charakterischer Merkmale oder
Projektion aller Merkmale auf einen niederdimensionalen Unterraum.
5. Klassifikation: Zuweisung jedes Datensegments auf Basis seiner Merkmale zu einer
Gruppe durch einen Klassifikator.
Es werden im Wesentlichen zwei Ansätze zur Behandlung von Mustererkennungs-
problemen unterschieden: Statistische [8, 4] und analytische Ansätze [105]. Wenn der
Zusammenhang zwischen den Eingangsdaten und der Zielgröße unbekannt oder zu kom-
plex für eine Implementierung ist, ist der statistische Ansatz eine gute Wahl. Ein geeignetes
Anwendungsbeispiel ist die Handschrifterkennung mit tragbaren Bewegungssensoren [5].
In diesem Fall entsprechen die Eingangsdaten den Sensordaten, während die Zielgröße
die durchgeführte Geste ist. Statistische Signalverarbeitungsketten lösen dieses Problem
auf Basis von statistischen Signaleigenschaften, wie zum Beispiel Mittelwert und Varianz,
und statistischen Modellen. Gebräuchliche statistische Modelle sind k-Nearest-Neighbor,
Support-Vektor-Maschinen, künstliche neuronale Netze und Hidden Markov Modelle [22].
Ein wesentlicher Vorteil von Signalverarbeitungsketten, die den statistischen Ansatz
verwenden, ist, dass sie auf jedes Mustererkennungsproblem angewendet werden können.
Weiterhin sind Implementierungen dieser Modelle oft bereits in integrierten Entwick-
lungsumgebungen, wie zum Beispiel Matlab [56], enthalten oder können im Internet
kostenlos heruntergeladen werden.
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Abbildung 6.2.: Definition der vier Kopfgesten, die vom Algorithmus erkannt werden
sollen, und der zeitliche Verlauf des zugehörigen dominanten Freiheitsgrades jeder
Geste. Parameter: dmax = Amplitude, w = Pulsweite, tc = Position des Scheitelpunkts
Im Gensatz dazu beziehen analytische Ansätze das Vorwissen über die zugrundeliegen-
den Zusammenhänge zwischen Eingangsdaten und Zielgröße mit ein. Auf diese Weise
entstehen speziell an das Problem angepasste Modelle. Dadurch sind die Systemanalyse
und die Implementierung zeitaufwändiger und meist komplexer. Aus diesem Grund wird
der analytische Ansatz oft gar nicht in Betracht gezogen, obwohl analytische Modelle im
Allgemeinen robuster gegen Signalveränderungen sind als statistische [104].
Im Rahmen dieser Arbeit wird ein neues, analytisch entwickeltes Modell vorgestellt,
mit dem Kopfgesten auf Basis von AHRS-Daten zuverlässig erkannt werden können.
Der Algorithmus lässt sich widerspruchsfrei in den Roboter-Modus des bestehenden
Kontrollkonzeptes integrieren und ist an die Randbedingungen des Systems angepasst.
Das heißt, die vorgestellte Methode berücksichtigt kinematisches Vorwissen über das
System, wie zum Beispiel Sensorplatzierung und ideale Form der zu klassifizierenden
Gesten. Weiterhin erfüllt der Algorithmus die notwendigen Rechenanforderungen für die
Echtzeit-Gestenerkennung.
Auswahl der Kopfgesten und Merkmale
In Abschnitt 2.1 wurde untersucht, an welcher Stelle des Kopfes der Sensor angebracht
werden sollte. Aus den Überlegungen resultierte die in Abbildung 2.3 dargestellte Sen-
sorpositionierung, bei der die Winkeländerungen des Sensors mit denen des Kopfes
übereinstimmen. Ein weiteres Merkmal dieser Sensorpositionierung ist, dass alle Kopfbe-
wegungen, abgesehen von reinen Drehungen um die Yaw-Achse, zusätzlich zu einer linearen
Sensorbewegung führen, da der Sensor nicht um sein eigenes Zentrum gedreht wird. Diese
linearen Sensorbewegungen liefern wichtige Informationen für die Kopfgestenerkennung.
Bei der gewählten Sensorpositionierung führen der Beginn einer Kopfbewegung in Pitch-
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oder Roll-Richtung zu einer messbaren linearen Beschleunigung des Sensors. Weiterhin
werden bei einer reinen Bewegung in einer dieser Richtungen die jeweils anderen Freiheits-
grade, die im Folgenden nicht-dominante Freiheitsgrade genannt werden, nur zu einem
geringen Anteil aktiviert. Dieser geringe Anteil resultiert zum Beispiel aus unpräziser
Sensorpositionierung oder natürlicher Bewegungskopplungen2. Unter Berücksichtigung
dieser Tatsachen werden vier Kopfgesten (Abbildung 6.2) definiert, die sehr einfach
voneinander unterschieden werden können:
Nicken nach unten: Bewegung entlang des Pitch-Freiheitsgrades, vom Zentrum in nega-
tive Richtung startend und zurück.
Nicken nach oben: Bewegung entlang des Pitch-Freiheitsgrades, vom Zentrum in positi-
ve Richtung startend und zurück.
Neigen nach links: Bewegung entlang des Roll-Freiheitsgrades, vom Zentrum in negative
Richtung startend und zurück.
Neigen nach rechts: Bewegung entlang des Roll-Freiheitsgrades, vom Zentrum in posi-
tive Richtung startend und zurück.
Wenn man die Kopfauslenkung d dieser Bewegungen über die Zeit t aufträgt, ergibt
sich für den dominanten Freiheitsgrad der jeweiligen Geste eine Kurvenform, die gut
durch eine Gauß-Funktion beschrieben werden kann:
d = dmax · e
−( t−tcw )
2
(6.1)
Die maximale Kopfauslenkung wird durch die Amplitude dmax gekennzeichnet, die Posi-
tion des Scheitelpunktes mit tc, und w bezeichnet die Pulsweite. Die Pulsweite kann durch
die Ausführungszeit der Geste beeinflusst werden: Sie wird bei langsamerer Bewegung
größer und dementsprechend bei schnellerer Bewegung kleiner. Die Parameter sind sowohl
von der Geste als auch vom individuellen Nutzer abhängig. Amplitude und Pulsweite
sind bei der Beschreibung der Geste von zentraler Bedeutung, wohingegen die Position
des Scheitelpunktes eine untergeordnete Rolle in Zeitreihendaten spielt. Wenn eine Geste
definitionsgemäß ausgeführt wird, kann eine Gauß-Funktion mit hoher Anpassungsgüte
an die Daten angepasst werden. Das heißt, dass der zugehörige Determinationskoeffizient
(R2-Wert) hoch ist.
Insgesamt führen die Überlegungen dieses Abschnitts somit zu fünf wichtigen Merkma-
len zur Beschreibung einer Geste:
• Amplitude dmax des dominanten Freiheitsgrades
• Pulsweite w des dominanten Freiheitsgrades
• R2-Wert der Kurvenanpassung
• Relative Kopplung Δ1 des ersten nicht-dominanten Freiheitsgrades
• Relative Kopplung Δ2 des zweiten nicht-dominanten Freiheitsgrades
2Die natürlichen Bewegungskopplungen wurden im Rahmen von Masterarbeiten von Zhang [103] und
Anagreh [6] untersucht.
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Die relative Kopplung ist definiert als der Betrag der maximalen Auslenkung des
nicht-dominanten Freiheitsgrades, normalisiert mit der Amplitude dmax des dominanten
Freiheitsgrades.
Um zu ermitteln, in welchem Bereich sich die Werte dieser Merkmale normalerweise
bewegen, wurden wie in Abschnitt 6.5.2 beschrieben Testdaten aufgenommen. Diese Daten
können zwar als Trainingsdaten eines überwachten Lernalgorithmus interpretiert werden,
allerdings ist zu beachten, dass das hier vorgestellte analytische Modell so gestaltet wurde,
dass ein erneutes Training nicht notwendig ist. Statistische Modelle hingegen müssen
üblicherweise aufgrund von Signalveränderungen nach einiger Zeit wieder neu trainiert
werden.
Fensterung
Um eine Geste anhand der ausgewählten Merkmale in einem Datenstrom zu erkennen,
müssen einzelne Segmente, sogenannte Fenster, dieses Datenstroms analysiert werden.
Eine gebräuchliche Methode besteht darin, den Datenstrom in sich überlappende oder
aneinander angrenzende Segmente zu zerlegen und jedes Segment zu analysieren, unab-
hängig davon, ob innerhalb des Segments eine Geste ausgeführt wurde oder nicht. Dabei
wird normalerweise vorher eine feste Segmentlänge, sowie unter Umständen die Segment-
überlappung definiert. Die Einstellung dieser Parameter sollte so vorgenommen werden,
dass sich innerhalb eines Segmentes möglichst die komplette Geste, aber keine anderen
Daten, befinden. Dies gestaltet sich insbesondere dann als besonders schwierig, wenn
mehrere Bewegungen klassifiziert werden sollen, die sich in ihrer Dauer unterscheiden.
In dem hier vorgestellten Algorithmus wurde daher eine andere Art der Fensterung
verwendet, bei der einerseits die Länge der Segmente dynamisch an die stattfindende
Bewegung angepasst wird, und andererseits nur diejenigen Segmente analysiert werden,
die potentiell eine Geste enthalten. Auf diese Weise soll nicht nur der Algorithmus
effizienter, sondern auch die Gestenerkennung zuverlässiger gemacht werden.
Die erste Überlegung zur Realisierung dieser dynamischen Fensterung ist, dass eine
Geste nur dann stattfinden kann, wenn überhaupt eine Bewegung stattfindet. D.h., es
muss Aktivität vorhanden sein. Es wird angenommen, dass jede Aktivität mit einer linea-
ren Beschleunigung des Sensors beginnt. Die Fensterung beginnt also, wenn der Betrag
dieser linearen Beschleunigung einen zuvor definierten Schwellwert, εa = 0,5mm s−2,
überschreitet. Für jedes Sample mit Index i wird eine Entscheidung getroffen, ob Aktivi-
tät vorhanden ist (ab (t = i) = 1) oder nicht (ab (t = i) = 0). Um daraus resultierende
unerwünschte Spikes zu entfernen, wird dieses binäre Signal anschließend tiefpassgefiltert.
Wegen ihrer geringen Latenz in Echtzeit-Anwendungen, wurden als Tiefpassfilter der
einfache gleitende Mittelwert (Simple Moving Average, SMA), der linear gewichtete
gleitende Mittelwert (Linear Weighted Moving Average, LWMA) sowie der quadratisch
gewichtete gleitende Mittelwert (Quadratic Weighted Moving Average, QWMA) unter-
sucht. Es stellte sich heraus, dass die Spikes am besten mit dem SMA-Filter entfernt
werden konnten, jedoch führte dieser auch zu der höchsten Latenz. Der QWMA-Filter
hingegen hatte die geringste Verzögerung, glättete das Signal aber auch am schlechtesten.
Dennoch wurde dieser Filter schließlich als bester Kompromiss ausgewählt, weil der
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Abbildung 6.3.: Fensterung für die Gestenerkennung. Auf Basis der linearen Beschleuni-
gung wird ein Fenster erzeugt, das möglichst nur die komplette Geste enthält.
Informationsgehalt in den resultierenden Fenstern bei diesem Filter am höchsten war.
In Abbildung 6.3 ist eine Geste mit der zugehörigen linearen Beschleunigung und dem
resultierenden Fenster dargestellt. Mathematisch kann ein QWMA-Filter der Ordnung n
folgendermaßen beschrieben werden:
aQWMA(t) =
∑n
i=1 i
2 · ab (t − n + i)∑n
j=1 j
2
(6.2)
Für das in Abschnitt 6.5.2 beschriebene Experiment wurde die Ordnung n = 20
ausgewählt. Dieser Wert wurde zuvor empirisch ermittelt. Zusammenfassend startet
die Fensterung also, wenn das geglättete Aktivitätssignal aQWMA(t) einen bestimmten
Schwellwert, εw = 0.4, überschreitet, und sie endet, wenn die Aktivität unter diesen Wert
fällt.
Entscheidungsbaum
Als nächster Schritt der Gestenerkennung muss für jedes Fenster überprüft werden, ob
es sich bei den Bewegungsdaten in ihm um eine Geste handelt oder nicht. Aus diesem
Grund wird zunächst überprüft, ob die Länge des Fensters erwarten lässt, dass es sich
um eine Geste handelt. Falls das der Fall ist, wird als nächstes untersucht, ob die
Beschleunigung am Anfang der Bewegung hauptsächlich entlang einer der Hauptachsen
des Sensorkoordinatensystems stattgefunden hat. Wenn ja, wird die dominante Richtung
identifiziert. Eine Richtung wird als dominant bewertet, wenn die relative Amplitude der
linearen Beschleunigung arel,j normalisiert mit der Softmax-Funktion einen Schwellwert
von εs = 90% überschreitet. Die Softmax-Funktion für einen Freiheitsgrad j ∈ {x, y, z}
ist gegeben durch:
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Abbildung 6.4.: Um herauszufinden, welcher Freiheitsgrad dominiert, wird zunächst der
Anteil der linearen Beschleunigungen ax(t), ay(t) und az(t) an der Gesamtbeschleu-
nigung ausgerechnet (arel,x(t), arel,y(t), arel,z(t)). Mit der Softmax-Funktion wird das
Ergebnis anschließend verstärkt (px(t), py(t), pz(t)). Die Pfeile zeigen den Beginn des
Fensters.
pj(t) =
eλ·arel,j(t)∑
k e
λ·arel,k(t)
mit arel,j(t) = 100 ·
|aj(t)|∑
k
|ak(t)|
und k = x, y, z (6.3)
λ = 0, 25 ist hierbei der Skalierungsfaktor. Abbildung 6.4 zeigt, wie die Beschleu-
nigungsdaten nach Anwendung der Softmax-Funktion aussehen. Basierend auf dem
Ergebnis dieser Funktion wird eine Vor-Klassifikation vorgenommen. Diese kann bereits
stattfinden, bevor die Bewegung abgeschlossen und das komplette Fenster aufgenommen
wurde. An dieser Stelle sind die vier Gesten, die später als Umschaltbefehle verwendet
werden können, bereits klar voneinander getrennt. Dieser Umstand basiert darauf, dass
die Richtung der Anfangsbeschleunigung für jede Geste spezifisch ist.
Die größte Herausforderung besteht jedoch darin, die Gesten eindeutig von allen
anderen Bewegungen zu unterscheiden, wie zum Beispiel unbeabsichtigten Kopfbewegun-
gen oder denen zur Steuerung des Roboterarmes. Aus diesem Grund wird im nächsten
Schritt getestet, ob die Daten in dem aufgezeichneten Fenster der Definition einer Geste
entsprechen. Durch die Vor-Klassifikation sind der dominante Freiheitsgrad sowie die
Bewegungsrichtung bereits bekannt. Es müssen also nur die Merkmale für die relevante
Bewegung berechnet werden. Somit wird durch die Vor-Klassifikation bereits der Merk-
malsraum stark reduziert, sodass eine zusätzliche Dimensionsreduktion, wie man sie von
Standard-Mustererkennungs-Algorithmen kennt, nicht mehr notwendig ist.
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Im nächsten Schritt wird an die Auslenkungswinkel des Kopfes des dominanten Frei-
heitsgrades eine Gauß-Funktion angepasst. Dabei erhält man die Parameter für die
Amplitude dmax und die Pulsweite w. Für die Anpassung wird der Levenberg-Marquardt
Algorithmus verwendet. Als Startpunkt der Optimierung dienen die empirisch ermittelten
zu erwartenden Parameterwerte. Falls in einem Segment also eine Geste vorkommt, dann
liegt der Startpunkt bereits nahe am Optimum, sodass die Berechnung beschleunigt und
das Risiko, in ein lokales Minimum zu laufen, minimiert wird.
Nach einer erfolgreichen Anpassung wird der R2-Wert sowie die relativen Kopplungen
der beiden nicht-dominanten Freiheitsgrade berechnet. Wenn die Amplitude dmax größer
ist als der vordefinierte Schwellwert εdmax , die Pulsweite w kleiner als εp, der R
2-Wert
größer als εR und die relativen Kopplungen der nicht-dominanten Freiheitsgrade Δ1,2
kleiner als die Schwellwerte εΔ1,2 , dann wird die Geste als solche klassifiziert. Das bedeutet,
dass einfache Schwellwerte verwendet werden, um die tatsächlichen Gesten von allen
anderen Bewegungen zu trennen. Die Werte der Schwellwerte für die Klassifikation
(Tabelle 6.2) wurden, wie in Abschnitt 6.5.2 beschrieben, empirisch ermittelt.
6.5.2. Evaluation
In dem folgenden Versuch wird das vorgestellte analytische Modell im Hinblick auf
generelle Funktionalität und Robustheit untersucht [71]. Weiterhin werden auf Basis der
Messdaten Standardwerte für die Schwellwerte vorgeschlagen.
Probanden
An dem Versuch nahmen 10 Personen ohne Behinderung teil. Drei von ihnen waren
weiblich, die übrigen sieben männlich. Die Probanden deckten einen Altersbereich von
27 Jahren bis 48 Jahren ab. Alle Probanden wurden aus dem Kreis der Universität
Bremen rekrutiert. Keine der Personen besaß bekannte Bewegungseinschränkungen der
Halswirbelsäule.
Für den Versuch wurden Menschen ohne Behinderung ausgewählt, da die Verfügbar-
keit von Tetraplegikern aufgrund der niedrigen Prevalenz gering ist. Weiterhin werden
Menschen ohne Behinderung für den Machbarkeitsnachweis in diesem frühen Entwick-
lungsstadium als ausreichend betrachtet.
Versuchsaufbau und -ablauf
Die Probanden führten das Experiment auf einem nicht-drehbaren Stuhl sitzend durch.
Die Kopfbewegungen der Probanden wurden mit einem FSM-9 Sensormodul erfasst. Der
Sensor wurde wie in Abbildung 2.4a angebracht. Die Abtastrate für die Sensordaten und
die fusionierten Daten betrug 125Hz.
Um die Modellparameter einzustellen, wiederholte jeder der Probanden jede Geste
fünf Mal, woraus sich insgesamt 20 Trials ergaben. Die Probanden wurden aufgefordert,
die Bewegungen „schnell“ auszuführen. Nähere Beschreibungen wurden nicht gegeben.
Mit den resultierenden Daten wurden die Parameter sowohl individuell als auch global
eingestellt. Bei der individuellen Einstellung wurden nur die Trainingsdaten des jeweiligen
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Nr. Störbewegung Richtung Trials
1 Kopf langsam in eine der Richtungen und zurück bewegen (+ϕ, 0, 0)ho T,
(−ϕ, 0, 0)ho T,
(0,+ϑ, 0)ho T,
(0,−ϑ, 0)ho T
4
2 Kopf schnell in eine der Richtungen bewegen und langsam
zurück
(+ϕ, 0, 0)ho T,
(−ϕ, 0, 0)ho T,
(0,+ϑ, 0)ho T,
(0,−ϑ, 0)ho T
4
3 Kopf langsam in eine der Richtungen bewegen und schnell
zurück
(+ϕ, 0, 0)ho T,
(−ϕ, 0, 0)ho T,
(0,+ϑ, 0)ho T,
(0,−ϑ, 0)ho T
4
4 Kopf schnell in eine der Richtungen bewegen, dann in
entgegengesetzte Richtung und dann zurück in die Aus-
gangsposition
(+ϕ, 0, 0)ho T,
(−ϕ, 0, 0)ho T,
(0,+ϑ, 0)ho T,
(0,−ϑ, 0)ho T
4
5 Kopf schnell in eine der diagonalen Richtungen und zurück
bewegen
(+ϕ,+ϑ,+ψ)ho T
(−ϕ,+ϑ, −ψ)ho T
(−ϕ,−ϑ, −ψ)ho T
(+ϕ,−ϑ,+ψ)ho T
4
6 Kopf schnell in eine der Richtungen und zurück bewegen (0, 0,+ψ)ho T
(0, 0,−ψ)ho T
2
7 Kopf nicht bewegen (0, 0, 0)ho T 3
Tabelle 6.1.: Störbewegungen, die potentiell zu Fehlklassifikationen führen.
Probanden berücksichtigt, wobei für die globale Einstellung der Parameter die Daten
von allen Probanden verwendet wurden. Die Schwellwerte wurden so gesetzt, dass bis auf
Ausreißer alle Werte eines Merkmals enthalten waren. Ausreißer wurden durch optische
Inspektion detektiert. Die manuelle Inspektion wurde verwendet, weil das menschliche
Gehirn bei einer kleinen Datenbasis ein äußerst zuverlässiger Klassifikator ist. Weiterhin
wäre der Aufwand einer zuverlässigen automatisierten Ausreißerdetektion zu hoch gewesen
in Anbetracht der Tatsache, dass die Parameter einmalig eingestellt werden mussten. Zur
Ermittlung der individuellen und globalen Schwellwerte wurden für die Kurvenanpassung
jeweils die Mittelwerte von dmax und w jeder Geste als Startpunkt verwendet.
Für die Testdaten wiederholten die Probanden erneut jede Geste fünf Mal. Sie wurden
aufgefordert, die Gesten genauso auszuführen wie bei der Aufnahme der Trainingsdaten.
Weiterhin sollten sie die 25 vordefinierten Störbewegungen aus Tabelle 6.1 ausführen.
Diese Störungbewegungen führen bei statistischen Modellen leicht zu Fehlklassifikationen,
weil sie den Gesten sehr ähnlich sind, sodass man sie nur schwer von ihnen unterscheiden
kann. Die Testdaten bestanden somit aus insgesamt 45 Bewegungen (20 Gesten und
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Beschreibung Parameter Wert
Minimale Amplitude εdmax 25
◦
Maximale Pulsweite εp 0,28 s
Minimaler R2-Wert εR 85%
Max. rel. Kopplung des 1. nicht-dominanten DOF εΔ1 80%
Max. rel. Kopplung des 2. nicht-dominanten DOF εΔ2 80%
Tabelle 6.2.: Empirisch ermittelte globale Schwellwerte für die Klassifikation der vier
Kopfgesten
Abbildung 6.5.: Klassifikationsraten pro Proband mit individuellen und globalen
Schwellwerten
25 Störungen).
Ergebnisse und Diskussion
Die globalen Schwellwerte sind in Tabelle 6.2 dargestellt. Es stellte sich als schwierig
heraus, geeignete Schwellwerte für die relative Kopplung zu wählen, da die Kopplung
manchmal sehr hoch war, obwohl die Yaw-Achsen von Sensor und Kopf des Probanden
übereinzustimmen schienen, und der Proband seinen Kopf nach optischer Inspektion
während der Bewegung nur in eine Richtung bewegte.
Mit den individuellen Schwellwerten konnte eine Klassifikationsrate von 93,56% ±
4,96% erreicht werden. An diesem Punkt ist zu erwähnen, dass es nicht zu Verwechse-
lungen von Gesten kam. Die Fehlklassifikationen rührten entweder von Gesten, die gar
nicht als solche erkannt wurden (Falsch-Negative), oder von Störbewegungen, die zu viel
Ähnlichkeit mit einer Geste hatten (Falsch-Positive). Dies war für die Störbewegungen 1–3
78
6.5. Analytische Gestenerkennung
der Fall. Die Gesamtfehlklassifikationsrate der Störbewegungen 1 und 3 lag bei jeweils
5%. Störbewegung 2 hingegen wurde in 42,5% der Fälle falsch klassifiziert. Falls diese
Störbewegung sich bei der Echtzeit-Steuerung als relevant herausstellen sollte, sollte die
Schiefe als ein weiteres Merkmal hinzugefügt werden, um diese Art der Fehlklassifikation
zu verhindern. Die Störbewegungen 4–7 wurden überhaupt nicht falsch klassifiziert. In
4% der Fälle wurden die Gesten 1–3 nicht erkannt, obwohl sie ausgeführt worden sind.
Die Nicht-Erkennungsrate von Geste 4 lag bei 8%. Allgemein wurden Gesten dann nicht
erkannt, wenn sie nicht wie definiert ausgeführt wurden. Daher können diese Art von
Fehlklassifikationen verringert werden, wenn man die Klassengrenzen aufweicht. Jedoch
steigt dann automatisch die Anzahl der Falsch-Positiven. Aus diesem Grund werden die
gewählten Schwellwerte als ein angemessener Kompromiss betrachtet. Weiterhin sollte
berücksichtigt werden, dass die Probanden im Laufe der Zeit vermutlich lernen, die
Gesten reproduzierbarer auszuführen. Auf diese Weise verringert sich die Anzahl der
Falsch-Negativen ebenfalls.
Die durchschnittliche Klassifikationsrate mit den globalen Schwellwerten lag bei 87,56%
± 8,90%. In Abbildung 6.5 sind die unterschiedlichen Klassifikationsraten mit den indivi-
duellen und globalen Schwellwerten für jede Testperson einzeln dargestellt. Die globalen
Schwellwerte führten zu geringfügig niedrigeren Klassifikationsraten als die individuellen.
Es ist aber wahrscheinlich, dass ein Nutzer, der nicht an Bewegungseinschränkungen
der Halswirbelsäule leidet, in der Lage ist, seine Bewegungen den Gestendefinitionen
anzupassen.
6.5.3. Fazit
Es konnte gezeigt werden, dass Kopfgesten mit dem vorgestellten analytischen Modell ro-
bust klassifiziert werden können. Diese Gesten sind als Umschaltsignale im Roboter-Modus
des AMiCUS Systems geeignet. Verwechselungen zwischen den Gesten treten nicht auf. So
eine gute Trennbarkeit der Klassen kann mit rein statistischen Signalverarbeitungsketten
und einer vergleichbaren Datenmenge kaum erreicht werden. Diese Hypothese wurde im
Vorfeld mit Standard-Signalverarbeitungsketten verifiziert, die zum Beispiel k-Nearest-
Neighbor oder Support-Vektor-Maschinen benutzten.
Falsch-Positive wurden klassifiziert, wenn eine Störbewegung einer Geste zu ähnlich
war. Diese Art der Fehlklassifikation kann reduziert werden, wenn die Grenzen für die
Gestendefinitionen enger gemacht werden, sodass der Nutzer lernen muss, die Gesten
reproduzierbarer auszuführen. Ein Vorteil hierbei ist, dass die fünf Merkmale physikalisch
interpretierbar sind. Das heißt, die Angabe der Differenz zwischen den jeweiligen Ist- und
Soll-Werten kann dem Nutzer als Feedback dienen, damit dieser seine Bewegungen so
anpassen kann, dass sie optimal klassifiziert werden. Den Vorteil, diese Art von Feedback
bereitstellen zu können, haben statistische Mustererkennungsalgorithmen üblicherweise
nicht. Bei diesen ist der Zusammenhang zwischen den Eingangssignalen und dem Klassi-
fikationsergebnis normalerweise deutlich schwieriger zu interpretieren. Dementsprechend
kann der Nutzer sein Verhalten kaum so anpassen, dass die Klassifikationsrate erhöht
wird. Dies gilt für an den Benutzer angepasste und für benutzerunabhängige statistische
Signalverarbeitungsketten gleichermaßen.
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Im Gegensatz dazu führen Lernprozesse der Nutzer bei dem vorgestellten analytischen
Modell mit hoher Wahrscheinlichkeit zu einer niedrigeren Variabilität zwischen den
einzelnen Nutzern. Somit ist es wahrscheinlich, dass globale Schwellwerte auf längere
Sicht nicht mehr zu einer signifikant niedrigeren Klassifikationsrate führen als individuelle.
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Mit den Erkenntnissen aus Kapitel 2 wurde das AMiCUS Testprogramm zur ersten
Version des Demonstrators, AMiCUS α v1, weiter entwickelt. Bei dem Demonstrator
wird statt eines 3D-Objektes ein real vorhandener Roboterarm mit Greifer gesteuert.
Weiterhin werden als Umschaltbefehle statt Mausklicks Slide Buttons im Cursor-Modus
und Kopfgesten im Roboter-Modus verwendet. Auf diese Weise kann die komplette
Robotersteuerung nun allein mit Kopfbewegungen durchgeführt werden.
7.1. AMiCUS α v1.0
7.1.1. Hardware
Zur Erfassung der Kopfbewegungen des Nutzers wurde ein Hillcrest FSM-9 Sensormodul
verwendet, das wie in Abschnitt 2.2 beschrieben angebracht wurde. Die Sensordaten
wurden per USB-Kabel an einen Desktop Computer mit Ubuntu Linux Betriebssystem
übertragen. Die Verarbeitung der Sensordaten erfolgte in C++ unter Verwendung des
Qt 5 Frameworks [84]. Die grafische Benutzeroberfläche wurde mit QML erstellt und auf
einem 27 ” Flachbildschirm mit Full HD-Auflösung angezeigt.
Bei dem zu steuernden Roboterarm handelte es sich um einen Universal Robots
UR5 mit 6 Freiheitsgraden (Kapitel 1.5). Als Endeffektor wurde ein adaptiver 2-Finger-
Robotergreifer 85 von Robotiq verwendet (Anhang B.3). Roboter und Greifer wurden
über die C++-Implementierung von ROS, roscpp, angesprochen. An dem Greifer wurde
eine Logitech HD Webcam C270 (Anhang B.4) befestigt und per USB an dem Computer
angeschlossen. Das Bild dieser Greiferkamera wurde auf der grafischen Benutzeroberfläche
angezeigt. In Abbildung 7.1 ist die Hardware mit ihrer Software-Integration und dem
grundlegenden Signalfluss schematisch dargestellt.
7.1.2. Roboter-Schnittstelle über ROS
Die Schnittstelle zwischen der übrigen Programmsoftware und dem Roboterarm wurde
im Rahmen einer Masterarbeit mit dem Framework ROS (Robot Operating System)
hergestellt [31]. Es wurde dafür das zur Verfügung stehende ROS Paket für den UR5
Roboterarm verwendet [69]. Die Schnittstelle wurde als C++-Klasse implementiert. Als
Eingabe erwartet die Klasse die Änderungswerte der Pose. Innerhalb der Klasse werden
die Änderungswerte zu den vorherigen Werten addiert, um so die neue Pose zu erhalten.
Daraufhin liefert die inverse Kinematik die Gelenkwinkel zum Erreichen der neuen Pose.
Diese Gelenkwinkel werden zunächst validiert und bei erfolgreicher Validierung zur
Umsetzung an den Roboter gesendet. Die Gelenkwinkel werden mit einer Frequenz von
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Abdruck der Produktbilder mit freundlicher Genehmigung von
c© Hillcrest Laboratories, Inc. 2017 (FSM-9), c© Dell 2017 (OptiPlex 9020 Micro Desktop),
c© Logitech 2017 (HD Webcam C270), c© Universal Robots A/S 2017 (UR5),
c© Robotiq 2017 (2-Finger 85) und c© Fujitsu 2017 (P27T).
Abbildung 7.1.: Schematische Darstellung der AMiCUS Hardware und ihrer Software-
Integration
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Abbildung 7.3.: Grundsätzliche Kontrollstruktur der AMiCUS α v1.x Version. Der Wech-
sel in den Roboter-Modus erfolgt über Slide Buttons. Zurück in den Cursor-Modus
gelangt man mit einer Kopfgeste. Durch Aktivierung eines Dwell Buttons gelangt man
in den Standby-Modus, den man mit einer Kopfgeste wieder verlassen kann.
7.1.4. Kontrollstruktur
In dem AMiCUS Testprogramm wurden zum Umschalten zwischen den Modi konven-
tionelle Mausklicks verwendet (Kapitel 5.1). Diese haben den Nachteil, dass sie von
Tetraplegikern nicht ohne weitere Hilfsmittel ausgeführt werden können. Um auf zusätzli-
che Modalitäten verzichten zu können, wurde dieser gravierende Mangel in AMiCUS α v1.0
behoben: Im Cursor-Modus befindet sich nun für jede Roboter-Gruppe jeweils ein Sli-
de Button. Um eine Gruppe auszuwählen, muss der zugehörige Slide Button mit dem
Mauscursor zunächst nach rechts und dann zurück nach links geschoben werden (Ab-
schnitt 6.4.1). Wurde die Bewegung erfolgreich ausgeführt, wechselt das System in den
Roboter-Modus, sodass die entsprechenden Freiheitsgrade des Roboters mit dem Kopf
gesteuert werden können. Möchte der Nutzer wieder in den Cursor-Modus zurückkehren,
um zum Beispiel eine andere Gruppe auszuwählen, muss er eine bestimmte Geste mit dem
Kopf ausführen, die wie in Kapitel 6.4.2 beschrieben in das AMiCUS System integriert
wurde.
Wenn der Nutzer die Steuerung pausieren und zu einem späteren Zeitpunkt fortsetzen
möchte, muss er im Cursor-Modus den entsprechenden Dwell Button (Kapitel 6.2)
aktivieren. Nach erfolgreicher Aktivierung wechselt das System in den Standby-Modus.
Innerhalb des Standby-Modus werden Kopfbewegungen nicht in Steuersignale umgesetzt,
es sei denn, der Nutzer führt die zuvor erwähnte Geste aus. In diesem Fall gelangt er
zurück in den Cursor-Modus.
7.1.5. Gestenerkennung
In Kapitel 6.5 wurde ein Algorithmus zur Detektion von vier unterschiedlichen Kopf-
gesten vorgestellt. Wie aus Abschnitt 7.1.4 hervorgeht, wird für die in AMiCUS α v1
1An dieser Stelle wurde bei ψhr der Index r gewählt, weil es sich hier speziell um die Steuerung des
Roboters handelt. In Kapitel 3 wurde allgemein von einem zu steuernden Objekt ausgegangen. Deshalb
wurde dort der Index o verwendet.
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(a) Cursor-GUI (b) Roboter-GUI
Abbildung 7.4.: Grafische Benutzeroberfläche von AMiCUS α v1.0 im Cursor- (7.4a) und
Roboter-Modus (7.4b). Im Cursor-Modus werden zum Umschalten Dwell Buttons (1–3, 5)
sowie Slide Buttons (6–9) verwendet. Feedback über die Funktion der Dwell Buttons wird
in der Info-Zeile (4) eingeblendet. Im Bereich (10) wird sonstiges Feedback, zum Beispiel
über die erfolgreiche Gestenerkennung, dargestellt. Im Roboter-Modus wird Feedback
über die aktuelle Kopfposition des Nutzers (11), das Bild der Greiferkamera (12) und
die aktuelle Gruppe (12) angezeigt. In der Info-Zeile (13) steht geschrieben, in welchem
Systemzustand sich die Robotersteuerung gerade befindet.
verwendete Kontrollstruktur nur eine Geste benötigt. Es wurde die Geste „Nicken nach
unten“ ausgewählt. Diese wird im Folgenden Kopfgeste genannt. Für die echtzeitfähige
Version der Gestenerkennung wurde der komplette Algorithmus mit allen vier Gesten
implementiert. Dies wurde gemacht, damit die Umprogrammierung von AMiCUS α zu
einer gestenbasierten Steuerung2 möglichst schnell und effizient vollzogen werden konnte.
Diese Umprogrammierung wurde schließlich von Frau Jackowski vorgenommen und in
[38] vorgestellt.
Im Rahmen der Echtzeit-Implementierung stellte sich heraus, dass das Gradienten-
verfahren bei der Anpassung der Gauß-Funktion an die Bewegungsdaten ebenfalls gute
Ergebnisse lieferte. Da dieses Verfahren einfacher ist als der Levenberg–Marquardt Algo-
rithmus, wurde in C++ ausschließlich dieser Optimierungsalgorithmus verwendet. Die
Darstellung des Algorithmus als Programmablaufplan befindet sich in Anhang A.2.
7.1.6. Grafische Benutzeroberfläche und Feedback
Mit Hilfe einer grafischen Benutzeroberfläche kann dem Nutzer akustisches und visuelles
Feedback gegeben werden. In den folgenden Abschnitten wird beschrieben, welches
Feedback dem Nutzer gegeben wird, um die Steuerung möglichst einfach zu machen.
2Das Konzept für eine gestenbasierte Steuerung wurde schon in einem sehr frühen Entwicklungsstadium
dieser Forschungsarbeit als Alternativkonzept bei der Verwendung von Head-Mounted Displays
erarbeitet. Aus diesem Grund wurde der Algorithmus zur Gestenerkennung aus Kapitel 6.5 von
vornherein auf die Erkennung von mehr als einer Geste ausgelegt.
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Abbildung 7.5.: Optisches und akustisches Feedback des Slide Buttons.
Button verweilt hat, wechselt dieser in den nächsten Zustand (S2). Dabei verfärbt der
Button sich, eine graue Schiene rollt aus und es ertönt ein Ton. Nun kann der Button
mit dem Mauszeiger entlang der Schiene nach rechts geschoben werden. Am Ende der
Schiene verfärbt sich der Button erneut und ein weiterer Ton ertönt (S3). Der Button
kann jetzt zurück in die Ausgangsposition geschoben werden. Dort angelangt wird die
mit dem Button verbundene Aktion ausgeführt (S4). Dabei ertönt ein Ton, die graue
Schiene rollt wieder ein und der Button nimmt wieder seine dunkelgraue Färbung an
(S0).
Roboter-Modus
Abbildung 7.4b zeigt die grafische Benutzeroberfläche im Roboter-Modus. Element (11)
gibt Feedback über die aktuelle Kopfposition. Die graue Fläche entspricht 100% des
kalibrierten Bewegungsbereiches in Pitch- und Yaw-Richtung. Das kleine türkisfarbene
Quadrat visualisiert die Totzone. Seine Seitenlänge wird durch die Tangentenschnittpunkte
der Gompertz-Funktion bestimmt (Abbildung 4.1). Die Position des Punktes in dem
Pfeil gibt die aktuelle Kopfposition in Pitch- und Yaw-Richtung an. Die Auslenkung in
Roll-Richtung wird durch die Neigung des Pfeiles visualisiert.
Wenn der Roboterarm bis an die Grenzen seines Bewegungsbereiches bewegt wird,
stoppt er und muss zurück bewegt werden. Am besten funktioniert dies üblicherweise,
indem der Roboter in die Gegenrichtung bewegt wird. Zur Unterstützung werden dem
Nutzer Pfeile in Element (11) angezeigt, die die möglichen Bewegungsrichtungen anzeigen.
Das Kamerabild der Greiferkamera (12) hilft den Nutzer, die Position des Greifers
richtig einzuschätzen und zu erkennen, ob ein Objekt korrekt gegriffen wurde.
Die Info-Zeile (13) zeigt an, in welchem Systemzustand sich der Roboter befindet. D.h.,
ob die Steuerung zum Beispiel gerade aktiv ist, oder aus Sicherheitsgründen abgeschaltet
wurde, sodass der Nutzer zur Reaktivierung zunächst seinen Kopf in die Totzone bewegen
muss.
Das Element (14) zeigt an, in welcher Gruppe sich der Nutzer aktuell befindet und
somit, welche Bewegungsmöglichkeiten zur Verfügung stehen.
Die Überschreitung des Beschleunigungsschwellwertes, ungeachtet ihrer Ursache, geht
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Abdruck mit freundlicher Genehmigung von c© KAI KAPITÄN Facts & Fotos Digital Productions
Abbildung 7.9.: Robotergreifer mit Greiferkamera Logitech Webcam C930e.
kein Bewegungsbereich während der Roboterkalibrierung festgelegt werden. Alle übrigen
Programmteile wurden so umgeschrieben, dass sie den ϕho -Wert, zum Beispiel für das
Event Head Stable, ignorieren. Auf der grafischen Benutzeroberfläche wurde der Button
für die Gruppe Orientierung durch jeweils einen Button für die Gruppen Orientierung 1
und Orientierung 2 ersetzt.
7.2. AMiCUS α v1.1
Die Version AMiCUS α v1.1 wurde für die Untersuchungen in den Kapiteln 8 und 9 ver-
wendet. Die Verbesserungen gegenüber der Version AMiCUS α v1.0 wurden auf Basis von
Voruntersuchungen, u.a. an der Beispiel-Nutzerin (Anhang A.3), sowie unter Einbeziehung
des Feedbacks eines staatlich anerkannten Designers vorgenommen. Aus Zeitgründen
konnten leider nicht alle Verbesserungsvorschläge in die neue Version einfließen. Alle
implementierten Änderungen werden im Folgenden vorgestellt.
7.2.1. Hardware
In der Version v1.1 wurde die Greiferkamera des Typs Logitech HD Webcam C270
durch eine Logitech Webcam C930e ersetzt (Abbildung 7.9). Das Datenblatt für die
Logitech C930e befindet sich in Anhang B.5. Die neue Kamera besitzt eine Auflösung
von 1920x1080 bei 30 fps3 und hat ein 90◦-Sichtfeld. Dies ist eine klare Verbesserung im
Vergleich zu den ursprünglichen 640x480-Videos bei 30 fps mit einem 60◦-Sichtfeld.
3Frames per second
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(a) Steuerung aktiv (b) Steuerung inaktiv
Abbildung 7.10.: Die Grundfarbe der GUI im Roboter-Modus wurde zur Abgrenzung vom
Cursor-Modus auf blau geändert (7.10a). Sobald die Robotersteuerung, zum Beispiel
infolge einer Beschleunigungs-Schwellwertüberschreitung, inaktiv wird, wechselt die
Grundfarbe zu braun (7.10b). In der Info-Zeile am unteren Rand der GUI wird der
Nutzer dann per Text dazu aufgefordert, in die neutrale Position zurückzukehren, um
die Steuerung wieder zu aktivieren.
7.2.2. Grafische Benutzeroberfläche und Feedback
Die auffälligste Neuerung der grafischen Benutzeroberfläche in der Version v1.1 ist die
Einführung von verschiedenen Farbschemen, die die unterschiedlichen Modi bzw. Sys-
temzustände optisch klar voneinander abgrenzen. Der Cursor-Modus wird seitdem durch
Grüntöne charakterisiert und der aktive Roboter-Modus durch Blautöne (Abbildung 7.10a).
Wenn die Robotersteuerung inaktiv ist, zum Beispiel in Folge einer Beschleunigungs-
Schwellwertüberschreitung, ändert sich das Farbschema zu braun (Abbildung 7.10a).
Zusätzlich wurde das Layout der GUI im Roboter-Modus, wie in Abbildung 7.10 zu
sehen, geändert. Die neue, kleinere Darstellung des Gruppenbildes hat die funktionale
Verbesserung zur Folge, dass das Bild der Greiferkamera größer dargestellt werden kann
und somit besser sichtbar ist.
Weitere Änderungen betreffen das Gestenfeedback: Statt der Icons aus Abbildung 7.6c
wird das Feedback zur Bewegungsausführung in Form von prägnanten Handlungsan-
weisungen ausgegeben. Folgende Texte werden abhängig von der Ursache der Nicht-
Erkennung ausgegeben:
(1) Amplitude: „Weiter bewegen!“
(2) Zeit: „Schneller!“
(3) Kopplung Yaw: „Nur in eine Richtung!“
(4) Kopplung Roll: „Nur in eine Richtung!“
(5) Form: „Gleichmäßiger!“
Bei inkorrekter Gestenausführung wird das Gestenfeedback für 7 s eingeblendet, bei
korrekter hingegen nur für 3 s. Zuvor wurde das Gestenfeedback unabhängig vom Aus-
führungserfolg für 10 s angezeigt.
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8. Nutzerstudie Jung und Alt
Zur Evaluation von AMiCUS α v1.1 wurde zunächst eine Nutzerstudie an Probanden ohne
bekannte Bewegungseinschränkungen vorgenommen. Diese führten zwei Steuerungsaufga-
ben durch, die als Grundlage für die anschließende Evaluierung dienten. Untersucht wurde
sowohl die Benutzerfreundlichkeit des Gesamtsystems als auch der Umschaltelemente
Slide Button und Kopfgeste.
8.1. Material und Methoden
8.1.1. Probanden
An den Experimenten nahmen 25 nicht-bewegungseingeschränkte Probanden aus zwei
unterschiedlichen Altersgruppen teil. Die Probanden verfügten über keine bekannten
Bewegungseinschränkungen der Halswirbelsäule und hatten keine Erfahrung mit AMiCUS.
Die erste Altersgruppe (18–39 Jahre, „Junior“) bestand aus 13 Probanden (23, 50±2, 75
Jahre); 6 Probanden waren männlich und 7 weiblich. Die Probanden dieser Altersgruppe
wurden durch einen Aufruf auf der Internetpräsenz der Hochschule akquiriert. Die zweite
Altersgruppe (40–67 Jahre, „Senior“) bestand aus 12 Probanden (51, 92 ± 8, 45 Jahre);
6 Probanden waren männlich und 6 weiblich. Für die Akquise der Probanden dieser
Altersgruppe wurden, neben dem Aufruf auf der Internetseite der Hochschule, in den
lokalen Zeitungen Anzeigen geschaltet.
Die Studie wurde von der Ethikkommission der Universität Bremen genehmigt und
die Probanden gaben vor der Teilnahme ihre informierte Zustimmung.
8.1.2. Versuchsaufbau
Die Probanden wurden vor einen Bürotisch gesetzt, auf dem entsprechend der jeweiligen
Versuchsaufgabe unterschiedliche Podeste und Stoffwürfel arrangiert wurden. Der Roboter
befand sich auf der gegenüberliegenden Seite des Bürotisches, sodass er zum Probanden
gerichtet war. Die grafische Benutzeroberfläche wurde auf einem 27 ” Bildschirm angezeigt,
der an der Wand hinter dem Roboterarm aufgehängt wurde. Der horizontale Abstand
zwischen Bildschirm und Proband betrug etwa 2,4m. Die Bildschirmmitte befand sich in
einer Höhe von etwa 1,8m. Somit war der Bildschirm ausreichend hoch angebracht, um
in den meisten Fällen nicht vom Roboter verdeckt zu werden. In Abhängigkeit von der
Oberkörperlänge der Probanden betrug der Blickwinkel etwa 8,5◦.
Die Abtastraten der Sensoren sowie die Sensordatenfusionsrate wurden auf 125Hz
gesetzt. Die Rate der Signalverarbeitung wurde der Aktualisierungsrate des Bildschirms
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angepasst. D.h., die Daten wurden mit 60Hz verarbeitet. Die Gelenkwinkel des Roboter-
arms wurden mit 25Hz aktualisiert.
Für die Unterschung der Ermüdungserscheinungen der Nackenmuskulatur wurden
6 Paare EMG-Elektroden inklusive ihrer Funksender im Nackenbereich der Probanden
angebracht. Es wurde jeweils ein Elektrodenpaar auf den Muskeln M. Trapezius Pars
Descendens, M. Splenius Capitis und M. Sternocleidomastoideus der rechten und linken
Körperhälfte befestigt.
Die Versuchsteile wurden mit Webcams aus zwei unterschiedlichen Perpektiven auf-
gezeichnet. Weiterhin wurden die Kopfbewegungen der Probanden mit einem Motion
Tracking System erfasst. Dazu wurden 3 reflektierende Marker auf dem Haarreif befestigt
und weitere drei im Schulter und Rückenbereich. Zusätzlich wurden die Sensordaten
sowie für die anschließende Auswertung wichtige Parameter und Signale des AMiCUS
Systems gespeichert.
8.1.3. Versuchsablauf
Der gesamte Versuch bestand aus drei Teilen: Dem freien Ausprobieren, der klar defi-
nierten Greifaufgabe und der freien Greifaufgabe. Im Rahmen des Versuchs wurden zwei
Kontrollstrukturen, AMiCUS α und AMiCUS β, untersucht. Alle Probanden haben den
Versuch mit beiden Kontrollstrukturen in randomisierter Reihenfolge durchgeführt. Der
genaue Versuchsablauf ist in Tabelle 8.1 dargestellt. Diese Arbeit beschränkt sich auf die
Ergebnisse von AMiCUS α. Die Ergebnisse von AMiCUS β werden in [39] vorgestellt.
Freies Ausprobieren
Nach einem kontrollstruktur-bezogenen Einführungsvideo bekamen alle Probanden die
Möglichkeit, das System für 10min auszuprobieren. Sie wurden aufgefordert, mindestens
einmal in jede Gruppe zu wechseln und dort die jeweiligen Bewegungsmöglichkeiten des
Roboters zu testen.
Definierte Greifaufgabe
Nach dem freien Ausprobieren wurde den Probanden ein Video von der definierten
Greifaufgabe gezeigt. Für die Aufgabe wurden fünf quadratische Podeste mit 9,5 cm Kan-
tenlänge wie in Abbildung 8.1 angeordnet. Jeweils ein Stoffwürfel befand sich auf dem
blauen, dem roten und dem gelb-rot gestreiften Podest. Die Kantenlänge der Stoffwürfel
betrug 6,5 cm.
Zunächst sollte Würfel 1 von dem blauen zum grünen Podest bewegt werden (1). Nach
dem Ablegen des Würfels auf dem grünen Podest, sollte Würfel 2 gegriffen werden, der
sich auf dem gestreiften Turm befand. Daraufhin sollte Würfel 2 auf dem blauen Podest
abgelegt werden (3). Der leere Greifer sollte dann nach vorne zu dem roten Podest bewegt
werden (4), um von dort aus Würfel 3 zum gelben Podest zu bewegen (5) und dort
abzulegen. Schließlich sollte der Greifer diagonal zu dem blauen Podest zurückbewegt
werden (6). Der auf dem Podest liegende Würfel 2 sollte gegriffen, angehoben und gedreht
werden. Die Drehungen sollten zunächst um 90◦ in positive Pitch-Richtung gedreht
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Versuchsabschnitt Dauer
Vorgespräch (Informierte Zustimmung, Erfassung demographischer Daten, ...) 10min
Allgemeines Einführungsvideo über AMiCUS 5min
Anbringen der Sensorik (EMG-Elektroden, Haarreif, reflektierende Marker) 15min
Kontrollstruktur 1 Kontrollstruktur-bezogenes Einführungsvideo 3min
Freies Ausprobieren 10min
Video der klar definierten Greifaufgabe (6-fache
Geschwindigkeit)
1min
Klar definierte Greifaufgabe 15min
Bild der Zielanordnung der freien Greifaufgabe 1min
Freie Greifaufgabe 20min
Pause 5min
Kontrollstruktur 2 Kontrollstruktur-bezogenes Einführungsvideo 3min
Freies Ausprobieren 10min
Video der klar definierten Greifaufgabe (12-fache
Geschwindigkeit)
1min
Klar definierte Greifaufgabe 15min
Bild der Zielanordnung der freien Greifaufgabe 1min
Freie Greifaufgabe 20min
Entfernung der Sensorik 5min
Strukturiertes Interview 10min
Tabelle 8.1.: Versuchsablauf der Nutzerstudie
werden, dann um 90◦ in negative Yaw-Richtung und zum Schluss um 90◦ in positive Roll-
Richtung. Um die Aufgabe zu lösen, erhielten die Probanden detaillierte Anweisungen
über die notwendigen Kontrollschritte (Tabelle 8.2). Nach jedem Betreten des Cursor-
Modus nach einem Greifvorgang, wurde die mentale Beanspruchung (RSME-Wert) der
Probanden abgefragt.
Freie Greifaufgabe
Die Ausgangssituation für die freie Greifaufgabe ist in Abbildung 8.2a dargestellt. Ziel
der Aufgabe war es, drei Stoffwürfel nach Zahlenwert geordnet übereinander zu stapeln.
D.h., Würfel 1 sollte auf dem orangefarbenen Podest abgelegt werden, Würfel 2 sollte sich
in der Mitte des Stapels befinden und Würfel 3 oben auf dem Stapel. Die Zahlenwerte der
Würfel sollten dabei richtig herum gedreht sein und zum Nutzer zeigen. Um Konfusion
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Gruppe Anweisung RSME Bewegung
Vertikale Ebene Runterfahren
Greifer Würfel 1 greifen x
Vertikale Ebene Hochfahren
Nach links fahren (1)
Nach unten fahren
Greifer Würfel 1 loslassen x
Vertikale Ebene Nach oben fahren (2)
Nach links fahren
Nach unten fahren
Greifer Würfel 2 greifen x
Vertikale Ebene Hochfahren
Diagonal nach rechts unten fahren (3)
Greifer Würfel 2 loslassen x
Vertikale Ebene Nach oben fahren
Horizontale Ebene Nach vorne fahren (4)
Vertikale Ebene Nach unten fahren
Greifer Würfel 3 greifen x
Vertikale Ebene Nach oben fahren
Horizontale Ebene Nach links fahren (5)
Vertikale Ebene Nach unten fahren
Greifer Würfel 3 loslassen x
Vertikale Ebene Nach oben fahren
Horizontale Ebene Diagonal nach hinten rechts fahren (6)
Vertikale Ebene Nach unten fahren
Greifer Würfel 2 greifen x
Vertikale Ebene Nach oben fahren
Orientierung Pitch 90◦ nach oben (7)
Yaw 90◦ nach links (8)
Roll 90◦ nach rechts (9)
Tabelle 8.2.: Detaillierte Anweisungen zur Durchführung der definierten Aufgabe
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(a) Anfangsanordnung (b) Zielanordnung
Abbildung 8.2.: Versuchsaufbau für die freie Greifaufgabe. Die Probanden mussten ihre
eigene Greifstrategie entwickeln und umsetzen, um die Aufgabe zu lösen.
mit ganzen Zahlen zwischen 1 („...viel zu langsam.“) und 5 („...viel zu schnell.“) bewertet
werden konnten. Weiterhin gab es einige Aussagen speziell zu AMiCUS β, die hier nicht
weiter betrachtet werden. Der gesamte Fragebogen wurde eingeteilt in drei Teile:
• AMiCUS α-spezifische Fragen
• AMiCUS β-spezifische Fragen
• Allgemeine Fragen zum AMiCUS System
Während des freien Ausprobierens der ersten Kontrollstruktur wurden die für diese
Kontrollstruktur relevanten Fragen gestellt; während des freien Ausprobierens der zweiten
Kontrollstruktur alle übrigen Fragen.
Unterschiede zwischen den Altersgruppen, den Geschlechtern und Einflüsse abhängig
von der zuerst getesteten Kontrollstruktur wurden mit Mann-Whitney-U-Tests analysiert
[92]. Der Mann-Whitney-U-Test für unabhängige Stichproben wurde angewendet, weil
die Voraussetzungen für den t-Test für unabhängige Stichproben nicht erfüllt waren, da
die Antworten ordinalskaliert waren. Die Antworten untereinander wurden mit Friedman-
Tests für abhängige Stichproben verglichen [93]. Der Friedman-Test wurde verwendet,
weil durch die ordinalskalierten Daten die Bedingungen für eine Varianzanalyse nicht
erfüllt waren. Das Signifikanzniveau lag bei allen Tests bei 5%.
Abschlussquote und Abschlusszeit der Aufgabe
Die Abschlussquoten und -zeiten wurden sowohl für die klar definierte Greifaufgabe
als auch die freie Greifaufgabe ausgewertet. Für die klar definierte Greifaufgabe wurde
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die Abschlusszeit gemessen als die Zeit ab der ersten Anweisung zum Betreten einer
Gruppe bis zum Verlassen des Roboter-Modus nach der letzten Drehung. Die Abschluss-
zeiten der klar definierten Aufgabe sind durch die Abfrage der RSME-Werte negativ
beeinflusst. Die Abschlusszeit der freien Greifaufgabe startete nach der Kalibrierung und
stoppte nachdem der Turm frei stand. Negative Einflüsse durch lautes Denken (Thinking
Aloud) und Gespräche mit den Versuchsdurchführenden sind nicht auszuschließen. Die
Probanden hatten nur einen Versuch zum Lösen der Aufgabe. Die Aufgabe wurde als
„nicht bestanden“ gewertet, wenn die Versuchsdurchführenden manuell eingreifen mussten,
wenn die Probanden den Parcours mit ihren Händen berührten, oder wenn die Aufgabe
nicht korrekt gelöst wurde, weil der Turm beispielsweise zusammenbrach. Weiterhin
wurde definiert, dass Fehler infolge von Drift oder einer möglichen fehlerhaften Ansage
der Versuchsdurchführenden während der definierten Aufgabe nicht dem Probanden
zuzuordnen seien.
Unterschiede zwischen den Abschlusszeiten in Abhängigkeit von Alter oder Geschlecht,
sowie eventuelle Einflüsse in Abhängigkeit von der Kontrollstruktur, die zuerst getestet
wurde, wurden mit Zweistichproben-t-Tests für unabhängige Stichproben evaluiert. Es
wurden ungleiche Varianzen angenommen. Die Abschlussquoten wurden mit exakten
Tests nach Fisher untersucht. Der exakte Test nach Fisher ist eine Alternative zum
χ2-Test bei kleinen Stichproben [83]. Er wird verwendet, um zu überprüfen, ob es einen
Zusammenhang zwischen zwei kategorialen Variablen, wie zum Beispiel Abschlussquote
und Geschlecht, gibt oder nicht. Das Signifikanzniveau lag bei allen Tests bei 5%.
Fehlerraten und Aktivierungszeiten
Für den Slide Button und die Kopfgeste wurden die Fehlerraten und die Aktivierungs-
zeiten als Evaluationskriterien ausgewählt. Die Fehlerraten wurden mit Daten aus der
klar definierten und der freien Greifaufgabe ausgewertet. Die Fehlerraten der Kopf-
geste sind möglicherweise durch das Anbringen der EMG-Elektroden und Sender im
Nackenbereich negativ beeinflusst. Die Aktivierungszeiten wurden aus den Daten der klar
definierten Aufgabe ermittelt. Die Aktivierungszeit wurde definiert als die Zeit zwischen
der gesprochenen Aufforderung und dem Wechsel des Systems in den jeweils anderen
Modus. Das bedeutet, dass auch Fehlversuche in der Aktivierungszeit enthalten waren.
Dementsprechend sind Aktivierungszeiten und Fehlerraten korreliert.
Die Mediane der Aktivierungszeiten und Fehlerraten wurden zunächst pro Proband
berechnet. Basierend auf diesen Medianen wurden dann Mediane und Quartile für alle
Probanden ermittelt. Unterschiede zwischen dem Slide Button und der Kopfgeste wurden
mit Zweistichproben-t-Tests für gepaarte Stichproben untersucht. Zweistichproben-t-
Tests für unabhängige Stichproben wurden verwendet, um die Unterschiede zwischen
den Altersgruppen und Geschlechtern zu untersuchen, sowie Einflüsse abhängig von der
zuerst getesteten Kontrollstruktur. Das Signifikanzniveau lag bei allen Tests bei 5%.
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Pfadabweichungen
Um die Art der Bewegungsausführung bewerten zu können, wurden die Bewegungen, die
in Tabelle 8.2 markiert sind, untersucht. Zum Vergleich der Bewegungen untereinander
wurden die Zielgrößen Bewegungs-Offset (Movement Offset, MO), Bewegungs-Fehler (Mo-
vement Error, ME), Bewegungs-Variabilität (Movement Variability, MV) und Bewegungs-
Umweg (Movement Detour, MD) verwendet. Bei diesen Zielgrößen handelt es sich um
kontinuierliche Leistungsindikatoren. D.h, alle Datenpunkte werden zur Berechnung der
Zielgröße verwendet.
Die Zielgröße MD wird in dieser Arbeit neu eingeführt und wird definiert als die
Differenz zwischen Aufgabenachse (Soll-Pfad) und Ist-Pfad. Sie ist ein Maß für die
Effizienz der Bewegung. Die Zielgrößen MO, ME und MV hingegen wurden von MacKenzie
et al [53] zur Computer-Zeigegerät-Evaluation eingeführt. Daher sind diese Zielgrößen
für zweidimensionale Steuerungsaufgaben definiert. Sie können jedoch bei Bedarf für
höherdimensionale Aufgaben angepasst werden. In der vorliegenden Arbeit war das nicht
notwendig, da die linearen Bewegungen bei dem verwendeten Mapping entweder in der
horizontalen oder in der vertikalen Ebene stattfinden und somit nicht mehr als zwei
Freiheitsgrade gleichzeitig gesteuert werden können. Im Folgenden werden die Formeln
zur Berechnung exemplarisch für Bewegungen innerhalb der Vertikalen Ebene vorgestellt:
Aufgabenachse: Für alle Bewegungen (1)–(6) ist die Aufgabeachse definiert als die Ge-
rade, die durch die Startposition p1 = (x1, y1)
T und Endposition pn = (xn, yn)
T
des Greifers geht. Die Anzahl der Abtastpunkte wird mit n bezeichnet. Die Aufga-
benachse wird durch ihre Steigung mta und ihren Offset bta beschrieben:
mta =
yn − y1
xn − x1
(8.1)
bta = y1 − mta · x1 (8.2)
Bewegungs-Offset: Der Bewegungs-Offset (Movement Offset, MO) ist die mittlere Ab-
weichung der Greifer-Positionen von der Aufgabenachse. MO beschreibt die Tendenz
des Greifers sich ober- oder unterhalb der Aufgabenachse zu bewegen.
MO = d¯A (8.3)
Die Abstände dA,i von der Aufgabenachse werden wie folgt berechnet:
m′A = −
1
mA
(8.4)
b′A,i = yi − m
′
A · xi (8.5)
x′i =
b′A,i − bA
mA − m′A
(8.6)
y′i = m
′
A · xi + b
′
A,i (8.7)
|di| =
√
(xi − x′i)
2 + (yi − y′i)
2 (8.8)
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Die Vorzeichen der Abstände dA,i hängen vom Winkel der Aufgabenachse ab, sowie
davon, ob die Bedingungen (xi − x′i) ≥ 0 und (yi − y
′
i) ≥ 0 erfüllt sind.
Bewegungs-Fehler: Der Bewegungs-Fehler (Movement Error, ME) ist die mittlere Ab-
weichung der Greifer-Positionen von der Aufgabenachse, unabhängig davon, ob der
Greifer sich ober- oder unterhalb der Achse befindet.
ME =
√∑
|dA,i|
n
(8.9)
Bewegungs-Variabilität: Bewegungs-Variabilität (Movement Variability, MV) beschreibt,
wie sehr die ausgeführte Bewegung in einer geraden Linie parallel zur Aufgabenachse
liegt. MV entspricht der Standard-Abweichung der Greifer-Positionen von der
mittleren Position (MO).
MV =
√√√√∑(dA,i − d¯A)2
n − 1
(8.10)
Bewegungs-Umweg: Der Bewegungs-Umweg (Movement Detour, MD) ist die Differenz
aus der tatsächlichen Pfadlänge (Actual Path Length, APL) und der idealen
Pfadlänge (Ideal Path Length, IPL) der jeweiligen Bewegung:
MD = APL − IPL (8.11)
MD beschreibt, wie effizient der Greifer zwischen dem Start- und dem Endpunkt
bewegt wurde. IPL wird aus der kürzesten Distanz zwischen Anfangspunkt p1 und
Endpunkt pn berechnet:
IPL =
√
(xn − x1)
2 + (yn − y1)
2 (8.12)
APL ist die Summe aus den Abständen zwischen zwei benachbarten Punkten:
APL =
n−1∑
i=1
√
(xn − x1)
2 + (yn − y1)
2 (8.13)
Da die Aufgabenachse die kürzeste Verbindung zwischen Anfangs- und Endpunkt
ist, ist MD immer positiv bzw. im Idealfall gilt MD = 0.
Diese vier Zielgrößen wurden für alle Bewegungen aus Tabelle 8.2 berechnet. Gemäß Ta-
belle 8.1 haben alle Probanden die klar definierte Aufgabe mit beiden Kontrollstrukturen,
AMiCUS α und AMiCUS β, durchgeführt. Daraus folgt, dass es von den Bewegungen (1)–
(6) für jeden Probanden zwei Datensätze gibt.
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(a) (b)
Abbildung 8.3.: Die Fertigstellungsrate der definierten Greifaufgabe lag bei 100% (n=25).
Bei der freien Greifaufgabe lag sie bei 68%) (8.3a, n=25). Der Median der Bearbei-
tungszeit war für die definierte Greifaufgabe 13min 13 s (n=25) und 17min 25 s (n=17)
für die freie Greifaufgabe (8.3b).
8.2. Ergebnisse und Diskussion
Alle Probanden waren in der Lage die definierte Greifaufgabe zu lösen. Die Bearbei-
tungsrate der freien Aufgabe hingegen lag bei 68% (Abbildung 8.3a). 75% der nicht
bestandenen Aufgaben waren die Folge einer unpräzisen Positionierung des Greifers in
zw -Richtung
Für die definierte Greifaufgabe lag der Median der Bearbeitungszeit bei 13min 13 s; für
die freie Greifaufgabe lag er bei 17min 25 s (Abbildung 8.3b). Definitionsgemäß konnten
Bearbeitungszeiten nur für gelöste Aufgaben ermittelt werden.
Es ist zu beachten, dass die Bearbeitungszeiten allein nicht besonders aussagekräftig
sind, da die softwaretechnisch eingestellte Höchstgeschwindigkeit von Null bis zur phy-
sikalischen Höchstgeschwindigkeit des Roboterarms bzw. des Greifers variiert werden
kann. Da die Probanden in diesem Experiment Erstnutzer waren, wurde die Roboter-
geschwindigkeit insgesamt sehr niedrig eingestellt. Es gilt als wahrscheinlich, dass die
Nutzer bei häufigem Gebrauch lernen, den Roboter sowohl mit höherer Effizienz als auch
mit höherer Maximalgeschwindigkeit zu bewegen.
8.2.1. Kalibrierung
Wie Abbildung 8.4 zu entnehmen ist, fand die Mehrheit der Probanden sowohl die
Kalibrierung für den Cursor- als auch für den Roboter-Modus sehr intuitiv. Es gab
keinen signifikanten Unterschied bei den Bewertungen für die Cursor- und die Roboter-
Kalibrierung. Weiterhin wurde das akustische Feedback als sehr nützlich empfunden, das
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Abbildung 8.4.: Fragen zur Kalibrierung und Antworten. Bei der Cursor-Kalibrierung
handelt es sich um die Kalibrierung der Positionskontrolle für den Cursor-Modus und
bei der Roboter-Kalibrierung um die Kalibrierung der Geschwindigkeitskontrolle für
den Roboter-Modus.
angibt, dass ein Kalibrierungspunkt gespeichert wurde.
8.2.2. Grafische Benutzeroberfläche
Die Probanden fanden sowohl die grafische Benutzeroberfläche im Cursor-Modus (Cursor-
GUI ) als auch im Roboter-Modus (Roboter-GUI ) optisch ansprechend und klar strukturiert
(Abbildung 8.5). Obwohl die Bewertungen für die Cursor-GUI geringfügig besser ausfielen,
konnte der Friedman-Test keinen signifikanten Unterschied zwischen den GUIs belegen.
Alle Probanden stimmten zu, dass alle wichtigen Funktionen im Cursor-Modus leicht
zu erreichen waren. Weiterhin fand die Mehrheit der Probanden, dass alle wichtigen
Informationen im Roboter-Modus angezeigt wurden. Einzelne Probanden wünschten sich
zusätzliches Feedback.
Das Feedback, das die aktuelle Kopforientierung anzeigt, wurde als sehr nützlich
erachtet. Frauen fanden dieses Feedback signifikant nützlicher als Männer (μ: 4.85
vs. 4.36). Das Kamerabild wurde auch als überwiegend nützlich empfunden, obwohl
vereinzelte Probanden angaben, dem Kamerabild während der Steuerungsaufgaben keine
besondere Aufmerksamkeit gezollt zu haben. Dies lag vermutlich daran, dass es bei den
gestellten Aufgaben nicht zwingend erforderlich war, auf das Kamerabild zu schauen.
Es gibt jedoch auch Situationen, in denen die direkte Sicht auf den Greifer verdeckt ist,
sodass das Bild der Greiferkamera unerlässlich wird.
8.2.3. Umschaltvorgang
Die Benutzerfreundlichkeit des Umschaltvorganges wurde hinsichtlich der Umschaltzeit,
der Erfolgsrate sowie der Nutzerzufriedenheit untersucht. Die Ergebnisse des Evaluati-
onsbogens (Abbildung 8.6a) werden nur für diejenigen Probanden dargestellt, die mit
der AMiCUS α-Kontrollstruktur angefangen haben. Das hat den Grund, dass zwar die
Kopfgeste, nicht aber der Slide Button Teil von AMiCUS β ist. Folglich gab es bei den
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Abbildung 8.5.: Fragen zur grafischen Benutzeroberfläche und Antworten. Cursor-GUI
= GUI im Cursor-Modus, Roboter-GUI = GUI im Roboter-Modus.
Probanden, die mit AMiCUS β angefangen haben, einen Lerneffekt für die Kopfgeste. Für
die Umschaltzeiten und die Erfolgsrate lieferte der Zweistichproben-t-Test für ungepaarte
Stichproben (ungleiche Varianzen, Signifikanzniveau 5%) keinen Hinweis auf signifikante
Unterschiede in Abhängigkeit von der zuerst verwendeten Kontrollstruktur. Aus diesem
Grund wurden für diese Größen die Daten von allen Probanden für die Auswertung
verwendet.
Die Slide Button-Aktivierung wurde als sehr einfach bewertet. Das deckt sich mit der
Tatsache, dass der Slide Button in 82,69% der Fälle beim ersten Versuch erfolgreich
aktiviert werden konnte (Abbildung 8.6b). Wenn der erste Versuch scheiterte, dann war
der zweite Aktivierungsversuch in 14,53% der Fälle erfolgreich. In 2,31% der Fälle waren
drei Versuche erforderlich, um den Slide Button erfolgreich zu aktivieren. In den übrigen
0,47% der Fälle wurden mehr als drei Versuche benötigt.
Abbildung 8.6c zeigt die Aktivierungszeiten für den Slide Button und für die Kopfgeste.
Die Aktivierungszeiten wurden aus den Medianwerten der Aktivierungszeiten jedes Pro-
banden berechnet. Für den Slide Button war der Gesamtmedianwert der Aktivierungszeit
5,9 s. Die minimale Aktivierungszeit pro Proband rangierte von 1,9 s bis 5,3 s. Diese Zeiten
repräsentieren den Bestfall. Der Zweistichproben-t-Test für ungepaarte Stichproben zeigte,
dass die minimale Aktivierungszeit bei der Senior-Gruppe signifikant höher war als bei
der Junior-Gruppe. Dennoch fand die Senior-Gruppe die Aktivierung des Slide Buttons
signifikant einfacher als die Junior-Gruppe (μ: 4.5 vs. 3.85). Die Fehlerraten der beiden
Altersgruppen unterschieden sich jedoch nicht signifikant voneinander.
Die überwiegende Mehrheit der Probanden empfand das akustische und visuelle Feed-
back als hilfreich oder sehr hilfreich. Einige Probanden fanden das akustische Feedback
jedoch nach einiger Zeit störend. Aus diesem Grund sollte es in zukünftigen Versionen
des AMiCUS Systems die Möglichkeit geben, das akustische Feedback abzuschalten.
Insgesamt erwies sich der Slide Button somit unter den Versuchsbedingungen1 als gutes
1Die Button-Größe und der Bildschirmabstand beeinflussen die Effektivität des Slide Buttons [72]
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(a)
(b) (c)
Abbildung 8.6.: Vergleich zwischen dem Slide Button und der Kopfgeste in Bezug auf
Nutzerzufriendenheit (8.6a, n=13), Erfolgsquote (8.6b, n=25) und und Aktivierungszeit
(8.6c, n=24).
Steuerelement, das sowohl eine niedrige Fehlerrate hat als auch eine hohe Nutzerzufrie-
denheit erzeugt. Allerdings ist die Aktivierungszeit der Kopfgeste signifikant kürzer als
die des Slide Buttons: Der Gesamtmedianwert der Aktivierungszeit für die Kopfgeste
betrug lediglich 2,03 s. Das ist fast dreimal kürzer als der Wert von 5,9 s für den Slide
Button, und zwar obwohl alle Fehlversuche in diesen Zeiten enthalten sind.
Es ist dabei allerdings zu bemerken, dass ein Fenster, das eine Geste enthält, zwischen
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0,25 s und 2 s lang sein muss. Fenster, die nicht in diesem Bereich liegen, werden von
dem Klassifikations-Algorithmus nicht berücksichtigt. Das bedeutet gleichzeitig, dass für
die Kopfgeste eine bestimmte Ausführungsführungszeit erzwungen wird, während der
Slide Button mit beliebiger Geschwindigkeit bewegt werden kann. Die Tatsache, dass
die Kopfgeste sowohl schnell als auch präzise ausgeführt werden muss, führte zu einer
signifikant niedrigeren Erfolgsrate der Kopfgeste (56,88%) im Vergleich zum Slide Button
(82,69%). Der zweite Versuch war erfolgreich in 25,75% der Fälle. In 9,58% der Fälle
wurden drei Versuche benötigt bis die Kopfgeste korrekt ausgeführt wurde. In den übrigen
7,79% wurden mehr als drei Versuche benötigt. Es ist erwähnenswert, dass die maximale
Anzahl an Fehlversuchen bei der Kopfgeste 16 betrug und bei dem Slide Button 4. In
Bezug auf die Anzahl der Fehlversuche ist jedoch zu bemerken, dass einige Probanden
dazu neigten, in blinden Aktionismus zu verfallen oder sich nicht richtig auf die Aufgabe
zu konzentrieren. Es war ihnen nicht bewusst, dass sich dieses Verhalten negativ auf
ihre Performance auswirkte, da sie im Vorfeld nicht darüber informiert wurden, welche
Zielgrößen ausgewertet wurden. Ungeachtet dessen resultierte aus der teilweise sehr
hohen Anzahl an Fehlversuchen für die Kopfgeste, dass einige Probanden sie als Stress
induzierenden Faktor empfanden. Die niedrigere Erfolgsrate könnte auch der Grund
sein, weshalb die Probanden die Kopfgeste im Mittel schwieriger fanden als den Slide
Button (μ: 3.77 vs. 4.38). Zusammenfassend kann man über die Kopfgeste also sagen,
dass sie eine sehr hohe Ausführungsgeschwindigkeit hat, der aber eine niedrige Erfolgsrate
gegenübersteht. Letztere sollte in Zukunft verbessert werden. Eine höhere Erfolgsrate
wird vermutlich auch eine höhere Benutzerzufriedenheit mit sich bringen.
Ein weiterer Nachteil, der in Zusammenhang mit der Kopfgeste beobachtet wurde, ist,
dass der Beschleunigungs-Schwellwert, der die Gesten-Klassifikation einleitet, so niedrig
gewählt wurde, dass der Roboter in Folge einer Beschleunigungs-Schwellwertüberschrei-
tung häufig unbeabsichtigt angehalten wurde.
Der gesamte Umschaltvorgang wurde überwiegend als einfach empfunden. Einige Pro-
banden bemerkten, dass sie den zweistufigen Umschaltprozess als umständlich empfanden.
Die meisten Probanden fanden das Umschalten zwischen den Gruppen nicht sonderlich
schnell. Die vorherrschende Meinung war, dass zwar die Kopfgeste und der Slide Button
allein schnell genug waren, aber die Kombination aus beiden nicht. Aus diesem Grund
sollte der gesamte Umschaltvorgang in zukünftigen AMiCUS Versionen vereinfach werden.
8.2.4. Mapping
Intuitivität
Um die Intuitivität des Mappings zu untersuchen, wurden die Probanden gefragt, wie
gut sie sich vorstellen konnten, wie der Roboter auf ihre Kopfbewegungen reagieren
würde (Abbildung 8.7). Die Ergebnisse zeigen, dass die Probanden es sehr intuitiv fanden,
den Greifer mit Pitch-Bewegungen des Kopfes zu öffnen und zu schließen. Weiterhin
stimmten sie voll zu, dass sie sich gut vorstellen konnten, dass der Roboter sich in der
VE-Gruppe hoch oder runter bewegte, wenn sie ihre Köpfe hoch oder runter bewegten.
Die Mehrheit der Probanden konnte sich außerdem gut vorstellen, wie der Roboter sich
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Abbildung 8.7.: Fragen zur Intuitivität des Mappings und Antworten (n = 25). G =
Greifer, VE = Vertikale Ebene, HE = Horizontale Ebene, O = Orientierung
in der gleichen Gruppe bewegte, wenn sie ihre Köpfe nach rechts oder links bewegten.
Obwohl die Ergebnisse für die Abbildung ψhr → xw geringfügig schlechter ausfielen
als für die Abbildung ϑhr → yw , zeigte der sich an den Friedman-Test anschließende
Mehrfachvergleichstest keinen signifikanten Unterschied zwischen beiden Abbildungen.
Die meisten Probanden stimmten zu, dass sie sich gut vorstellen konnten, wie der
Roboter sich in der HE-Gruppe bewegte, wenn sie ihre Köpfe nach oben oder unten
bewegten. Die überwiegende Mehrheit merkte jedoch an, dass es deutlich intuitiver wäre,
wenn die Richtungen der Roboterbewegung vertauscht wären. Das heißt, dass der Roboter
sich näher zum Probanden hin bewegt, wenn dieser den Kopf nach unten neigt, und
weiter von ihm weg, wenn er den Kopf nach oben neigt. Diese Information sollte für die
Weiterentwicklung von AMiCUS berücksichtigt werden.
Gemäß des Evaluationsbogens ist die Intuitivität des Mappings für alle Freiheitsgrade
der O-Gruppe signifikant niedriger als für die Freiheitsgrade der G-, VE- und HE-Gruppe.
Die Probanden bemängelten, dass sie es schwierig fanden, sich die Drehungen in den
lokalen Koordinaten des Greifers vorzustellen. Sie stimmten aber zu, dass es erheblich
einfacher wurde, nachdem sie angewiesen wurden, sich den Greifer als Gesicht vorzustellen.
Die Greiferfinger repräsentierten dabei den Mund und die Greiferkamera die Augen. Eine
mögliche Erklärung dafür ist, dass die Greiferbewegungen dann in anderen Gehirnteilen,
wie zum Beispiel der Fusiform Face Area verarbeitet werden. Durch die Interpretation
als Gesicht können die Greiferbewegungen dann möglicherweise durch Spiegelneuronen
besser auf die Kopfbewegungen der Probanden abgebildet werden. Um die Interpretation
des Greifers als Gesicht zu vereinfachen, könnte das Design des Greifers inklusive Kamera
so adaptiert werden, dass es mehr einem Gesicht ähnelt. Darüber hinaus sollte aber auch
untersucht werden, ob die Intuitivität erhöht werden kann, wenn die Drehungen in Welt-
statt Greiferkoordinaten stattfinden.
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(a) (b)
(c) (d)
Abbildung 8.8.: Boxplots der Ergebnisse für die Bewegungen (1)–(6) und die Zielgrößen
MV (8.8a), ME (8.8b), MO (8.8c) und MD (8.8d).
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Abbildung 8.9.: Fragen und Ergebnisse zu der Einschätzung der Position und Orientierung
im Raum (n = 25). VE = Vertikale Ebene, HE = Horizontale Ebene.
Effizienz
In diesem Abschnitt wird die Effizienz der Steuerung für die Bewegungen (1)–(6) (Ta-
belle 8.2) mit den in Abschnitt 8.1.4 beschriebenen Zielgrößen MV, ME, MO und MD
untersucht. Zusätzlich werden diese Zielgrößen mit den Ergebnissen des Fragebogens
verglichen.
Die Bewegungs-Variabilität (MV) gibt an, wie sehr die gemachte Bewegung in einer
geraden Linie liegt, die parallel zur Aufgabenachse ist. Für die Bewegung (1), bei der der
Roboter in der VE-Gruppe von rechts nach links bewegt werden musste, lag der Median
von MV bei 0,07mm. Das 75%-Quantil lag bei 2,92mm. Das bedeutet, die tatsächlichen
Trajektorien stimmten gut mit einer geraden Linie überein. Außerdem lag der Median für
ME bei 0,08mm und das 75%-Quantil bei 2,36mm. Der MO-Wert deutet darauf hin,
dass es eine geringfügige Tendenz der Probanden gab, den Kopf zu niedrig zu halten. Der
Medianwert für MD war 0,03mm. Zusammenfassend gab es für Bewegung (1) also nur
geringfügige Abweichungen vom Idealpfad. Dieses Ergebnis deckt sich mit dem Feedback
der Mehrheit der Probanden, die das Mapping für diesen Freiheitsgrad sehr intuitiv
fanden.
Der Medianwert von MV für Bewegung (2), bei der der Roboter von unten nach oben
bewegt werden musste, war 0,002mm, während das 75%-Quantil bei 0,25mm lag. Der
Median von ME lag bei 0,002mm ohne Tendenz in eine bestimmte Richtung. Der Median
von MD war 0,004mm. Die Probanden waren also in der Lage den Roboter nahezu
perfekt entlang einer geraden Linie von unten nach oben zu bewegen. Das wird von der
Tatsache unterstrichen, dass die meisten Probanden zustimmten, dass die Abbildung für
diesen Freiheitsgrad sehr intuitiv war. Eine mögliche Erklärung, warum die Ergebnisse
für Bewegung (2) etwas besser als für Bewegung (1) waren, ist, dass die rechte Kante des
gestreiften Turmes während Bewegung (2) als Referenzlinie verwendet werden konnte.
Für Bewegung (3) musste der Greifer diagonal von oben links nach unten rechts bewegt
werden. Der Medianwert von MV war 6,47mm (75%-Quantil: 11,25mm). Das bedeutet,
dass diese Bewegung weniger in einer geraden Linie lag als Bwegungen (1) und (2).
Dementsprechend war auch der Medianwert für ME (9,52mm) und MD (14,50mm)
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höher. Diese vergleichweise schlechten Ergebnisse könnten daher rühren, dass keine
Referenzlinie physikalisch vorhanden war, an der sich die Probanden orientieren konnten.
Außerdem ist die simultane Kontrolle von mehreren Freiheitsgraden generell schwieriger,
weil die mentale Beanspruchung höher ist und manche gewünschten Kopfbewegungen
kinematisch schwer umzusetzen sind.
Im Hinblick auf die VE-Gruppe allgemein gab die überwiegende Mehrheit der Proban-
den an, dass sie es einfach oder sogar sehr einfach fanden, die Position des Greifers im
Raum richtig einzuschätzen (Abbildung 8.9). Zusammenfassend sind in der VE-Gruppe
die Intuitivität des Mappings sehr gut und kein weiteres Feedback zur Einschätzung der
Position im Raum erforderlich.
Der Medianwert von MV für Bewegung (4), bei der der Roboter von hinten nach vorne
bewegt werden musste, war 0,09mm (75%-Quantil: 2,92mm) bei einem Medianwert von
0,09mm (75%-Quantil: 1,91mm) für ME. Es gab bei der Abweichung vom Idealpfad keine
Tendenz in eine bestimmte Richtung. Der Median von MD lag bei 32,46mm und war somit
signifikant schlechter als für Bewegung (2), bei der die gleiche Kopfbewegung gemacht
werden musste. Das Feedback für die Kopfposition war ebenfalls bei beiden Bewegungen
identisch. Der große Wert für MD kam hauptsächlich durch Bewegungen in die falsche
Richtung entlang der Aufgabenachse zustande. Das deckt sich mit der Meinung der
Probanden, dass die Richtungen der Roboterbewegung für diesen Freiheitsgrad vertauscht
werden sollten.
Bei der Bewegung (5) wurden die Probanden aufgefordert, den Roboter von rechts nach
links zu bewegen. Die Bewegung selbst war identisch mit Bewegung (1). Bewegung (5)
wurde lediglich weiter vorne und in der HE-Gruppe durchgeführt, während Bewegung (1)
in der VE-Gruppe stattfand. Für Bewegung (5) lag der Medianwert von MV bei 0,99mm
(75%-Quantil: 6,99mm). Der Median von ME war 0,61mm (75%-Quantil: 9,40mm).
Dadurch, dass die Bewegung weiter vorne stattfand, mussten die Probanden ihren Kopf
weiter nach unten neigen, um den Greifer im Blick zu behalten. Es ist wahrscheinlich, dass
sie diese unbeabsichtigte Bewegung hätten kompensieren können, wenn sie sie bemerkt
hätten. Das heißt, dass ihnen vermutlich gar nicht aufgefallen ist, dass der Greifer immer
weiter nach hinten abgedriftet ist, weil es schwierig war, die Entfernung des Greifers
vom Nutzer präzise einzuschätzen. Dieses Ergebnis deckt sich mit der Feststellung, dass
75% der nicht gelösten freien Aufgaben die Folge einer unpräzisen Positionierung in
zw -Richtung waren; aber es steht im Konflikt mit der Einschätzung der Probanden, dass
es genauso einfach war, die Position des Greifers in der VE-Gruppe einzuschätzen wie in
der HE-Gruppe (Abbildung 8.9).
Weiterhin zeigte ein Zweistichproben-t-Test für ungepaarte Stichproben (ungleiche
Varianzen, Signifikanzniveau: 5%) einen signifikanten Unterschied für ME zwischen
den Altersgruppen: Bei der Senior-Gruppe lag ME signifikant höher. Der Median von
MD für alle Probanden war 0,24mm, wobei das 75%-Quantil bei 47,01mm lag. Dieser
vergleichsweise große Wert für das 75%-Quantil war eine Folge der Tendenz der Probanden
während der Bewegung nach hinten zu driften. Aus diesem Grund mussten sie einen
weiten Weg zurücklegen, um die Zielplattform zu erreichen.
Der Median von MV für Bewegung (6), bei der der Roboter von vorne links nach
hinten rechts bewegt werden musste, war 11,30mm (75%-Quantil: 16,27mm). Das ist der
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Rang Bewegung Gruppe Achse(n) Richtung
1. (2) Vertikale Ebene yw von unten nach oben
2. (1) Vertikale Ebene xw von rechts nach links
3. (5) Horizontale Ebene xw von rechts nach links
4. (4) Horizontale Ebene zw von hinten nach vorne
5. (3) Vertikale Ebene (x, y)w von links oben nach rechts
unten
6. (6) Horizontale Ebene (x, z)w von vorne links nach hinten
rechts
Tabelle 8.3.: Ranking der Schwierigkeit der Bewegungen
größte MV-Wert für alle Bewegungen. Auch für ME (Median: 15,54mm, 75%-Quantil:
23,83mm) und MD (Median: 65,39mm, 75%-Quantil: 136,59mm) liefert Bewegung (6)
die größten Werte. Angesichts des MO-Wertes kann keine klar bevorzugte Richtung
identifiziert werden. Bewegung (6) erforderte, ebenso wie Bewegung (3), die simultane
Steuerung von zwei Freiheitsgraden und war deshalb anspruchsvoll. Weiterhin zeigten
bereits die Ergebnisse für die Bewegungen (4) und (5), dass es schwierig war, die Grei-
ferposition entlang der zw -Achse richtig einzuschätzen. Darüber hinaus gab es keine
optische Referenzlinie, an der sich die Probanden während der Steuerung orientieren
konnten. All diese Aspekte zusammen führten zu den vergleichsweise schlechten Werten
für Bewegung (6). Es ist erwähnenswert, dass der Wert für MD für AMiCUS α signifikant
größer war als für AMiCUS β (t-Test für gepaarte Stichproben, Signifikanzniveau: 5%),
obwohl die untersuchten Bewegungen mit beiden Kontrollstrukturen komplett identisch
waren. Somit kam dieses Ergebnis entweder durch äußere Faktoren, wie der Darstellung
des Bildes der Greiferkamera, zustande oder es handelt sich um einen Typ I-Fehler.
Aus den Ergebnissen dieses Abschnitts folgt ein klares Ranking der Bewegungen von
einfach bis schwer in der Reihenfolge (2), (1), (5), (4), (3) und (6) (Tabelle 8.3). Insgesamt
gab es auch einen signifikanten Performance-Unterschied zwischen den Bewegungen
entlang eines Freiheitsgrades (Bewegungen (1), (2), (4), (5)) und denen in zwei Freiheits-
graden (Bewegungen (3) und (6)). Gemäß des t-Tests für gepaarte Stichproben bei einem
Signifikanzniveau von 5%, gab es für keine der Bewegungen einen signifikanten Unter-
schied zwischen dem ersten und zweiten Durchlauf. Das bedeutet, dass erwähnenswerte
Lerneffekte innerhalb der Versuchsdauer nicht beobachtet werden konnten.
8.2.5. Transferfunktion
Die Mehrheit der Probanden stimmte zu, dass es sehr einfach war, den Mauscursor
unter den Versuchsbedingungen zu bewegen (Abbildung 8.10b). Diese Einschätzung deckt
sich mit der geringen Fehlerrate des Slide Buttons. Einige Probanden merkten an, dass
ihnen der Mauscursor zu schnell war. Dieses Problem kann gelöst werden, indem der
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(a)
(b)
Abbildung 8.10.: Evaluation der Gompertz-Transferfunktion hinsichtlich Steuerungsge-
schwindigkeit (8.10a) und -präzision (8.10b) (n = 25).
Bildschirmabstand verringert oder ein größerer Bildschirm gewählt wird. Darüber hinaus
besteht die Möglichkeit, während der Cursor-Kalibrierung ausladende Kopfbewegungen
zu machen.
Das präzise Greifen wurde ebenfalls mehrheitlich als einfach empfunden. Einige Pro-
banden kritisierten, dass der Greifer nicht gleichmäßig geöffnet und geschlossen werden
konnte. Das liegt daran, dass die Größe des Registers für die Position der Greiferfinger
1Byte groß ist. Daraus resultieren 256 Stufen zwischen den Zuständen „komplett geöffnet“
und „komplett geschlossen“. Diese Anzahl an Stufen ist für das präzise Greifen nicht
immer ausreichend. Da dieses Problem am Greifer selbst liegt, kann es nur gelöst werden,
indem der Greifer ausgetauscht wird.
Im Mittel stimmten die Probanden zu, dass es einfach war, den Greifer exakt im Raum
zu positionieren. Probanden, die dieser Aussage nur teilweise zustimmten, begründeten
dies im Wesentlichen damit, dass ihnen in manchen Situationen für die präzise Positio-
nierung Feedback fehlte. Es ist anzunehmen, dass dieser Wunsch nach mehr Feedback
insbesondere aus den zuvor erwähnten Schwierigkeiten resultierte, die Greiferposition
entlang der zw -Achse richtig einzuschätzen. Dennoch waren alle Probanden in der Lage,
die Aufgaben kollisionsfrei durchzuführen.
Die Geschwindigkeiten zum Öffnen/Schließen des Greifers sowie für die linearen und
rotatorischen Bewegungen wurden von fast allen Probanden als genau richtig bewertet
114
8.3. Zusammenfassung und Auswirkungen auf das Steuerungskonzept
Abbildung 8.11.: Allgemeine Fragen zu AMiCUS α v1.1 und Antworten
(Abbildung 8.10a). Somit ist eine Anpassung des Geschwindigkeitsverlaufs grundsätzlich
nicht notwendig. Allerdings ist davon auszugehen, dass erfahrenere Nutzer die Geschwin-
digkeit für die Robotersteuerung zu langsam finden werden, sodass es eine Möglichkeit
für den Nutzer geben sollte, die Steuerungs-Geschwindigkeiten anzupassen. Bisher konnte
diese Anpassung nur durch die Entwickler vorgenommen werden.
8.2.6. Allgemein
Die meisten Probanden fanden es leicht, alle Teile des Systems, d.h., den Bildschirm, den
Roboter und den Testaufbau, im Blick zu behalten (Abbildung 8.11). In Abhängigkeit
von der Roboterposition traten aber Situationen auf, in denen es nicht möglich war, den
Bildschirm und den Roboter zur gleichen Zeit scharf zu sehen.
Insgesamt erfreute sich das AMiCUS α-System dennoch einer hohen Benutzerakzeptanz:
Abgesehen von einem hat allen Probanden die Steuerung mit AMiCUS α Spaß gemacht
(Abbildung 8.11).
8.3. Zusammenfassung und Auswirkungen auf das
Steuerungskonzept
In dieser Studie wurde das AMiCUS α v1.1 System untersucht. Es konnte gezeigt
werden, dass Erstnutzer in der Lage sind, einen Roboterarm effizient nur mit ihren
Kopfbewegungen in Echtzeit zu steuern.
Die Ergebnisse der Studie deuten darauf hin, dass die Kalibrierungsroutinen einfach
zu verstehen sind, und dass ausreichend Feedback zur Verfügung gestellt wird. Die
grafische Benutzeroberfläche wurde allgemein als optisch ansprechend und klar strukturiert
wahrgenommen. Weiterhin stimmten die Probanden zu, dass alle wichtigen Funktionen
leicht erreicht werden können, und alle wichtigen Informationen angezeigt werden.
Der Slide Button erwies sich als gutes Steuerelement mit hoher Erfolgsrate und Nutzer-
zufriedenheit. Allerdings war es signifikant schneller, die Kopfgeste auszuführen. Jedoch
für den Preis einer signifikant niedrigeren Erfolgsrate, die zu einer geringeren Nutzerzu-
friedenheit führte. Darüber hinaus wurde die Kopfgeste als stressinduzierender Faktor
115
8. Nutzerstudie Jung und Alt
wahrgenommen. Der gesamte Umschaltvorgang wurde zwar als einfach, aber auch als
umständlich empfunden. Aus diesem Grund sollte der Umschaltvorgang in zukünftigen
Versionen von AMiCUS α verbessert werden. Eine mögliche Lösung besteht darin, ein
effektives (hohe Erfolgsrate) und robustes Steuerelement wie den Slide Button mit einem
anderen Element zu kombinieren, das sowohl effektiv als auch effizient (kurze Aktivie-
rungszeit) ist, aber nicht zwingend robust. Der Slide Button sowie die Kopfgeste sind
äußerst robust gegen unbeabsichtigte Kopfbewegungen. Das bedeutet, dass bisher weder
für den Slide Button noch für die Kopfgeste Falsch-Positive beobachtet wurden. Jedoch
muss nur eines der Steuerelemente robust gegen unbeabsichtigte Kopfbewegungen sein,
um insgesamt die Betriebssicherheit zu gewährleisten. Deshalb könnte die Kopfgeste zum
Beispiel gegen einen einfachen Beschleunigungs-Schwellwert ausgetauscht werden.
Die Abbildung auf die xw - und yw -Achsen wurde als sehr intuitiv empfunden, aber
die Richtung der Abbildung auf die zw -Achse sollte in Zukunft umgedreht werden.
Diese Schlussfolgerung wird zum Beispiel durch den vergleichsweise hohen MD-Wert von
Bewegung (4) bei gleichzeitig moderatem ME-Wert gestützt, was darauf schließen lässt,
dass bei dieser Bewegung das unbeabsichtigte Bewegen des Greifers in entgegengesetzte
Richtung, also entlang der Aufgabenachse, maßgeblich zu der schlechten Performance
geführt hat. In Zukunft sollte sich der Roboter also näher zum Benutzer bewegen, wenn
dieser den Kopf nach unten neigt, und sich von ihm entfernen, wenn er den Kopf nach
oben neigt.
Abgesehen von der Abbildungsrichtung des zw -Freiheitsgrades, empfanden die Proban-
den es teilweise als schwierig, Bewegungen entlang der zw -Achse richtig einzuschätzen.
Dieses Ergebnis wird durch die Ergebnisse in Abbildung 8.2.4 gestützt: Obwohl die
Kopfbewegungen für die Bewegungen (1) und (5), sowie für die Bewegungen (3) und (6)
identisch waren, fielen die Ergebnisse jeweils für die Bewegung, die den zw -Freiheitsgrad
in der gewählten Robotergruppe beinhaltete, schlechter aus als für die Gruppe, die
diesen nicht enthielt. Es ist wahrscheinlich, dass Nutzer mit der Zeit lernen werden, das
Bild der Greiferkamera besser zu deuten, um die Greiferposition besser einzuschätzen.
Jedoch könnte ein virtueller Laserpointer im Zentrum des Greifers es wesentlich einfacher
machen, die Greiferposition einzuschätzen. Der Punkt des Laserpointers könnte mit
Hilfe von Bildverarbeitung aus den Daten einer Stereo-Greiferkamera berechnet werden.
Gleichzeitig sollte untersucht werden, inwieweit sich die Performance bereits allein durch
die Umkehrung der Abbildungsrichtung für den zw -Freiheitsgrad verbessert.
Die Drehungen des Greifers wurden allgemein als schwierig eingestuft. Diese Tatsache
resultierte im Wesentlichen daraus, dass die Probanden sich die Drehungen nicht gut in
Greiferkoordinaten vorstellen konnten. Nachdem sie jedoch angewiesen wurden, sich den
Greifer als Gesicht vorzustellen, fanden sie die Drehungen einfacher. Um sich den Greifer
besser als Gesicht vorzustellen zu können, kann der Greifer inklusive der Kamera optisch
so modifiziert werden, dass er mehr einem Gesicht ähnelt. Die zukünftige Forschung sollte
aber auch untersuchen, ob die Drehungen als einfacher empfunden werden, wenn sie in
Welt- statt Greiferkoordinaten stattfinden. Darüber hinaus sollten zukünftige Versionen
von AMiCUS eine Möglichkeit vorsehen, sequentielle statt simultane Drehungen durchzu-
führen, da die überwiegende Mehrheit der Probanden von den simultanen Drehungen
nicht profitierte, sondern vielmehr durch sie irritiert war.
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Die Transferfunktion erwies sich für lineare Bewegungen, Drehungen und das Greifen
insgesamt als gut an die meisten Nutzer angepasst. Sie ermöglicht die präzise Positionie-
rung sowie eine geeignete Steuerungsgeschwindigkeit. Jedoch weisen die Ergebnisse auch
darauf hin, dass die Präferenzen zwischen den individuellen Nutzern oder den einzelnen
Nutzergruppen variieren. Aus diesem Grund sollte der Nutzer in zukünftigen Versionen
die Möglichkeit bekommen, die Parameter der Gompertz-Funktion selbst einzustellen.
Obwohl die meisten Probanden zustimmten, dass präzises Greifen einfach war, wäre
es wünschenswert, den Greifer auszutauschen, sobald AMiCUS für anspruchsvollere
Greifaufgaben, wie zum Beispiel das Greifen eines Wasserglases, eingesetzt wird. Bei
diesen Greifaufgaben ist es wahrscheinlich, dass der Abstand zwischen zwei benachbarten
Greiferpositionen zu groß ist. So wird ein Glas beispielsweise in der einen Position noch
rutschen und in der nächsten schon zerbrechen.
Weiterhin wird eine Möglichkeit zum Ausschalten des Sounds von den meisten Lang-
zeitnutzern sicherlich geschätzt werden.
Es erwies sich als schwierig, den Bildschirm so zu positionieren, dass jederzeit alle Teile
des Systems klar sichtbar waren. Aus diesem Grund sollte in Erwägung gezogen werden,
auf lange Sicht den Bildschirm durch ein Head-Mounted Display zu ersetzen.
Obwohl die gelisteten kleineren Verbesserungen in der Version v1.1 noch nicht implemen-
tiert waren, erfreut sich AMiCUS bereits in dieser Version einer hohen Benutzerakzeptanz.
Das wird dadurch bestätigt, dass die Probanden fanden, dass die Steuerung mit AMiCUS
Spaß macht.
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9. Nutzerstudie Tetraplegiker
9.1. Material und Methoden
9.1.1. Probanden
Im berufsgenossenschaftlichen Unfallkrankenhaus Hamburg wurden zur Evaluation von
AMiCUS α v1.1 und AMiCUS β v1.1 insgesamt 12 Tetraplegiker als Probanden ak-
quiriert. Aus Zeitgründen konnte jeder Tetraplegiker nur eine Kontrollstruktur testen.
AMiCUS α v1.1 wurde von denjenigen Tetraplegikern getestet, deren Bewegungsausmaß
des Kopfes eine erfolgreiche Steuerung mit AMiCUS β nicht erwarten ließ. Das heißt, dass
es sich bei den Testpersonen um besonders stark bewegungseingeschränkte Tetraplegiker
handelte. Insgesamt nahmen 6 Testpersonen an dem Versuch teil, 5 von ihnen waren
männlich, eine weiblich. Das mittlere Alter der Probanden betrug 35,7 Jahre ± 15,2 Jahre.
Die Erkrankungsdauer rangierte von 0 Jahren bis 38 Jahren, die Höhe der Querschnitts-
lähmung von unterhalb von C2/C3 bis unterhalb von C6/C7. Die Computerkenntnisse
der Probanden schwankten nach eigener Einschätzung von gering bis hoch. Vier der
Probanden hatten bereits Erfahrung mit der Steuerung eines Roboterarms, jedoch nie-
mand mit AMiCUS. Die Studie wurde von der Ethikkommission der Universität Bremen
genehmigt und die Probanden gaben vor der Teilnahme ihre informierte Zustimmung.
9.1.2. Versuchsaufbau und -ablauf
Der Versuchsaufbau entsprach im Wesentlichen dem in Kapitel 8.1.2 beschriebenen. Der
27 ” Bildschirm stand auf einem höhenverstellbaren Rednerpult, das komplett ausgefahren
wurde. Der Bildschirm befand sich dadurch etwa in 1,6m Höhe und somit deutlich tiefer
als in der Nutzerstudie. Um nicht vom Roboterarm verdeckt zu werden, wurde der
Bildschirm geringfügig rechts vom Roboterarm platziert.
Die Versuchsteile wurden mit einer Webcam aufgezeichnet, die sich links hinter den
Probanden befand. Für das Motion Tracking System zur Erfassung der Kopfbewegungen
wurden 3 reflektierende Marker auf dem Haarreif befestigt und nach Möglichkeit weitere
drei im Schulter und Rückenbereich. Wenn die Positionierung in diesem Bereich durch
den Rollstuhl nicht möglich war, wurden die drei Marker direkt am Rollstuhl befestigt.
Der grundsätzliche Versuchsablauf entsprach dem in Kapitel 8.1.3, mit dem Unterschied,
dass hier nur die AMiCUS α Kontrollstruktur untersucht wurde. D.h., als erstes erfolgte
das Vorgespräch inklusive informierter Zustimmung und Erfassung demographischer
Daten. Daraufhin wurde die Sensorik angebracht. Im Anschluss daran wurden zunächst
das allgemeine Einführungsvideo und dann das AMiCUS α-bezogene Video abgespielt.
Nach diesen Videos folgte das freie Ausprobieren der Robotersteuerung.
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Vor der definierten Aufgabe wurde den Probanden ein Video der Aufgabe in 6-facher
Geschwindigkeit gezeigt. Zum Lösen der freien Greifaufgabe erhielten die Probanden
ein Bild von der Zielanordnung, sowie einen Hinweis, wie der Roboter zum Greifen des
dritten Würfels gedreht werden kann.
Im Anschluss an die Greifaufgaben wurde die Sensorik entfernt, das strukturiertes
Interview geführt, sowie der Evaluationsbogen bearbeitet.
9.1.3. Zielgrößen
Die Zielgrößen entsprachen denen aus Kapitel 8.1.4. Auch die Berechnungen waren im
Wesentlichen identisch. Im Folgenden wird lediglich auf die Unterschiede eingegangen.
Aufgrund der niedrigen Probandenzahl und der Zusammensetzung der Probandengrup-
pe wurden keine statistischen Tests zu möglichen Einflüssen des Geschlechts oder des
Alters durchgeführt. Da die Probanden den Versuch nur mit AMiCUS α durchführten,
können Einflüsse des AMiCUS β-Systems vollständig ausgeschlossen werden.
Vergleiche mit den Testpersonen der Nutzerstudie aus Kapitel 8 beziehen sich lediglich
auf diejenigen Testpersonen, die mit der AMiCUS α-Kontrollstuktur angefangen haben.
Es handelt sich dabei um 13 Probanden.
Subjektive Evaluation Zur subjektiven Bewertung des AMiCUS Systems haben alle
Probanden die für AMiCUS α relevanten Teile des Evaluationsbogens aus der Nutzerstudie
bearbeitet. D.h., die AMiCUS α-spezifischen Fragen sowie die allgemeinen Fragen zum
AMiCUS System. Die Fragen wurden im Anschluss an die freie Greifaufgabe gestellt.
Abschlussquote und Abschlusszeit der Aufgabe Negative Einflüsse durch Drift wurden
verringert, indem die Zeiten von der Bearbeitungszeit abgezogen wurden, in denen eine
Steuerung nicht möglich war. D.h., die Bearbeitungszeit wurde frühstens unterbrochen,
sobald eine normale Steuerung aufgrund von Drift sichtlich nicht mehr möglich war, und
spätestens mit dem Start der Re-Kalibrierung. Fortgesetzt wurde die Bearbeitungszeit
nach Abschluss der Re-Kalibrierung. Es ist zu beachten, dass Drift sich aber auch
schon negativ auf die Steuerung auswirken kann, wenn sie für Probanden und/oder
Versuchsdurchführende noch nicht deutlich erkennbar ist.
Pfadabweichungen Die vier Zielgrößen MV, ME, MO und MD wurden für alle Bewe-
gungen aus Tabelle 8.2 berechnet. Im Gegensatz zu der Nutzerstudie in Kapitel 8, führten
die Probanden den Versuch mit nur einer Kontrollstruktur durch. Dementsprechend gibt
es von den Bewegungen (1)–(6) für jeden Probanden lediglich einen Datensatz.
9.2. Ergebnisse und Diskussion
Die definierte Aufgabe konnte von allen 6 Testpersonen gelöst werden. Zwar fiel bei zwei
Probanden Würfel 3 vom Podest, allerdings war die Ursache dafür ein Fall des Würfels
aus zu großer Höhe. Da die Aufforderung zum Öffnen des Greifers in beiden Fällen von
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(a) (b)
Abbildung 9.1.: Die Fertigstellungsrate der definierten Aufgabe betrug 100% (n=6). Die
freie Greifaufgabe konnte von 4 von 5 Probanden fehlerfrei gelöst werden (9.1a). Der
Median der Bearbeitungszeit war für die definierte Greifaufgabe 13min 51 s (n=6) und
18min 22 s (n=4) für die freie Greifaufgabe (9.1b).
den Versuchsdurchführenden gegeben wurde, können diese Fehler nicht den Probanden
zugerechnet werden. Die freie Greifaufgabe konnte von 4 Testpersonen gelöst werden
(Abbildung 9.1a); bei einer Person schaltete sich der Roboter infolge einer drohenden
Selbstkollision ab, sodass die Versuchsdurchführenden manuell eingreifen mussten und
die Testperson dadurch disqualifiziert wurde. Eine weiterer Proband machte von seinem
Recht Gebrauch, den Versuch vorzeitig zu beenden und brach die Versuchsteilnahme
nach der definierten Aufgabe ab.
Der exakte Test nach Fisher deutete darauf hin, dass es keine signifikanten Unterschiede
bei den Fertigstellungsraten zwischen den Tetraplegikern und den Testpersonen ohne
Behinderung, die mit AMiCUS α begonnen hatten, gab.
Der Median für die Bearbeitungszeit der definierten Greifaufgabe lag bei 13min 51 s
und für die freie Greifaufgabe bei 18min 22 s (Abbildung 9.1b). Die disqualifizierte
Testperson bearbeitete die Aufgabe in nur 13min 58 s. Das heißt, der Median der freien
Aufgabe läge unter Einbeziehung dieses Wertes bei 16min 34 s.
9.2.1. Kalibrierung
Alle 5 Probanden fanden, dass es sehr einfach zu verstehen war, was man bei der
Kalibrierung für den Cursor-Modus machen sollte. Auch das akustische Feedback zur
Speicherung eines Kalibrierungspunktes wurde von allen als äußerst nützlich empfunden
(Abbildung 9.2). Dieses sehr gute Ergebnis kommt wahrscheinlich dadurch zustande,
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Abbildung 9.2.: Fragen zur Kalibrierung und Antworten. Bei der Cursor-Kalibrierung
handelt es sich um die Kalibrierung der Positionskontrolle für den Cursor-Modus und
bei der Roboter-Kalibrierung um die Kalibrierung der Geschwindigkeitskontrolle für
den Roboter-Modus.
dass bei der Entwicklung besonders darauf geachtet wurde, dass die Cursor-Kalibrierung
möglichst viel Ähnlichkeit mit bereits aus dem Alltag bekannten Kalibrierungsroutinen,
zum Beispiel mit denen zur Touchscreen-Kalibrierung, hatte.
Bei der Kalibrierung für den Roboter-Modus fanden 4 Probanden es sehr einfach zu
verstehen, was man machen sollte, die übrige Testperson fand es einfach. Somit kann
man auch hier schlussfolgern, dass die Kalibrierungsroutine bereits sehr intuitiv ist und
keine weiteren Verbesserungen erforderlich sind.
Es gab keine signifikanten Unterschiede zwischen den Bewertungen der Kalibrierungs-
routinen. Weiterhin konnten keine signifikanten Unterschiede zwischen den Tetraplegikern
und den Testpersonen ohne Behinderung festgestellt werden.
9.2.2. Grafische Benutzeroberfläche
Abbildung 9.3 zeigt die Fragen zur grafischen Benutzeroberfläche und die Antworten der
Testpersonen. 3 Probanden stimmten voll zu, dass die grafische Benutzeroberfläche im
Cursor-Modus optisch ansprechend und übersichtlich war, die übrigen 2 stimmten zu.
4 Testpersonen fanden, dass alle wichtigen Funktionen sehr gut zu erreichen waren;
lediglich ein Proband stimmte dieser Aussage nur teilweise zu. Dieser Proband war
gleichzeitig der einzige, bei dem der Bewegungsbereich für den Roboter-Modus individuell
eingestellt werden musste. Das heißt, dieser Proband musste selbstständig die Roboter-
Kalibrierung im Kalibrierungsmenü aufrufen, wohingegen die anderen Probanden im
Wesentlichen die vier Robotergruppen auswählten. Es könnte also sein, dass die Slide
Buttons zwar gut erreichbar sind, es bei der Erreichbarkeit einiger Dwell Buttons aber
durchaus Verbesserungsbedarf gibt.
Die Bewertung der GUI im Roboter-Modus hinsichtlich Ästhetik und Übersichtlichkeit
ist komplett identisch mit der für die Cursor-GUI. 4 Probanden stimmten voll zu, dass
alle wichtigen Informationen im Roboter-Modus angezeigt wurden. Die übrige Testperson
122
9.2. Ergebnisse und Diskussion
Abbildung 9.3.: Fragen zur grafischen Benutzeroberfläche und Antworten. Cursor-GUI
= GUI im Cursor-Modus, Roboter-GUI = GUI im Roboter-Modus.
stimmte teilweise zu.
Ausnahmslos alle Probanden bewerteten das Feedback für die aktuelle Kopfpositi-
on als einfach zu verstehen und nützlich. Das Kamerabild hingegen wurde nur von
3 Versuchsteilnehmern als sehr nützlich empfunden. Die anderen zwei fanden es nicht
nützlich.
Es gab keine signifikanten Unterschiede zwischen den Bewertungen der Tetraplegiker
und denen der Testpersonen ohne Behinderung.
9.2.3. Umschaltvorgang
In diesem Abschnitt werden der Slide Button, die Kopfgeste, sowie der Umschaltvorgang
allgemein evaluiert.
Die erfolgreiche Aktivierung des Slide Button wurde von allen Probanden als sehr
einfach empfunden (Abbildung 9.4a). Das akustische und visuelle Feedback für den Slide
Button empfanden 4 Testpersonen als sehr nützlich. Eine Testperson fand zwar das
akustische Feedback nützlich, das visuelle aber gar nicht.
Die gute Bewertung des Slide Buttons deckt sich mit der verhältnismäßig hohen
Erfolgsrate des Slide Buttons von 82,52% (Abbildung 9.4b). War die Aktivierung des
Slide Buttons beim ersten Versuch nicht erfolgreich, so gelang sie in 14,23% der Fälle
beim zweiten Versuch. Ein dritter Versuch war in 3,25% der Fälle notwendig.
Der Median der Aktivierungszeit für den Slide Button lag bei 4,95 s. In Abbildung 9.4c
sind die Mediane und Quartile der Aktivierungszeiten des Slide Buttons für alle Proban-
den einzeln dargestellt. Der Zweistichproben-t-Test für unabhängige Stichproben zeigte
hinsichtlich der Ausführungsdauer des Slide Buttons keinen signifikanten Unterschied
zwischen Tetraplegikern und Probanden ohne Behinderung.
Die Kopfgeste bewerteten 3 Testpersonen als sehr schwierig, eine als neutral und die
übrige als sehr einfach (Abbildung 9.4a). Daraus folgt, dass die Kopfgeste als signifikant
schwieriger empfunden wurde als der Slide Button. Darüber, ob das Gestenfeedback
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(a)
(b) (c) Slide Button (d) Kopfgeste
Abbildung 9.4.: Vergleich zwischen dem Slide Button und der Kopfgeste in Bezug auf
Nutzerzufriedenheit (9.4a, n=5), Erfolgsquote (9.4b, n=6) und Aktivierungszeit (9.4c
(Slide Button) und 9.4d (Kopfgeste), n=6).
nützlich war, herrschte Uneinigkeit. Diese äußerte sich darin, dass jede Testperson eine
andere Bewertung abgegeben hat.
Die Erfolgsquote der Kopfgeste lag bei 41,45% (Abbildung 9.4b). In 26,27% der Fälle
waren zwei Versuche erforderlich, in 11,69% der Fälle drei Versuche. In den übrigen
20,59% wurden 4 oder mehr Versuche zum erfolgreichen Ausführen der Kopfgeste be-
nötigt. Die Erfolgsrate der Kopfgeste lag somit signifikant niedriger als für den Slide
Button. Jedoch gab es keine signifikanten Unterschiede zwischen Tetraplegikern und
Nicht-Tetraplegikern.
Durch die hohe Anzahl benötigter Versuche, erhöhte sich auch die erforderliche Aus-
führungszeit für die Kopfgeste. Die Medianwerte und Quartile für alle Probanden einzeln
sind in Abbildung 9.4d dargestellt. Im Vergleich zu den Aktivierungszeiten für den Slide
Button fällt auf, dass die Streubreite bei der Kopfgeste viel größer war. Zwischen den
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Ausführungszeiten des Slide Buttons und der Kopfgeste gab es aber keinen signifikanten
Unterschied (t-Test für gepaarte Stichproben). Der Medianwert für die Aktivierungszeit
für die Kopfgeste für alle Probanden zusammen betrug 4,55 s. Der Zweistichproben-t-Test
für unabhängige Stichproben zeigte an, dass die Ausführungszeit für die Kopfgeste bei
den Tetraplegikern signifikant höher war als bei den Testpersonen ohne Behinderung.
In den Videoaufnahmen der Versuche ist außerdem deutlich zu erkennen, dass die
Ausführung der Kopfgeste bei den meisten Probanden sehr angestrengt aussah. Daraus
kann man schließen, dass die Kopfgeste für die Tetraplegiker tatsächlich schwieriger
auszuführen war, als für die Probanden ohne Behinderung. Es ist denkbar, dass die
Erfolgsrate von einer Kombination aus Läsionshöhe (NLI) und Grad der Schädigung
(ASIA Klassifizierung) abhängt. Allerdings standen die Vorselektion der Tetraplegiker,
die geringe Anzahl an untersuchten Tetraplegikern und die dadurch niedrige Anzahl an
Kombinationen aus NLI und ASIA Klassifizierung einer weiteren Untersuchung dieser
Hypothese im Wege.
Den gesamten Umschaltvorgang bewerteten 3 Testpersonen als sehr einfach, eine als
einfach, und die übrige Person als neutral. Bei der letztgenannten Testperson war das
Bewegungsausmaß des Kopfes geringer als bei den anderen. Es ist leicht nachvollziehbar,
dass die Kopfgeste als umso schwieriger empfunden wird, je kleiner der Bewegungsumfang
des Kopfes ist.
Der Aussage „Das Umschalten zwischen den Gruppen geht schnell“ stimmte ein
Proband voll zu, einer stimmte nicht zu und die übrigen 3 Probanden stimmten teilweise
zu. Einer der letztgenannten erläuterte, dass die Kopfgeste den Umschaltvorgang langsam
machte, weil sie zu schwierig wäre und es daher zu vielen Fehlversuchen käme. Ein anderer
Proband merkte an, dass das Umschalten zwischen den Gruppen am Anfang zwar schnell
genug sei, jedoch nach kurzer Eingewöhnungszeit zu langsam gehe.
9.2.4. Mapping
Intuitivität
Die überwiegende Mehrheit konnte sich sehr gut vorstellen, was der Greifer macht,
wenn der Nutzer den Kopf hoch oder runter bewegt. Nur eine Testperson konnte es
sich nicht vorstellen (Abbildung 9.5). Identische Bewertungen gaben die Probanden
für die folgenden drei Aussagen. In diesen Aussagen sollten sie bewerten, wie gut sie
sich die aus ihren Kopfbewegungen resultierenden Roboterbewegungen in den Gruppen
VE und HE vorstellen konnten. Den Aussagen „Ich kann mir gut vorstellen, was der
Roboter in der Gruppe Orientierung macht, wenn ich den Kopf hoch oder runter bewege.“
und „Ich kann mir gut vorstellen, was der Roboter in der Gruppe Orientierung macht,
wenn ich den Kopf nach links oder rechts drehe.“ stimmten jeweils 2 Testpersonen
nicht zu, eine stimmte teilweise zu, eine stimmte zu, und die übrige stimmte voll zu.
Geringfügig besser konnten sich die Probanden vorstellen, was der Roboter in der Gruppe
Orientierung macht, wenn sie ihren Kopf nach links oder rechts neigten: Hier stimmte
eine Testperson voll zu, zwei stimmten zu, eine stimmte teilweise zu, und die verbleibende
widersprach. Diese hohe Streubreite der Antworten lässt vermuten, dass die Intuitivität
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Abbildung 9.5.: Fragen zur Intuitivität des Mappings und Antworten (n = 5). G =
Greifer, VE = Vertikale Ebene, HE = Horizontale Ebene, O = Orientierung
des Mappings der Freiheitsgrade in der Gruppe Orientierung sensibel von dem räumlichen
Vorstellungsvermögen des individuellen Nutzers abhängt: Wenn der Nutzer Probleme hat,
sich die Bewegungen des Greifers in Greiferkoordinaten vorzustellen, ist das Mapping
nicht intuitiv.
Signifikante Unterschiede zwischen den Antworten der Tetraplegiker und den Testper-
sonen ohne Behinderung gab es nicht.
Effizienz
Zur Abschätzung der Effizienz der Robotersteuerung wurden die Zielgrößen MV, ME,
MO und MD für die Bewegungen (1)–(6) (Tabelle 8.2) ausgewertet. Die Ergebnisse
werden im Folgenden mit denen aus Kapitel 8.2.4 verglichen. Um mögliche Störeinflüsse
möglichst gering zu halten, werden für den Vergleich nur die Daten des ersten Durchlaufes
derjenigen Personen berücksichtigt, die mit der AMiCUS α-Kontrollstruktur angefangen
haben. Das heißt, die 6 Datensätze der Tetraplegiker werden mit 12 Datensätzen von
Nicht-Tetraplegikern verglichen. Für den Vergleich kam ein Zweistichproben-t-Test für
unabhängige Stichproben zum Einsatz. Zur Vermeidung von Redundanz konzentriert
sich dieser Abschnitt auf die Unterschiede zwischen beiden Gruppen.
Es ist nicht auszuschließen, dass die unterschiedliche Positionierung des Bildschirms
bei beiden Testgruppen einen Einfluss auf die Ergebnisse gehabt hat.
Für die Bewegung (1), bei der der Roboter in der VE-Gruppe von rechts nach links
bewegt werden musste, ist der Bewegungs-Umweg bei den Tetraplegikern signifikant höher
(Median: 38,3478mm vs. 0,1458mm). Da auch die Werte für MV und MO höher sind,
resultiert der höhere MD-Wert vermutlich daraus, dass die Tetraplegiker den Roboter
nicht exakt horizontal, sondern in leichten Schlangenlinien bewegt haben.
Obwohl für Bewegung (2) alle vier Werte bei den Tetraplegikern betragsmäßig größer
sind, kann kein signifikanter Unterschied im Vergleich zu den Probanden ohne Behinderung
festgestellt werden.
Bei Bewegung (3) ist die Bewegungs-Variabilität für die Tetraplegiker signifikant höher
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(a) (b)
(c) (d)
Abbildung 9.6.: Boxplots der Ergebnisse für die Bewegungen (1)–(6) und die Zielgrößen
MV (9.6a), ME (9.6b), MO (9.6c) und MD (9.6d).
(Median: 14,1528mm vs. 5,6444mm). Auch für die übrigen 5 Bewegungen ist der MV-
Wert bei den Tetraplegikern etwas höher, jedoch nicht signifikant. Es könnte sein, dass
es den Tetraplegikern generell schwerer gefallen ist, den Kopf in nur eine Richtung zu
bewegen. Das heißt, die Kopplung zwischen dem Pitch- und dem Yaw-Freiheitsgrad
ist bei Tetraplegikern möglicherweise höher. Das ist insofern plausibel, als dass die
Möglichkeiten Wirbel gegeneinander zu verdrehen oder zu verkippen mit zunehmender
Höhe der Querschnittslähmung immer weiter eingeschränkt werden.
Darüber hinaus ist der Bewegungs-Offset bei den Tetraplegikern für Bewegung (3)
tendenziell negativ und bei den Nicht-Tetraplegikern eher positiv. Die Nicht-Tetraplegiker
haben sich bei der Bewegung von links oben nach rechts unten also eher oberhalb der
Diagonalen aufgehalten, die Tetraplegiker hingegen eher unterhalb. Der Zweistichproben-
t-Test deutet darauf hin, dass dieser Unterschied zwischen beiden Gruppen signifikant ist
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Abbildung 9.7.: Fragen und Ergebnisse zu der Einschätzung der Position und Orientierung
im Raum (n = 5). VE = Vertikale Ebene, HE = Horizontale Ebene.
(Median: −17,3168mm vs. 6,0736mm). Es ist jedoch unklar, welchen Zusammenhang es
an dieser Stelle zwischen der Art der Bewegungsausführung und der Gruppenzugehörigkeit
(Tetraplegiker vs. Nicht-Tetraplegiker) geben könnte. Um dies zu klären, ist eine weitere
Untersuchung mit mehr Probanden und unter exakt gleichen Bedingungen sinnvoll.
Nach ihrer subjektiven Einschätzung fanden es alle Tetraplegiker sehr einfach, die
Position des Roboterarms in der Gruppe VE (Bewegungen (1)–(3)) einzuschätzen (Abbil-
dung 9.7). Dieses Ergebnis lässt den Schluss zu, dass die leicht schlechteren Ergebnisse der
Tetraplegiker im Vergleich zu den Probanden ohne Behinderung nicht aus einem Mangel
an visuellem Feedback oder räumlichen Vorstellungsvermögen resultieren, sondern eher
eine Folge der Bewegungseinschränkung des Kopfes sind.
Bei den Bewegungen (4)–(6) gibt es keine signifikanten Unterschiede zwischen den
Testpersonen ohne Behinderung und den Tetraplegikern (Abbildung 9.2.4).
Wie auch den Nicht-Tetraplegikern fiel es den Tetraplegikern geringfügig schwerer,
die Position des Roboterarms in der Gruppe HE als in der Gruppe VE einzuschätzen
(Abbildung 9.7): 3 Personen fanden es sehr einfach, die übrigen 2 fanden es einfach.
Es konnte kein signifikanter Unterschied zwischen den Bewertungen der Tetraplegiker
zwischen den Gruppen VE und HE nachgewiesen werden. Jedoch war der Bewegungs-
Umweg bei Bewegung (2) signifikant kleiner als bei Bewegung (6). Zwischen allen anderen
Bewegungen gab es keine signifikanten Unterschiede.
In dem Evaluationsbogen gaben 3 Personen an, dass sie es schwer fanden, die Orientie-
rung des Roboterarms einzuschätzen. Eine Testperson fand es sehr einfach und die übrige
stimmte teilweise zu, dass es einfach war, die Orientierung richtig einzuschätzen (Abbil-
dung 9.7). Die Bewertung für die Gruppe Orientierung fiel somit signifikant schlechter
aus als für die für die Vertikale Ebene.
Zusammenfassend fielen die Ergebnisse für die Tetraplegiker hinsichtlich der Zielgrößen
MV, ME und MD geringfügig schlechter aus als für die Probanden ohne Behinderung. Mit
der gegebenen Anzahl an Probanden konnten nur wenige signifikante Unterschiede festge-
stellt werden. – Und bei diesen ist unklar, ob sie im Zusammenhang mit der geänderten
Bildschirmpositionierung stehen. Es sind also weitere Untersuchungen erforderlich, um
herauszufinden, ob es tatsächlich Unterschiede zwischen den beiden Gruppen gibt. Falls
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dies der Fall ist, muss weiterhin geklärt werden, ob körperliche oder geistige Faktoren für
die Unterschiede ursächlich sind. Zwar scheinen geistige Unterschiede auf den ersten Blick
unplausibel, da eine Querschnittslähmung durch eine Beschädigung des Rückenmarks
hervorgerufen wird. Diese Beschädigung hat keinen Einfluss auf die geistigen Fähigkeiten.
Jedoch gibt es Untersuchungen, die gezeigt haben, dass die räumliche Vorstellungskraft bei
bewegungseingeschränkten Kleinkindern infolge der Bewegungseinschränkung ebenfalls
eingeschränkt ist [7]. Der Grund dafür ist, dass es für eine normale Gehirnentwicklung un-
erlässlich ist, sich selbst im Raum bewegen und mit der umgebenden Welt in Interaktion
treten zu können. Zwar tritt bei der überwiegenden Mehrheit die Querschnittslähmung
ein, wenn diese Gehirnentwicklung bereits abgeschlossen ist, aber dennoch könnte die
Tatsache, in seiner Bewegung eingeschränkt zu sein, auf lange Sicht auch Auswirkungen
auf das räumliche Vorstellungsvermögen haben. – Und zwar in beide Richtungen: Es
ist nämlich auch denkbar, dass Tetraplegiker, die ihr räumliches Vorstellungsvermögen
bereits vor ihrer Erkrankung voll entwickeln konnten, mit der Zeit eine bessere räumliche
Vorstellungskraft als Personen ohne Bewegungseinschränkung hervorbringen, weil sie
dazu übergehen, ihre Schritte besser zu planen, da Korrekturen mit aktuellen Assistenz-
systemen sehr zeitaufwändig sind. Außerdem können Fehler mitunter nicht ohne fremde
Hilfe korrigiert werden. Dies ist bei AMiCUS zum Beispiel der Fall, wenn der Nutzer den
Roboterarm so bewegt, dass dieser sich zum Schutz vor einer (Selbst-)Kollision abschaltet.
9.2.5. Transferfunktion
In diesem Abschnitt wird untersucht, ob die Parameter für die Übertragungsfunktio-
nen passend eingestellt wurden. Dazu wurden die Probanden nach ihrer Meinung zur
Steuerungsgeschwindigkeit und zum Steuerungsverhalten gefragt. 3 Probanden fanden
die Geschwindigkeit des Greifers genau richtig, die übrigen 2 fanden die Steuerung etwas
zu schnell. Eine dieser Personen erklärte, dass nicht die Geschwindigkeit des Greifers
generell zu hoch war, sondern, dass der Greifer durch seine ruckartigen Bewegungen zu
schnell erschien. D.h., die Ursache des Problems lag in diesem nicht bei der Einstellung
der Parameter für die Übertragungsfunktion, sondern bei dem Greifer selbst.
Die Geschwindigkeit des Roboterarms bei linearen Bewegungen fanden 3 Testpersonen
genau richtig und 2 zu langsam. Das liegt vermutlich daran, dass die linearen Bewegungen
als sehr intuitiv empfunden wurden, sodass die Probanden auch durchaus mit höheren
Geschwindigkeiten zurechtgekommen wären. Die Geschwindigkeit bei Drehbewegungen
wurde von 4 Probanden als genau richtig bewertet und von einer Person als zu langsam.
Insgesamt kann man also zusammenfassen, dass die Geschwindigkeiten für Anfänger
prinzipiell passend eingestellt sind, jedoch sollte es entweder die Möglichkeit geben,
dass der Nutzer die Geschwindigkeiten selbst anpassen kann, oder dass das AMiCUS
Sytem mit Hilfe von maschinellem Lernen automatisch die Geschwindigkeiten an die
Nutzerperformance anpasst.
Der Aussage „Es ist einfach, den Mauszeiger kontrolliert zu bewegen“ stimmten 2 Test-
personen voll zu und 3 stimmten zu. Die Kombination von Bildschirmabstand und -größe
kann also als angemessen angenommen werden.
Trotz des ruckelnden Greifers fanden 4 Probanden es sehr einfach mit dem Greifer
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(a)
(b)
Abbildung 9.8.: Evaluation der Gompertz-Transferfunktion hinsichtlich Steuerungsge-
schwindigkeit (9.8a) und -präzision (9.8b) (n = 25).
präzise zu greifen, eine Person stimmte dieser Aussage nur teilweise zu. Dieses Ergebnis
sollte vor dem Hintergrund gesehen werden, dass es sich bei allen zu greifenden Objekten
um Stoffwürfel handelte. Während der Planung der Studie wurden zwischenzeitlich LEGO
DUPLO-Steine als zu greifende Objekte in Betracht gezogen. Diese Überlegung wurde
aber direkt wieder verworfen, weil es auch für die vergleichsweise erfahrenen Entwickler
nicht leicht war, die Steine zu greifen, ohne dass ein Knacken zu hören war.
4 Testpersonen fanden es sehr einfach, den Roboterarm präzise zu bewegen, eine fand
es einfach. Somit sind auch hier die Parameter der Gompertz-Funktion im Allgemeinen
passend.
9.2.6. Allgemein
In Abbildung 9.9 sind die Aussagen, die keiner Kategorie zugeordnet werden konnten,
und die zugehörigen Bewertungen der Tetraplegiker dargestellt. 4 Testpersonen stimmten
voll zu, dass man alle relevanten Teile des Systems immer gut im Blick hatte, die übrige
Testperson stimmte gar nicht zu.
Der Aussage „Die Steuerung macht Spaß“ stimmten 4 Probanden voll zu und einer
stimmte zu. Das heißt, AMiCUS α erfreute sich bereits in der Version v1.1 einer hohen
Nutzerakzeptanz, was als positive Zukunftsprognose zu interpretieren ist.
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Abbildung 9.9.: Allgemeine Fragen zu AMiCUS α v1.1 und Antworten (n = 5)
9.3. Fazit
Zwischen den Tetraplegikern und den Probanden ohne Behinderung gab es keine signifi-
kanten Unterschiede bei den Bewertungen der Aussagen des Evaluationsbogens. Weiterhin
gab es keine nennenswerten Unterschiede bei den Fertigstellungsraten der beiden Versuchs-
aufgaben. Auch bei der erfolgreichen Aktivierung des Slide Buttons war die Performance
der Tetraplegiker hinsichtlich der Aktivierungszeit sowie der Fehlerrate vergleichbar. Bei
der Ausführung der Kopfgeste traten jedoch signifikante Unterschiede auf: Die Erfolgsrate
der Kopfgeste war signifikant niedriger als die des Slide Buttons. Durch die hohe Fehlerrate
gab es kaum noch einen Unterschied zwischen den Aktivierungszeiten des Slide Buttons
und der Kopfgeste. Der Zeitvorteil der Kopfgeste ist somit bei den Tetraplegikern vollends
verloren gegangen. Es ist wahrscheinlich, dass die korrekte Ausführung der Kopfgeste mit
zunehmender Bewegungseinschränkung des Kopfes schwieriger wird. Dafür spricht, dass
die Kopfgeste auch von den Tetraplegikern selbst als signifikant schwieriger empfunden
wird als der Slide Button. An dem gesamten Umschaltvorgang kritisierten die Probanden
deshalb neben der Dauer des Umschaltvorganges im Wesentlichen die Kopfgeste. Bei
der Vereinfachung des Umschaltvorganges für die folgende AMiCUS α-Version sollte die
Kopfgeste also entweder stark überarbeitet oder komplett entfernt werden.
Die Auswertung der Zielgrößen MV und ME legt den Verdacht nahe, dass die Te-
traplegiker größere Schwierigkeiten hatten, den Kopf in nur eine Richtung zu bewegen.
Möglicherweise werden die Kopplungen mit zunehmender Bewegungseinschränkung grö-
ßer. Diese Theorie wird von der Beobachtung gestützt, dass auch bei den Probanden
ohne Behinderung der Roll-Freiheitsgrad mit zunehmendem Alter immer mehr mit den
anderen Freiheitsgraden gekoppelt zu sein schien. Denn mit zunehmendem Alter nimmt
allgemein die Beweglichkeit des Kopfes ab während die Kopplungen – insbesondere des
Roll-Freiheitsgrades – zunehmen [88, 54].
Eine weitere Beobachtung, die während der Versuche gemacht wurde, ist die, dass es
bei den Tetraplegikern teilweise sehr starke Probleme mit Drift gab. Möglicherweise waren
Metallteile an den Rollstühlen ausschlaggebend dafür. Allerdings wurden die Ursachen
für Sensordrift des FSM-9 noch nicht hinreichend untersucht, um eine klare Aussage
machen zu können. Weitere Untersuchungen, in denen nur die Anwesenheit des Rollstuhls
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variiert wird, sind zu diesem Zweck sinnvoll. Das heißt, die gleichen Personen machen im
gleichen Raum unter exakt gleichen Bedingungen eine Aufgabe einmal mit und einmal
ohne Rollstuhl.
Bei der Umgestaltung der grafischen Benutzeroberfläche für die Folgeversion von AMi-
CUS α v1.1 wird berücksichtigt, dass die einzige Testperson, die die Roboter-Kalibrierung
manuell aufrufen musste, zugleich die einzige Testperson war, die nicht fand, dass alle
Funktionen leicht zugänglich waren. Zwar kann es sich hier um eine rein zufällige Kor-
relation oder um einen Einzelfall handeln, jedoch deckt sich dieses Ergebnis mit den
Erfahrungen der Entwickler: Die Hintereinanderschaltung von Dwell Buttons macht die
Steuerung langsam und dadurch Funktionen in Untermenüs schlecht zugänglich. Dwell
Buttons sollten daher nach Möglichkeit nur einzeln vorkommen und nicht mit weiteren
Steuerelementen kombiniert werden.
Auch die Erfahrung der Entwickler, dass das Ruckeln des Greifers sich negativ auf die
Steuerung auswirkt, fand sich in dem Feedback der Tetraplegiker wieder. Dies stützt die
Forderung nach einem Greifer, der die Kopfbewegungen des Nutzers gleichmäßig und
ruckelfrei umsetzt.
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Aus den Ergebnissen der Studie (Kapitel 8 und 9), sowie aus Langzeituntersuchungen
wurde die Version v1.1 zu der Version v2.0 weiterentwickelt. Es sind alle Verbesserungen
enthalten, die zeitlich implementiert werden konnten. Die wesentlichen Änderungen
werden im Folgenden vorgestellt.
10.1. Direkte Robotersteuerung
Da die Abbildung ϑhr → zw von nahezu allen Probanden als nicht intuitiv empfunden
wurde, wurde sie geändert zu ϑhr → − zw . Dies kann auch als Umdefinierung der zw -
Achse unter Beibehaltung des Mappings interpretiert werden. Aus dieser Sichtweise ergibt
sich ein neues Weltkoordinatensystem, das in Abbildung 10.1 dargestellt ist.
Um den Einstieg für die Robotersteuerung mit AMiCUS zu erleichtern, wurde ein
Anfänger-Modus eingerichtet, in dem unter anderem statt simultanen nur noch sequen-
tielle Drehungen möglich sind. Das heißt, nur das größte Steuersignal wird in eine
Roboterbewegung umgesetzt; die Steuersignale der anderen Freiheitsgrade werden gleich
Null gesetzt.
10.2. Kontrollstruktur
Als größte Schwäche von AMiCUS α v1.x wurde das vergleichsweise umständliche Um-
schalten zwischen den Gruppen identifiziert. Die Kombination der robusten Elemente
Slide Button und Kopfgeste wurde das Umschalten nicht nur langsam, sondern auch
ineffektiv. Um ein schnelleres und effektiveres Umschalten unter Wahrung der Betriebssi-
cherheit zu ermöglichen, ist eine Kombination von einem robusten mit einem schnellen
und effektiven Element sinnvoll. Am einfachsten kann dieses Ziel durch eine Modifikation
der Kopfgeste erreicht werden: Die Fehlerrate der Kopfgeste könnte beispielsweise auf
nahezu Null gesenkt werden, wenn statt des Algorithmus zur Kopfgestenerkennung aus
Abschnitt 6.5 ein einfacher Beschleunigungsschwellwert gesetzt werden würde.
Auf diese Lösung wurde jedoch verzichtet, da abrupte Kopfbewegungen von Experten
als eher ungesund betrachtet werden und weil die Kopfgeste bei den Tetraplegikern
insgesamt eher schlecht abschnitt (Kapitel 9.2). Weiterhin wurden nach Langzeitnutzung
von AMiCUS α v1.x unter anderem Symptome wie Schwindel, Tinnitus sowie Übelkeit
beobachtet. Es kann nicht gänzlich ausgeschlossen werden, dass die immer wiederkehren-
den abrupten Kopfbewegungen nach unten zu dieser Symptomatik beigetragen haben.
Aus diesem Grund wurde mit AMiCUS α v2.0 eine Alternativ-Version entwickelt, die
ohne die Nutzung von Kopfgesten auskommt:
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Abbildung 10.1.: Neues Welt-Koordinatensystem nach Umkehrung der zw -Achse.
Die Version v2.0 verwendet statt der Kopfgeste den Vertical Slider. Mit dem Vertical
Slider kann man also aus dem Roboter-Modus oder aus dem Standby-Modus in den
Cursor-Modus wechseln. Bei dem Vertical Slider handelt es sich um einen Slide Button,
der zur Aktivierung in vertikaler Richtung ( yw -Achse) verschoben werden muss. Die
Slide Buttons aus der Version v1.x wurden in der neuen Version durch Dwell Buttons
ersetzt. Gleichzeitig wurden die Dwell Buttons aus der Version v1.x durch Slide Buttons
ersetzt. Das heißt, um aus den Cursor-Modus in den Roboter-Modus zu gelangen, werden
nun Dwell Buttons für die Robotergruppen verwendet, und um in den Standby-Modus zu
wechseln oder andere Menüfunktionen aufzurufen, Slide Buttons.
Der Umschaltvorgang zwischen den Robotergruppen besteht nun also aus einer Kombi-
nation von Dwell Button und Vertical Slider. Dadurch soll erreicht werden, dass schneller
und effektiver zwischen den Gruppen gewechselt werden kann. Der Vertical Slider macht
ein vesehentliches Wechseln der Gruppen unwahrscheinlich.
Die gesamte Kontrollstruktur ist in Abbildung 10.2 dargestellt.
10.3. Steuerelemente im Roboter-Modus
In Kapitel 6 wurden bereits einige Steuerelemente zum Umschalten und deren Funktions-
prinzipien vorgestellt. In diesem Kapitel kommen zwei weitere Elemente, Vertical Slider
und Roll Switch, hinzu, die für die Version v2.0 implementiert und getestet wurden.
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Abbildung 10.2.: Grundsätzliche Kontrollstruktur der AMiCUS α v2.0 Version. Der
Wechsel in den Roboter-Modus erfolgt über Dwell Buttons. Zurück in den Cursor-Modus
gelangt man mit dem Vertical Slider. Durch Aktivierung eines Slide Buttons gelangt
man in den Standby-Modus, den man durch Auslösung des Vertical Sliders wieder
verlassen kann.
10.3.1. Vertical Slider
Bei dem Vertical Slider handelt es sich um einen für den Roboter-Modus optimierten Slide
Button, der in vertikaler Richtung verschoben wird (Abbildung 10.3): Der Vertical Slider
befindet sich inklusive seines Bewegungspfades in der Totzone der Gompertz-Funktion.
Um den Slider bewegen zu können, muss der Kopf des Nutzers eine bestimmte Zeit auf
dem Slider verweilen (1). Danach muss der Slider bis zu einer bestimmten Stelle nach
unten bewegt werden (2). Dort angelangt, muss der Nutzer ihn an seine Ursprungsposition
zurück bewegen. Ist dies geschehen, wird die mit dem Vertical Slider verknüpfte Aktion
ausgeführt (3). Jede Abweichung von dem vorgesehenen Pfad führt zu einem Abbruch
des Aktivierungsvorganges. Da es unwahrscheinlich ist, dass der Nutzer seinen Kopf
rein zufällig exakt entlang dieses Pfades bewegt, kommt es im Allgemeinen nicht zu
Interferenzen mit der Robotersteuerung.
Im Gegensatz zur Verwendung von Gesten wird bei dieser Art des Umschaltens zu
keinem Zeitpunkt die Robotersteuerung abgeschaltet. Dadurch ergibt sich die Einschrän-
kung, dass die Bewegung, d.h. der sensitive Bereich des Vertical Sliders, auf die Totzone
begrenzt ist. Gleichzeitig sollte die Totzone möglichst klein gehalten werden, um einen
möglichst großen Bewegungsbereich effektiv für die Robotersteuerung nutzen zu können.
Dadurch erfordert der Vertical Slider ein hohes Maß an Feinmotorik des Kopfes. Reicht die
Feinmotorik des Nutzers nicht aus, um den Vertical Slider kontrolliert zu bewegen, kann
es zu ungewollten Roboterbewegungen kommen. Diese wiederum stellen eine Gefährdung
für die Betriebssicherheit dar. In diesem Fall sollte die Totzone unbedingt vergrößert
werden. Die Totzone sollte also immer so klein wie möglich, aber so groß wie nötig gewählt
werden.
Damit die Adaption der Totzone umgehend erfolgt, macht es Sinn, die optimale Größe
der Totzone mit Methoden des maschinellen Lernens automatisch an die Nutzerper-
formance anzupassen. Dazu muss zunächst ermittelt werden, welche Charakteristika
135

10.4. Grafische Benutzeroberfläche und Feedback
(a) (b)
Abbildung 10.4.: Roll Switch und Schritte zur Aktivierung: Zunächst muss der Nutzer
den Zeiger über den Dwell Button bewegen (S1) und dort eine bestimmte Zeit verweilen,
damit der Roll-DOF für die Steuerung deaktiviert wird (S2). Neigt der Nutzer den
Kopf nun weit genug zur Seite, wird der Roll Switch ausgelöst (S3).
10.4. Grafische Benutzeroberfläche und Feedback
Zur Erhöhung der Ergonomie wurde die Benutzeroberfläche von AMiCUS α v2.0 sowohl im
Cursor-Modus als auch im Roboter-Modus achsensymmetrisch gestaltet (Abbildung 10.5).
10.4.1. Cursor-Modus
Im Cursor-Modus befinden sich die quadratischen Dwell Buttons für die Robotergruppen
(2) in gleichen Abständen oben, unten, rechts und links vom Bildschirmzentrum (Ab-
bildung 10.5a). Ein Dwell Button wechselt immer dann seine Farbe, wenn der Cursor
sich über ihm befindet. Wie auch in der Vorversion wechseln die Dwell Buttons nicht
untereinander ihre Position. So bleibt zum Beispiel die Gruppe für den Greifer immer
oben vom Zentrum, während sich die Gruppe Vertikale Ebene immer links befindet. Das
heißt, es wird mit der gleichen Kopfbewegung immer die gleiche Gruppe ausgewählt. Auf
diese Weise lernt der Benutzer schnell, die richtige Kopfbewegung zur Auswahl einer
bestimmten Gruppe auszuführen. Dadurch wird die Steuerung besonders intuitiv und der
Nutzer muss nicht so oft auf die grafische Benutzeroberfläche schauen, sondern kann sich
mehr auf die eigentliche Robotersteuerung konzentrieren. Infolgedessen wird die mentale
Beanspruchung gesenkt.
Am linken und rechten Bildschirmrand befinden sich die Menüs für die Kalibrierung
(1) und weitere Funktionen (3). Das Kalibrierungsmenü (1) enthält Slide Buttons für die
Offset-Kalibrierung, sowie für die Cursor- und Roboter-Kalibrierung (v.o.). Bei diesen
Slide Buttons rollt die Schiene – wie beim klassischen Slide Button – nach rechts aus. In
dem Menü auf der rechten Seite sind Slide Buttons zum Wechseln zwischen Anfänger- und
Experten-Modus, zum Wechseln in den Standby-Modus und zum Beenden des Programms
angeordnet (v.o.). Bei diesen Slide Buttons rollt die Schiene nach links aus. Das Feedback
für die Slide Buttons entspricht dem für den Slide Button aus der Vorversion.
Auf die Verwendung von Untermenüs wurde bei AMiCUS α v2.0 vollständig verzichtet.
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Abbildung 10.5.: Grafische Benutzeroberfläche von AMiCUS α v2.0 im Cursor- (10.5a)
und Roboter-Modus (10.5b). Im Cursor-Modus befindet sich auf der linken Seite
das Kalibrierungsmenü (1). In diesem Menü kann über Slide Buttons die Offset-
Kalibrierung, die Cursor-Kalibrierung oder die Roboter-Kalibrierung vorgenommen
werden (v.o.). Zum Auswählen einer Roboter-Gruppe werden die Dwell Buttons in
Bereich (2) verwendet. In dem Menü auf der rechten Seite (3) befinden sich Slide
Buttons zum Umschalten in den Experten-Modus, zum Wechseln in den Standby-Modus
oder zum Beenden des Programms (v.o.). Im Roboter-Modus werden das Bild der
Greiferkamera (4), Feedback über die aktuelle Kopfposition des Nutzers (5) und die
aktuelle Gruppe (7) angezeigt. Um in den Cursor-Modus zu wechseln, muss der Vertical
Slider (6) aktiviert werden.
Dadurch wird dem Benutzer ein guter Überblick ermöglicht und er kann über die Slide
Buttons direkt auf alle Menü-Funktionen zugreifen. Die Entwicklerinformationen und die
Echtzeit-Informationen über den Roboter entfallen in der Version v2.0. Die entsprechenden
Menüpunkte wurden entfernt, weil sie für den Nutzer nur sehr wenig bis keine Relevanz
besitzen.
Durch die neue Anordnung von Menüs und Gruppensymbolen, besteht nun ein intuitiver
Zusammenhang zwischen Platzierung und Importanz der Objekte: Häufig verwendete
Elemente, wie die Buttons für die Robotergruppen, befinden sich im mittleren Bereich
der grafischen Benutzeroberfläche, während die Funktionen, die nicht so oft gebraucht
werden, am Rand des Bildschirms angeordnet sind.
Eine weitere Änderung, die allein die Implementierung betrifft, ist die, dass bei AMiCUS
α v2.0 für die Cursor Steuerung nicht mehr der tatsächliche Mauscursor gesteuert wird,
sondern es wird lediglich ein Bild bewegt. Dadurch ergeben sich hinsichtlich Größe und
Gestaltung des Cursors mehr Möglichkeiten. In der Version v2.0 kommt ein großer roter
Punkt zum Einsatz, der einem Laserpointer ähnelt. Dieser kann auch von Menschen mit
schlechtem Visus noch verhältnismäßig gut gesehen werden.
Das Kamerabild befindet sich bildschirmfüllend im Hintergrund. Erste Tests wäh-
rend der Implementierung haben ergeben, dass dies nicht zu Irritationen führt, da der
Nutzer seine Aufmerksamkeit abwechselnd auf den Hintergrund (Kamerabild) oder den
Vordergrund (übrige GUI) richten kann. Genauso, wie er beim normalen Sehen im drei-
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dimensionalen Raum auf unterschiedliche Tiefenebenen fokussieren kann, ohne dabei
verwirrt zu sein.
10.4.2. Roboter-Modus
Abbildung 10.5b zeigt die Roboter-GUI von AMiCUS αv2.0. Im Roboter-Modus ist
das Bild der Greiferkamera ebenfalls bildschirmfüllend im Hintergrund dargestellt (4).
Dadurch wird es erheblich größer gezeigt als in der Vorversion.
Das Feedback über die aktuelle Kopfposition (5) wurde über das Bild der Greiferkamera
gelegt und befindet sich fortan in der Mitte des Bildes. In dem Quadrat, das die Totzone
der Gompertz-Funktion repräsentiert, ist der Vertical Slider (6) integriert. Der Slider
selbst befindet sich in Ruhe im oberen Drittel der Totzone und füllt diese in der Breite
vollständig aus. Um den Slider verschieben zu können, muss der Steuerungs-Pfeil eine
kurze Zeit in ihm verweilen. Danach ertönt ein Bestätigungston und der ursprünglich halb
transparente Vertical Slider wird opak. Ein weißer Pfeil an der linken Seite der Totzone
zeigt zugleich an, dass der Slider nun nach unten in die Totzone geschoben werden muss.
Dort angekommen, ertönt erneut ein Bestätigungston, der Slider nimmt eine andere Farbe
an, und der Pfeil an der linken Seite zeigt nun in entgegengesetzte Richtung. Für eine
erfolgreiche Aktivierung muss der Slider nun zurück in seine Ursprungsposition geschoben
werden. Erreicht der Slider diese Position, ertönt erneut ein Bestätigungston.
Damit der Nutzer jederzeit weiß, welche Bewegungsmöglichkeiten des Roboters ihm zur
Verfügung stehen, wird ein Bild der aktuell ausgewählten Gruppe in der rechten unteren
Ecke angezeigt (7). Dieses ist, wie auch die Elemente (5) und (6), halb transparent, um
das Kamerabild nicht zu verdecken.
10.5. Adaption an die Beispiel-Nutzerin
Zum Starten der Kalibrierung muss bei AMiCUS α v2.0 statt eines Schwellwertes in
positive ϕs -Richtung ein Schwellwert in positive ϑs -Richtung überschritten werden. Für
die grafische Benutzeroberfläche wurde der Button für die Gruppe Orientierung wieder
durch zwei Buttons, Orientierung 1 und Orientierung 2, ersetzt. Dafür wurden die
Buttons rechts und links vom Ursprungs-Button platziert. Die Positionen der übrigen
drei Dwell Buttons blieben unverändert. Alle anderen Adaptionen entsprechen denen, die
auch in der Vorversion für die Beispiel-Nutzerin gemacht wurden.
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11. Evaluation von AMiCUS α v2.0 an der
Beispiel-Nutzerin
Im ersten Teil dieses Kapitels wird der Konzeptnachweis an der Version AMiCUS α v2.0
erbracht; im zweiten Teil werden die Versionen AMiCUS α v1.0 und v2.0 verglichen, um
zu überprüfen, ob die gewünschten Verbesserungen erfolgreich umgesetzt werden konnten.
Im letzten Teil wird AMiCUS α v2.0 schließlich an einer Aufgabe aus dem täglichen
Leben getestet.
11.1. Evaluation unter Laborbedingungen
11.1.1. Versuchsdurchführung
Versuchsaufbau
Die Beispiel-Nutzerin wurde für den Versuch vor einen Bürotisch gefahren, auf dessen
gegenüberliegender Seite der Roboterarm platziert war. Die GUI wurde auf einem
27 ” Bildschirm angezeigt, der an der Wand hinter dem Robotarm befestigt war. Der
horizontale Abstand zwischen Bildschirm und Nutzerin betrug etwa 2,4m. Um nicht vom
Roboterarm verdeckt zu werden, wurde der Bildschirm in etwa 1,8m Höhe angebracht.
Die Abtastrate der Rohsensordaten und die Sensordatenfusionsrate betrugen 125Hz.
Die Signalverarbeitung fand mit 60Hz statt. Die Gelenkwinkel des Roboters wurden
mit 25Hz aktualisiert. Der komplette Versuch wurde von einer Kamera aufgezeichnet.
Zusätzlich wurden die Sensordaten sowie wichtige Parameter und Signale des AMiCUS
Systems gespeichert.
Versuchsablauf
Der gesamte Versuch bestand aus drei Teilen: Dem freien Ausprobieren, der definierten
Greifaufgabe und der freien Greifaufgabe.
Beim freien Ausprobieren hatte die Nutzerin nach einer kurzen Einweisung die Gelegen-
heit sich mit der Steuerung vertraut zu machen. Die Nutzerin wurde ermutigt, während
dieses Versuchsteils alle Gruppen mindestens einmal zu testen. Details zur Funktionsweise
von AMiCUS α v2.0 wurden ihr in dem Moment erklärt, in dem sie relevant wurden. Für
diesen Aufgabenteil wurde kein Zeitlimit gesetzt.
Der Ablauf der definierten Greifaufgabe bzw. der freien Greifaufgabe entsprach dem in
Kapitel 8.1.3, Abschnitt „Definierte Greifaufgabe“ bzw. „Freie Greifaufgabe“, beschriebe-
nen. Statt Einführungsvideos erhielt die Nutzerin eine persönliche Einweisung. Weiterhin
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entfiel die Abfrage der mentalen Beanspruchung, und die Beispiel-Nutzerin wurde nicht
explizit zum lauten Denken aufgefordert.
Zielgrößen
Abschlussquote und Abschlusszeit der Aufgabe Die Abschlussquoten und -zeiten
wurden für die definierte und die freie Greifaufgabe ausgewertet. Für die definierte
Greifaufgabe wurde die Abschlusszeit gemessen als die Zeit ab der ersten Anweisung zum
Betreten einer Gruppe bis zum Verlassen des Roboter-Modus nach der letzten Drehung.
Die Abschlusszeit der freien Greifaufgabe startete nach der Kalibrierung und stoppte
nachdem die Aufgabe gelöst war. Negative Einflüsse durch lautes Denken und Gespräche
mit den Versuchsdurchführenden sind nicht auszuschließen.
Fehlerraten und Aktivierungszeiten Für den Vertical Slider und den Dwell Button wur-
den die Fehlerraten und die Aktivierungszeiten als Evaluationskriterien ausgewählt. Die
Fehlerraten wurden mit Daten aus der definierten und der freien Greifaufgabe ausgewertet.
Die Aktivierungszeiten hingegen wurden lediglich aus den Daten der definierten Aufgabe
ermittelt. Die Aktivierungszeit wurde definiert als die Zeit zwischen der gesprochenen
Aufforderung und dem Wechsel des Systems in den jeweils anderen Modus. Das bedeutet,
dass auch Fehlversuche in der Aktivierungszeit enthalten waren. Dementsprechend sind
Aktivierungszeiten und Fehlerraten korreliert.
Pfadabweichungen Um die Art der Bewegungsausführung bewerten zu können, wur-
den die Bewegungen, die in Tabelle 8.2 markiert sind, untersucht. Zum Vergleich der
Bewegungen untereinander wurden die Zielgrößen Bewegungs-Offset (Movement Offset,
MO), Bewegungs-Fehler (Movement Error, ME), Bewegungs-Variabilität (Movement Va-
riability, MV) und Bewegungs-Umweg (Movement Detour, MD) berechnet (Kapitel 8.1.4,
Abschnitt „Pfadabweichungen“).
11.1.2. Ergebnisse und Diskussion
Abschlussquote und Abschlusszeit der Aufgabe Die Beispiel-Nutzerin hat sowohl die
definierte als auch die freie Greifaufgabe erfolgreich abgeschlossen. Abbildung 11.1 zeigt
die Beispiel-Nutzerin nach Lösung der freien Greifaufgabe. Für die definierte Greifaufgabe
benötigte sie 18min 21 s. Die freie Greifaufgabe beendete sie nach 27min 21 s. Während
beider Aufgaben war keine Neukalibrierung erforderlich.
Fehlerraten und Aktivierungszeiten Die Erfolgsrate des Vertical Sliders lag bei 62,75%
(Abbildung 11.2a). In 17,65% der Fälle war ein zweiter Versuch zur erfolgreichen Aktivie-
rung notwendig, in 7,84% wurde ein dritter Versuch benötigt, und in den übrigen 11,76%
waren mehr als drei Versuche erforderlich. Die maximale Anzahl benötigter Versuche
lag bei 6. In Bezug auf die Erfolgsrate des Vertical Sliders sollte man beachten, dass
der niedrige Visus und eine mögliche Einschränkung des Farbsehens sehr wahrscheinlich
einen negativen Einfluss hatten. Dies gilt besonders dann, wenn der Kontrast zwischen
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(a) (b)
Abbildung 11.2.: Fehlerraten (11.2a) und Aktivierungszeiten (11.2b) der Beispiel-Nutzerin
mit AMiCUS α v2.0
deutlichen Erhöhung der Aktivierungszeit. Im Gegensatz zu der Kopfgeste ergibt sich für
die Nackenmuskulatur aber vermutlich keine nennenswerte Mehrbelastung. Es gibt also
Unterschiede bei den Konsequenzen eines Fehlversuches. Deshalb kann die Fehlerrate
nicht isoliert betrachtet werden.
Dies macht auch das folgende Ergebnis deutlich: Der neue Umschaltvorgang stellt auf
den ersten Blick keine Verbesserung zum alten dar. Im Gegenteil: Sowohl die Umschalt-
zeiten als auch die Fehlerraten sind bei AMiCUS α v2.0 höher. Die Beispiel-Nutzerin
sagte während des Versuchs allerdings selbst: „Also ich muss sagen, Nina, das mit dem
Wechseln, das finde ich viel besser.“
Um die aus der Kopfgeste resultierende höhere Beanspruchung der Halswirbelsäule
zu vermeiden, nimmt die Beispiel-Nutzerin also offensichtlich lieber eine etwas längere
Umschaltzeit sowie eine höhere Fehlerrate der Umschaltelemente in Kauf.
Pfadabweichungen In Abbildung 11.3 ist der Bewegungspfad dargestellt, den die Bei-
spiel-Nutzerin während der definierten Greiaufgabe zurückgelegt hat. Auf Basis dieser
Bewegungsdaten wurden die Zielgrößen MV, ME, MO und MD für die Bewegungen (1)–(6)
berechnet(Abbildung 11.1.2).
Für Bewegung (1) liegt der MV-Wert bei 0,7mm. Das heißt, die Bewegung entsprach
nahezu perfekt einer geraden Linie parallel zur Aufgabenachse. Die Nutzerin bewegte
den Greifer lediglich um 3,3mm in positive yw -Richtung. Dadurch resultierte insgesamt
ein Bewegungs-Umweg von 1,9mm. Das heißt, Bewegung (1) konnte problemlos von
der Nutzerin umgesetzt werden. Für Bewegung (5) war exakt die gleiche Kopfbewegung
erforderlich, die Performance der Nutzerin war für diese Bewegung jedoch deutlich
schlechter: Während der Bewegung driftete der Greifer um 30,6mm nach vorne, in
negative zw -Richtung, ab. Interessant ist hierbei, dass bei identischem Versuchsaufbau die
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Abbildung 11.3.: Bewegungspfad der Beispiel-Nutzerin für die definierte Greifaufgabe
mit AMiCUS α v2.0. Die Bewegungen (1)–(9) entsprechen denen aus Tabelle 8.2.
Testpersonen aus Kapitel 8 in die entgegengesetzte Richtung abdrifteten. In beiden Fällen
führte jedoch ein zu weites Neigen des Kopfes nach unten zu diesem Bewegungs-Offset, da
die zw -Achse in der Version v2.0 im Vergleich zur Version v1.x umgedreht war. Dadurch
erhärtet sich an dieser Stelle der Verdacht, dass der Bewegungs-Offset zustande kam,
weil die Benutzer versuchten, Sichtkontakt zum Greifer zu halten und ihnen dabei nicht
auffiel, dass der Greifer sich während seiner Bewegung entlang der xw -Achse auch entlang
der zw -Achse bewegte.
Die Bewegungen (2) und (4) erforderten ebenfalls gleiche Kopfbewegungen. Bei Bewe-
gung (2) führte diese allerdings zu einer Bewegung des Greifers entlang der yw -Achse, bei
Bewegung (4) entlang der zw -Achse. Die Bewegungs-Variabilität lag für Bewegung (2)
bei 0,2mm und für Bewegung (4) bei 0,1mm. ME betrug bei beiden Bewegungen 0,1mm.
Es gab keinen messbaren Bewegungs-Umweg. Somit konnte kein Unterschied zwischen
den Bewegungen festgestellt werden. Das lässt darauf schließen, dass die Nutzerin keine
Probleme hatte, die Position entlang der zw -Achse richtig einzuschätzen, wenn sie sich
darauf konzentrierte.
Für Bewegung (3) musste der Kopf gleichzeitig nach rechts gedreht und nach unten
geneigt werden, damit sich der Greifer aus Sicht der Nutzerin diagonal von oben links
nach unten rechts bewegte. Wie man in Abbildung 11.3 sehen kann, hat die Nutzerin diese
Bewegung gut hinbekommen. Lediglich der Winkel passte nicht ganz, sodass die Nutzerin
den Greifer am Ende noch ein kleines Stück nach unten bewegen musste. Insgesamt
ergab sich dadurch ein MV-Wert von 8,4mm. Der Bewegungs-Fehler betrug 14,9mm
und der Bewegungs-Umweg 12,7mm. Diese – im Vergleich zu den Bewegungen (1), (2),
(4) und (5) – hohen Werte kamen zustande, da die Bewegung (3) schwieriger mit dem
Kopf auszuführen war und es keine optische Orientierungslinie gab.
Die gleichen Bedingungen lagen bei Bewegung (6) vor: Hier musste der Greifer aus
Sicht der Nutzerin von vorne links nach hinten rechts bewegt werden. Der Kopf musste
dafür gleichzeitig nach rechts gedreht und nach oben geneigt werden. In Abbildung 11.3
kann man sehen, dass die Nutzerin die diagonale Bewegung gut hinbekommen hat, jedoch
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Abbildung 11.4.: MV, ME, MO und MD für Bewegungen (1)–(6) während der definierten
Aufgabe. Die Berechnung erfolgte auf Basis des Bewegungspfades aus Abbildung 11.3.
etwas Schwierigkeiten hatte, den Greifer zielgenau über Würfel 2 zu platzieren. Hier schien
die Nutzerin doch Probleme zu haben, die Position des Greifers richtig einzuschätzen.
Dies lag vermutlich daran, dass die Endposition des Greifers im Gegensatz zu der von
Bewegung (4) weiter von ihr entfernt lag und somit die Kurzsichtigkeit der Nutzerin
einen negativen Einfluss auf ihre Performance hatte. Der MV-Wert betrug 19,3mm, der
ME-Wert 29,8mm und der MD-Wert 101mm.
Aus diesen Ergebnissen ergibt sich folgendes Ranking der Bewegungen von leicht
nach schwer: Bewegung (2) und (4), Bewegung (1), Bewegung (3), Bewegung (5) und
Bewegung (6). Das heißt, Bewegung (3) gelang besser als bei den Testpersonen aus
Kapitel 8 und Bewegung (5) schlechter. Die bessere Performance für Bewegung (4) hängt
vermutlich mit der umgedrehten zw -Achse zusammen. Bei Bewegung (5) führte das
Abdriften nach vorne zu der schlechteren Performance. Es gibt keine Hinweise darauf,
dass eine Veränderung am AMiCUS-System mit diesem Abdriften in Verbindung gebracht
werden kann.
Allgemeine Anmerkungen Während des Versuches merkte die Beispiel-Nutzerin unter
anderem an, dass sie die Gruppensymbole nur schwer unterscheiden könnte. Dies macht
sich daran bemerkbar, dass die Nutzerin manchmal überlegen musste, welche Gruppe
sie auswählen musste, um den Roboter wie gewünscht zu bewegen. Außerdem wusste
sie gelegentlich nicht genau, welche Bewegungsmöglichkeiten ihr innerhalb einer Gruppe
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zur Verfügung standen, obwohl zu diesem Zweck das Symbol der aktuellen Gruppe im
Roboter-Modus angezeigt wurde. Aus diesem Grund sollten die Gruppensymbole von
einem Designer neugestaltet werden.
Einmal wunderte sich die Beispiel-Nutzerin nach einem Gruppenwechsel darüber, dass
der Roboter sich nicht bewegte, obwohl die GUI durch die braune Farbgebung deutlich als
inaktiv gekennzeichnet war. In der Info-Zeile stand zusätzlich geschrieben, dass sie ihren
Kopf in die Neutralposition bewegen sollte, um die Steuerung zu aktivieren. Dennoch
musste ihr erklärt werden, was zu tun war. Möglicherweise ist es hilfreich, wenn eine
inaktive Steuerung zusätzlich durch eine ausgegraute GUI gekennzeichnet wird. Diese
Art der Kennzeichnung ist für inaktive Steuerelemente, wie zum Beispiel Textfelder oder
Buttons, bereits gebräuchlich. So ist die Steuerung für den Nutzer vielleicht leichter als
inaktiv erkennbar.
Auffällig war außerdem, dass die Nutzerin Schwierigkeiten hatte, sich die Drehungen
des Greifers vorzustellen. Das heißt, sie wusste nicht, welche Kopfbewegung zu welcher
Greiferdrehung führte. Die Nutzerin selbst führte das auf Probleme mit ihrem räumlichen
Vorstellungsvermögen zurück. Sie sagte: „Aber das war beim FRIEND auch schon immer.
Ich wusste immer nicht, wie ich drehen soll.“
11.2. Vergleich von AMiCUS α v1.0 und v2.0
In diesem Abschnitt werden AMiCUS α v1.0 und v2.0 von der Beispiel-Nutzerin verglichen,
um herauszufinden, welche Probleme erfolgreich behoben werden konnten und welche
noch offen sind.
11.2.1. Versuchsdurchführung
Versuchsaufbau und -ablauf
Der Versuchsaufbau entsprach dem in Abschnitt 11.1.1. An der Greiferkamera wurden
zwei halbe Styroporkugeln angebracht, die wie Augen aussahen (Abbildung 11.5). Dadurch
soll erreicht werden, dass die Nutzerin sich die Drehungen besser in Greifer-Koordinaten
vorstellen kann.
In dem Versuch wurden beide AMiCUS α-Versionen für jeweils etwa 20min getestet.
Die Nutzerin sollte jede Gruppe zwei Mal aufrufen. Beim jeweils ersten Aufruf einer
Gruppe durfte sie den Roboter gemäß den Steuerungsmöglichkeiten innerhalb der Gruppe
beliebig bewegen. Beim zweiten Aufruf wurde ihr angesagt, wie der Roboter bewegt
werden sollte. Dazu wurde ihr jeweils mitgeteilt, in welche Richtung sie den Roboter
bewegen und wo sie ihn anhalten sollte. Die Gruppenwechsel wurden ebenfalls von den
Versuchsdurchführenden angesagt. Nachdem alle Gruppen zwei Mal aufgerufen wurden,
sollte die Nutzerin noch jeweils zwei Mal in den Standby-Modus wechseln und die Roboter-
Kalibrierung aufrufen. Die Nutzerin wurde aufgefordert, ihre Gedanken in Bezug auf die
Steuerung während der Aufgabe laut zu äußern. Nach dem Versuch hat die Nutzerin
einen Evaluationsbogen zum Vergleich der Steuerungen bearbeitet.
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Abbildung 11.5.: Greifer mit „Augen“ zur besseren Vorstellung der Drehungen
Evaluation
Die Fehlerraten für die Steuerungselemente Slide Button, Kopfgeste, Dwell Button und
Vertical Slider wurden ausgewertet und verglichen. Weiterhin wurden die Umschaltzeiten
für die jeweils 10 Gruppenwechsel ermittelt. Die Zeitmessung wurde gestartet, nachdem
der Gruppenwechsel angesagt wurde, und gestoppt, als der Wechsel in den Roboter-Modus
auf der GUI sichtbar wurde.
Zusätzlich wurde ein Evaluationsbogen bearbeitet, der überwiegend vergleichende
Aussagen zu den beiden AMiCUS α Versionen enthielt, die mit ganzen Zahlen zwischen
1 („Ich stimme gar nicht zu.“) und 5 („Ich stimme vollkommen zu.“) bewertet werden
konnten. Einige Aussagen erwarteten jedoch auch eine freie Antwort der Nutzerin. Der
gesamte Evaluationsbogen ist in Anhang A.4 dargestellt.
Die laut geäußerten Gedanken zur Steuerung wurden ebenfalls in die Auswertung mit
einbezogen, sofern sie für die Evaluation relevant waren.
11.2.2. Ergebnisse und Diskussion
Nr. Aussage Bewertung
1 Ich finde es viel besser, dass die Kalibrierung jetzt von
mir selbst gestartet werden kann.
5
2 Ich finde es viel besser, dass die Roboter-Kalibrierung
automatisch nach der Cursor-Kalibrierung startet.
5
Fortsetzung auf nächster Seite...
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...Fortsetzung von voriger Seite
Nr. Aussage Bewertung
3 Der voreingestellte Bewegungsbereich für die Roboter-
steuerung ist sehr gut.
5
4 Ich finde es sehr gut, dass es jetzt eine gesonderte Offset-
Kalibrierung gibt.
5
5 Ich finde den Vertical Slider viel besser als die Kopfgeste. 5
6 Die Kopfgeste hat die Steuerung sehr stressig gemacht. 2
7 Ich finde den Dwell Button viel besser als den Slide
Button
5
8 Das Umschalten ist bei der neuen GUI viel leichter 5
9 Das Umschalten geht bei der neuen GUI viel schneller 3
10 Ich halte es für unwahrscheinlich, dass man unbeabsich-
tigt in eine Gruppe wechselt.
5
13 Ich denke, dass bestehende Probleme durch Lerneffekte
ausgeglichen werden können.
5
14 Ich finde die neue Cursor-GUI viel besser als die alte. 3
15 Ich habe das Menü jetzt viel besser im Blick. 5
16 Ich kann jetzt viel einfacher auf die Menüpunkte zugrei-
fen.
3
19 Den großen roten Punkt (Cursor) kann ich viel besser
sehen als den alten Cursor.
3
20 Die Cursor-Steuerung wird durch den neuen Cursor er-
heblich vereinfacht.
3
21 Ich finde die neue Roboter-GUI viel besser als die alte. 3
22 Ich finde das große Kamerabild der neuen Version besser
als das kleine in der alten Version.
3
23 Die Vergrößerung der Totzone hat sich gar nicht negativ
auf die Präzision der Steuerung ausgewirkt.
5
24 Die Steuerung der Tiefe ist viel intuitiver als vorher. 5
25 Ich finde die Steuerung viel einfacher ohne die simultanen
Drehungen.
3
26 Ich kann mir die Drehungen viel besser vorstellen, wenn
der Greifer wie ein Gesicht aussieht.
4
27 Ich denke, dass der Greifer für alle Alltagsaufgaben
ausreichend ist.
5
28 Ich denke, dass es viel besser wäre, wenn die GUI auf
einem Head-Mounted Display angezeigt werden würde.
1
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(a) (b)
Abbildung 11.6.: Vergleich von AMiCUS α v1.0 (türkis) und v2.0 (orange) hinsichtlich
Fehlerraten der Umschaltelemente (11.6a) und Umschaltzeiten (11.6b).
Kalibrierung Die Beispiel-Nutzerin gab an, dass sie es viel besser fand, dass sie die
Kalibrierung nun durch Neigen des Kopfes selbst starten konnte. Außerdem gefiel es ihr
viel besser, dass die Kalibrierung für den Roboter-Modus beim ersten Mal automatisch
nach der Cursor-Kalibrierung gestartet wurde und nicht mehr manuell aufgerufen werden
musste. Da bei AMiCUS α v2.0 für den Roboter-Modus ein Standardbewegungsbereich
voreingestellt ist, wird standardmäßig nur der Nullpunkt für den Roboter-Modus kalibriert.
Die Beispiel-Nutzerin fand den voreingestellten Bewegungsbereich sehr gut. Für Nutzer,
bei denen der voreingestellte Bewegungsbereich nicht passend ist, gibt es nach wie vor
die Möglichkeit, die komplette Kalibrierung für den Roboter-Modus manuell aufzurufen.
Falls Sensordrift auftritt, kann der Nutzer bei AMiCUS α v2.01 eine Offset-Kalibrierung
aufrufen, in der für den Cursor- und den Roboter-Modus nur die Nullpunkte neu kalibriert
werden. Zuvor mussten immer die kompletten Kalibrierungsroutinen durchlaufen werden.
Die Beispiel-Nutzerin fand diese Neuerung ebenfalls sehr gut.
Umschaltvorgang Bei dem neuen Umschaltvorgang wurde im Roboter-Modus die Kopf-
geste durch den Vertical Slider ersetzt und im Cursor-Modus der Slide Button durch
den Dwell Button. Der alte Umschaltvorgang bestand also aus der Kombination von
Kopfgeste und Slide Button und der neue aus Vertical Slider und Dwell Button.
In Abbildung 11.6a sind die Fehlerraten für diese vier Steuerelemente für jeweils 10
Aktivierungen dargestellt. Die Erfolgsquote der Kopfgeste sowie des Dwell Buttons betrug
100%. Der Slide Button konnte achtmal beim ersten Versuch erfolgreich aktiviert werden,
in zwei Fällen war ein zweiter Versuch erforderlich. Obwohl der Vertical Slider dem
Prinzip nach genauso funktioniert wie der Slide Button, war die Erfolgsrate des Vertical
1Diese Möglichkeit stand auch schon bei AMiCUS α v1.1 zur Verfügung. Diese Version war der Beispiel-
Nutzerin jedoch nicht bekannt.
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Slider etwas niedriger: Fünfmal benötigte die Beispiel-Nutzerin einen Versuch, dreimal
2 Versuche und zweimal 3 Versuche bis zur erfolgreichen Aktivierung. Die niedrigere
Erfolgsrate könnte damit zusammenhängen, dass der Vertical Slider auf der GUI kleiner
dargestellt und somit schwieriger zu aktivieren ist. Außerdem ist der Slide Button bei
AMiCUS α v1.0 besser zu sehen, weil er vor einem weißen Hintergrund dargestellt ist.
Hinter dem Vertical Slider hingegen wird das Kamerabild der Greiferkamera angezeigt.
Dies führt mitunter zu einem geringen Kontrast zwischen Kamerabild und Vertical
Slider. In Kombination mit den Augenproblemen der Nutzerin könnte dies eine besondere
Schwierigkeit dargestellt haben. Dass die unterschiedlichen Bewegungsrichtungen zur
Aktivierung des Slide Buttons bzw. des Vertical Sliders hier einen signifikanten Einfluss
hatten, ist eher unwahrscheinlich. Trotz der in diesem Versuch hohen Fehlerrate des
Vertical Sliders gab die Beispiel-Nutzerin an, dass ihr der Vertical Slider „bedeutend
besser“ gefalle als die Kopfgeste. Sie fand zwar nicht, dass die Kopfgeste die Steuerung
stressig gemacht habe, merkte dann aber selbst an, dass sie die Kopfgeste sehr anstrengend
fand. Sie gab an, dass sie AMiCUS α v1.0 wegen der Kopfgeste nicht den ganzen Tag
nutzen könne. Sie habe bereits während des Versuches Kopfschmerzen bekommen. In
diesem Zusammenhang wurde sie darauf angesprochen, ob sie sich vorstellen könne,
dass die Symptome (Schwindel, Übelkeit, Tinnitus, etc.), die im Zusammenhang mit der
Langzeitnutzung von AMiCUS α v1.x beobachtet wurden, in einem Kausalzusammenhang
mit der Kopfgeste ständen. Dies bejahte die Beispiel-Nutzerin. Sie machte insbesondere
die hohe Beschleunigung während der Kopfgeste für diese Symptome verantwortlich.
In diesem Zusammenhang sagte sie: „...wenn du das so schnell machst... – Die Leute
sagen nicht umsonst Schleudertrauma.“ Daraufhin betonte sie noch einmal, dass sie den
Umschaltvorgang mit dem Vertical Slider viel besser fand.
Weiterhin stimmte sie voll zu, dass der Dwell Button viel besser sei als der Slide
Button. Der Dwell Button sei „viel unkomplizierter“. Diese Einschätzung deckt sich mit
der höheren Erfolgsrate des Dwell Buttons. Insgesamt fand die Beispiel-Nutzerin das
Umschalten mit AMiCUS α v2.0 viel leichter.
Die Geschwindigkeit des Umschaltvorganges empfand sie bei beiden AMiCUS Versionen
gleich. Tatsächlich aber zeigt die objektive Zeitmessung, dass es gravierende Unterschiede
zwischen beiden Versionen gab: Bei AMiCUS α v1.0 betrug der Median der Umschaltzeit
8,9 s; das 75%-Quantil lag bei 11,5 s. Mit einem Median von 22,45 s (75%-Quantil:
29,9 s) dauerte der Umschaltvorgang bei AMiCUS α v2.0 signifikant länger. Wenn
man die Aktivierungszeiten der einzelnen Umschaltelemente für die beiden AMiCUS-
Versionen zusammenrechnet, dürfte der Umschaltvorgang mit AMiCUS α v2.0 jedoch nur
unwesentlich länger dauern. Dafür, dass die Abweichung zu AMiCUS α v1.0 dennoch so
groß war, werden hauptsächlich zwei Faktoren verantwortlich gemacht: Zum einen besaß
die Beispiel-Nutzerin etwas mehr Übung mit AMiCUS α v1.0, zum anderen wurde der
Versuch während der Aufnahme der Fehlerraten und Umschaltzeiten für AMiCUS α v2.0
massiv durch Umgebungsgeräusche gestört. In den Videoaufnahmen des Versuches ist
deutlich zu erkennen, dass die Konzentration der Nutzerin von dieser Störquelle negativ
beeinflusst wurde. Leider bestand keine Möglichkeit diesen Versuchsteil noch einmal ohne
Umgebungslärm zu wiederholen. Anscheinend berücksichtigte die Beispiel-Nutzerin in
ihrer Bewertung allerdings diese Umstände und hielt die Dauer des Umschaltvorganges
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daher bei beiden Versionen für ungefähr gleich.
Da der Umschaltvorgang von AMiCUS α v2.0 bei den objektiven Messgrößen wie
Fehlerrate und Umschaltzeit jedoch schlechter abschnitt, wurde sie gefragt, ob sie der
Meinung sei, dass die bestehenden Probleme durch Lerneffekte ausgeglichen werden
könnten, sodass das Umschalten schneller und mit weniger Fehlern gelänge. Dieser
Aussage stimmte sie voll zu.
Hinsichtlich der Robustheit gab die Nutzerin an, dass sie es für sehr unwahrscheinlich
halte, dass man mit AMiCUS α v2.0 unbeabsichtigt in eine Gruppe wechsele. Sie fügte
hinzu, dass sie das bei AMiCUS α v1.0 auch schon für unwahrscheinlich gehalten habe.
Auf die Frage, was ihr am neuen Umschaltvorgang besonders gut gefalle, antwortete
sie, dass sie ihn sehr einfach und verspielt fände. Es gefiel ihr gut, dass das akustische
und visuelle Feedback gleich mehrere Sinne des Nutzers in die Steuerung miteinbezieht.
Sie nannte AMiCUS α v2.0 „Robotersteuerung für Anfänger“. Ihr fiel spontan nichts ein,
was sie am neuen Umschaltvorgang nicht gut fand.
Grafische Benutzeroberfläche Optisch fand die Beispiel-Nutzerin sowohl die Cursor-
GUI als auch die Roboter-GUI in beiden AMiCUS-Versionen genauso gut. Sie stimmte
jedoch zu, dass sie in der neuen Version das Menü viel besser im Blick habe. Sie fand
es dadurch aber nicht einfacher, auf die Menüfunktionen zuzugreifen. Dies wurde durch
die gemessenen Zugriffszeiten bestätigt: Mit AMiCUS α v1.0 brauchte sie 4,4 s, um in
den Standby-Modus zu wechseln, und 7,5 s, um die Roboter-Kalibrierung zu starten. Mit
AMiCUS α v2.0 benötigte sie 5,4 s für den Wechsel in den Standby-Modus und 6,4 s zum
Starten der Roboter-Kalibrierung. Das heißt, eine Slide Button-Aktivierung dauert zwar
länger als die Aktivierung eines einzelnen Dwell Buttons, geht aber schneller als die
Aktivierung mehrerer hintereinander geschalteter Dwell Buttons.
Auf die Frage, was gut am neuen Menü sei, fiel der Beispiel-Nutzerin erneut der Begriff
„Robotersteuerung für Anfänger“ ein. Verbesserungswünsche oder -vorschläge zum neuen
Menü fielen ihr nicht ein.
Die Nutzerin fand weder, dass man den großen roten Punkt, der in der neuen AMiCUS-
Version als Cursor verwendet wurde, besser sehen könne, noch, dass dadurch die Cursor-
Steuerung vereinfacht werde. Sie fand allerdings, dass man ihn durch Farbe und Größe
schneller erfassen könne.
Auch in der neuen AMiCUS-Version schenkte die Beispiel-Nutzerin dem Kamerabild
keine besondere Aufmerksamkeit. Eine der wenigen Ausnahmen stellte eine Situation dar,
die sich während der Aufnahme der Fehlerraten und Umschaltzeiten von AMiCUS α v2.0
ereignete: Die Nutzerin drehte den Greifer während der Aufgabe so, dass er ihr direkt
gegenüberstand und die Greiferkamera sie somit filmte. Die sichtlich von ihrem eigenen
Kamerabild abgelenkte Nutzerin äußerte daraufhin ihren Unmut über das größere Ka-
merabild. Sie sagte: „Ich war am Anfang ein bisschen geschockt“. Bei dem kleineren
Kamerabild habe man viele Details nicht gesehen. Vor diesem Hintergrund ist das größere
Kamerabild also trotz des Unmuts der Beispiel-Nutzerin als voller Erfolg zu werten.
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Robotersteuerung allgemein Zur leichteren Aktivierung des Vertical Sliders, wurde
die Totzone im Roboter-Modus vergrößert. Dafür wurde der Parameter δ der Gompertz-
Funktion von −30 auf −50 verändert. Dadurch wurde allerdings gleichzeitig der für
die Steuerung nutzbare Bewegungsbereich verkleinert. Aus diesem Grund wurde die
Nutzerin gefragt, ob diese Änderung sich ihrer Meinung nach negativ auf die Präzision
der Steuerung ausgewirkt habe. Die Beispiel-Nutzerin gab an, dass dies überhaupt nicht
der Fall sei.
Weiterhin wurde auf vielfachen Wunsch die Richtung der zw -Achse umgedreht. Es
bestätigte sich, dass diese Änderung zu einer deutlichen Verbesserung führte: Die Nutzerin
stimmte voll zu, dass die Steuerung der Tiefe nun viel intuitiver sei als vorher, und sie
merkte dies auch während der Steuerung mit AMiCUS α v2.0 von sich aus an. Bei der
Steuerung mit AMiCUS α v1.0 äußerte sie hingegen den Wunsch, dass ihre persönliche
Assistenz aufschreiben solle, welche Kopfbewegung den Greifer näher zu ihr hin bewegte,
und welche weiter von ihr weg. Ohne diese Notiz vertauschte sie öfter die Richtungen.
Bei AMiCUS α v2.0 hatte sie diese Probleme nicht.
Eine weitere Änderung betraf die Drehungen: Da die Möglichkeit, simultane Drehun-
gen auszuführen, bei den Testpersonen eher zu Verwirrungen als zu einer schnelleren
Robotersteuerung geführt hatte, können im Anfänger-Modus von AMiCUS α v2.0 nur
Drehungen um jeweils eine Achse durchgeführt werden. Die Beispiel-Nutzerin konnte
keine Auswirkung dieser Änderung auf die Steuerung feststellen. Möglicherweise ist ihr
der Unterschied nicht aufgefallen, da sie sich ohnehin stets bemüht hatte, sequentielle
Drehungen auszuführen.
Sie wurde außerdem gefragt, ob sie sich die Drehungen wenigstens besser vorstellen
könne, seit „Augen“ aus Styropor auf die Greiferkamera geklebt wurden. Sie gab an,
dass durch diese Maßnahme zwar eine Verbesserung erzielt worden sei, sie aber dennoch
Schwierigkeiten damit habe, sich die Drehungen vorzustellen.
Die Beispiel-Nutzerin vermutete im Gegensatz zu einigen Tetraplegikern aus Kapitel 9,
dass das Ruckeln des Greifers auch bei komplizierteren Greifaufgaben keine Probleme
machen würde, und dass der verwendete Greifer somit auch für Alltagsaufgaben völlig
ausreichend sei.
Zum Abschluss wurde die Nutzerin gefragt, ob sie es besser fände, wenn die GUI
statt auf einem Bildschirm, auf einem Head-Mounted Display angezeigt werden würde,
damit man sowohl GUI als auch Roboter immer gut im Blick hat. Sie konnte sich nicht
vorstellen, dass diese Änderung eine Verbesserung darstellen würde.
Abschließend wurde sie gefragt, ob ihr Geschwindigkeit oder Zuverlässigkeit bei der
Robotersteuerung wichtiger sei. Sie antwortete, dass sie eine schnelle Steuerung zwar gut
fände, dass Zuverlässigkeit im Zweifelsfall aber viel wichtiger sei.
11.3. Evaluation unter semi-realistischen Bedingungen
Im vorangegangenen Abschnitt wurde AMiCUS α v2.0 bereits erfolgreich unter La-
borbedingungen an einer Tetraplegikerin getestet. Ferner konnte gezeigt werden, dass
AMiCUS α v2.0 eine echte Weiterentwicklung von AMiCUS α v1.0 ist. Um als Assistenz-
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system genutzt werden zu können, muss das System allerdings im Alltag bestehen. Bei
Alltagsaufgaben sind die Umgebungsbedingungen nicht immer gleich. Da im Rahmen
eines Versuchs nicht alle möglichen Fälle betrachtet werden können, beschränkt sich dieser
Versuch auf eine Problemstellung, die einem in ähnlicher Form immer wieder im täglichen
Leben begegnet: Dem Gießen von Flüssigkeit aus einer Flasche in ein Trinkgefäß.
11.3.1. Versuchsdurchführung
Versuchsaufbau und -ablauf
Der Versuchsaufbau entsprach dem aus Kapitel 11.1.1. Auf der linken Seite des Tisches,
von der Nutzerin aus betrachtet, befand sich ein Mini-Kühlschrank, dessen rechte Seite der
Nutzerin zugewandt war. Der Kühlschrank war vollständig geöffnet2, die Scharnierseite
war auf der zum Roboter zeigenden Seite. Die Öffnungsbreite des Kühlschranks betrug
etwa 20 cm und die Öffnungshöhe an der höchsten Stelle etwa 30 cm. Im Kühlschrank
stand eine geöffnete, mit Wasser gefüllte 0,5L Flasche3. Auf dem Tisch vor der Nutzerin
stand ein leeres Trinkgefäß. Die Aufgabe bestand darin, die Flasche zu greifen und das
Wasser in das Trinkgefäß zu gießen. Danach sollte die Flasche wieder abgestellt werden.
Die Nutzerin wurde ermutigt, ihre Gedanken in Bezug auf Aufgabe und Steuerung laut
zu äußern.
Evaluation
Die Bearbeitungszeit für die Aufgabe wurde gemessen. Die Zeitmessung wurde nach
Abschluss der Kalibrierung gestartet und beendet, nachdem die Flasche wieder abgestellt
wurde.
Alle Probleme während der Aufgabenausführung wurden notiert und anschließend
analysiert. Ebenso wurden Kommentare der Nutzerin, die für die Aufgabe bzw. das
AMiCUS System relevant waren, in die Auswertung miteinbezogen.
11.3.2. Ergebnisse und Diskussion
Die Bearbeitungszeit für die Aufgabe betrug 22min 40 s. Die Nutzerin konnte die Aufgabe
lösen, ohne dass eine zweite Person manuell eingreifen musste. Abbildung 11.7 zeigt, wie
die Beispiel-Nutzerin mit AMiCUS Wasser in das Glas gießt.
Aufgrund des eingeschränktes Bewegungsbereiches des Roboters wurde die Startposition
so gewählt, dass davon auszugehen war, dass die Aufgabe erledigt werden kann, ohne
dass der Roboter sich festfährt. Zunächst stand dabei die Greiferkamera auf dem Kopf.
Die Beispiel-Nutzerin wurde auf diesen Umstand hingewiesen, jedoch war sie durch das
kopfstehende Bild merklich irritiert und entgegnete: „Hey Nina, kannst du mir das mal
2Im Haushalt eines Tetraplegikers bzw. einer Tetraplegikerin kann jeder konventionelle Kühlschrank so
umgebaut werden, dass er über eine Software geöffnet und geschlossen werden kann. Dies wurde in der
Vergangenheit am Institut für Automatisierungstechnik der Universität Bremen im Zusammenhang
mit FRIEND demonstriert. Eine Software kann problemlos mit AMiCUS bedient werden.
3Im Handel gibt es für alle konventionellen Flaschen Verschlüsse zu kaufen, die sich bei Neigung von
selbst öffnen.
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Abbildung 11.7.: Die Beispiel-Nutzerin gießt mit AMiCUS α v2.0 Wasser aus einer Flasche
in ein Glas.
zeigen. Ich sehe überhaupt nichts.“ Zur Vereinfachung wurde das Programm beendet,
der Greifer um 180◦ gedreht, und das Programm wieder gestartet. Prinzipiell sollte
es zwar in den meisten Fällen möglich sein, sich den Greifer richtig herum zu drehen,
jedoch werden dadurch mitunter mehr Drehungen als notwendig ausgeführt, was sich
negativ auf die Steuerungsgeschwindigkeit auswirkt. Um es dem Nutzer zumindest etwas
einfacher zu machen, ist es sinnvoll, entweder im Kamerabild eine kleine Markierung
einzublenden, die anzeigt, wo die Oberseite der Kamera ist, oder unter Zuhilfenahme der
Daten des Kraft-/Momentensensors die aktuelle Orientierung des Greifers relativ zum
Weltkoordinatensystem zu ermitteln. Das Kamerabild kann dann automatisch ähnlich
wie beim Smartphone für den Nutzer passend gedreht werden.
Nachdem die Kamera richtig herum gedreht wurde, begann die Nutzerin mit der
Steuerung, indem sie die Gruppe VE auswählte. Sie schaute dabei auf das Kamerabild,
auf dem sie den Versuchsaufbau aus Sicht des Greifers sah. Als sie den Greifer dann zu der
Flasche im Kühlschrank hin bewegen wollte, führte sie intuitiv die falsche Kopfbewegung
aus: Die Steuerung des Greifers in Weltkoordinaten war in dieser Situation nicht intuitiv.
Mit einem Eyetracker könnte man feststellen, ob der Nutzer auf den Greifer oder das
Kamerabild schaut und automatisch auf Greiferkoordinaten umschalten, wenn Letzteres
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der Fall ist. Um die Systemkomplexität möglichst gering zu halten, sollte der (Stereo-)
Eyetracker Teil eines Head-Mounted Display sein. Der Eyetracker könnte dann anhand
der Konvergenz der Augen die Fixationstiefe erkennen und so eindeutig feststellen, auf
welchen Teil des Systems der Nutzer seine Aufmerksamkeit aktuell richtet.
Im weiteren Verlauf der Steuerung traten einige Probleme auf, die schon bei früheren
Versuchen beobachtet wurden: Die Nutzerin wechselte beispielsweise in die Gruppe
HE und war sich dann trotz des angezeigten Gruppensymbols nicht sicher, welche
Bewegungsmöglichkeiten ihr in dieser Gruppe zur Verfügung standen. An dieser Stelle ist
also ein verständlicheres Gruppensymbol oder allgemein besseres Feedback zum Anzeigen
der aktuellen Bewegungsmöglichkeiten sinnvoll.
Weiterhin bemerkte sie einmal nicht, dass die Steuerung deaktiviert war und wunderte
sich, warum der Roboter sich nicht bewegte. Wie bereits in Abschnitt 11.1.2 vorgeschlagen,
könnte eine ausgegraute GUI eine inaktive Steuerung noch deutlicher machen. Auch ein
LED-Licht am Roboter könnte zum Beispiel bei Inaktivität von grün auf rot wechseln.
Während der Roboter-Steuerung, insbesondere aber während Greifvorgängen, war die
Nutzerin teilweise irritiert durch den Vertical Slider, da zum Beispiel beim Zugreifen die
ersten Phasen des Vertical Sliders durchlaufen werden, wenn sie mit der Bewegung im
oberen Drittel der Totzone begann. Der Vertical Slider kann zwar nicht ausgelöst werden,
weil die Aktivierung abgebrochen wird, sobald der Nutzer den Kopf aus der Totzone
bewegt, dennoch wirkt das visuelle und akustische Feedback in dieser Situation störend. Es
bietet sich daher an, zu untersuchen, welches Feedback für den Vertical Slider so hilfreich
ist, dass es zu einer geringeren Fehlerrate und/oder höheren Aktivierungsgeschwindigkeit
beiträgt. Auf Feedback, das keinen nachweislichen Nutzen mit sich bringt, sollte verzichtet
werden.
Nachdem die Beispiel-Nutzerin die Flasche gegriffen und in der Nähe des Glases
positioniert hatte, benötigte sie Unterstützung bei den Drehungen, und zwar sowohl bei
der Umsetzung der Drehungen als auch bei der Auswahl der richtigen Gruppe, weil hier
die Gruppensymbole besonders ähnlich waren.
Beim Anblick der gekippten Flasche fiel auf, dass die Flasche noch weiter zum Glas
bewegt werden musste, um das Wasser nicht zu verschütten. Zunächst musste der Greifer
dafür in Richtung der Nutzerin bewegt werden. Er kam genau neben dem Glas zum
Stillstand, weil sich genau dort das äußere Kreislimit des Roboters befand. Von dort aus
hätte der Greifer aus Sicht der Nutzerin noch weiter nach rechts bewegt werden müssen.
Dies war aufgrund der Robotergrenzen jedoch nicht möglich. Aus diesem Grund wurde das
Glas von der Versuchsdurchführenden weiter nach links geschoben und zusätzlich weiter
von der Nutzerin weg, um ihr mehr Spielraum zu geben. Ohne diesen manuellen Eingriff
hätte die Strategie zur Lösung der Aufgabe geändert werden müssen. Zum Beispiel hätte
die Nutzerin versuchen können, die Wasserflasche aus ihrer Sicht links neben oder hinter
dem Glas zu positionieren und von dort das Wasser einzugießen. Ein längerer Roboterarm
mit einem größeren Bewegungsbereich wäre hier wünschenswert gewesen. Noch besser
wäre aber die Montage des Roboterarms auf einer mobilen Plattform, da der Nutzer ohne
eine solche immer nur einen sehr begrenzten Bewegungsbereich nutzen kann.
Vor dem Ausgießen des Wassers wurde mit der Nutzerin das weitere Vorgehen be-
sprochen. Sie wurde zum Beispiel darauf hingewiesen, dass sie bei der Positionierung
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berücksichtigen müsse, dass das Wasser in einem Bogen aus der Flasche laufe. Daher
wurde die Flasche zunächst um fast 90◦ gekippt, um dann noch einmal eine Positionskor-
rektur vorzunehmen. Für diese Korrektur konnte das Bild der Greiferkamera leider nicht
unterstützend eingesetzt werden, da die gegriffene Flasche die Kamera verdeckte.
Das Gießen des Wassers aus der Flasche in das Glas gelang kontrolliert und fehlerfrei.
Da die Nutzerin jedoch Zweifel hatte, dass das gesamte Wasser aus der Flasche in das
Glas passte, beendete sie den Einschenkvorgang nachdem das Glas vollständig gefüllt
war, indem sie die Flasche wieder in ihre Ausgangsorientierung drehte. Auch dies gelang
problemlos. Im Anschluss stellte sie die Flasche neben dem Glas auf dem Tisch ab, öffnete
den Greifer und bewegte diesen von der Flasche weg.
11.4. Fazit
Es konnte gezeigt werden, dass AMiCUS α v2.0 selbst Tetraplegikern mit ausgeprägteren
Bewegungseinschränkungen des Kopfes und zusätzlicher Fehlsichtigkeit die eigenständige
Steuerung eines Roboterarms in Echtzeit ermöglicht. Die Robotersteuerung mit AMi-
CUS α v2.0 hat sich als überaus intuitiv erwiesen, sodass die Beispiel-Nutzerin auch
komplexe Greifaufgaben bereits nach kurzer Einarbeitung selbstständig lösen konnte.
Lediglich die Vorstellung der für die jeweilige Aufgabe notwendigen Drehungen und
deren Umsetzung bereiteten ihr Probleme. Nach ihrer subjektiven Einschätzung konnte
durch das Anbringen von Styroporaugen an der Greiferkamera eine Verbesserung erzielt
werden. Es konnte nicht geklärt werden, ob die Reduzierung auf sequentielle Drehungen
zu einer Verbesserung geführt hat. Es ist jedoch davon auszugehen, dass die Proble-
me bei den Drehungen nach einiger Zeit infolge von Lerneffekten nicht mehr bestehen
werden. Da die Greiferkamera alle Bewegungen aus Sicht des Greifers zeigt, kann auch
das Kamerabild dem jeweiligen Nutzer helfen, sich die Drehungen richtig vorzustellen.
Die Beispiel-Nutzerin gab jedoch an, das Bild der Greiferkamera nicht richtig beachtet
zu haben. Möglicherweise lag das daran, dass sie das Bild auf den ersten Blick nicht
interpretieren konnte, und dann dazu übergegangen ist, die dargestellte Information
zu ignorieren. Um ein solches Vermeidungsverhalten der Nutzer zu verhindern, kann
man spezielle Trainingsaufgaben verwenden, bei denen die direkte Sicht auf den Roboter
verdeckt ist. Auf diese Weise werden die Nutzer gezwungen, sich mit dem Kamerabild
auseinanderzusetzen. Dadurch soll erreicht werden, dass die Nutzer alle dargestellten
Informationen für die Steuerung zu nutzen lernen, damit der Einarbeitungsprozess in das
AMiCUS-System insgesamt verkürzt wird.
Der Umschaltvorgang wurde in der Version v2.0 hauptsächlich geändert, weil die
Kopfgeste immer mehr in Verdacht geriet, nicht für die Langzeitnutzung geeignet zu
sein. Als alternatives Steuerelement für den Roboter-Modus wurde deshalb der Vertical
Slider eingeführt. Dieser war der Kopfgeste in den Versuchsaufgaben in Hinblick auf
Fehlerrate und Umschaltzeit unterlegen. Bei beiden Elementen konnten unbeabsichtigte
Aktivierungen – und somit ein unbeabsichtigtes Verlassen des Roboter-Modus – nicht
beobachtet werden. Es ist davon auszugehen, dass die Fehlerrate für den Vertical Slider
durch Lerneffekte deutlich abgesenkt werden kann. Die Aktivierungszeit für den Vertical
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Slider wird jedoch immer deutlich über der für die Kopfgeste liegen. Der längeren
Umschaltzeit steht aber eine erheblich niedrigere Beanspruchung der Halswirbelsäule
gegenüber, sodass insgesamt der Vertical Slider im Roboter-Modus das Steuerelement der
Wahl ist. Dies spiegelt sich auch in der subjektiven Einschätzung der Beispiel-Nutzerin
wieder.
Im Cursor-Modus wurde der Slide Button durch den Dwell Button ersetzt. Letzterer
besitzt eine höhere Erfolgsrate als der Slide Button bei gleichzeitig niedrigerer Akti-
vierungszeit. Mit dieser Änderung wurde dem Wunsch der Testpersonen nach einer
Vereinfachung des Umschaltvorganges nachgekommen. Die Beispiel-Nutzerin bewertete
sowohl den Dwell Button als auch den Umschaltvorgang insgesamt als viel leichter. Wie
bereits in Kapitel 6.2 erwähnt, besteht bei dem Dwell Button die erhöhte Gefahr einer
unbeabsichtigten Aktivierung. Er ist dadurch weniger robust als der Slide Button. Dies
ist jedoch unproblematisch, solange die Nutzer den Cursor-Modus nicht – wie in einigen
Fällen beobachtet – als Standby-Modus missbrauchen, sondern für Pausen in den dafür
vorgesehenen Standby-Modus wechseln.
Die Umkehrung der zw -Achse erwies sich sowohl subjektiv als auch bei Analyse der
Pfadabweichungen als Verbesserung im Vergleich zur Vorversion. Die korrekte Einschät-
zung der Greiferposition entlang der zw -Achse scheint jedoch nach wie vor schwieriger zu
sein als entlang der xw - und yw -Achsen. Jedoch ist davon auszugehen, dass auch hier die
Nutzung der durch das Kamerabild bereitgestellten Informationen hilfreich wäre.
Während der Evaluation unter semi-realistischen Bedingungen (Abschnitt 11.3) traten
nur kleinere Probleme auf, die für die Weiterentwicklung der Software von AMiCUS α
relevant waren. Als Hauptproblem erwies sich der kleine Bewegungsbereich des Roboter-
arms. Praktisch kann nämlich nicht einmal der Bereich zwischen dem inneren und äußeren
Kreislimit voll genutzt werden, da es in diesem Bereich zahlreiche Anordnungen gibt, bei
denen der Roboter mit sich selbst oder Objekten in seiner Umgebung zu kollidieren droht.
Somit erfordert die Lösung einer Aufgabe die vorherige Anpassung des Versuchsaufbaus
an den Bewegungsbereich des Roboters. Diese Tatsache ist auch einer der Hauptgründe,
die einer Weiterentwicklung von AMiCUS über einen reinen Demonstrator hinaus im
Wege stehen.
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Ziel der Arbeit war es, einen Demonstrator für ein Assistenzsystem zu entwickeln, das
die Echtzeit-Steuerung eines Roboterarms ausschließlich mit Kopfbewegungen ermöglicht.
Dieses Ziel konnte erreicht werden. Darüber hinaus wurde gezeigt, dass die Steuerung
so intuitiv ist, dass sie grundsätzlich auch Erstnutzern keine Probleme bereitet. Diese
hohe Intuitivität der Steuerung führte zu der insgesamt hohen Nutzerakzeptanz des
AMiCUS-Systems. Außerdem kann AMiCUS problemlos an Nutzer mit stärkeren Bewe-
gungseinschränkungen des Kopfes angepasst werden, sodass auch diese AMiCUS nutzen
können. Dies wurde in den Kapiteln 9 und 11 belegt. Das System kann zuverlässig
zwischen Umschaltbefehlen und direkten Steuersignalen für den Roboter unterscheiden.
Die Steuerung des Roboters ist gleichförmig, präzise und effizient. Das visuelle und
akustische Feedback unterstützt die Nutzer bei der Durchführung der ihnen gestellten
Aufgaben, sodass sie diese autonom durchführen können. Auch die Kalibrierungsvorgän-
ge und eventuell notwendige Re-Kalibrierungen können von den Nutzern selbstständig
durchgeführt werden. Weiterhin ist es als positiv zu bewerten, dass während des gesamten
Entwicklungszyklus keine Situation beobachtet wurde, in der eine Gefahr für den Nutzer
oder andere Personen ausging. Ebenfalls traten im Zusammenhang mit der Kopfsteuerung
keine Beschädigungen am Roboter selbst auf oder an Objekten, mit denen der Roboter
interagierte.
Insgesamt sind die Ergebnisse, die mit dem Demonstrator AMiCUS erzielt werden konn-
ten, vielversprechend. Eine Weiterentwicklung zu einem eigenständigen Assistenzsystem
oder als Unterstützung in einem semi-autonomen System ist denkbar.
Weitere Untersuchungen, insbesondere auch Langzeituntersuchungen, sind erforderlich,
um zum Beispiel den Nutzen der Greiferkamera zu quantifizieren oder um herauszufinden,
ob bzw. nach welcher Zeit die Nutzer lernen, sich die Drehungen in Greiferkoordinaten
vorzustellen. Diese Ergebnisse sind entscheidend, um beurteilen zu können, wie wichtig
Verbesserungen in diesen Bereichen sind.
Außerdem sollte die zukünftige Forschung sich mit der Frage beschäftigen, inwieweit
der Roll-Freiheitsgrad als unabhängiger Freiheitsgrad verwendet werden kann bzw. von
AMiCUS als ein solcher verwendet werden sollte. Diese Forderung resultiert aus der
Feststellung, dass der Roll-Freiheitsgrad mit zunehmendem Alter und Höhe der Quer-
schnittslähmung nur noch eingeschränkt nutzbar ist. Eine Steuerung, die den Roll-DOF
standardmäßig nicht zur Erzeugung von Proportionalsignalen nutzt, könnte daher von
mehr Menschen ohne zusätzliche Adaption verwendet werden. Somit lässt sich die Ver-
wendung des Roll-Freiheitsgrades zur Erzeugung von Proportionalsignalen nur dann
rechtfertigen, wenn eine daraus resultierende Verbesserung der Steuerung eindeutig
nachgewiesen werden kann.
Weitere Anknüpfungspunkte für die Weiterentwicklung des AMiCUS Systems werden
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im Folgenden aufgezeigt:
Teilautomatisierung Um die Steuerung mit AMiCUS schneller und effizienter zu ma-
chen, bietet es sich an, die direkte Robotersteuerung mit einer automatisierten Roboter-
steuerung zu kombinieren. Auf diese Weise können längere Strecken schnell, automatisiert
und unter Ausnutzung von Methoden zur Kollisionsvermeidung zurückgelegt werden.
Alle Aktionen hingegen, die sich nur schwer automatisieren lassen, wie zum Beispiel die
direkte Interaktion mit Objekten in unbekannten Umgebungen, können mit der direkten
Robotersteuerung ausgeführt werden, die AMiCUS bisher ausschließlich nutzt. Diese
semi-autonome Art der Steuerung kombiniert also die Vorteile der Automatisierung und
der direkten Robotersteuerung.
Sensor In Kapitel 2.1 wurde für den Sensor die Position mittig auf dem Kopf festgelegt
(Abbildung 2.4a). Diese Sensorpositionierung wurde gewählt, weil sie aus mathematischer
Sicht günstig ist. Praktisch bringt sie jedoch einige Nachteile mit sich: Zum Beispiel ist
es schwierig, den Sensor genau so zu platzieren, dass die Sensororientierung bis auf einen
Offset exakt der Kopforientierung entspricht. Weiterhin muss man für eine präzise Re-
Positionierung sehr genau darauf achten, dass der Haarreif nicht leicht verdreht oder
verkippt auf den Kopf gesetzt wird. Das Problem des Verkippens ließe sich aber zumindest
teilweise lösen, wenn man den Sensor nicht auf einem Haarreif, sondern zum Beispiel auf
einer Mütze befestigte. Es ist davon auszugehen, dass die Nutzerakzeptanz der Männer für
eine Mütze höher wäre, als für einen Haarreif. Jedoch wird für eine Mütze mehr Material
benötigt und sie schränkt den Nutzer optisch stärker ein, da viele Frisuren mit flächigen
Kopfbedeckungen inkompatibel sind. Eine Lösung, die eine hohe Re-Positionsgenauigkeit
garantiert, wenig Material benötigt und nahezu keine optischen Einschränkungen mit
sich bringt, ist die Integrierung des Sensors in einen Bügel, der hinter das Ohr geklemmt
werden kann.
Bei einer Befestigung am oder hinterm Ohr besteht die Gefahr, dass das USB-Kabel des
Sensors den Kopf des Nutzers zur Seite zieht, weil es nicht ohne Weiteres spannungsfrei
angebracht werden kann. Da das Kabel ganz generell störend wirkt, ist es erstrebenswert,
für zukünftige Versionen von AMiCUS einen Sensor zu verwenden, der über eine integrierte
Stromversorgung verfügt und drahtlos mit dem Zielgerät kommunizieren kann. Inspiration,
wie der am Kopf getragene Teil des AMiCUS Systems aussehen könnte, liefern zum Beispiel
das Bluetooth Headset Jabra Stone 2 (Abbildung 12.1, [28]) oder das „Hearable“ The Dash
von Bragi [14]. Besonders The Dash ist an dieser Stelle von Interesse, da es neben der für
AMiCUS benötigten Hardware (Bewegungssensoren, Prozessor, Akku, Bluetooth-Modul)
auch ein Pulsoximeter, einen Lautsprecher, ein Mikrofon und eine Speicherkarte enthält.
Mit dieser zusätzlichen Hardware ergäben sich ganz neue Möglichkeiten, wie zum Beispiel
die Ausgabe des akustischen Feedbacks über den Kopfhörer ausschließlich an den Nutzer,
oder die Nutzung des Pulsoximeters zur Bestimmung des Stresslevels des Nutzers. Mit
dieser Information besteht die Möglichkeit, angemessen auf den Stresslevel des Nutzers zu
reagieren. Zum Beispiel indem der Roboter gestoppt oder seine Geschwindigkeit verringert
wird.
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Abbildung 12.1.: In Zukunft könnte der Sensor in einem Bügel oder ähnlichem integriert
am Ohr getragen werden. Beispiele, wie das aussehen könnte, liefert das Headset Jabra
Stone 2.
Angemessen reagieren sollte das Programm in Zukunft auch auf Drift. Dafür sind
weitere Untersuchungen erforderlich, in welchen Situationen und wieso Drift bei dem
verwendeten Sensormodul auftritt. Bisher konnte festgestellt werden, dass bestimmte
Rollstühle der Tetraplegiker vermutlich die Magnetfeldsensoren stören. Außerdem lö-
sen langsame Drehungen mit konstanter Geschwindigkeit um eine Achse senkrecht zur
Erdoberfläche zuverlässig Drift aus. Doch über diese Erkenntnisse hinaus sind weiterge-
hende Untersuchungen notwendig, um die Systematik der Drift besser zu verstehen und
eine Strategie zu entwickeln, auf sie zu reagieren. Eine enge Zusammenarbeit zwischen
Industrie und Hochschule ist an dieser Stelle wünschenswert. Das heißt, der bereits
auf dem Sensormodul implementierte Algorithmus für die Sensordatenfusion sollte be-
kannt und modifizierbar sein. Auf diese Weise besteht die Möglichkeit, den Algorithmus
so anzupassen, dass Drift in den Situationen, die im Anwendungsszenario mit hoher
Wahrscheinlichkeit auftreten, kompensiert werden kann.
Bei der Kopfsteuerung für Tetraplegiker kommen zum Beispiel langsame Drehungen
mit konstanter Geschwindigkeit um eine Achse senkrecht zur Erdoberfläche durchaus
vor, bei Fernbedienungen hingegen, mit denen im Alltag ein Smart TV bedient wird,
sind diese Bewegungen äußerst unrealistisch. Auch größere Mengen Metall im Nahfeld
der Magnetfeldsensoren treten in diesem Zusammenhang kaum auf. Das heißt, die
Sensordatenfusion von Hillcrest wurde für einen ganz anderen Kontext entwickelt und
zeigt daher in unserem Kontext Schwächen, die zuvor nicht bekannt waren, oder wegen
fehlender Relevanz unberücksichtigt bleiben konnten.
Falls eine Kooperation mit der Industrie nicht möglich ist, besteht auch die Möglichkeit,
einen Algorithmus zur Driftkompensation auf Basis der vom Sensormodul gelieferten
Orientierung und Sensordaten zu entwickeln. Dieses Vorgehen kommt allerdings der
Entwicklung eines komplett eigenen Algorithmus zur Sensordatenfusion sehr nahe.
161
12. Ausblick
(a) (b)
JACO2 robotic arm and related accessories are products of KinovaR© Robotics, designed and
manufactured in Canada. kinovarobotics.com
Abbildung 12.2.: Am Rollstuhl montierter Roboterarm JACO2 mit 6 Freiheitsgraden der
Firma Kinova.
Mobile Plattform Neben der Drift bereitete auch der kleine Bewegungsbereich des
UR5 immer wieder Probleme, wenn ein Versuch nicht im Vorfeld so aufgebaut wurde,
dass der Roboterarm alles erreichen konnte. Als Service-Roboter an einem zuvor speziell
eingerichteten Arbeitsplatz funktioniert AMiCUS bereits. Um als Assistenzsystem aber
einen Nutzen zu bringen, reicht es nicht aus, wenn es in einer definierten Umgebung
funktioniert. Es muss viel mehr den Anforderungen der komplexen und sich verändernden
realen Welt gewachsen sein. Das bedeutet, dass ein längerer Arm allein auch keine wirkliche
Verbesserung darstellt: Der Bewegungsbereich wäre dadurch zwar größer, aber dennoch
stark begrenzt. Damit AMiCUS auch für Aufgaben des täglichen Lebens eingesetzt werden
kann, muss der Roboterarm auf einer mobilen Plattform oder direkt am Rollstuhl des
Nutzers befestigt werden. Besonders für die Befestigung am Rollstuhl sollte allerdings ein
deutlich leichterer Arm als der UR5 verwendet werden. Der kanadische Hersteller Kinova
hat mit dem Roboterarm JACO2 (Abbildung 12.2) bereits eine kommerziell erhältliche
Lösung entwickelt [42]. Da dieser Roboterarm bereits alle gesetzlichen Anforderungen für
ein Assistenzsystem erfüllt, bietet er sich als Alternative zum UR5 an, wenn man AMiCUS
von einem Demonstrator zu einem zugelassenen Assistenzsystem weiterentwickeln möchte.
Da für eine mobile Lösung kein an einer Wand fest installierter Bildschirm verwendet
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werden kann, sollte ein kleiner Bildschirm oder ein Tablet direkt am Rollstuhl angebracht
werden. Da der Bildschirm dadurch deutlich näher an den Nutzer heranrückt, ist eine
Adaption der GUI aufgrund des kleineren Bildschirm vermutlich nicht erforderlich. Ob
die Performance des Systems allerdings durch die geänderte Bildschirmposition negativ
beeinflusst wird, muss in weiterführenden Untersuchungen analysiert werden.
Head-Mounted Display Alternativ zur Montage des Bildschirms am Rollstuhl kommt
auch die Anzeige der GUI auf einem Head-Mounted Display, wie einer AR-Brille, infrage.
Im Gegensatz zu AMiCUS β muss AMiCUS α allerdings für die Anzeige auf einem
Head-Mounted Display angepasst werden: Da es keine Relativbewegung zwischen Kopf
und GUI gibt, funktioniert die Cursor-Steuerung nicht. Man kann eine Relativbewegung
allerdings künstlich erzeugen, indem man das Programm so umschreibt, dass die GUI
sich entgegen der Kopfbewegung des Nutzers unter einem fixen Cursor hinweg bewegt.
Wenn der Nutzer für das Head-Mounted Display ohnehin eine Brille tragen muss, bietet
sich die zusätzliche Integration eines Eyetrackers an. Dann könnte man den Cursor mit den
Augen steuern oder bestimmte Augenbewegungen zum Umschalten verwenden. Außerdem
liefern Blickrichtung und Fokusebene1 wertvolle Informationen, die gewinnbringend für
das Assistenzsystem verwendet werden können.
Leider erwecken unsere Erfahrungen – unter anderem mit der Vuzix STAR 1200XLD
[94] – den Verdacht, dass der Stand der Technik bei den AR-Brillen die für AMiCUS
notwendigen Anforderungen noch nicht erfüllt, sodass dieser Ansatz in der vorliegenden
Arbeit nicht weiter untersucht werden konnte.
Insgesamt ist mit AMiCUS α ein vielversprechender Einstieg in den Bereich der kopfba-
sierten Robotersteuerung gelungen. Trotz der positiven Ergebnisse gibt es jedoch noch
zahlreiche Anknüpfungspunkte für die weiterführende Forschung. Somit ist AMiCUS α
im wahrsten Sinne des Wortes „Robotersteuerung für Anfänger“.
1Die Fixationstiefe liefert nur bei AR-Brillen zusätzliche Informationen. Bei VR-Brillen befindet sich die
gesamte Information in der gleichen Ebene.
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A.1. Mapping bei Robotern mit mehr als sieben
Freiheitsgraden
Falls ein Roboterarm zum Einsatz kommt, der mehr als 6 Freiheitsgrade besitzt, bedeutet
das, dass die inverse Kinematik keine eindeutige Lösung liefert, weil unendlich viele
Kombinationen von Gelenkwinkeln zur gewünschten Pose führen. Für diesen Fall können
Heuristiken implementiert werden, die je nach Situation eine geeignete Lösung auswählen.
Falls zum Beispiel auf einer möglichen Trajektorie von der Start- zur Zielpose ein
Hindernis liegt, dann kann eine alternative Trajektorie ausgewählt werden, die nicht zu
einer Kollision führt.
Eine andere Form der Erweiterung ist die Montage des Roboterarms auf einer mobilen
Plattform oder an einem Elektrorollstuhl. In diesem Fall kann die mobile Plattform
bzw. der Rollstuhl ebenfalls mit Kopfbewegungen gesteuert werden. Eine solche Art der
Steuerung wurde bereits von Mandel et al realisiert [55]. Sie kann leicht als zusätzliche
Gruppe in das bestehende Mapping integriert werden.
Die Anzahl der zu steuernden Freiheitsgrade kann aber auch durch den Endeffektor, der
zum Einsatz kommt, erhöht werden. Naheliegend wäre zum Beispiel die Verwendung einer
anthropomorphen Hand statt eines Parallelgreifers, um die Funktionen der menschlichen
Hand möglichst vollständig wiederherzustellen. Die Modelle zur Beschreibung der Kine-
matik der menschlichen Hand variieren, jedoch hat ein Modell mit 21+6 Freiheitsgraden
allgemeine Akzeptanz gefunden. Dieses verwendet 5 Freiheitsgrade für den Daumen, 4
für jeden Finger, und die übrigen 6 bestimmen die Pose des Handgelenks [24]. Da in
dieser Arbeit die Pose des Endeffektors durch den Roboterarm festgelegt wird, können
die 6 Freiheitsgrade des Handgelenks im Endeffektor entfallen. Somit besäße eine zu
steuernde anthropomorphe Roboterhand maximal 21 Freiheitsgrade. Allerdings wäre eine
direkte Steuerung der Gelenke, wie auch beim Roboterarm, wenig intuitiv und mit der
geringen Anzahl an Eingangssignalen darüber hinaus sehr langsam und umständlich. Aus
diesem Grund wird vorgeschlagen, die möglichen Bewegungen zunächst in unterschiedliche
Griffarten zu unterteilen und diese so zu gruppieren, dass eine intuitive direkte Steuerung
mit Kopfbewegungen innerhalb der Gruppe möglich ist.
So könnte man zum Beispiel eine Gruppe mit dem Namen Kraftgriff definieren. Inner-
halb dieser Gruppe könnte die Beugung der Finger über die Pitch-Bewegung und die
des Daumens mit der Yaw-Bewegung gesteuert werden. Die Roll-Bewegung könnte man
dazu verwenden, um die Verdrehung des Daumens einzustellen. Auf diese Weise könnten
die Griffarten Hakengriff (Abbildung A.1a) und Zylindergriff (Abbildung A.1b) sowie
sämtliche Mischformen realisiert werden. Bei Kraftgriffen kommt es in der Regel nicht
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(a) Hakengriff (b) Zylindergriff (c) Pinzettengriff
(d) Schlüsselgriff (e) Zangengriff (f) Dreipunktgriff
Abbildung A.1.: Wichtige Griffarten der menschlichen Hand. Haken- und Zylindergriff
gehören zu den Kraftgriffen. Bei Pinzetten-, Schlüssel-, Zangen- und Dreipunktgriff
handelt es sich um Präzisionsgriffe.
auf eine besonders exakte Positionierung von Daumen und Fingern an.
Neben den Kraftgriffen gibt es noch sogenannte Präzisionsgriffe. Zu den wichtigsten
gehören der Pinzetten-, Schlüssel-, Zangen- und Dreipunktgriff (Abbildung A.1c–A.1f).
Welcher Präzisionsgriff zum Einsatz kommt, hängt von dem zu greifenden Objekt und der
Art der Aufgabe ab. Somit weiß der Nutzer bereits vor Beginn des Greifvorganges, welche
Griffart zur Lösung einer Aufgabe geeignet ist. Vor diesem Hintergrund ist anzunehmen,
dass ein Nutzer nicht davon profitiert, wenn mehrere Präzisionsgriffe in einer Gruppe
vereint werden. Vielmehr besteht die Gefahr, dass die Steuerung unnötig kompliziert
wird, weil der Nutzer sich während des Greifens stärker auf seine Kopfbewegungen
konzentrieren muss, um nicht versehentlich zu einer anderen Griffart zu wechseln. Daher
wird vorgeschlagen, für jeden Präzisionsgriff eine eigene Gruppe zur Verfügung zu stellen.
Um jedoch herauszufinden, ob diese Lösung tatsächlich alternativen Lösungen überlegen
ist, bedarf es weiterer Untersuchungen.
166
A.2. Echtzeit-Gestenerkennung
A.2. Echtzeit-Gestenerkennung
Abbildung A.2.: Programmablaufplan der Gestenerkennung sowie der Unterprogramme
QWMA und Klassifiziere Geste
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(a) Definierte Greifaufgabe (b) Freie Greifaufgabe
Abbildung A.3.: Startpositionen für die definierte und für die freie Greifaufgabe.
A.3. Evaluation von AMiCUS α v1.0
Der Funktionstest von AMiCUS α v1.0, mit dem im Januar 2016 der Konzeptnachweis an
einer Tetraplegikerin erbracht wurde, wurde als Vortest zu den Nutzerstudien (Kapitel 8,
9 und 11.1) durchgeführt. Mit den gewonnenen Erkenntnissen wurden unter anderem
die Versuchsaufbauten der einzelnen Aufgabenteile für die Studie verbessert. Deshalb
unterscheiden sich die Aufbauten hier geringfügig von denen der Studie.
A.3.1. Versuchsdurchführung
Versuchsaufbau
Für die Evaluation von AMiCUS α v1.0 sollten mit dem Roboterarm Stoffwürfel zwischen
verschiedenen Podesten bewegt werden. Dafür wurde die Nutzerin vor einen Bürotisch
gefahren, auf dem entsprechend der jeweiligen Aufgabe Podeste und Stoffwürfel arrangiert
wurden. Der Roboterarm wurde gegenüber von der Nutzerin auf der anderen Seite des
Tisches platziert. Die GUI wurde auf einem 27 ” Bildschirm angezeigt, der an der Wand
hinter dem Robotarm befestigt war. Der horizontale Abstand zwischen Bildschirm und
Nutzerin betrug etwa 2,4m. Um nicht vom Roboterarm verdeckt zu werden, wurde der
Bildschirm in etwa 1,8m Höhe angebracht.
Die Abtastrate der Rohsensordaten und die Sensordatenfusionsrate betrugen 125Hz.
Die Signalverarbeitung fand mit 60Hz statt. Die Gelenkwinkel des Roboters wurden mit
25Hz aktualisiert.
Versuchsablauf
Freies Ausprobieren Der Versuch begann nach einer kurzen Einweisung mit einem
freiem Ausprobieren der Steuerung. Dabei hatte die Nutzerin die Gelegenheit sich mit der
Steuerung vertraut zu machen. Die Nutzerin wurde ermutigt, während dieses Versuchsteils
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alle Gruppen mindestens einmal zu testen. Details zur Funktionsweise von AMiCUS α
wurden ihr in dem Moment erklärt, in dem sie relevant wurden. Für diesen Aufgabenteil
wurde kein Zeitlimit gesetzt.
Definierte Greifaufgabe Bei der definierten Greifaufgabe sollten Stoffwürfel zwischen
Podesten bewegt werden. Der Versuchsaufbau ist in Abbildung A.3a dargestellt. Der
Nutzerin wurden Gruppenwechsel, sowie der Endpunkt der jeweils aktuellen Bewegung
angesagt. Die Abstände zwischen den Podesten wurden so gewählt, dass die zurückgelegten
Strecken, bis auf kleine Abweichungen, alle gleich lang waren.
Freie Greifaufgabe Abbildung A.3b zeigt die Ausgangssituation für die freie Greifauf-
gabe. Bei dieser Aufgabe sollten die drei Stoffwürfel nach aufsteigendem Zahlenwert
übereinandergestapelt werden. Ihre Zahlenwerte sollten allesamt richtig herum sein und
zur Nutzerin zeigen.
Evaluation
Alle Versuchsteile wurden mit einer Videokamera dokumentiert. Kommentare der Nutze-
rin, die für die Weiterentwicklung von AMiCUS relevant waren, wurden notiert und in die
Auswertung miteinbezogen. Weiterhin bearbeitete die Nutzerin einen Bewertungsbogen
zum AMiCUS System. Der Bogen enthielt 30 Aussagen, die mit diskreten Werten von 1
(„Ich stimme gar nicht zu“) bis 5 („Ich stimme voll zu“) bewertet werden konnten. In
drei weiteren Aussagen wurden die Geschwindigkeiten der einzelnen Systemkomponenten
bewertet. Der Wert 1 bedeutete „Viel zu langsam“, während der Wert 5 „Viel zu schnell“
bedeutete.
Für die Elemente Kopfgeste und Slide Button wurden die Fehlerraten für die definierte
Greifaufgabe ermittelt. Die Umschaltzeiten wurden für die ersten 10 Umschaltvorgänge
der freien Greifaufgabe gemessen. Die Umschaltzeit wurde definiert als die Zeit vom
Überschreiten des Beschleunigungsschwellwertes (Signalton) bis zum sichtbaren Wechsel
des Systems in die neue Gruppe.
A.3.2. Ergebnisse und Diskussion
Die Nutzerin konnte alle Aufgaben lösen. Die Bearbeitungszeit für die freie Aufgabe
betrug 25min 7 s.
Thema Nr. Aussage Bewertung
Kalibrierung (1) Es ist einfach zu verstehen, was man bei
der Cursor-Kalibrierung machen soll.
5
(2) Es ist einfach zu verstehen, was man bei
der Roboter-Kalibrierung machen soll.
5
(3) Das akustische Feedback ist nützlich 3
Fortsetzung auf nächster Seite...
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...Fortsetzung von voriger Seite
Thema Nr. Aussage Bewertung
GUI (4) Die Cursor-GUI ist optisch ansprechend
und übersichtlich.
5
(5) Im Cursor-Modus sind alle wichtigen
Funktionen gut erreichbar.
5
(6) Die Roboter-GUI ist optisch anspre-
chend und übersichtlich.
5
(7) Im Roboter-Modus werden alle wichtigen
Informationen angezeigt.
4
(8) Das Feedback über die aktuelle Kopfpo-
sition ist einfach zu verstehen und nütz-
lich.
5
(9) Das Kamerabild ist nützlich 1
Umschalten (10) Es ist einfach den Slide Button zu akti-
vieren.
5
(11) Das akustische und visuelle Feedback für
den Slide Button ist nützlich.
5
(12) Es ist einfach, die Kopfgeste korrekt aus-
zuführen.
5
(13) Das Feedback für die Gestenausführung
ist nützlich.
5
(14) Das Umschalten zwischen den Gruppen
ist leicht.
5
(15) Das Umschalten zwischen den Gruppen
geht schnell.
5
Mapping (16) Ich kann mir gut vorstellen, was der Grei-
fer macht, wenn ich den Kopf nach oben
oder unten bewege.
5
(17) Ich kann mir gut vorstellen, was der Ro-
boter in der VE-Gruppe macht, wenn ich
den Kopf nach oben oder unten bewege.
5
(18) Ich kann mir gut vorstellen, was der Ro-
boter in der VE- oder HE-Gruppe macht,
wenn ich den Kopf nach rechts oder links
drehe.
5
(19) Ich kann mir gut vorstellen, was der Ro-
boter in der HE-Gruppe macht, wenn
ich den Kopf nach oben oder unten be-
wege.n
4
Fortsetzung auf nächster Seite...
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...Fortsetzung von voriger Seite
Thema Nr. Aussage Bewertung
(20) Ich kann mir gut vorstellen, was der Ro-
boter in der O1- oder O2-Gruppe macht,
wenn ich den Kopf nach oben oder unten
bewege.
1
(21) Ich kann mir gut vorstellen, was der Ro-
boter in der O1-Gruppe macht, wenn ich
den Kopf nach rechts oder links drehe.
1
(22) Ich kann mir gut vorstellen, was der Ro-
boter in der O2-Gruppe macht, wenn ich
den Kopf nach rechts oder links drehe.
1
Transfer- (23) Es ist einfach den Mauszeiger kontrol-
liert zu bewegen.
3
Funktion (24) Es ist einfach mit dem Greifer präzise
zu greifen.
3
(25) Es ist einfach den Roboterarm präzise
zu bewegen.
3
Allgemein (26) Es ist einfach die Position des Roboter-
arms in der VE-Gruppe richtig einzu-
schätzen.
5
(27) Es ist einfach die Position des Roboter-
arms in der HE-Gruppe richtig einzu-
schätzen.
1
(28) Es ist einfach die Orientierung des Ro-
boterarms richtig einzuschätzen.
1
(29) Man hat alle relevanten Teil des Systems
immer gut im Blick.
5
(30) Die Steuerung macht Spaß 5
Tabelle A.1.: Evaluationsbogen für AMiCUS α v1.0 inklusive Bewertungen der Beispiel-
Nutzerin
Kalibrierung
Die Nutzerin stimmte voll zu, dass es einfach sei, zu verstehen, was man bei der Cursor-
und der Roboter-Kalibierung machen soll. Das akustische Feedback zur Bestätigung der
Kalibrierungspunkte bewertete sie als nicht störend, allerdings auch als nicht notwendig.
Grafische Benutzeroberfläche
Die grafische Benutzeroberfläche empfand die Nutzerin sowohl im Cursor- als auch im
Roboter-Modus als optisch sehr ansprechend und übersichtlich. Sie stimmte voll zu, dass
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im Cursor-Modus alle wichtigen Funktionen gut erreichbar waren. Im Roboter-Modus
fand sie, dass im Wesentlichen alle wichtigen Informationen angezeigt wurden. Jedoch
wünschte sie sich mehr Feedback über den Ausführungserfolg der jeweils aktuellen Aktion.
Konkret stellte sie sich darunter zum Beispiel Feedback vor, das anzeigt, ob ein Würfel
richtig gegriffen wurde oder nicht, da sie das nach eigener Aussage schlecht sehen konnte.
Das bestehende Feedback über die aktuelle Kopfposition empfand sie als sehr einfach
zu verstehen und nützlich. Das Kamerabild hingegen bewertete sie als überhaupt nicht
hilfreich, weil sie es auf den ersten Blick nicht zu interpretieren wusste, und es in der
Folge ignoriert hat. Möglicherweise konnte sie aber auch aufgrund ihres niedrigen Visus
und des eingeschränkten Farbsehens nicht alle Details richtig erkennen.
Umschaltvorgang
Die Nutzerin empfand das akustische und visuelle Feedback für den Slide Button sehr
nützlich. Weiterhin fand sie es sehr einfach, den Slide Button zu aktivieren. Dies steht im
Widerspruch dazu, dass sie den Slide Button nur in 57,14% der Fälle beim ersten Versuch
erfolgreich aktivieren konnte. In 31,43% der Fälle benötigte sie einen zweiten Versuch
und in den übrigen 11,43% einen dritten. Die Videoaufnahmen legen nahe, dass die
Nutzerin den Cursor oft nicht richtig erkennen konnte. Dies wird gestützt durch den im
Sehtest ermittelten niedrigen Visus. Somit ist es wahrscheinlich, dass die verhältnismäßig
hohe Fehlerrate unter anderem eine Folge der Fehlsichtigkeit der Nutzerin ist und nicht
auf ihre motorischen Fähigkeiten zurückzuführen ist.
Die Nutzerin fand es sehr einfach, die Kopfgeste richtig auszuführen. Diese Aussage
wird durch die hohe Erfolgsrate der Kopfgeste von 91,89% unterstützt. Nur in 8,11%
der Fälle brauchte die Nutzerin einen zweiten Versuch zum erfolgreichen Ausführen der
Kopfgeste. An dieser Stelle ist zu erwähnen, dass die Parameter für die Kopfgeste zuvor an
die Nutzerin angepasst worden sind. Das Feedback für die Gestenausführung bewertete
die Nutzerin als sehr nützlich.
Ingsesamt empfand sie das Umschalten zwischen den Gruppen als sehr einfach und
schnell. Die mittlere Umschaltzeit betrug 11,24 s. In diesem Wert sind Fehlversuche bereits
enthalten. Die mittlere Umschaltzeit für einen fehlerfreien Umschaltvorgang betrug 7,58 s
Mapping
In den Gruppen Greifer und Vertikale Ebene konnte die Nutzerin sich sehr gut vorstellen,
was der Greifer bzw. der Roboter macht, wenn sie ihren Kopf nach oben oder unten
neigt. In der Gruppe Horizontale Ebene konnte sie sich gut vorstellen, was der Roboter
macht, wenn sie ihren Kopf nach oben oder unten neigt. Sie gab an, dass sie es intuitiver
gefunden hätte, wenn die Richtungen für vor und zurück vertauscht gewesen wären.
Die Nutzerin stimmte voll zu, sich in den Gruppen Vertikale und Horizontale Ebene
gut vorstellen zu können, was der Roboter macht, wenn sie ihren Kopf nach rechts oder
links dreht.
In den Gruppen Orientierung 1 und 2 konnte die Nutzerin sich überhaupt nicht
vorstellen, was der Roboter macht, wenn sie ihren Kopf nach rechts oder links dreht bzw.
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nach oben oder unten neigt. Dieser Eindruck wurde durch ihre Aussagen während der
Steuerung verstärkt. Diese lauteten in Bezug auf die Drehungen unter anderem: „Jetzt
würde ich gerne den anderen... Also, da brauche ich echt Hilfe.“, „Wie muss ich den Kopf
machen?“ oder „Ich verstehe nicht so richtig, was ich mit meinem Kopf machen soll. Ich
wollte ihn ein bisschen mehr nach links tun, aber dann bin ich nach unten gegangen.“
Transferfunktion
Die Nutzerin stimmte teilweise zu, dass es einfach war, den Mauszeiger kontrolliert zu
bewegen. Sie ergänzte, dass er ihr etwas zu schnell war. Dieses Problem kann verringert
werden, indem bei der Cursor-Kalibrierung ausladende Kopfbewegungen gemacht werden.
Sie stimmte ebenfalls teilweise zu, dass das präzise Greifen einfach war. Dies liegt daran,
dass der Greifer beim Zugreifen etwas ruckelt. Das Problem hängt mit der Hardware
zusammen und kann softwaretechnisch nicht gelöst werden. Die Greifergeschwindigkeit
fand sie etwas zu langsam.
Der Aussage „Es ist einfach, den Roboterarm präzise zu bewegen.“ stimmte die Nut-
zerin auch nur teilweise zu. Dies deutet darauf hin, dass die Sensitivität zu hoch war.
Durch Verringerung der Höchstgeschwindigkeit kann die Sensitivität herabgesetzt werden.
Allerdings fand die Nutzerin die Geschwindigkeit während der linearen Bewegungen etwas
zu langsam, und während der Drehbewegungen genau richtig. Daraus kann man folgern,
dass sie die präzise Positionierung nicht so einfach fand, weil sie in manchen Situationen
Probleme hatte, die Pose des Greifers richtig einzuschätzen.
Die Höchstgeschwindigkeiten für den Greifer und die linearen Bewegungen sollten also
für die Beispiel-Nutzerin etwas erhöht werden. Davon abgesehen, scheint die Transfer-
funktion passend eingestellt zu sein.
Allgemein
Die Nutzerin fand es sehr einfach, die Position des Greifers in der Vertikalen Ebene richtig
einzuschätzen, jedoch sehr schwierig in der Horizontalen Ebene. Die Videoaufnahmen
zeigen, dass die Probleme in der Horizontalen Ebene auf Schwierigkeiten bei der korrekten
Tiefeneinschätzung und -positionierung zurückzuführen sind. Die Nutzerin konnte zum
Beispiel nicht erkennen, wann der Greifer sich mittig über einem Würfel befand („Ja,
und jetzt ist er da, oder?“).
Anhand ihrer Aussagen fiel weiterhin auf, dass ihr manchmal nicht ganz klar war,
welche konkreten Bewegungsmöglichkeiten in der aktuellen Gruppe zur Verfügung standen
(„Und runter geht aber nicht, oder? Dafür muss ich jetzt den anderen nehmen..?“).
Möglicherweise ist an dieser Stelle weiteres Feedback sinnvoll, das dem Nutzer die
aktuellen Bewegungsmöglichkeiten aufzeigt.
Die Nutzerin hatte immer alle relevanten Teile des Systems gut im Blick. Insgesamt
hat die Steuerung mit AMiCUS ihr sehr viel Spaß gemacht. Dies wurde zum Beispiel
deutlich, nachdem sie die komplexe Greifaufgabe gelöst hatte („Wah, die 3! Cool! Das
nennt man Teamwork!“), oder nachdem sie bei der Aufgabe des täglichen Lebens das
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Wasser in das Behältnis gegossen hatte („Tada! Ohne, dass was verschüttet ist! Cool! -
Das ist ja..., ne, Ica? Das ist ja echt cool!“).
A.3.3. Fazit
Die Nutzerin konnte alle ihr gestellten Aufgaben lösen. Es traten jedoch einige Probleme
auf, die im Zusammenhang mit dem räumlichen Vorstellungsvermögen der Nutzerin
standen. So schienen insbesondere die Drehungen sehr schwierig zu sein. Aber auch die
korrekte Einschätzung der Tiefe stellte sich als nicht trivial heraus.
Um das Steuerungserlebnis zu verbessern, sollten die Geschwindigkeiten für den Greifer
und die linearen Bewegungen erhöht werden.
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A.4. Evaluationsbogen zum Vergleich von AMiCUS α v1.0 und
v2.0
Nr. Aussage Skala Freitext
1 Ich finde es viel besser, dass die Kalibrierung jetzt von
mir selbst gestartet werden kann.
X
2 Ich finde es viel besser, dass die Roboter-Kalibrierung
automatisch nach der Cursor-Kalibrierung startet.
X
3 Der voreingestellte Bewegungsbereich für die Roboter-
steuerung ist sehr gut.
X
4 Ich finde es sehr gut, dass es jetzt eine gesonderte Offset-
Kalibrierung gibt.
X
5 Ich finde den Vertical Slider viel besser als die Geste. X
6 Die Geste hat die Steuerung sehr stressig gemacht. X
7 Ich finde den Dwell Button viel besser als den Slide Button X
8 Das Umschalten ist bei der neuen GUI viel leichter X
9 Das Umschalten geht bei der neuen GUI viel schneller X
10 Ich halte es für unwahrscheinlich, dass man unbeabsichtigt
in eine Gruppe wechselt.
X
11 Was ist gut am neuen Umschaltvorgang? X
12 Was ist nicht gut und wie kann es verbessert werden? X
13 Ich denke, dass bestehende Probleme durch Lerneffekte
ausgeglichen werden können.
X
14 Ich finde die neue Cursor-GUI viel besser als die alte. X
15 Ich habe das Menü jetzt viel besser im Blick. X
16 Ich kann jetzt viel einfacher auf die Menüpunkte zugreifen. X
17 Was ist gut am neuen Menü? X
18 Was ist schlecht und wie kann es verbessert werden? X
19 Den großen roten Punkt (Cursor) kann ich viel besser
sehen als den alten Cursor.
X
20 Die Cursor Steuerung wird durch den neuen Cursor erheb-
lich vereinfacht.
X
21 Ich finde die neue Roboter-GUI viel besser als die alte. X
22 Ich finde das große Kamerabild der neuen Version besser
als das kleine in der alten Version.
X
23 Die Vergrößerung der Totzone hat sich gar nicht negativ
auf die Präzision der Steuerung ausgewirkt.
X
24 Die Steuerung der Tiefe ist viel intuitiver als vorher. X
Fortsetzung auf nächster Seite...
Tabelle A.2.: Evaluationsbogen zum Vergleich von AMiCUS α v1.0 und v2.0
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...Fortsetzung von voriger Seite
Nr. Aussage Skala Freitext
25 Ich finde die Steuerung viel einfacher ohne die simultanen
Drehungen.
X
26 Ich denke, dass ich mir die Drehungen viel besser vorstellen
könnte, wenn der Greifer wie ein Gesicht aussehen würde.
X
27 Ich denke, dass der Greifer für alle Alltagsaufgaben aus-
reichend ist.
X
28 Ich denke, dass es viel besser wäre, wenn die GUI auf
einem Head-Mounted Display angezeigt werden würde.
X
29 Weitere Kommentare zu der Steuerung X
Tabelle A.2.: Evaluationsbogen zum Vergleich von AMiCUS α v1.0 und v2.0
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Aktualisiert am 14.06.2016 
Die Spezifikationen können ohne Vorankündigung geändert werden
TECHNISCHE DATEN DER ADAPTIVEN GREIFER
2-FINGER 85 
T: 1.418.380.2788 
info@robotiq.com
robotiq.com 
[ Zoll. ]
mmMASSEINHEITEN:
[ 3.3 ]
85
Ø 75
149
98
[ 3.0 ]
[ 5.9 ]
[ 3.9 ]
ARBEITSBEREICH
22
[ 0.9 ]
Greiferöffnung (siehe Abbildung)
Objektdurchmesser für umgreifenden Griff
Greifergewicht mit mechanischer Kupplung
Maximal empfohlene Payload
Klemmkraft**
Schließgeschwindigkeit
Betriebstemperatur
Parallelgriff Reproduzierbarkeit 
0 to 85 mm
43 to 85 mm
900 g
5 kg
20 to 235 N
20 to 150 mm/s
-10°C to 50°C
0.05 mm
0 to 3.3 Zoll
1.7 to 3.3 Zoll
2 lbs
11 lbs
1.1 to 49.45 lbf
0.8 to 5.9 Zoll/s
14°F to 122°F
0.002 Zoll
MECHANISCHE SPEZIFIKATIONEN*
Kommunikationsprotokoll
Optionen Kommunikationsprotokoll mit Controller
Programmierbare Greifparameter
Status-LED
Rückmeldung
Modbus RTU (RS-485, halbduplex)
Ethernet/IP, Modbus TCP, PROFINET, DeviceNet, CANopen, EtherCAT
Positions-, Geschwindigkeits- und Kraftregelung
Power-, Kommunikations- und Fehlerstatus  
Grifferfassung, Greiferposition und Motorstrom
STEUERUNG
Nennversorgungsspannung
Absolute maximale Versorgungsspannung
Ruheleistung (Mindeststromverbrauch)
Spitzenstrom
24 V DC ±10%
28 V DC
<1 W 
1 A
ELEKTRISCHE SPEZIFIKATIONEN
* Mit flachen Silikonfingerspitzen für den adaptiven 2-Finger-85 Greifer und den 
adaptiven 2-Finger-140 Greifer
0,3 Reibungskoeffizient zwischen Finger- und Stahlteil, Sicherheitsfaktor 2,6
2-FINGER 140
2-FINGER 1402-FINGER 85
UMGREIFENDER GRIFFUMGREIFENDER GRIFF PARALLELGRIFFPARALLELGRIFF
? ?
?
[ 5.5 ]
140
Ø 75
209
153
[ 3.0 ]
[ 8.2 ]
[ 6.0 ]
ARBEITSBEREICH
27
[ 1.1 ]
0 to 140 mm
90 to 140 mm
1000 g
2.5 kg
10 to 125 N
30 to 250 mm/s
-10°C to 50°C
0.08 mm
0 to 5.5 Zoll
3.5 to 5.5 Zoll
2.2 lbs
5.5 lbs
2.2 to 24.7 lbf
1.2 to 9.8 Zoll/s
14°F to 122°F
0.003 Zoll
** ±15%, je nach Geschwindigkeits- und Kraftparametern
B.3 Robotiq Adaptiver Greifer 2-Finger 85 Datenblatt
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Produktinformation 
HD Webcam C270 
Artikelnummer: 960-000635 Central 
 
Paketeigenschaften 
 Einzelverpackung Karton Umkarton 
Artikelnummer 960-000635
EAN-Code 5 099 206 023 802 5 099 206 023 8019
Gewicht 227 g 2,147 kg
Breite 20,95 cm 31,50 cm
Tiefe 15,24 cm 31,60 cm
Höhe 7,62 cm 22,40 cm
Volumen 2,433 dm3 0,02230 m3
Anzahl je Karton    
Anzahl je Umkarton 8  1 
Anzahl je Palette EURO 432  54 
Paketinhalt 
? Webkamera 
? Logitech Webkamera-Software 
? Bedienungsanleitung 
Produktbeschreibung 
Mit der Logitech® HD Webcam C270 sind HD-Videogespräche ganz einfach. 
Highlights 
? HD-Videogespräche und -Aufnahmen in 720p: Genießen Sie flüssige HD-Videogespräche in 720p 
über die meisten gängigen Instant-Messaging-Anwendungen und Logitech Vid™ HD, der 
kostenlosen, schnellen und einfachen Art, Freunden und Familie näher zu sein. 
? Fotos ganz einfach versenden: Senden Sie Ihrer Familie und Ihren Freunden Bilder mit 3 
Megapixeln. 
? Gut aussehen und gut klingen: Dank Logitech® RightLight™ und RightSound™ werden Ihre 
Videogespräche nicht durch schlechte Lichtverhältnisse oder störende Hintergrundgeräusche 
beeinträchtigt. 
? Hochladen von HD-Video mit nur einem Mausklick auf Facebook™ und YouTube™: Stellen Sie Ihr 
neuestes Video mit nur einem Mausklick online. 
? 2 Jahre Garantie und technische Hotline 
  100-Wort-Beschreibung 
Mit der Logitech® HD Webcam C270 sind HD-Videogespräche ganz einfach. Genießen Sie flüssige HD-
Videogespräche in 720p über die meisten gängigen Instant-Messaging-Anwendungen und Logitech Vid™ 
HD, der kostenlosen, schnellen und einfachen Art, Freunden und Familie näher zu sein. Schicken Sie Ihrer 
Familie und Ihren Freunden ein Bild, wenn Sie keine Zeit haben, sich zu unterhalten oder ein Video 
aufzuzeichnen oder nehmen Sie ein 3-MP-Foto (Software interpoliert) auf - ein Klick genügt. Dank der 
Logitech RightLight™-Technologie passt sich die Webcam bei gedämpfter Beleuchtung automatisch an und 
B. Datenblätter
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Sie erhalten das bestmögliche Bild. Und Ihre Videogespräche werden nicht durch Hintergrundgeräusche 
beeinträchtigt - die Logitech® RightSound™-Technologie sorgt für klar verständliche Gespräche, sodass Sie 
gut zu hören sind. 
Werbetext 
High Definition-Webcam für atemberaubende HD-Videogespräche in 720p, echtem 1,2-Megapixel-Sensor 
für farbenfrohe Bilder mit bis zu 3 Megapixeln, automatischer Helligkeitsanpassung bei gedämpfter 
Beleuchtung, 1-Klick-HD-Upload auf Facebook™ und YouTube® und Universalhalterung. Inklusive Logitech 
Vid™ HD für einfache Videogespräche. 
Highlight 1: Farbenfrohe und lebendige Bilder 
Highlight 2: HD-Videogespräche in 720p  
Systemvoraussetzungen 
? Windows® XP (SP2 oder höher), Windows Vista®, Windows® 7 
? 32-bit oder 64-bit 
? Prozessor mit 1 GHz 
? 512 MB RAM 
? 200 MB freier Festplattenspeicher 
? USB 1.1 (2.0 empfohlen) 
? Internet 
 
Für HD-Videogespräche und -Aufnahmen in 720p mit Logitech Vid™ HD (empfohlene 
Systemausstattung): 
? 2,4 GHz Intel® Core™2 Duo 
? 2 GB RAM 
? 200 MB freier Festplattenspeicher 
? USB 2.0 
? 1 MBit Uploadgeschwindigkeit oder schneller 
? 1280 x 720 Bildschirmauflösung 
Technische Daten 
? HD-Videogespräche (1.280 x 720 Pixel) mit der empfohlenen Systemausstattung 
? Videoerfassung: bis zu 1.280  x 720 Pixel 
? Fotos: bis zu 3 Megapixel (Software interpoliert) 
? Integriertes Mikrofon mit Logitech® RightSound™ 
? Für Hi-Speed USB 2.0 zertifiziert 
? Universalhalterung für Notebooks, LCD- oder Röhrenmonitore 
 
Logitech Webkamera-Software: 
? Logitech Vid™ HD 
? Logitech® RightLight™ 
? Video- und Fotoerfassung 
 
? Abmessungen (B x T x H): 71,5 x 31,3 x 24,2 (66,7 mit Clip) mm 
? Gewicht: 75 g  
Vorgänger 
? Webcam C250 [960-000383 Central] 
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Logitech Webcam C930e
Logitech Inc. 7700 Gateway Blvd., Newark, CA 94560
1 With Microsoft® Lync® 2010 and 2013, Skype for Business, 
Cisco Jabber® and Logitech Collaboration Program (LCP) 
members, including Vidyo, Zoom and Lifesize Cloud (refer to 
www.logitech.com/lcp for the latest information).
2 See www.logitech.com/ciscocompatibility for the latest 
version
3 Includes Blue Jeans, BroadSoft, Lifesize, Vidyo, and 
Zoom.  
www.logitech.com/C930e
To order, contact your reseller or call us 
at 800-308-8666 
Published July 2016
© 2016 Logitech. Logitech, the Logitech logo and other 
Logitech marks are owned by Logitech and may be registered. 
 
All other trademarks are the properties of their respective owners. 
Logitech assumes no responsibility for any errors that may appear 
in this publication. Product, pricing and feature information 
contained herein is subject to change without notice.
PRODUCT SPECIFICATIONS
Webcam C930e 
Price: $129.99 
Part #: 960-000971
  SYSTEM REQUIREMENTS 
 
Windows® 7, Windows® 8 or Windows® 10
Mac OS X® 10.7 or higher
2.4GHz Intel® Core 2 Duo processor
2GB RAM or more
Hard drive space for recorded videos
USB 2.0 port (USB 3.0 ready)
INSIDE THE BOX
Logitech Webcam C930e
External Privacy Shutter
Quick Start Guide
PRODUCT DIMENSIONS + WEIGHT
Without clip 
Width 3.7 inches (94mm) Height 1.14 inches (29mm) 
Depth .95 inches (24mm)
With clip  
Width 3.7 inches (94mm) Height 1.7 inches (43mm) 
Depth 2.8 inches (71mm) Weight 5.7 ounces (162g)
Packaging Dimensions  
7.1 x 5.3 x 3.2 in (180 x 135 x 81mm)  
Weight: 13.9 oz (393g)
HD 1080p video quality at 30 frames-per-second
Brings life-like HD video to conference calls, enabling 
expressions, non-verbal cues and movements to be 
seen clearly.
Widest-ever business webcam field-of-view 
Enjoy an extended view  –  90 degrees  –  perfect for 
presenting using a whiteboard or doing demos.
H.264 UVC 1.5 with Scalable Video Coding
Frees up PC bandwidth by putting video processing 
within the camera, adjusting dynamically to the 
available bitstream. The result is a smoother video 
stream in applications like Microsoft® LyncTM 2013.
Logitech RightLightTM 2 technology and autofocus
Webcam intelligently adjusts to improve visual 
quality in low light at multiple distances.
4X digital zoom in Full HD
4X zoom at 1080p provides the highest level of 
detail for your calls, visuals and presentations.
Pan, tilt and zoom option
Pan, tilt and zoom within the 90-degree field-of-
view scene for focused viewing during desktop video 
conferences.2
Professional-grade Certifications 
Leading business certifications (Optimized for 
Microsoft® Lync® 2013, Certified for Skype for 
Business, Cisco Jabber® and WebEx® compatible2) and 
enhanced integration with Logitech Collaboration 
Program (LCP) members3 integrated experience with 
most business-grade video conferencing platforms.
ZEISS® glass lens
Enjoy razor-sharp images even when showing 
documents up close, a whiteboard drawing or a 
product demo.
Convenient privacy shutter
Easy lens enclosure for added privacy and security.
Plug-and-play USB connectivity
Easily connects to a PC or Mac® with no additional 
software required.
Multiple mounting options
Freedom to mount the camera wherever it works 
best – LCD screen, notebook, or tabletop – by using the 
attached clip or the tripod embedded thread.
MICROPHONE: (TX)
Type: Bi-directional ECM
Frequency response: 100 Hz – 7 KHZ
Sensitivity: -45 dB ±3 dB
Distortion: <10% @1kHz, 10dBPa (MRP) input
Operating voltage: 1.4 – 5.0V DC
SPEAKERS: (RX)
Frequency response: 150 Hz – 7 kHz (ITU-T TIA920)
Sensitivity: 103dB ±3 dB at 1KHz, Input 1mW/Type 4153 
artificial ear
Distortion: <4% @1kHz, 0dBm0, 1kHz
Compliant with EN60950-1
INCLUDES LITHIUM ION BATTERY:
9 grams / 430mAh
FEATURE SPOTLIGHT
TECH SPECIFICATIONS
WARRANTY
3-year limited hardware
COMPATIBILITY 
Leading business certifications (Optimized for 
Microsoft® Lync® 2013, Certified for Skype for Business, 
Cisco Jabber® and WebEx® compatible2)and enhanced 
integration with Logitech Collaboration Program 
(LCP) members3 integrated experience with most 
business-grade video conferencing platforms.
DRIVERS/SOFTWARE DOWNLOADS REQUIRED 
Logitech offers an optional application that enables 
pan, tilt, and zoom: www.logitech.com/support/
c930e
See www.logitech.com/lcp for full list and the latest 
information
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Einschränkungen hat oder nicht, sondern davon, worauf man seinen Fokus richtet.
Vielen Dank auch an Jeroen Schäfer und Lukas Wöhle, die mir die Veröffentlichung
ihrer Probandenvideos zu Forschungszwecken genehmigt haben.
Bedanken möchte ich mich auch bei dem Ministerium für Innovation, Wissenschaft und
Forschung, das den größten Teil dieser Arbeit finanziert hat, sowie Hillcrest Laboratories
für ihren hervorragenden Support und Icons8 für die kostenlose Bereitstellung unzähliger
Icons, die jeder GUI ein ansprechendes und einheitliches Design verliehen haben.
Besonderer Dank gilt meiner Familie, weil sie immer für mich da ist und mich jeden
Tag daran erinnert, was im Leben wirklich wichtig ist.
Abschließend bedanke ich mich auch bei allen, die ich vergessen habe, hier namentlich zu
nennen. Ich hoffe, dass ich diesen Menschen bereits auf andere Weise meine Dankbarkeit
gezeigt habe.
– Und obwohl ich das große Glück hatte, von so vielen Menschen Unterstützung zu
bekommen, muss ich ganz ehrlich gestehen: Im Moment bin ich am dankbarsten dafür,
dass die Promotion jetzt vorbei ist.
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