Abstract: Frequency analysis of hydrometeorological extremes plays an important role in the design of hydraulic structures. A multitude of distributions have been employed for hydrological frequency analysis, and more than one distribution is often found to be adequate for frequency analysis. The current method for selecting the best fitted distributions are not so objective. Using different kinds of constraints, entropy theory was employed in this study to derive five generalized distributions for frequency analysis. These distributions are the generalized gamma (GG) distribution, generalized beta distribution of the second kind (GB2), Halphen type A distribution (Hal-A), Halphen type B distribution (Hal-B), and Halphen type inverse B (Hal-IB) distribution. The Bayesian technique was employed to objectively select the optimal distribution. The method of selection was tested using simulation as well as using extreme daily and hourly rainfall data from the Mississippi. The results showed that the Bayesian technique was able to select the best fitted distribution, thus providing a new way for model selection for frequency analysis of hydrometeorological extremes.
Introduction
Frequency analysis of hydrometeorological extremes plays an important role in the design of structures, such as dams, bridges, culverts, levees, highways, sewage disposal plants, waterworks, and industrial buildings [1] [2] [3] [4] [5] . From a frequency analysis, the probability of an extreme event can be estimated, and the value of a T-year design event (e.g., rainfall or flood) can be calculated. One of the objectives of frequency analysis of hydrometeorological extremes therefore is to establish a relationship between a flood or rainfall magnitude and its recurrence interval or return period.
A multitude of distributions have been employed for frequency analysis of hydrometeorological extremes. For example, the Pearson Type three (P-III) distribution is recommended in China; the Log-Pearson type three (LPT 3) is used in the U.S and Australia; and generalized extreme value (GEV) distribution is usually employed in Europe. Frequency analysis of hydrometeorological extremes at a given site or location is usually performed based on an appropriate probability distribution, which is selected on the basis of statistical tests for extreme hydrometeorological data [6] . However, no single distribution has gained global acceptance [7, 8] . The traditional method is to try a variety of distributions and choose the best fitted distribution based on a particular mathematical norm, such as a least square error or a likelihood norm [9] . The disadvantages of this method of choosing are that it is laborious because too many different distributions need to be tried and empirical choices of candidate distributions make the
Entropy Theory
Since the entropy theory was used for the derivation of these generalized distributions and estimation of their parameters, in this section, the entropy theory combined with the principle of maximum entropy (POME) method is introduced.
The entropy, defined by Shannon in 1848, can be expressed by
where f (x) is the probability density function (PDF) of X. f (x) can be derived by maximizing the entropy subject to given constraints, which can be expressed by max H(X) (2a) 
Employing the method of Lagrange multipliers, the PDF of X from Equations (1) and (2) can be derived as
where m is the number of constraints; and λ 0 , . . . , λ m are the Lagrange multipliers. According to (2b), 
When different constraints are used, different PDFs can be obtained. According to the POME theory, all of the generalized distributions discussed in the following can be written in the form of Equation (3).
Generalized Distributions
Five generalized distributions, namely the GG distribution, the GB2 distribution, and three Halphen family distributions, were used in this study. The principle of maximum entropy (POME) method was used for parameter estimation, and it involves the following steps: (1) specification of constraints and maximization of entropy using the method of Lagrange multipliers; (2) derivation of the relation between Lagrange multipliers and constraints; (3) derivation of the relation between Lagrange multipliers and distribution parameters; and (4) derivation of the relation between distribution parameters and constraints. Detailed information on obtaining the equations for parameter estimation of those generalized distributions is given in [10, 11, 23] . In this paper, we mainly focus on model selection based on the Bayesian method.
Generalized Gamma Distribution
The probability density function of the GG distribution is given by
where Γ(·) is the gamma function; r 1 and r 2 are the shape parameters, r 1 > 0, r 2 > 0; and beta is the scale parameter, β > 0. For deriving Equation (5a) from the entropy theory, the following constraints are specified:
The probability density function (PDF) of the GG distribution can then be expressed as [10] :
where λ 0 , λ 1 , and λ 2 are the Lagrange multipliers, and q is the parameter q = r 2 [10] . The relations between Lagrange multipliers and parameters can be summarized as
The equations for parameter estimation based on the POME method can be given as [10]
where ϕ (·) is the digamma function; and ϕ'(·) is the tri-gamma function.
As seen in Equation (8), there are three unknown parameters, r 1 , r 2 , and β, in the three equations, and the variable X represents the observed hydrometeorological extreme series, which have been known before. By solving this equation set, the parameter of the GG distribution can be determined. The estimation procedures for other distributions are the same as those for the GG distribution.
Generalized Beta Distribution of the Second Kind
The PDF of the GB2 distribution is given by
where B(·) is the beta function; and r 1 , r 2 , and r 3 are the shape parameters, r 1 > 0, r 2 > 0 and r 3 > 0; and b is the scale parameter, b > 0. For deriving Equation (9a) from the entropy theory, the following constraints are specified:
According the maximum entropy theory, the PDF of the GB2 distribution can be expressed as [11] f (x) = exp(
where p and q are two parameters, which are also related to the parameters of the GB2 distribution, p = ( 1 β ) r 3 , and q = r 3 .
The relations between Lagrange multipliers and parameters can be summarized as
The equations for parameter estimation based on the POME method can be given as [11] 
Halphen Type A (Hal-A) Distribution
The PDF of the Hal-A distribution is given as
where K 0 (·) is the modified Bessel function of the second kind of order ν, ν ∈ R; and m and α are parameters, m > 0 and α > 0. For deriving Equation (13a) from the entropy theory, the following constraints are specified:
From the entropy theory, the PDF of the Halphen type A distribution can be expressed as [23] f
where λ 3 is also the Lagrange multiplier. The relations between Lagrange multipliers and parameters can be summarized as
The equations for parameter estimation based on the POME method can be given as
Halphen Type B (Hal-B) Distribution
The PDF of the Hal-B distribution can be given as
where e f v (·) is the exponential factorial function, defined as e f v (α) = 2
m > 0 are scale parameters, and v > 0 and α ∈ are shape parameters. For deriving Equation (17a) from the entropy theory, the following constraints are specified:
From the entropy theory, the PDF of the Halphen type B distribution can be expressed as [23] f
Halphen Type Inverse B (Hal-IB) Distribution
The PDF of the Hal-IB distribution can be given as
where m > 0 is a scale parameter, and α ∈ and v > 0 are shape parameters. For deriving Equation (21a) from the entropy theory, the following constraints are specified:
From the entropy theory, the PDF of the Halphen type inverse B can be expressed as [23] f
Model Selection Based on the Bayesian Technique
First, the five generalized distributions given above were used to fit a given data set D, and the equation sets derived by the POME method were applied for estimating their parameters. Second, the Bayesian technique introduced as follows was used to select the most appropriate distribution from the set of distributions for the data set D. In this study, the data D can be simulated data and observed data.
Let I be the background information. The posterior probabilities over a set of distributions can be expressed as
where P(M i |D, I) is the posterior probability of distribution or model M i and indicates the probability of this distribution to be true given the data series D and background information I. The largest approximate posterior probability among all of the distributions should be chosen as the most appropriate distribution. P(M i |I ) is the prior model probability of distribution M i ; P(D|M i , I ) is the probabilistic evidence or integrated likelihood of data D conditional on model M i . P(D|I ) is a normalization constant and is calculated using the sum and product rules of probability theory as
where N is the number of distributions that are used for the frequency analysis.
To obtain the posterior probability, one needs to calculate the probabilistic evidence P(D|M i , I ), which can be obtained by integrating a joint distribution P(λ, D|M i , I ) with respect to vector λ, and can be expressed as (27) since
where P(λ|M i , I ) is the prior PDF for the Lagrangian multipliers given distribution M i and background information I. Equation (27) can be obtained as
where P(D|λ, M i , I ) is the likelihood function of the data in terms of the set of Lagrangian multipliers, and can be expressed by
where n is the sample size, and D k denotes a specific value in data set D. For a given sample size D, model M i and background information I, P(D|λ, M i , I ) can be calculated by the multiplication of all PDF values of D k . The multivariate Gaussian distribution was selected as the prior distribution for the Lagrangian multiplier vector λ. The mean value of Lagrangian multipliers was the estimated λ. The covariance matrix Σ was calculated based on the Hessian matrix H, Σ = H −1 . The equation for calculating the Hessian matrix can be expressed as
From Equation (29), P(D|M i , I ) can be obtained by integration. Since the integration in Equation (29) is often a complex and high-dimensional function in Bayesian statistics, the quantity P(D|M i , I ) was calculated based on the calculation of E[P(D|λ, M i , I )].
A Markov Chain Monte Carlo (MCMC) method was used in this study to calculate P(D|M i , I ) and the posterior distribution of each distribution. The idea of MCMC sampling was first introduced by [24] . Since the target distribution is very complex, we cannot sample from it directly. The indirect method for obtaining samples from the target distribution is to construct an Markov chain with state space E, and whose stationary (or invariant) distribution is π(·), as discussed in [25] . Then, if we run the chain for sufficiently long, simulated values from the chain can be treated as a dependent sample from the target distribution. Using the MCMC simulation, pairs of Lagrangian multipliers λ were drawn from the joint distribution P(λ, D|M i , I ). The quantity P(D|M i , I ) was finally calculated based on the calculation of E[P(D|λ, M i , I )].
In the following, simulated data and real-world data were used for testing the proposed method. The flow chart can be found in Figure 1 . 
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Performance Evaluation
Before using the proposed method in a practical application, a simulation test was carried out to evaluate the performance of the proposed Bayesian technique for model selection. The simulation test involves the following steps.
First, a distribution with given parameters was pre-defined. Second, simulated datasets D were randomly drawn from the pre-defined distributions. Third, the Gaussian, lognormal, Gamma, and Weibull distributions were used to fit the data set D, and the POME method was applied for parameter estimation.
Fourth, the proposed Bayesian technique was applied for model selection, and the best fitted distributions with the highest posterior probabilities were determined. The results were compared with the pre-defined distributions.
Fifth, the Bayesian model selection technique was compared with commonly used methods in hydrology, such as the root mean square error of the empirical and theoretical probabilities and the AIC criterion.
According to the steps mentioned above, this test focuses on the evaluation of the reliability of the Bayesian model selection for different distributions and data sample sizes. In order to show the performance of the proposed method, some simple and widely used distributions were considered, including the Gaussian, lognormal, Gamma, and Weibull distributions, which involve the Gaussian and non-Gaussian cases. The parameters used for the simulation are given in Table 1 . Simulated datasets were randomly drawn from the pre-defined distributions given in Table 1 with sample sizes of 40, 80, 120, 160, 200, and 240. The proposed Bayesian technique was then applied to determine the best fitted distributions for each dataset. The multivariate Gaussian distribution was used for the prior distribution, in which the mean values are the estimated Lagrangian multiplier, and the covariance matrix Σ was calculated based on the Hessian matrix H, Σ = H −1 . Usually, the estimated parameters were around the true values, so the Gaussian distribution was used. Additionally, the Hessian matrix was calculated to represent the covariance matrix. It is not straightforward to try other distributions, since it is a multivariate problem for which the multivariate Gaussian distribution is widely used. 
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The simulation results are shown in Figure 2 , which indicate that when the data was sampled from the Gaussian distribution, for all of the sample size, the posterior probabilities of the Gaussian distribution were the highest. For the other tests, namely the lognormal distribution and the gamma distribution as the pre-defined distributions, respectively, the highest posterior probabilities for all of the sample size were the lognormal distribution and gamma distribution as well. Therefore, the proposed Bayesian technique can select the best fitted distribution even for a small sample size (sample size = 40). Figure 2 , which indicate that when the data was sampled from the Gaussian distribution, for all of the sample size, the posterior probabilities of the Gaussian distribution were the highest. For the other tests, namely the lognormal distribution and the gamma distribution as the pre-defined distributions, respectively, the highest posterior probabilities for all of the sample size were the lognormal distribution and gamma distribution as well. Therefore, the proposed Bayesian technique can select the best fitted distribution even for a small sample size (sample size = 40). The proposed method was compared with the traditional root mean square error (RMSE) and AIC values, which are also used to select the most appropriate distribution. The results are given in Tables 2  and 3 , in which the best fitted distributions with the smallest RMSE and AIC values are in bold. According to the smallest RMSE and AIC values, the correct distribution cannot always be selected. Take the Gaussian distribution as an example. When the sample size was 40, 80, 120, and 160, the best fitted distribution was, respectively, gamma, Weibull, Weibull, and Weibull. When the sample size became larger, greater than 160, the Gaussian distribution was detected as the correct distribution. The RMSE and AIC values of different distributions did not show significantly different results. In other words, the differences in the RMSE and AIC values among those distributions were not large. In Table 3 , generally the AIC and RMSE values can show the best fitted distribution. However, in some cases the RMSE and AIC values of different distributions were nearly the same, such as the sample size equaling 160 and 200 in Table 3 .
According to the performance test, the Bayesian technique can obtain the correct distribution at any time no matter what the sample size is. On the contrary, the traditional RMSE and AIC do not always work effectively. The RMSE and AIC for the data fitted using different distributions do not shown large differences. Therefore, the proposed method can provide an effective way for model selection in hydrological frequency analysis. The proposed method was compared with the traditional root mean square error (RMSE) and AIC values, which are also used to select the most appropriate distribution. The results are given in Tables 2 and 3 , in which the best fitted distributions with the smallest RMSE and AIC values are in bold. According to the smallest RMSE and AIC values, the correct distribution cannot always be selected. Take the Gaussian distribution as an example. When the sample size was 40, 80, 120, and 160, the best fitted distribution was, respectively, gamma, Weibull, Weibull, and Weibull. When the sample size became larger, greater than 160, the Gaussian distribution was detected as the correct distribution. The RMSE and AIC values of different distributions did not show significantly different results. In other words, the differences in the RMSE and AIC values among those distributions were not large. In Table 3 , generally the AIC and RMSE values can show the best fitted distribution. However, in some cases the RMSE and AIC values of different distributions were nearly the same, such as the sample size equaling 160 and 200 in Table 3 .
According to the performance test, the Bayesian technique can obtain the correct distribution at any time no matter what the sample size is. On the contrary, the traditional RMSE and AIC do not always work effectively. The RMSE and AIC for the data fitted using different distributions do not shown large differences. Therefore, the proposed method can provide an effective way for model selection in hydrological frequency analysis. 
Case Study
Rainfall data for many different timescales were investigated. The timescales of these rainfall dates in the Mississippi River basin ranged from hourly to yearly. The annual maximum daily and hourly series were extracted for frequency analysis, and detailed information of daily and hourly data is shown in Table 4 , in which the length of data, the mean value, standard deviation, and the minimum and maximum values are shown. The daily and hourly rainfall histograms for each gauging station are given in Figure 3 . 
Rainfall data for many different timescales were investigated. The timescales of these rainfall dates in the Mississippi River basin ranged from hourly to yearly. The annual maximum daily and hourly series were extracted for frequency analysis, and detailed information of daily and hourly data is shown in Table 4 , in which the length of data, the mean value, standard deviation, and the minimum and maximum values are shown. The daily and hourly rainfall histograms for each gauging station are given in Figure 3 . The five generalized distributions were used to fit the data set, and the entropy method was used to estimate the parameters of these distributions, as given in Table 5 (for daily data) and Table 6 (for hourly data). A full Newton method was used to find the solution of the non-linear equation sets derived before. The "nleqslv" package in R language was used to solve the equation set. The initial value was set as 1 for all potential parameters. The proposed Bayesian technique was used to select the most appropriate distribution for rainfall frequency analysis. The multivariate Gaussian distribution was used for the prior distribution, in which the mean values are the estimated Lagrangian multiplier, and the covariance matrix Σ was calculated based on the Hessian matrix H, Σ = H −1 . The posterior probabilities are also in Table 5 (for daily data) and Table 6 (for hourly data). The RMSE, AIC, and BIC were also calculated as given in Tables 5 and 6 . Both the AIC and BIC indexes are based on the likelihood values, and a penalty term was introduced for the number of parameters in the model. However, the differences between them are that the penalty term is larger in BIC than in AIC. In this study, it is seen from Tables 5 and 6 that the selected model by the two methods is the same. Therefore, only the results given by AIC are discussed hereafter. The results indicate that for some of the cases, the selected model based on the three criteria are the same, e.g., gauging stations 225247, 220237, 227840, 220021, and 221314. For some of the stations, the results given by the three methods were not coincident. However, for these cases, the distribution with the lowest AIC value usually had the second-highest posterior probability. Take the gauging station 221094 in Table 5 for example. The AIC and RMSE criteria suggested that the GB2 distribution was the best, for which the posterior probability was 0.34, smaller than the highest one 0.58 (Hal-A). According to the simulation test in Section 4, the performance of the proposed method was better than the traditional AIC and RMSE values. The Bayesian method amplified the differences among the generalized distributions. In order to further compare the performance of these models, the theoretical and empirical exceedance probabilities of the daily rainfall data for the gauging station 223107 are shown in Figure 4a .
According to the results given in Table 5 , the best fitted distribution for the gauging station 223107 recommended by the RMSE, AIC, and Bayesian methods, was GB2, Hal-A, and Hal-IB, respectively. As shown in Figure 4a , if the Hal-A distribution was used, the design values for large return periods would be underestimated. The fitting curves of the GB2 and Hal-IB distributions were nearly the same. Thus, the distribution Hal-A recommended by the AIC is not appropriate, and compared with GB2, the Hal-IB with less parameters and higher posterior probability was chosen finally.
The theoretical and empirical exceedance probabilities of the hourly rainfall data for the gauging station 222773 are shown in Figure 4b . According to the results given in Table 6 , the best fitted distribution for the gauging station 222773 recommended by the RMSE, AIC and Bayesian methods was GG, Hal-B, and GB2, respectively. As shown in Figure 4b , if the GG and Hal-B distributions were used, the design values for large return periods would be underestimated. In order to compare the fitting results more comprehensively, the Q-Q plot, P-P plot, and S-P plot were represented for the daily rainfall data from the gauging station 223107 as shown in Figure 5 . It can be seen from Figure 5a that the fitting results of GB2 and Hal-IB are nearly the same. When the GG, Hal-A, and Hal-B distributions were used, the design rainfall for a large quantile would be underestimated, since the theoretical rainfall values calculated by the GG, Hal-A, and Hal-B distributions are significantly lower than the observed ones. For the P-P and S-P plots, the differences for large probability are not so obvious, and the plots in Figure 5b ,c are well-distributed compared with the Q-Q plot. In Figure 5b , it is easily observed that the Hal-B distribution fits the worst, and the empirical probabilities in the middle part are significantly larger than the theoretical ones. S-P plots remove the impact of variance on the plot, and it is seen that the plots in the S-P figure are much more concentrated than those in the P-P figure. In order to compare the fitting results more comprehensively, the Q-Q plot, P-P plot, and S-P plot were represented for the daily rainfall data from the gauging station 223107 as shown in Figure 5 . It can be seen from Figure 5a that the fitting results of GB2 and Hal-IB are nearly the same. When the GG, Hal-A, and Hal-B distributions were used, the design rainfall for a large quantile would be underestimated, since the theoretical rainfall values calculated by the GG, Hal-A, and Hal-B distributions are significantly lower than the observed ones. For the P-P and S-P plots, the differences for large probability are not so obvious, and the plots in Figure 5b ,c are well-distributed compared with the Q-Q plot. In Figure 5b , it is easily observed that the Hal-B distribution fits the worst, and the empirical probabilities in the middle part are significantly larger than the theoretical ones. S-P plots remove the impact of variance on the plot, and it is seen that the plots in the S-P figure are much more concentrated than those in the P-P figure. (a) Q-Q plot (b) P-P plot (c) S-P plot Figure 5 . Q-Q, P-P, and S-P plots for the daily rainfall data from the gauging station 223107. Figure 5 . Q-Q, P-P, and S-P plots for the daily rainfall data from the gauging station 223107.
Furthermore, in the U.S., the Log-Pearson three (LP3) distribution has been recommended for hydrological frequency analysis [26, 27] . In order to compare the five generalized distributions with the commonly used LP3 distribution, the six distributions were considered and the proposed Bayesian method was used to select the best fitted one. The results are given in Table 7 . 
Conclusions and Discussion
The paper proposes a model selection approach based on a Bayesian technique to choose the best fitted distribution for hydrological frequency analysis. Five generalized distributions, including GG, GB2, Hal-A, Hal-B, and Hal-IB, which are also widely used in hydrology, were considered. The entropy-based method was used to express these distributions and the POME method was applied for parameter estimation. A simulation test was carried out to evaluate the performance of the proposed Bayesian method. Daily rainfall data from five stations and hourly rainfall data from another five stations from the Mississippi basin were selected as case studies. The main conclusions are summarized as follows.
(1) The entropy-based five generalized distributions are given, and their corresponding equation sets for parameter estimation are introduced. The results of simulation test and case study show that the POME method can provide an effective way for parameter estimation. (2) Results of the simulation test demonstrate that the Bayesian technique can choose the most suitable distribution. Compared with the commonly used RMSE and AIC values, the proposed method gives a better performance. (3) Results of the case study indicate that when using different criteria for model selection, the results are not always the same. For some of the cases, the three criteria choose the same distribution. For others, the results are slightly different. Since choosing the probable distribution for hydraulic design is very significant, especially for extreme magnitudes, the distribution should be selected carefully. According to the posterior probabilities calculated by the proposed method for daily and hourly data from 10 gauging stations, generally the Hal-IB distributions give better fits for daily data and GB2 distributions give better fits for hourly data. (4) According to the results of the simulation test and case studies, the Bayesian model selection technique can give a more reliable result than the traditional RMSE and AIC values. Thus, the proposed method provides an effective way for model selection for hydrological frequency analysis. (5) The significant contribution of this paper is that compared with the traditional method, the proposed method is based on entropy theory, and the posterior probabilities were calculated based on the generation of Lagrange multipliers. In addition, the five generalized distributions were involved in this paper, since previous research mainly focus on the commonly used distribution or standard distributions.
This contribution of this paper mainly concentrates on univariate hydrometeorological frequency analysis. Recently, multivariate hydrological analysis has also surged up, such as [2, 4, [28] [29] [30] [31] . However, univariate frequency analysis is the basis of multivariate frequency analysis, which can provide the marginal distributions for joint distribution. Thus, before establishing the multivariate distributions, the univariate distribution should be built rationally and appropriately first.
In addition, in the common hydrological frequency analysis, the hydrological data set is assumed to be independent and identically distributed [1] . Since there are influences of climate change and human activities on streamflow, it is possible that the mean value or the variation of the whole series would be changed. In other words, the data set is non-stationary. Non-stationary hydrological frequency analysis is also another hot and difficult topic in hydrology recently. In this paper, we mainly focus on the stationary frequency analyses of hydrometeorological extremes. Non-stationary hydrological frequency analysis will be discussed in future research.
Although this paper discussed the model selection method based on the five generalized distributions, the traditional commonly used distribution, the LP3 distribution, is still an effective tool for frequency analysis and can be used for design rainfall or flood calculation.
