variables [12, 9] . The model based on the depth-integrated variables is valid under the long-wave assumption (shallow- The Strickler coefficient K is defined as a power law in the water depth h:
where ↵ and are two constants to be determined. This a-priori law makes possible to set the roughness in function
168
of the flow regime. This power-law is richer than a constant uniform value as it is often set in the literature. Also 169 such a power-law can be defined by sections or reaches.
170
The discharge at upstream boundary Q in (t) will be considered as an unknown variable of the model (it will be a 171 control parameter of the model). It will be defined by one of these two methods:
172
IDbasic.: At each identification time t j , t j 2 [t 1 ..t p ], a value of Q in (t j ) is computed by the VDA process. Next 173 the identified inflow discharge is continuously constructed by simple linear interpolation.
174
IDFourier.: The inflow discharge is defined as Fourier series: where {a 0 ; a n , b n }, n 2 [1..N F S ], are the Fourier coefficients and T is the total simulation time. The lower frequency
178
represented by the Fourier series is 1/T and the highest one is N F S /T . Then this way to identify Q in (t) is global in 179 time (on the contrary to punctual basic approach above). Obviously, the hydrograph must be periodic. However this
180
is not an issue since the hydrograph can be extended to make a T-periodic function (T denoting the final simulation 181 time).
182
The numerical scheme used is the classical finite volume scheme HLL [25] with Euler integration in time. This 183 numerical scheme with the specificities due to the particular geometrical transformations are presented in Appendix and also an original semi-implicit multi-regime scheme. contains the inflow discharge Q in (t) and the coefficient K(h) defined by (2.2). In the case the unknown parameters
193
are computed at given times [t 1 ..t p ] (it is the identification time grid), k is defined by: In the case the inflow discharge is decomposed as a Fourier series, see 2.3, k is defined by: depends on the observations; the latter are presented below while the expression of J is detailed in Section 2.5.
203
The employed optimization algorithm is a the L-BFGS algorithm (here the M1QN3 routine [23] ). Details on the 204 basis of VDA can be found e.g. in [35] . Given a first guess on parameters k 0 , the iterates k i are searched with the 205 descent algorithm such as the cost function J decreases. For each iteration of the minimization:
206
(1) The cost function J(k i ) and its gradient rJ(k i ) are computed by performing the forward model (from 0 to 207 T ) and its adjoint (from T to 0).
208
(2) Given k i , J(k i ) and rJ(k i ), the M1QN3 routine is invoked to compute a new iterate such that:
The few convergence criteria are tested: either |J|  10 7 , or |J(k i+1 ) J(k i )|  10 5 or i > 100.
211
In order to measure the accuracy of the identified discharge
T , the classical Nash-
212
Sutcliffe criteria E is considered, [41]: 
218
For a given quantity u (it will be Q in , ↵ or ), e 2 (u) denotes the 2-norm relative error: 
228
• Realistic true values of the parameters (roughness uniform in space and discharge hydrographs) are fixed.
229
Then the forward model is run, which allows to compute the SWOT like data (that is water elevation H and
230
WS width w at the reach scale -see details in next section-).
231
• Given the perturbed synthetic data, the parameter identifiability is investigated for various temporal samplings 232 of observations. The input "parameters", inflow discharge Q in (t) and coefficient power-law K(h), are computed 233 by VDA. The inflow discharge may be sought in a reduced Fourier basis; the latter being defined from a-priori 234 fixed frequency. In the first numerical experiments, the bathymetry is given. This makes possible to focus the 235 investigation on the identifiability of the inflow discharge in terms of frequency ratio between the observation 236 and the minimal identified frequency. In the last experiment (Garonne river), the considered bed level can be and roughness on a fully controlled and low CPU time test case Its geometry consists in a 1000 m length channel.
240
Each cross-section is defined as a superposition of 5 trapeziums. The river bed elevation z b and water surface width .s 1 (↵ = 25 and = 0 in Eq. (2.2)). The considered inflow discharge respecting 252 realistic discharge magnitudes and time scales creates a comparable flooding than those considered in the considered 253 real case (Garonne river). The hydraulic propagation time T wave over the whole river domain equals ⇠ 160s for a 254 wave velocity (u + c) and the total simulation time is 1000s (cf. 
263
• 173 cross sections measurements from the field, distant of 56 to 2200 meters with a median value of 438 m,
264
• a mesh containing 1158 cross sections; they result of linear interpolations of the original 173 cross sections,
265
• the cross sections are merged into lidar data of banks and floodplain elevations (5 m horizontal accuracy).
266
The mean slope of this 74 km portion of the Garonne River is 0.0866 % (86.6 cm/km ). The reference bathymetry is 267 the effective one respecting the trapezium superimposition structure as described in the academic case and preserving 268 the wetted areas, see figures 2.1 and 2.3. The considered bathymetry can be the reference one or the so-called "low-
269
Froude bathymetry" estimated from one (1) in-situ measurement and the method proposed in [18] . On the present 270 case it is those at the location x = 40 km (the reference point indicated in Fig. 2.1 ). The final mesh size, i.e. the spacing between interpolated cross sections extended on banks, is between 37.26 m and 275 70.0 m at maximum (the average spacing being 63.96m). The friction coefficient may be variable, depending on the 276 water depth. Its value is detailed in the identification experiment section.
277
The considered hydrograph is those measured at Toulouse during a 80 days period in 2010, see e.g. Fig. 5 .2. In 278 terms of wave propagation, basic statistics are indicated in Table 1 and the hydraulic propagation time within the 279 whole river portion equals T wave ⇠ 3.5 hours.
280
All the forthcoming numerical inversions can be performed from either the effective true value of bed level or from forthcoming inversions performed by a VDA approach could have been done with a locally defined power-law K r (h) 288 with r the "reach" number. However since the main goal of the present study is to focus on the identifiability of the 289 inflow discharge, in particular in terms of frequency flow variations, an uniform power law K(h) has been considered.
290
Moreover as it has been already mentioned, such a power-law gives already more degree of freedom than a mean 291 uniform constant valueK as it is almost always considered in the literature. The cost function J to be minimized is defined from the available measurements as follows:
where j reg (k) is a regularization term defined later, and j obs (k) is defined by:
whereH k (t) and H obs (t) are defined by:
W is a symmetrical positive semi-define matrix N r ⇥ N r , N r the number of observed reaches, and it defines an error 312 covariance matrix. Its extra diagonal terms w i,j , i 6 = j, represent the correlation of error observations between reach 313 i and reach j; its diagonal terms w i,i are the a-priori confidence on the observation of reach i. In a real measurement 314 context, reaches close to the satellite nadir would be observed with lower errors. Hence, the diagonal coefficient values 315 should depend on the distance between the reach r and the nadir. Extra-diagonal terms are difficult to estimate and 316 considered to be null here. In all the following, the matrix W is the identity matrix of R Nr (same confidence on all 317 observations).
318
The regularization term j reg (k) is defined by:
is the regularization term on the discharge (respectively the Strickler coefficient).
323
The balance coefficient between j reg (k) and j obs (k) can be classically set following the empirical Morozov's (2.9)
With ⌦ r the curvilinear length of reach r.
336
Let us remark that in an altimetry context, the i th observation time of reach group g, t g i satisfies:
where T is the satellite period and T g is the time lap of the first observation of the reach group g. Thus if a 340 river is observed by 3 satellite passes during 1 repeat period (like it is the case for the Garonne river, see Fig. 2.4),
341
then there are 3 different T g (i.e. g = 1, 2 or 3).
342
All the equations and algorithms previously described have been implemented into the computational code DassFlow 
346
Note that few numerical schemes are possible: the classical implicit Preissmann's scheme, the classical explicit HLL 347 finite volume scheme and also an original semi-implicit multi-regime scheme. 
Discharge identification on the academic test case

349
This section aims at analyzing the inference capability of the 1D river Saint-Venant model from the water surface 350 observables described previously. As a first step, the unknown parameter is the inflow discharge Q in (t) only on the The observations are generated from the hydrograph Q real in (t) shown in Fig. 3.3 In the present case, dt obs = 100 s, hence lower than the hydraulic propagation time; the identifiability index I ident 377 ⇠ 1.6. This means that at least the low frequency variations are observed.
378
An instructive analysis of the inverse problem consists to plot the so-called identifiability map in the plane (x, t).
379
Since the inflow discharge (that is Q(t) defined at x = 0) is the central sought "parameter", the important wave can be noticed that the space-time variation of (ū +c) is not significant, see the rectangle height variations and Table   394 1.
395
In the present case, the whole domain is observed at t = 0 hence the wave velocity (ū +c) at t = 0 can be estimated 396 accurately.
397
The identifiability map in (x, t) is plotted for the three cases depending on the observation sparsity: cases OD1,
398
OD2 and OD3, see Fig. 3 .2.
399
The rectangle colors represent the misfit to the steady uniform flow (in norm 1). It is the right-hand side (the 400 source term) in norm 1 of the momentum equation, see (2.1):
If this source term vanishes (blue colors in Fig. 3 .2), it means that locally in space and time the flow variables satisfy Typically, the peak time at inflow is represented by the rectangle (r, i) = (1, 6). The corresponding wave velocity
408
(ū +c) is faster than those arising from the middle of the domain for example, see rectangle (6, 6).
409
To illustrate differently the advective-diffusion phenomena corresponding to Fig. 3 .2, the discharge throughout the 410 domain is plotted at the three observations times 400s, 500s (peak time at inflow) and 600s in Fig. 3 .2 Top Right.
411
All these information represented in the (x, t) plane constitute the so-called identifiability map. Its analysis provides 412 a comprehensive overview of the inversion capability, in particular with respect to the inflow discharge Q in (t).
413
If a characteristic (ū +c) line crosses one or more observed reaches (the colored rectangles on Fig. 3.2) , the identifi- 
421
This a-priori analysis is confirmed by the VDA experiments presented in next paragraphs. Fourrier coefficients is tested.
442
The inflow discharge and the gradient value are plotted in Fig. 3 have been performed with observations available on the whole domain (case OD1, see Section 3). In a real case (e.g.
464
SWOT data of Garonne river test, see Section 2.4) the observations are not available for the whole domain, nor all at the same time. Thus in the present experiments, the robustness and accuracy of the discharge identification is 466 investigated if considering real-like SWOT data hence much sparse observations.
467
The inflow identification are performed with a pseudo-optimal assimilation time step dt a = 25 s (still with dt obs = 468 100 s) for the three cases OD1, OD2, OD3, see Fig. 3 .1.
469
As discussed in Section 3.1, the identifiability maps (see Fig. 3 Table 2 . Academic test case, Nash-Sutcliffe coefficient (E) for dt a = 25 s in function of the observations availability: cases OD1, OD2, OD3.
Discharge and roughness identification in the academic test case
476
In the previous section, Q in (t) only was infered. In the present section both the time-dependent inflow discharge of Q in (t) is as accurate and robust as in the previous case (when Q in (t) only was identified).
493
But if dt a = dt obs or equivalently if N F S is small, then the minimization algorithm has more difficulties to converge,
494
hence the VDA process provides less accurate quantities.
495
The errors on the roughness coefficients are plotted in Fig. 4 .3. Since the error made on the identified discharge 496 are very similar than in the previous case they are not plotted. The value of dt a (resp. N F S ) such that dt a = dt obs /2 497 (resp. T /NF S = dt obs /2) are almost the optimal values. Thus the basic practical rule consisting to set the assimilation 498 frequency equal to the double of the observation frequency is relevant. ( Fig. 4.4 ) the parameter is fixed ( = 0). They show that the 506 identification of inflow discharge Q in (t) and the roughness coefficients are accurate for a large value range of Q in,F G .
507
However the accuracy is important for low values of Q in,F G . Thus it is preferable to over estimate the first guess 
Garonne river test case
520
The accuracy and the robustness of the VDA process, see sections 2.2 and 2.5, is investigated in a realistic data provided by different satellites. Also during the SWOT CalVal period (the first weeks after the launch), the satellite 531 will be on a lower orbit and will offer a ⇠ 1 day repeat period on some rivers.
532
It has been shown in the previous section (academic test case) that the error made on the identified inflow discharge 533 Q in (t) is similar if identifying Q in(t) only or the composite control vector (Q in (t), K(h)). Moreover still in terms of 534 error on the identified inflow discharge Q in (t) only, the accuracy obtained from the true effective bathymetry or from 535 the low Froude effective bathymetry are very similar. Obviously the corresponding identified value of K(h) differ 536 between the two cases. This illustrates again the equifinality issue related to the bed properties, that is the pair 537 (bathymetry, friction).
538
Observe that the VDA process could be performed for the complete unknown parameter (Q in (t), K(h)) and Z b (x)
539
(this has been done and its fine analysis is out of the scope of the present article). However, it may be not the best 540 strategy to calibrate a river dynamic flow model since the equifinality issue on the bed properties (K, Z b ). That 541 is the reason why in the present study we do focus on the inversion with respect to Q in (t) (or equivalently with 542 respect to (Q in (t), K(h))), and we investigate into details the reliability and accuracy of the obtained results. The 543 eqbathymetryuifinality issue is complex; it is the main purpose of an on-going study and likely next article. available at t = 0 hence the wave velocity (ū +c) propagating from t = 0 cannot be estimated. Fig. 5.1 Left shows that in the SWOT sampling case, the identifiability of Q in (t) is approximatively limited to the observation "day time", 548 hence preventing to infer in-between inflow variations (since no constraining information). The lack of constraining 549 observation is accentuated here since a single quite short river portion is considered with its hydraulic propagation 550 time T wave ⇠ 3.4 h only, see Tab. 1, hence an extremely low identifiability index I ident ⇠ 6.7 10 3 .
551
The next scenario (Scenario 2) is a 100 times greater revisit frequency: dt obs = 0.21 day. Keeping the same 552 hydrograph but rescaled in time, the hydraulic propagation time T wave is the same (⇠ 3.4 h) but the observation 553 frequency equals 0.21 day, hence the identifiability index is 100 times greater: I ident ⇠ 0.67. This rough analysis 554 informs that almost the complete wave set traveling within the river portion should be captured by the sensor.
555
In the identifiability maps Fig. Fig. 5 .1 the inflow discharge identifiability is represented by the vertical dashed lines 556 at x = 0: in red the characteristics feet provided from the "far" green observed reaches (hence an identifiability likely 557 less accurate); in black the characteristics feet provided by the "close" blue observed reaches (hence an identifiability 558 likely very accurate).
559
Recall that this identifiability analysis is based on the wave velocities estimations only, while the dissipation due to 560 the friction source term is not taken into account. However these maps indicate that in Scenario 2 a large proportion
561
of inflow values should be accurately identifiable (see the vertical points at x = 0).
562
The forthcoming VDA experiments confirm this a-priori analysis; the dashed vertical lines (red and black) on The circles centered at t ⇡ 0.45 days correspond to the inflow peak. . In Scenario 1, the identifiability index I ident is so tiny that all the characteristics are almost horizontal and the identifiable times at x = 0 corresponds roughly at the "observation day". In Scenario 2, the velocity waves (ū +c) (dotted lines) are estimated at each reach from the available observations (see sections 3.1 and 5.1). The rectangle heights are proportional to the local value (ū+c). The dashed vertical lines at upstream represent the characteristic feet i.e. the sets of points which can be identified in the model without the dissipative source term: in red the information coming from the "far" green observed reaches (hence an identifiability likely less accurate); in black the information coming from the close blue observed reaches (hence an identifiability likely very accurate). These dashed vertical lines (red and black) are taken back from the identified discharge graphs Fig. 2.1 ). Next the inflow discharge is identified by VDA from the real SWOT space time sampling.
570
Following the preliminary study based on the identifiability map, Q in (t) is decomposed as a Fourier series(IDFourier 
577
As already discussed, the identifiability index is extremely small (I ident ⇠ 6.7 10 3 ). This very small index value 578 is due to the important spatiotemporal sparsity of the data and a short river portion (74 km). However the VDA process makes possible to infer quite accurately the inflow discharge roughly at observation day times, but the too 580 small identifiability index prevents to constraint the inflow discharge between the observation times.
581
All these results corroborate the a-priori analysis made from the identifiability map.
582
Let us point out that in a complete river network, each observation (at a given location and a given time) is spread 583 into the whole network model (at the various wave velocities) if the hydraulic propagation time is larger than the 584 observation frequency (i.e. with a identifiability greater than 1). Then each satellite overpass can constraint the 585 lowest frequency of the inflow hydrograph in the network. 
591
The re-scaled hydrograph remains consistent with the domain length since the peak duration is higher than the 592 response time of the whole river portion; recall T wave ⇠ 3.4 hours. The identifiability index I ident ⇠ 0.67. 
597
The VDA results are presented on Fig. 5.3 , read e.g. the case NF S = 10, Left-Bottom. The values at the times 598 corresponding to the black identifiability intervals are accurate (as expected). The norm 2 error at observation times 599 equals ⇠ 4.5%. On the contrary, the peak is partially captured only since it occurs during a red identifiability interval 600 (see the red dots on Fig. 5.1 and Fig. 5.3) . However, the identification is globally correct considering the quite low 601 identifiability index I ident value of the scenario. Indeed the index is strictly lower than 1, hence suggesting some "blind" 602 time intervals in terms of identifiability.
603
As indicated in Fig. 5.3) , the VDA process is performed for four values of NF S= NF S = 5, 10, 15 and 40. In 604 the numerical method, the value of NF S has to be a-priori set. This can be easily done from the identifiability map 605 analysis and the dt obs value. Indeed it has already been suggested that setting NF S such that: T /NF S ⇠ dt obs /2 606 (which corresponds here to NF S ⇠ 8 ) should be quite optimal.
607
In view to fully analysis the sensitivity with respect to the NFS value, the results obtained from for the four values 
612
The best results is obtained with NFS equals to 10 (the case 15 is good too), providing an error at observation The numerous numerical VDA experiments (performed both on academic test cases and on a 74 km portion of the 632 Garonne river) have confirmed the preliminary analysis based on the identifiability maps. Moreover it has been shown 633 that in the present case (a single river reach without any additional prior information on the river flow dynamics), the optimal assimilation time step should be set approximatively to the half of the observation time step (one point 635 of identification between two satellite time revisits). From this basic guideline, reducing the control parameter Q in (t) 636 in a Fourier series can be easily done by selecting the lowest identifiable frequency plus a few others. All these 637 numerical results have been analyses for various observation sampling densities hence different identifiability indices.
638
In other respect, sensitivity analyses with respect to the observation errors and with respect to the first guesses values 639 demonstrate the good robustness of the VDA inferences.
640
It has been demonstrated that infering the roughness values (defined as a power law) simultaneously with the inflow 641 discharge Q in (t) does not affect the accuracy of the identified discharge values. This robustness feature can be partially 642 explained directly from the identifiability map too. Indeed K(h) is a spatially distributed coefficient (the x axis on 643 the map) while Q in (t) is a point-wise time-dependent coefficient (the y axis on the map).
644
Finally the present study completes the previous analyses led on this topic. It investigates the lowest spatiotemporal 645 limit for a given single river reach. It demonstrates the limits of these forthcoming data inversion capability but also 646 their great potential to constraint 1D river flow dynamic models and infer the discharge, including if considering a 647 single relatively short river reach. This study constitutes an important stage before addressing the identifiability and 648 inferences by VDA of multi-satellites, multi-sensors data. Let us point out that if considering a complete river network 649 then the hydraulic propagation time is a-priori larger than if considering a single river reach of the network, then the 650 identifiability index is more important. Indeed in this case each observation (given at one location and one instant) 651 can be spread into the whole network following the wave characteristics. Then if the total hydraulic propagation time 652 is larger than the observation frequency (that is the identifiability index larger than 1) then each satellite overpass 653 can constraint "continuously" the inflow hydrograph of the network.
654
The VDA process could have been performed for the complete unknown parameter set (Q in (t), K(h)) and Z b (x) (by and has performed the numerical results. The second author has elaborated the identifiability map, the frequency 663 analysis, the computational VDA method; he has led the research. The third author has supervised the sensitivity 664 with respect to the first guesses and observation errors; he has greatly contributed to the real data model analysis.
665
The last author has prepared Garonne River data and has helped to set up the numerical hydraulic model of the river 666 portion.
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Let m 2 N such that: H m < h < H m+1 ; or equivalently, P m i=1 S i < S < P m+1 i=1 S i .
688
Thanks to the sequences (S i ) 06i6I and (P e i ) 06i6I , it is possible to define the following geometric functions:
689
• Function P e(h): With ↵ 1i and ↵ 2i the slope of trapezium i so: 
738
To solve the homogeneous form of (7.3), the classical scheme based on the Euler time scheme is used: 
