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THE DIRICHLET PROBLEM OF FULLY NONLINEAR EQUATIONS ON
HERMITIAN MANIFOLDS
KE FENG, HUABIN GE∗, AND TAO ZHENG
Abstract. We study the Dirichlet problem of a class of fully nonlinear equations on Hermitian
manifolds and derive a priori C2 estimates which depend on the initial data on manifolds, the
admissible subsolutions and the upper bound of the gradients of the solutions. In some special
cases, we also obtain the gradient estimates, and hence we can solve, for example, the Dirichlet
problem of the (strongly) Gauduchon (resp. the balanced) metrics on Hermitian (resp. Ka¨hler)
manifolds with admissible subsolutions. We also derive an alternative proof of the upper bound
of the gradients of the solutions to the equations related to the (m− 1)-plurisubharmonic func-
tions solved by Tosatti & and Weinkove and to the Gauduchon conjecture solved by Sze´kelyhidi,
Tosatti & Weinkove on the compact Hermitian manifolds without boundary.
1. Introduction
Let (M,J, g) be a compact Hermitian manifold with smooth boundary, dimCM = m, and the
canonical complex structure J , where g is the Hermitian metric, i.e., g(JX, JY ) = g(X,Y ) for
any vector fields X, Y ∈ X(M). Then we can define a real (1, 1) form ω by
ω(X,Y ) := g(JX, Y ), ∀ X, Y ∈ X(M).
This form ω is determined uniquely by g and vice versa, and hence we will not distinguish the
terms in the following.
Fix a real (1, 1) form χ which is not necessarily positive definite. Let W (du) be a real (1, 1)
form which depends linearly on du. Then for any u ∈ C2(M,R), we define a new real (1, 1) form
ϑ by
(1.1) ϑ := χ+
√−1∂∂u+W (du).
Note that we do not assume that ϑ is positive definite, and the form ϑ defines an endomorphism
ϑ♭ of T 1,0M which is Hermitian with respect to ω, i.e.,
(1.2) ω
(
X,ϑ♭(Y )
)
= ω(ϑ♭(X), Y¯ ) = ϑ(X, Y¯ ), ∀ X, Y ∈ Γ(T 1,0M),
where Γ(•) denotes the set of smooth sections of vector bundle •.
In the following, we denote by λ(ϑ♭) the m-tuple of eigenvalues of ϑ♭ (i.e., the eigenvalues of ϑ
with respect to the Hermitian metric ω), and use (1.2) as the definition of the operator ♭. Note
that for any real symmetric section B of T ∗M ⊗ T ∗M , one infers that
(1.3) g(B♭(X), Y ) := B(X,Y ), ∀ X, Y ∈ X(M).
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For convenience, we use the notation
(1.4) ϑv := χ+
√−1∂∂¯v +W (dv), ∀ v ∈ C2(M,R).
Given h ∈ C∞(M,R) and ϕ ∈ C∞(∂M,R), we study the Dirichlet problem for ϑu given by
F (ϑ♭u) = f(λ(ϑ
♭
u)) =h, on M,(1.5)
u =ϕ, on ∂M,(1.6)
whereW (du) has a special structure for later applications, and f is a smooth symmetric function
of the eigenvalues of ϑ♭u.
The Dirichlet problem has been extensively studied since the work of Ivochkina [36] and Caffer-
elli, Nirenberg & Spruck [5]; see for example [10, 27, 29, 53, 54, 31, 28, 38]. We refer to [39] for
recent progress and further references on this subject.
We define an operator depending only on the fixed metric ω by
(1.7) ϑ˜u := Pω(ϑu) =
1
m− 1
(
(trωϑu)ω − ϑu
)
.
If ω is the Euclidean metric on Cm, then the condition Pω(
√−1∂∂u) ≥ 0 is equivalent to saying
that u is (m− 1)-plurisubharmonic, in the sense of Harvey & Lawson [34].
For any function u ∈ C2(M,R), we define
∆u :=
m
√−1∂∂¯u ∧ ωm−1
ωm
.
Then one infers that
(1.8) ϑ˜u = χ˜+
1
m− 1
(
(∆u)ω −√−1∂∂¯u
)
+ Z(du),
where
χ˜ =Pω(χ),
Z(du) :=Pω(W (du)) =
1
m− 1
(
(trωW (du))ω −W (du)
)
.(1.9)
Note that we can also write W (du) explicitly in terms of Z(du)
(1.10) W (du) =
(
trωZ(du)
)
ω − (m− 1)Z(du).
Throughout this paper, the form Z(du) satisfies
(1) in the local holomorphic coordinate system (U ; z1, . . . , zm) near any point, one has
(1.11) Zij¯ = Z
p
ij¯
up + Z
p
ji¯
up¯,
for some tensor Zp
ij¯
, independent of u;
(2) in orthonormal holomorphic coordinate system for ω at any given point, the component
Zij¯ is independent of ui¯ and uj (i.e., Z
j
ij¯
= 0 for all i, j), and ∇iZi¯i is independent of ui¯
(i.e., ∇i¯Zii¯i = 0 for all i).
The complex setup is very different from the real analogy (see for example [30]) because of two
different types of derivatives. The special structure of the gradient term in (1.9) plays a key role
in the estimate of the complex Hessian of the solutions to (1.5) on compact Hermitian manifolds
without boundary in [47] which we heavily depend on in this paper.
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We suppose that f is defined on an open symmetric cone Γ $ Rm, with vertex at the origin
0, and that the cone Γ satisfies that Γ ⊃ Γm := {(λ1, . . . , λm) ∈ Rm : λj > 0, 1 ≤ j ≤ m} . For
instance, we take (see [44]) Γ as the standard k-positive cone Γk ⊂ Rm given by
Γk := {λ ∈ Rm : σj(λ) > 0, j = 1, · · · , k}, 1 ≤ k ≤ m,
where σj is the j
th elementary symmetric polynomial defined on Rm given by
σj(λ) =
∑
1≤i1<···<ij≤m
λi1 · · · λij , ∀ λ = (λ1, . . . , λm) ∈ Rm, 1 ≤ j ≤ m.
The assumptions on the cone Γ also yield that (see [5])
(1.12) Γ ⊂

λ = (λ1, · · · , λm) ∈ Rm :
m∑
j=1
λj > 0

 .
In addition, f satisfies
(1) f is a concave function and fj := ∂f/∂λj > 0 for any j = 1, · · · ,m;
(2) there holds sup∂Γ f < infM h, where
sup
∂Γ
f := sup
λ′∈∂Γ
lim sup
Γ∋λ→λ′
f(λ);
(3) for any σ with σ < supΓ f and λ ∈ Γ, we have
lim
t→+∞
f(tλ) > σ.
Given Assumption (3), the concavity of f yields that (see for example [5])
(1.13)
m∑
i=1
fiλi ≥ 0.
Definition 1.1. Let (M,J, g) be a compact Hermitian manifold with smooth boundary, dimCM =
m, and the canonical complex structure J , where g is the Hermitian metric. Then a function
u ∈ C2(M,R) is called a C-subsolution of (1.5) if at each point p, the set(
λ(ϑ♭u) + Γm
)
∩ ∂Γh(p)
is bounded. Here and hereafter, Γσ is a convex set given by
Γσ := {λ ∈ Γ : f(λ) > σ}.
A function u ∈ C2(M,R) is called admissible if
λ(ϑ♭u) ∈ Γ, for any x ∈M.
A function u ∈ C2(M,R) is called an admissible subsolution to the Dirichlet problem (1.5)-(1.6)
if
F (ϑ♭u) = f(λ(ϑ
♭
u)) ≥h, on M,
u =ϕ, on ∂M.
Note that any admissible subsolution is a C-subsolution.
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Theorem 1.1. Let (M,J, g) be a compact Hermitian manifold with smooth boundary and
dimCM = m, where g is the Hermitian metric with respect to the complex structure J, and let
u ∈ C4(M,R) be an admissible subsolution of the Dirichlet problem (1.5)-(1.6) with f satisfying
Assumption (1), (2) and (3). Then there holds a priori estimate for the solution u ∈ C4(M,R)
(1.14) ‖u‖C2(M,R) ≤ C,
where C > 0 is a constant depending on the initial data of M , u and the upper bound of |∂u|g.
In the following, by saying a uniform constant C, we mean that the constant C depends only on
the background data and the fixed adapted data (see Section 2.2) which will change from line
to line.
We give some examples of the equations in Theorem 1.1.
Example 1.1 (generalized Hessian equations). If f = log σk with Γ = Γk and 1 ≤ k ≤ m, then
this is the generalized Hessian equation (since there exist terms of first order derivative of u)
defined by
(1.15) ϑku ∧ ωm−k = ehωm.
If χ = ω, W (du) ≡ 0, k = m, and M is a Ka¨hler manifold, then (1.15) is the complex Monge-
Ampe`re equation and the result belongs to Boucksom [3] which contains as special cases Caffer-
elli, Kohn, Nirenberg & Spruck [4], and Chen [7] (see also [55, 27, 19, 1, 2, 40]).
If ∂M = ∅, and χ = ω, W (du) ≡ 0 and M is Ka¨hler, then the solutions to (1.15) belong to Yau
[55] with k = m to solve the Calabi conjecture, to Dinew & Ko lodziej [17] for 1 < k < m.
If ∂M = ∅, and χ = ω, W (du) ≡ 0 and M is Hermitian, then the solutions to (1.15) belong to
Cherrier [9] with k = m = 2 and Tosatti & Weinkove [51] with k = m for general m, and to Sun
[45] for 1 < k < m. (see also [56, 46]).
Example 1.2 (generalized Hessian quotient equations). If f = (σk/σℓ)
1/(k−ℓ)
with Γ = Γk and
1 ≤ ℓ < k ≤ m, then this is the generalized Hessian quotient equation (since there exist terms of
first order derivative of u) defined by
(1.16) ϑℓu ∧ ωm−ℓ = ehϑku ∧ ωm−k, 0 ≤ ℓ < k ≤ m.
If ∂M = ∅, W (du) ≡ 0 andM is Ka¨hler, then eh =
∫
M
χℓ∧ωm−ℓ∫
M
χk∧ωm−k
is a constant and the solution to
(1.16) is obtained by Song & Weinkove [43] for ℓ = m−1, k = m and this solution is the critical
point of the J-flow introduced by Donaldson [18] from the point of view of moment amps, as well
as Chen [6, 8] in his study of the Mabuchi energy, by Fang, Lai & Ma [21] for 1 ≤ ℓ < m, k = m,
and by Sze´kelyhidi [46] for 1 ≤ ℓ < k ≤ m.
If M is a compact Hermitian manifold and W (du) ≡ 0, then the solution to (1.16) with k =
m, 1 ≤ ℓ < m belongs to Sun [45] with ∂M = ∅ and to Guan & Sun [33] with ∂M 6= ∅ (i.e., the
Dirichlet problem).
Example 1.3. Let Ti :=
∑
k 6=i λk and T := (T1, · · · , Tm). Then we can consider the equations
with
(1.17) f(λ) := log
σk(T (λ))
σℓ(T (λ))
, λ ∈ T−1(Γk), 0 ≤ ℓ < k ≤ m.
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Let us give some examples for (1.17). Fu, Wang & Wu [22] study the form type Monge-Ampe`re
equations to find the Calabi-Yau type theorem for the balanced metric (i.e., Hermitian metric
ω with d(ωm−1) = 0) in the Bott-Chern cohomology group Hm−1,m−1BC (M,R) on compact Her-
mitian manifolds without boundary. That is, given any representative Φ ∈ c1(M) ∈ H1,1BC(M,R)
and any balanced metric ω with ωm−1 ∈ Hm−1,m−1BC (M,R), we hope to find a new balanced
metric ωu such that Ric(ωu) = Φ, where
ωm−1u = ω
m−1 +
√−1∂∂¯ (uωm−2) > 0, u ∈ C∞(M,R).
Fu, Wang & Wu [22] solve this question on compact Ka¨hler manifolds without boundary which
admits nonnegative orthogonal bisectional curvature without boundary, i.e., they try to solve
the equation
(1.18) det
(
ωm−1 +
√−1∂∂¯u ∧ ηm−2) = eF+b detωm−1, sup
M
u = 0, (u, b) ∈ C∞(M,R)×R,
where ω is a balanced metric and η is a Ka¨hler metric.
Tosatti & Weinkove [52] observe that (1.18) is related to the (m−1)-plurisubharmonic ((m−1)-
psh for short) function which is introduced by Harvey & Lawson [34], and solve a kind of
Monge-Ampe`re type equations. As a corollary, they give an affirmative answer to (1.18) on
compact Ka¨hler manifolds without boundary and later they generalize their result on compact
Hermitian manifolds without boundary [50]. Note that (1.18) is in the form of (1.5) with
f(λ) = log σm(T (λ)), λ ∈ T−1(Γm), W (du) ≡ 0.
The equation (1.17) is proposed by Tosatti, Wang, Weinkove & Yang [49] withW (du) ≡ 0 which
is solved by Sze´kelyhidi [46] with ℓ = 0, 1 ≤ k ≤ m on compact Hermitian manifolds without
boundary.
Another kind of equation in the form of (1.17) is related to the Gauduchon conjecture [24] on
compact Hermitian manifolds without boundary. A Hermitian metric ω is called Gauduchon (see
[23]) if ∂∂(αm−1) = 0, and strongly Gauduchon (see [41]) if ∂¯(αm−1) is ∂-exact. This conjecture
can be deduced from the equation (see [41, 50, 47])
(1.19) detωm−1u = e
F+b detωm−1, (u, b) ∈ C∞(M,R)× R,
where
ωm−1u = ω
m−1
0 +
√−1∂∂¯u ∧ ωm−2 + ℜ (√−1∂u ∧ ∂¯(ωm−2)) > 0,
where ω is the Gauduchon metric and ω0 is another Hermitian metric.
Sze´kelyhidi, Tosatti & Weinkove [47] solve (1.19) on compact Hermitian manifolds without
boundary and hence give an affirmative answer to the Gauduchon conjecture. Note that (1.19)
is in the form of (1.5) with f = log σm(T (λ)) on Γ = T
−1(Γm) which is exactly solved by
Sze´kelyhidi, Tosatti & Weinkove [47] under Assumptions (1) and Assumption (2) of Z(du)
on compact Hermitian manifolds without boundary (cf.[?]). Actually, their method works for
f = log σk(T (λ)) on Γ = T
−1(Γk) with 1 ≤ k ≤ m.
In order to solve the Dirichlet problem (1.5)-(1.6), one need deduce a priori C2 estimates up to
the boundary. The most difficult step is possibly the second order estimates on the boundary
(see [33]). Other ingredients are the Evans-Krylov theorem (see [49]), the Schauder estimates
and the continuity method arguments (see for example [26]), which are all well understood and
we will omit them.
Given Theorem 1.1, it remains to derive an upper bound for the gradients of the solutions.
Compared with the Riemannian setup [28], it seems not easy to get the upper bound for the
gradients of the solutions under our general setup in complex manifolds. Indeed, deducing the
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first order estimates for fully nonlinear equations in complex manifolds is a rather challenging
and mostly open question (see [33]). To our knowledge, the existing estimates for the gradients
of the solutions to the Dirichlet problem (1.5)-(1.6) seem to need that Γ is equal to Γm, or
some special domain which comes from the analytic aspect (see [32]), or that there exists strict
subsolution (see [37]).
In this paper, we can derive the upper bound of the gradients of the solutions to the Dirichlet
problem (1.5)-(1.6) defined on Γ = T−1(Γm) or under the assumption that there exists an
admissible subsolution u with λ(ϑu) ∈ Γm in Theorem 6.1, and hence we can deduce
Theorem 1.2. Let (M,J, g) be a compact Hermitian manifold with smooth boundary and
dimCM = m, where g is the Hermitian metric with respect to the complex structure J, and
let u ∈ C∞(M,R) be an admissible subsolution of the Dirichlet problem (1.5)-(1.6) with f =
log σm(T (λ)). Then there exists a unique smooth solution to the Dirichlet problem (1.5)-(1.6).
In particular, we can solve the Dirichlet problem (1.5)-(1.6) for the (strongly) Gauduchon (resp.
the balanced) metrics on Hermitian (resp. Ka¨hler) manifolds with admissible subsolutions.
Theorem 1.3. Let (M,J, g) be a compact Hermitian manifold with smooth boundary and
dimCM = m, where g is the Hermitian metric with respect to the complex structure J, and
f = (σm/σℓ)
1/(m−ℓ)
with Γ = Γm and 1 ≤ ℓ < m, and let u ∈ C∞(M,R) be an admissible
subsolution of the Dirichlet problem (1.5)-(1.6) with
ϑmu ≥ ehϑm−ℓu ∧ ωℓ.
Then there exists a unique smooth solution to the Dirichlet problem (1.5)-(1.6).
If W (du) ≡ 0, then Theorem 1.3 is obtained by Guan & Sun [33].
When M is a compact Hermitian manifold without boundary, our argument in the proof of
Theorem 6.1 gives an alternative proof of gradient estimates of solutions to (1.5) with f(λ) =
log σm(T (λ)) which were obtained by the blow-up arguments in Tosatti & Weinkove [52, 50],
and Sze´kelyhidi, Tosatti & Weinkove [47]. Both of the methods are based on a priori estimates
of complex Hessians of the solutions.
The paper is organized as follows. In section 2, we collect some preliminaries such as Hermitian
manifolds with boundary and C-/admissible subsolutions which will be used in the following. In
Section 3, we deduce the zero order estimates of the solutions to the Dirichlet problem (1.5)-(1.6)
on the whole manifold M and the gradient estimates of the solutions to the Dirichlet problem
(1.5)-(1.6) on the boundary ∂M . In Section 4 and Section 5, we give the second order estimates
of the solutions to the Dirichlet problem (1.5)-(1.6) on the boundary and on the whole manifolds
respectively, and complete the proof of Theorem 1.1. In Section 6, we prove the upper bound
of the gradients of the solutions to the Dirichlet problem (1.5)-(1.6) on the whole manifolds in
some special cases, which, together with Theorem 1.1, yields Theorem 1.2 and Theorem 1.3.
Acknowledgements The authors thank Professor Bo Guan for helpful conversation. The third-
named author thanks Professor Jean-Pierre Demailly, Valentino Tosatti and Ben Weinkove for
their invaluable directions. This paper was almost completed when the third-named author was
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670846 (ALKAGE), hence he thanks the institution for hospitality.
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2. Preliminaries
In this section, we collect some preliminaries which will be used in the following (see for example
[3, 16, 29, 46, 53]). Throughout the paper, Greek and Latin indices run from 1 to 2m and 1
to m respectively, and we use subscripts xα for the partial derivative ∂/∂xα, unless otherwise
indicated.
2.1. The Levi Form of Boundary. Let Ω ⊂ Rm be a bounded open set with Ck, k ∈ N∗∪{∞},
boundary, i.e., for any a ∈ ∂Ω, there exists a Ck function ρ defined on an open neighborhood V
of a such that
(2.1) ρ↾Ω∩V < 0, ρ↾(∂Ω)∩V = 0, (dρ)↾(∂Ω)∩V 6= 0.
Then for another Ck function ̺ defined on W ∋ a with ̺↾W∩(∂Ω) ≡ 0, there exists a Ck function
ψ defined on W ∩ V such that
(2.2) ̺ = ψρ, on W ∩ V,
and
(2.3) ψ =
ν · ̺
ν · ρ =
|∇̺|
|∇ρ| , on (∂Ω) ∩W ∩ V,
where ν is the unit outward normal vector on (∂Ω) ∩ V ∩W.
Let Ω ⊂ Cm be a bounded open set with Ck, k ∈ N∗ ∪ {∞}, boundary. Then the holomorphic
tangent space to ∂Ω is by definition the largest complex subspace which is contained in the
tangent space T∂Ω to the boundary:
hT∂Ω := T∂Ω ∩ JT∂Ω.
For a local definition function ρ of boundary near z, we claim that hT∂Ω,z is the complex
hyperplane in Cm given by
(2.4) hT∂Ω,z :=
{
ξ ∈ Cm :
m∑
i=1
∂ρ
∂zi
(z)ξi = 0
}
,
and (2.4) is independent of the choice of the definition function ρ of the boundary.
Indeed, from the definition of T∂Ω, it follows that
(2.5) T∂Ω,z =
{
X ∈ R2m : (dρ)↾z (X) = 0
}
and
JT∂Ω,z =
{
JX ∈ R2m : (dρ)↾z (X) = 0
}
(2.6)
=
{
Y ∈ R2m : (dρ)↾z (−JY ) = 0
}
,
where we extend J to the p form ϑ by
(Jϑ)(·, · · · , ·) = (−1)pϑ(J ·, · · · , J ·).
From (2.5) and (2.6), we get
(2.7) T∂Ω,z ∩ JT∂Ω,z =
{
X ∈ R2m : (dρ)↾z (X −
√−1JX) = 0
}
.
Since J(X −√−1JX) = √−1(X −√−1JX), Equality (2.4) follows from (2.7).
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Now we assume that ̺ is another definition function of ∂Ω near z. Since d̺(z) 6= 0, it follows
from (2.2) and (2.3) that ψ(z) 6= 0. This yields that
hT∂Ω,z =
{
ξ ∈ Cm : (d̺)↾z (ξ) = 0
}
=
{
ξ ∈ Cm : (dρ)↾z (ξ) = 0
}
,
as desired.
The Levi form on hT∂Ω is defined at every point z ∈ ∂Ω by
L∂Ω,z(ξ, η) :=
(
dJdρ
2|dρ|
)
↾∂Ω,z
(ξ, η¯)
=
1
|dρ|(z)
m∑
i,j=1
∂2ρ
∂zi∂zj
(z)ξiηj , ξ, η ∈ hT∂Ω,z.
The Levi form does not depend on the particular choice of ρ. Indeed, this follows from (2.1),
(2.2) and (2.3) directly.
Lemma 2.1. Let Ω ⊂ Cm be a bounded open set with C2 boundary.
(1) Let a ∈ ∂Ω be a given point. Let em be the outward normal vector to T∂Ω,a, (e1, . . . , em−1)
an orthonormal basis of hT∂Ω,a in which the Levi form is diagonal and (z1, . . . , zm) the
associated linear coordinates centered at a. Then there is a neighborhood V of a such that
∂Ω∩V is the graph ℜzm = ϕ(z1, . . . , zm−1,ℑzm) of a function ϕ such that ϕ(z) = O(|z|2)
and the matrix
(
∂2ϕ/∂zi∂z¯j(a)
)
1≤i,j≤m−1
= diag{λ1, . . . , λm−1}, where λ1, . . . , λm−1 are
the eigenvalues of the Levi form L∂Ω,a.
(2) There exist a local coordinate given by
zm =wm +
1
2
∑
1≤j, k≤m
djkwjwk, with djk = dkj,
zi =wi, 1 ≤ i ≤ m− 1,
on a neighborhood V ′ of a = 0 such that
Ω ∩ V ′ = V ′ ∩

−ℜwm +
∑
1≤j≤m
λj |wj |2 +O(|w|3) < 0

 ,
where λ1, · · · , λm−1 are the eigenvalues of the Levi form L∂Ω,0 and λm ∈ R can be
assigned to any given value by a suitable choice of the coordinates.
Proof. See, e.g., [16, Exercise I-8.12]. 
Lemma 2.2. Let r be a smooth function defined near 0 ∈ Rm with coordinates x1, · · · , xm such
that rxm(0) = −1 and r(0) = rxi(0) = 0, 1 ≤ i ≤ m − 1, and let N denote the hypersurface
defined by {r = 0} which is smooth near 0. Then (xi)↾N , 1 ≤ i ≤ m− 1, are local coordinates of
N and for any smooth function v near 0 there holds
∂(xi)↾N (v↾N ) (0) =vxi(0) + vxm(0)rxi(0),
∂(xi)↾N∂(xj)↾N (v↾N ) (0) =vxixj (0) + vxm(0)rxixj (0).
Proof. See, e.g., [3, Lemma 7.2]. 
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2.2. Complex Manifolds with Boundary. In this subsection, we set BR(z) ⊂ Cm (resp.
B¯R(z) ⊂ Cm) the open (resp. closed) ball centered at the point z with radius R. A com-
plex manifold with smooth boundary M of dimCM = m is a smooth manifold with boundary
equipped with a system of coordinate patches
φj : Uj → {z ∈ BR(0) : rj(z) ≤ 0} , j ∈ the index set J
such that φj ◦φ−1i is a biholomorphic on φi(Ui∩Uj)∩{ri < 0} , where rj’s are the local definition
functions, i.e., smooth functions defined on the neighborhood of B¯R(0) with drj 6= 0 along
{rj = 0}.
The holomorphic tangent bundle hT∂M of ∂M is defined as the largest complex subbundle of
TM which is contained T∂M , i.e.,
hT∂M := T∂M ∩ JT∂M ,
where J : TM → TM is the complex structure.
Let (M,J, g) be a complex manifold with smooth boundary of dimCM = m, and let ν be the
unit outward normal vector field on ∂M. Then the Levi form L∂M,ν of ∂M with respect to ν is
locally given by
L∂M,ν(ξ, η) :=
(
dJd(rj ◦ φj)
2|d(rj ◦ φj)|g
)
↾∂M,z
(ξ, η¯)(2.8)
=
1
2 (ν(rj ◦ φj)) (z) (dJd(rj ◦ φj)) (ξ, η¯), ξ, η ∈
hT∂M,z, z ∈ Uj ∩ ∂M.
It is easy to check that the expression in (2.8) is well defined. The boundary ∂M is called
weakly (resp. strictly) pseudoconcave if L∂M,ν ≤ 0 (resp. < 0), and weakly (resp. strictly)
pseudoconvex if L∂M,ν ≥ 0 (resp. > 0).
Throughout this paper, we fix a covering of ∂M consisting of finite open sets {Ui}i∈J such that
φi : Ui → B2,i(0) := {z ∈ B2(0) : ri(z) ≤ 0}
is diffeomorphism,
φj ◦ φ−1i : φi(Ui ∩ Uj) ∩ {ri < 0} → φj(Ui ∩ Uj) ∩ {rj < 0}
is biholomorphic, and that the family of finite open subsets{
Vi := φ
−1
i (B1,i(0)), i ∈ J
}
still covers the boundary ∂M .
We denote the local coordinates and the definition function of ∂M on Ui by
w(i) := w ◦ φi, ρi := ri ◦ φi, ∀ i ∈ J .
Fix a index i ∈ J . For any point p ∈ Vi ∩ ∂M , there exists an affine transform
ψi : B2(0)→ B2(0), w 7→ z
such that ψi ◦ φi(p) = 0, and that
(2.9) ρi ◦ φ−1i ◦ ψ−1i (z) = ri ◦ ψ−1i (z) = −ℜzm +
∑
1≤j≤m
λj |zj |2 +O(|z|3),
where λ1, · · · , λm−1 are the eigenvalues of the Levi form L∂M,ν with respect to g and λm ∈ R
can be assigned to any given value by a suitable choice of the coordinates.
In the later use, we will not distinguish ri, ri ◦ φi and ri ◦ ψ−1i for convenience. We will say
that for any point 0 ∈ ∂M, we want to study our questions on the adapted data (B, r, z) where
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B = B1(0), r is a definition function of ∂M, and z is the coordinate on B centered at 0 such
that r satisfies (2.9).
Let e1, · · · , em be a basis of local frame fields of T 1,0M with dual θ1, · · · , θm which are (1, 0) forms.
Then we extend the Riemannian metric g to TM ⊗R C to obtain
ω =
√−1
m∑
i,j=1
gij¯θ
i ∧ θ¯j, gij¯ := g(ei, e¯j), gij¯ = gji¯.
Let us denote by ∇ the Chern connection of g. Then we fix some notations.
∇i := ∇ei , ∇j¯ := ∇e¯j , ∇iej =: Γkijek,
∇iej −∇jei − [ei, ej ] = T (ei, ej) =: T kijek,(
∇i∇j¯ −∇j¯∇i −∇[ei,e¯j ]
)
ek =: Rij¯k
ℓeℓ, Rij¯kℓ¯ := Rij¯k
pgpℓ¯.
Denote by ∆g the Laplace-Beltrami operator of the Riemannian metric g. There holds (see for
example [48, Lemma 3.2])
∆gϕ = 2∆ϕ+ τ(dϕ), ∀ ϕ ∈ C2(M,R),(2.10)
where
τ(dϕ) = 2ℜ
(
T jpjg
qp∇q¯ϕ
)
.
2.3. Subsolutions. In this subsection, we recall some preliminaries from [46] (cf. [53, 29]).
Given any σ ∈ (sup∂Γ f, supΓ f), the set Γσ = {λ ∈ Γ : f(λ) > σ} is open and convex and
∂Γσ = f−1(σ) is a smooth hypersurface. We denote, by n(λ), the inward pointing unit normal
vector, i.e.,
n(λ) :=
∇f
|∇f |(λ), ∀ λ ∈ ∂Γ
σ.
We set F(λ) :=∑mk=1 fk(λ). The Cauchy-Schwarz inequality yields that |∇f | ≤ F ≤ √m|∇f |.
Following [53], we set
Γ∞ := {(λ1, · · · , λm−1) : (λ1, · · · , λm) ∈ Γ for some λm} .
For any µ ∈ Rm, the set (µ+ Γm) ∩ ∂Γσ is bounded, if and only if
lim
t→+∞
f(µ+ tei) > σ, ∀ 1 ≤ i ≤ m,
where ei denotes the i
th standard basis vector. This limit is well defined as long as any (m− 1)
tuple µ′ in µ satisfies µ′ ∈ Γ∞, i.e., on the set Γ˜ defined by
Γ˜ := {µ ∈ Rm : ∃ t > 0 such that µ+ tei ∈ Γ ∀ i} .
For any λ′ = (λ1, · · · , λm−1) ∈ Γ∞, the concavity of f implies that the limit
lim
λm→+∞
f(λ1, · · · , λm−1, λm)
is either finite for all λ′ or infinite for all λ′ (see [53]).
If the limit is infinite, then (µ+ Γm) ∩ ∂Γσ is bounded for all σ and µ ∈ Γ˜. In particular, any
admissible u is a C-subsolution, not vice versa.
If the limit is finite, then we define the function f∞ on Γ∞ by
f∞(λ1, · · · , λm−1) = lim
t→+∞
f(λ1, · · · , λm−1, t).
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In this case, for µ ∈ Γ˜, the set (µ+ Γm) ∩ ∂Γσ is bounded if and only if f∞(µ′) > σ, where
µ′ ∈ Γ∞ is any (m− 1) tuple of entries of µ.
Proposition 2.3 (Sze´kelyhidi [46]). Given δ, R > 0, if µ ∈ Rm such that
(µ− 2δ1+ Γm) ∩ ∂Γσ ⊂ BR(0),
where BR(0) ⊂ Rm is the ball centered at 0 with radius R, then there exists a constant κ > 0
depending only on δ and n on ∂Γσ such that for any λ ∈ ∂Γσ with |λ| > R, there holds either
m∑
j=1
fj(λ)(µj − λj) > κF(λ),
or
fi(λ) > κF(λ), ∀ 1 ≤ i ≤ m.
Lemma 2.4 (Sze´kelyhidi [46]). Let f be a smooth symmetric function defined on Γ satisfying
Assumption (1), (2) and (3) in the introduction. Then ∀ σ ∈ (sup∂Γ f, supΓ f), one infers that
(1) there exists an N > 0 depending only on σ such that Γ +N1 ∈ Γσ;
(2) there is a τ > 0 depending only on σ such that F(λ) > τ, ∀λ ∈ ∂Γσ.
We need some formulae for the derivatives of eigenvalues (see for example [44]).
Lemma 2.5 (Spruck [44]). The first and second order derivatives of the eigenvalue λi at a
diagonal matrix (Aij) (consider it as a Hermitian matrix) with distinct eigenvalues are
λpqi =δpiδqi,(2.11)
λpq,rsi =(1− δip)
δiqδirδps
λi − λp + (1− δir)
δisδipδrq
λi − λr ,(2.12)
where
λpqi =
∂λi
∂Apq
, λpq,rsi =
∂2λi
∂Apq∂Ars
.
If we consider A = (Aij) as a symmetric matrix, then the right side of (2.12) should be multiplied
by 2.
Lemma 2.6 (Gerhardt [25]). If F (A) = f(λ1, · · · , λm) in terms of a smooth symmetric funtion
of the eigenvalues, then at a diagonal matrix (Aij) (consider it as a Hermitian matrix) with
distinct eigenvalues there hold
F ij =δijfi,(2.13)
F ij,rs =firδijδrs +
fi − fj
λi − λj (1− δij)δisδjr,(2.14)
where
F ij =
∂F
∂Aij
, F pq,rs =
∂2F
∂Aij∂Ars
.
If we consider A = (Aij) as a symmetric matrix, then the second term in the right side of (2.14)
should be multiplied by 2.
These formulae make sense even if the eigenvalues are not distinct. Indeed, if f is smooth and
symmetric, then f is a smooth function of elementary symmetric polynomials which are smooth
on the space of matrices by Vieta’s formulas and hence F is a smooth function on the space of
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matrices. In particular, we have fi −→ fj as λi −→ λj. If f is concave and symmetric, then we
have that
fi−fj
λi−λj
≤ 0 (see [44] or [20, Lemma 2]). In particular, if λi ≤ λj , then we have fi ≥ fj.
In the local coordinates (U ; z1, · · · , zm), let A = Aijdzi⊗∂j ∈ End(T 1,0M) be a Hermitian map
with respect to g. Then we set Aij¯ := Ai
qgqj¯ satisfying Aij¯ = Aji¯. We define a strictly elliptic
operator L by
L(u) =F ijgqj (∂i∂qu+Wiq¯(du))(2.15)
=F ijgqj
(
∇i∇qu+W piq¯(∇pu) +W pqi¯(∇p¯u)
)
, ∀ u ∈ C2(M,R).
It is easy to see that L is the linearized operator of F given in (1.5). We also use the notation
F iq¯ := F ijgq¯j such that (F iq¯) is a positive definite Hermitian matrix. Indeed, without loss
of generality, we set λ1(A) > · · · > λm(A) and the general case follows from the continuity
arguments. Let ξp = ξp
q∂q be the unite complex eigenvector of A with eigenvalue λp, i.e., we
have
m∑
i,j=1
gij¯ξp
iξqj =δpq, p, q = 1, · · · ,m,(2.16)
m∑
r=1
ξp
rAr
s =λpξp
s, p, q = 1, · · · ,m.(2.17)
It follows from (2.16) that
(2.18) gℓ¯k =
m∑
p=1
ξpℓξp
k, gkℓ¯ =
m∑
p=1
ζk
pζℓp,
where ζ = (ζi
j) is the inverse matrix of ξ, i.e., there holds
(2.19)
m∑
q=1
ξi
qζq
j = δi
j, 1 ≤ i, j ≤ m.
From (2.17) and (2.18), we get
m∑
r,s=1
ξp
rAr
sζs
q =
m∑
r,s=1
ξp
rArs¯ξqs = δpqλp,(2.20)
Aij¯ = ζi
pλpζjp.(2.21)
We observe from (2.21) that λ = (λ1, · · · , λm) are the eigenvalues of the Hermitian metric (Aij¯)
if (ξi
j) satisfies
∑
p ξi
pξjp = δij . Using this observation and Lemma 2.5, we can calculate the
derivatives of the eigenvalues of a map in End(T 1,0M). Indeed, we set θi = ζk
idzk. Then from
(2.17) one can deduce that
A = Ak
ℓdzk ⊗ ∂ℓ = ζkpλpξpℓdzk ⊗ ∂ℓ = λpθp ⊗ ξp =: A˜ijθi ⊗ ξj ,
with (A˜i
j) = (A˜ij¯) = (λiδij) is a Hermitian matrix and
(2.22) A˜i
j = ξi
kAk
ℓζℓ
j.
If λk is smooth at (Ai
j), then it follows from (2.11), (2.12), (2.18), (2.19) and (2.22) that
∂λk
∂Aij
=
∂λi
∂A˜pq
∂A˜p
q
∂Aij
= ξk
iζj
k = ξk
igjq¯ξkq,(2.23)
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λij,pqk =
∂2λk
∂A˜rs∂A˜uv
∂A˜r
s
∂Aij
∂A˜u
v
∂Apq
(2.24)
=
∑
r 6=k
ξr
iζj
kξk
pζq
r + ξk
iζj
rξr
pζq
k
λk − λr
=
∑
r 6=k
ξr
igjq¯ξkqξk
pgqu¯ξru + ξk
igjv¯ξrvξr
pgqs¯ξks
λk − λr .
If (M,g) is a Riemannian manifold and A ∈ End(TM), then using the local coordinate (U ;x1, · · · , xm),
we write A = Ai
jdxi ⊗ ∂xj and g = gijdxi ⊗ dxj. If A is symmetric with respect to g, then we
have Aij := Ai
pgpj satisfying Aij = Aji. Let ξi = ξi
j∂xj be the eigenvector of A with respect to
λi, i.e.,
Aξi = λiξi, 1 ≤ i ≤ m.
A similar argument yields that λi’s are the eigenvalues of (Aij) if (ξi
j) is orthonormal matrix
(see [13, Lemma 5.2]).
If all the eigenvalues are smooth at (Ai
j), then we can obtain from (2.18), (2.23) and (2.24) that
(2.25) F ij =
m∑
p=1
ζj
pfpξp
i =
m∑
p,r=1
fpξp
igjr¯ξpr, F
iq¯ =
m∑
p=1
fpξp
iξpq,
and
F ij,pq =fkℓξk
iζj
kξℓ
pζq
ℓ + fk
∑
r 6=k
ξr
iζj
kξk
pζq
r + ξk
iζj
rξr
pζq
k
λk − λr
=fkℓξk
igju¯ξkuξℓ
pgqv¯ξℓv + fk
∑
r 6=k
ξr
igjq¯ξkqξk
pgqu¯ξru + ξk
igjv¯ξrvξr
pgqs¯ξks
λk − λr .
These formulae are sight generalization of Lemma 2.6. Thanks to (2.20) and (2.25), we deduce
that the matrices (F ij) and (Ai
j) (hence (F ij¯) and (Aij¯)) can be diagonalized at the same time
with
m∑
i,j=1
F ijAi
j =
m∑
i,q=1
F iq¯Aiq¯ =
m∑
k=1
fkλk,(2.26)
m∑
i,j,p=1
F ijAi
pAp
j =
m∑
i,j,p,q=1
F ij¯gq¯pAiq¯Apj¯ =
m∑
k=1
fkλ
2
k.(2.27)
Lemma 2.7. Let (F ij¯) and (Aij¯) be m×m Hermitian matrices both of which can be diagonalized
at the same time using one unitary matrix, and let (f1, · · · , fm) ∈ Γm and (λ1, · · · , λm) ∈ Rm
be the eigenvalues of (F ij¯) and (Aij¯) respectively. Then there exists an index r such that
m−1∑
ℓ=1
F ij¯Aiℓ¯Aℓj¯ ≥
1
2
∑
k 6=r
fkλ
2
k.
Proof. This is a Hermitian version of [29, Proposition 2.19]. We use the notations in the above
paragraph with gij¯ = δij , and obtain
R ∋
m−1∑
ℓ=1
F ij¯Aiℓ¯Aℓj¯ =
m∑
p=1
fpλ
2
p(1− ζmpξpm) =
m∑
p=1
fpλ
2
p(1− ξpmξpm).
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Note that
∑m
p=1 ξp
mξp
m = 1. Suppose that there exist some r such that ξrmξr
m > 1/2; otherwise
we are done. One infers that ∑
p 6=r
ξpmξp
m < 1/2,
and hence
m−1∑
ℓ=1
F ij¯Aiℓ¯Aℓj¯ ≥
∑
p 6=r
fpλ
2
p(1− ζmpξpm) >
1
2
∑
p 6=r
fpλ
2
p.

2.4. Existence of Admissible Subsolutions. As pointed out in [46], it is meaningful to find
geometric conditions under which the admissible subsolution exists. If M ⊂ Rm is a bounded
open set, then the author [5, 53] prove that the subsolutions exist under suitable convexity type
condition on the boundary. Li [38] prove corresponding results for bounded open set M ⊂ Cm.
3. A Preliminary Estimate
Theorem 3.1. Let (M,J, g) be a compact Hermitian manifold with smooth boundary, dimCM =
m, and the canonical complex structure J , where g is the Hermitian metric. Suppose that
u ∈ C2(M,R) is an admissible subsolution to (1.5)-(1.6) and that u ∈ C2(M,R) is a solution to
(1.5)-(1.6). There exists a uniform constant C depending only on background data (M,J, g), ϕ
and u such that
(3.1) sup
M
|u|+ sup
∂M
|∂u|g ≤ C.
Proof. It follows from (2.25) that (F ij¯(A)) has eigenvalues f1(λ), · · · , fm(λ) and hence is positive
definite. Then we have
F (ϑ♭u)− F (ϑ♭u) =
∫ 1
0
d
dt
F (ϑ♭tu+(1−t)u)
=
(∫ 1
0
F iq¯dt
)(
(u− u)iq¯ +Wiq¯(d(u− u)
)
≥ 0.
The maximum principle yields that
(3.2) u ≤ u, on M.
On the other hand, the definition of Γ implies that u satisfies{
gj¯i
(
χij¯ + ∂i∂j¯u+Wij¯(du)
)
> 0, in M,
u = ϕ, on ∂M.
Hence one deduces that
(3.3) u ≤ ϕ˜, onM
by the maximum principle, where ϕ˜ is the solution to the Dirichlet problem{
gj¯i
(
χij¯ + ∂i∂j¯ϕ˜+Wij¯(dϕ˜)
)
= 0, in M,
ϕ˜ = ϕ, on ∂M.
Now (3.1) follows from (3.2) and (3.3). 
14
4. Second Order Estimate on the Boundary
In this section, we prove the second order estimates of the solution u to (1.5) on the boundary.
Theorem 4.1. Let (M,J, g) be a compact Hermitian manifold with smooth boundary, dimCM =
m, and the canonical complex structure J , where g is the Hermitian metric. Suppose that
u ∈ C4(M,R) is an admissible subsolution to (1.5)-(1.6) and that u ∈ C4(M,R) is a solution
to (1.5)-(1.6). There exists a uniform constant CK depending only on background data and K
such that
sup
∂M
|Hessgu|g ≤ CK ,
where Hessgu is the Hessian of u with respect to the Levi-Civita connection of g and K :=
1 + supM |∂u|2g.
Let us recall some preliminaries for the proof of Theorem 4.1 from [4, 29, 3] and references
therein. For any point 0 ∈ ∂M, we use the adapted data B, r, z in Section 2.2 with
zi = x2i−1 +
√−1x2i, 1 ≤ i ≤ m.
Let D1, · · · ,D2m be the dual vector fields of
dxα, dr, α 6= 2m− 1
given by
Dα :=
∂
∂xα
− rxα
rx2m−1
∂
∂x2m−1
, α 6= 2m− 1,
and
D2m−1 := − 1
rx2m−1
∂
∂x2m−1
.
To prove Theorem 4.1 it is sufficient to prove
|DαDβu| ≤ CK, α, β 6= 2m− 1,(4.1)
|DβD2m−1u| ≤ CK, β 6= 2m− 1,(4.2)
|D2m−1D2m−1u| ≤ CK .(4.3)
Let us define the distance function ρ(x) by
ρ(x) := distg(x,0), ∀ x ∈M.
We set Mδ := {x ∈M : ρ(x) ≤ δ}. Since
√−1∂∂¯ρ2(0) = ω(0), we may assume that
(4.4)
1
2
ω ≤ √−1∂∂¯ρ2 ≤ 2ω, onMδ,
provided that δ > 0 is chosen small enough.
We consider another distance function d given by
d(x) := distg(x, ∂M), ∀x ∈M.
Since ∂M is smooth, it follows from [26, Lemma 14.16] that there exists a constant δ > 0 such
that the distance function d is smooth on {x ∈M : d(x) ≤ δ} and hence on Mδ.
Lemma 4.2. There exist uniform positive numbers t, δ, ε small enough and N with N ≫ 1
such that the function
v := (u− u) + td− 1
2
Nd2
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satisfies
(4.5)
{
L(v) ≤ −ε(1 + F), inMδ ;
v ≥ 0, on ∂Mδ,
where the operator L is given by (2.15).
Proof. This is a Hermitian version of [29, Lemma 4.1], and we use the ideas modified from there
based on [46] (see Section 2.3). Thank to (3.2), we require δ ≤ 2t/N in order to obtain v ≥ 0
on Mδ after t and N being bounded.
A direct calculation yields that
L(v) =F iq¯ ((u− u)iq¯ +Wiq¯(d(u− u)))(4.6)
+ (t−Nd)F iq¯diq¯ −NF iq¯didq¯ + (t−Nd)F iq¯Wiq¯(dd)
≤C1(t−Nd)F + F iq¯ ((u− u)iq¯ +Wiq¯(d(u− u)))−NF iq¯didq¯.
Fix ε > 0 sufficiently small. Since u is an admissible subsolution (and hence C-subsolution), we
can find ǫ0 > 0 small and R > 0 large such that(
λ(ϑ♭u)− 2ǫ01+ Γn
)
∩ ∂Γh(x) ⊂ BR(0), ∀x ∈Mδ.
Let λ1(ϑ
♭
u) ≥ · · · ≥ λm(ϑ♭u) and λ1(ϑ♭u) ≤ · · · ≤ λm(ϑ♭u). Then the concavity of f yields that
f1 ≤ · · · ≤ fm (see [44] or [20, Lemma 2]). Then we can deduce
(4.7) F ij(ϑ♭u)
(
(ϑ♭u)i
j − (ϑ♭u)ij
)
≥ fi(λ(ϑ♭u))
(
λi(ϑ
♭
u)− λi(ϑ♭u)
)
.
from these two inequalities and the theorem in [42] which states that for any n × n Hermitian
matrices A and B with eigenvalues γ1 ≥ · · · ≥ γn and δ1 ≥ · · · ≥ δn respectively, there holds the
sharp estimate ∑
i
γiδn+1−i ≤ tr(AB) ≤
∑
i
γiδi.
One infers from (4.7) and the concavity of f that
F iq¯(ϑ♭u) ((u− u)iq¯ +Wiq¯(d(u− u)))(4.8)
=F ij(ϑ♭u)
(
(ϑ♭u)i
j − (ϑ♭u)ij
)
≤ fi(λ(ϑ♭u))
(
λi(ϑ
♭
u)− λi(ϑ♭u)
)
≤ f(λ(ϑ♭u))− f(λ(ϑ♭u)) ≤ 0,
since u is an admissible subsolution to (1.5).
The following argument splits into two cases.
Case 1: |λ(A)| ≤ R. One can deduce that{
λ ∈ Γ : f(λ) ≥ inf
M
h > sup
∂Γ
f
}
∩BR(0) ⊂ Γ
is a compact set, and hence there exists a constant C2 depending on the background data such
that
C2 ≥ fi ≥ C−12 > 0, 1 ≤ j ≤ m, onMδ.
This yields that
(4.9) F iq¯didq¯ ≥ 1/(2C2),
since (didq¯) is a non-negative Hermitian matrix with respect to g and 2g
q¯jdidq¯ = 1. Then by
(4.6), (4.8) and (4.9), we can fix N sufficiently large so that (4.5) holds for t, ε ∈ (0, 1/2] provided
that the positive number δ is small enough.
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Case 2: |λ| > R. Thanks to Assertion (2) of Lemma 2.4, we deduce that
(4.10) F ≥ τ.
Thanks to (4.7) and Proposition 2.3, one can deduce that either
(4.11) F ij(ϑ♭u)
(
(ϑ♭u)i
j − (ϑ♭u)ij
)
≥ κF
or fi ≥ κF for all 1 ≤ i ≤ m.
If (4.11) occurs, then we have
(4.12) F iq¯ ((u− u)iq¯ +Wiq¯(d(u− u))) = F ij(ϑ♭u)
(
(ϑ♭u)i
j − (ϑ♭u)ij
)
≤ −κF .
Then (4.5) follows from (4.6), (4.10) and (4.12) provided t and δ sufficiently small.
If fi ≥ κF , 1 ≤ i ≤ m occurs, then we can deduce
(4.13) −NF iq¯didq¯ ≤ −c2NF
with c2 > 0 sufficiently small since 2g
q¯jdidq¯ = 1 and (didq¯) is a non-negative Hermitian matrix
with respect to g.
Therefore, (4.5) follows from (4.8), (4.10) and (4.13) provided the positive constants t, δ and ε
sufficiently small. 
We will prove Theorem 4.1 by the ideas modified from the ones of [4, 53, 29] in the local case
and the Riemannian setup. We use Dβ, 1 ≤ β ≤ 2m from [4] where the complex Monge-Ampe`re
equation in Ω ⊂ Cm was studied (see also [27, 3] and references therein). For this aim, we
need write Lemma 2.7 in a slightly different way, i.e., there exists a constant c0 depending on
(M,J, g), ∂M and the adapted data (B, r, z) such that
(4.14)
m−1∑
p=1
m∑
i,j=1
F ij¯(ϑu)ip¯(ϑu)pj¯ ≥ c0
∑
r 6=r0
frλ
2
r ,
for some r0 with 1 ≤ r0 ≤ m. Indeed, replacing Aij¯ by (ϑu)ij¯ , the calculation at the end of
Section 2.3 yields that
m−1∑
p=1
m∑
i,j=1
F ij¯(ϑu)ip¯(ϑu)pj¯ =
m−1∑
p=1
m∑
r=1
frλ
2
rζp
rζpr.
Since (ζi
j) is invertible depending only on the background data and the adapted data, there exists
at most one index, say r0, such that
∑m−1
p=1 ζp
r0ζpr0 = 0, as desired. Although c0 depending on
the adapted data (B, r, z), it is still ‘uniform’ for our estimates because we have fixed a family of
finite adapted data (B, r, z)’s throughout this paper, and for the same reason, we can estimate
the quantity like
m−1∑
p=1
m∑
i,j=1
F ij¯(ϑu)ip¯(ϑu)pj¯
which is not globally defined on the manifold.
Proof of Theorem 4.1. A direct calculation yields that all the Dβ’s commute, and it follows
Lemma 2.2 that Dβ , β 6= 2m − 1 are tangent to ∂M. Hence the tangent-tangent estimate (4.1)
follows from
DαDβ(u− u) = 0, α, β 6= 2m− 1.
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Let us prove the normal-tangent estimates (4.2). For this aim, we consider the function
Q := Q1 ±Dα(u− u)
on Mδ with
Q1 := A1Kv +A2Kρ
2 − 1
K
∑
β 6=2m−1
(
(u− u)xβ
)2
and α 6= 2m− 1 fixed, where A1 and A2 will be determined later.
For convenience, we write a := −rxβ/rx2m−1 and a direct calculation gives
(Dβ(u− u))q¯ =Dβ((u− u)q¯) + aq¯(u− u)x2m−1 ,(4.15)
(Dβ(u− u))iq¯ =Dβ((u− u)iq¯) + ai((u− u)q¯)x2m−1(4.16)
+ aiq¯(u− u)x2m−1 + aq¯((u− u)i)x2m−1 .
Since
∂
∂x2m−1
= 2
∂
∂zm
+
√−1 ∂
∂x2m
= 2
∂
∂z¯m
−√−1 ∂
∂x2m
,
we get
ai((u− u)q¯)x2m−1 + aq¯((u− u)i)x2m−1(4.17)
=2ai(u− u)mq¯ + 2aq¯(u− u)im¯
+
√−1(ai((u− u)q¯)x2m − aq¯((u− u)i)x2m).
From (1.5), we can obtain
(4.18) Dβh = F
ij
(
Dβg
q¯j
)
(ϑu)iq¯ + F
iq¯ (Dβχiq¯ +Dβuiq¯ +Dβ (Wiq¯(du)))
Thanks to (4.15), (4.16), (4.17) and (4.18), it follows that
L (Dβ(u− u)) =F iq¯
(
(Dβ(u− u))iq¯ +Wiq¯ (d (Dβ(u− u)))
)
(4.19)
=F iq¯Dβ ((u− u)iq¯ +Wiq¯(d(u− u)))− F iq¯
(
DβW
p
iq¯
)
(u− u)p
− F iq¯
(
DβW
p
qi¯
)
(u− u)p¯ + L(a)(u− u)x2m−1
+ 2F iq¯(ai(u− u)mq¯ + aq¯(u− u)im¯)
+
√−1F iq¯ (ai((u− u)q¯)x2m − aq¯((u− u)i)x2m)
≤C
(
(1 + |∂u|g) (1 + F) +
∑
p
fp|λp|
)
+
∣∣F iq¯ (ai((u− u)q¯)x2m − aq¯((u− u)i)x2m)∣∣ ,
where we denote by λ1, · · · , λm the eigenvalues of ϑ♭u.
On the other hand, a direct calculation implies that
L
(
(uxβ − uxβ)2
)
=2F iq¯((u− u)i)xβ ((u− u)q¯)xβ(4.20)
+ 2(uxβ − uxβ)F iq¯
(
(u− u)iq¯xβ + (Wiq¯(d(u− u)))xβ
)
− 2(uxβ − uxβ)F iq¯(W piq¯)xβ (u− u)p
− 2(uxβ − uxβ)F iq¯
(
W p
qi¯
)
xβ
(u− u)p¯
=2F iq¯((u− u)i)xβ ((u− u)q¯)xβ
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+ 2(uxβ − uxβ)
(
hxβ − F iq¯ (χiq¯)xβ +O
(
F +
∑
i
fi|λi|
))
− 2(uxβ − uxβ)F iq¯(W
p
iq¯)xβ (u− u)p
− 2(uxβ − uxβ)F iq¯
(
W p
qi¯
)
xβ
(u− u)p¯
≥2F iq¯((u− u)i)xβ ((u− u)q¯)xβ − CKF − CK1/2
∑
i
fi|λi|,
where for the second equality we use the equality
hβ = F
ij(gq¯j)xβ (ϑu)iq¯ + F
iq¯
(
(χiq¯)xβ + uiq¯xβ + (Wiq¯(du))xβ
)
by applying ∂/∂xβ to both sides of (1.5).
The Cauchy-Schwarz inequality yields that
− 2
K
F iq¯((u− u)i)x2m((u− u)q¯)x2m(4.21)
+ |F iq¯ (ai((u− u)q¯)x2m − aq¯((u− u)i)x2m) | = O(KF),
2
2m−2∑
β=1
F iq¯((u− u)i)xβ((u− u)q¯)xβ(4.22)
=4
m−1∑
k=1
F iq¯
(
(u− u)ik(u− u)q¯k¯ + (u− u)ik¯(u− u)kq¯
)
≥4
m−1∑
k=1
F iq¯(u− u)ik¯(u− u)kq¯
≥
m−1∑
k=1
F iq¯ (ϑu)ik¯ (ϑu)kq¯ − CKF ,
≥c0
∑
i 6=r
fiλ
2
i − CKF ,
where we use (1.1), (4.14), the Cauchy-Schwarz inequality, and r is the index chosen as in (4.14).
It follows from (1.13) and [29, Corollary 2.21] that
(4.23) 0 ≤
m∑
k=1
fk|λk| ≤ ǫ
∑
i 6=r
fiλ
2
i +
C
ǫ
F + P (r), ∀ r ∈ {1, · · · ,m}
where P (r) is uniformly bounded, for it given by
P (r) :=
{
f(λ)− f(1), if λr ≥ 0;
0, if λr < 0.
Thanks to (4.4), (4.5), (4.19), (4.20), (4.21), (4.22) and (4.23), we can deduce that{
L(Q) ≤ 0, on Mδ,
Q ≥ 0, on ∂Mδ ,
provided the positive constants A1 ≫ A2 ≫ 1 independent of K and ǫ ∈ (0, 1) chosen carefully.
Then the maximum principle yields that Q ≥ 0 on Mδ, and hence on Mδ ∩ ∂M there holds
|DαD2m−1u| ≤ |DαD2m−1u|+ |D2m−1Q1|
19
= |DαD2m−1u|+A1K |D2m−1v| ≤ CK,
where for the last inequality we use (3.1) and hence (4.2) follows.
For the normal-normal estimate (4.3), we will use the method in [53, 29] in the local case and
the Riemannian setup. For this aim, we need use the local unitary frames. We choose smooth
orthonormal local frames X1, · · · ,X2m near p ∈ ∂M with respect to g such that
JX2i−1 = X2i, 1 ≤ i ≤ m,
and that X2m−1 is the unit inner normal vector around 0. We define a unitary basis of (1, 0)
type frames by
ej :=
1√
2
(
X2j−1 −
√−1X2j
)
, 1 ≤ j ≤ m.
The linear operator L given by (2.15) will be rewritten as
L(v) =F ij¯
(
eie¯j(v) − [ei, e¯j ](0,1)(v) +Wij¯(dv)
)
=F ij¯
(
∇i∇j¯v +W pij¯(∇pv) +W
p
ji¯
(∇p¯v)
)
, ∀ v ∈ C2(M,R).
Using these unitary frames, we have
λ(ϑ♭u) = λ
((
ϑu)ij¯
)
1≤i,j≤m
)
,
and hence we can use the method in [53].
Let A = (aij¯) be (m−1)×(m−1) orm×m Hermitian matrix. Then we denote by λ1(A) ≤ · · · ≤
λm(A) the eigenvalues of A if A is m×m Hermitian matrix, and by λ′1(A) ≤ · · · ≤ λ′m−1(A) the
eigenvalues of A if it is an (m− 1)× (m− 1) Hermitian matrix. We also set A′ = (aij¯)1≤i,j≤m−1
if A is an m×m Hermitian matrix. Cauchy’s interlace inequality (see for example [35]) yields
that
(4.24) λj(A) ≤ λ′j(A′) ≤ λj+1(A), 1 ≤ j ≤ m− 1.
Note that amm¯ ∈ R. It follows from [5, Lemma 1.2] that
λj(A) =λ
′
j(A
′) + o(1), 1 ≤ j ≤ m− 1,(4.25)
amm¯ ≤ λm(A) =amm¯
(
1 +O
(
1
amm¯
))
, as |amm¯| → +∞.(4.26)
Thanks to (1.12), (4.1) and (4.2), it is sufficient to get
(4.27) ∇m∇m¯u ≤ CK
for the normal-normal estimate (4.3). The argument splits into two cases.
Case 1: there holds
lim
λm→+∞
f(λ1, · · · , λm−1, λm) = +∞, λ′ = (λ1, · · · , λm−1) ∈ Γ∞.
In this case, from (4.1) and (4.2), it follows that λ′ (ϑ′u) lies in a compact set L ⊂ Γ∞. Hence
there exists uniform positive constants c0 and R0 depending only on the range of λ
′ (ϑ′u) such
that for any R ≥ R0 one infers
f
(
λ′
(
ϑ′u
)
, R
)
> sup
x∈M
h(x) + c0,
and hence we get
(4.28) f
(
λ′, R
)
> sup
x∈M
h(x) + c0/2, ∀ λ′ ∈ UL, R ≥ R0,
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since fm > 0, where UL is the neighborhood of L.
From (4.24), (4.25) and (4.26), one can deduce that there exists a R1 ≥ R0 such that if (ϑu)mm¯ ≥
R1
λm(ϑ
♭
u) ≥ (ϑu)mm¯ ≥ R1 ≥ R0, λj(ϑ♭u) ∈ UL, 1 ≤ j ≤ m− 1.
This, together with (4.28), yields that
F (ϑ♭u) = f(λ(ϑ
♭
u)) > sup
x∈M
h(x) + c0/2,
a contradiction to (1.5), and hence (4.27) as well as (4.3) follows.
Case 2: there holds
f∞(λ
′) := lim
λm→+∞
f(λ1, · · · , λm−1, λm) < +∞, λ′ = (λ1, · · · , λm−1) ∈ Γ∞.
For any (m− 1)× (m− 1) Hermitian matrix E, if λ′(E) ∈ Γ∞, we define
F˜ (E) = f∞(λ
′(E)).
Note that F˜ is also a concave function, and that
(4.29) c∞ := inf
∂M
(
f∞
(
λ′
(
ϑ′u
))− F (ϑu)) > 0.
The concavity of f yields that for any point x ∈ ∂M , there exists a (m−1)× (m−1) Hermitian
metric
(
F˜ ij¯(x)
)
1≤i,j≤m−1
such that
(4.30)
m−1∑
i,j=1
F˜ ij¯(x)
(
Eij¯ − (ϑu)ij¯ (x)
)
≥ F˜ (E)− F˜ (ϑ′u(x)), ∀ E with λ′(E) ∈ Γ∞.
We assume that
P∞ := min
x∈∂M
(
F˜ (ϑ′u(x)) − h(x)
)
= F˜ (ϑ′u(0)) − h(0).
The argument in Case 1 yields that it is sufficient to prove
(4.31) P∞ > c0 > 0
for some uniform constant c0.
Taking E = ϑ′u(x) in (4.30) gives us that
m−1∑
i,j=1
F˜ ij¯(0) (ϑu(x))ij¯ − h(x)−
m−1∑
i,j=1
F˜ ij¯(0) (ϑu(0))ij¯ + h(0)(4.32)
≥F˜ (ϑ′u(x))− h(x) − P∞ ≥ 0, ∀ x ∈ ∂M.
Note that on ∂M there holds
(ϑu)ij¯ − (ϑu)ij¯ =∇i∇j¯(u− u) +Wij¯(∇(u− u))(4.33)
=− g (X2m−1,∇ie¯j)∇X2m−1(u− u) +Wij¯(∇(u− u))
=−∇X2m−1(u− u)
(
g (X2m−1,∇ie¯j)− 1√
2
(
Wmij¯ +W
m
ji¯
))
with 1 ≤ i, j ≤ m− 1. Here we remind that ∇ie¯j = [ei, e¯j ](0,1). Hence at 0, we can deduce from
(4.29), (4.30) and (4.33) that
∇X2m−1(u− u)
∑
1≤i,j≤m−1
F˜ ij¯
(
g (X2m−1,∇ie¯j)− 1√
2
(
Wmij¯ +W
m
ji¯
))
(4.34)
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=
∑
1≤i,j≤m−1
F˜ ij¯(ϑu)ij¯ −
∑
1≤i,j≤m−1
F˜ ij¯(ϑu)ij¯
≥F˜ (ϑ′u)− F˜ (ϑ′u) = F˜ (ϑ′u)− h(0) − P∞ ≥ c∞ − P∞.
We assume that
∇X2m−1(u− u)
∑
1≤i,j≤m−1
F˜ ij¯
(
g (X2m−1,∇ie¯j)− 1√
2
(
Wmij¯ +W
m
ji¯
))
> c∞/2, at 0;
otherwise the equality (4.31) follows from (4.34) and the conclusion follows. We set
η(x) =
∑
1≤i,j≤m−1
F˜ ij¯(0)
(
g (X2m−1,∇ie¯j)− 1√
2
(
Wmij¯ +W
m
ji¯
))
(x), ∀ x ∈ ∂M.
It follows from (3.1) that
η(0) ≥ 2ǫ∞c∞,
where ǫ∞ > 0 is a uniform constant. We assume that η ≥ ǫ∞c∞ on Mδ with δ > 0 sufficiently
small.
We consider the quantity
Φ :=−∇X2m−1(u− u) +
1
η
m−1∑
i,j=1
F˜ ij¯(0)
((
ϑu
)
ij¯
− (ϑu)ij¯ (0)
)
− h− h(0)
η
=:−∇X2m−1(u− u) + Φ1, onMδ.
We deduce from (4.32) and (4.33) that
(4.35) Φ(0) = 0, Φ ≥ 0 on Mδ.
By the Rcci identity, we get
∇i∇j¯∇ku =∇k∇i∇j¯u+ T pik∇p∇j¯u,(4.36)
∇i∇j¯∇k¯u =∇k¯∇i∇j¯u+Rki¯jp∇p¯u+ T pjk∇i∇p¯u+∇iT pjk∇p¯u.(4.37)
It follows from (4.36) and (4.37) that
(4.38) F ij¯∇i∇j¯∇Xβu = F ij¯∇Xβ∇i∇j¯u+O
(
|∂u|gF +
∑
k
fk|λk|
)
.
From (1.5), we get
Xβh =F
ij¯
(∇Xβχij¯ +∇Xβ∇i∇j¯u)(4.39)
+ F ij¯
(((
∇XβW pij¯
)
∇pu
)
+
((
∇XβW pji¯
)
∇p¯u
))
+ F ij¯
(
W p
ij¯
(∇p∇Xβu+ T (Xβ , ep)u))
+ F ij¯
(
W p
ji¯
(∇p¯∇Xβu+ T (Xβ , e¯p)u))
From (4.38) and (4.39), it follows that
L(∇Xβ (u− u)) =F ij¯
(∇i∇j¯∇Xβ(u− u) +Wij¯(∇∇Xβ(u− u)))(4.40)
=O
(
1 + (1 + |∂u|g)F +
∑
k
fk|λk|
)
.
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Hence we have
2m−2∑
β=1
L
((∇Xβ (u− u))2)(4.41)
=2
2m−2∑
β=1
(∇Xβ (u− u))L (∇Xβ (u− u))
+ 2
2m−2∑
β=1
F ij¯
(∇i∇Xβ (u− u)) (∇j¯∇Xβ (u− u))
=2
m−1∑
k=1
F ij¯
(
(∇i∇k(u− u))
(∇j¯∇k¯(u− u))+ (∇i∇k¯(u− u)) (∇k∇j¯(u− u)))
+O
(
K +KF +K
∑
k
fk|λk|
)
≥2
m−1∑
k=1
F ij¯ (∇i∇k¯(u− u))
(∇k∇j¯(u− u))− CK
(
1 + F +
∑
k
fk|λk|
)
≥F ij¯(ϑu)ik¯(ϑu)kj¯ − CK
(
1 + F +
∑
k
fk|λk|
)
≥1
2
∑
k 6=r
fkλ
2
k − CK
(
1 + F +
∑
k
fk|λk|
)
,
where for last second inequality we use (1.4) and the Cauchy-Schwarz inequality, and for the
last inequality we use Lemma 2.7.
We set
Ψ := A1Kv +A2Kρ
2 − 1
K
2m−2∑
β=1
(∇β(u− u))2 .
Since Φ1 is a uniform quality, it follows from (1.13), (4.5), (4.23), (4.35), (4.40) and (4.41) that{
L(Φ + Ψ) ≤ 0, on Mδ,
Φ+Ψ ≥ 0, on ∂Mδ,
with A1 ≫ A2 ≫ 1 chosen sufficiently large. The Maximum principle yields that Φ + Ψ ≥ 0 on
Mδ. This, together with the definition of Φ, yields that ∇X2m−1∇X2m−1u(0) ≤ CK.
Now we know that λ(ϑu(0)) lies in the compact set by (1.12) and Assumption 2 of f in the
introduction. Hence we have
P∞ ≥ f(λ′(ϑ′u)(0), R) − h(0) > 0
for R sufficiently large since fm > 0, which yields (4.31), as desired. 
Thanks to (1.12), Theorem 4.1 and the main estimate in [47], we can deduce
Corollary 4.3. Let (M,J, g) be a compact Hermitian manifold with smooth boundary, dimCM =
m, and the canonical complex structure J , where g is the Hermitian metric. Suppose that
u ∈ C4(M,R) is an admissible subsolution to(1.5)-(1.6) and that u ∈ C4(M,R) is a solution to
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(1.5)-(1.6). There exists a uniform constant CK depending only on background data and Ksuch
that
sup
M
∣∣∣λj(ϑ♭u)∣∣∣ ≤CK ;
C−1K ≤ fj ≤CK , j = 1, · · · ,m.(4.42)
Proof. From Theorem 4.1 and the main result [47] it follows that
|√−1∂∂¯u|M ≤ CK .
This, together with and Assumption 2 of f in the Introduction, yields that λ
(
ϑ♭u
)
lies in the
compact set {
f ≥ inf
M
h > sup
∂Γ
f
}
∩ B¯R(0) ⊂ Γ,
for some uniform R > 0, where BR(0) ⊂ Rm is a ball centered at the origin with radius R, as
desired. 
5. Estimate of the Real Hessian
In this section, we give a priori estimates of the real Hessians of the solutions to the Dirichlet
problem (1.5)-(1.6).
Theorem 5.1. Let (M,J, g) be a compact Hermitian manifold with smooth boundary, dimCM =
m, and the canonical complex structure J , where g is the Hermitian metric. Suppose that
u ∈ C4(M,R) is an admissible subsolution to (1.5)-(1.6) and that u ∈ C4(M,R) is a solution to
(1.5)-(1.6). There exists a constant CK depending only the background data and K such that
sup
M
|Hessgu|g ≤ CK ,
where Hessgu is the Hessian of u with respect to the Levi-Civita connection of g.
Proof of Theorem 5.1. Let τ1(Hessgu) ≥ · · · ≥ τ2m(Hessgu) be the eigenvalues of Hessgu with
respect to g.
From (1.1), (1.12) and (2.10), it follows that
∆gu =
2n∑
α=1
τα(Hessgu) =2∆u+ linear terms of du(5.1)
=2
n∑
j=1
λj(ϑ
♭
u) + linear terms of du and χ ≥ −CK.
Hence it is sufficient to estimate the upper bound of τ1(Hessgu). For this aim, we consider the
function
H = log τ1(Hessgu) + φ
(|∂u|2g)+ u.
where
φ(t) = −1
2
log
(
1− t
2K
)
.
Note that
φ
(|∂u|2g) ∈ [0, 2 log 2]
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and
(5.2)
1
4K
< φ′ <
1
2K
, φ′′ = 2(φ′)2.
We without loss of generality assume that τ1(Hessgu)≫ K ≫ 1 and that H attains its maximum
at the interior point x0; otherwise, the conclusion follows.
Fix a local holomorphic coordinate system z = (z1, . . . , zm) centered at x0 such that
zj = x2j−1 +
√−1x2j , J ∂
∂x2j−1
=
∂
∂x2j
,
∂i :=
1√
2
(
∂
∂x2i−1
−√−1 ∂
∂x2i
)
, ∂j¯ :=
1√
2
(
∂
∂x2j−1
+
√−1 ∂
∂x2j
)
,
g
(
∂
∂xα
,
∂
∂xβ
)
(x0) = δαβ , g
(
∂i, ∂j¯
)
(x0) = δij , ϑij¯ = δijϑi¯i.
We use subscripts k and ℓ¯ to denote the partial derivatives ∂k and ∂ℓ¯, and subscripts β for the
covariant differential of ∂/∂xβwith respect to the Levi-Civita connection D of g. Let V1, . . . , V2m
be unit vectors in Tx0M such that
(Hessgu) (Vα, Vα) = τα, g(Vα, Vβ) = δαβ.
We set
Vα = V
β
α
∂
∂xβ
,
and extend Vα to be vector fields in a neighborhood of x0 by taking the components as constants.
We remark that the Vα may only be eigenvectors for Hessgu at x0.
If τ1(Hessgu) = τ2(Hessgu) at the point x0, then τ1(Hessgu) is not differentiable at this point.
To overcome this situation, one can consider near x0 a smooth endomorphism B = (Bα
β) of
TM given by
B := Bαβdxα ⊗ dxβ =
∑
α,β
(
δαβ − V α1V β1
)
dxα ⊗ dxβ,
and a local endomorphism Φ = (Φαβ) of TM by
(5.3) Φαβ = g
αγ
(
(Hessgu)γβ −Bγβ
)
.
Let τ1(Φ) ≥ · · · ≥ τ2m(Φ) be the eigenvalues of Φ. Then one infers that
(5.4) τ1(Φ) ≥ τ2(Φ) + 1, at x0,
and that
τ1(Φ) ≤ τ1(Hessgu)
near x0 with the equality at the point x0. In what follows we will often write τβ for τβ(Φ).
Now we consider the new quantity
H˜ = log τ1 + φ
(|∂u|2g)+ u,
which attains the maximum at x0. We still assume that τ1 ≫ K ≫ 1.
It follows from (2.11) and (2.12) (see [13, Lemma 5.2]) that
ταβ1 :=
∂τ1
∂Φαβ
= V α1V
β
1(5.5)
ταβ,γδ1 :=
∂2τ1
∂Φαβ∂Φγδ
= 2
∑
µ>1
V α1V
β
µV
γ
µV
δ
1 + V
α
µV
β
1V
γ
1V
δ
µ
τ1 − τµ ,(5.6)
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where we remind the fact 2 in the right side of (5.6).
All the following calculation is at the point x0. We set
uVαVβ := (Hessgu) (Vα, Vβ), for 1 ≤ α, β ≤ 2m.
From (5.5) and (5.6), one infers that
τ1,q =τ
αβ
1 ∂q(Φ
α
β) = V
α
1V
β
1∂quαβ + V
α
1V
β
1 (∂qg
αγ) (uγβ −Bγβ)(5.7)
=∂quV1V1 +O(τ1),
τ1,qq¯ =τ
αβ,γδ
1 ∂q(Φ
γ
δ)∂q¯(Φ
α
β) + τ
αβ
1 ∂q∂q¯(Φ
α
β)(5.8)
=2
∑
µ>1
V α1V
β
µV
γ
µV
δ
1 + V
α
µV
β
1V
γ
1V
δ
µ
τ1 − τµ
(
(∂qg
γν) (uνδ −Bνδ) + ∂quγδ
)
(
(∂q¯g
ασ) (uσβ −Bσβ) + ∂q¯uαβ
)
+ V α1V
β
1
(
(∂q∂q¯g
αγ) (uγβ −Bγβ) + 2ℜ [(∂qgαγ) (∂q¯uγβ)] + ∂q∂q¯uαβ
)
=4ℜ
∑
µ>1
V α1V
β
µV
γ
µV
δ
1
τ1 − τµ
(
(∂qg
γν) (uνδ −Bνδ) + ∂quγδ
)
(
(∂q¯g
ασ) (uσβ −Bσβ) + ∂q¯uαβ
)
+ V α1V
β
1
(
(∂q∂q¯g
αγ) (uγβ −Bγβ) + 2ℜ [(∂qgαγ) (∂q¯uγβ)] + ∂q∂q¯uαβ
)
=4
∑
µ>1
|∂quV1Vµ |2
τ1 − τµ + ∂q∂q¯uV1V1 + 4
∑
µ>1
V γµV
δ
1
τ1 − τµ ℜ
(
(∂qg
γν) (uνδ −Bνδ) ∂q¯uVµV1
)
+ 4
∑
µ>1
V γ1V
δ
µ
τ1 − τµ ℜ
(
(∂qg
γν) (uνδ −Bνδ) ∂q¯uVµV1
)
+
∑
µ>1
O(τ21 )
τ1 − τµ
+ 2V α1V
γ
1 ℜ [(∂qgαγ) (∂q¯uV1V1)] + 2
∑
θ>1
V α1V
γ
θ ℜ [(∂qgαγ) (∂q¯uVθV1)] +O(τ1),
where we use
V α1V
β
1 (∂qg
αγ) (∂q¯uγβ)
=V α1V
β
1 (∂qg
αγ)V γθV
σ
θ (∂q¯uσβ)
=V α1 (∂qg
αγ)V γθ (∂q¯uVθV1)
=V α1V
γ
1 (∂qg
αγ) (∂q¯uV1V1) +
∑
θ>1
V α1V
γ
θ (∂qg
αγ) (∂q¯uVθV1) .
From (5.1), (5.3) and(5.4), we can deduce
(5.9) 1 ≥ 1
τ1 − τµ ≥
1
2nτ1 + CK
≥ 1
Cτ1
, µ = 2, · · · , n,
since we assume that τ1 ≫ K.
Thanks to (5.8) and (5.9), we can deduce that
τ1,qq¯ ≥ 3
∑
µ>1
|∂quV1Vµ |2
τ1 − τµ + ∂q∂q¯uV1V1 + 2V
α
1V
γ
1 ℜ [(∂q¯gαγ) (∂quV1V1)]− Cτ21 .
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Since uV1V1 = V1V1u − (DV1V1)u, commutating the order of derivatives, together with (1.1),
yields that
∂q∂q¯(uV1V1) =V1V1uqq¯ − ∂q∂q¯(DV1V1)u(5.10)
=V1V1uqq¯ − (DV1V1)uqq¯ − [∂q,DV1V1]uq¯ − ∂q[∂q¯,DV1V1]u
=V1V1uqq¯ − (DV1V1)uqq¯ +O(τ1)
=V1V1ϑqq¯ − (DV1V1)ϑqq¯ − V1V1(Wqq¯) +O(τ1).
From (1.5), we get
V1h =F
pq¯V1(ϑpq¯) + F
pqϑpj¯V1(g
j¯q) = F pq¯V1(ϑpq¯) +O(τ1)F ,(5.11)
V1V1h =F
pq,rs
(
V1(ϑrs¯) + ϑrℓ¯V1(g
ℓ¯s)
)(
V1(ϑpq¯) + ϑpj¯V1(g
j¯q)
)
(5.12)
+ F pq
(
V1V1(ϑpq¯) + V1(ϑpj¯)V1(g
j¯q) + ϑpj¯V1V1(g
j¯q)
)
.
By the assumption for W , we can write Wij¯(du) as
Wij¯(du) =W
p
ij¯
up +W
p
ji¯
up¯,
where W p
ij¯
is independent of u.
A direct calculation yields that
(5.13) F qq¯V1V1(Wqq¯) = F
qq¯W pqq¯(∂puV1V1) + F
qqW pqq¯(∂p¯uV1V1) +O(τ1)F .
From (2.15), (5.1), (5.7), (5.8), (5.10), (5.11), (5.12) and (5.13), it follows that
L(τ1) =F
qq¯τ1,qq¯ + F
qq¯W pqq¯τ1,p + F
qq¯W pqq¯τ1,p¯(5.14)
≥3
∑
µ>1
F qq
|∂quV1Vµ |2
τ1 − τµ − F
pq,rs
(
V1(ϑrs¯) + ϑrℓ¯V1(g
ℓ¯s)
)(
V1(ϑpq¯) + ϑpj¯V1(g
j¯q)
)
+ 2V α1V
γ
1F
qqℜ [(∂q¯gαγ) (∂quV1V1)]− Cτ21F ,
where we also use Assertion (2) of Lemm 2.4.
At the point x0, we have
H˜q =
τ1,q
τ1
+ φ′Vq + uq = 0, for Vq := ururq + ururq + (g
s¯r)qurus¯.(5.15)
H˜qq =
τ1,qq
τ1
− |τ1,q|
2
τ21
+ φ′
(
(gs¯r)qq¯urus¯ + (g
s¯r)qurq¯us¯ + (g
s¯r)qurus¯q¯ + (g
s¯r)q¯urus¯q(5.16)
+ |urq¯|2 + urur¯qq¯ + (gs¯r)q¯urqus¯ + urqq¯ur¯ + |urq|2
)
+ φ′′|Vq|2 + uqq
≥τ1,qq
τ1
− |τ1,q|
2
τ21
+ φ′
∑
r
(urqq¯ur¯ + urur¯qq¯) +
1
5K
∑
r
(|urq|2 + |urq¯|2)
+ φ′′|Vq|2 + uqq − C,
where we use (5.2) and the Cauchy-Schwarz inequality.
From (1.5) and (5.11), we can infer
F qq¯(urqq¯ + ur¯qq¯) =F
qq¯ (∂r(ϑqq¯ − χqq¯ −Wqq¯(du)))
+ F qq¯ (∂r¯(ϑqq¯ − χqq¯ −Wqq¯(du)))
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=O(τ1)F ,
where we also use Assertion (2) of Lemm 2.4. This, together with (5.2), implies that
(5.17) F qq¯φ′
∑
r
(urqq¯ur¯ + urur¯qq¯) ≥ −Cτ1F .
At the point x0, it follows from (5.2), (5.14), (5.16) and (5.17) that
0 ≥ L(H˜) ≥− 1
τ1
F pq,rs
(
V1(ϑrs¯) + ϑrℓ¯V1(g
ℓ¯s)
)(
V1(ϑpq¯) + ϑpj¯V1(g
j¯q)
)
(5.18)
+ 3
∑
µ>1
F qq
|∂quV1Vµ |2
τ1(τ1 − τµ) +
2
τ1
V α1V
γ
1F
qqℜ [(∂q¯gαγ) (∂quV1V1)]
− F
qq|τ1,q|2
τ21
+
F qq
5K
∑
r
(|urq|2 + |urq¯|2)
+ 2F qq(φ′)2|Vq|2 + F qquqq −Cτ1F .
From (5.7) and (5.15), we know that
τ1,q
τ1
=
∂quV1V1 +O(τ1)
τ1
= −φ′Vq − uq.
This, together with (5.2), yields that
2F qq(φ′)2|Vq|2 − F
qq|τ1,q|2
τ21
+
2
τ1
V α1V
γ
1F
qqℜ [(∂q¯gαγ) (∂quV1V1)](5.19)
≥− CKF ≥ −Cτ1F ,
where C is a uniform constant depending only on the background data.
Since (F ij) is positive definite and (F ij,rs) is negative definite, we can drop the positive terms
in (5.18) and use (5.19) to obtain
(5.20) 0 ≥ 4F
qq
5K
∑
r
(|urq|2 + |urq¯|2)− Cτ1F .
Note that
(5.21)
∑
q,r
(|urq|2 + |urq¯|2) ≥ τ21
4
− CK.
Thanks to (4.42), (5.20) and (5.21), we get
τ1 ≤ CK ,
as desired. 
6. First Order Estimate
In this section, we prove the first order estimate of the solutions to (1.5)-(1.6) in some special
cases to solve our geometric applications.
Theorem 6.1. Let (M,J, g) be a compact Hermitian manifold with smooth boundary, dimCM =
m, and the canonical complex structure J , where g is the Hermitian metric. Suppose that
u ∈ C4(M,R) is an admissible subsolution to (1.5)-(1.6) and that u ∈ C4(M,R) is a solution
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to (1.5)-(1.6). If ϑu ∈ Γm or f(λ) = log σm(T (λ)), then there exists a uniform constant C such
that
sup
M
|∂u|g ≤ C.
Proof. It is equivalent to obtain the upper bound of |∂u|g, where u is the solution to the Dirichlet
problem
(6.1)
{
F
(
ϑ♭u
)
= f
(
λ
(
ϑ♭u
))
= h, on M,
u = 0, on ∂M,
where 0 is an admissible subsolution to (6.1). Note that χ plays the role of ϑu in Theorem 6.1.
We assume that supM |∂u|g ≫ 1; otherwise the conclusion follows.
Thanks to Assertion (2) of Lemma 2.4, we deduce that
(6.2) F ≥ τ.
We use the auxiliary function in [13] in the almost complex case
P := eρ(η)|∂u|2g,
where η = −u+ supM u and ρ ∈ C∞(R,R) will be determined later.
We assume that P attains its maximum at the interior point x0; otherwise the conclusion follows
from (3.1). Let e1, · · · , em be the local unitary frame with respect to g near x0 such that
(
(ϑu)ij¯
)
and
(
F ij¯
)
are diagonal by (2.25). At x0, a direct calculation yields that
(6.3) 0 ≥ L(P ) = eρL (|∂u|2g)+ |∂u|2gL(eρ) + 2ℜ
(∑
i
F i¯i
(∇i (|∂u|2g)) (∇i¯ (eρ))
)
,
where L is defined by (2.15).
From (1.1), (2.15) and (2.26), it follows that
L(eρ) =eρ
(
ρ′′ + (ρ′)2
)
F i¯i|∇iη|2 + eρρ′
∑
i
F i¯i (∇i∇i¯η +Wi¯i(dη))(6.4)
=eρ
(
ρ′′ + (ρ′)2
)
F i¯i|∇iη|2 + eρρ′
∑
i
F i¯i (χi¯i − (ϑu)i¯i) .
One infers from (1.5) that
∇kh =F i¯i (∇kχi¯i +∇k∇i∇i¯u+∇k(Wi¯i(du))) ,(6.5)
∇k¯h =F i¯i (∇k¯χi¯i +∇k¯∇i∇i¯u+∇k¯(Wi¯i(du))) .(6.6)
The Ricci identity yields that
∇k(Wi¯i(du)) =∇k
(
W p
i¯i
∇pu+W pi¯i∇p¯u
)
(6.7)
=
(∇kW pi¯i)∇pu+ (∇k¯W pi¯i)∇p¯u
+W p
i¯i
∇p∇ku+W pi¯iT
q
kp∇qu+W pi¯i∇p¯∇ku,
and
∇k¯(Wi¯i(du)) =∇k¯
(
W p
i¯i
∇pu+W pi¯i∇p¯u
)
(6.8)
=
(∇k¯W pi¯i)∇pu+ (∇kW pi¯i)∇p¯u
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+W p
i¯i
∇p∇k¯u+W pi¯i∇p¯∇k¯u+W
p
i¯i
T qkp (∇q¯u) .
Thanks to (6.5), (6.6), (6.7), (6.8), (4.36) and (4.37), we can deduce
F i¯i∇ku∇i∇i¯∇k¯u(6.9)
=F i¯i∇ku
(
∇k¯∇i∇i¯u−∇i¯T pki∇p¯u− T pki∇i∇p¯u+Rik¯qi¯gp¯q∇p¯u
)
=(∇ku) (∇k¯h) +O(|∂u|2g)F − F i¯i (∇ku)T pki(∇p¯∇iu)
− F i¯i (∇ku)W pi¯i∇p∇k¯u− F i¯i (∇ku)W
p
i¯i
∇p¯∇k¯u
and
F i¯i (∇k¯u) (∇i∇i¯∇ku)(6.10)
=F i¯i (∇k¯u)
(∇k∇i∇i¯u− T pki∇p∇i¯u)
=(∇k¯u) (∇kh) +O(|∂u|2g)F − F i¯i (∇k¯u)W pi¯i∇p∇ku
− F i¯i (∇k¯u)W pi¯i∇k∇p¯u− F i¯i (∇k¯u)T
p
ki(∇p∇i¯u).
From (1.1), (2.27), (6.7), (6.8), (6.9), (6.10) and Young’s inequality, one infers that
L(|∂u|2g) =
∑
k
F i¯i
(|∇i∇ku|2 + |∇i∇k¯u|2 +∇ku∇i∇i¯∇k¯u+∇k¯u∇i∇i¯∇ku)(6.11)
+
∑
q
F i¯i
(
W p
i¯i
∇p∇qu∇q¯u+W pi¯i∇qu∇p∇q¯u
)
+
∑
q
F i¯i
(
W p
i¯i
∇p¯∇qu∇q¯u+W pi¯i∇qu∇p¯∇q¯u
)
=
∑
k
F i¯i
(|∇i∇ku|2 + |∇i∇k¯u|2)+ 2ℜ
(∑
k
(∇ku) (∇k¯h)
)
− F i¯i (∇ku)T pki(∇i∇p¯u)− F i¯i (∇k¯u)T pki(∇p∇i¯u) +O(|∂u|2g)F
≥
∑
k
F i¯i
(|∇i∇ku|2 + (1− ε)|∇i∇k¯u|2)
+ 2ℜ
(∑
k
(∇ku) (∇k¯h)
)
− Cε−1|∂u|2gF ,
where ε ∈ (0, 1/2] to be determined later.
A direct calculation yields that
2ℜ
(
F i¯i∇i(eρ)∇i¯(|∂u|2g)
)
(6.12)
=2ℜ
(∑
k
eρρ′F i¯i (∇iη) (∇k∇i¯η) (∇k¯u)
)
+ 2ℜ
(∑
k
eρρ′F i¯i (∇iη) (∇i¯∇k¯u) (∇ku)
)
,
where
2ℜ
(∑
k
eρρ′F i¯i (∇iη) (∇k∇i¯u) (∇k¯u)
)
(6.13)
=2ℜ
(∑
k
eρρ′F i¯i (∇iη) ((ϑu)ki¯ − χki¯ −Wki¯(du)) (∇k¯u)
)
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≥2
∑
k
eρρ′F i¯i (∇iη) (ϑu)ki¯ (∇k¯u)− 2
∑
k
eρρ′F i¯i (∇iη)χki¯ (∇k¯u)
− εeρ(ρ′)2|∂u|2g
∑
i
F ii (∇iη) (∇i¯η)− Cε−1eρ|∂u|2gF ,
and
2ℜ
(∑
k
eρρ′F i¯i (∇iη) (∇i¯∇k¯u) (∇ku)
)
(6.14)
≥− (1− ε)
∑
k
F iieρ|∇i∇ku|2 − (1 + 2ε)eρ(ρ′)2|∂u|2g
∑
i
F ii (∇iη) (∇i¯η) ,
where we use
2ab ≥ −(1− ε)a2 − (1 + 2ε)b2, ∀ε ∈ (0, 1/2].
Substituting (6.13) and (6.14) into (6.12) implies that
2ℜ
(
F i¯i∇i(eρ)∇i¯(|∂u|2g)
)
(6.15)
≥2
∑
k
eρρ′F i¯i (∇iu) (ϑu)ki¯ (∇k¯u)−C0ε−1eρ|∂u|2gF − (1− ε)
∑
i
F iieρ|∇i∇ku|2
− (1 + 3ε)eρ(ρ′)2|∂u|2g
∑
i
F ii (∇iη) (∇i¯η)− 2
∑
k
eρρ′F i¯i (∇iη)χki¯ (∇k¯u) .
Thanks to (6.3), (6.4), (6.11) and (6.15), one can deduce that
0 ≥ (ρ′′ − 3ε(ρ′)2) |∂u|2g∑
i
F i¯i|∇iη|2 + ρ′|∂u|2g
∑
i
F i¯i (χi¯i − (ϑu)i¯i)− C0ε−1|∂u|2gF(6.16)
+ 2
∑
k
ρ′F i¯i (∇iη) (ϑu)ki¯ (∇k¯u) + 2ℜ
(∑
k
(∇ku) (∇k¯h)
)
− 2
∑
k
ρ′F i¯i (∇iη)χki¯ (∇k¯u) .
We take
ρ(η) :=
eA(η+1)
A
, ε :=
Ae−A(η(x0)+1)
6
.
Since we assume that |∂u|g ≫ 1, the second order estimate of [47] yields that
(6.17) |λi| ≤ C|∂u|2g, 1 ≤ i ≤ m.
It follows from (6.2), (6.16), (6.17), the definition of η and the Cauchy-Schwarz inequality that
0 ≥ (ρ′′ − 3ε(ρ′)2 − Cρ′) |∂u|2g∑
i
F i¯i|∇iη|2(6.18)
+ ρ′|∂u|2g
∑
i
F i¯i (χi¯i − (ϑu)i¯i)− C0ε−1|∂u|2gF −C.
Since 0 is an admissiblesubsolution (and hence C-subsolution), we can find ǫ0 > 0 small and
R > 0 large such that(
λ(χ♭)− 2ǫ01+ Γn
)
∩ ∂Γh(x) ⊂ BR(0), ∀x ∈M.
Case 1: |λ(ϑ♭u)| > R.
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Thanks to (4.7) and Proposition 2.3, one can deduce that either
(6.19) F ij(ϑ♭u)
(
(χ♭)i
j − (ϑ♭u)ij
)
≥ κF
or fi ≥ κF for all 1 ≤ i ≤ m.
Subcase 1.1:(6.19) happens. From (6.18) and (6.19), it follows that
0 ≥ (ρ′′ − 3ε(ρ′)2 − C1ρ′) |∂u|2g∑
i
F i¯i|∇iη|2 +
(
κρ′ − C0ε−1
) |∂u|2gF −C
which, together with (6.2), yields |∂u|g ≤ C provided that A (resp. ε) is chosen sufficiently large
(resp. small).
Subcase 1.2: there holds fi ≥ κF for all 1 ≤ i ≤ m. If λ(χ♭) ∈ Γm, then there exists a unform
constant c0 > 0 such that
λi(χ
♭) ≥ c0, 1 ≤ i ≤ m,
and hence
(6.20)
∑
i
fiλi(χ
♭) ≥ c0F .
If f(λ) = log σm(T (λ)), then we have T
(
λ(χ♭)
) ∈ Γm and
Ti
(
λ(χ♭)
)
≥ c0, 1 ≤ i ≤ m.
The basic properties of log σm(T (λ)) in [47, Section 2] yields that
(6.21)
∑
i
F i¯iχi¯i =
∑
i
fiλi(χ
♭) =
∑
k
Tk
(
λ(χ♭)
) 1
Tk
(
λ(ϑ♭u)
) ≥ c0∑
k
1
Tk
(
λ(ϑ♭u)
) = c0F .
Thanks to (6.17), (6.18), (6.20) and (6.21), we can deduce that
0 ≥ (ρ′′ − 3ε(ρ′)2 − C2ρ′) |∂u|4gF + (c0ρ′ − C0ε−1) |∂u|2gF − C
where we choose A (resp. ε) sufficiently large (resp. small). This, together with (6.2), yields
|∂u|g ≤ C.
Case 2: |λ(ϑ♭u)| ≤ R. One can deduce that{
λ ∈ Γ : f(λ) ≥ inf
M
h > sup
∂Γ
f
}
∩BR(0) ⊂ Γ
is a compact set, and hence there exists a constant C3 depending on the background data such
that
C3 ≥ fi ≥ C−13 > 0, 1 ≤ j ≤ m, on M.
Similar arguments as in Subcase 1.2 yield that |∂u|g ≤ C provided that A (resp. ε) is chosen
sufficiently large (resp. small). 
We point out that our a priori estimates depend on the fact that infM h > sup∂Γ f , and hence it is
not enough to use these estimates to consider the homogeneous Dirichlet problem or degenerate
complex Monge-Ampe`re type equations. It would be very interesting to get all a priori estimates
independent of the fact that infM h > sup∂Γ f as done in Chu, Tosatti & Weinkove [14, 15] (see
[11, 12] for more applications).
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