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1. INTRODUCTION 
1.1. General Introduction to Dynamic 
Soaring Plight 
A sailplane is an aircraft with little or no power. 
It can not only glide at a constant rate of sink in still 
air, but is also capable of taking advantage of rising air 
currents, thermals, or any other type of atmospheric 
disturbance for maximum altitude gains and long distance 
flight. (A thermal is a rising column of air caused by the 
unequal heating of the Earth's surface.) 
Basically, there are three modes of cross-country 
soaring: thermalling, dolphining, and essing. Thermalling 
is the process of gaining height by circling in a strong 
thermal, and is usually followed by a straight line flight 
with constant rate of sink to the next thermal. Dolphining 
is a series of vertical motions of alternate climbing and 
diving at a low forward speed in oscillatory vertical wind 
distributions. By flying in this manner, one may maintain a 
zero altitude loss (if the wind has a high enough amplitude) 
with minimum time consumed. Essing is flying in alternate 
right- and left-hand turns or incomplete circles. The essing 
mode allows one to extend the stay in a broad thermal without 
consuming as much time as in outright thermalling (hopefully 
for an altitude gain). This mode is desirable when the 
thermals are weak but are numerous and spread over a large 
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area. For the minimum time cross-country race, the latter 
two modes are often preferred, because it takes time in 
thermalling. These three techniques of soaring are popularly 
used by sailplane pilots today. By simply applying these 
techniques, the so-called cloud-street flying is flying in an 
almost continuous line of lift which is formed by a series 
of carefully selected thermals. Any type of technical 
soaring that can gain energy from a particular type of 
atmospheric disturbance is referred to as dynamic soaring. 
The sport of soaring started during the 1920's in Europe 
and the 1930's in the United States. But the significant 
growth in the sport of soaring was after the mid-1950's. 
Today, the interest in the sport grows rapidly. Unfortu­
nately, relatively little research of an analytical nature 
has been done. Although thermalling and essing are popularly 
used by the sailplane pilot today, little research work has 
been done on these two modes, especially the essing mode. 
This is probably because of the complexity of the problems— 
they are three-dimensional in space, and therefore the 
effects of sideslip, side force and roll angle must be 
included. In Appendix C, an essing mode problem statement is 
listed and discussed as a topic for further research. 
However, the optimal dolphin soaring problem, a two-
dimensional problem, has attracted some research attention. 
The main contributions in this area are those of Arho [1,2]j 
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Irving [3], Gedeon [4,5], Metzger and Hedrlck [6], and Meyer 
[7]. Unfortunately5 most of the analyses are "static" in 
nature [1,2,3,6,7]- In other words, there is no acceleration 
term considered or no equations of motion of the sailplane 
involved. Note that the equations of motion have acceleration 
terms and the forward speed is not necessarily a constant. 
But according to their analyses, the optimal speed under a 
prescribed wind condition is constant. Moreover, a small 
flight path angle is assumed in many of these studies [1,2, 
3,6,7]. Gedeon [4,5] is the first to include the equations 
of motion with a vertical wind effect in his analysis. 
Unfortunately, there is no formal optimization present in 
his analysis. A numerical optimization technique, the 
gradient projection method, is therefore to be applied to 
solve the optimal dolphin problem in this thesis. The 
solutions will be both optimal and dynamic in nature. 
Vrana [8] has discussed the problem of optimal trajectories 
in the presence of horizontal wind shear. Recently, 
Pierson [9], Pierson and de Jong [10], and Genalo [11] have 
employed modern optimal control algorithms to solve several 
significant sailplane dynamic optimization problems. 
Nevertheless, dynamic soaring is still a brand new area for 
the application of optimization techniques. 
There are three specific subjects to be investigated in 
this thesis; they are: 
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1) minimum landing-approach distance problem, 
2) minimum altitude-loss problems in the presence 
of sinusoidal vertical wind, and 
3) minimum time problems in the presence of 
sinusoidal vertical wind. 
Typical sailplanes have a large glide ratio which implies a 
small sinking rate. If the glide ratio is 40-to-l at a 
certain speed, the sailplane will glide 40 meters for every 
loss of one meter in altitude. The rate of sink of the sail­
plane is so small that the safe landing of a high-performance 
sailplane can, therefore, present a problem. The minimum 
altitude-loss problem and minimum time problem in the 
presence of winds or thermals are two basic problems for 
dynamic soaring. These three problems are all to be solved 
in planar longitudinal motion. The short-landing problem is 
a problem of minimum landing-approach distance in still air, 
while the other two problems are problems of flying in the 
presence of a sinusoidal vertical wind distribution. There 
are three reasons for using the sinusoidal vertical wind 
distribution in this thesis. First, it is a well-known 
thermal model that Arho [1,2] has used in an attempt to 
solve the minimum time problem with zero altitude loss. 
Secondly, the sinusoidal thermal model has good potential 
for being transferred to mountain wave or mountain-lee wave 
problem. This last problem represents an important class of 
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problems which have not been investigated yet. Finally, 
since the updraft and downdraft of the sinusoidal wind model 
are equally strong, it is a good example of dynamic soaring. 
Both minimum altitude loss and minimum time problems have 
several cases involved. 
1.2. A Short-Landing Problem 
The sailplane is commonly landed in a regular powerplane 
landing pattern, a l80° side pattern, as shown in Figure 1.1. 
With too high an approach altitude, the pilot will usually 
edge out of the pattern a little to use up the excess 
altitude. The sideslip maneuver, as well as spoilers, may 
also be used. In this study, however, the analysis is to be 
restricted to sailplane landings which take place in a single 
vertical plane. In other words, the problem is focused on 
finding the longitudinal, not longitudinal and lateral, 
optimal short-landing trajectory of a sailplane. As a matter 
of course, the spoilers must be used during the landing 
approach. By assuming that at the point of final approach 
the pilot finds that the altitude of the sailplane is too 
high to conduct a normal landing process and is also too low 
for any kind of spiral or "go-around" maneuver, the problem 
is then to transfer the sailplane from a given initial state 
to a prescribed terminal state safely (without hitting the 
ground or reaching stall speed) in a minimum distance. It 
IP TOO HIGH/ IP TOO LOW 
FINAL APPROACH 
DOWN LEG 
POINT OP DESIRED 
TOUCH DOWN 
Figure 1.1. 180° Bide pattern landing approach [12] 
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is actually a problem of finding the optimal trajectory for 
minimum landing-approach distance. The problem is then 
formulated as an optimal control problem (see the Introduction 
in Chapter 2) and is solved by the numerical optimization 
technique called gradient projection method (see Appendix A). 
The optimal trajectory is then found to be a highly 
oscillatory motion which involves the interchange of potential 
and kinetic energy. It is also interesting to find out, by 
analyzing the trajectory, that the optimal trajectory can be 
logically divided into three steps: reduction of speed, 
reduction of altitude, and meeting terminal conditions. These 
three steps can be considered as the instructions for an 
effective emergency short-landing of a sailplane. The steps 
are to be explained in detail in Chapter 5- The results of 
this problem can also be applied to the short-landing problem 
of a space shuttle (a glider) which is similar to this 
problem in many respects. However, for the higher landing 
speed and much heavier weight of the space shuttle, a much 
smoother landing trajectory is to be expected. 
In addition to the problem formulation and computational 
effort, a theoretical analysis of a singular arc approach has 
been attempted. The singular arc analysis is a linear/ 
quadratic approximation to the optimal control problem. 
Although the solution is only an approximation, the analysis 
enables us to gain some additional insight into the nature 
of the problem. 
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1.3. Minimum Altitude-Loss Problems 
This is a problem of finding the optimal flight pattern 
in the presence of a sinusoidal vertical wind distribution 
so that the altitude-loss is minimized. This problem is 
going to be formulated as an optimal dolphin soaring problem 
in planar flight with the altitude-loss to be minimized. 
Dolphin soaring is a sequence of alternate climbing and 
diving motions at a low forward speed. By doing so, one is 
able to take advantage of the oscillatory air-currents to 
maintain height for long distance flight. 
Four effects under different conditions are to be 
studied: 1) effects of free but equal initial and final 
states, 2) effects of wing-loading, 3) effects of wind 
amplitude, and 4) the effects of varying the fixed range. 
By making the initial and final states equal, the sailplane 
will be able to continue the flight with the same optimal 
flight pattern to the next (assumed identical) wind distri­
bution. Moreover, by making the initial and final states 
free, one can find the optimal initial state which corres­
ponds to the prescribed wind distribution. Certainly, an 
improvement of less altitude loss is to be expected than 
for the fixed initial state. By increasing the amplitude 
or shortening the fixed range of the sinusoidal vertical 
wind, an improvement in final altitude gain will also be 
expected; logically, the more violent the wind, the more 
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energy can be utilized from the wind. If this supposition is 
proved true, the possibility of dynamic soaring is therefore 
confirmed. In order to fly faster in a cross-country race 
under conditions of strong thermals, sailplane pilots usually 
bring water aboard to increase the wing-loading. This 
strategy is confirmed later in Chapter 6; however, increasing 
the wing-loading does decrease the final altitude gain. 
The problem statement and computer programs are readily 
applicable to any type of vertical winds. For example, an 
exponential thermal model which allows for a sinking zone 
as used by Gedeon [4,5] can be applied directly to the 
program, and a "better" solution than those of Gedeon's 
analyses may be obtained. 
Singular arc analysis for the minimum altitude loss 
problem in the presence of rising and sinking uniform 
vertical winds has been investigated. This analysis provides 
a basic concept and the approximate flight pattern in the 
rising or sinking thermals. 
1.4. Minimum Time Problems 
The objective is to find the minimum-time trajectory 
through a sinusoidal vertical wind with a prescribed 
altitude-loss. In addition to the four effects discussed in 
the previous section, one more effect of varying the pre­
scribed altitude-loss will be investigated. The results of 
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these four effects are similar to those of minimum altitude-
loss problems. The solution of free initial state is better 
than that of the fixed state because the initial state is 
the optimal initial state with respect to the specified wind 
distribution. The effects of increasing the amplitude or 
frequency of the sinusoidal vertical wind does contribute to 
minimum-time saving. By increasing the wing-loading, as 
mentioned in the previous section, the flying time in a 
strong wind is shortened significantly. By varying the 
prescribed altitude loss, the trajectory changes differently, 
and the more prescribed altitude loss is assigned, the less 
time is consumed. 
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2. INTRODUCTION TO OPTIMAL CONTROL 
PROBLEMS AND METHODS 
2.1. Statement of Optimal Control Problems 
An engineer is always concerned with obtaining the best 
performance of a given dynamic system. One can often 
formulate the desired system performance index (to be mini­
mized or maximized) in a mathematical expression which is a 
scalar function of an m-vector of control variables u(t) and 
the corresponding n-vector of state variables x(t); 
C^f 
J = <j)Cx(t^) ,t^] + L[x(t) ,u(t) ,t]dt (2.1.1) 
to 
Here, (p[x(t^),t^] is that part of the performance index 
which depends only on the terminal state variables and 
possibly the final time; it may consist simply of a single 
terminal state variable to be minimized at the final time 
tf. 
The state variables are the variables which define the 
state or condition of the dynamic system. The control 
variables are responsible for transferring the initial state 
of the dynamic system to the specified final state of the 
system. An optimal control is then defined as the control 
vector u(t) (chosen from an allowable class of functions) 
that minimizes the performance index (2.1.1). 
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Moreover, assuming the system dynamics can be modeled 
by nonlinear ordinary differential equations, the equations 
of motion are written as a set of n first-order nonlinear 
ordinary differential equations 
x(t) = f[x(t), u(t), t] (2.1.2) 
As a result, the original design problem may be converted to 
an optimal control problem: the problem of finding that 
control time history for which the system attains the 
minimum performance index value and satisfies the differ­
ential constraints (2.1.2). 
Generally, optimal control problems require inequality 
(2-vector) and terminal (h-vector) state constraints to be 
satisfied as well. They may be linear or nonlinear and can 
be expressed by 
M[x(t), t] £ 0 (2.1.3) 
and 
'p[x(t^), t^] = 0 (2.1.4) 
State variable inequality constraints (SVIC) are usually due 
to physical limitations of the system. For instance, the 
velocity of a sailplane must always be greater than 18 m/s. 
This is approximately the stall speed of a sailplane. The 
terminal state constraints (TSC) are the specified or desired 
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terminal conditions of the dynamic system. They may come 
from the designer's preference or the practical requirements 
of the system for having prescribed terminal conditions such 
as the assigned final approach altitude for a successful 
landing of an aircraft. 
Optimal control problems can become even more compli­
cated when the initial conditions and/or the final time are 
not specified. In the short-landing optimal control problem 
(Chapter 4), for example, neither the final time nor the 
final distance are specified. (In fact, the final distance 
is to be minimized in that problem.) The unspecified initial 
conditions are considered as control parameters and are 
varied along with u(t) in the process of minimizing J. 
Besides, d-vector a of additional control parameters may also 
appear in the problem. As will be discussed later in 
Appendix A, the free-end time problem may be treated by 
implementing Just such an additional control parameter. The 
time t, t^ £ t £ t^, will then be replaced by a well-defined 
nondimensional time x, £ x £ x^, where x^ is fixed. 
Control variable inequality constraints (CVIC) consisting of 
simple bounds on the control variables and/or parameters are 
required in almost every optimal control problem. However, 
these constraints can be easily enforced by a transformation 
(see also in Appendix A). The TSC can be a function of the 
unspecified initial state a (as will be needed in optimal 
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dolphin soaring problems. Chapters 5 and 6) and the control 
parameters vector a. Therefore, the general expression for 
TSC becomes 
^[x(T^), a, a] = 0 
Moreover, the performance index may also be a function of 
a and a; they may appear in the expression for the perform­
ance index as follows: 
J[U(T), a, a] = 4[X(T^ ), X^ , a] 
+ LCX(T), U(T), a, t]dT. 
^o 
From the above discussion, a complete statement of 
optimal control problems will often include unspecified 
initial and final conditions, free-end time, control param­
eters, TSC, CVIC, and SVIC. 
2.1.1. Problem statement [13] 
Consider the problem of finding the m-vector control 
function U(T), £ T\< k-vector control parameter a of 
initial conditions, and d-vector a of additional control 
parameters which minimize the scalar performance index 
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J[U(T), a, a] = 0[X(TF), TF, A] 
(2.1.5) 
L[X(T), U(T), a, t]dT 
subject to the n^^-order nonlinear dynamic equations 
X(T) = f[x(T), U(T), a, T], TQ £ T <_ T^, 
i = l,2,*»*,k (unspecified) 
X(T ) = { (2.1.6) 
X , i = k+l,--*,n (specified) 
°i 
and h nonlinear TSC 
^[X(T^ ), a, a] = 0 (2.1.7) 
and £ nonlinear SVIC 
M[X(T), T] 0, £ T £ (2.1.8) 
with Tg and specified. CVIC are not shown in the problem 
statement because we assume that bounded control elements 
have been replaced via suitable transformations with 
unconstrained control elements. 
2.2. Numerical Optimization Techniques 
The necessary and sufficient conditions for solutions 
of optimal control problems can be derived by the method of 
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calculus of variations. However, for most control problems, 
analytical solutions are very difficult or impossible to 
find. For this reason, numerical techniques for solving 
different optimal control problems have been extensively 
studied for the past twenty years and many successful 
techniques have been developed. Nevertheless, further 
development and comparative research are yet demanded. 
Most numerical techniques available for solving optimal 
control problems can be classified into two categories: 
indirect and direct methods. Indirect methods are methods 
of solving the two-point boundary value problem (2PBVP) 
generated from the necessary conditions for optimality. 
Direct methods are methods in which both the control 
functions and control parameters are changed iteratively 
so that the value of the performance index is accordingly 
reduced for the next iteration. Direct methods are probably 
more popular and are considered to be better with regard to 
their reliability. As far as the satisfaction of terminal 
state constraints (TSC) is concerned, direct methods have 
been divided into two groups: penalty function techniques 
and projection operator or gradient projection techniques. 
Penalty function techniques were first developed for optimal 
control problems by Kelley [14]. He adjoined a positive 
measure of TSC satisfaction as an additional term in the 
performance index. The minimization of the "new" performance 
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index results in the minimization of a weighted sum of both 
the original performance index and the dissatisfaction of 
TSC 
J' = J + (2.2.1) 
In (2.2.1), k is a hxh positive-definite weighting matrix 
of penalty constants. The constrained optimization problem 
is thereby transformed into a sequence of unconstrained 
optimization problems in which k is increased between sub-
problems. However, a close constraint satisfaction requires 
large values of the penalty constants. Unfortunately, large 
values of the penalty constants will result in a very 
difficult optimal control problem (one for which the perfor­
mance index is sensitive to small control changes). The 
augmented penalty function methods [15] were proposed in 
order to solve the sequence of unconstrained subprograms 
without having to increase the penalty constants. However, 
the necessity of estimating an adequate initial penalty 
constant is still one of the main disadvantages of the 
method. Furthermore, if there are several TSC present in 
the problem, the penalty function method may perform very 
poorly. 
The idea of a projection operator or gradient projection 
to enforce satisfaction of the TSC was initiated by Bryson 
and Denham [16]. Their method was called a steepest descent 
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method for solving dynamic optimization problems and was 
later [17] interpreted as a gradient projection method. The 
steepest descent method is a method of continually deter­
mining the control variation, ôu(t), about the previous 
control function and changes in TSC, so that the 
resulting control gives a locally maximum rate of change in 
the performance index while simultaneously reducing the 
values of the terminal constraints by a desired amount at 
each step. By repeating the procedure, a better and better 
approximation to the optimal control that minimizes the 
performance index and satisfies the TSC can be obtained. 
This method is not fully automated since one must choose 
the parameter that constrains ôu as well as the changes Sip 
at each step. Besides, although the steepest descent 
method (SD) is reliable and simple (easily implemented), it 
converges slowly near the minimum. 
The method of conjugate gradient directions of search 
was first applied to the gradient projection method by 
Sinnott and Luenberger [l8]. They employed the one-
dimensional minimization technique to determine the step 
size along the projected direction of search. This step 
was referred to as 'proceeding parallel to the constraint 
surface'. Besides, the orthogonal correction step was 
implemented. This was a sequence of steps that continually 
reduced the values of terminal constraints and was referred 
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to as 'proceeding orthogonal to the constraint surface'. 
Unfortunately, the selection of the step-size parameters has 
very little theoretical basis. Willoughby [19] extended 
the work of Sinnott and Luenberger [18] to the problem of 
nonlinear terminal constraints. In addition to these 
accomplishments, Rajtora and Pierson [20,21] have proposed 
several further improvements : 
1. The implementation of a step-size selection rule 
which uses a one-dimensional minimization along the 
projected direction of search that requires the satisfaction 
of terminal state constraints at each iteration. 
2. The treatment of control parameters and the 
unspecified initial conditions. 
The gradient projection method is thus fully automated, and 
the TSC are satisfied all the way. Although the gradient 
projection method is more sophisticated than Kelley's 
penalty function approach, it does handle the TSC very well 
and is fully automated. 
In Appendix A, the gradient projection algorithm and 
the treatment of unspecified initial and final conditions, 
free-end time transformation, CVIC, SVIC, and TSC as 
function of control parameters will be discussed in detail. 
For further information, readers are encouraged to refer to 
the references [13,17,20,21]. This discussion of methods is 
not complete. Additional methods have been developed, for 
example by Miele [22] and Edge and Powers [23]. 
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3. DERIVATION OF THE EQUATIONS OF MOTION 
FOR A SAILPLANE 
3.1. Introduction 
There are different types of equations of motion (EOM) 
for aircraft which are based on different assumptions. The 
commonly used point mass assumption is based on the fact 
that this assumption reduces the degree of complexity of the 
EOM, and yet the resulting simplified equations describe the 
performance of the aircraft very well. In addition to the 
point mass assumption, the following assumptions will be 
used here. 
1) The mass of the sailplane is constant. 
2) A flat Earth inertial reference frame is used. 
3) The gravity field is uniform. 
4) The flow is quasisteady. 
Quasisteady flow [24] assumes that the air flow around the 
aircraft changes instantaneously when the aircraft is 
disturbed from equilibrium. This assumption is only true 
for low Mach numbers. Fortunately, the speed of sailplanes 
is always within the range of low Mach numbers (<0.8). The 
EOM for sailplanes can be derived from Newton's Second Law 
of Motion, which states that the summation of all external 
forces acting on a body must be equal to the time rate of 
change of the momentum of the body. The effects of moments 
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acting on the body are not considered because of the point 
mass assumption. Moreover, the thrust effect of the engine 
is omitted since only the unpowered sailplane is considered. 
Several sets of EOM will be derived later, they are as 
follows: 
1) A three-dimensional general EOM in the presence 
of winds considering both time and range as the 
independent variable. 
2) Longitudinal EOM in still air: for the short-
landing problem. 
3) Longitudinal EOM in the presence of a 
sinusoidal vertical wind distribution: for 
the minimum altitude-loss and minimum time 
problems. 
4) Three-dimensional EOM in the presence of a 
vertical wind model that allows for a 
sinking zone around the core [4,5]: for 
essing mode flight. 
3.2. The Effect of Vertical Winds and the 
Apparent Gravity Acceleration 
With the presence of winds, one must consider two 
reference frames: the wind (moving) reference frame 
and the inertial reference frame Pj. The wind reference 
frame is referred to the atmosphere, and the inertial 
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reference frame is referred to a flat Earth. These two 
reference coordinates are shown in Figure 3.1 [25]. Let 
Z 
X 
Figure 3.1. The two reference coordinate frames [25] 
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be any vector with the components 
r = rj = 
rl. 
in Pj, r = r% = 
rw. 
•w. 
¥, 
in P. W 
The component of r-p in the direction of r^ is r_ cos(6..) 
j-i 
where 0^^. represents the angle between O^r^ and O^r^ , for 
i,j = 1,2,3. Therefore, vector r^ can be expressed by 
% " ^WI (3.2.1) 
where is called the transformation matrix for trans­
forming vectors from frames to Fj and 
cose^ cosG^g COSG^g 
^11 5,12 £13 
T A 
^WI cosGgi cosGgi cosGgg 
A 
^21 5-22 *"23 (3.2 
cosGgi COSGgg cosGgg £31 £32 £33 
By taking the derivatives on both sides of equation (3.2.1), 
one has 
(3.2.3) 
If L^j is not zero, then P^^ is rotating relative to (the 
•w 
direction cosines are changing with time). For the case 
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when of these two reference frames are not rotating relative 
to each other, equation (3.2.3) becomes 
^ ^ WI (3-2.4) 
Referring back to Figure 3'.I, the velocity and acceler­
ation of point P relative to Fj are 
VI - rj 
2 (3.2.5) 
where rj represents the position vector relative to Fj. As 
shown in Figure 3.1, r = r^ + r', and the following equation 
is obtained. 
= ^01 + ^ l' = ^ 01 + h' ".2.6) 
From equations (3.2.1) and (3.2.6) 
and from equation (3.2.4) 
(3.2.7) 
where is the velocity of 0^ relative to Fj. Apparently, 
VQ^  is the wind velocity vector W where 
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or 
0 
W = 0 
w(x,y) 
= w + ?if' ( 3 . 2 . 8 )  
The acceleration of point P relative to from equation 
(3.2.4) will be 
^ = ^WI w (3.2.9) 
Again, from equations (3.2.7) and (3.2.8), equation (3-2.9) 
becomes 
Sirr = v,T = W + r^T (3.2.10) 
where W is the acceleration of 0^ relative to Fj and is 
called the "apparent acceleration." Since W = [0,0,w(x,y)], 
it implies = C0,0,w(x,y)]. Here, w(x,y) is the "apparent 
vertical acceleration", and is given by 
Equation (3.2.10) can be stated as: the total inertial 
acceleration of point P is the vector sum of the acceleration 
of the origin of the moving frame and the acceleration of 
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point P relative to the moving frame. In our special case, 
equation (3.2.10) states that the total inertial acceleration 
of point P is the vector sum of the apparent vertical wind 
acceleration and the acceleration of point P relative to the 
moving frame. Note that the apparent vertical (wind) 
acceleration is in the gravitational direction with a 
magnitude of w(x,y). For convenience, one may combine both 
the gravity acceleration g and apparent vertical acceleration 
• * 
w(z,y) together into a new acceleration term, g' = g + w(x,y). 
As soon as g is replaced by g', one can formulate the EOM 
without considering the effect of the accelerating moving 
frame. In other words, due to the vertical wind, the 
gravity acceleration acting on the sailplane appears to have 
changed, since the moving frame, (relative to the 
reference frame, Pj)? is accelerating. With a vertical wind, 
w(x,y), the apparent gravity acceleration is given by 
g' = g + w(x,y) (3.2.12) 
The above statements can easily be shown by considering the 
two-dimensional balanced force diagram shown in Figure 3.2. 
From equation (3.2.10) the total inertial acceleration of 
the sailplane in the V direction is given by 
= V + ^ sin y 
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LIFT 
X (HORIZONTAL) 
DRAG 
1 
i , 
1 
I I 
Figure 3.2. Two-dimensional, force balance diagram for 
a sailplane 
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and from Newton's Second Law of Motion 
M(v + w sin y) = - D - g sin y 
or 
V D - (g + w) sin y 
D - g' sin y (3.2.13) 
That is, the gravity acceleration is changed by an amount 
of w(x,y), the time rate of change of the distributed 
vertical wind. However, the vertical wind gives no change 
on the expressions of velocity v and flight path angle y 
in the equations, because v and y are always referred to 
the atmosphere via the wind reference frame. 
3.3. Three-Dimensional EOM for Sailplane in the 
Newton's Second Law of Motion states that the external 
forces acting on a body must be equal to time rate of 
change of the momentum of the body. Therefore, by referring 
to Figure 3.3, the equations of translational motion in the 
directions of the three wind coordinates are accordingly 
obtained by: 
Presence of Vertical Winds 
V = - D - M(g + w) sin y 
Mv3 = L sin a 
• • 
Mvy = L cos a - M(g + w) cos y 
(3.3.1.a) 
(3.3.1.b) 
(3.3.I.C) 
DRAG 
LIFT 
X (HORIZONTAL) 
0. 
'."T 
Figure 3.3. Three-dimensional force balance diagram for a sailplane 
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where L = lift 
D = drag 
y = flight path angle, + when above the H.L. 
S = sideslip angle, + to the right 
a = bank angle, + for the right wing down 
It is also necessary to include the following three kinematic 
equations as part of the EOM: 
X = V cos g cos Y (B.S.l.d) 
y = V sin 3 cos y (S-S-l.e) 
z = - V sin y - w (S.B.l.f) 
where x, y, and z represent the three components of the 
position vector of a sailplane w.r.t. inertia! reference 
frame. The six variables, v, y, B, x, y, z, are called 
state variables because they define the state of the 
system. 
Sometimes, range x is considered as the independent 
variable instead of time t which is usually considered the 
independent variable. If so, the EOM becomes 
Mv = [- D - M(g + w) sin y]/v cos g cos y (3.3-2.a) 
Mvy = [L cos a - M(g + w)cos y]/ 
V cos g cos y (3.3.2.b) 
Mvg = L sin cr/v cos B cos y (3.3.2.c) 
y = tan B (3.3-2.d) 
z = - (v sin y + w)/v cos B cos y (3-3.2.e) 
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where "dot" represents the rate of change of state variables 
w.r.t. X; for instance, v = ôv/dx. 
2 Returning now to equation (3.3.1), since L = %pv SC^ 
and D = ^iPv^SCg. 
V = - fw ~ + w) sin Y : (3.3.3.a) 
~ 2§ cr - (g + w) cos y/v (3.3.3.b) 
3 = Il CL sin CT V (3.3.3.C) 
X = V cos 3 cos Y (3.3.3.d) 
y = V sin 3 cos Y (3.3.3.e) 
z = - V sin Y - w (3.3.3-f) 
Here, C^Cu) = C, (2 sin^ u-1) (3.3.3-g) 
max 
Equation (3-3.3.8) transforms the lift coefficient to a 
new unconstrained control variable u so that magnitude of 
C, will always be less than C, , the assigned maximum 
max 
value of C^. In other words, the control inequality 
constraint, 10^1 ^ C, , is eliminated by transforming the 
max 
control variable from to u. The drag coefficient, Cg, 
is a polynomial function of and is given by 
" ^1 * •^3^L 
Numerical values for Ag, and Ag will be given later 
32 
in each problem statement. Next, let n = Equation 
(3.3-3) then becomes 
V = - n - (g + w) sin y (3.3-4.a) 
y = n cos a - (g + w) cos y/v (3.3.4.b) 
g = n sin av (3-3.•^•c) 
X = V cos 6 cos y (3.3.4.d) 
y = v sin B cos y (3.3.4.e) 
z = - V sin y-w (3-3-4-f) 
n is called the aerodynamic parameter of a sailplane. 
Nondimensional parameters are usually used in solving 
aerodynamic problems. These nondimensional parameters, 
such as Reynolds number and Mach number, characterize the 
aerodynamic properties of the flow very well. The non-
dimensionalization or normalization of the EOM for aircraft 
is always desirable, because this nondimensionalization can 
restrict all of the nondimensional variables within the 
same range of magnitude. In other words, it provides 
computational accuracy and convenience. This is also true 
when applying either the interior or exterior penalty 
function methods (see Appendix A). It is easier to choose 
the penalty constants for eliminating the state inequality 
constraints and terminal state constraints if all the 
involved variables in the EOM are nondimensionalized. If 
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the superscript indicates the dimensional variables, 
then the nondimensionalized variables can be listed as 
follows : 
X = x/£ V = V T/£ 
y = y/& Y = Y 
z = z / £  B = 6  
t = t/T m = iii/M 
g = g = 1 p = 
n = 
where, Z = the specified characteristic length, ft 
T = A/g , sec 
M = 1 , slug 
The application of nondimensionalized variables will 
lead to a desired nondimensional EOM. For the purpose of 
demonstration, the procedure of nondimensionalizing 
equation (3.3.4.a) is shown as follows: 
(v) = - n - (g + w)sin Y 
=  ( g ^ w ) ^ . i n y  
V = - n Cg - (1 + w)sin Y (3.3.5»a) 
where w is the nondimensional time rate of change of vertical 
wind. Similarly, the rest of equations (3.3.4) become 
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y = n V cos a - (1 + w) cos a/v (3.3-5.b) 
g = Ti V sin a (3.3-5-c) 
X = V cos 6 cos Y (3.3.5.d) 
y = V sin g cos y (3.3.5.e) 
z = - V sin Y-w (3.3.5.f) 
For X as the independent variable, the equations are divided 
by equation (3.3-5.d) on both sides. Equation (3.3-5) then 
becomes 
V = -Cn Cg + (1 + w)sin y]/ 
V cos 3 cos Y (3-3-6.a) 
Y = [n cos a - (1 + w)cos y]/ 
P V cos 6 cos Y (3.3-6.b) 
B = ri sin a/cos g cos y (3-3.6.c) 
y = tan g (3.3.6.d) 
z = - (v sin y + w)/-v cos 3 cos y (3.3.6.e) 
The aerodynamic parameter, n, is equal to 0.019,160,15625 & 
for the Nimbus II sailplane. Here, the characteristic 
length, 2, is one of the parameters chosen for nondimen­
sionalization. A properly selected value of H is required 
for effective nondimensionalization. 
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3.4. Longitudinal EOM in Still Air: For the 
Short-Landing Problem 
The problem is now confined to two-dimensional or planar 
motion with no wind. By setting the sideslip angle g and the 
bank angle a both to zero, the resulting nondimensional EOM 
are obtained. 
v= - n &Q - sin Y (3.^.1.a) 
Y = n V - cos Y/V (3.4.1.b) 
X = V cos Y (3.4.1.0) 
h = V sin Y (3-4.l.d) 
Here, h represents the altitude of the center of gravity of 
the sailplane relative to the surface of the Earth. C^(u) 
and Cj^(u) have the same expressions as before. Note that 
time, t, is the independent variable. 
3.5. Longitudinal EOM in the Presence of a 
Sinusoidal Vertical Wind Distribution 
Since the vertical wind distribution, w(x), is a 
function of x, the range, x, will be considered as the 
independent variable. The EOM and the initial conditions 
are then given by 
V = - [n Cjj v^ + (1 + w)sin Y]/V cos y (3.5.1.a) 
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Y = [n v'^ - (1 + w)cos y]/v^ cos y (3.5.1.b) 
h = [v sin Y + w]/v cos y (3.5.I.C) 
where w(x) = sin 5 0 £ X <_ X f 
and w(x) = (—) w^ cos (j^)'Y cos y, 0 £ x <_ x^ 
is the nondimensional amplitude of the wind distribution, 
and x^ is a nondimensional specified horizontal distance to 
be covered for the flight relative to the wind reference 
frame. If the characteristic length, I, is chosen to be 
5c^3 then x^ = x^/l =1. 
3.6. Three-Dimensional EOM in the Presence of 
a Vertical Wind Model w(x,.y) Which Allows for 
a Sinking Zone around the Core: For Minimum 
Altitude Loss and Minimum Time Essing Mode Plight 
The EOM are identical to those of equation (3.3-6). A 
thermal model which allows for a sinking zone around the core 
is given by 
« . 5 O [1 - (5^+y^)/r<] 
-2,-2\/—2 ( 3 . 6 . 2 )  
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A similar one-dimensional thermal mode which allows for a 
sinking zone around the core was originated by Gedeon [4,5], 
and is modified to a two-dimensional model here. In 
equation (3.6.2), is the maximum thermal lift; 5c,y are 
the distances from center of thermal in two perpendicular 
directions; and R is the nominal thermal radius (see Figure 
3.4). 
w(x,y) 
-R 
-r 
Figure 3-4. The two-dimensional thermal model 
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The apparent vertical acceleration 
- dw _ dw dS 
^ dt dS dt 
= Il (is + yy)/s dS 
_ ^ (vx cos I cos Y + vy sin 6 cos y) 
dS S 
= -2(w + e (vx cos 3 cos y + vy 
+ vy sin 3 cos y)/f^ 
"• P —P —P 
where S Ex + y . If one nondimensionalizes the above 
thermal model by selecting the characteristic length, 
£ = r, one will have the following nondimensional thermal 
model 
2 2 
w = Cg e"(^ ^ [1 - (x^+y^)] (3-6.3) 
and the corresponding nondimensional apparent vertical 
acceleration 
.2,. 2 
w = -2[w + CQ ^][vx cos 3 cos y 
+ vy sin 3 cos y] (3-6.4) 
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4. MINIMUM LANDING-APPROACH DISTANCE 
4.1. Problem Statement 
The sailplane is commonly landed in a regular power-
plane landing pattern, the l80° side pattern, as shown in 
Figure 1.1. With too high an approach altitude, the pilot 
will usually edge out of the pattern a little to use up the 
excess altitude. The sideslip maneuver, as well as spoilers, 
may also be used. 
For the problem treated here, it is assumed that the 
sailplane approaches the landing strip in still air with 
too much speed, too much altitude, or both, to conduct a 
normal landing process. It is also assumed that the 
altitude of the sailplane at this time is too low for any 
kind of spiral or "go-around" maneuver. The problem then 
becomes an optimal control problem of finding the control 
function, lift coefficient Cj^(t), <_ t £ t^, so that the 
sailplane can be landed safely with the minimum landing 
distance. Alternatively, this is a problem of transferring 
the sailplane from the given initial state to the prescribed 
terminal state safely, without hitting the ground or 
reaching stall speed in a minimum distance. 
The problem is to be formulated as a problem involving 
only planar longitudinal flight ; therefore, the edge out and 
sideslip maneuvers will not be considered here. Equivalently. 
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it is intended to find the optimal trajectory for purely 
longitudinal motion. 
Since time, t, is the independent variable and the 
end time, t^, is unspecified, a new control parameter, a, 
is introduced by use of the transformation 
t = aT, 0£T< _ 1  (4.1 . 1 )  
Thus, the unspecified end time problem is transformed into 
a fixed end time problem. However, this transformation 
will affect the state equations (EOM), since the first 
derivative of state variables of the original state 
equations are relative to the independent variable t. 
Referring to equation (3.4), there are four nondimensional 
variables (identified with no overscript ): velocity, 
V, flight path angle, y, altitude, h, and distance, x. 
The specified initial and terminal states are listed 
in the following problem statement. Naturally, both the 
velocity and altitude are expected to be decreased at 
the terminal time. The zero flight path angle, y, at the 
end time, x = 1, is specified so that a smooth touch down 
will follow. Two state variable inequality constraints 
(SVIC) are imposed: v ^  ^stall ~ M/S and h ^ h^^^ = 0. 
Vstaii represents the nondimensional speed, and the 
constraint h > 0 is included to prevent the sailplane from 
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hitting the ground. The control variable, C^(T), is to be 
bounded : 
-Cy < C, < C, (or [C,I < C, ) (4.1.2) 
^max - L - L' - L^^x 
This control variable inequality constraint (CVIC) can 
be easily enforced by using the transformation 
CT(u) = Cy (2 SIN^ U(T) - 1) (4.1.3) 
max 
Here, U(T) is a new control variable which replaces CJ^(T) 
so that the CVIC, (4.1.2), will be satisfied during the 
whole landing maneuver. 
Cjj(u) = + AgC^ + A.C^Z (4.1.4) 
Here, A^, A^ and Ag are constants appropriate for the 
Nimbus II sailplane. 
The optimal control problem can now be stated as 
follows. Find the optimal control function, U(T), 
0 < T < 1, and the control parameter, a, which minimize 
J = 
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a V cos Y d.T (4.1.5) 
0 
subject to the nondlmensional state equations 
^ = - a(ri - sin y), v(0) = 25/-/^ (4.1.6) 
^ = a(n Y - cos Y/V)5 Y(0) = - 0.02 rad (4.1.7) 
^ = a V sin y, h(0) = 50/1 (4.1.8) 
with the terminal state constraints 
= v(l)/v^ - 1 = 0 (4.1.9) 
= Y(1) - Yf = 0 (4.1.10) 
ip^ — h(l)/h^ — 1 = 0 (4.1.11) 
and the state variable inequality constraint 
^stall = 18 m/s (4.1.12) 
(1.1.13) 
where 
CL(u) = C, (2 sln^ u - 1) 
max 
=D<"' = + A3 
n = ^ p (Ë=) s I = 0.019,160,156,25 I 
mg 
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= 23 m/s 
Yf = 0 
hj. = 5 m 
and where, C- = 1.671 . 
max 
= 0.018,556 
Ag = -0\0t9^652 
A_ = 0.022,288 
£ = 1000 m 
n = (==r is the nondimensional aerodynamic parameter for 
PS S 
sailplane Nimbus II. It is a function of wing loading 
mg/S. The overscript represents the dimensional 
variables that are to be nondimensionalized. 
By using the integral interior penalty function method 
[26,27,28], one cal eliminate the two SVIC (4.1.12) and 
(4.1.13) by just adding the two integrals 
1 1 
3^ 
k. 
dx 1 / dx 
to the original performance index. The new performance 
index then becomes 
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J = 
1 1 
f , 1 f dT 
a V cos y dx + T— < 
0 '^1 \ ^  1 
+ 
1 
1 f dr 
"stall 
^2 J^ h - h^ln 
while the rest of the problem statement remains unchanged. 
As mentioned in the previous chapter, the purpose of doing 
this is to enforce the SVIC 
by systematically increasing the positive penalty constants, 
and for each following unconstrained subproblem. 
Implementation of the penalty function method, however, will 
increase the sensitivity of the problem. However, it is a 
relatively good way to obtain satisfaction of the SVIC. 
Besides, it is necessary that one must begin the computation 
with a feasible control function. That is, the SVIC must be 
satisfied by the nominal state which is generated by the 
nominal control. Sometimes, this feasible nominal control 
is very difficult to obtain. 
4.2. Singular Arc Analysis 
Analytical solutions to optimal control problems (OCP) 
are always desired because the analytical solution is clear 
in expression and analyzable. Unfortunately, most OCP are 
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nonlinear, and analytical solutions are almost always too 
difficult to obtain. This is especially true if path 
constraints and control parameters are involved. Numerical 
optimization techniques are, therefore, applied to solve 
most OCP. However, a nonlinear OCP can be linearized about 
certain reference trajectories, and nearly all linear OCP 
have analytical or more readily computable solutions. 
Solutions of the linearized OCP sometimes may be used as 
approximate solutions to the nonlinear OCP. This analysis 
also allows one to gain some additional Insight into the 
properties of the solution of the original OCP. 
Sometimes, the performance index of a linear OCP does 
not contain the control variable. In this case, which is 
often encountered in application, the problem is called a 
singular arc problem. A singular arc is an extremal arc 
(which will be discussed in Section 5.3) along which the 
matrix is singular. That is, the Legendre-Clebsch 
condition, ^ 0, is satisfied, but the strengthened 
Lengendre-Clebsch condition, > 0, is not. Here, H is 
2 2 the Hamiltonian function and H^^ = 3 H/3u . Whether or 
not the singular arc can be an optimizing arc has therefore 
to be determined by an additional necessary condition, the 
generalized convexity condition [29,30,31]. This condition 
is given by 
(-l)k 3_[(d_j2k k . 0.1,2,... (4.2.1) 
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Unfortunately, for this problem. Inequality (4.2.1) Is 
satisfied only under a very unrealistic condition. Although 
a discussion of this phenomenon Is worthwhile, further 
Investigation of the problem will not be necessary. The 
detailed singular arc analysis (SAA) will be discussed in 
Section 5.3, and only a rough Introduction to SAA will be 
presented here. 
A reasonable choice for reference trajectory for the 
linearization of sailplane problems is the equilibrium glide. 
These require zero time (or range) rate of change of state 
variables, v and y. They are the constant rate of sink 
trajectories (see Appendix B). By linearizing the state 
equations (4.1.2 - 4) about an equilibrium glide, v^, 
and CT , and by expanding the performance index (4.1.5) in 
o 
a Taylor series through second-order terms, the approximate 
problem can be stated as follows. Find the control function 
u = ôC^(t)-, 0 T </l, which minimizes 
1 
X Ax]dT (4.2.2) 
0 
subject to 
X = Fx + Gu (4.2.3) 
with boundary conditions 
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x(0) = = 
Vj-To 
Yl-To , and x(l) = X = -Yn (4.2.4) 
where x = [v-v^, Y-Y^, h-(h^+a sin 7^)%] = C'v, ôy, 6h] 
and 6CT = CL-Cy . The estimate of the minimum landing li L 
* * distance will be J = av^ cos y^ + ôJ , where a cos y^ 
is the value of performance index of the nonlinear OOP at 
the equilibrium glide condition. Matrices a and A contain 
the first- and second-order partial derivatives, 
respectively, of the performance index integrand with 
respect to the original state variables and are evaluated 
on the equilibrium glide. Matrices P and G are defined by 
_ 9f ^ \ n _ af 
"o - "L - -o 
F E (%. , C, ) and G = gg (x^, ). Here, f is the 3x ^"o* L, 
right-hand side expression of dynamic equations, 
X = f(x,u,T), equations (4.1.6-8), and L is the integrand 
of the performance index, equation (4.1.5). 
The generalized convexity condition can be easily 
found to be of the form 
G^AG > 0 (4.2.5) 
This relation will be satisfied if A is positive semi-
definite. Thus, equation (4.2.5) is satisfied if the 
inequalities 
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All 0, Aii,Ai2 
^21'^22 
i 0, ^22*^12*^13 — ^ 
^21'^22»^23 
^31'^32'^33 
(4.2.6) 
are satisfied, where 
0 , -a sin y , 0 
2 A = -a sin a, -a v cos y, 0 (4.2.7) 
0 0 0 
and the subscripts denote the elements of the matrix A. 
This is the Sylvester Criterion for positive semidefinite-
ness of a quadratic form [32]. As can be seen from equation 
(4.2.6), the criterion holds only when y^ = 0. This implies 
a "straight and level" reference equilibrium glide 
trajectory. Obviously, such a reference equilibrium glide 
trajectory does not exist, because it holds only in the 
limit as the lift-to-drag ratio approaches infinity. 
Therefore, the minimum landing-approach distance 
problem can not be approximated by singular arc analysis 
(at least not for the equilibrium glide reference trajectory 
considered here). It can also be said that if minimum-
landing distance is the goal, any glide trajectory which has 
a fixed landing distance may not be a good reference 
trajectory for linear/quadratic analysis. 
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4.3. Computational Results: A Combined Projected 
Gradient/Penalty Function Approach 
This gradient projection method was implemented with 
conjugate gradient directions of search, as referred to in 
Appendix A. The conjugate gradient cycle is set up with a 
first step of negative projected gradient direction of search 
followed by two steps of conjugate gradient directions of 
search for each cycle. Each direction of search requires the 
use of a one-dimensional minimization technique to find the 
optimal step-size parameter. The one-dimensional minimiza­
tion was carried out by using a quadratic interpolation 
scheme. All integrations are performed using a standard 
fourth-order Runge-Kutta method with the integration interval 
divided into 100 segments. The type of computer used here 
is an IBM 370/158, and double precision arithmetic is used 
for all the calculations in this thesis. 
Table 4.1 presents all the necessary data that illus­
trates the process of obtaining the optimal solutions. 
There are three subproblems involved. The penalty 
constants and kg are increased by a factor of five for 
the subsequent subproblems. In Table 4.1, a "step" is 
T defined whenever an optimal control w = [u*, a*] for each 
direction of search is reached. Each function evaluation 
requires a forward integration of six first-order differ­
ential equations (four state equations and integral 
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Table 4.1. Results for minimum landing-approach distance 
problem 
Subproblem 12 3 
Penalty constants 
200 1000 5000 
kg (h > 0) 200 1000 5000 
Penalty function value 
0.05645 0.01262 0.00335 
Penalty function value 
(for h > 0) 0.18858 0.03765 0.00752 
No. of steps 84 
No. of function 
evaluations 549 
CPU time (seconds) 578.13 
Landing time (seconds) 65.094 
30 
27.92 
65.092 
70 
57.13 
65.090 
Landing distance 
(meters) 1323.55 1321.36 1319.99 
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evaluations for the two interior penalty functions) and a 
backward integration of nine first-order differential 
equations, equation (A.2.22). 
It can be seen from Table 4.1 that the program started 
out with penalty constant values (k^ and kg) which may have 
been too high. This results in excessive effort for the 
first subproblem. As shown in Table 4.1, the first sub-
problem took 84 steps to converge, and the second and third 
subproblem did not contribute much improvement to the solu­
tions. Probably, a slightly better solution may be reached 
if the penalty constants (k^ and k^) were not equally 
weighted; perhaps, kg must be weighted more than k^ since 
a lower overall altitude could generate a better solution 
(see Table 4.1). 
As mentioned in Chapter 1, a highly oscillatory 
trajectory for the optimal solution is expected. This 
trajectory features a continuing interchange of potential 
energy (PE) and kinetic energy (KE). Since energy can only 
be dissipated by friction forces (drag), the dissipation 
energy is proportional to the length of the flight path 
covered by the sailplane. That is, the longer the flight 
path covered by the sailplane, the more energy will be 
consumed. Since the shortest landing-approach distance is 
desired, a highly oscillatory solution trajectory can be 
anticipated. Although there are many inequality constraints 
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that may affect the solutions, the trajectory must still be 
oscillatory. The following results indicate that this 
observation is correct. 
From Figure 4.1, it is interesting to observe that the 
optimal trajectory can be logically divided into three 
steps. 
1) Reduction of the speed: By a sharp climb, 
followed by a deep dive and then a pull-up again 
approximately to the initial altitude, the 
initial speed is reduced to almost the stall 
speed. 
2) Reduction of the altitude: By a sequence of 
descending oscillatory motions, the altitude 
of the sailplane will be reduced to almost 
the final altitude. At the end of each 
repeated intermediate climb, the stall speed 
is nearly reached. 
3) Meeting the terminal requirements: The final 
step is made by a deep dive to meet the 
prescribed terminal state conditions. 
These steps may be different when the initial or the 
terminal conditions change; however, the same flight pattern 
remains. It is understandable that in order to complete a 
short landing one has to reduce the speed, altitude and meet 
the required terminal conditions. To reduce the speed one 
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Figure 4.2. Optimal lift coefficient and flight path angle histories 
for the minimum landing-approach distance problem; 
C, = 1.671 
max 
56 
has to do It in the beginning since at this time the altitude 
of the sailplane is the highest, and that permits a large-
amplitude oscillatory motion. Besides, the speed must be 
slowed from the beginning so that the sailplane will not 
travel fast in the direction of the landing-approach. Once 
the speed is reduced, a continuous, careful, altitude-
reducing oscillatory motion can be expected. Figure 4.3 
shows the relation between the consumption of energy by the 
friction of the air and the landing distance. The energy 
consumed has a nearly linear relation with landing distance 
except for the first 15^ of the landing distance (the period 
of the speed-reducing step). During this period, the energy 
consumption rate is a little higher. One may ask why this 
larger rate can not be sustained during the whole landing 
flight. One reason is that the altitude of the sailplane 
keeps decreasing and does not allow one to do this kind of 
maneuver throughout the whole landing period. Another 
reason is that the energy consumption rate is not the main 
concern; the shortest landing-approach distance is the main 
concern. Recall that the performance index which is being 
minimized is the landing distance and not the negative 
energy consumption rate. However, it would be interesting 
to compare both performance indexes and see the difference. 
This alternate problem statement will be listed in Appendix 
C for future research. 
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5. MINIMUM ALTITUDE-LOSS FLIGHT THROUGH A 
PRESCRIBED VERTICAL WIND DISTRIBUTION 
5.1. Problem Statement 
The problem discussed in this chapter is a problem of 
finding the optimal flight pattern in the presence of a 
sinusoidal vertical wind distribution so that altitude-loss 
is minimized. This problem may also be referred to as an 
optimal dolphin soaring (ODS) problem with the altitude-loss 
to be minimized. 
The control variable, C^, is again bounded by using the 
2 transformation, C,(u) = Cy (2 sin u-1). The constrained 
max 
control function C^ is then replaced by the new unconstrained 
control function u(x). The purpose of choosing a sinusoidal 
vertical wind distribution has been discussed in Chapter 1 
and will not be discussed here again. There are two 
advantages gained by considering the downrange distance x 
as the independent variable. One is the reduction of a 
third-order dynamic system to a second-order dynamic system 
in the optimal control problem formulation, and the other is 
the ease of implementing the wind distribution, since the 
wind distribution is a function of x. However, this change 
will increase the sensitivity of the problem, because the 
state equations are divided by v cos y (see Chapter 3). 
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According to equation (3-5.1.c), the rate of change of 
altitude with respect to x is 
lot . h(o) = o 
The minimum altitude-loss problem is to maximize the final 
altitude h(l) of the sailplane. Therefore, an equivalent 
problem is to minimize 
J — — 
1 
V sin Y + w 
V cos Y 
0 
dx (5.1.1) 
At high speeds, the long slender wings of a sailplane can 
flutter. Flutter is an aeroelastic instability which can 
cause catastrophic structural damage. It is necessary, 
therefore, to limit the maximum air speed attained by the 
sailplane during any maneuvers. Therefore, both of the 
following SVIC must be satisfied: 
^ 2 ^stall = (5.1.2) 
and 
V < %ax = 70 m/s (5.1.3) 
^max FGPresents the maximum speed (flutter speed) allowed 
for the sailplane. The numerical values chosen in (5.1.2) 
and (5.1.3) apply to the Nimbus II. Using the integral 
interior penalty function again, the performance index 
becomes 
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J — — 
y sin y + w(x) 
V cos Y 
dx + ^  
^1 
dx 
0 y - 1 
stall 
_ dx 
i max 
The altitude inequality constraint h _> 0, is no longer 
needed here since it is assumed that the sailplane is flying 
at a high enough altitude to not worry about hitting the 
ground. The optimal control problem can now be stated in 
dimensionless variables as follows: 
Find the control function u(x), 0 _< x £ 1, which minimizes 
^ = - f ' ^ IT f 
0 ^ 0 y 
dx 
- 1 
stall 
K, 
dx 
0 : 
V 
V 
max 
subj ect to 
= - [n Cp + (1+w) sin y]/v cos y, v(o) = 
= [n - (l+w) cos y]/v- cos y, y(o) = y^ 
with the terminal state constraints 
= v(1)/Vq -1 = 0 
4)^ = yd) - y^ = 0 
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where 
w(x) = sin (2ïïx) , 0 x ^  1 
"(X) = G • I 
= 2tt cos (27rx) v cos y , 0 _< x £ 1 
and again. 
C,(u) = C, (2 sin^ u-1) 
max 
Cj,(u) = + AjOj_ + 
n = I" P (|g-) g x^  = 0.01916015625 Xj 
where 
C, =1.4 
max 
= 0.018,556 
Ag = -0.009652 
A. = 0.022288 
5c^ = 1000 m 
is the nondimensional amplitude of the sinusoidal wind 
distribution. For the fixed initial and terminal states, 
the minimum altitude-loss equilibrium glide (still air) 
values are used: they are 
v(0) = v(l) = Vg = 28.1676 m/s 
y(0) = yd) ~ YQ = -0.091056 rad. 
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5.2. Computational Results 
Five different cases are to be presented in the 
following discussions; they are: 
ODSl. Specified initial state, 
0DS2. Free but equal initial and final states, 
0DS3. Effect of wind amplitude, 
0DS4. Effect of varying the final range, 
0DS5. Effect of wing loading. 
Since the nominal control in some cases will be the 
optimal control from one of the previous cases, it will not 
be necessary to list the CPU time, number of steps, and 
number of subprograms, etc., for comparison. However, the 
other comparisons will be shown clearly in diagrams and 
discussions. 
5.2.1. Specified initial state 
The initial and final state are fixed and equal, and 
are given by 
v(0) = v(l) = 28.1676 m/s 
Y(0) = Y(1) = -0.019106 rad. 
which are the minimum altitude-loss equilibrium glide 
conditions for the Nimbus II (see Appendix B). The vertical 
wind amplitude is chosen as 
= 2 m/s 
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Two inequality constraints are imposed: 
and 
CLl < C, =1.4 
^ - ^max 
The flutter speed constraint, v <_ =70 m/s, is not 
imposed because it is not active on the optimal solution 
for this case. The computational results for the optimal 
h(x), and C^(x) are shown in Figures 5.1 and 5.2, 
respectively. 
By analyzing the optimal trajectory carefully, it is 
interesting to find that it can be divided into three 
parts: a sharp climb, a C- = C, arc, and a deep dive 
max 
required to meet the terminal state requirements. These 
will be discussed in detail as follows. 
1. A sharp pull-up: It is natural that the sailplane 
must gain as much height as possible in the 
updraft region of the wind. This portion of the 
optimal trajectory will end at either the time 
when CT = or the sailplane reaches the 
max 
stall speed. This phase takes approximately 15% 
of the entire range of the wind distribution which 
is shown in Figure 5.3. 
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Figure 5.1. Trajectories for minimum altitude-loss problems 
with initial state specified (ODSl) or not 
specified (0DS2) 
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Figure 5.3. The sinusoidal vertical wind distribution 
2. A C, = C, arc: It is a continuation of the 
max 
first phase. This constrained phase will last 
as long as the updraft vertical wind is strong 
enough to sustain C, = . This phase is 
max 
located in the best region of the wind: from 
X = 0.15 to X = 0.35. Obviously, a higher 
C, setting should lead to a higher altitude 
max 
gain in this phase. Or, a lower stall speed 
^stall should yield a higher altitude gain. 
Note that the speed V Increases from I8.3 m/s 
(x = 0.15) to 20 m/s (x - 0.25) and then drops 
to 18.3 m/s (x = 0.35) again. Since w(x) is 
increasing during x = 0.15 to x = 0.25, It is 
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understandable that (by keeping CL = C, ) an 
max 
increase in speed V will result. However, in 
the region x = 0.25 to x = 0.35» the speed v 
decreased, since the wind strength decreased. 
This effect can also be Justified by-
examining the dynamic equations of motion of 
the sailplane. However, this approach is 
slightly more complicated and will not be 
discussed here. The point x = 0.25, which is 
the point of maximum wind strength, is 
approximately a local maximum point for speed 
of the sailplane and is approximately an 
inflection point for the oscillatory optimal 
trajectory of the sailplane in this region 
(x = 0.25 to X = 0.35). 
3. A steep dive and subsequent climb to meet the 
terminal state constraints: The dive is made 
to get out of the sinking zone of the wind 
distribution as quickly as possible. The 
satisfaction of the terminal state require­
ments and the minimum altitude-loss are the 
two basic considerations for determining the 
depth of the dive. 
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The optimal altitude-loss for this case is found to 
be 12.1876 m. However, a higher or lower initial speed 
may or may not guarantee a better result. For a higher 
initial speed, the sailplane may not soar as high as the 
advantage of the updraft wind provides, and may then have 
to dive lower to meet the higher required terminal speed. 
This may turn out to yield a worse result. For a lower 
Initial speed, the sailplane may attain stall speed too 
soon and therefore may soar as high as possible. 
There is a significant improvement for the optimal 
altitude-loss for this case: 12.1867 m, as compared 
with 19.1056 m, the minimum altitude-loss of equilibrium 
glide in still air. 
5.2.2. Free but equal initial and final states (0DS2) 
The optimal initial (or final) speed is found to be 
approximately 1 m/s higher than that of the previous case, 
and the optimal initial flight path angle is approximately 
0.07 rad higher, too. These both result in a slight 
altitude-loss improvement of 0.2 m (approximately). The 
comparisons are shown in Table 5-1. The improvement in 
altitude loss is probably as small as it is because the 
initial speed for 0DS2 (29-38 m/s) is so close to that for 
ODSl (28.17 m/s). 
Table 5.1. Results for ODSl, 0DS2 and 0DS3 
W^ , M/S 8VIC& V(0)=V(1), M/S Y(0)=Y(1), Rad AH^ , M 
ODSl 2 V > 18 M/S 28.168 -0.019.11 -12.1867 
0DS2 2 V ^  18 M/S 29.384 0.05106 -12.0122 
0DS3 5 V ^  18 M/S 31.899 0.05281 +5.1580 
^Velocity state variable Inequality constraint active on the optimal 
trajectories. 
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The additional complexities of the problem (0DS2), 
caused by setting the initial and final states free (but 
equal), may also affect the results. With the initial and 
final states free, the control parameters (the unspecified 
initial state) appear both in the terminal state constraints 
(TSC) and in the initial conditions of the equations of 
motions, and 0DS2 becomes more sensitive. That is, these 
additional complexities will make it more difficult to 
converge to the optimal solution in the case of 0DS2. In 
other words, a lesser degree of convergence of the solution 
for 0DS2 may be obtained when compared with that for ODSl. 
The treatment of unspecified initial state and control 
parameters appearing in TSC have been shown in Appendix A. 
The optimal trajectory (see Figure 5.1) is almost the same 
as that for ODSl except for a higher altitude gain in the 
updraft wind portion and a lesser diving depth in the 
sinking region. The higher initial speed allows the sail­
plane to have a larger and sharper climb without reaching 
the stall speed or C? = Cy . However, a high altitude 
max 
gain in updraft wind portion does not necessarily imply a 
lesser altitude-loss at the end, since 0DS2 has a higher 
final speed to be met and this results in a lesser diving 
depth than that for ODSl to be made at the end. 
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5.2.3- Effects of wind amplitude (0DS3) 
The initial and final states again are free and equal. 
But, with a different wind amplitude = 5 m/s, an entirely 
different result is obtained as may be noted in Table 5.1. 
The optimal initial speed increased by 2.5 m/s; the 
initial flight path angle changed from positive 0.051 rad 
to negative -0.0528 rad; and the final altitude improved by 
17.16 m. Obviously, higher wind amplitudes lead to signifi­
cant altitude gains. Note that the total (kinetic) energy 
of the sinusoidal vertical wind distribution (for both 
cases) is equal to zero. However, the case with a higher 
wind amplitude results in better performance. That is, the 
more the amplitude is increased, the more the energy of the 
wind can be utilized by the optimal motion of the sailplane. 
This confirms the possibility of dolphin soaring. In the 
next section, it is shown that an increased frequency of 
the wind, with the same wind amplitude, may contribute a 
similar improvement in the final altitude of the sailplane. 
As shown in Figures 5-^ and 5.5, the optimal trajectory 
again may be divided into three parts: a sharp climb, a 
CL = Cj phase, and the final phase of a deep dive and 
max 
meeting the final requirements. However, to avoid reaching 
the C, = C- constraint too soon during the first phase, 
max 
C^(x) is reduced rapidly in the beginning (see Figure 5.5). 
The second phase of = C, lasts longer than in the case 
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of 0DS2. Besides, with the help of the strong vertical 
wind, the sailplane soars much higher than in the case of 
0DS2. In the third phase, an oscillatory motion occurs in 
the optimal Cj^(x) history between x = 0.4 and x = 0.5 
(Figure 5.5). The quick decrease of C^^x) between x = 0.4 
and X = 0.45 results in a motion of fast decreasing negative 
rate of change of altitude, h. Since it is the time to end 
the climb and get ready for the dive, this fast decreasing 
h will end the climbing immediately. In order to meet the 
terminal state constraints, the speed of the final phase is 
maintained around 30 to 37 m/s, and this fast decreasing 
negative h must therefore be slowed down by a sudden increase 
of Cj^(x) between x = .45 and x = 0.50. 
In summary, the results show the possibility of dolphin 
soaring. That is, the higher the amplitude of an oscillating 
vertical wind, the more energy can be extracted from the wind 
to sustain cross-country flight. 
5.2.4. Effects of varying the fixed range (0DS4) 
By shortening the fixed range by 50^ (0DS4) to 500 m 
(one only has to change the input parameter n and 5E^ in the 
wind distribution), 'approximately the same optimal flight 
pattern as that for 0DS3 was expected. Recall that the 
pattern obtained for 0DS3 consisted of soaring up first to 
gain altitude in the lift region and then diving later to 
get out of the sinking region fast and to meet the final 
7 5  
boundary conditions. However, the results for 0DS4 are 
surprisingly and entirely different from what had been 
expected. They are shown in Table 5.2 and Figures 5-6 and 
5.7. According to these results, one has for the optimal 
trajectory: 
1) a higher initial speed, 
2) a different initial flight path angle, 
3) a much better altitude gain, 
4) a different velocity SVIC active on the optimal 
trajectory (limit on maximum speed). 
5) an "opposite" trajectory: a dive-first-climb-later 
flight pattern. The diving is to build up the kinetic 
energy and then to convert it to potential energy for 
altitude gain and meeting the final B.C. and, 
6) a different optimal control C^(x). 
In 0DS3, a larger (double) range, x^ = 1000 m, enables 
one to soar up as high as necessary in the lifting region 
with the proper initial conditions. However, this is no 
longer efficient for the shorter range of x^ = 500 m, since 
the initial conditions are free, and a higher initial speed 
may generate a better result in this case. The results 
show that a much higher initial speed and a diving-and-
pull-up flight pattern do generate a much better solution 
in this case. One may ask, "Why not do these again in 
0DS3?". As discussed in Section 5.2.1, for a longer range 
Table 5.2. Results for 0DS3 and 0DS4 
x^, M W^, M/S SVIC^ V(0) = V(l), M S y(0) = ?(!), Rad Ah^, M 
0DS3 1000 5 V > 18 M/S 31.899 -0.05281 5.1580 
0D84 500 5 V < 70 M/S 55.011 -0.6286 23.0983 
^Velocity state variable Inequality constraint active on the optimal 
trajectories. 
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a higher initial speed does not necessarily guarantee a 
higher altitude gain since the sailplane may not stay as long 
as possible in the lifting region. Besides, a dive-first 
flight pattern may hit the SVIC v ^ 70 m/s early so that 
deep diving will not be possible. Note that the active 
SVIC for each case are different. 
Since the result for = 500 m is so unexpected, it is 
desirable to have additional solutions, say for 500 ra < < 
1000 m, to show the "continuity", or "discontinuity", of 
changing from one trajectory type to the other. Moreover, 
there is a possibility that two different trajectory-type 
solutions, which are generated by two different nominal 
controls may exist for a certain prescribed range. By 
carefully using the previous optimal control for a certain 
trajectory-type as the feasible nominal control of the next 
neighboring prescribed range, one may be able to obtain the 
solution which has a similar trajectory type to that for 
the previous case. 
By continuously applying this technique, two more 
solutions (for x^ = 750 m and = 500 m) for the 1000-type 
trajectory (climb—first and dive-later) and one more 
solution (for x^ = 625 m) for the 500-type trajectory (dive-
first and climb-later) are successfully obtained, and the 
results are shown in Tables 5-3 and 5.4. A feasible nominal 
control of the 500-type trajectory for x^ > 625 m has not 
Table 5.3. Comparisons of results for 1000-type (cllmb-flrst and dive-later) 
trajectories 
x^, M W^, M/S SVIC^ V(0) = V(l), M/S Y(0) = Y(1)> Rad Ah^, M 
1000 5 V > 18 M/S 31.899 0.05281 5.1580 
750 5 V > 18 M/S 31.518 -O.OO889 -4.4543 
500 5 V > 18 M/S 30.940 0.00389 -4.4523 
^Velocity state variable Inequality constraints active on the optimal 
trajectories. 
Table 5.3. Comparisons of results for 1000-type (cllmb-flrst and dive-later) 
trajectories 
x^, M W^, M/S SVIC^ V(0) = V(l), M/S Y(0) = yd), Rad Ah^, M 
1000 5 V > 18 M/S 31.899 0.05281 5.1580 
750 5 V > 18 M/S 31.518 -0.00889 -4.4543 
500 5 V > 18 M/S 30.940 0.00389 -4.4523 
^Velocity state variable Inequality constraints active on the optimal 
trajectories. 
Table 5.4. Comparisons of results for 500-type (dive-first and climb-later) 
trajectories 
XJ., M M/S SVIC& V(0) = V(l), M/S Y(0) = y(l), Rad Ah^, M 
625 5 V < 70 M/S 53.253 -0.5285 11.2833 
500 5 V < 70 M/S 55.011 -0.6205 23.0983 
^Velocity state variable inequality constraints active on the optimal 
trajectories. 
82 
yet been generated. A 500-type trajectory solution for 
= 750 ra might still exist, but further testing was 
restricted because of limited computer funds. However, the 
dive-first flight pattern for a longer distance, such as 
x^ = 1000 m, may not exist, since for such a long prescribed 
range with a dive-first flight pattern the sailplane will 
reach the velocity SVIC, v < v^^^ = 70 m/s, early in the 
beginning of the lifting wind. In order to keep the speed 
less than 70 m/s in the lifting wind region (perhaps in a 
region of increasing lifting wind), the sailplane must 
climb, and the solution may easily converge instead to the 
climb-first trajectory-type solution. For a weaker wind 
amplitude, say = 2 m/s, of a sinusoidal vertical wind, 
the dive-first flight pattern may produce a worse final 
altitude loss. 
From Table 5-3 (for the 1000-type trajectory), as x^ 
is shortened, the initial speed is relatively decreased so 
that the sailplane may have much time to soar in the 
lifting wind for a. shorter prescribed range. For a shorter 
prescribed range, the sailplane cannot climb as high as 
that for a longer prescribed range. A slightly different 
flight pattern for 3E^ = 750 m is shown in Figure 5.8. It 
has the three phases: gain height, build up speed, and 
maintain an almost constant speed. The optimal trajectory 
for = 500 m will not be shown since it is similar to 
20.1 M/S 
18 . 2 ,  
Vq = = 31.52 M/S 
= Yf = -0.00889 RAD 
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Figure 5.8. Trajectory for minimum altitude-loss problem with prescribed range 
= 750 m, = 5 m/s, and free but equal Initial and final states 
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that for = 750 m except for a higher oscillatory motion. 
That is a the x^ = 500 m solution exhibits a smaller 
altitude gain in the beginning, a deeper dive, and then a 
slightly higher climb to meet the final conditions. These 
are all because of the shorter prescribed range. For a 
shorter prescribed range, the sailplane cannot climb so 
high as that for = 750 m and has to dive deeper to build 
up the speed so that the sailplane can meet the final 
conditions and still minimize the final altitude loss. The 
basic three phases for x^ = 750 m remain almost the same 
as for x^ = 500 m; however, for a higher oscillatory motion, 
the speed during the third phase remains in the interval 
29 to 40 m/s. This is a larger speed range than for x^ = 
500 m; however, during the last 30% of the range, the 
speed is almost constant at 30 m/s. This is the same 
constant-speed phenomenon as that observed for x^ = 750 m. 
From Table 5.4 (for 500-type trajectory) as 5c^ is increased 
from 500 m to 625 m, the optimal initial speed and the 
diving depth of the sailplane are each decreased. Thus, 
the sailplane does not reach the velocity SVIC, v £ v = 
70 m/s, as soon. This results in a much smaller final 
altitude gain. 
Two optimal trajectory types do exist for one pre­
scribed range (x^ = 500 m). However, the 500-type 
trajectory does provide a much better altitude gain than 
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that for the 1000-type trajectory for = 500 m. Although 
a 500-type solution for = 1000 m has not been obtained 
and therefore cannot be compared with that of the 1000-type, 
one still can see (from Tables 5-3 and 5.4) that the 1000-
type trajectory (for x^ = 1000 m) may produce a better 
result. As x^ is increased from 500 m to 625 m, Ah^ 
decreases sharply from 23.0981 m to 11.2833 m; therefore, 
one may tentatively conclude that this 500-type trajectory 
may not even exist or may have a smaller altitude gain or 
bigger altitude loss when compared with that for 1000-type 
solution (Ah^ = +5.158 m) for the prescribed range 
x^ = 1000 m. 
These two types of flight patterns, climb-first or 
dive-first, seem to be the only two logical existing 
extrema for a sinusoidal vertical wind distribution. 
However, it would be worthwhile to derive sufficient 
conditions for a local minimum for the class of problems 
and to test each of the two trajectory types found here. 
This section shows the important results that a higher 
frequency of sinusoidal vertical wind may provide a better 
condition for optimal dolphin soaring. In addition, it 
appears that more than one extremal trajectory exists, at 
least for some values of x^. 
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5.2.5. Effects of wlng-Toadlng (OPS5) 
The wing-loading m^s (= 288 N/m^ or 6.03 Ib/ft^ for 
the sailplane Nimbus II) is contained in the aerodynamic 
parameter of the dynamic equations, which is 
Ti = I" pg5c^/ (mg/s ) 
= 0.01916015625 
If the wing-loading is increased by 15%, the aerodynamic 
parameter n becomes 
ri = I" pgx^/(1.15 X mg/s) 
= 0.01666000543 
The computational results are shown in Table 5-5 and in 
Figures 5.9 and 5.10. 
Table 5.5 does not provide a "fair" comparison between 
0DS3 and 0DS5, since the initial states for both cases are 
not identical. However, the difference is so small that 
Table 5.5 still shows a comparison of final altitude gain, 
Ah^, very well. The difference in Ah^ for these two cases 
is approximately four meters. However, if the initial 
states for both cases are identical, the difference in Ah^ 
may be larger, since the higher initial speed of 0DS5 may 
allow a larger altitude gain. The optimal trajectories for 
both cases are very similar and close to each other. 
However, the optimal trajectory for ODS5 is steeper as 
might be expected for a heavier sailplane. 
Table 5.5. Effects of wing-loading 
W^, M/S 8VIC& V(0) = V(l), M/S Y(0) = YCD, Had Ah^, M 
0DS3 5 V ^ 18 M/S 31.899 -0.05201 5.16 
0DS5 5 V > 18 M/S 33.346 0.0903 1.1% 
^Velocity state variable inequality constraints active on optimal 
trajectories. 
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Figure 5.10. Optimal lift coefficient histories for 0DS3 
and 0DS5 (with wing-loading increased 15%): 
C, = 1.4 
max 
90 
This section shows that an increase in wing-loading 
leads to a lesser gain in altitude. However, as will be 
shown in Chapter 6, in the presence of strong wind higher 
wing-loading will lead to better performance for the sail­
plane as far as minimum time is concerned. 
5.3. Singular Arc Analysis (SAA) 
The linear/quadratic problem statement and the 
additional necessary condition of singular arcs have been 
briefly discussed in Section 4.2. There was no further 
discussion of singular arc analysis (SAA) presented in 
Section 4.2, since the short-landing problem cannot be 
approximated by SAA. However, for a complete presentation, 
one must include a discussion of controllability of a 
linear dynamic system, bounded or unbounded control 
functions, the derivation of a singular arc and the exit 
and entry onto a singular arc. The sufficient conditions 
for optimality for a singular arc problem [33] are too 
complicated to be shown here. However, the results for 
SAA are compared to that of the optimal solution at the end 
of this section; the comparison shows that the result for 
SAA is very close to that for the optimal solution. 
In this section, the SAA for the minimum altitude loss 
problem in the presence of rising or sinking vertical 
uniform winds is to be investigated. This analysis will 
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provide additional insight into the nature of the problem 
and its solution. The minimum altitude-loss, still-air 
glide trajectory will be chosen as the nominal trajectory 
about which the equations of motion are to be linearized. 
Therefore, for a weak vertical wind, the singular arc 
solution will be close to the optimal solution of the 
original nonlinear optimal control problem. This analysis 
will provide a basic concept of optimal soaring in steady 
rising or sinking air masses. The more complicated wind 
models, such as sinusoidal vertical winds, are not 
considered here. For an arbitrary nominal trajectory, the 
solution may no longer be a good approximation to the 
original nonlinear optimal control problem. 
5.3.1. Problem statement of linear/quadratic approximation 
The problem statement of the nonlinear minimum 
altitude-loss problem has been listed in Section 5-1-
However, there are two changes to be made in this section 
which are 
1) no SVIC involved, and 
2) W(T) = = constant, 0 £ T £ 1, 
where x represents the nondimensional downrange distance. 
By linearizing the state equations about the minimum 
altitude-loss equilibrium glide trajectory and by expanding 
the performance index in a Taylor series through second-
order terms, the approximate fixed-range problem will then 
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be of the following form: 
Find the control function ÔC^Cx), 0 <_ t ±1, 
which minimizes the performance index 
1 
6J = {a^x + ^  x^Ax} dx 
0 
subject to 
X = Fx + GÔC^ (5.3.1.1) 
with boundary conditions 
x(0) = C5VQ,ÔYQ]'^, and x(l) = [5v(l) ,67(1)]^ 
Since the initial and final states of the original problem 
are assigned to be the minimum altitude-loss equilibrium 
glide conditions (the nominal conditions), the above 
boundary conditions become 
x(0) = [0,0]^, and x(l) = [0,0]^ 
where ôC, = Ct-Ct . The subscript o represents the 
o 
nominal conditions (see Appendix B), which for the Nimbus II 
are 
v(0) = v(l) = Vg = 28 .l676//g 
Y(0) = Y(1) = YG = -0.019106 
C, = 0.6456 
o 
93 
The matrices a. A, F, and G have been defined in Section 
4.2. 
Since there is no control shown in the performance 
index, the above problem is a singular arc problem. The 
control u = ôC^ may be bounded or unbounded. If u is 
unbounded, the state of the system can be moved instan­
taneously along particular paths by control impulses. If 
and represent the entry and exit "times" for the 
singular arc, the unit impulse function ÔCT-T^), for 
example, satisfies 
+ 
/o 
dx = 1 
Since the control impulses take place in zero time, the 
performance index does not change as a result of the 
impulse. An impulse may be used to bring the state of 
the system to the optimizing singular arc. Then motion 
takes place along this singular arc until another impulse 
is needed to bring the state of the system back to the 
specified terminal state. In other words, the state 
variables 6v and 6Y are moved instantaneously to and from 
the entry and exit points of the singular arc by applying 
impulses ôC^ 5 b^6(T-T^) and ôC^ = bg&CT-T^), where b^ 
and bg are constants to be determined. This results in 
an impulse-singular arc-impulse optimal control sequence. 
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The linear/quadratic problem can also be stated to 
allow for the control function to be bounded as 
"^L " 1 
max o max 
- C, 
In this case, the optimal control sequence becomes: bounded 
control-singular arc-bounded control. 
5.3.2. The controllability and generalized convexity 
condition 
The generalized convexity condition (additional 
necessary condition) was given in Section 4.3 by 
3 
33c; 
d^ f 3H 
= G AG > 0 
where 
G^AG = [g^agg] All A12" ®1 
A12 A22 
_®2. 
= All g^^ + A22 gg^ + 2 A12 g^ gg 
For Cj = 0.64563 this condition will be satisfied (obtained 
o 
by computer result) when 
(5.3.2.1) 
Naturally, for a different , the upper limit of this 
o 
range will be changed as is shown in Figure 5.11. However, 
it is not necessary to obtain singular arc solutions 
corresponding to different , since the minimum 
o 
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Figure 5.11. Maximum uniform wind strength, a^^^, for 
existence of optimizing singular arc 
altitude-loss equilibrium glide conditions is the reference 
trajectory of main interest. 
5.3.2.a. Controllability The dynamic system of 
equation (5.3.1.1) is said to be state controllable if for 
a given initial state XCT^) there exists a control U(T) 
96 
such that the system can be transferred to tne specified 
final state X(T^) in a finite time interval, < t  £  
A necessary and sufficient condition for controllability 
of the n^^-order dynamic system of equation (5.3.1.1) is 
that the principal minor of the matrix [29] 
CG:PG:FG^ 
must be of rank n. In our case of n=2, the matrix 
[G:PG] = Fll + PI2 gg 
gg F21 g^ + P22 gg 
(5.3.2.2) 
must be of rank 2. Although this will not be shown here 
numerically, it is easy to prove that the maximum number of 
linearly independent rows (or columns) of (5.3.2.2) is 2. 
Hence, the system (5.3-1.1) is controllable. It is 
important for an existing linear dynamic system to be 
controllable, since if the system is not controllable then 
there will not exist any control function so that the 
dynamic system can be transferred to the specified final 
state of the system in a finite time interval. 
5.3.3. The singular arc 
The derivation of the singular arc is quite lengthy. 
To facilitate a clear presentation, only the essential 
equations will be shown in this section. However, the 
computational results will be discussed in detail in the 
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following section. In this section, four basic subjects are 
to be determined: 
1) the optimal linear control law along the singular 
arc U*(T), 
2) the solutions for 6v and ôy, 
x'^ = [x^jXg] = [6v,6y], 
3) the entry and exit points of the singular arc, 
and 4) the singular arc, H = constant. 
5.3.3.a. The optimal linear control law U*(T) = 
6C-*(T) The linear control law for the linear/quadratic Lt 
optimal control problem listed in section 5•3-1 has the 
following form 
# *P 
u = k X + c 
(5.3.3.1) 
= ki Xi + k2 X2 + c 
where constants k^, k^ and c are to be determined. This 
can be shown as follows. The Hamiltonian is defined by 
A rn -1 m m 
H = a^x + J x^Ax + X^(Px + GSC^), 
and the costate equations are 
X = - = - a - Ax - (5.3.3.2) 
Since 3H/3ôC^ = 0 = which must hold for a finite 
interval of time along a singular arc, yields no information 
about one must differentiate SH/96C^ = 0 repeatedly 
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until a 5C^ dependence Is obtained. Thus, 
0 = 1^ (G'^X) = G^Â = G?(- a - Ax - F^X) (5.3.3.3) 
and again 
0 = ^  (G^X) = - G^Ax = G^F^X 
dt'^ 
= - G^A(Fx + G6C^) 
- G^F^(- a - Ax - F^x) 
From this equation, one has 
= [(G^F^A - G^AF)x + (G^f'^F^)X 
+ G^F^a]/G^AG (5.3.3.4) 
T Since the system is controllable, G X = 0 and equation 
(5.3.3.3) can be used to eliminate X^ and X^. Therefore, 
from equation (5.3.3.4) the optimal control function 
(along a singular arc) as a linear function of ôv and ôy 
plus a constant c is obtained. The expression for the 
control function involves too many matrix elements to be 
shown here (please see Appendix D). 
5.3.3.b. Solutions for ôv and Sy> x^5[gv,5y] The 
linear dynamic equation (5.3.1.1) is given by 
X = Fx + GôC^ (5.3.1.1) 
By substituting the linear optimal control law (5.3.3.4), 
(5.3.3.5) becomes 
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X = Fx + G(kx + c) 
= F'x + Gc (5.3.3 
where P'=F + Gk. Next, define an nxn transition matrix 
$(t,t ) which satisfies 
dt *(t,t^) = F' $(t,t^), G(tQ,tg) = I (5.3.3 
and assume that 
Then, 
x(t) = $(t,tg)y(t) 
X = $y + $y 
= 0y + F' $y 
= Gc + F'x 
Therefore, 
0y = Gc 
or 
y(t) = y(tg) + 0 ^ (T,t^) Gc dx 
Since 
y(t^) - xCt^) = x(tg) = 
The solution of equation (5.3.1.1) is then given by 
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x(t) = ^>(t,t^)y(t) 
= ^Ct,t^)x^ + $(t,t^) 
t 
0" (xjt^) Gc dx (5.3.3.7) 
A 
Be defining X(t) = and by applying the Laplace 
transformation, equation (5.3.3.6) becomes 
sX(s) - I = F'X(s) 
or 
X(s) = [si - F'] -1 
Now, applying an inverse Laplace transformation, it 
becomes 
Finally, substituting $(t,t^) into equation (5.3.3.7), the 
solutions for ôv and ôy can be obtained. 
5.3.3.C. The entry and exit points of singular arc 
As mentioned in the beginning of subsection 5.3.1, by 
applying impulses for the state variables can be moved 
instantaneously to the entry point of a singular arc. For 
control impulse, ÔC^ = b^ô(T-T^), applied at x = x^, 
equation (5.3.1.1) becomes 
X(t) = *(t,tg) = L~^[sl - F']"l 
+ 
[F'x + b^ô(x-x^)G] dx 
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or 
SV(T^^) - ÔV(T^~) = 
SyCTQ"^) - 5Y(TQ") = b^gg 
Since ÔV(T^~) = ÔYCT^") = 0, therefore 
I 5V(T^ ) = b^g^ 
SYCT/) = b^gg 
Similarly, 
ÔV(T^~) = -BGG^ 
SY(T^") = -bggg 
(5.3.3.8) 
(5.3.3.9) 
Equations (5.3.3.8) and (5.3.3-9) imply that the state is 
shifted along the line of constant, g^ôv - ggdy: 
ÔV = (g2/g2)5y (5-3-3-10) 
Thus, the values of g^ and gg, G e [g^ag^], provide the 
slope of the line along which the state moves during an 
application of impulsive control. The impulse magnitudes 
b^ and are not yet known and can be determined from the 
equations (5-3-3.8), (5.3-3-9) and (5-3-3-7)- To explain 
it in detail, by quoting equations (D.3-8) and (D.3-9) in 
Appendix D, one has the following relations: 
ôv(T^~) = TERl + TER2'6v(TQ+) + TER3'6Y(T +) (D.3.8) 
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6Y(T^~) = TER4 + TER5'6Y(TQ+) + TER6-ôy (D.3.9) 
By substituting equations (5-3«3.8) and (5.3.3.9) into the 
above equations, one can solve for the two unknowns b^ and 
bg. It can be easily shown that 
b^:= -(TERl'gg - TER4.g^)/[(TER2 - TER6)-g^g2 
-TERS'g^Z + TERS'gg^] (5.3.3.11) 
BG = -(TERL + TER2-A^G^ + TER3*A^G2)/G^ (5.3.3.12) 
From computational results, b^ and b^ are found to be equal. 
This is probably caused by setting the initial and final 
states equal and the vertical winds uniform. 
5.3.3.d. The singular arc The singular arc 
trajectories are given by 
H = a^x + I x^Ax + x'^(Fx + GÔC^) (5-3.3.13) 
where A and ÔC^ are now (as explained above) known functions 
of X. It remains then to identify the particular singular 
arc required for the solution from the one-parameter family 
of trajectory (5.3.3.13). H must take on that value which 
allows motion along the singular arc in exactly = 1 
units of "time". Since H is not an explicit function of T, 
it must be constant for an optimal solution (H = constant); 
and H(TQ*) = H(T^~). For instance, for the case of 
w = -1 m/s, H(TQ^) = H(T^~) = -0.008862, 
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5.3.4. Results and discussion 
The optimal singular arc trajectories have been com­
puted for five different uniform vertical wind strengths. 
The computational results are presented in Table 5.6 and 
in Figures 5.12 and 5.13. It is just a coincidence (see 
Figure 5.13) that the entry and exit points for the w = 
-2 m/s case appear too close to the exit and entry points 
for the w = 0.2 m/s case to show the difference in the 
diagram. Note that these five cases have nearly the same 
slope for the line along which the state moves for 
impulsive controls. 
An investigation of those trajectories (Figures 5.12 
and 5.13) reveals several interesting facts. 
1) For w=0, the solutions and the optimal trajectory 
match with those of the minimum altitude-loss equilibrium 
glide trajectory. 
2) For w>0, an increase in the strength of rising 
wind results in both higher amplitude and a higher 
frequency of the oscillatory optimal trajectory. This is 
also shown in Figure 5-13- The singular arc (ôv vs^. ôy) 
travels one complete revolution for w = 0.1 m/s (ôy changes 
sign, while it travels one and one-half revolutions for 
V 
w = 0.2 m/s (both ôv and ôy change signs). Obviously, the 
oscillatory motion of the sailplane enables the sailplane 
to stay longer in the thermal, thereby reducing the 
Table 5.6. Results for SAA for different uniform vertical winds 
w, M/S dv^^, M/S M/S Bad <SYf~> Bad Ah^., M 
0.2 -0.30601 0.30601 0.56849 -0.56849 -15.82050 
0.1 0.04407 -0.04407 -O.O8187 0.08187 -17.35119 
0.0 -0.00246 0.00246 0.00457 -0.00457 -19.12207 
-1.0 0.26381 -0.26381 -0.49009 0.49009 -45.13881 
- 2 . 0  0 . 3 0 6 6 4  - 0 . 3 0 6 6 4  - 0 . 5 6 9 6 6  0 . 5 6 9 6 6  -70.49227 
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altitude loss or increasing the altitude gain. Naturally, 
a stronger updraft wind allows for a higher oscillatory 
motion. There is a factor contained in the performance 
index which is the term equivalent to the "maximum-time" 
problem. The performance index is given as follows: 
.1 
V cos y 
J = — w + V sin y 
'0 
A A 
^ dx - tan y dx V cos y 
' 0  0  
Since w is a constant, the first term of the performance 
index becomes the exact expression for the performance 
index of a maximum-time problem with a factor of w. By 
increasing w (>0), this maximum-time factor becomes much 
more heavily weighted than the second term, and the sail­
plane must stay longer in the thermal by flying in a 
highly oscillatory motion. 
3) On the other hand, for w<0, the minimum-time 
factor is involved, and the sailplane simply has to build 
up the speed and get out of the sinking region as soon as 
possible. Thus, no oscillatory motion is allowed, as 
shown in Figure 5.12. There is an interesting and signifi­
cant coincidence that the trajectory obtained for w<0 is 
similar to that found for a minimum-time, thermal-to-
thermal sailplane trajectory optimization problem treated 
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by Pierson and de Jong [10] and Genalo [11]. The latter 
problems are minimum-time problems in still air (between 
thermals) instead of in a uniform sinking wind as considered 
here. Both problems, as a matter of course, must logically 
have similar trajectories. One may even predict that the 
optimal trajectory of a minimum-time, thermal-to-thermal 
problem, which allows a uniform sinking wind between 
thermals, has a similar pattern. 
The optimal trajectory and optimal range-history of 
lift coefficient, as obtained for a constant wind distri­
bution using the gradient projection algorithm, are shown 
along with those for SAA in Figures 5.14 and 5.15. Both 
trajectories are similar to each other. 
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6. MINIMUM-TIME FLIGHT FOR PRESCRIBED 
ALTITUDE-LOSS 
6.1. Problem Statement 
The objective is to minimize the time of soaring 
through a sinusoidal vertical wind distribution with a 
prescribed altitude loss. The flight conditions of this 
problem are similar to those of the minimum altitude-loss 
problem: planar flight, quadratic drag polar, fixed range, 
bounded-C^ control and fixed or free but equal initial and 
terminal states. 
Recall the range equation (3.4.1.c): 
If = V cos Y 
This implies that the flight time may be written as 
'tf ,1 , 
« ' J V COS Y (6.1.1) 
0 0 
The integral interior penalty functions for the air speed 
SVICs are given by 
1 
k 1 
dx + L 
-1 1 -
' (6.1.2) 
^ ^ stall ^max 
There is an additional TSC: 
= h(l)/h^ -1 = 0 (6.1.3) 
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This TSC will produce a singular matrix ZZ dx, which must 
0 
be inverted in implementing the gradient projection method 
(refer to Appendix A), because the right hand side of the 
state equation for h(x) is not a function of the control 
variable. Thus, since 
Z 5 f^ (3x1) (A.2.23) 
and since A is governed by the system 
= - f^^A, A(l) = (3x3) (A.2.20) 
then Zg(x) = 0, where 
^ = 
v(l)/v^ - 1 
Yd) - Yf. 
h(l)/h^ - 1 
, (3x1 ) 
and 
V = f^(v,YjU) 
Y = 
h = fg(v,y) 
Therefore, one would rather employ the exterior penalty 
function method to take care of the TSC constraint 
satisfaction (6.1.3)• That is, the positive measure of 
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constraint satisfaction 
2 
^ kg[h(l)/h^ — 1] (6.1.4) 
is to be added to the performance index. By systematically 
increasing kg, one will enforce h(l) = h^ gradually. From 
the above discussion, the resulting performance index will 
be a collection (summation) of equations (6.1.1), (6.1.2), 
and (6.1.4). The optimal control problem can now be 
stated as follows. Find the control function u(x), 
0 <_ X <_ 1, which minimizes 
A 
J = d x  ^ 1  
A d x  ^ 1  A dx 
V 
+ ^  kg(h(l)—h^)^ 
subject to 
- [n Cg + (1 + w)sin Y]/V COS y, v(0) = 
^ = [n - (1 + w)cos y]/v^ COS y , y(0) = y^ 
^ = (v sin y + w)/v cos y , h(0) = 0 
with the terminate state constraints 
= v(1)/Vq -1 = 0 
= Y(l) - Yf = 0 
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where 
w(x) = sin(2TTx), 0 1 X £ 1 
w(x) = Sttw^ cos(27rx)*v cos y, 0 £ x <_ 1 
and again 
C^Cu) = C, (2 sin^ u - 1) 
max 
Ojjtu) = + A3CJ.2 
n = 0.01916015625 x^ 
where 
Cj =1.4 
max 
= 0.018,556 
Ag = -0.009652 
A_ = 0.022288 
X|. = 1000 m 
w^, again, is the nondimensional amplitude of the sinusoidal 
vertical wind distribution. The initial and final states 
are equal but are either specified or unspecified. 
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6.2. Computational Results 
Six different cases are to be discussed in this 
section; they are: 
1. Specified initial state 
2. Free but equal initial and final states 
3. Effects of wind amplitude 
4. Effects of varying the prescribed altitude loss 
5. Effects of varying the fixed range 
6. Wing-loading effects. 
6.2.1. Specified initial state (0DS6) 
The initial and final states are fixed but equal. 
They are given by 
v(0) = v(l) = 28.1676 m/s 
and y(0) = y(l) = -O.OI9IO6 Rad 
which are the minimum altitude-loss equilibrium glide 
conditions for the sailplane Nimbus II (see Appendix B). 
Table 6.1 shows the rest of the conditions and the resulting 
minimum time, T^^^. For the purpose of comparison, the 
results for the minimum altitude-loss problem with the same 
fixed and equal initial and final states will also be shown 
in Figures 6.1 and 6.2. 
A sailplane will take time in soaring in the winds for 
minimum altitude-loss problem (ODSl) because flight time is 
not concerned; however, the sailplane must fly faster for 
Table 6.1. Comparison of results for 0DS6 and 0DS7 
W^ ,M/S AH^ ,^M v(0) = v(l),M/S Y(0) = Y(l),Rad SVIC^  TJ^ ^^ ,SEC 
0DS6 2 -20 28.17 (Fixed) -0.0191 (Fixed) None 30.14 
0DS7 2 -20 38.67 (Free) -0.0107 (Free) None 29.17 
^The prescribed altitude loss. 
^Velocity state variable inequality constraints active on the optimal 
trajectories. 
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the minimum-time problem (ODSS). Since the initial speed 
is fixed and is relatively low for this case, the sailplane 
must first dive to build up speed. After having built up 
speed, the sailplane can then soar up for altitude gain 
before diving through the sinking region to meet the final 
boundary conditions. The speed is maintained around 30 m/s 
because there is a final speed 28.16 m/s to be met. 
Besides, a higher speed requires a deeper diving to meet 
the final speed requirement, and this takes time. In 
contrast to the results for ODSl, the SVICs are not needed 
in the solution to 0DS6, and C, is not reached. However, 
max 
as will be shown later, the SVICs may be needed for a 
stronger vertical wind. In summary, the oscillatory motion 
of the optimal trajectory for the minimum-time problem is 
simply to build up the speed and to meet the final speed 
requirement. 
6.2.2. Free but equal initial and final states (0DS7) 
The results of 0DS6 and 0DS7 are shown together for 
comparison in Table 6.1 and Figure 6.3. 
Although the initial speed of 0DS7 is found to be much 
higher than that of 0DS6, the time saved is only about one 
second. Figure 6.3 shows that for 0DS7 the sailplane 
travels a longer flight path than for 0DS6. In addition, 
the 0DS7 solution has a slower average speed during climbing. 
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while the 0DS6 solution maintains an overall average speed 
of approximately 30 m/s. 
6.2.3. Effects of wind amplitude 
The results for varying the wind amplitude with the 
same prescribed altitude loss Ah^ are shown in Table 6.2 
and Figure 6.4. 
For a higher wind amplitude, according to these 
results, the sailplane ends up with a shorter time of 
flying through the sinusoidal vertical winds and with a 
higher initial speed and a higher soaring altitude. 
Although the optimal trajectory for the case of w^ = -2 m/s 
differs significantly from that of w^ = 2 m/s the optimal 
times are found to be almost equal. Therefore, in terms of 
the minimum time achieved, it does not matter whether the 
upcurrent is encountered before the downcurrent or vice-
versa. Another important conclusion of this section is 
this: high amplitude of sinusoidal wind does provide a 
better condition for reducing the flight time. 
6.2.4. Effects of varying the prescribed altitude loss 
The prescribed altitude losses are assigned to be 
15 m, 20 m, and 30 m. Both the specified and unspecified 
initial state problems have two cases each, and the 
results are shown in Tables 6.3 and 6.4, separately. By 
varying the prescribed altitude loss, the corresponding 
optimal trajectories change significantly (shown in Figure 
Table 6.2. Effects of wind amplitude 
w^,M/S v(0) = v(l),M/S Y(0) = Y(l),Rad SVIC^ '^min'^®^ 
0DS14 3 -20 43.25 -0.0257 V ^ l8 m/s 27.936 
0DS7 2 -20 38.67 -0.0107 None 29.178 
ODSlO -2 -20 37.98 -0.0146 None 29.176 
^The prescribed altitude loss. 
^Velocity state variable Inequality constraints active on the optimal 
trajectories. 
123 
TRAJECT6RIES 
6DS1% 
8DS7 
80910 
0 
A. 
+ 
>23.1 = 3 M/S 
V  =  v - =  4 3 . 2 5  M / S  
o I 
= -0.02571 RAD 
T , =27.936 SRC 
2 2 . 8  
W = -2 M/S 
V = VX. = 37.98 M/S 
o I 
= Y = -0.01463 RA 
39.7 
= 2 M/S 
V = v. = 38.67 M/S 
o 1 
Y^ = ~ -0.01075 RAD 
T . =29.178 SEC 
mln 
-r 
10,00 0.00 
T 
2.00 _ 
RANGE.X,METERS 
T 
q^oo 6,00 a.oo 
Cxl OF I 
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Table 6.3. Unspecified Initial state 
w^,M/S Ahj.,M v(0) = v(l),M/S Y(0) = Y(l),Rad 
0DS7 2 -20 38.67 -0.0107 29.178 
0DS8 2 -15 36.10 0.0019 33.34 
Table 6.4. Specified Initial state 
w^,M/S Ah^,M v(0) = v(l),M/S yfO) = yCDjRad Tj^^^,Sec 
0DC6 2 -20 28.17 -0.0191 30.14 
0DS9 2 -30 28.17 -0.0191 24.5 
125 
0DS7 
UNSPECIFIED INITIAL STATES: 
0DS8: Ah. = -15 M 
= 36.10 M/S 
Yq = Y|. = 0.00197 RAD 
Tmln = 33.34 SEC 
0DS7: 
27.5 
30.5 M/S 
0DS6 
SPECIFIED INITIAL STATES' 
= 28.17 M/S 
- yf - -0.01911 RAD 
0DS6: Ah^ = -20 M 
%mln = 30.14 SEC 
0DS9: Ah^ = -30 M 
Tmln = 24.5 SEC 
43.7 
M/S 
0DS9 
Ah^ = -20 M 
= 38.68 M/S 
To = 
min 
= -0.01075 RAD 
= 29.18 SEC 
0DS8 
37.0 
40.4 
1 1 1 1 
a. 00 2.00 u.oo s.oo d.oo 
RANGE, K, METERS txia^ 1 
-r 
10.00 
Figure 6.5. Effects of varying the prescribed altitude 
loss: = 2 M/S 
126 
6.4). Besides, the requirement of fixed or free initial 
state plays a very important role in the optimal trajectory 
formation. 
The minimum flight time is 33.3^ seconds for 0DS8 
(AH^ = -15 m) and 29.18 seconds for 0DS7 (Ah^ = -20 m). 
For ODSB, the sailplane soars higher to meet the stricter 
terminal condition of less altitude loss. The slightly 
lower initial speed of ODSB is expected since it allows 
the sailplane to stay in the updraft vertical wind longer 
during climbing. 
Since the initial speed is fixed and is relatively low 
for both cases (Ah^ = -20 m and Ah^ = -30 m), the sailplane 
dives early in the flight (0DS6) to build up speed (30.5 
m/s) so that it can fly faster. For Ah^ = -30 m (0DS9), a 
deeper diving is needed to build up the speed faster 
(50.4 m/s) than for the case of 0DS6 (30.5 m/s). For 0DS6, 
the minimum flight time is 30.14 seconds and may be compared 
with 24.5 seconds for 0DS9. The 10-meter difference in 
prescribed altitude loss results in a time difference of 
approximately 6 seconds. 
Although the optimal initial speed for 0DS7 is far 
higher (38.68 m/s) than that specified for 0DS6 (28.17 m/s), 
there is only a one second difference in the minimum time. 
This is because the flight path travelled in the case of 
0DS7 is longer than that for 0DS6 since a higher final 
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speed has to be met and the sailplane must dive deeper. 
Besides, the optimal trajectory for 0DS7 has a slower 
average speed during the climb, while 0DS6 trajectory 
maintains a higher average speed (around 30 m/s) as 
mentioned in Section 6.2.2. Note that the minimum altitude-
loss equilibrium glide speed is not in general an optimal 
speed for minimum-time problems for a sailplane. 
6.2.5. Effects of varying the fixed range 
Here, the prescribed altitude loss is chosen to be 
0 to show that the sailplane can fly through a prescribed 
oscillatory vertical wind distribution without losing 
altitude for a corresponding minimum time. In other words, 
it is to show that sustained optimal dolphin soaring is 
possible. The results are shown in Table 6.5 and in 
Figures 6.6 and 6.7. 
Two radically different types of optimal trajectories 
have been obtained. The minimum time for 0DS12 (x^ = 500 m) 
is about 100 % less (per unit distance) when compared with 
that for ODSll (x^ = 1000 m). At first glance, these are 
unusual results. However, this improvement of the results 
by Increasing the frequency of the sinusoidal wind is not 
entirely new. A similar phenomenon, presented in the 
context of atmospheric turbulence has been discussed by 
Inglesby [34]. However, his paper is rather qualitative in 
nature and does not involve any mention of optimization. 
Table 6,5. Effects of varying the fixed range 
w^,M/S Ah^,M^ v(0) = v(l),M/S Y(0) = y(l),Rad 8VIC° "^mln»^®® 
ODSll 5 0 1000 32.50 0.0531 v > l8 m/s 35.44 
0DS12 5 0 500 62.81 -0.2539 v < 70 m/s 8.16? 
^Prescribed altitude loss. 
^Prescribed range. 
^Velocity state variable inequality constraints active on the optimal 
trajectories. 
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The vertical wind amplitude is specified at 5 m/s in 
these cases. For = 1000 m, the strict terminal 
constraint of zero prescribed altitude loss forces the sail­
plane to climb higher (ODSll), and a v ^  18 m/s SVIC is 
required. The trajectory is therefore similar to those 
obtained for the minimum altitude-loss problems. By 
shortening the range by 50%, the results are entirely 
changed (0DS12). First, the optimal flight pattern is 
opposite to that obtained for ODSll, and a much higher 
initial speed is required. Secondly, the v <_ 70 m/s SVIC, 
instead of the SVIC of v ^ l8 m/s, becomes active. Since 
the overall speed is maintained around 60^70 m/s, the 
considerable time of flight reduction can be expected. 
The optimal flight pattern for 0DS12 is similar to that 
obtained for 0DS5 (x^ = 500 m, minimum altitude loss 
problem). However, for 0DS12, the higher initial speed 
and smaller amplitude of oscillatory motion (when compared 
to those of 0DS5) are required because minimum time is the 
objective of the problem. 
6.2.6. Effects of wing-loading 
The wing-loading mg/s is now increased by 15% under 
the same specified initial and final boundary conditions 
and wind conditions. The results are shown in Table 6.6 
and Figure 6.8. 
Table 6.6. Wing-loading effects for minimum-time problems 
__ 
w^,M/S x^,M Ah^,M v(0) = v(l),M/S y(0) = Y(l),Rad Tmln'^ec 
0DS12 mg/s 2 1000 -20 28.17 -0.01911 30.14 
0DS13 1.15 mg/s 2 1000 -20 28.17 -0.01911 29.12 
^Wing-loading. 
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By increasing the wing-loading, one second of time is 
saved. As seen from Figure 6.8, when the sailplane is 
heavier, it dives deeper and climbs less. However, it 
flies faster. In other words, for a strong thermal or a 
strong sinusoidal vertical wind, an increase of wing-
loading (a heavier sailplane) is preferred when minimum 
time is desired. However, an increase of wing-loading 
can reduce the final altitude gain in minimum altitude-
loss problems as was shown in Section 5-3-5- These 
observations match with the strategies used by sailplane 
pilots today for cross-country races. 
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7. CONCLUSIONS AND RECOMMENDATIONS 
FOR FURTHER STUDY 
These problems have been numerically solved using a 
gradient projection method which incorporates conjugate 
gradient directions of search. The interior penalty 
function method has been employed to satisfy the SVICs. The 
gradient projection method has been shown to be a powerful 
method for solving these highly sensitive optimal control 
problems with all kinds of control parameters, unspecified 
initial state, TSCs (which may be functions of control 
parameters) and SVICs. With the TSC satisfied perfectly 
during each iteration and witH all the constraints and 
conditions considered, the method is subtly powerful. 
The minimum landing-approach distance problem and the 
minimum altitude-loss problem were each examined for a 
linear-quadratic approximation. Unfortunately, the general 
convexity condition of the singular arc analysis for the 
problem of minimum landing-approach distance is not 
satisfied, and the analysis cannot be applied. However, 
singular arc analysis for the minimum altitude-loss problem 
was completed and was presented in Section 5-3. Uniform 
vertical winds of strengths -2 m/s, -1 m/s, 0 m/s, 0.1 m/s 
and 0.2 m/s were used for this analysis. These analyses 
provide a basic concept of what optimal flight pattern one 
should have in rising or sinking thermals. For W = 0, 
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the solutions match those of minimum altitude-loss equilib­
rium glide conditions. For W > 0, with an increase in 
strength of uniform vertical wind, a higher amplitude and 
higher frequency of the oscillatory optimal trajectory was 
obtained. This enables the sailplane to stay longer in the 
rising thermal for an altitude gain. For W < 0, the 
minimum-time factor is involved, and the sailplane simply 
has to build up speed and get out of the sinking region as 
soon as possible. Therefore, no oscillatory motion is 
allowed for the trajectory. The optimal trajectory and 
optimal range history of lift coefficient, as obtained for 
a constant wind distribution (w = -1 m/s < 0) using the 
gradient projection algorithm, are also obtained and are 
shown along with those from the singular arc analysis 
(SAA). Both altitude-trajectory types are similar to each 
other. Pierson and de Jong [10] and Genalo [11] have 
obtained several minimum-time, thermal-to-thermal optimal 
sailplane trajectories for different ranges between 
thermals. Although these optimal solutions are obtained 
for a different problem formation from that used in this 
thesis, both problems, as a matter of course, must 
logically (and do) have similar trajectories. The results 
for SAA here for w = -1 m/s < 0 is also similar to those of 
Genalo [11]. 
137 
In the following two sections conclusions are drawn 
from the numerical results for the problems (the minimum 
landing-approach distance problem, the minimum altitude-
loss problems and the minimum time problems), an3 
recommendations for further research are presented. 
7.1. Minimum Landing-Approach Distance 
The optimal trajectory is a highly oscillatory motion. 
It is a trajectory of continual interchange of potential 
energy (PE) and kinetic energy (KE). The total energy 
(KE + PE) can only be dissipated by aerodynamic friction 
forces (drag), and this dissipation of energy is roughly 
proportional to the distance of the flight path covered by 
the sailplane. That is, the longer the flight path covered 
by the sailplane the more the energy will be consumed. 
Since the shortest landing-approach distance is desired, 
a highly oscillatory trajectory is therefore obtained for 
the solution. 
It is also interesting to find that the optimal 
trajectory can be logically divided into three steps: 
1) Reduction of the speed by a sharp climb 
followed by a deep diving and then a pull-
up again to approximately the initial 
altitude. The initial speed is reduced to 
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almost the stall speed while staying at the 
same altitude. 
2) Reduction of the altitude. By a sequence 
of descending oscillatory motions, the 
altitude of sailplane is reduced to almost 
the final altitude. During each repeated 
climb, the stall speed is nearly reached. 
3) Meeting the terminal conditions. A deep 
dive is flown to meet the prescribed terminal 
conditions. 
It is understandable that in order to complete a short 
landing one has to reduce the speed, the altitude, and 
still meet the required terminal constraints. To reduce 
the speed, one has to do it at the beginning of the 
approach, since at this time the sailplane has the highest 
altitude as required for high-amplitude oscillatory motion. 
Besides, the speed must be slowed in the beginning of the 
landing period so that the sailplane will not travel too 
fast in the direction of the landing-approach. Once the 
speed is reduced, a continuously carefully altitude-
reducing oscillatory motion may be expected to follow. 
The following problems, which are extensions to the 
minimum landing-approach distance problem, are recommended 
for further research. 
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1) The problem should be formulated from an 
energy point of view. That is, one should 
maximize the energy loss during the flight 
and compare the results with the results 
of the minimum altitude-loss problem. The 
new problem statement will be presented in 
Appendix C. 
2) The problem of minimum landing-approach 
distance in the presence of horizontal 
winds, especially with wind shear, should 
be investigated. 
3) The problem of minimum landing-approach 
distance for the Space Shuttle (a glider) 
is similar to the problem treated here in 
many respects. The main difference is that 
a space shuttle has a vastly lower 
maximum L/D ratio, perhaps 4 or 5, rather 
than 40 or more for an open-class sailplane. 
Moreover, for the higher landing speed of 
the much heavier space shuttle, a much 
smoother optimal landing trajectory is 
naturally expected. Practically, one 
should formulate the short-landing problem 
of a space shuttle three-dimensionally so 
that the usual sideslip motion is allowed. 
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7.2. Minimum Altitude-Loss Problems and Minimum-Time 
Problems in the Presence of Sinusoidal 
Vertical Winds 
Four effects under different conditions for both 
problems have been studied. They are effects of free but 
equal initial and final states, effects of wing-loading, 
effects of varying the wind amplitude, and effects of 
varying the fixed range. An additional case of the effects 
of varying the prescribed altitude-loss for a minimum-time 
problem has also been investigated. 
7.2.1. Free but equal initial and final states 
The initial state (equal to the final state) is 
regarded as a set of additional control parameters to be 
optimized under certain specified conditions. Therefore, 
improvements for both of the results of the minimum 
altitude-loss problems and minimum-time problems are 
expected. For a longer flight through a continuous 
sinusoidal wind of the same frequency and amplitude, these 
optimal trajectories can then simply be pieced together to 
form a composite optimal trajectory. 
7.2.2. Effects of wind amplitude 
The results show that, as expected, the higher the 
amplitude of the sinusoidal wind the better the results for 
both problems. Or, equivalently, more energy can be 
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utilized from a higher-amplitude sinusoidal vertical wind. 
Since the updraft and downdraft strength of the wind is 
identical but opposite in sign, the improvements prove that 
sustained optimal dolphin soaring is possible. In addition, 
for the minimum time problem, it does not matter whether the 
updraft or downdraft occurs first (same minimum time, but 
different optimal trajectory). 
7-2.3. Effects of varying the fixed range 
By setting = 500 m instead of x^ = 1000 m, the 
frequency of the sinusoidal wind is equivalently doubled. 
The results are surprising and entirely different from what 
had been expected. The results for x^ = 500 m have: 
1) an opposite trajectory: a diving first and 
pull-up later flight pattern; 
2) a higher initial speed and different initial 
flight path angle, yCO); 
3) and a much better final altitude gain for 
minimum altitude-loss problem and a much shorter flight 
time for a minimum time problem. This shows the 
important conclusion that a higher frequency of sinusoidal 
vertical wind may provide a better condition for dolphin 
soaring. 
Since the result for = 500 m is so unexpected, two 
more solutions (for = 750 m and x^ = 500 m) for the 
1000-type trajectory (climb-first and dive-later) and one 
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more solution (for = 625 m) for the 500-type trajectory 
(dive-first and climb-later) for the minimum altitude-loss 
problem have been successfully obtained. All those solu­
tions are obtained by carefully and successively using the 
previous optimal control for a certain trajectory-type as 
the feasible nominal control of the next neighboring 
prescribed range. According to the discussion in Sub­
section 5.2.4, one has the following conclusions. 
1) The 500-type flight pattern for minimum altitude-
loss problems with a long prescribed range, such as 
x^ = 1000 m, may not exist, since for such a long prescribed 
range with a dive-first flight pattern the sailplane will 
reach the velocity SVIC (v £ ^^ax ~ m/s ) early in the 
beginning of the lifting wind. In order to keep the speed 
less than 70 m/s in the lifting wind region (perhaps in a 
region of increasing lifting wind), the sailplane must 
climb, and the solution may easily converge instead to the 
climb-first trajectory-type solution. 
2) These two optimal trajectory types do exist for 
one prescribed range (x^ = 500 m). However, the 500-type 
trajectory does provide a much better altitude gain than 
that for the 1000-type solution for x^ = 500 m. Although, 
a 500-type solution for x^ = 1000 m has not been obtained 
and therefore cannot be compared with that of the 1000-type, 
one still can see (from Tables 5.3 and 5.4) that the 
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1000-type trajectory (for = 1000 m) may produce a better 
result. 
3) For 1000-type solutions, as is shortened, the 
trajectory evolves to a higher oscillatory motion. The 
optimal initial speed decreases so that the sailplane may 
have more time to soar in the lifting wind for a shorter 
prescribed range. Besides, the average altitude gain per 
prescribed range decreases for a shorter prescribed range. 
4) For 500-type solutions, as x^ is increased (from 
500 m to 625 m), the optimal initial speed and the diving 
depth of the sailplane are each decreased. This results 
in a much smaller final altitude gain. 
No additional runs for these two basic types for 
minimum time problems have been made. The conclusions may 
not be the same as those for minimum altitude-loss problems. 
7.2.4. Effects of wing-loading 
For a strong thermal or a strong sinusoidal vertical 
wind, an increase of wing-loading (by bringing water 
aboard) is preferred for a minimum-time problem. However, 
an increase of wing-loading leads to a decrease in the final 
altitude gain or an increase of final altitude-loss. These 
results match with the strategies which are used by sail­
plane pilots today for cross-country races. 
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7.2.5. Effects of varying the prescribed altitude-loss in 
minimum-time problems 
By varying the prescribed altitude-loss the resulting 
optimal trajectories and initial states change 
significantly. In general, for larger prescribed altitude-
losses, shorter flight times result. 
The overall analysis enables one to draw the conclusion 
that stronger and more rapidly fluctuating disturbances of 
the atmosphere (winds) may provide one with better 
conditions for dolphin soaring theoretically. However, 
there are limitations to be considered, such as the SVIC of 
speed: 18 m/s ^  v <_ 70 m/s. As a matter of fact, the 
improvement due to an increase of the frequency of 
sinusoidal vertical wind can be regarded as a result of the 
higher optimal initial speed. There is a chance that too 
high a wind frequency may not allow the corresponding 
improvement as expected because of the inequality con­
straints on airspeed. The results of Arho's [1] minimum 
time problems with a sinusoidal vertical wind distribution 
under the "static" and small flight path angle assumptions 
can not be compared directly with the results presented 
here. However, Arho's flight speed policy of slow down 
(climb) in lifts and hurry on (dive) in descending air 
matches the results obtained in this thesis approximately. 
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7.2.6. For further research 
1) The problem statement and computer programs are 
readily applicable to any type of vertical winds. For 
example, an exponential thermal model which allows for a 
sinking zone has been proposed by Gedeon [4] and can be 
applied directly to the program used here. Gedeon's 
analyses does not include any formal optimization. 
2) The problem statement of the (three-dimensional) 
essing mode problem in the presence of a thermal model 
which allows for a sinking zone around the thermal will be 
listed in Appendix C. Although Metzger and Hedrick [6] 
mentioned essing mode flight in their "static" minimum-time 
soaring problem, the essing soaring problem formulated here 
has not been investigated before. At present, a nominal 
control which satisfies all the SVICs has been found; 
however, due to the complexity and sensitivity of the 
problem, this problem is far from being solved. 
3) Additional runs for the two basic trajectory-
types of minimum time problems need to be made. In 
particular, the effects of varying the fixed range should 
be determined. 
4) It would be worthwhile to derive sufficient con­
ditions for a local minimum for the minimum altitude-loss 
problems and minimum time problems and to test each of the 
two trajectory types found in this thesis. 
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5) The problem of soaring flight in mountain waves or 
mountain-lee waves should be investigated. (For the 
illustration of mountain waves and mountain-lee waves, 
please see [35].) By assuming the magnitude of the wind 
is a constant with respect to time and altitude, the wind 
can be divided into two components, the horizontal w^(x) 
and the vertical w^Cx). It can be shown that this 
vertical component of mountain waves Wy(x) is sinusoidal 
[31]. Besides, by knowing that v and y are always referred 
to the atmosphere (wind reference coordinates), w^Cx) 
contributes no effect in the formulation of equations of 
motion. It is possible therefore that the problem state­
ments given here can be modified and applied to the 
mountain wave or mountain-lee wave problem. 
6) For a high frequency small amplitude vertical 
wind distribution (wavelength and amplitude in meters or 
centimeters), the stability of an aircraft becomes 
important. This is due to the considerations [25] of the 
comfort and safety of the pilot, the maintenance of a 
controlled flight path, and the structural integrity of 
the airframe and its fatigue life. It may be possible to 
design an automatic flight control system using root-locus 
analysis or the method of quadratic synthesis which is a 
linear/quadratic optimal control problem. In addition, 
this problem could also be solved by considering a 
linearized dynamic system responses to random inputs. 
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10. APPENDIX A: INTRODUCTION TO THE 
PROJECTED GRADIENT METHOD 
10.1. The Algorithm 
The following algorithm and the corresponding 
derivations are based on the works of Rajtora and Pierson 
[13,20,21]. The basic pattern of the algorithm is to 
T T T T iteratively correct the control vector, W = [u (%),& ,a ] 
so that both the reduction of the value of performance 
index and terminal state constraints (TSC) satisfaction 
are obtained at each iteration. As is indicated in 
Figure A-1, this algorithm involves the application of 
the gradient projection process, a one-dimensional 
minimization technique for step size selection, and steps 
of orthogonality to correct the control back to the 
constraint surface. The algorithm has the following 
steps : 
1. Select a nominal control W for which the SVIC 
are satisfied (but TSC are not necessarily satisfied). 
2. Correct the nominal control W orthogonally back 
to the constraint surface. 
3. Compute the negative gradient vector, -g, and 
the negative projected gradient, -g^. 
4. Find the optimal step size parameter 6* along 
the direction of negative projected gradient (for steepest 
•NEGATIVE GRADIENT, -g 
W 
nom 
,o 
W -*0 8p 
PROJECTED NEGATIV 
GRADIENT, -g 
UNCONSTRAINE 
MINIMUM 
CONSTRAINED 
MINIMUM 
ui 
w 
Figure A-1. Schematic diagram of the control space search for the gradient 
projection algorithm 
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descent step only, see Section A.4), with the 
resulting W-6*gp corrected back to the constraint surface. 
5. Repeat from step 3 until the optimal control 
vector W* is reached. 
These steps will be discussed in detail in the following 
sections. 
10.2. Projection Operator 
The projection operator is the operator that projects 
the negative gradient vector to the tangent hyperplane of 
the local terminal state constraint surface. Willoughby 
and Pierson [17] have clarified the concept of the 
projection operator very well. In their paper, the 
projection operator was developed from an analogy with 
the analysis of the finite-dimensional projection matrix. 
The derivation is based on the assumption of linear 
dynamic equations and linear terminal state constraints 
(TSC). 
Consider the n^^-order nonlinear dynamic equations 
with k unspecified initial conditions 
X = f[x(T),U(T),T] (A.2.1) 
X 
ffiCXo), i=l,2,''',k (unspecified) 
o 
, i=k+l,•••,n Cspecified) 
i 
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and the nonlinear TSC 
IJ)[X(T^)] = 0 (hxl) (A.2.2) 
The case of control parameters may appear in the expressions 
of the dynamic equations, performance index, and TSC (has 
shown in Chapter 2) and will be discussed later in this 
section. Besides, the treatment of TSC which include 
control parameters will be discussed in detail in Section 
10.8. 
Let 6U(T) represent the variation of the m-vector 
control function and 6X(T) the corresponding variation of 
the n-vector state. The linearized dynamic equations are 
then given by 
ÔX = f^CzjSx + f^(T)6u (A.2.3) 
= F(T)ÔX + G(T)ÔU 
with 
(SX^(t^) = [o^, • • a^; 0] 
The general solution is given by 
T 
Sx = , •••, + $(T,t)G(t)ôu(t)dt 
•^o (A.2.4) 
(nxk) (kxl) (nxn) (nxm)Cmxl) 
where $(T,t) is the state transition matrix of (A.2.3)» 
and denotes the i^^ column of Similarly, the 
linearized TSC is given by 
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ôip = + ôxCT^)] - I{;[X(T^)] 
= li'^CxCx .)]ôx(Tf.) 
f'^r 
= , \^x=T J 
$(T,t )G(t)ôu(t)dt 
We now define the linear 
Tx. 
operator 
V['] = Tp^[x(T^.)]$(Tj.,T)G(T)[']dT 
(A.2.5) 
Z  ( T ) [ ' ] d T  
' T 
(A.2.6) 
where 
Z(T) = [TIJ^Cx(T^)]$(T^,T)G(T)]^5 (mxh) (A.2.7) 
For the case of no unspecified initial conditions involved, 
ZCT) is apparently the gradient vector of the constraints, 
since ÔÎJ; is the inner product of Z(T) and ÔU(T). 
Next, define a new control vector 
,T A W = [U^(T), ••• , %%(?),CL: 
• • •  ,  
(M+K) X 1 (A.2.8) 
which is the ordered collectron of the control functions 
and the unspecified control parameters. If the definition 
r = ip^[x(T^)][$^, ••• , (hxk) (A.2.9) 
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is made, then (A.2.5) becomes 
ôij; = r6a + V[6U(T)] 
= v[5W] 
= r 
ÔW 
m+1 
6W. 
m+k 
z^(x) 
6W^Ct) 
dT (A.2.10) 
If SOp and 5(T) lie on the TSC surface, then 
rSOp + VEôUpCx)] = v[6Wp] = 0 (A.2.11) 
where the subscript p denotes components parallel to the 
constraint surface. Now, define 
_ A 
z = z (T) 
--f-
(m+k) X h (A.2.12) 
and the inner product 
A 
<V,W> = 
f " m 
-'T. 
% 
m+k 
dT + I V.W, 
i=m+l ^ ^  
(A.2.13) 
Again, this implies that ZCT) is the gradient vector of 
the terminal state constant. That is, Z(T) is orthogonal 
to the constraint surface. The following relation then 
holds 
ÔWJ^ = Z(T)C (A.2.14) 
Here, c is an h-vector of undetermined constants, and 
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ÔWj^ is the control variation normal to the TSC surface. 
From (A.2.10) and the fact that v is a linear operator. 
v[ôW] = v[ôWj^ + 5Wp] 
= v[ôWj^ + v[ÔWp] 
= vLzlc 
which implies that 
c = [vz]~^ v[ô¥] 
(A.2.15) 
(A.2.16) 
Now 
ÔW = 6¥ - SW1 
P 1 
= I[ôW] - iCvz]"^ v[ô¥] 
= [I - z(vz]~^ v][ôW] (A.2.17) 
or 
(5W = ôW — 
o 
Z(T) f ^_T 
T 
-1 
(m+k) X h 
z (T)z(T)dT + rr" 
(hxh) 
r T. 
Z (T)Ôu(T)dT + rôa 
(hxl) 
The projection operator is then defined by 
?[.] = [I - z£vz2~^ vlL-1 
(A.2.18) 
(A.2.19) 
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For convenience in computing Z(T) and R, define 
(A.2.20) 
Also, from a property of state transition matrices 
(A.2.21) 
From (A.2.20) and (A.2.21), the linear system 
A(T) = - 7'^(T)A(T), A(T^) = (A.2.22) 
A(T) will be computed by numerically integrating (A.2.22) 
backward from to Finally, from (A.2.7) and (A.2.20) 
From the definitions (A.2.9) and (A.2.20), note that F is 
therefore an hxk array consisting of the first k columns 
Equations (A.2.18 - A.2.23) are the expressions 
required for implementing the projection operator for 
optimal control problems with unspecified initial 
conditions. By applying the method of calculus of 
variations, an expression for the gradient vector can also 
be obtained. Adjoining the differential equations to the 
performance index,, the "performance index becomes: 
Z(T) = G^(T)$^(T2,T)^2 
= G^CT)A(T) (A.2.23) 
of A'^(T^) . 
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J = <j)[x(T^)] + {L(X,U,T) + X [f(x,U,T) - X 
= $[x(T^)] + [H(X,U,T) - X x]dT 
where A(T) is the n-vector of multiplier functions, and 
is a scalar function (the Hamiltonian) defined by 
H(x,u,T) = L(x,u,T) + X^f(x,u,T) 
Integrating the last term of the right hand side of 
(A.2.26) by parts yields 
J = <J)[X(T^)] - A'^ (T^)X(T^) + X'^ (T^)X(T^) 
{HCXJUJXJT) + X '^ (T)X(T) }dT 
Now consider the first variation or linear change in J 
due to the variation of the control, 6¥ 
ÔJ = 
T = T, 
X^ôx 
T=T. 
(||+ + II 5u dx 
If the multiplier X is chosen to satisfy 
T 
X — — 3H 3x 
with X(x^) = Cx(x^)], then 
l6l 
k /f 
= E + 
i=l ^ ° 
r 
o  
m 
Z_%u 1=1 
dT (A.2.24) 
Since the first variation can be expressed as an inner 
product between gradient and control variation vectors: 
ÔJ = <g,ÔW> (A.2.25) 
A direct comparison between (A.2.24) and (A.2.25) shows 
that the gradient vector g becomes 
g = [H (T), ••• , H (T)-X,(T ), 
^i m • ° 
(A.2.26) 
If a d-vector a of additional control parameters is 
explicitly present in the problem (see Chapter 2), the 
corresponding gradient vector and projection operator can 
be derived similarly. The details will not be derived 
here again. However, the results are shown below. 
H^(T)dT3 (A.2.27) 
-Sp = -g + z(T).r^:R 
T r  T ,  
Z(T)Z (T)dT 
~1 —1 
m m 
+ rr-^ + RR 
162 
Z(T)H^  (T)dT + r 
+ R (T)da (A.2.28) 
where 
R E A (T)F^ (T)DT (A.2.29) 
As soon as A(T) is computed from the backward integration 
of equation (A.2.22), R can be computed immediately. The 
3f Jacobian array f = ^ is evaluated from the previous 
nominal control and the corresponding state of the system. 
10.3. Constraint Correction Step 
If the control vector W does not satisfy the TSC, a 
control variation ôWj^ is required to correct ¥ back to the 
constraint surface. The control vector W may need to be 
"corrected" several times before the TSC is satisfied. 
From (A.2.18) and (A.2.10), 
-iT r T. 
ôWj^ = z(T).r^.R Z(T)Z (T)DT 
^ "''o ~l —1 
m m 
+ rr + RR^ 
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•f 
Z(T)H^ CT)dT + r + R 
Tf 
HJ(T)dT 
-iT 
#  ' ( '  •  
z(x)•r 'R 
I- o 
z(T)z^(T)dT + rr^ + RR'^ 
-1 
Sip  
Sxjj is a vector of assigned values which indicates the 
desired amount of change in in approaching the constraint 
surface. Note that SjJj should be small, since the 
derivation is based on a linearization of both the state 
dynamics (A.2.3) and the TSC (A.2.5). It is common 
practice to let ôip = - C <_ 1, so that 
= (1 - c)\p  ^ < The initial value of c is chosen to be 
unity. If either the linearity assumption is violated or 
a successful progress toward the constraint surface is 
not fulfilled (due to a too large chosen value of c), 
c must be reduced automatically (in the computer program). 
10.4. Direction of Search 
The direction of search used in the gradient projection 
method is not necessarily in the direction of the negative 
projected gradient. Several authors [18,19] have indicated 
that conjugate direction methods usually provide a faster 
rate of convergence. Moreover, the employment of a 
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so-called conjugate gradient cycle of directions of search 
was found to yield a significant improvement in rate of 
convergence in applications. The cycle consists of one step 
of steepest descent (SD) direction of search followed by q 
steps of conjugated gradient (CG) directions of search. 
If represents the direction of search at the i step, the 
conjugate gradient cycle is then given by 
) (SE 
(A.4.1) 
^ D) 
-g 
, 1=1,2,•••^q (CG) 
( A . i t . 2 )  
The conjugate gradient method (CG) used here (A.4.2) was 
first used by Lasdon e^ [36]. The inner product <a,b> 
for the control space is defined as 
m f'^r m+k+d 
<a,b> E I  a.(T)b.(T)dT + I  a.b. (A.4.3) 
J=1 J ^ J=m+1 ^ J 
10.5. Step-Size Selection 
The step-size selection, proposed by Rajtora and 
Pierson [20,21], is a technique of one-dimensional minimi­
zation of the performance index carried out along the pro­
jected direction of search S^ by using a quadratic interpo­
lation scheme requiring only scalar function evaluation of 
performance index. The selection of step-size is a process 
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of finding the optimal step-size 9^* so that the performance 
index J[W^ + is a minimum. The subscript "if;" 
represents the control vector that has been corrected back 
to the constraint surface. Therefore, the resulting control 
vector and the corresponding one-dimensional minimized 
performance index are expressed, respectively, by 
= (W^ + 81*3!) (A.5.1) 
and 
j[w^+i] = j[(wi + 81*3!)^] 
= min J[(W^ + e,S^),] (A.5-2) 
10.6. Inequality Constraints on the Control 
Variables (CVIC) 
Since the control variables show up only on the right-
hand side of the dynamic equations, CVIC can be easily 
removed by the method of variable transformation, that is, 
by transforming the constrained control variable to a new 
unconstrained control variable. For instance, in this 
thesis, CVIC have the following form (the simplest one), 
N £ U(T) £ M (A.6.1) 
M and N may be constants or function of time x. They are 
the upper and lower limits of control U(T). By introducing 
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the transformation 
U(T) = N + (M-N) sin^u'(T) (A.6.2) 
the CVIC (A.6.1) will be satisfied no matter how U'(T) 
varies. 
10.7. Inequality Constraints on the State 
Variables (SVIC) 
SVIC are not as easy to handle as CVIC because there 
are first-order time derivatives of the state variables in 
the dynamic equations. The techniques dealing with SVIC 
which are commonly accepted by users are the transformation 
techniques [37] and the penalty function techniques [14,26, 
27,28]. Penalty function methods can be divided Into two 
major groups: the exterior [14] and the interior [26,27,28] 
penalty function methods. Exterior penalty function methods 
were first developed by Kelley [l4] and have been discussed 
in Chapter 2. In this research, the optimal control 
problem with SVIC was converted to a problem without SVIC 
by adding the interior penalty functions to the performance 
index J and forming a new modified performance index J. If 
the i^^ SVIC is denoted by S (^X,T) ^  0, i = 1, ••• , L, the 
modified performance index J can be expressed by 
j = J + I (A.7.1) 
o 
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where, is the i^^ positive penalty constant to be chosen. 
By systematically increasing the penalty constants for each 
subproblem, according to Piacco and McCormick [26], the 
produced feasible solutions will converge to the optimal 
solution. One of the advantages of interior penalty methods 
is that the sequence of suboptimal solutions are always 
feasible. In other words, the SVIC will not be violated 
during the whole optimal solution finding process. 
However, besides the disadvantages of penalty function 
methods which have been discussed in Chapter 2, one of the 
major drawbacks is the selection of a feasible nominal 
control. Sometimes, for a highly sensitive dynamic 
system, a feasible nominal control (one which will generate 
nominal state functions that satisfy the SVIC) is very 
difficult to obtain. 
10.8. Treatment of TSC as Functions 
of Control Parameters 
For the optimal dolphin soaring problems (Chapter 5 
and Chapter 6), the initial and final states are required 
to be free (unspecified) and equal. In this case, TSC 
are now function of the control parameter vector o. The 
TSC are then expressed by 
4'Cx(T^),ct] = 0 (A.8.1) 
168 
and 
ëip = (A.8.2) 
Therefore, equation (A.2.5) becomes 
6^ = 
/f 
, *%] + V'g} ôa 
i|^^[x(t^)] $(T,t )G(t)ôu(t )6t 
= [A (T^) + 5GJ5O 
Tjj^[x(T^)] $(T,t)G(t)ôu(t)ôt (A.8.3) 
Thus, for r one must use 
(A.8.4) 
instead of r = A (T^) as it is the case when no control 
parameter shows up in the TSC. 
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11. APPENDIX B: MINIMUM ALTITUDE-LOSS 
EQUILIBRIUM GLIDE CONDITIONS 
For an equilibrium glide, the range rate of change of 
the velocity v and flight path angle y are zero. Therefore, 
from (3.5.1.a-b) 
1 n V 
0 = - - tan y - y (^.l) 
^ ^ (3.2) 
Prom equations (B.l) and (B.2), the equilibrium glide speed 
and flight path angle are therefore obtained by 
and 
yg = tan~^ (Q-^) (B.4) 
L 
Since dH/dx = tan y, for an equilibrium glide, (B.4) implies 
that for a specified range change Ax the final altitude 
loss is given by 
AH = tan y Ax 
= - (B.5) 
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For minimum altitude-loss, the corresponding is obtained 
from the following relation, 
q  
^ (AH) = " (- 7^ x„) = 0 (B.6) dC^ dC^ f 
By substituting the assumed quadratic drag polar 
into (B.6), one has 
Cr 
^AH . mm 
H 
^3 
h 
= 0.6451959529 (B.7) 
^^min (^2 + 
= -19.1082548 m (for = 1000 m) (B.8) 
and the corresponding equilibrium glide conditions 
—1 "op. 
y_ = tan —) = -0.0191059 rad (B.9) 
o 
cos y  
^ J 
= 28.1676 m/s (B.IO) 
The sufficient condition for a minimum is also satisfied 
as may be shown by taking the derivatives of (B.6). 
5" (ah) — p x„ > 0 (B.ll) 
dC,^ ^ 
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12. APPENDIX C: TWO PROBLEM STATEMENTS 
FOR FURTHER RESEARCH 
As mentioned in Chapters 1 and 4, the statements of the 
short-landing problem from an energy point of view and the 
essing mode problem in the presence of vertical wind for a 
sailplane will be listed in this Appendix as a guide to 
further research. 
12.1. Minimum Landing-Approach Distance: 
From an Energy Point of View 
Recall that, in Chapter 5, the performance index is 
the final landing distance and not the negative energy 
consumption rate. One question that has been raised is that 
a better result might be obtained if the problem were 
formulated from an energy point of view — with a measure 
of energy consumption maximized with respect to time or 
landing distance. That is, consider minimizing the 
performance index 
fl 
•1 r..2 „ 2x2 ^  ^ \2i J = if + (h - hfJ^ldT (C.1.1) 
The above expression is based on the nondimensionalized 
variables: v = v//g^£, h = h/A, and g = SQ/SQ = 1, where 
v^ and h^ are the specified terminal velocity and altitude, 
and Si is the characteristic length chosen for 
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nondimenslonalization. The landing distance x will be the 
independent variable. Since the final landing distance x^ 
is unspecified, a new control parameter a is introduced by 
using a transformation 
X = ax, 0 ^  T _< 1 (C.1.2) 
12 2 The terms, ^ (v - ) and (h - h^), are the net non-
dimensional kinetic energy and potential energy, 
respectively, with respect to the terminal conditions. The 
integrand of the performance index is formulated by 
squaring each term and summing. To minimize the performance 
index is to minimize an integral average of the net (excess) 
energy with respect to the terminal condition. The short-
landing problem (from an energy point of view) can now be 
stated as follows: Find the optimal control function U(T), 
0 _< T £ 1, and the control parameter a which minimize 
1 
J = I (v^ - v^^)^ + (h - h^)^}dT 
subject to the nondimensional dynamic equations (considering 
X = x/£ as the independent variable) 
V = - a(ri Cg v^ + sin y)/v cos y, v(0) = 25//g^ 
• p P Y = a(n V - cos y)/v cos y, y(0) = -0.02 
h = tan y , h(0) = 50/2 
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with the TSC 
ip = Y(1) - Yf = 0 
and the SVICs 
^ i ^stall ' 18//g% 
and 
where 
and 
i \ln = ° 
C-Cu) = C, (2 sin^ u 
max 
OD(u) = Aj + 
Z = 1000 m 
= 23//G%' 
Yf = 0 
=  5 / i  
n = 0,019,160,156,25 I 
= 0.018,556 
Ag = -0.009652 
A. = 0.022288 
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By using the integral interior penalty function method 
[26,27,28], one can eliminate the two SVICs by just adding 
the two integrals 
A rl 
1 
d x  
V 
0 V - 1 
k. 
d x  
h - h 
stall 0 
mm 
to the original performance index. The new performance 
index becomes 
A 
J = + (h - h^)^}dx 
^stall ^ 
^ ~ ^ stall ^2 
A 
d x  
^ " \in 
while the SVICs are omitted from the original problem 
statement. Again, the positive penalty constants and 
kg are to be increased between each unconstrained sub-
problem. 
The problem of minimizing the final landing distance 
and the problem of maximizing the above performance index 
are logically similar. However, they may be quite 
different computationally (numerically). Due to the 
different formulation of the problem, this simpler formu­
lation (with only one TSC) may contribute a factor of less 
sensitivity to the problem, and a better convergence rate 
for the problem may be expected. 
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12.2, The Essing Mode Soaring Problem 
The problem to be formulated is three-dimensional in 
space, and the variables heading angle 8, bank angle o, and 
side displacement y of the sailplane will then be included 
in the problem. One of the simplest wind models is the 
uniform updraft vertical wind model. For this type of 
vertical wind model, essing mode soaring may be favorably 
compared with that of dolphin soaring for the minimum-
altitude problem. Because essing soaring is three-
dimensional (3-D) in space it allows not only longitudinal 
motion but also lateral motion of the sailplane. However, 
a 2-D vertical wind model which allows for a sinking zone 
around the core (updraft thermal) will be used in the 
problem statement presented here. This vertical wind model 
and the dynamic equations have been discussed in Chapter 3 
and will not be discussed here again. The control variables 
will be lift coefficient C^(x) and bank angle a(x). Here, 
the horizontal distance x (x = 0 at the center of the 
thermal) is the independent variable. C^(x), again, is 
2 bounded by using a transformation C,(u,) = [2 sin 
max 
u^(x) - 1]. Bank angle a(x) must be set zero at the 
initial and final states. This may be done by a trans­
formation of a(x) to another control function U2(x) as 
follows: 
a(u2,x) = UgCx) sin(27rx) -R £ x £ R 
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Note that the nondimensional R is equal to 1 if the 
characteristic length for nondimensionalization is chosen 
to be r. Therefore, the bank angle cr(x) is equal to zero 
at X = R or X = -R. aCu^^x) must be bounded by bounding 
the magnitude of u^Cx). For example, by having 
UgCx) =  J  [ 2  sin^ (u^Cx)) - 1], 
one has UgCx) bounded, that is 
lugfx)I 1 p 
where, UgCx) is the new unconstrained control function. 
Since essing mode soaring is flying in alternate right-
and left-hand turns or incomplete circles, the heading 
angle 3 must be constrained as follows: 
|B| 1 # 
g is defined positive to the right with respect to the 
3-D wind model coordinates (see Chapter 3)- Another 
necessary SVIC is that the side displacement y must be 
less than the radius of the rising thermal (the core) r; 
that is, 
|y| < r (C.2.1) 
The nondimensional r is equal to 1. The final and 
initial states are chosen to be fixed and equal. The 
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performance index will be the integral of the negative rate 
of sink h (see Chapter 3) 
R 
J = _ w(x,y) + V cos 6 sin Y ^« g 2) 
V cos 6 cos Y u 
Here, R is the distance from the center to the edge of the 
wind model. 
The essing problem can now be stated as follows. Find 
the control functions u^(x) and Ug(x), -R <_ x _< R which 
minimize the performance index 
R 
J = _ w(x,y) + V cos g sin Y 
V cos 3 cos Y 
-R 
subject to the nondimensional dynamic equations (consider­
ing X = x/r as the independent variable) 
V = [-n CG V  ^ - (w + 1) sin Y]/V COS B cos Y, 
v(-R) = v^ = 30//^ 
Y = Cn cos cr - (w + 1) cos yl/v^ cos 3 cos Y, 
Y(-R) = YO = 0 
3 = n C, sin a/cos 3 cos y, 3(-R) = 3^ = 0 Li O 
y = tan B , y(-R) = = 0 
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With the TSC 
= v(R)/v -1 = 0 
= Y(R) - = 0 
ip^ ~ S(R) — Bg = 0 
1^4 = y(R) - YQ = 0 
and the SVIC 
I 6 I 1 § 
|yl 1 r 
where 
and 
w = e-(x^+y^)[i _ (x2+y2)] 
n = 0.01916015625 r 
2 2 
w = -2[w + e~^^ ^][v X cos B cos y 
+ V y sin B cos y] 
(u-, ) = Cj (2 sin^ u, - 1) 
^ ^ ^max ^ 
CD(UI) = + AgC^ + AgC^ 
a C u g s X )  =  U 2 ( x ) s i n  Z i r x  
UgCx) = I" (2 sin^ Ug - 1) 
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The expressions for w and w were shown in Chapter 3, 
equations (3.6.3-4). The constants Cj , A,, Ap, and A, 
max 
have been shown before and will not be shown here. 
This is a quite complicated (sensitive) optimal control 
problem because the size of the problem has increased vastly 
as compared with that for the 2-D dolphin soaring problem. 
Note that the number of equations of motion is increased 
by 2, TSC by 1, and control functions by 1; besides, the 
SVIC, the wind distribution w, the control function 
transformation for a(u2,x), and the performance index are 
much more complex as compared with that for 2-D dolphin 
soaring. 
An attempt has been made to solve this problem, and 
feasible nominal control functions have been found. 
However, due to the complexity of the problem, this 
problem is still far from being solved. Perhaps the 
simpler vertical wind model of a uniform updraft wind would 
be a better initial test problem for analysis, comparison 
(with dolphin soaring), and practical application. 
For a corresponding minimum time problem with a 
prescribed altitude loss h^, one has to change the 
performance index to 
R 
J = d2ç 
V cos G cos Y ' 
-R 
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to add one more dynamic equation, (3.3.2.e), 
h = - (v sin Y + w)/v cos 6 cos y  ,  
and one more TSC 
= h(R) - = 0 
while the rest of the problem, statement remains unchanged, 
l8l 
13. APPENDIX D: THE SINGULAR ARC FOR THE 
MINIMUM ALTITUDE-LOSS PROBLEM WITH 
UNIFORM VERTICAL WINDS 
13.1. Expressions for and X^ 
As mentioned in Subsection 5.3.3, the equation G X = 0 
and equation (5.3.3.3) can be used to obtain X^ and Xg sine 
the system is controllable. They are given by 
T 
X 
-a^g^ - a^gg + A^gg^^Gv - A^^gl •*" ^2282)3? 
1 
^11^1 ^12®2 " ^ 21^1 " ^22®2 
Rl + RgGv + Rggy (D.1.1 
and 
(D.1.2 
where 
Rj - ^^1®1 ^ 
Rg = - ^^11®! Ai2S2)/R4 
R^ - (^22^2 ^  ^ 22^2^^^4 
and 
R4 - + ^ 12®2 ~ ^ 21®1 -  ^2 " ^22®1 
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13.2. Expression for ôC^ 
By substituting equations (D.1.1) and (D.1.2) into 
equation (5.3.3.4), <5C^ is given by 
6Cl = + kgëy + c, i ^ (D.2.1) 
where 
+ RR^*R2 - g^*RR2 ^ 2^^2 
kg 5 RR^ + RR^'R^ - g^'RRg'R^/gg 
c 5 (RR^ - RR2'g-]_/g2)R]_ + RRg; 
in which 
RR^ = [(Fll-Fll + P21-F12)g^ + (F12*F11 + F22•F12)ggJ/G^AG 
RRg = [(F11-F21 + P21*F22)g^ + (F12'F21 + F22•F22)ggl/G^AG 
RR, E [(Fll-a^ + F21.a2)gi + (F12-a^ + F22-ag)g2]/G^AG 
RR^i 5 [(F12-A11 -r P22-A12 - A12'F11 - A22•F21 )g2]/G'^AG 
and 
RR^ = [(F11-A12 + P21'A22 - A11-F12 - A12'P22)g^]/G^AG 
13.3. Expressions for ôv and ôy 
In equation (5.3.3.5), F' is defined by 
F' = F + Gk 
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here. 
= Fll + 
Tg = F12 + kg 
: = F21 + gg k^ 
, = F22 + gg kg 
The transition matrix is defined by 
X(t) = *(t,tQ) 5 L"^[sl - F']"l 
where 
[si - F'] = 
S-j -T, 
-T3 s-T^ 
(D.3.1) 
The determinant of the matrix [si - F'] is found to be 
I SI _ F'l = (s - a)^ ± b^ (D.3.2) 
where 
a = (T^ + T^)/2 
b^ 5 [T^-T^ - Tg'Tg 
2 Here, b is a positive value, 
by 
[si - F']"l 
— 3. 
?hus, [si - F'] ^  is given 
"(s-a) + S^'b 
Sg'b 
Sg'b 
(s-a) + S2^-b_ 
/[(s-a)2 ± b^] 
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where 
and 
S = (a - T„)/b 
Sg = Tg/b 
S3 = T^/b 
SI, — (a — T-| )/B, 
Finally, the transition matrix for the case of jSI - F' 
2 2 
= (s-a) + b becomes 
L-^[sl - F']-l 
e^^Ccos bt + S^'sin bt) Sg'e^^ sin bt 
Sg'e^^ sin bt e^^Ccos bt + S^'sin bt) 
Mll(t) M12(t)" 
M21(t) M22(t) 
(D.3.3) 
By substituting the transition matrix (D.3.3) into equation 
(5.3.3.7), <Sv and ôy can be obtained. 
6v(t) - Mll(t)'ôv •*" + M12.ÔY + 
[Mll(t-T)'g^ + M12(t-T)•g2]c dx (D.3.4) 
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6Y(t) = M21(t)«ôv^'^ + M22(t)-ÔY* 
[M21(t-T)-g^ + M22(t-T)-g2]c dx (D.3.5) 
The required quadratures for 0 <_ T £ 1, are given by 
ri  
Mil(t-T)dx 
2^ 2 (^-S^'b) 
a +b 
at 
+ —5" CCa-S, •b)cos bt + (b+S, •a)sin bt] 
a^+b^ ^ 
M12(t-x)dx 
at Sp'b Sp*e 
= —5—5" + —5—5— [a sin bt - b cos bt] 
a +b^ a +b^ 
M21(t-T)dT 
at S_«b S_»e 
= —è—5" + -è—5— [a sin bt - b cos bt] 
a +b^ a +b^ 
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1 
M22(t-T)dT 
'0 
- ^ 2 (^"^4*"^^ 
a +b^ 
.at 
+ —5" [ (a-S^i •b)cos bt + (b+S.-a)sin bt] 
a +b 
Therefore, 
ôv(t) = DVl + DV2*e^^ sin bt + DV3*e^^ cos bt (D.3.6) 
SyCt) = DGl + DG2'e^t sin bt + DG3-e^^ cos bt (D.3.7) 
where 
DVl = g [S-g-b - g (a-S^b)] 
a^+b"^ ^ 
DV2 = + SgSYo* + 2 2 Cg^Cb+S^a) + ggSgS] 
DV3 = av^+ + p [g (a-S b) - g-S-b] 
o a +b 
DGl = —^—5" [S_bg, - (a—Srb)gp] 
a +b ^ 
DG2 = SgdvQ* + S^aYo* + 2 ^2 [Si^^a + g^Cb+S^a)] 
and 
DG3 = Sy * + p [-g S_b + g (a-S.b)] 
° a +b ^ 
At t = t^~ = 1 
5v_" = TERl + TER2'6VQ* + TERS'Sy^"'" (D.3.8) 
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= TER4 + TER5'6vQ* + TERô-ôy^"'' (D.3.9) 
where 
TERl = {-(a-S b)g + g.S b 
a^+b^ X X ^ ^  
+ C(b+S^a)g^ + Sgaggle^ sIn b 
' + [(a-S^b)g^ - Sgbg^Je^ cos b} 
TER2 = e^Ccos b + sin b) 
TER3 = S.e^ sin b 
TERH = {g S,b - (a-S.b)g 
a +b ^ 
+ [S^ag^ + (b+S^ajggJe^ sin b 
+ C-S^bg^ + (a-S^b)g2]e^ cos b} 
TER5 = 8_ e^ sin b 
and 
TER6 = e^Ccos b + sin b) 
~1 2 2 Similarly, for the case of Isl-F'l = (s-a) -b 
e^^Ccosh bt + S^'sinh bt) Sg'e^^sinh bt 
Sg e^^sinh bt e^^(cosh bt + Sj^'sinh bt 
(D.3.10) 
By substituting this transition matrix (D.3.10) into 
equation (5.3.3.7), 5v and ôy can again be obtained. 
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APPENDIX E: PROGRAM LISTING FOR THE SHORT-LANDING 
PROBLEM 
c  
c  MAÏN PROGRAM (CGI  CONJUGATE GRADIENTS)  
C  
C  PROGRAM NAME:  MINIMUM LANDING-APPROACH DISTANCE 
C 
C  MODIF IED GRADIENT PROJECTION METHOD:  
C  A  MINIMUM-DISTANCE GLIDE IN  STILL  A IR  WITH L IFT  COFFICIENT AS THE 
C CONTROL FUNCTION AND A S INGLE CONTROL PARAMETER USED TO CONVERT TO A 
C  F IXED END-T IME PROBLEM.  
C  BOUNDS ON CL  ARE ENFORCED USING A TRANSFORMATION TECHNIQUE.  
C  THERE ARE FOUR STATE VARIABLES:  SPEED,  FL IGHT PATH ANGLE,  ALT ITUDE,  
C  AND RANGE.  T IME IS  THE INDEPENDENT VARIABLE.  THE IN IT IAL  STATE 
C VECTOR IS  SPECIF IED AS IS  THE SPEED,  FL IGHT PATH ANGLE,  AND ALTITUDE 
C AT THE (UNSPECIF IED Ï  F INAL T IME.  
C E ITHER OR BOTH OF THE STATE VARIABLE INEQUALITY CONTRAINTS 
C V .GE.VSTALL AND H .GE.HMIN ARE ENFORCED USING INTEGRAL INTERRIOR 
C PENALTY FUNCTIONS WITH A COMMON PENALTY CONSTANT,  PFC.  IF  BPF=0,  M 
C ONLY THE VELOCITY CONSTRAINT IS  ENFORCED,  AND IF  BPF=1,  ONLY THE ™ 
C ALTITUDE CONSTRAINT IS  PRESENT.  INGENERAL,  O .GE.BPF.GE. l .  
C  THE EQUATIONS ARE NONDIMENSIONALIZED WITH RESPECT TO A CHARACTERISTIC 
C  LENGTH (EL)  AND ACCELERATION (GZERO) .  
C  QUADRATIC CL-CD POLAR FOR THE NIMBUS I I  SAILPLANE 
C USING SD/CGI  WITH AUTOMATIC MODE SWITCHING.  
C  
IMPLICIT  REAL*8(A-H,0 -Z )  
COMMON X (9 ) ,D(9 )  ,STOXl ( I  0  I  ) ,STOX2(101) .ST0X3(101) .ST0X4(101) .  
1 
2 
1 
STOU(102) ,G(102) ,S (102) ,F ,OPTSTP,CONEPS,T I ,PSQ,NFEVAL,  
NREINT. ISTEP, IEND, ITAB, IALF .NITD 
COMMON/PRGOP/XI1 (101) ,X I2 (101) ,X I3 (101) ,RHOl •RH02,RH03.PSI1 .PSI2 ,  
PSI3 ,PN0RM 
COMMaN/CNTRL/PG(102) ,Z (102)  
COMMON/TRANS/STOCL(101) ,CLMAX 
COMMON/PARAM/ALTPF,A l ,A2 ,A3 .BPF,EL ,ETA,GAMMAZ,GAMMAF»HF,HM1N,HZ 
1 .PFC.TDIM,VDIM,VELPF,VF,VSTALL,VZ 
COMMON/L ISTSZ/NSHORT,NLONG 
COMMON/L INPAR/DELA,OELCL,MOOECG 
DIMENSION OLOU(102) .D IFU(102)  
READ (5»102)  VZ iGAMMAZ.HZ.VF iGAMMAF.HFtEL .CLMAX.DELCL»DELA,DELTA 
I  ,VSTALL,PFC,BPF,HMIN 
WRITE (6 ,104)  VZ.GAMMAZ,HZ,VP.GAMMAF,HF,EL .CLMAX,OELCLtDELA,OELTA 
1  .VSTALL«PFC.3PF.HM1N 
READ (5 ,102)  EPSI .CONEPS 
WRITE (6 ,107)  EPSI .CONEPS 
READ (5 .100)  A1 .A2 ,A3  
WRITE (6 ,110)  A l ,A2 ,A3  
REAO(5 ,105)  NLDNG.NSHORT 
READ (5 ,105)  lEND.NITD 
WRITE(6 ,106)  lEND.NITD 
READ(5 .105)  ICG.MAXCG 
WRITE (6 ,799)  ICG,  MAXCG 
C IF  ICG .EQ.  0 ,  CONSTRAINED 1 -D  MINS ARE EXPECTED;  IF  ICG .EQ.  1 ,  
C UNCONSTRAINED 1 -D  MINS ARE EXPECTED AND A CG CYCLE WILL  BEGIN AT ONCE.  H 
C A CG CYCLE CONSISTS OF ONE SO STEP FOLLOWED BY MAXCG-1  CG STEPS.  o  
C 
ETA =  0 .01916015625D0*EL  
C (ABOVE CONSTANT HOLDS FOR THE NIMBUS I  I  AT SEA LEVEL)  
TDIM =  DSQRT(EL /9 .31D0)  
VDIM =  DSQRT(9 .81D0*EL)  
VZ =  VZ/VDIM 
VF =  VF /VDIM 
VSTALL =  V3TALL/VDIM 
HZ =  HZ/EL  
HF =  HF/EL  
HMIN =  HMIN/EL  
A1  =  ( l .DO+DELTA)*A l  
I  STEP =0  
NFEVAL =  0  
NREINT =  0  
NCGCYC =  0  
ITAB =  lEND +  1  
lALF  =  I  TAB +  1  
STOXl  (  I  )  =  VZ 
ST0X2<1)  =  GAMMAZ 
ST0X3(1 )  =  HZ 
ST0X4(1 )  =  O.DO 
T I  =  l .DO/DFLOAT( lENO)  
READ(5 ,10  0 )  (STOU( I ) ,1=1 , lALF) .OPTSTP 
WRITE (6 ,111)  (STOU( I ) ,1=1 , lALF) ,OPTSTP 
WRITE (6 .101)  
00  1  1=1 ,  lALF  
1  S(  I )  =  O.DO 
CALL  FUNCT(O.OO)  
CALL  PROJET(G,PG,1 )  
PSQ =  SP<PG,PG,2 )  +  PG( IALF) * *2  
CALL  OUTPUTCNLONG.O)  
IF  (  OPTSTP .NE.  O.DO )  GO TO 1111  
IF  (  PNORM .LE .  CONEPS )  GO TO 6666  
CALL  PROBAC 
DO 2  1=1 ,  lALF  
2  STOU( I )  =  Z ( I )  
CALL  PROJET(G.PG,1 )  
PSQ =  SP(PG,PG,2 )  +  PG( IALF) * *2  
CALL  OUTPUT(NSHORT,0 )  
6666  STPEST =  1 .OO/OSQRT(PSQ)  
3  OLOF =  F  
DO 50  1=1 ,  lALF  
S(  I )  =  -  PGCI  )  
50  OLDU( I )  =  STOU( I )  
OLDALF =  STOU( IALF)  
33  GLOPSQ =  PSQ 
CALL  L INMIF(STPEST)  
DO 5  1=1 ,  lALF  
5  STGUI I )  =  Z ( I )  
CALL  PROJET(G,PG,1 )  
PSQ =  SP(PG,P6 ,2 )  +  PG( IALF) * *2  
ISTEP=ISTEP+1 
ICG =  ICG +  1  
IF  {  MODECG .EQ.  0  )  ICG =  0  
WRITE(6 ,101)  
IF  (  ISTEP .EQ.  N ITD )  GO TO 9999  
CALL OUTPUT(NLONG.O)  
n i l  STPEST =  1 .2D0*0PTSTP 
IF  (  ICG .LT .  2  )  GO TO 3  
IF  (  ICG .GT.  MAXCG )  GO TO 7777  
BETA=PSQ/OLDPSQ 
DO 44  1=1 , lALF  
44  S(  I )= -PG( I )+BETA*S(  I )  
DFA=SP(PG.S . l )+PG( IALF) *S( IALF)  
IFCOFA.GE.O.DO)  GO TO 8888  
WRITE(6 ,109)  
GO TO 33  
8888  WRITE(6»108)  M 
7777  ICG=1 
NCGCYC=NCGCYC+l 
TEST1=0LDF-F  
DO 51  I=1 , ITAB 
51  D IFU( I )=DABS(OLDU( I ) -STOUCI ) )  
TEST2=0SQRT(SP{0 IFU,DIFU,  2 ) )  
TEST3=DABS(OLDALF~STOU( lALF) )  
WRITE(6 .2  01 )  NCGCYC.TEST l ,TEST2,TEST3 
1F(PSQ.LT .EPSI )  GO TO 9999  
GO TO 3  
9999  CALLOUTPUT(1 .O)  
WRITE(7 .100)  (STOU( I ) .  1  =  1  t lALF) .OPTSTP 
STOP 
100  FORMAT(4D20 . I  3 )  
1  01  FORMAT* '  i  •I  
102 FORMAT(8D10 .2 )  
104  FORMAT( / / / / / 1HO.3HVZ=,D15 .8 .5H M/S / IH  ,7HGAMMAZ=,D15 .8 ,5H RAD/ IH  
1  «3HHZ=.D15 .8 .3H M/5H VF = .D15 ,B ,5H M/S /9H GAMMAF = ,D15 .8 ,5H RA 
2D/5H HF = .015 .8»3H M/5H EL  = .D15 .8 ,3H M/8H0CLMAX = .D15 .8 /8H DELC 
3L  = .015 .8 /7H DELA = ,D1S.8 /8H DELTA = ,015 .8 /9H VSTALL =#015 .8 ,5H M 
4 /S /33H PENALTY FUNCTION CONSTANT,  PFC = ,015 .8 /42H PENALTY FUNCTION 
5  BALANCE PARAMETER,  BPF = ,D I5 .8 /7H HMIN = ,D15 .8 ,3H M» 
105  FORMAT (2110)  
106  FORMAT ( IH  ,30HNO.  OF INTEGRATION INTERVALS = , I4 /1H ,19HNO.  OF ITE  
IRATIONS = . I3 )  
107  FORMAT*1  HO,6HEPSI  = ,011 .3 /1H ,8HCONEPS = ,D11 .3 )  
108  FORMATdHO,87HAN UPHILL  D IRECTION OF SEARCH HAS BEEN COMPUTED — 
lA  STEEPEST DESCENT STEP WILL  FOLLOW)  
109  FORMAT (  1  HO,43HA CONJUGATE GRADIENT (CGI )  STEP WILL  FOLLOW)  
110  FORMAT (1H0 ,4HA1 = ,D i4 .6 / lH  ,4HA2 = .D14 .6 /1H ,4HA3 = ,D14 .6 )  
111  FORMAT* IHO,47HINIT IAL  DATA FOR THE CONTROL VECTOR AND OPTSTP: / / ( lH  
1  ,4020 . I J ) )  
201  FORMAT (1  H I / I  HO »  12HCG CYCLE NO. , I3 ,20H HAS BEEN COMPLETED. / IHO,7HT 
lEST l  = ,014 .5 /8H TEST2 = ,D14 .5 /8H TEST3 = ,014 .5 )  
799  FORMAT ( IH  ,5HICG = , I2 /1H ,7HMAXCG = , I3 )  
END 
SURROUTINE FUNCT(TSTEP)  
IMPLICIT  REAL*8(A-H,0 -Z )  
COMMON X (9 ) ,0 (9 )  .STOXl ( I  01  ) .ST0X2( I  01  ) ,STOX3(101  )  ,STOX4(  101) ,  
1  STOU(102) ,G(102) ,S (102) ,F ,OPTSTP,CONEPS,T I ,PSQ,NFEVAL,  
2  NREINT. ISTEP, IEND, I  TAB, IALF ,N I  TO 
COMMON/PROOP/XI1 ( I  01 )  .X12(101  ) •X  I  3(101) .RHOl ,RH02.RH03.PS!  1 .PSI2 ,  
1  PS13 ,PNQRM 
COMMON/CNTRL/PG(102) ,Z (102)  
COMMON/TRANS/STOCL(101) ,CLMAX 
COMMON/PARAM/ALTPF,A1 ,A2 ,A3 ,BPF,EL ,ETA,GAMMAZ,GAMMAF,HF,HMIN,HZ 
1  ,PFC.TOIM.VDIM,VELPF,VF,VSTALL,VZ 
DIMENSION DS(9 ) fVS(9 ) .XS(9 ) .R l (101) ,R2<101) ,R3(101) ,G I (102)  
IF fNFEVAL .GT.  0 )  GO TO 1  
J=  1  
TA3 =  2 .D0+A3 
TCLMAX =  2 .D0*CLMAX 
TETA =  2 .D04ETA 
OMBVS =  ( l .DO-BPF)*VSTALL 
VSOK =  OMBVS/PFC 
BOK =  BPF/PFC 
G( ITAB)=O.DO 
X I3 (1  TAB)  =  O.DO 
1  CONTINUE 
TABLE *Z '  IS  USED AS THE CONTROL IN  THIS  SUBROUTINE 
DO 2  1=1 ,  ITAB 
Z(  I )  =  STOU( I )  +  TSTEP*S( I )  
2  STOCL( I )  =  CLMAX*(  2 .D0*DSIN(Z( I ) ) * *2  -  l .DO )  
ALPHA=STOU( IALF)+TSTEP*S(  lALF)  
Z (  IALF)  =  ALPHA 
INTEGRATE THE SYSTEM OF STATE EQUATIONS.  
NV=6 
X(  11  =  VZ 
X (2 )  =  GAMMAZ 
X (3 )  =  HZ 
X (4 )  =  O.DO 
XC5)  =  O.DO 
X(  6 )  =  O.DO 
INT  =  1  
IN  =  1  
CL  =  STGCL(  1  )  
GO TO 103  
101  JP l  =  J  +  1  
CL  =  0 .500* (  CL  +  STOCL(JP l )  )  
GO TO I  03 
102  CL  =  STOCL< JP l )  
103  CO =  A i  +  A2*CL +  A3*CL*CL 
104  VEL =  X (1 )  
V2  =  VEL*VEL 
GAM =  X(2 )  
SGAM =DSIN(GAM)  
CGAM =DCQS(GAM)  
0 (1 )  =  -  ALPHA*(  ETA*CD*V2 +  SGAM )  M  
0 (2 )  =  ALPHA*(  ETA*CL*V2  -  CGAM ) /VEL  ^  
0(3 )  =  ALPHA*  VEL*SGAM 
0 (4 )  =  ALPHA*VEL*CGAM 
0 (5 )  =  •MBVS/ (  VEL-VSTALL)  
0 (6 )  =  OPF/ (X(3 ) -HMIN)  
GO TO (1001 ,1005 ,1007 ,1009#1011) , IN  
I  05 J  =  JP l  
STOXl (J )=VEL 
ST0X2(J )=GAM 
ST0X3(J )=X(3 )  
STOX4 (  J )=X(  4 )  
IF (J .LT . ITAB)  GO TO 1003  
C COMPUTE THE TERMINAL STATE CONSTRAINT VECTOR AND ITS  NORM.  
PSI1=VEL/VF-1 .DO 
PSI2=GAM-GAMMAF 
PSI3=STOX3( ITAB) /HF- l ,00  
PNORM=DSQRT(PSI1*PSI1+PSI2*PSI2+PSI3*PSI3 )  
C  CALCULATE THE VALUE OF THE PERFORMANCE INDEX.  
VELPF=X(5) /PFC 
ALTPF=X(6) /PFC 
F=ST0X4( ITAO)+VELPF+ALTPF 
C INTEGRATE THE SYSTEM OF INFLUENCE FUNCTION EQUATIONS NEEDED FOR 
C THE PROJECTION OPERATOR ( I .E .  IN  COMPUTING X I ) .  
INT=2  
IN= l  
NV=9 
T I= -T  I  
X(  1 )  =  0 .D0  
X(2 )=0 .D0  
X(3 )=0 .D0  
X(4 )= l .DO/VF 
X(5 )=0 .D0  
X(6 )=0 .D0  
X(7 )= l .D0  
X<8)=0 .D0  M 
X(9»=0 .D0  ^  
CZ=ALPHA*ETA*VEL*TCLMAX*DSIN(2 .D0*Z(J ) )  
G I (J )=VEL*CGAM 
XI1 (J )= -CZ* (A2+TA3*CL) *VEL/VF 
X I2 (J )=CZ 
R1(J )=D(1  ) / (ALPHA+VF)  
R2<J)=D(2 ) /ALPHA 
R3(J )=VEL*SGAM/HF 
ALT=STOX3(J )  
GO TO 203  
2  01  JM1=J-1  
CL=0 .5D0»(CL+ST0CL(JMl ) )  
VEL=0 .5D0»(VEL+STOX1(JMl ) )  
GAM=0.5DO*(GAM+STOX2(JMl ) )  
ALT=0 .5DO*(ALT+STOX3(JM1) )  
GO TO 203  
2  02  CL-STOCL(  JMl  )  
VEL=STOXl (JMl  )  
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R3<J)=F1*X(8 )+F2*X(9 )+VEL*SGAM/HF 
IF  ( J .GT. l )  GO TO 1003  
T I= -T  I  
G(  IALF)  =  SP(GI  tG I  t3 )  
RHG1=SP(RI .R1  .3 )  
RH02=SP{R2.R2 ,3 )  
RH03=SP(R3«R3.3 )  
NFEVAL=NFEVAL+1 
RETURN 
C STANDARD FOURTH-ORDER RUNGE-KUTTA INTEGRATION STEP (DELOW)  
1001  H=T1 
H2=0 .5D0+TI  
H6=TI /6 ,D0  
DO 1002  1=1 ,NV 
DSf I )=D( I )  
1002  XS( I )=X( I )  
1003  DO 1004  1=1 ,NV M 
1004  X(  I  ) =  XS(  I  )+H2*DS{  I )  œ 
IN-2 
GO TO (101 ,201) , INT  
1005  DO 1006  1=1 ,NV 
DD=D{ I )  
VS( I )=0S( I )+2 .DO+OD 
1006  X( I )=XS( I )+H2*DD 
IN=3  
GO TO (104 .204) , INT  
1007  DO 1003  1=1 .NV 
OD=D( I )  
VS( I )=VS( I )+2 .D0*DD 
1008  X(  I  )=  XS(  I  )+H*DD 
IN=4  
GO TO (102 ,202) , INT  
1009  DO 1010  1=1 ,NV 
VSS=H6«<(  VS(  I  )+D(  I )  )  
XS(1 )=XS( I )+VSS 
1010  X(  I )  =  XS(  I  )
IN=5  
GO TO (  104 ,204) ,1  NT 
1011  DO 1012  1=1 .NV 
10  12  DS( I )=D( I  )  
IN =6 
GO TO (105 .2051  « INT  
STOP 
END 
H \o 
vo 
SUBROUTINE PROBAC 
IMPLICIT  REAL*8(A-H#0-Z)  
COMMON X (9 ) .0 (9 )  tSTQXl (1  O i l»STOX2(101  > ,STOX3(101)  »ST0X4(  101) ,  
1  STOU(102) ,G(102) .S (102) .F .OPTSTP.CONEPS.T l»PSQ,NFEVAL,  
2  NREINT»ISTEP» lEND. ITAB, IALF .NITD 
COMMON/PROOP/XI l (101) .X I2 (101) .X I3 (101)  .RHO1,RH02,RH03.PS I I  .PSI2 .  
I  PSI3 .PN0RM 
C0MM0N/CNTRL/PG(102) ,Z (102)  
COMMON/L ISTSZ/NSHORT,NLONG 
DIMENSION TEMPS(102) .TEMPU(102)  
NSTOP = NFEVAL 
CALL OUTPUT(NSHORT,2>  
C TEMPORARY STORAGE ASSIGNMENTS 
DO 1  1=1 .  lALF  
TEMPS( I )  =  S ( I )  
TEMPU( I )  =  STOU<I )  
1  STOU( I )  -  Z ( I )  
C OLD NORM hJ  
OLDNOR =  PNORM §  
115  CALL  PROJET!STOU.S.3 )  
C  THE CONSTRAINT CORRECTION DIRECTION OF SEARCH IS  RETURNED IN  S( I )  
EN =  1 .DO 
HLINOR =  0 .00  
114  IF  (  NFEVAL-NSTOP .GE.  50  )  GO TO 8888  
CALL FUNCT(EN)  
C  NEW NORM 
HEWNOR =  PNORM 
C THE L INEAR NORM (HL INOR)  IS  ZERO IF  EN =  1  
IF  (  EN .LT .  l .DO )  HL INOR =  (1 .DO-EN)«OLDNOR 
AVDBRN=DABS(OLDNOR-HEWNOR)  
AVDBL N=DABS(OLDNOR-HLINOR)  
WRITE(6 , I  09 )  OLDNOR,  HEWNOR.HLINOR,AVDBRN,AVDBLN 
CALL OUTPUT(NSHORT.1 )  
IF  (HEWNOR.GT.OLDNOR)  GO TO 110  
C THE CONSTRAINT NORM HAS BEEN REDUCED.  OUT HAS IT  BEEN REDUCED «ENOUGH*  
C — ASKING HERE FOR AT LEAST A 30  PER CENT REDUCTION 
IF  (  HEWNGR/OLDNOR .LT .  0 .7DO )  GO TO 106  
C A L INEARITY CHECK FOLLOWS 
IF  (OABS(HEWNOR-HLINORl /HEWNOR .LT .  0 .2D0 )  GO TO 106  
1  10  EN =  0 .25D0*EN 
GO TO 114  
106  DO 7  1  =  1 ,  lALF  
7  STOU( I )  =  Z ( I )  
IF  (  HEWNOR ,GT.  CONEPS )  GO TO 808  
C RECOVER S ( I>  AND STOU( I )  FROM TEMPORARY STORAGE 
DO 2  1=1 ,  IALF  
8 (1 )  =  TEMPS( I>  
2  STOU( I )  =  TEMPUCI )  
WRITE (6 ,111)  
RETURN 
8  88  OLDNOR =  HEWNOR 
GO TO 115  
8888  WRITE (6 ,1002)  
WRITE (7 .101)  (TEMPU( I ) .1=1 . lALF) .OPTSTP 
STOP 
101  FORMAT(AD20.13)  
109  FORMAT( / / 'OOLD NORM• ,12X,»  NEW NORM• ,12X, •APPRGX.  L INEAR NORM « .SX,  
1  'D IFF .  OF REAL* , lOX,«OIFF .  OF L INEAR• /5D20 .7 )  
111  FORMAT ( IH  ,40H** * * * * * * * * * * * * * * * * * * * * * * * * * * *»* * * * * * * * * * )  
1002  FORMAT( IHO.S IHTERMINATION IN  PROBAC AFTER 25  FUNCTION EVALUATIONS)  
END 
FUNCTION SPCXX.YY, IMODE)  
IMPLICIT  REAL*a<A-H»0-Z)  
COMMON X(9 ) .0 (9 ) tSTOXl (101) •ST0X2(101) ,STOX3(101) ,5T0X4(101) ,  
1  STOU{102) ,G(102) ,5 (  102) ,F ,OPTSTP,CONEPS.T I ,PSQ.NFEVAL ,  
2 NREINT, ISTEP, IEND, ITAB, lALF .N ITD 
DIMENSION XX(101) .YY(101)  
C IF  IMODE =1  :  COMPUTE THE INTEGRAL OF XX*YY 
C IF  IMODE =2 :  COMPUTE THE INTEGRAL OF XX*XX 
C IF  IMODE =3 :  COMPUTE THE INTEGRAL OF XX 
C TRAPEZOIDAL RULE IS  USED THROUGHOUT 
IF  ( IMODE.EQ. l )  GO TO 1  
IF  « IMODE.EG.2 )  GO TO 2  
SP=0.5D0*XX(1 )  
DO 3  1 -2 , lEND 
3  SP=SP+XX( I )  
SP=SP+0.5D0*XX( ITAB)  
GO TO 10  
1  SP=0.5DO*XX(1) *YY(1 )  ru  
DO 4  I=2 , IEND S  
4  SP=SP+XX( I ) *YY( I )  
SP=SP+0.5D0*XX( ITAB)*YY( ITAB)  
GO TO 10  
2  SP=0 .SD0*XX(1 ) *XX(1 )  
DO 5  1=2 , lEND 
Z=XX( I )  
5  SP=SP+Z*Z  
SP=SP+0.5D0*XX( ITAB)*XX( ITAB)  
10  SP=SP*T I  
RETURN 
END 
> 
SUBROUTINE OUTPUTiNUM,MODEO)  
IMPLICIT  REAL*8(A-H.Q-Z>  
COMMON X(9 )»D(9 ) .STOXl<101) •ST0X2(101) ,ST0X3(101  I ,ST0X4(  101) ,  
1  STOU(102) ,G(102) ,S (102)<F ,OPTSTP,CGNEPS.T I ,PSQ.NFEVAL,  
2  NREINTf lSTEP# lEND, ITAB. lALF .N ITO 
COMMON/TRANS/STOCL(101) .CLMAX 
COMMON/CNTRL/PG(102) .Z (102)  
COMMON/PARAM/ALTPF»A1,A2 ,A3 ,BPF,EL ,ETA,GAMMAZ.GAMMAF,HF,HMIN« HZ 
1  .PFC.TDIM,VDIM.VELPF.VF,VSTALL.VZ 
DIMENSION VDIMXl ( lO l ) .ELX3( lO l ) ,ELX4(101>  
WRITE (6 ,13 )  ISTEP,NFEVAL.NREINT,F ,OPTSTP,PSQ 
TDIMU=TDIM*STOU( IALF)  
WRITE(6 ,14 )  TDIMU,STOU( lALF) ,PG(  lALF)  
IF  (  MOOEO .EQ.  1  )  GO TO 999  
C MOOEO =  1  IMPLIES PRINTOUT DURING THE CORRECTION STEP (PROBAC)  
WRITE (6 ,15 )  VELPF,ALTPF 
DO 401  1=1 ,  ITAB,  NUM 
VDIMXK I  )=VDIM«STOXl (  I  )
ELX3( I )=EL*ST0X3( I )  S 
ELX4( I )=EL*ST0X4( I )  
401  STOCL( I )  =  CLMAX*(  2 .DO*DSIN(STOU( I ) ) * *2 -  1 .DO )  
WRITE(6 ,11 )  ( I ,VDIMXl ( I ) ,STOX2( I ) ,ELX3( I ) ,ELX4( I ) ,  
1  S(  I  ».Z(  I ) ,STOCL(  I ) , 1  =  1 , ITAB.NUM)  
RETURN 
999  CONTINUE 
DO 102  1=1 ,  ITAB,  NUM 
VDIMXK I  ) =VDIM«STOXl (  I  ) 
ELX3(  I  )  =  EL*ST0X3CI )  
ELX4(  I  )=  EL*ST0X4( I )  
102  STOCL( I )  =  CLMAX*(  2 .D0«DSIN(  Z ( I ) ) * *2  -  l .DO )  
WRITE(6 ,111)  ( I ,VDIMXl ( I ) ,STOX2( I ) ,ELX3( I ) .ELX4( I ) ,  
1  PG( I ) ,STOU( I ) ,STGCL( I ) ,1=1 , ITAB,NUM» 
RETURN 
11  FORMAT(6H0INDEX,9X, IHV,12X,5HGAMMA»9X,8HALTITUDE,9X«5HRANGE,25X,5H 
I  PGU ,12X ,1HU,13X,2HCL/1H ,12X,5H(M/S)  ,26X,3H(M) ,13X,3H(M) / / (  1H , I  
25 .1X*4D15 .6 ,15X>301  5 .6 ) )  
13  FORMAT( IH0 .6HISTEP=.13 ,5X ,7HNFEVAL=» I  4,5X,7HNREINT =  , I  4 ,10X.2HF= ,  D1 
15 .8»12X,7H0PTSTP=.D10 .3 .7X»4HPSQ=,D11 .4 )  
14  FORMAT(  18H0THE F INAL T IME IS ,F8 .3 ,4H SEC. IOH (A l .PHA = .016 .8 . lH ) /8  
lOHOTHE PROJECTED GRADIENT ELEMENT CORRESPONDING TO THE CONTROL PAR 
2AMETER ALPHA IS : ,D12 .4 )  
15  FORMATdOHO VELPF = .D13 .6 ,12H,  ALTPF = ,D13 .6 )  
1  11  FORMAT(6HOINDEX.9X.  IHV,  I  2X .  5HGAMMA ,  9X •  8HALT ITUDEi .  9X  ,  5HRAN GE t  25X # 5H  
1C005U.12X. IHU.13X#2HCL/1H ,12X,5H(M/S) ,26X«3H(M)»13X.3H(M) / / ( IH  , I  
25 , IX t4D15 .6 t l5X .3D l5 .6 ) )  
END 
SUaROUTINE PROJET(Z I«Z2 . IMODE)  
IMPLICIT  REAL*8(A-H.O-Z)  
COMMON X(9> .0 (9 ) ,STOXl (101) ,STOX2(101) .STOX3(101) ,ST0X4<101) .  
1  STOU(102»  .G(102) .S (  102)  .  F ,  OPTSTP .CONEPS .T  I  .PSQ .N f -EVAL .  
2 NREINT. IGTEP. lEND. ITAB. lALF .N ITD 
COMMON/PROOP/X l  l ( 101) - .X I2 ( l01 ) .X I3 (10 i )  .  RHO 1  ,  RH02 .  RH03 .  PS I  1 .  PS I  2 .  
1  PSI3 .PN0RM 
DIMENSION Z1  (102) .Z2(102)  
C IMODE =1  :  COMPUTES THE PROJECTED GRADIENT VECTOR 
C IMODE =3 :  COMPUTES THE CORRECTION STEP DIRECTION (A  STEP NORMAL TO 
C THE LOCAL CONSTRAINT TANGENT HYPERPLANE)  
A11=SP(XI1 ,X I1 .2 )+RH01*RH01 
A12=SP(XI1 ,X I2 .1 )+RH01*RH02 
A13=SP(XI I .X I3 .1 )+RH01«RH03 
'  A22=SP(XI2.XI2.2)+RH02»RH02 
A23=SP(XI2 .X I3 .1 )+RH02*RH03 
A33=SP(XI3,XI3.2)+RH03*RHn3 
C COMPUTE THE INVERSE OF THE SYMETRIC MATRIX  A  USING CRAMER'S  RULE.  t \ )  
C1=A22*A33-A23*A23  S  
C2=A13*A23-A12*A33  
C3=A12*A23-A13*A22  
DET=A11*C1+A12*C2+A13*C3 
A I  11  =  C1 /DET 
A I  12=C2/DET 
A I13=C3/DET 
A I22=(A11*A33-A13+A13) /DET 
A I23=(A13*A12-A11*A23) /DET 
A I  33=(A l l •A22-A I2«A12) /DET 
IFdMODE .EQ.  1 )  GO TO 604  
C THE D I 'S  REFER HERE TO THE TERMINAL STATE CONSTRAINTS 
D l -PSI l  
D2=PSI2  
D3=PSI3  
602  ALPHA1=AI  11*D1+AI12*D2+AI13*D3  
ALPHA2=AI12*D1+AI22*D2+AI23*D3  
ALPHA3=AI13*01+AI23*D2+AI33*D3  
DO 60  0  I  = 1 f I  TAD 
600  Z2(n=-ALPHAl^X I1 (1  ) -ALPHA2*XI2 (  I ) -ALPHA3*XI3 ( I )  
Z2 ( lALF)= -ALPHAl *RH01-ALPHA2*RH02-ALPHA3»RH03 
IF (IMODe .EQ.3 )  RETURN 
DO 60  1  I=1 , IALF  
601  Z2  (  1  )=Z1  (  I  )+Z2(  I  )  
CALL C0N03(A1 I ,A12 .A13 .A22 ,A23 ,A33>  
RETURN 
6  04  CONTINUE 
C THE D I 'S  REFER HERE TO ELEMENTS OF THE VECTOR:  INTEGRAL(X I«DEL U)+  
C RHO+DEU ALPHA 
C 
D1=SP(XI1  ,Z1 ,1 )  
D2=SP(XI2 .Z1 .1 )  
D3=SP(XI3 .Z1 ,1 )  
GO TO 602 
END 
+RH01*Z1( lALF)  
+RH02»Z1( lALF)  
+RH03*Z1( lALF)  
rv) 
o 
cr* 
SUBROUTINE L INMIF(STPEST)  
IMPLICIT  nEAL*8(A-H,0 -Z )  
C O M M O N / L I N P A R / D E L A t D E L C L . M O D E C G  
C O M M O N / T R A N S / S T Q C L (  1 0  I )  . C L M A X  
COMMON/PROOP/XH ( l 0 l ) tX I2<101) ,X I3 (10 l ) .RHOl ,RH02«RH03,PS 11 ,PSI2  
1  PSI3 ,PN0RM 
COMMUN X(9 ) .0 (9 ) .STQXK101) ,ST0X2(101) ,STOX3(101) ,STOX4(101) ,  
1  S T O U ( 1 0 2 ) « G ( 1 0 2 ) t S ( 1 0 2 ) . F t O P T S T P . C O N E P S . T I . P S Q . N F E V A L ,  
2  NREINT. ISTEP. lENO. ITAB, lALF .N ITD 
DIMENSION NC( IO)  
C THIS  IS  A 'CONSTRAINED 1 -D  MIN*  SUBROUTINE IN  THE FOLLOWING SENSE:  
C  AFTER TWO OR MORE BOUNDING FUNCTION EVALUATIONS ( IN  ADDIT ION TO THE 
C BASE POINT)  THE FUNCTION IS  STILL  DECRESING (FB.LT .FA) ,  THEN IF  AT 
C LEAST ONE OF THE PRESCRIBED L IMITS ON CONTROL CHANGES IS  B INDING THE 
C  SUBROUTINE WILL  TERMINATE WITH OPTSTP =  BETA.  
ND =  0  
JC =  1  
NC(JC)  =1  
STPl  =  DELA/ (3 .DO*DA0S(S( lALF) ) )  
STP2 =  I .D+ IO 
CLL IM =  DELCL/ (6 .D0*CLMAX)  
D O  6 0 0 3  1 = 1 .  I T A B  
S T P W  =  C L H M / D A B S ( S ( I ) * D S I N ( 2 . D O » S T O U (  I )  )  )  
6003  IF  (  STPW .LT .  STP2 )  STP2 =  STPW 
IF  (  STP l  . LT .  STP2 )  GO TO 7001  
NTEST =3  
STPMAX =  STP2 
66  03  CONTINUE 
IF  (  STPEST .GT.  STPMAX )  GO TO 7003  
STPMAX =  3 .D0*STPMAX 
6004  CONTINUE 
FA=F 
I W O R K = 0  
ALPHA=O.DO 
BETA=ALPHA+STPEST 
CALL PROBAC 
C A L L  F U N C T ( B E T A )  
IF  (  PNORM .GT.  CQNEPS > 
IF (F .GT.FA)  GO TO 600  
601  DELTA =  BETA 
FD=F 
STPEST=2.D0*STPEST 
BETA=DELTA+STPEST 
JC =JC +  I  
IF  (  NC(JC- l )  .GT .  1  )  
:  START NEW L IMIT  CHECK 
NC(JC> =  1  
IF  (  BETA .GT.  STPMAX )  
60  05  CONTINUE 
CALL  FUNCT(BETA)  
IF  (  PNORM .GT.  CONEPS )  
IF  (F .GT.FD)  GO TO 620  
NNC =  NC(JC-1>  
GO TO (6014 ,8002 ,8003) ,NNC 
6014  IF  (  JC .EQ.  10  )  GO TO 7014  
ALPHA =  DELTA 
FA =  FD 
GO TO 601  
600  FB=F 
DELTA= 0 .7O0*ALPHA+0.3D0*BETA 
CALL FUNCT(DELTA)  
IF  {PNORM.GT.  CONEPS )  CALL  PROBAC 
GO TO 6005  
GO TO 7013  
CALL  PROBAC 
620 
621 
6 02 
IF (FA,GT.F)  
ND =ND +  1  
IF  (  ND .EQ.  
BETA=DELTA 
GO TO 600  
FB=F 
GO TO 602  
FD=F 
CONTINUE 
GO TO 621  
10 ) GO TO 9001  
ro 
o 
oo 
WRITE(6 t100)ALPHA,DELTA,BETA,FA,FD.FB 
TERMl  =  (  BETA -  DELTA ) * (FA  -FD )  
TERM2 =  (DELTA -  ALPHA ) * (FB  -  FD )  
0PTSTP=0 .5D0»( (ALPHA+DELTA) •TERMS+(DELTA+BEFA)«FERMI» / (TERMl+  
I  TERM2)  
CALL  FUNCT(OPTSTP)  
IF (PNORM.GT.CONEPS)  CALL  PROBAC 
IF (FD.LT .F )  GO TO 603  
FEST =  FD+(DELTA* (ALPHA*TERM2 +BETA*TERM1) - (TERMl+TERM2)*OPTSTP*  
1  OPTSTP) / (BETA* (DELTA* (BETA-DELTA) -ALPHA*(BETA-
2  ALPHA) )+ALPHA*DELTA* (OELTA-ALPHA) )  
IF (FA.GT.FB)  GO TO 604  
PERF=0.1D0* (F8-FEST)  
GO TO 605  
6  04  PERF=0.1D0* (FA-FEST)  
STANDARD EXIT  
605  IF  (DABS(F-FEST) .LT .PERF)  GO TO 2001  
IFdWORK .GT.4 .  ANO . D A B S (  F - F D  )  ,LT  .  1 ,0 -4 )  GO TO 606  
IF (OPTSTP .LT .  DELTA)  GO TO 607  
ALPHA=DELTA 
FA=FD 
OELTA=OPTSTP 
FD=F 
GO TO 608  
607  aETA=DELTA 
F B = F D  
DELTA=OPTSTP "  
FD=F 
6  0 8  I W O R K = I W O R K + 1  
NREINT=NREINT+ l  
G O  T O  6 0 2  
606  WRITE(6 ,650}  
STOP 
6 0 3  IF (IWORK.GT .4 .AND.DABS(F-FD) .LT .1 . 0 -4 )  GO TO 6 0 9  
IF (F .GT .FA .AND.OPTSTP.LT .DELTA)  GO TO 6 1 0  
IF (OPTSTP,LT .DELTA)  GO TO 611  
BETA=OPTSTP 
FB=F 
GO TO 608  
6  11  ALPHA^OPTSTP 
FA=F 
GO TO 608  
610  BETA=OPTSTP 
FB-F  
DELTA=0.1DO*aETAf0 .900»ALPHA 
CALL FUNCT(DELTA)  
IF (PNGRM ,GT.  CONEPS)  CALL  PRODAC 
FD=F 
T F ( F O , L T . F A >  G O  T O  6 0 8  
BETA=DELTA 
F B = F D  
OELTA=0•100*BETA+0.9D0*ALPHA 
CALL FUNCT(DELTA)  
IF tPNORM .GT.  CONEPS)  CALL  PROBAC 
FD=F 
IF (FO ,LT .  FA)  G O  T O  6 0 8  
OPTSTP=ALPHA 
W R I T E ( 6 . 1 0 0 4 )  
STOP 
6  09  F=FD 
OPTSTP=DELTA 
WRITE(6«1003)  
STOP 
7001  NTEST=2 
STPMAX=STP1 
GO TO 6603  
7003  NC(JC)=NTEST 
STPE3T=STPMAX 
GO TO 6004  
7013  NC(JC)=NTEST 
BEFA-STPMAX 
GO TT  6005  
7014  WRITE(ô ,1114)  
STOP 
8002  WRITE (6 ,1112)  
GO TO 8100  
8003  WRITE(6 ,1113)  
8100  OPTSTP=BETA 
MODECG=0 
RETURN 
2001  M0DECG=1 
RETURN 
9001  WRITE(6#1005)  
STOP 
100  FORMAT( / / / / / 6020 .7 )  
650  FORMAT( / / / lHOf32HLAST RESORT EXIT  TAKEN IN  L INMIF)  
1003  FORMATC1H0»20H609  LAST RESORT EXIT)  
1004  FORMAT(1H0.20H610  LAST RESORT EXIT)  
1005  FORMAT(1H0.47HCAUGHT IN  '600  CUTBACK TRAP*  IN  L INMIF :  ND =  10 )  
1112  FORMAT(72HOA CONSTRAINED U-D MIN HAS BEEN TAKEN:  L IMIT  ON CONTROL 
IPARAMETER CHANGE)  
1113  FORMAT( IHOtB lHA CONSTRAINED 1 -D  MIN HAS BEEN TAKEN:  L IMIT  ON L INEA 
IR IZED L IFT  COEFFICIENT CHANGÉ)  
1114  FORMAT C1H0.72HTERMINATION IN  L INMIF  DUE TO INABIL ITY TO BOUND TH 
IE  MIN WITHIN JC.LE. IO)  
END 
SUBROUTI  NE C0N03f  A l  1 ,A12 ,A13 ,A2  2«  A23 ,A33)  
IMPLICIT REAL*8(A-H,0-Z) 
C 
C PURPOSE: TO COMPUTE THE EIGENVALUES AND CONDITION NUMBER FOR A GIVEN 
C 3 BY 3 POSITIVE DEFINITIVE, REAL MATRIX. NEWTON'S METHOD IS USED TO 
C LOCATE THE SMALLEST ROOT. 
C I = - ( A 1 1 + A 2 2 + A 3 3 )  
C2=AL1* (A22+A33)+A22*A33-(A12*A12+A13*A13+A23*A23) 
C3=A1!•(A23*A23-A22*A33)+A12*(A12*A33-A13*A23)+A13*(A13*A22-
I A12*A23) 
N=0 
TC I  = 2 .D0*C1 
ROOTl= -C3 /C2  
1  RS=ROOT1*ROOT1 
DEL=-(RS*(ROOT1+CL)+C2*R00T1+CJ)/(3.DO*RS+TC1*ROOT1+C2) 
R00T1=R00T1+DEL 
IF (DABS(DEL)/R00T1 .LT. 1.0-8) GO TO 2 
N=N+1 W 
IF (N.GE. 10) GO TO 3 
GO TO 1 
2  S=Cl+ROOT1 
T=C2+R00T1*S 
D=OSQRT(S*S-4 .DO*T)  
ROOT2=-(D+S)/2.D0 
ROOT3=(D-S)/2.DO 
CN=ROOT3/ROOTL 
WRITE(6,11) ROOT I ,R00T2.ROOTS,CN 
RETURN 
3 WRITE(6,10) DEL 
GO TO 2 
10 FORMAT(61HONEWTON«S METHOD HAS NOT YET CONVERGED AFTER 10 STEPS. 
IDEL =,D13.6) 
11 FORMAT(8HOROOT1 =,D14.6/0H ROOT2 =.D14.6/8H ROOT3 =.OL4,6/19H COND 
IITION NUMBER =,D14.6) 
END 
