A hyperplane search tree is a binary tree used to store a set S of n d-dimensional data points. In a random hyperplane search tree for S, the root represents a hyperplane defined by d data points drawn uniformly at random from S. The remaining data points are split by the hyperplane, and the definition is used recursively on each subset. We assume that the data are points in general position in R d . We show that, uniformly over all such data sets S, the expected height of the hyperplane tree is not worse than that of the k-d tree or the ordinary one-dimensional random binary search tree, and that, for any fixed d ≥ 3, the expected height improves over that of the standard random binary search tree by an asymptotic factor strictly greater than one.
Introduction and results.
Hyperplane search trees. A hyperplane search tree is defined as follows. Given is a set S = {x 1 , . . . , x n } of points in general position 1 in R d . The root node is formed by X 1 , . . . , X d , obtained by uniform random sampling without replacement from x 1 , . . . , x n . The hyperplane through these points is denoted by H = H(X 1 , . . . , X d ). It partitions R d \H into two sets H + and H − , with some rule to choose which is which. The n − d remaining data points are split according to membership in H + and H − . The subtrees are defined recursively from there and are randomly labeled as the left and right subtrees of the root. A set of cardinality less than d is not split: it occupies a leaf in the tree. Leaves correspond, thus, to collections of cardinality between 0 and d − 1. For d = 1, therefore, all points in S lie in internal nodes and all leaves are empty. Figure 1 shows a hyperplane tree in R 2 and the partition of the plane into disjoint polygons defined by it.
For a given set S of points in R d , d ≥ 2, let T (S) denote the random hyperplane search tree based on S. For d = 1, the hyperplane tree depends only on |S| and not on the elements of S. Thus, it makes sense to drop the set and simply write T |S| or T n . With this definition, the structure 2 of the usual random binary search tree on n distinct random keys is the same as that of T n .
Results. exists a coupling of X and Y such that X is never greater than Y .
Our first result compares the depths of points in T (S) and T n , recalling that S is a set of points in general position in R d , d ≥ 2. Let D(S) be the depth of a point (not a tree node) in T (S) chosen uniformly at random, and let D n be the depth of a point in T n chosen uniformly at random. Define S n,d = {S : S ⊆ R d , |S| = n, S is in general position}.
Theorem 1. For each set S ∈ S n,d , we have D(S)
≤ s D n . We prove this theorem in section 4. There are similar results for other measures to compare the trees T (S) and T n that follow trivially from this result. For one example, we consider the internal path length (IPL) of a tree, defined as the sum of the depths of all points (not nodes) stored in the tree.
We also have an ordering on the moments. Corollary 2. For all r > 0,
The rest of our results concern the height of hyperplane search trees. Let H(S) and H n be the respective heights of T (S) and T n . For c ≥ 2, let η(c) = 1 − c ln 2e c . Let α = 4.31107 . . . be the unique solution at least 2 to η(c) = 0. It is known (Robson [31] , Devroye [6] ) that H n / ln n → α in probability as n → ∞.
Proof. By a union bound, for any
n is the depth of the last node inserted in a random binary search tree on n nodes. By Devroye [8] , D * n is distributed as n i=2 B i , where B i is Bernoulli(2/i) and the B i are independent. Thus, for s > 0, by the Chernoff bound,
and, upon taking s such that 2e s ln n = t, we get the bound
Put t = c ln n for constant c. The upper bound then becomes
Finally, we note that η(α) = 0 and η (x) = ln x 2 > 0 for x > 2, so η (c) > 0. With the goal of proving tighter bounds for hyperplane search trees, let us consider first the plane R 2 . Let us say that a set of points in R 2 is in exposed position if each point in the set is an extreme point of the convex hull. Let S n be a set of n points in exposed position in R 2 for n = 2, 3, . . . . Then it is not hard to show that, as n → ∞, if our hyperplane tree is based on S n , H(S n )/ ln n → α in probability.
Thus, in the plane we see that hyperplane search trees need not be better than random binary search trees. In many cases, however, hyperplane search trees are strictly better than random binary search trees. The following theorem deals with point sets in general position in
Theorem 2. There exist constants c < α and > 0 such that, for each d ≥ 3 and each n ≥ d,
As mentioned above, hyperplane search trees built on point sets in R 2 need not be better than random binary search trees. However, perhaps the most interesting case in the plane is when the points in the set S are sampled uniformly from some convex body K. In this case, hyperplane search trees are strictly better than random binary search trees.
Theorem 3. There exist constants c < α and > 0 such that the following holds. Let n ≥ 3, and let S be a set of n points sampled uniformly at random from a convex body K in R 2 . Then, with H(S) being the height of a hyperplane search tree built on S,
The next section contains a brief list of relevant references on multidimensional search trees. In section 3 we analyze the distribution that generates the sizes of the root's subtrees in T (S). In section 4 we prove Theorem 1, and in section 5 we prove Theorems 2 and 3. In section 6 we prove Lemmas 3 and 4, which are required for Theorems 2 and 3, respectively.
2. Related work. Application areas of multidimensional search trees include graphics, computational geometry, pattern recognition, and tree classification. The kd tree (Bentley [3] ), obtained by letting data points define splits that are perpendicular to one of the axes, creates a structure that is exactly distributed like the ordinary one-dimensional binary search tree if split points are picked randomly from the data. The properties are independent of the underlying distribution.
Quadtrees (Samet [32] ) are also based on the premise that one data point defines a split. However, the tree is 2 d -ary, as each quadrant defined by the data point corresponds to a subset of the tree. The properties of these trees depend heavily on the distribution. For the uniform density on the unit hypercube, it is known that the height H n satisfies
almost surely, where α = 4.311 . . . is as for the one-dimensional binary search tree (Devroye [7] ). For additional analysis, see Flajolet et al. [12] [36] , and You and Fu [38] .
In computational geometry, trees based upon partitions of space by means of hyperplanes are ubiquitous. See, for example, the survey of Edelsbrunner and Van Leeuwen [11] or the work of Haussler and Welzl [19] on -nets. One may also consult Overmars and Van Leeuwen [29] , Willard [37] , or Mulmuley [28] . The trees obtained in -nets generalize hyperplane trees very nicely. Instead of taking d points at random to partition a convex set into two parts, one selects s > d points at random and considers the partition defined by all Fuchs, Kedem, and Naylor [15] introduce the "binary space partition trees" (BSP trees) for use in graphics applications. The space is split in two linear half-spaces; each half-space may in turn be split by a linear hyperplane, and so forth. If a viewer sits in a given polyhedral set in this partition and wants to project the world onto his/her view plane, the BSP tree aids in establishing the order in which the polyhedral cells must be drawn so as not to cause visibility problems. Basically, one should consider polyhedra in depth-first search order, where the depth-first search first visits halfspaces that would not contain the viewer so that polyhedra are visited from "far" to "near" (this is called the painter's algorithm). For more on the hidden surface elimination with the aid of BSP trees, see Samet [33, 34] or Fuchs, Abram, and Grant [14] . While BSP trees are not hyperplane trees (because we do not take data points to generate the partition), they are intimately related and indicate interesting applications of hyperplane trees in hidden surface elimination and beam tracing. See also Sung and Shirley [35] and Kaplan [21] .
Safety and subtree sizes.
Definition of safety. Assume we are given a set S of n ≥ d + 2 points in R d in general position, along with a constant 0 ≤ σ ≤ 1/2. Let A ⊂ S be the first d − 1 points chosen for the first hyperplane when building a hyperplane search tree. We say that S is σ-safe if, for any b ∈ S \ A, the hyperplane defined by A ∪ {b} is such that both the corresponding open half-spaces contain at least σ(n − d) points of S.
In section 6 we prove that if S is a set of n ≥ 4 points randomly sampled from a convex body in R 2 then S is σ-safe with probability at least δ for strictly positive constants σ and δ. We also prove that, for d ≥ 3, the same is true for any deterministic set S of n ≥ d + 2 points in general position in R d . Observe that if the set S is in exposed position in R 2 , then S cannot be σ-safe for any σ > 0. Intuitively, if S is σ-safe with probability δ for larger values of σ and δ, a hyperplane search tree on S will be more evenly balanced. A formalization of this idea follows.
Distribution of subtree sizes. We consider a hyperplane search tree storing a set S of n points. Let N 1 and N 2 be the number of points (not tree nodes) stored in the left and right subtrees of the root, respectively.
Let A be the set containing the first d − 1 points chosen for the hyperplane at the root. Imagine a hyperplane H rotating around the axis defined by A. Let 
, p i is added to one side of H (because H no longer passes through it) while p i+1 is removed from one side of H (because H now passes through it). We can now see that, over the values of i from 1 to 2(n − d + 1), |H + (i) | does a walk taking only steps of +1, 0, or −1. It starts, by convention, at its minimum value with i = 1, goes up to its maximum value at i = n − d + 1, and returns to at most 1 plus its minimum value at i = 2(n − d + 1). Note that this means |H + (i) | hits each value strictly between its minimum and its maximum at least twice. See Figure 2 for an example of a point set and the corresponding walk.
Given A, N 1 is distributed as |H + (I) |, where I is uniform on 1, . . . , 2(n − d + 1). Therefore, for integer k we have 
Note that (1) and (2) are valid even if n − d and n − 1, respectively, are odd. The following lemma, which is used in the proof of Theorem 1, is now trivial.
. We now introduce a random variable X, whose purpose is to provide a sufficiently tight bound on N 1 /n when our hyperplane search tree is built on a (possibly random) set that is σ-safe with probability δ. 
From the definition of X we obtain the distribution function
Bounding the distribution of max(N 1 , N 2 ) can also be done in a way that is more suitable in the context of safety. Assume our hyperplane search tree is built on a set that is σ-safe with probability at least δ. Now, for real valued t we obtain from (1),
To see this, note that, for
Let X be as defined in Definition 1 with σ and δ such that S is σ-safe with probability at least δ. Then max N1 n , N2 n ≤ s max(X, 1 − X). Proof. We need to prove that, for any t,
This is true for t < (4) is now trivial.
Bounding D(S).
Proof of Theorem 1. For any S ∈ S n,d and t ≤ 0, we have P{D(S) ≥ t} = P{D n ≥ t} = 1. We now need to prove that, for all t ≥ 0,
We do this by induction on n. Consider the root of the hyperplane search tree. For
P{D(S) ≥ t + 1} = E P{D(S
where the expectation is over S 1 and S 2 , the two subsets of S sent to the subtrees of the root. By the above,
P{D(S) ≥ t + 1}
≤ E sup
where the expectation is over the random sizes N 1 and N 2 of the subtrees of the root (with respect to points, not tree nodes). We argue by induction on n that for all t ≥ 0, 
P{D(S)
We argue that this is bounded from above by Consider first the function
where D * i is the depth of the last node inserted in a random binary search tree on i nodes. Clearly ψ is increasing. Further, ψ(n + 1) − ψ(n) = P{D * n+1 ≥ t}, which is trivially increasing in n for fixed t, implying that ψ is also convex.
We know from Lemma 1 that max(
. We also know that
Since ψ is convex, this suffices to conclude (see, e.g., Marshall and Olkin [24, pp. 3-7] ) that
This proves the bound in (5), completing the proof.
Proof of Theorems 2 and 3.
Let λ > 1 be a parameter (which we later set as α − 1 ≈ 3.311). Theorems 2 and 3 hold trivially for n ≤ d + 2. Now, either let d ≥ 3, let n ≥ d + 2, and let S ∈ S n,d (for the proof of Theorem 2) or let d = 2, let n ≥ 4, and let S be a set of n points sampled uniformly from a convex body K in R 2 (for the proof of Theorem 3). Let H(S) be the height of the hyperplane search tree in dimension d. We index the levels of an infinite tree by setting the root level to zero. The tree is infinite and complete, with the understanding that internal nodes hold d data points and leaf nodes hold between 1 and d − 1 data points. All other nodes correspond to zero data points and are just added to make the tree formally complete and infinite. For a node u, we call N u the number of data points (not nodes!) in the subtree rooted at u, and let |u| denote its level number.
Observe that if H(S) denotes the height, then by the union bound and Markov's inequality
By Lemmas 3 and 4 (see section 6) there exist σ > 0 and δ > 0 (not depending on d) such that S is σ-safe with probability at least δ. We show that the corresponding [0, 1]-valued random variable X (see Definition 1) acts as what is commonly called a split vector in the random search tree literature (see, e.g., Devroye [9] ) and show by induction that
Furthermore, we have that for each λ > 1,
We prove (6) and (7) below, but for now we assume they are true to complete the proofs. For x > 0, let f (x) = ρ 
Then the right-hand side (RHS) of (6) equals
Thus, using also 2ρ α ≤ 1, the RHS of (6) equals 2ρ α
To complete the proof of Theorems 2 and 3 we must now prove (6) and (7). Proof of (6) and (7). We recall from Lemma 2 that
We also know that
Therefore, in the sense of Marshall and Olkin [24] , the vector
is dominated by the vector (X, 1 − X). Note, in particular, that there are couplings such that this domination is on the same probability space, in other words, such that max N1 n , N2 n ≤ max(X, 1 − X) with probability one. Because of this domination and because the function u λ is convex in u on the positive half-line, we have
Applying this at level k and conditioning on subtree sizes (note that conditional on subtree sizes, all subtrees rooted at one level are independent), we have
By induction on k, we, thus, obtain
This proves (6) . To show (7), note that X has a distribution best described as follows: it has density 1 on [σ, 1 − σ], density 1 − δ on [0, σ) and (1 − σ, 1], and point masses equal to σδ at σ and 1 − σ. Then
Consider the first term as a function of σ. At σ = 0, its value is zero. Its derivative is easily seen to be nonpositive for 0 ≤ σ ≤ 1/2, and since σ is clearly in this range, the first term is nonpositive. It is, in fact, strictly negative for σ ∈ (0, 1/2] and δ > 0 when λ > 1. This proves (7). Proof. Let the polytope P be the convex hull of Q. The graph with vertex set Q and edge set E(P ) is planar, and so it cannot be the complete graph K 5 . So some pair {a, b} ⊂ Q does not form an edge of G, and then {a, b}, Q \ {a, b} is a cross.
Lemma 6. For any d ≥ 3 let W be a d-dimensional real vector space (that is, a copy of R d ). Let Q be a set of d + 2 points in general position in W . Then for any set A ⊂ Q with |A| = d − 3 there is a cross S, Q \ S with Q ⊃ S ⊃ A.
Proof. We prove this by induction on d, where the last lemma handles the base case with d = 3. We now assume d > 3 and the lemma holds for all dimensions at least 3 and strictly smaller than d.
Consider the polytope P defined as the convex hull of Q \ A, recalling that Q \ A is a set of 5 points in general position. For d > 3, P is a nondegenerate 4-simplex. We consider two cases based on whether or not A ⊂ P . If A ⊂ P , then P must be full-dimensional; thus, d = 4 and |A| = 1. Also A must be in the interior of P (since Q is in general position). Any hyperplane H containing A must cut P into two full-dimensional parts, each of which must contain at least one vertex of P that is not on H. This implies that A ∪ {p 1 , p 2 }, Q \ (A ∪ {p 1 , p 2 }) is a cross for any pair of points {p 1 , p 2 } ⊂ Q \ A, proving the lemma in this case.
Otherwise some point p ∈ A must be strictly outside P . Let H be a hyperplane that separates p from every point in Q \ A. Suppose that we were to translate all points by a fixed vector in H. Then crosses stay crosses, and sets of points in general position stay in general position. Thus, we may assume without loss of generality that H contains the origin. Now, H is a (d − 1)-dimensional subspace of W (a copy of Proof. By the last lemma, the total number of crosses we may form from a set Q of d + 2 points in R d is at least We now prove Lemma 4, for which we need one preliminary lemma. Lemma 9. Let X 1 , X 2 , X 3 , . . . be independent identically distributed random variables with a common density function f in R 2 . Let β be the probability that X 1 is in the convex hull of X 2 , X 3 , X 4 . Then for all n ≥ 4, P X 1 is β 6 -safe in {X 1 , . . . , X n } ≥ β 3 .
