Abstract. We prove that the Cauchy problem of the mass-critical generalized KdV equation is globally well-posed in Sobolev spaces H s (R) for s > 6/13. Of course, we require that the mass is strictly less than that of the ground state in the focusing case. The main approach is the "I-method" together with the multilinear correction analysis. Moreover, we use some "partially refined" argument to lower the upper control of the multiplier in the resonant interactions. The result improves the previous works of Fonseca, Linares, Ponce (2003) and Farah (2009).
Introduction
In this paper, we consider the global well-posedness of the Cauchy problem for the masscritical generalized Korteweg-de Vries equation (gKdV):
u(x, 0) = u 0 (x) ∈ H s (R), (1.2) where µ = ±1, H s (R) denotes the usual inhomogeneous Sobolev space of order s. When µ = 1, the equation (1.1) is called " defocusing", while when µ = −1 it is called "focusing". The equation (1.1) is mass-critical since the scaling u(x, t) → λ −1/2 u(x/λ, t/λ 3 ), λ > 0, leaves both the equation and the mass R |u(x, t)| 2 dx invariant. It is well-known that (1.1) belongs to a family of equations,
where p ≥ 3.
The Cauchy problem (1.1)-(1.2) was shown by Kenig, Ponce, Vega [27] to be locally wellposed in H s (R) for s ≥ 0, see also [23] for s > 3/2. In other words, for any u 0 ∈ H s (R), there exists a positive time T = T ( u 0 H s ) (when s = 0, T also depends on the profile of the initial data u 0 ), such that the solution to (1.1)-(1.2) exists and is unique in a certain Banach space of functional X ⊂ C [0, T ]; H s (R) ; moreover, the solution map is continuous from
). It appears that the index s = 0 is sharp since there are examples to show that the critical gKdV equation is ill-posed for s < 0, see [2] . If the lifetime of the solution T can be taken arbitrarily large, we say that (1.1)-(1.2) is globally well-posed.
As is well-known, the local solution to equation (1.1)-(1.2) enjoys the mass conservation law, (1.3) M(u(t)) ≡ R |u(x, t)| 2 dx = M(u 0 ), and the H 1 −solution enjoys the energy conservation law,
|u(x, t)| 6 dx = E(u 0 ).
Hence, an immediate conclusion on global wellposedness for H 1 -initial data follows from the local theory in [27] and the equation (1.4) above in the defocusing case. In the focusing case, the same conclusion holds under the condition u 0 L 2 < Q L 2 by the sharp GagliardoNirenberg inequality (see [32] ),
is the ground state solution to the elliptic equation
Moreover, the local theory in [27] implies the global well-posedness in L 2 when the initial data has sufficiently small L 2 norm. However, unlike in the case of H 1 (R), where the equation (1.1) is "subcritical" with respect to the regularity of initial data, the usual iteration argument involving the Strichartz estimates and the mass conservation law will not yield the global wellposedness directly for large L 2 data. So the question of L 2 -global wellposedness and scattering is regarded as an open conjecture in the field; it is far from resolution, despite much recent progress [28, 29] .
Therefore, a natural question arises: what is the least s 0 > 0 such that for s > s 0 , if u 0 ∈ H s (R), the solution to (1.1)-(1.2) is globally well-posed? The question is partly plausible in light of the recent exciting progresses in nonlinear dispersive equations such as nonlinear Schrödinger equations (NLS), nonlinear wave equations (NLW), etc. They are made possibly by the well-known strategies: Bourgain's "Fourier truncation method" in [3] and the "Imethod" by I-team (Colliander, Keel, Staffilani, Takaoka, Tao) partially inspired by the former, see e.g., [6] , [10] . The "Fourier truncation method" works well provided that there is some smoothing effect arising from the non-linearity, while "I-method" can still work in the case that there are derivatives in the non-linearity and such smoothing is not available, and often the latter gives a sharper result (see [24, 25] for a discussion). We do not intend to survey these two methods, but we refer readers to [6] for a nice discussion on Bourgain's high/low trick in "Fourier truncation method" and in Section 2 and 3 of that paper readers can also find an introduction and an example of applications of the first-generation "Imethod" and second generation "I-method" to KdV and mKdV equations. For a textbook treatment, we refer readers to [30, Chapter 3.9] . For the recent developments of "I-method", we can refer to [5, 8, 11, 13, 14, 16, 17, 18, 31] on the applications in the context of nonlinear Schrödinger equation (NLS), refer to [7, 9] on the applications in the context of Schrödinger equation with derivative (DNLS), refer to [6, 10, 15, 22, 33] on the applications in the context of gKdV equations.
The global well-posedness of (1.1)-(1.2) below the energy space H 1 was considered by Farah [19] , Fonseca, Linares and Ponce [20] . The authors in [20] proved the global existence in H s (R) for s > 3/4 by appllying Bourgain's "Fourier truncation method". This was improved very recently in [19] , which lower the index to s > 3/5 by I-method introduced in [8] . The condition u 0 < Q L 2 is imposed for both results in the focusing case.
Our main result in this paper is the following improvement. To prove this theorem, we will follow the general scheme of "I-method" by adding a "correctionterm" to the first modified energy E(Iu) as in [9, 10] and using the multilinear correction analysis. If we added it in a naive way, the multiplier introduced in order to obtain the second modified energy is singular in the sense that its L ∞ norm is infinity for a set of nonzero measure, see Section 3 of this paper for an exact description. This difficulty is also noted in [19, Proposition 3.1] . To get out of it, our approach here follows along similar lines of refining the modified energy by performing a resonant decomposition to the singular multiplier as in [13] by Colliander, Keel, Staffilani, Takaoka and Tao, see also [1, 4] . More precisely we will split the multiplier M 6 arising from the derivative of the first modified energy into two parts:
under the principle thatM 6 contains some low-frequency terms, which is referred to as "resonant term", andM 6 contains the rest, which is referred to as the "non-resonant term". ForM 6 , we will use a point-wise estimate (in t) and reduce it to an error term in the final bootstrap argument, see Lemma 4.3 and the argument in Section 5. ForM 6 , we perform a careful multilinear analysis by using X s,b -type estimates.
Our key point for such an improvement s > 6/13 is due to a better energy increment bound, N + , see the statements in Theorem 3.1. This improves the previous estimate, N −2+ in [19] , which gives s > 3/5.
We will focus on the focusing equation (1.1) under the assumption that u 0 2 < Q 2 . This assumption guarantees that the kinetic energy in (1.4) is comparable to the energy thanks to the sharp Gagliardo-Nirenberg inequality (1.5). The same analysis will go through the defocusing case in the same way.
The paper is organized as follows. In Section 2, we introduce some notations and state some preliminary estimates that will be used throughout this paper. In Section 3, we establish a variant of local well-posedness theory, set up the I-method. In Section 4, we establish some fixed time bound for the error term and obtain an upper bound on the increment of the new modified energy. In Section 5, we prove the global well-posedness in Theorem 1.1.
2.
Notations and some preliminary estimates 2.1. Notations. We use A B or B A to denote the statement that A ≤ CB for some positive constant 0 < C < ∞ which does not depend on the functions but may vary from line to line. We use the notation A ∼ B whenever A B and B A. If the constants appearing in or depend upon some additional parameters, we will indicate them with subscripts; for example, A ǫ B denotes the assertion that A ≤ C ǫ B for some positive constant C ǫ depending on ǫ; similarly for A ∼ ǫ B, etc.
We use A ≪ B, or sometimes A = o(B) to state the statement A ≤ C −1 B for a sufficiently large constant C > 0. The notation a+ denotes a + ǫ, and a− for a − ǫ for arbitrarily small exponents ǫ > 0, and allow the implied constants in notation to depend on ǫ.
We also set
Now we record some definitions. For s, b ∈ R, we define the Bourgain space X s, b to be the closure of the Schwartz class under the norm
, whereũ denotes the space-time Fourier transform of u defined bỹ
similarly we denote by f the Fourier transform of f (x, t) in the spatial variable. For any interval Ω, we define X Ω s,b to be the restriction of X s,b on R × Ω with the norm (2.7)
When Ω = [−δ, δ], we will write X Let 0 < s < 1 and N ≫ 1 be fixed. The Fourier multiplier operator I N,s is defined by
where the multiplier m N,s (ξ) is a smooth, monotone and radial function satisfying 0 < m N,s (ξ) ≤ 1 and
Sometimes we denote I N,s and m N,s by I and m respectively if there is no confusion. 
Moreover, I N,s can be extended to a map (still denoted by I N,s ) from X s,b to X 1,b which satisfies that for any s < 1, b ∈ R,
2.2. Preliminary estimates. We state some preliminary estimates which will be used throughout the paper. We start with some well-known Strichartz estimates, see e.g., [26, 27] .
+ , we have 
For the sake of completeness, we provide a proof by using Plancherel's theorem.
Proof. To prove (2.13), it suffices to prove (2.14)
where |ξ 1 | ∼ |ξ 1 − ξ 2 | ∼ |ξ 1 + ξ 2 | for all ξ i ∈ Supp φ i . We write
We change variables as follows, a := ξ 1 + ξ 2 and b := ξ 
by the assumption on the Fourier supports of φ i , i = 1, 2. Then we apply Plancherel's theorem to the left hand side of (2.14) followed by a changing of variables back, we see that it is bounded by (2.15)
This proves (2.14), and hence Lemma 2.3.
I-method and the Multilinear Estimates

3.1.
A Variant Local Well-posedness. In this subsection, we will establish a variant local well-posedness result. 
for some µ > 0, and
It can be established by a standard iteration argument; we present it here for sake of completeness; see also [19, Theorem 5 .1] for s > .
Proof. The proof proceeds by the usual fixed point argument on the space X
. By Duhamel's principle, Lemma 2.11 and Proposition 2.12 in [30] , we have
for sufficiently small ǫ > 0, where a + + = a + 2ǫ. Hence it suffices to show that
Using Lemma 12.1 in [12] or the argument of Lemma 5.2 in [7] , we only need to prove that
, we also have
Hence, by the fractional Leibniz rule (Principle A.5 in [30] ) and Lemma 2.1, we have
for s > 0. This completes the proof of Proposition 3.1.
3.2. I-method and modified energy. From now on, we take µ = −1 and u be the realvalued solution of (1.1)-(1.2) throughout the paper.
First we record the classical set-up for the "I-method", see Section 2 in [10] or Section 3 in [13] . Given a smooth tempered symbol M k (ξ 1 , · · · , ξ k ) defined on the hyperplane with the the push-forward Lebesgue measure
we define the quantity
Then by using the equation (1.1) and a direct computation, we have the following differentiation formula.
Lemma 3.1 (Differentiation formula). Let Λ k and M k be defined as above. Then
where α k is the symbol defined by
We define the "first-generation" modified energy by
Then it follows from the Fourier inversion formula that
where σ 2 and σ 6 are symbols defined by
Furthermore by the differentiation formula (3.20), we have 
Since α 6 and σ 6 are already symmetric with respect to the group S k , the group of all permutations on k objects. we have
For readers' convenience, we record the definition of the symmetrization of a multiplier from [10, Definition 1]. 
for some explicit nonzero constant C.
Remark 3.2 (Two convenient reductions).
There are two well-known reductions which we will use throughout the rest of the paper.
(1) By symmetrization, the first reduction is that we could order the magnitudes of ξ i :
for example, assume that Now we elaborate the difficulty if following a direct analogous reasoning as in [10] , which forces us to think of an alternative by introducing a resonant decomposition on the multiplier: From the expression for
, a natural choice of the second modified energy would be E 2 I (u(t)) = Λ 6 (σ 6 ) + E 1 I (u(t)) with the choiceσ
But unfortunately,σ 6 is singular and hence is unfavorable. This is in contrast with the cases for KdV or mKdV [10] , where one can take advantage of the complete integrability for these equations.
As forecasted in the Introduction, to overcome this difficulty, the strategy here is to split M 6 into two parts: M 6 =M 6 +M 6 , whereM 6 andM 6 are defined to be "resonant" and "non-resonant" parts, respectively. Let us motivate the choice of the non-resonant set. Roughly speaking, what we expect is that,
• either M 6 is controlled by a low frequency term, • or non-resonant occurs, i.e., |M 6 | |α 6 |.
. . , |ξ 6 |. Then in the resonant case, one may find α 6 = 0 and thus ξ Let us define "non-resonant" sets. We adopt the notion that
and let
Then we rewrite (3.23) by
whereM 6 andM 6 are defined byM Then by applying the differentiation formula (3.20) again, we see that To prove Theorem 1.1, it suffices to prove the following theorem. 
• (Almost conservation law) For t ∈ [0, δ],
We will show that Theorem 3.1 implies Theorem 1.1 in Section 5. Now we focus on establishing the claims in Theorem 3.1, which will occupy the next section.
Fixed-time bound and almost conservation law
In this section, we prove Theorem 3.1. We start with a few basic facts which will be only used in this section and are taken from [10] . The first is the following well-known arithmetic fact [10, (4.2) ].
(4.35)
Then we record the following forms of the mean value theorem. To prepare for it, we state a definition: Let a and b be two smooth functions of real variables. We say that a is controlled by b if b is non-negative and satisfies b(ξ) ∼ b(ξ ′ ) for |ξ| ∼ |ξ ′ | and
Lemma 4.1. If a is controlled by b and |η|, |λ| ≪ |ξ|, then
• (Double mean value theorem)
We will use this lemma in a context that a(ξ) = m 2 (ξ)|ξ| 3 for m defined above with the choice b(ξ) = 4m 2 (ξ)|ξ| 3 .
Fixed-time bound.
The first part of Theorem 3.1 is a consequence of the following two lemmas. Proof. By a symmetry consideration, we may assume that
By the definitions ofM 6 and M 2 6 , we only need to show (4.39)
χ Ω M 1 6 |α 6 |, since |σ 6 | 1 always holds. We will prove this bound case by case by analyzing it on domains Ω i for i = 1, 2, 3. Recall that On the other hand, by the mean value theorem in Lemma 4.1, and the fact that m is even and
Thus (4.39) follows from (4.40) and (4.41).
Case 2.
On Ω 2 , since |ξ 3 | ≫ |ξ 4 |, there always holds that |ξ 1 + ξ 2 | ∼ |ξ 3 |; moreover we have ξ 1 · ξ 2 < 0; otherwise, if ξ 1 and ξ 2 would have the same sign, then from the support information of Γ 6 and |ξ 4 | ≪ |ξ 3 |,
which is obviously a contradiction since |ξ 2 | > 0. Then (4.42)
The first inequality follows since |ξ On the other hand, by the same use of mean value theorem as in (4.41), we see that (4.43) Case 3. We consider Ω 3 . In fact we will consider Ω 3 \ Ω 2 by Case 2. We split Ω 3 \ Ω 2 into two parts: 
Subcase 3a.
On Ω 3 , there holds that |ξ 1 + ξ 2 | ≫ |ξ 5 + ξ 6 |. Thus by the same consideration as in (4.42),
The last inequality follows since ξ On the other hand, we have Case 3b. We may assume that ξ 1 > 0 by symmetry. Then one of the following four subcases always occurs:
In fact, as |ξ 2 | ≤ |ξ 1 |, ξ 1 > 0 will imply that ξ 1 + ξ 2 ≥ 0. On Ω 3 , there holds that
which implies that (ξ 1 +ξ 2 ) and (ξ 3 +ξ 4 ) has different signs, i.e., ξ 3 +ξ 4 ≤ 0. This information, together with that |ξ 3 | ≤ |ξ 2 | ≤ |ξ 1 |, implies the classification above.
Case 3b-I. ξ 1 ξ 2 < 0 and ξ 3 ξ 4 > 0. Since |ξ 5 + ξ 6 | ≪ |ξ 1 + ξ 2 | ∼ |ξ 3 + ξ 4 |, by the same consideration as in (4.45), we have For Case 3b-II to Case 3b-IV, we denote ξ 4 = ξ 4 + ξ 5 + ξ 6 , and rewrite
(4.49)
On one hand, by the double mean value theorem in Lemma 4.1, we have
Indeed, suppose we are in Case 3b-II, ξ 1 , ξ 3 > 0 and ξ 2 , ξ 4 < 0; then by taking ξ = ξ 1 , η = −ξ 1 − ξ 2 , λ = ξ 2 + ξ 3 , we apply the double mean value theorem in Lemma 4.1,
Then by using the fact that ξ 1 , ξ 3 have the same signs, we see that |ξ 1 | ≤ |ξ 1 + ξ 3 |. So there follows (4.50). The other two cases are treated similarly.
On the other hand, by the mean value theorem, we obtain
Since |ξ 1 + ξ 2 ||ξ 1 + ξ 3 ||ξ 2 + ξ 3 | ≫ |ξ 5 ||ξ 1 | 2 and |ξ 1 | ∼ |ξ 4 |, by (4.49), we have
By the definition of M 1 6 and the support information of Ω 3 , it follows that
Reasoning similarly as in proving (4.52), we have
Indeed, letξ 4 be defined as above, then α 6 ≥ |ξ 
Together with (4.53), (4.55) will yield (4.56) 
Proof. By Lemma 4.2, it suffices to show (4.58)
By the definition of m, we have
By using Remark 3.2, we may assume that |ξ 1 | ≥ · · · ≥ |ξ 6 | and |ξ 1 | ∼ |ξ 2 | N. To estimate the left hand side of (4.58), we may assume that the spatial Fourier transforms of the f i are nonnegative and consider the worst case where |ξ 6 | N, by using Plancherel's theorem in the spatial variable,
for 1/3 < s < 1. Hence (4.57) follows from Sobolev's inequality.
4.2.
An upper bound on the increment of E 2 I (u(t)). In the subsection, we will establish the second half of Theorem 3.1. By the multilinear correction analysis, the almost conservation law of E 2 I (u(t)) is the key ingredient in the proof of the global well-posedness below the energy space. While by (3.31), the main process to estimate the increment of E 
Proof. By using Remark 3.2, we may assume that
To recover the sum at the end we need to borrow a N 0− 1 but this will not be mentioned and it will only be recorded at the end by paying a price equivalent N 0+ . By Plancherel's theorem, we only need to show
In view of this inequality, we may assume that the spatial Fourier transforms of the f i are nonnegative, which will be used in the arguments throughout the paper without being mentioned. Now we split it into five regions:
Estimate in A 1 . In A 1 , there holds that also |ξ 1 + ξ 2 | = |ξ 3 + · · · + ξ 6 | and |ξ 3 | ≪ |ξ 2 | imply that ξ 1 ξ 2 < 0. The two estimates above imply that (4.63)
Then by the mean value theorem in Lemma 4.1, we have Therefore, by Plancherel's theorem in the spatial variable, Hölder's inequality followed by Lemma 2.2 and Lemma 2.3, the left-hand side of (4.61) is bounded by (4.64)
where we have used the fact that |ξ 3 | ≪ |ξ 1 | and |ξ 4 | ≪ |ξ 2 |.
Estimate in A 2 . Note that A 2 = ∅, thusM 6 = 0.
Estimate in A 3 . We may split A 3 into three regions again, A 31 := {ξ ∈ A 3 : |ξ 1 + ξ 2 | |ξ 5 + ξ 6 |};
We claim that in all three cases,
• In A 31 , we also have |ξ 3 + ξ 4 | |ξ 5 + ξ 6 |, which implies that
• In A 33 , since |ξ 3 | ∼ |ξ 4 | in Γ \ Ω 2 , we split it into two case as in (4.44).
-If |ξ 1 | ≫ |ξ 3 | ∼ |ξ 4 |, then |ξ 1 + ξ 3 |, |ξ 1 + ξ 4 | ∼ |ξ 1 |. Also the same reasoning as proving (4.46) implies that
The last inequality follows from the support of A 33 . 
where we use the fact that|ξ 5 | ∼ |ξ 1 | in this case.
Estimate in A 4 . Since |ξ 1 + ξ 2 | |ξ 3 |, we always have
If 
This completes the proof for Proposition 4.1. Now let us turn to establishing the 10-linear estimate. We first establish a pointwise bound onM 10 .
Proof. By Remark 3.2, we may assume that |ξ 1 | ≥ · · · ≥ |ξ 10 |, and |ξ 1 | ∼ |ξ 2 | N.
Set Ξ = 3, 4, · · · , 10}. We rewritē
Since |σ 6 |, |σ 6 | 1 and
In order to prove |M 
But it follows from the usual mean value theorem twice. 
Proof. By Remark 3.2, we may also assume that |ξ 1 | ≥ · · · ≥ |ξ 10 |, and |ξ 1 | ∼ |ξ 2 | N.
as |ξ 1 + ξ 2 | ≪ |ξ 1 | and |ξ 1 − ξ 1 | ≪ |ξ 1 |. Therefore as for I 1 , we have
This completes the proof for this lemma.
Finally the following Proposition will establish the second half of Theorem 3.1. We may also assume that the spatial Fourier transforms of all f i are non-negative. Now we divide it into two regions: In this section, we show how Theorem 1.1 is implied by Theorem 3.1 with the help of the modified local theory in Proposition 3.1.
Proof of Theorem 1.1. Fix u, u 0 , T and 3/8 < s < 1 as in Theorem 1.1 and write A := 1 + u 0 H s (R) . Our goal is to show that the solution u to (1.1) and (1.2) exists on [0, T ]. To this end, we will follow the steps in [10] . Alternatively, one can also follow the steps in [13, Section 2] to establish a priori bound of the following form u(T ) H s ≤ C(s, u 0 H s , T ).
provided that Theorem 3.1 holds true. Then Theorem 1.1 follows from the local wellposedness theory.
Rescaling. We choose the rescaling parameter λ > 1 which will be determined shortly. We rescale u by (5.76) u λ (x, t) = λ −1/2 u(x/λ, t/λ 3 ); u 0,λ (x) = λ −1/2 u 0 (x/λ).
Then u λ (x, t) is still the solution of (1.1) with the initial data u(x, 0) = u 0,λ (x); and u(x, t) exists on [0, T ] if and only if u λ (x, t) exists on [0, λ 3 T ].
Moreover a computation gives that, for λ > 1,
Hence, if we choose λ ∼ N Thus T = N 0+ as long as s > 6/13, which implies Theorem 1.1 by choosing a large N. + .
