We first present a parallel algorithm for finding the optimal implementations for the modules of a slicing floorplan that respects a given slicing tree. The algorithm runs in O(n) time and requires O(n) processors, where n is the number of modules. It is based on a new O(n2) sequential algorithm for solving the above problem. We then present a parallel algorithm for finding a set of optimal implementations for a slicing floorplan whose corresponding slicing tree has height O(logn). This algorithm runs in O(n) time using O(logn) processors. Our parallel algorithms do not need shared memory and can be implemented in a distributed system.
INTRODUCTION
loorplan design is the first task in VLSI layout and perhaps the most important one. It is the problem of allocating space to a set of modules on the chip in order to minimize the area of the chip.
A chip is a floor rectangle with the additional information about the relative positions of basic modules (circuits) such as registers, ALU, etc. The target of floorplanning is to partition the floor rectangle into smaller ones, called basic rectangles, and embed the basic modules into these small rectangles preserving the relative positions of the modules [7, 8] [1] [2] [4] [5] [6] [7] [8] [9] [10] .
A floorplan is a partition of the floor rectangle using vertical and horizontal line segments called slices. A floorplan is slicing if it is either a basic rectangle or there is a slice that partitions the enclosing rectangle into two slicing floorplans, see Figure 1. There are two ways to represent a slicing floorplan" (a) using series-parallel graphs [4] , and (b) using a slicing tree [6] . A slicing tree T is a rooted binary tree that gives the natural hierarchical description of a slicing flooplan. Each nonleaf node of T is labeled either "H" or "V" specifying whether the corresponding slice is horizontal or vertical. Each leaf corresponds to a basic rectangle. In general, there are many slicing trees that describe a given slicing floorplan. Notice that a slicing tree with n leaves has 2n 1 nodes.
If each basic rectangle has c implementations,
where c is a constant, then there are O(c") possible sets of implementations for the floor rectangle.
Stockmeyer [6] der of height (resp. width) then we say that height (resp. width) is the major-value, otherwise if they are ordered in increasing order of height (resp. width) then we say that height (resp. width) is the minorvalue. We will see later that if a list has height (resp. width) as its major-(resp. minor-) value, then it has width (resp. height) as its minor-(resp. major-) If T is a skewed slicing tree with internal nodes labeled "V" and "H" alternately, the height of T is 4 THE PARALLEL ALGORITHM There is a way to embed an arbitrary binary tree into a hypercube with dilation three (i.e., such that any two neighboring processors in the tree are at distance at most three in the hypercube). Furthermore, an arbitrary binary tree can be embedded into its optimal hypercube with dilation five [3] . Hence Lemma 6 , the processor at the root starts generating pairs no later than basic step + cn <-(c + 1)n. [5] In the next lemma we show that for any processor, ['-]
Combining the above results we obtain the following:
Theorem 3 Let T be a slicing tree with n leaves. Algorithm PFP computes the optimal implementations of the cells in O(n) time using O(n) processors. By Lemma 7 , the processor at the root will start generating pairs no later than (c + 1)n basic steps; by Lemma 8, once it starts generating pairs, it will not stop until all the pairs are generated. Further 
EXPERIMENTAL RESULTS
We simulated Algorithm PFP to generate all the useful implementations of F in Pascal on a Sun 4 workstation under the UNIX operating system. We compared the number of steps needed for the sequential algorithm with the number of steps needed for the parallel algorithm. In EXP1, we tested 10 skewed slicing trees. In EXP2, we tested 10 non-skewed slicing trees. The trees are randomly generated. The results are shown in Table I and Table II Figure 6 and 
