The current work provides a quasi-dimensional model for the combustion of methanol-gasoline blends. New correlations for the laminar burning velocity of gasoline and methanol are developed and used together with a mixing rule to calculate the laminar burning velocity of the blends. Several factors (such as the laminar burning velocity, initial flame kernel, residual gas fraction, turbulence, etc.) have been investigated and the sensitivity of these factors and the used submodels on the predictive performance was assessed. The simulation results were compared with measurement data from two engines on different gasoline-methanol blends. The results show the importance of the laminar burning velocity correlation, the method of initializing combustion and the turbulent burning velocity model. The newly developed laminar burning velocity correlation of gasoline performed equally or better than the existing correlations and the newly developed correlation of methanol outperformed the other correlations. The initial flame kernel size had a strong influence on the ignition delay. Changing the initial flame kernel to reproduce the same ignition delay was very effective to improve the simulations. Several turbulent combustion models were tested with the newly developed laminar burning velocity correlations and optimized ignition delay. In conclusion, the model of Bradley reproduced the trend going from gasoline to methanol much better than others due to the inclusion of the Lewis number.
Introduction
Due to the uncertainty in oil pricing, a growing world population, an increasing energy demand per capita and excessive greenhouse gas emissions, which contribute negatively to the environment, the search for alternative fuels is becoming increasingly urgent, especially in the transport sector, which is extremely dependent on oil. Light alcohols such as ethanol and methanol are promising alternatives. Because light alcohols are liquid, they are compatible with existing infrastructure and are easily stored in a vehicle. Methanol and ethanol are also miscible with gasoline which enables a soft start to an alternative fuel economy. As a result, they are already usable as blend-in fuels for production cars in limited concentrations. Thanks to a number of interesting properties, 1 such as a high heat of vaporization, elevated knock resistance, and high flame speeds, aggressively downsized engines with higher compression ratios, optimal spark timing and high amounts of exhaust gas recirculation can be applied. This means that methanol and ethanol have the potential to increase the engine performance and efficiency over that achievable with gasoline with lower harmful emissions. Driven by the Renewable Energy Directive in the EU and The Energy Independence and Security Act in the US, 2,3 biofuels like ethanol are likely to be used at increasingly high concentrations in gasoline over the next years. For now, bioethanol has the lion's share when it comes to non-petroleum-derived transportation energy. Despite of the projected growth, bioethanol is not considered to be viable in the long term as a substitute for fossil fuels, due to the biomass limit. 4 This biomass limit is different for each country, and depends on the amount of biomass that can be grown there, the amount of energy required by the country, any impact of land-use change that may arise, and limits set by any impact on the food chain. 5 It has been estimated that this limits the potential of biofuels to about 20% of the energy demand in 2050. 6 Synthetic fuels, sometimes described as 'electrofuels,' [6] [7] [8] [9] [10] [11] [12] are not constrained by a production limit and could become more and more important in the future. These fuel carriers are synthesized from CO 2 and water using renewable energy. In other words, CO 2 is captured and combined with renewable hydrogen, thus forming a liquid hydrogen carrier. This results in a closed CO 2 cycle. Methanol is the most energetically efficient liquid electrofuel that can be synthesized using this approach. 6 Next to this approach, methanol can also be produced from a variety of fossil fuels such as coal and natural gas and from renewable sources (e.g. gasification of wood, agricultural byproducts, and municipal waste).
Sileghem et al. and Turner et al. have showed that it is possible to formulate gasoline-ethanol-methanol (GEM) blends in which the stoichiometric air-to-fuel ratio is controlled to the same as that of conventional E85 or any other ethanol-gasoline blend used today. 13, 14 Starting with for example E85, ethanol can be removed while adding gasoline and methanol to maintain the same volumetric energy content and stoichiometric air-to-fuel ratio as E85. Such GEM blends can then be used as 'drop-in' alternatives to E85 and serve as a market pull for methanol. For a fixed volume of ethanol in the fuel pool (limited by the biomass limit) an increased level of renewability can be achieved dependent on the production process of the methanol. Modern engines host very advanced and complicated technologies regarding engine control strategies. To design engines together with the optimal control strategy for direct injection (DI), variable valve timing (VVT) and/or lift, exhaust gas recirculation (EGR), etc., low cost system simulations of the whole engine have become important development tools. Adding a variable in the form of a changing alcohol-gasoline blend will add complexity to the design and calibration. In this respect quasi-dimensional engine simulation codes are especially useful as they are well suited to evaluate existing engines, performing parameter studies and predicting optimum engine settings without resorting to complex multidimensional models. 15 In spark ignition (SI) engines, one of the key parameters to model the combustion is the laminar burning velocity of the fuel. There are a lot of publications where a quasi-dimensional engine cycle model is used but few can be adapted easily to add an additional fuel component or do simulations over the whole blending range because of the change in laminar burning velocity. Bougrine et al. used a quasi-dimensional model for blends of gasoline and ethanol with ethanol volume fractions ranging from 0% to 30%. 16 They used the corrected laminar burning velocity correlation proposed by Gu¨lder for ethanol-isooctane blends that was only validated up to 20 vol% ethanol. 17 In the quasi-dimensional model of Ma et al. and Perini et al., 18, 19 a simple mixing rule proposed by Di Sarli et al. was used for the laminar burning velocity of hydrogen-methane mixtures for a part of the mixing range. 20 A number of papers reported the performance and emissions of spark ignition engines fuelled with methanol-gasoline blends. [21] [22] [23] [24] Without any modification on the fuelling system, the power output decreased with the rising of methanol concentration in the blends. [21] [22] [23] However, the thermal efficiency is increased with the addition of methanol in these cases. With higher methanol concentration, the ignition delay and combustion duration are shortened, leading to a higher peak pressure. 23 However, very few studies focused on the combustion modeling of these blends in SI engines. Sileghem et al. developed a quasi-dimensional model to predict knock, 25 an abnormal combustion phenomenon. No work has been reported on modeling of the normal combustion of methanol-gasoline blends in SI engines.
The goal of this study is to provide a quasidimensional model for the combustion of the full range of methanol-gasoline blends. New simple correlations are introduced for the laminar burning velocity of gasoline and methanol based on measurements on a flat flame adiabatic burner using the heat flux method and mixing rules are used to calculate the laminar burning velocity of the blends out of the laminar burning velocity of the constituting fuels. The mixing rule, which was already validated at atmospheric conditions, 26 is evaluated for the use in quasi-dimensional models in this study for the first time. Additionally, because experimental measurements of the laminar burning velocity are limited in pressure and temperature due to the effects of flame stretch and instabilities, there is still uncertainty about the temperature and pressure dependence of laminar burning velocities at engine-like conditions. As there is the need for a quasi-dimensional model for the full range of alcohol-gasoline blends but there is uncertainty on several submodels such as the laminar burning velocity at engine-like conditions, a sensitivity analysis has been done.
Simulation program

Assumptions
Quasi-dimensional (QD) models are characterized by a predictive expression for the mass burning rate and the inclusion of geometrical parameters in the form of a thin, spherical flame front interface separating burned from the unburned gases. 15 The equations for the rate of change of the cylinder pressure, burned and unburned temperatures are derived from conservation of energy. To simplify the energy conservation equations during the power cycle, some basic assumptions are used, common to most QD engine models. 15, 27 1. All gases behave as ideal, but not perfect gases that is, the specific heat capacities are temperature dependent. 2. During the entire cycle, the pressure in the cylinder is uniform. 3. During compression and expansion the temperature and gas composition are uniform throughout the cylinder. 4. During combustion, separate, uniform temperatures and gas compositions are assumed for the unburned and burned zone. 5. The burned and unburned zones are separated by an infinitely thin (spherical) flame front with the origin at the spark plug. 6. There is no heat exchange between the burned and unburned zone. 7. Unburned gas is assumed to have a fixed composition. 8. Burned gas composition is maintained in chemical equilibrium.
Ignition
The ignition of the cylinder charge is usually not modelled in detail. The ignition kernel, which initializes the start of combustion at or shortly after the ignition timing, is often ascribed a certain mass or volume as discussed in a review by Verhelst and Sheppard. 15 In this study, the diameter of the initial flame kernel was assumed to be 1 mm at the time of ignition as a starting point: 2r f = 1 mm (r f is the flame radius). This diameter is comparable with the spark gap width. As the ignition process is dependent on local parameters around the spark plug such initialization is quite arbitrary. 28 As a result, in a later stage, this initial flame kernel will be adjusted/calibrated depending on the fuel.
Turbulent flame development
The turbulent combustion model used in this work is based on the entrainment framework. In the entrainment models, there is a combustion process consisting of the entrainment into the flame front, with a velocity u e , of turbulent eddies of characteristic size l e . These eddies then burn inwards from the peripheral ignition sites to be consumed in a time t = l e =u l . This can be expressed as follows: first, unburned mass is entrained at a rate _ m e given by where A f is the mean flame front surface area, _ m e is the entrained mass and u te is the turbulent entrainment velocity.
then, the mass entrained into the flame front is supposed to burn with a rate proportional to the mass of entrained unburned gas, with a time constant t b :
where m b is the mass of burned gas. These entrainment equations form the basis of a lot of combustion models [29] [30] [31] [32] [33] with differences arising from the choice of l e and u e .
32
The burn-up is postulated to take place at the laminar burning velocity over a length scale typical of the microscale of turbulence, the Taylor microscale l T . 34 Therefore, the time constant t b related to the combustion of entrained mass is given by:
The laminar burning velocity u l is computed using correlations which are a function of fuel, fuel to air equivalence ratio f, temperature, pressure and the amount of residual gases/EGR. Assuming isotropic turbulence, the Taylor microscale l T can be calculated from integral turbulent length scale L and the turbulent Reynolds number Re t , using a calibration constant C 3 to relate the Taylor microscale to the integral scale:
with u 0 the rms turbulent velocity and v u a kinematic viscosity. As mentioned by Verhelst, 32 the entrainment framework can also be used as a mathematical representation of the effects of a finite turbulent flame thickness d t .
Numerous models and correlations exist to predict the turbulent burning velocity and unfortunately no single model has emerged as the most accurate or most widely applicable. Based on the results of Verhelst and Vancoillie, 32, 35 three models have been selected to be used in this study: the Damko¨hler model, the model of Bradley et al., 36 and the model of Zimont/ Lipatnikov. 37, 38 The turbulent burning velocity models are slightly adapted for use in the engine cycle code. This adaptation includes a term u n to ensure the stretched laminar burning velocity u n appears when u 0 ! 0 and a calibration factor C 2 . Stretched laminar burning velocity data of air-fuel mixtures at the instantaneous pressure and temperature imply the need for either a library of stretched flamelets or a model for the effect of stretch. Only very recently, a zero-dimensional model has been proposed to take the flame stretch effects into account in spark ignition engines, for the case of iso-octane. 39 However, no stretch model and correlations for the unstretched laminar burning velocity have been developed for alcohol-gasoline flames at engine-like conditions. In the following formulations, u n is thus equal to u l . 40 Damko¨hler:
Bradley:
Zimont:
where Ka is the Karlovitz stretch factor, Le is the Lewis number, and Da is the Damko¨hler number. The Damko¨hler number is defined as the ratio of a characteristic time of the turbulent flow to a characteristic time for the chemical reactions, it is given by
with d l the laminar flame thickness. The Karlovitz stretch factor Ka is calculated as
Most turbulent combustion models need an explicit expression to relate the developing turbulent burning velocity u tk to the fully developed value u t . Verhelst identified several flame development models in the literature. 32, 36, 38, 41, 42 However, none of these flame development models take fuel properties into account. Therefore, the flame development model which was developed by Wahiduzzaman et al. has been used for most of the simulations. 31 This model takes some fuel properties into account by using the flame thickness (here defined as the ratio of the burned mixture kinematic viscosity to the laminar burning velocity) and a stretch factor H. This combustion model comprises of the turbulent combustion model of Damko¨hler. Until the turbulent combustion is fully developed, the developing turbulent burning velocity u tk is used instead and expressed as:
with C k a calibration factor, C k is equal to:
1 À e À4:81r In equation (12), r is the ratio of turbulence length scale to flame thickness, H is a stretch factor and C 1 is again a calibration constant for the flame development. The stretch factor H is a function of the flame thickness, the laminar burning velocity and the burned and unburned mixture density.
Laminar burning velocity of the blends
For this study, two new correlations were developed. Both the laminar burning velocities of methanol and gasoline have been determined using the heat flux method on a flat flame adiabatic burner in a previous study. 26, 43 The form of the developed correlation is given by:
where u l0 and a are third-order polynomials of f fitted to the measurements done on the flat flame adiabatic burner. Because the difference in pressure and EGR dependency of the laminar burning velocity of methanol and gasoline have not been studied in detail recently, it was decided to take the same expression for b and g for both the correlations. As a result, b is a first order function of f taken from the recent study performed by Galmiche et al., 44 in which the pressure dependency of iso-octane was investigated and g is a constant equal to 2.1, based on the measurements of Metghalchi and Keck, 45 and found in many laminar burning velocity correlations. For both methanol and gasoline, the same expression is taken for b:
For methanol, u l0 and a are given by: These correlations are validated for an equivalence ratio from 0.7 to 1.3 for gasoline and from 0.7 to 1.5 for methanol. The reference conditions in equation (13) are p 0 = 1 bar and T 0 = 298 K. Several other correlations of methanol and gasoline have been implemented to compare to the newly developed correlations.
In order to calculate the laminar burning velocity of blended fuels, the energy based mixing rule has been used. 26, 43, 46 The energy fraction can be calculated as follows:
where g i is the energy fraction and u l, i is the laminar burning velocity of the blend components which was calculated using above equations. The energy fraction can be expressed by:
with DcH i the heat of combustion of the mixture components, x i the mole fraction of the fuel components. Figure 1 presents the laminar burning velocity of methanol-air, gasoline-air, and M50-air mixtures at 1 bar, 358 K. The calculated burning velocity of methanol and gasoline are compared with the measured data using a heat flux burner. 26, 43 As can be seen, the calculated data using the newly developed correlations agree well with the experiment. The burning velocity of the methanol-air mixture is much faster than that of the gasoline-air mixture, especially at rich conditions. It reaches the peak at f = 1.2, instead of f = 1.1 for gasoline. The laminar burning velocity of the M50 (50% methanol + 50% gasoline by volume)-air mixture which is calculated using the mixing rule, equation (19) , is also plotted in Figure 1 . This illustrates the nonlinear behavior, as the burning velocity of M50-air mixture is more close to gasoline due to the higher heating value of gasoline compared to methanol.
In-cylinder turbulence models
In QD models, a turbulence sub-model is used to provide data characterizing in-cylinder turbulence, usually rms turbulent velocity u 0 and integral length scale L. Defining and measuring turbulence in engines is not straightforward due to cyclic variations and bulk flow movements. 27, 32 Two engines were used for this study: a Cooperative Fuel Research (CFR) engine and a Hyundai engine. For both engines, a different turbulence model was used, for reasons discussed below.
An empirical turbulence model was implemented in the code for simulations of the CFR engine. This model was based on measurements of the turbulent flow field in a CFR engine performed by Lancaster: 47 The integral length scale is assumed constant and equal to one-fifth of the top dead center (TDC) clearance height h TDC .
u 0 linearly decreases with crank angle according to:
where u 0 TDC is the rms turbulent velocity at TDC, taken to be 0.75 times the mean piston speed. u is the crank angle (360 at TDC of compression).
Because no measurements of the turbulence flow field could be done on the Hyundai engine and no measurements were reported in literature as was the case for the CFR engine, 47 it was decided to use the default turbulence model in GT-Power for simulations of the Hyundai engine. This model is based on the in-cylinder flow model proposed by Morel et al., 48 u 0 and L are modeled in each region by a k À e model.
Engine experiments
As a first step to analyse the combustion model's predictive capabilities on methanol-gasoline blends, a series of measurements were done on two naturally aspirated (NA) engines, the PFI single cylinder CFR engine and four cylinder DI Hyundai engine. The main characteristics of these engines are summarized in Table  1 .
For the CFR engine, the measurements comprise variable lambda l and methanol-gasoline ratios at a constant speed, 600 r/min. Measurements were done for M0, M20, M40, M60, M80, and M100 (methanolgasoline blends with methanol ratio of 0%, 20%, 40%, 60%, 80%, and 100%, respectively) at lambda equal to 1, 1.2, and 0.8. Ignition timing was fixed at 128 ca BTDC, the compression ratio was fixed at 7:1 and the throttle was turned open with 108 resulting in an indicated mean effective pressure (IMEP) range from 5.68 to 7 bar with a maximum difference of 0.4 bar IMEP between gasoline and methanol for the operating points with l = 1.2. The compression ratio was chosen very low because the gasoline used for the engine measurements (Exxon 708629-60) was prone to knock. To further validate the combustion models' predictive capabilities on alcohol-gasoline blends over a broader working range, measurements were done on the Hyundai engine. The measurements matrix is shown in Table 2 . This matrix was measured for gasoline, M50 and methanol. Due to limitations of the ECU, the lambda of case 5 could not be set rich enough for methanol. The lambda that was used for methanol instead is shown between brackets for four cases, case 5, 10, 11, and 14.
In order to allow an accurate comparison, all measurements were performed on the same day and all parameters were fixed except for the injection duration and the fuel composition. For each operation point, three measurements were done. First the engine was set to a fixed value and the first measurement was done when all the measured values such as exhaust temperature, oil temperature, air flow, etc. did not change anymore. Then, with an interval of a few minutes, the second and third measurement was done. The values shown on the Figures are the mean values of the three measurements. The errors bars used in the Figures are two times the standard deviation of the three measurements to give an idea on the spread of the different measurements. Figure 2 shows an example of measured in-cylinder pressures on the Hyundai engine fueled with gasoline, M50 and methanol at stoichiometric condition, 1500 r/ min and throttle position of 12% (case 1 in Table 2 ). As can be seen in this Figure, the combustion behavior is quite different between the three mixtures. It is clear that the maximum pressure and the combustion duration are significantly changed when the methanol concentration varies from 0 to 100% in the fuel blends. This is due to the difference in the burning velocity of the three mixtures (see Figure 1 ).
Research methodology
Model build-up
As the main focus of the current work was to evaluate the combustion model, the employed engine model is limited to the closed part of the engine cycle (intake valve closing, IVC to exhaust valve opening, EVO). To validate the engine model for the closed part of the cycle, a stand-alone cylinder model was constructed. In order to be able to validate such a stand-alone cylinder model for a specific engine, beside the engine geometry, the operating conditions (engine speed, spark timing, equivalence ratio, etc.), surface temperatures, the trapped conditions and initial turbulence conditions are needed. Estimations of the surface temperatures of cylinder head, liner and piston are needed for the wall heat transfer calculation. The values recommended from the GT-Power manual are used for these temperatures. 34 Regarding the trapped conditions, the initial conditions for mass fractions of air and fuel are obtained from the air and fuel flow measurements. On the other hand, the level of internal EGR as well as the initial turbulence conditions have to be calculated using a gas dynamics model in the GT-Power software before the stand-alone cylinder model can be used to perform predictive calculations. To calculate the gas dynamics in GT-Power, three different pressure measurements are required from the cylinder of interest. Two of these measurements are port pressures (intake and exhaust) and the third is cylinder pressure. The GT-Power software can also be used to analyze the measurements in order to obtain a single combustion burn rate for each operating condition. This 'experimental' burn rate is required to calibrate the predictive combustion model and can be used to compare the simulations with the experimental burn rates. 
Calibration of the predictive models
Before the code can be used to simulate a certain engine, a single set of calibration constants must be determined for the heat transfer, flame development (C 1 in equations (11) and (12)) and turbulent combustion model (C 2 , C 3 in equations (4) and (6) to (8)). The heat transfer multipliers are calibrated for all simulations based on correspondence between the measured and predicted cylinder pressure, the exhaust and inlet temperatures as well as the volumetric efficiency. For the simulation of CFR engine, three values of heat transfer multipliers were used to match the in-cylinder pressure trace and S-shape burn rate profile. 35 However, a single value of heat transfer multiplier was used for the simulation of the Hyundai engine, as is proposed by GT-Power. 34 The calibration factors of the combustion model (C 1 , C 2 , and C 3 ) are calibrated using the predictive combustion model and cannot be calibrated independently. For example, C 1 cannot be simply calibrated against measured ignition delay, because the flame development model will also affect the main combustion duration. The flame development constant C 1 is usually calibrated first in order to get a reasonable correspondence for the ignition delay. Secondly, C 2 and C 3 are adjusted simultaneously in order to get a reasonable agreement with the experimental burn rate. Increasing C 2 increases the mass entrainment rate, while increasing coefficient C 3 decreases the mass burning rate by lengthening the burn-up time. Finally, the three constants of the predictive combustion models are simultaneously optimized by minimizing the root mean square error (RMSE) between the measured and predicted normalized burn rate.
The model will be calibrated on one measurement performed with gasoline at l = 1 and this calibration will be used for the whole operating range and methanol blends. For the Hyundai engine, this calibration was done for measurement point 13 because this measurement is located in the center of the measurement matrix (for throttle position, l, and ignition timing).
Analysis procedure
In the literature, a lot of different models for QD simulations of internal combustion engines can be found and a lot of new laminar burning velocity correlations, which become more and more complex, are being developed. However, the sensitivity of the added complexity of these new models and correlations is rarely tested. This is why the following procedure was taken in order to investigate the combustion model's predictive capabilities on alcohol-gasoline blends:
1. A sensitivity analysis of the simulation model was done on the CFR engine for the following parameters: the initial spark size, the residual gas fraction, the rms turbulent velocity u 0 and the integral turbulent length scale L. This sensitivity analysis was done to investigate if the uncertainties on these parameters do not outweigh the uncertainty on for example the laminar or turbulent burning velocity.
A comparison of different laminar burning velocity
correlations of pure gasoline and pure methanol were performed. This was done in order to investigate how the newly developed correlation for gasoline and methanol perform compared to other correlations for the laminar burning velocity of gasoline and methanol from the literature. 3. Finally, the effect of different turbulent burning velocity models and the flame initialization has been investigated for the full range of methanolgasoline blends.
For points 1 and 2 explained above, the flame development model of Wahiduzzaman et al. 31 was used together with the newly developed laminar burning velocity correlations mentioned in the previous section.
Sensitivity analysis
For the sensitivity analysis, four input parameters of the simulation model will be changed to investigate the sensitivity of the output parameters to these inputs: initial spark size (spark kernel diameter); the residual gas fraction; rms turbulent velocity u 0 ; integral turbulent length scale L.
The different parameters have been varied in a range that represents a possible variation due to uncertainty on their value (see Table 3 ). Four output parameters are analysed: ignition delay (ID): 0-2% mass fraction burned; duration of 10-90% mass fraction burned (MFB10-90); crank angle of 50% mass fraction burned (MFB50); maximum pressure (Pmax).
A negative value means an opposite change of output y with respect to the varied input parameter x. Large absolute numbers mean a strong influence of this parameter. However, these numbers have to be interpreted carefully because large or small numbers for the initial x 0 could have a strong effect on the sensitivity value for the same relative change in y. This sensitivity analysis was done for the stoichiometric, lean, and rich operation points on the CFR engine; the fuel is gasoline. The laminar burning velocity was calculated with the newly developed laminar burning velocity correlation and the calibration factors of the simulation model were optimized by minimizing the burn rate RMSE between the measurement at stoichiometry and the simulation. In Figure 3 , the sensitivity of the four output parameters is shown. As can be seen in Figure 3(a) , the flame kernel size has a big influence on the ID and MFB50, less on the MFB10-90. Changing the initial flame kernel does not change the fully developed combustion (MFB10-90) significantly. The second parameter that has been varied is the residual gas fraction. It has been increased with 3%. This has a significant effect on all the parameters presented here, especially MFB50, see Figure 3 (b). Clearly, the residual gas fraction has to be estimated as precisely as possible. That is why a three pressure analysis in GTPower has been used in this study to calculate the residual gas fraction in the cylinder for each measurement as accurately as possible. A good gas dynamics model is thus crucial for accurate prediction of the combustion process. A change in rms turbulent velocity u 0 and integral turbulent length scale L parameters has a significant effect on the change of output parameters as can be seen in Figure 3 (c) and (d). Notwithstanding this uncertainty, it is expected that this turbulence model can be used for the simulations of the CFR engine because throttle position, speed and ignition timing remain the same for all measurements.
Performances of the newly developed correlations
In this part, the comparison of different laminar burning velocity correlations of pure gasoline and methanol were performed. This was done in order to investigate how the newly developed correlations for gasoline and methanol perform compared to other correlations for the laminar burning velocity of gasoline (or iso-octane) and methanol from the literature. The comparison of laminar burning velocity correlations of pure gasoline was done with the measured data of the CFR engine, while the measured data from the Hyundai engine was used to compare the performances of laminar burning velocity correlations of pure methanol. 45 As there is no standard composition of gasoline, often correlations of surrogates of gasoline are used instead of a real gasoline for example, the correlation of Gu¨lder is based on laminar burning velocity measurements of iso-octane. 50 For each correlation, the calibration factors of the simulation model were optimized by minimizing the burn rate RMSE between the measurement at stoichiometry and the simulation.
In Figure 4 , the error between the simulations and the experimental measurements are shown for stoichiometric, lean and rich operation for four output parameters as mentioned in the previous section: the ID, MFB10-90, MFB50 and Pmax. As can be seen on the bar graphs, none of the four correlations outperforms the others dramatically. Although it was calibrated for the stoichiometric operating point, the error of the ignition delay is rather high at that mixture. Only for rich operation with the correlation of Gu¨lder, the errors are clearly larger than when using the other correlations. This can be explained looking at the temperature and pressure power exponents (a and b) of that correlation. 50 The predictive model is calibrated for the engine running at an equivalence ratio equal to 1. Going from an equivalence ratio of 1 to 1.25 (lambda equal to 0.8), a decreases and b increases, resulting in lower laminar burning velocities than when they stay the same as is the case for the correlation of Gu¨lder. The best agreements are obtained for the newly developed correlation and the standard correlation used in GT-Power. We can conclude that in this framework the newly developed correlation performs equally or better than the older correlations, so this correlation will be used in the next sections.
Laminar burning velocity correlations of methanol
In this section, the simulation error of ID, MFB10-75 (duration of 10-75% mass fraction burned), MFB50 and Pmax from the simulation with different laminar burning velocity correlations were compared together. Contrary to the simulation results on the CFR engine, the MFB10-75 is shown instead of the MFB10-90. This is because a single value for the heat transfer multiplier has been used for the simulations on the Hyundai engine compared to three different values for the heat transfer multiplier on the CFR engine, as explained in the previous section. Using a single value for the heat transfer multiplier should normally be sufficient for the calibration of the model and this also helped to limit the amount of calibration factors (additional calibration factors were added for the direct injection). Because only a single value is used, this could occasionally lead to a long tail on the burn rate profile resulting in large differences in the MFB10-90 between several cases. This could lead to an misinterpretation of the simulations for some test results.
In Figure 5 , the standard correlation of GT-Power for methanol, 34 the correlation of Gu¨lder, 51,52 and the correlation developed by Vancoillie et al. 53 are used next to the new correlation for methanol while the calibration of the simulation model is always the same calibration done with the new correlation of gasoline. It is clear that the calibration of the simulation program is far from the optimal calibration that could be chosen for the three other laminar burning velocity correlations, the error is larger. Due to the advanced ignition timing (see Table 1 ), the crank angle when 50% mass fraction is burned closes to the top dead center (08 ca), the relative difference between simulation and measurement is huge. In general, the newly developed correlation has smaller error compared to other correlations. Therefore, this correlation of methanol will be used in conjunction with the newly developed correlation of gasoline for the simulation of gasoline-methanol blends.
Validation of engine simulations
One of the conclusions of the previous section is that the ignition delay is not well predicted by the simulation model. In this section, it is investigated how the optimization of the ignition delay by tuning the initial flame kernel (or spark size) can influence the outcome of the simulation. The spark size/initial flame kernel is now seen as an additional calibration factor. In this part, the influence of initial spark kernel size and different turbulent combustion models were analysed. The study was done on both engines, CFR and Hyundai.
Effect of the flame initialization
First, the original calibration factors and the spark size are optimized together by minimizing the burn rate RMSE of the measurements on gasoline at stoichiometric operation and then for each measurement the spark size is changed to have the same ignition delay as in the measurements. In Figure 6 , the spark size diameter of the CFR engine is shown after optimization in order to simulate the same ignition delay as the experimental ignition delay. As can be seen in Figure 6 , there is a steeper increase for stoichiometric and lean mixtures going from gasoline to methanol than there is for rich mixtures, with the strongest increase for lean mixtures. The experimental trend of the ignition delay for the rich mixtures of this dataset was already captured without this optimization. Thus, the spark size for rich mixtures stays relatively constant. The trends can be explained by the fact that the turbulent burning velocity model of Damko¨hler does not take into account the influence of Lewis number. At rich condition, there is no difference between the Lewis number of methanol and gasoline (or iso-octane). The difference becomes larger with leaner mixtures (as can be seen in Figure 9 ). This is the reason why the spark size should be larger at stoichiometric and lean mixtures when the methanol concentration in the blend increases.
When the ignition delay is optimized to have the same value as the ID derived from the measurements, it is easier to evaluate the predictive capabilities regarding the other parameters. In Figure 7 , the comparison of simulation error of MFB10-90, MFB50, and Pmax for the stoichiometric mixtures are shown for the simulations with and without optimized ignition delay. As can be seen in Figure 7 , without optimized ignition delay, the error increases with the raise of methanol fraction in the mixture because the model is validated for gasoline. The MFB10-90 is less sensitive with the change of initial flame kernel, similar to the conclusion in the sensitivity analysis section. There is a small change in the MFB10-90 because of slightly altered temperatures and pressures. The agreement with the experimental MFB50 and the Pmax is much better, especially the MFB50, due to the optimized ignition delay.
The same method was used for the measurement on the Hyundai engine and the results are plotted in Figure 8 . In the case of without ID optimization, although the calibration is done for gasoline, the calibration constants provide a very good agreement for the M50 mixture. As seen in Figure 8 , there is a slightly better agreement for the MFB10-75 compared to the simulations without the optimization of the ignition delay. Similar to the results on the CFR engine, the agreement between the experimental values of MFB50, the Pmax and the simulated results is very good, especially for the case of using pure methanol. This result shows that the flame initialization (or spark size diameter) as an additional calibration factor can be very effective.
Turbulent combustion models
In this section, the performance of three turbulent combustion models which were mentioned in the previous section are examined. Contrary to the Damko¨hler model, the model of Bradley et al. and the model of Zimont/Liptnikov take fuel properties into account. [36] [37] [38] These models are fuel dependent because this was needed to reproduce experimental trends seen for turbulent burning velocity measurements. The model of Bradley et al. has the following fuel properties: the Lewis number together with the laminar burning velocity and the kinematic viscosity of the unburned mixtures, all contained in the Karlovitz number. The model of Zimont/Lipatnikov has the laminar burning velocity and thermal diffusivity of the unburned mixture, contained in the Damko¨hler number. The thermal diffusivity of the unburned mixtures is also used in the model of Bradley et al. The thermal diffusivity is used in the Lewis number together with the diffusivity of the deficient reactant. The Lewis number Le is calculated by taking the mass diffusivity of the deficient reactant in nitrogen using the expression of Fuller et al. from Reid et al. 54 The difference between the Lewis number of methanol and the Lewis number of iso-octane, which is used to represent gasoline, is shown in Figure 9 . For the methanol-gasoline blends used in this study, the mass diffusivity of iso-octane was used for gasoline and the mass diffusivity of the blends was calculated out of the value of iso-octane and methanol on a molar basis.
The flame development model used for this comparison is the model of Morel et al. 55 This model is very similar but simpler than the model of Wahiduzzaman et al., 31 which was used in the previous sections, and therefore easier to implement in the GT-Power Fortran code. In the model of Morel et al., 55 C k is just a constant, C k = C 1 (in equation (12)). Due to the different flame development model, the calibration is different and other values are expected from the simulations done with the Damko¨hler model (which is the same as in the previous sections). For every turbulent flame model, the simulation is again calibrated for gasoline at stoichiometric operation. This calibration is used to simulate the whole range of methanol-gasoline operating points.
In Figures 10-12 , the simulation results of the different turbulent burning velocity models are shown for the stoichiometric, lean, and rich mixtures together with the experimental data of the CFR engine. The calculated ID, MFB50, MFB10-90, and Pmax using three turbulent combustion models are compared with the experimental results at stoichiometric condition in Figure 10 . For rich and lean mixtures, only the ignition delay ID and the combustion duration MFB10-90 will be shown. The MFB50 and Pmax are mainly determined by the ignition delay and the fully developed combustion and can, as a result, be deduced from the ID and MFB10-90.
For the Damko¨hler model, it is clear that the trends are equal to the trends seen in the previous section but that the values differ due to the different flame development model and corresponding calibrations. For stoichiometric mixtures, the simulated ID, the MFB10-90 and MFB50 do not change much going from gasoline to methanol. For lean mixtures ( Figure  11) , there is even a slightly increasing trend which is opposite to the experimental trend and for the rich mixtures, the trend is well captured. Because the turbulent burning velocity model of Damko¨hler is proportional to u 0 , the change in the combustion process is due to the laminar burning velocity, see equation (6) . This means that the laminar burning velocity does not change much going from gasoline to methanol in the case of stoichiometric mixtures, decreases slightly for lean mixtures and increases for rich mixtures. The reason for this is that the difference in the measured laminar burning velocity on the flat flame adiabatic burner between methanol and gasoline is significantly larger for rich mixtures than for lean or stoichiometric mixtures. The smaller difference for lean mixtures together with the lower in-cylinder temperatures in the case of methanol and smaller temperature dependence for methanol compared to gasoline (1.86 for methanol and 1.98 for gasoline for l = 1:2, as can be calculated using equations (16) and (18)) means the laminar burning velocities decrease slightly for the lean methanol mixtures.
Comparing the results obtained with the turbulent burning velocity model of Zimont with the results of the Damko¨hler model, it is clear that the absolute values differ but more or less the same trends can be seen. For lean mixtures, the opposite trend compared to the experimental data is seen as is the case for the Damko¨hler model. This was expected as the model of Zimont takes the laminar burning velocity into account while there is a decrease in the simulated value of the laminar burning velocity going from gasoline to methanol, as explained in the previous section.
For rich mixtures (l \ 0:9), there is no difference between the Lewis numbers of two fuels, as can be seen in Figure 9 . This behavior helps to explain the trends seen in Figures 10-12 for the Bradley model. Because of the difference in Lewis number between methanol and iso-octane for stoichiometric and especially lean mixtures, the decreasing trend of the ID and MFB10-90 is better captured resulting in a better prediction of the trend seen for the maximum pressure. Especially for lean mixtures, the behavior is predicted better. However, the absolute values of the lean mixtures prediction are worse than for the other combustion models. For rich mixtures, due to the Lewis numbers of isooctane and methanol being the same, all turbulent combustion models are able to capture the trend of changing from gasoline to methanol, as can be seen in Figure  12 .
For the validation on the Hyundai engine, similar to the CFR engine, only the ignition delay and combustion duration MFB10-75 will be shown. To detect any difference between the Bradley and Zimont turbulent combustion model, we zoomed in at the operating points with a throttle opening of 12%. For gasoline and M50 mixtures, the comparison is done in five cases, cases 1, 4, 5, 14, and 15, four cases was used for methanol is cases 1, 4, 5, and 14 (see Table 2 ). These results are plotted in Figures 13 and 14 as a function of lambda for the three mixtures. The Zimont combustion model gives very similar trends to the Damko¨hler model which was also seen in the validation on CFR engine. The Bradley combustion model follows the experimental trend of the ignition delay better than the Damko¨hler and Zimont model, especially for gasoline, but there is a larger overestimation of the MFB10-75 for lean mixtures in the case of gasoline. The large change in Lewis number of iso-octane, used to calculate the Lewis number of gasoline, for lean mixtures (see Figure 9 ) can be accounted for this larger error. Although the trend going from gasoline to methanol is better predicted for the Bradley model, this model suffers from large errors. From the simulated data on both CFR and Hyundai engines, we can see that if the combustion model is calibrated for gasoline, the combustion behavior of pure methanol is not captured well. The heat of vaporization of methanol is much higher than gasoline. In this research, however, a fixed setting for the vaporized fluid fraction (in this case, 3%), 50% evaporation duration (608 ca), and vaporization heat taken from the walls (75%) was used for the Hyundai DI engine. For the PFI CFR engine, the intake mixture was assumed to be completely evaporated before compression. Therefore, in order to simulate the methanol-gasoline blends with a varying methanol concentration, first of all, a combustion model should be used that takes the Lewis number into account, and secondly differences in in-cylinder vaporization should be checked. There is an almost linear decrease of ID, MFB10-90, MFB50 and linear increase of Pmax when the mixture is going from gasoline to methanol. The calibration constants for the binary mixture of 50% (v/v) methanol + 50% (v/v) gasoline might do a better job at predicting the combustion of methanol-gasoline blends.
Conclusions
The predictive capabilities of the simulation framework were tested for measurements on a PFI CFR engine and a DI Hyundai engine. The sensitivity was investigated and the results showed the importance of the laminar burning velocity correlation, the initial flame kernel and the estimation of the residual gas fraction. The predictive performance of newly developed laminar burning velocity correlations of gasoline and methanol were assessed. A comparison of four different laminar burning velocity correlations of gasoline as well as methanol was made from which it was shown that the newly developed correlation of gasoline performed equally or better than the older correlations and the newly developed correlation of methanol outperformed the other correlations. This shows that it is important to match laminar burning velocity correlations of different fuels if the effect of using another fuel than normal (gasoline) needs to be investigated.
Because the initial flame kernel had a big influence on the ignition delay, it was decided to adjust this initial flame kernel depending on the operating point. After optimizing the initial flame kernel to reproduce the same ignition delay as in the measurements on the CFR engine, the trends in burn rate and peak pressures were much better reproduced. As a result, it can be concluded that a flame kernel (growth) model that properly accounts for fuel effects could be very effective to improve the simulation results. Current predictive combustion simulations could benefit from an initial flame kernel size multiplier (or a spark size multiplier). Different turbulent burning velocity models were also tested. Although the absolute values did not give significantly better results, the model of Bradley et al. reproduced the trend going from gasoline to methanol much better due to the inclusion of the Lewis number. Similar behavior was found with the simulation on the Hyundai engine. In conclusion, first of all, a combustion model should be used that takes the Lewis number into account, and secondly differences in in-cylinder vaporization should be checked in order to predict the combustion behavior of the methanol-gasoline blends.
