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Le chemin ondulait comme un serpent, à droite et à gauche,
et se divisait en plusieurs embranchements qui montaient
ou descendaient. Il n’y avait pas de pente vraiment raide
mais les dénivellations étaient conséquentes. J’avais l’im-
pression d’abandonner encore plus loin derrière moi à
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Un serpent de longueur L est une courbe S : [0, L] → Rd continue et C1 par
morceaux qui est paramétrée par la longueur d’arc et telle que la « queue » se trouve
à l’origine, autrement dit, S(0) = 0. Charmer ce serpent consiste à déformer S de
sorte que son « museau », S(L), suive une courbe γ dans Rd. Plus précisément,
l’algorithme du charmeur de serpents répond au problème suivant : étant donné un
couple (S, γ) où S est un serpent initial de longueur L et γ : [0, 1] → Rd, γ(0) = S(L),
est une courbe de classe C1, on cherche une famille à un paramètre St, t ∈ [0, 1], de
serpents de longueur L telle que S0 = S et St(L) = γ(t). Techniquement, le serpent
S est déterminé par son hodographe z(s) = dSds (s) qui est une courbe continue par
morceaux à valeurs dans la sphère unité Sd−1. La solution, ou « l’output », de notre
algorithme est donc une famille zt d’hodographes obtenu à partir de l’hodographe
initial z. Mentionnons quelques propriétés de cet algorithme :
(i) si, sur un ouvert de [0, L], S est de classe Ck (pour 1 ≤ k ≤ ∞), il en est de
même de St pour tout t ;
(ii) si l’hodographe z admet des périodicités partielles, ainsi en est-il de zt pour
tout t ;
(iii) bien que l’espace des serpents soit de dimension inﬁnie, l’algorithme se réduit à
résoudre une équation diﬀérentielle ordinaire du premier ordre dans un groupe
de Lie de dimension d(d + 1)/2, à savoir le groupe Mo¨b(d− 1) des transforma-
tions de Möbius de la sphère Sd−1 ;
(iv) la famille St varie continûment en fonction de (S, γ) ;
(v) la solution St de l’algorithme est l’unique déformation de S suivant γ qui






C’est cette propriété, analogue à celle des lignes de gradient d’une fonction, qui
motiva originellement notre algorithme.
La ﬁgure 1 ci-dessous illustre le serpent
S : [0, 4pi] −→ R2
s 7−→ (s, sin(s)),
que l’on déforme pour faire suivre un cercle à vitesse constante.
Le principe de l’algorithme est le suivant. Comme indiqué ci-dessus, les serpents
sont déterminés par leur hodographe dSds (s). Il s’agit de courbes continues par mor-
ceaux à valeurs dans Sd−1. Fixons-nous une partition P de l’intervalle [0, L] et dési-
gnons par Conf l’espace des applications de [0, L] dans la sphère Sd−1 qui sont conti-
nues sur chaque morceau de P ; cet espace est muni de la topologie de la convergence
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Fig. 1 – Exemple de l’algorithme du charmeur de serpents.
uniforme. On parle de l’espace des configurations et les éléments de Conf sont appelés
des configurations. La partition P peut être vide, auquel cas les applications considé-
rées sont continues sur tout [0, L]. Nous faisons correspondre à chaque conﬁguration





pour s ∈ [0, L]. L’extrémité (ou le « museau ») est alors l’application f : Conf → Rd,
envoyant z sur Sz(L) =
∫ L
0 z(s)ds. En utilisant la métrique riemannienne standard
sur Sd−1, on peut munir Conf d’une structure de variété banachique lisse pour laquelle
l’application f est lisse. L’image de f est la boule fermée dans Rd de rayon L et
de centre 0. Les points critiques de f sont les configurations alignées, c’est-à-dire
les conﬁgurations z dont l’image z([0, L]) est contenue dans une paire antipodale
(p,−p). Le serpent Sz associé à une telle conﬁguration est alors contenu dans la
droite vectorielle passant par p. Les valeurs critiques constituent donc un ensemble
ﬁni de sphères centrées à l’origine qui dépend de la partition P.
Munis de ces notions, nous pouvons reformuler le problème du charmeur de ser-
pents comme un problème de relèvement de courbes :
soient z ∈ Conf une conﬁguration initiale
et γ : [0, 1] → Rd une courbe C1 telle que f(z) = γ(0) ;
on cherche une coubre [0, 1] → Conf, t 7→ zt,
telle que z0 = z et f(zt) = γ(t).
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Aﬁn d’avoir une courbe privilégiée qui s’envoie sur γ, on impose une condition au
vecteur vitesse z˙t ∈ TztConf. L’espace tangent TzConf est l’espace vectoriel des
applications v : [0, L] → TSd−1 continues par morceaux pour la partition P et telles
que pi(v(s)) = z(s), où pi : TSd−1 → Sd−1 est la projection canonique. En utilisant
l’inclusion Sd−1 ⊂ Rd, on regarde les éléments de TzConf comme des applications à
valeurs dans Rd telles que 〈v(s), z(s)〉 = 0. Muni de la norme ‖v‖ = sups∈[0,L] ‖v(s)‖,
l’espace vectoriel TzConf est un espace de Banach. On le munit également du produit
scalaire 〈v, w〉 =
∫ L
0 〈v(s), w(s)〉 ds qui n’est pas complet. On ne peut donc pas
s’attendre à ce qu’une fonction de Conf dans R admette, en général, un gradient.
Nous construisons cependant des gradients pour toutes les fonctions de la forme ϕ◦f ,
où ϕ : Rd → R est une fonction lisse. Ces gradients engendrent une distribution sur
Conf que l’on désigne par ∆. Le sous-espace ∆(z) ⊂ TzConf est de dimension d si z
est non-alignée et de dimension d − 1 sinon. On montre que ∆(z) = (kerTzf)⊥, où
Tzf désigne l’application tangente à f , et, comme kerTzf est de codimension ﬁnie,
(1) TzConf = ∆(z)⊕ kerTzf.
Les courbes dans Conf telles que z˙t ∈ ∆(zt) sont dites horizontales (ou ∆-courbes).
L’algorithme du charmeur des serpents consiste alors à considérer la distribution
∆ comme une connexion d’Ehresmann [Eh51] pour l’application f . Étant donnée
une conﬁguration initiale z0, on prend pour zt l’unique relèvement de γ(t) partant
de z0 en t = 0 et qui est horizontal pour ∆. En dehors des points critiques ∆(z)
s’envoie isomorphiquement sur Rd par Tzf , ce qui garantit l’existence et l’unicité du
relèvement au moins localement. L’application f n’étant pas propre, l’existence de
zt n’est pas garantie sur tout [0, 1].
Cette idée avait été introduite par Hausmann [Ha05] dans le cadre des bras ar-
ticulés (on utilisera également le terme serpent polygonal). Pour a = (a1, . . . , aN ),
ai > 0, le bras articulé de type a est l’application fa : (Sd−1)N → Rd qui en-
voie z = (z1, . . . , zN ) sur
∑N
i=1 aizi. Il s’agit du serpent Sz où z est l’application
constante par morceaux z : [0, L] → Sd−1, avec L =
∑N





j=0 aj [ et i = 1, . . . , N (on pose a0 = 0). Les points critiques de
fa sont également les conﬁgurations alignées s’écrivant comme zi = ±zj pour tout
i, j = 1, . . . N . En dehors des points critiques, fa est une submersion propre et la
distribution ∆a = (kerTzfa)⊥ permet de relever horizontalement toute courbe C1
restant dans les valeurs régulières de fa. Si les bras articulés sont des serpents parti-
culiers (polygonaux), il est tentant de voir les serpents comme limite de bras articulés
(pour N →∞ et ai → 0). Nous reviendrons sur ce point de vue plus loin.
Après avoir introduit ce matériel préliminaire, on étudie au chapitre 2 la com-
posante connexe par ∆-courbes d’une conﬁguration initiale z0 que l’on désigne par
A(z0). Désignons par Mo¨b(d − 1) le groupe des transformations de Möbius de la
sphère Sd−1 qui préservent l’orientation ; il s’agit du groupe engendré par les compo-
sitions d’un nombre pair d’inversions, dans Rd ∪ {∞}, en des sphères orthogonales à
S
d−1. Le groupe Mo¨b(d−1) agit sur Conf par post-composition : (g ·z)(s) = g(z(s)).
Ceci mène au théorème principal de ce travail :
Théorème Principal. Soit A(z0) ⊂ Conf la composante connexe par courbes
horizontales d’une conﬁguration z0 ∈ Conf. Alors,
A(z0) = Mo¨b(d− 1) · z0.
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Ce résultat généralise celui obtenu dans [Ha05] pour les bras articulés isocèles.
La preuve dans le cas de la variété de dimension ﬁnie (Sd−1)N utilise un théorème de
Sussmann [Su73] qui décrit, pour une distribution ∆ sur une variété M , les compo-
santes connexes par ∆-courbes comme les « feuilles » d’une distribution intégrable
associée à ∆. Le théorème de Sussmann est valable pour des variétés de dimension
ﬁnie ; nous n’en connaissons pas de généralisation aux variétés de dimension inﬁnie.
En utilisant le fait qu’une transformation de Möbius est déterminée par un nombre
ﬁni de points, nous avons réussi à nous ramener à une situation où nous pouvions
appliquer le résultat de Hausmann. Le théorème principal implique alors que la so-
lution zt à notre problème s’écrit comme zt = g(t) · z0, où g(t) est une courbe dans
le groupe de Möbius partant de l’identité. Ceci nous donne la propriété (iii) mention-
née ci-dessus. De plus, il s’ensuit que les invariants classiques des transformations
de Möbius, comme le birapport de quatre points, sont également conservés le long
des courbes horizontales. Nous obtenons par exemple les propriétés (i) et (ii). La pro-
priété (v) provient de la décomposition (1). La continuité (iv) sera l’objet du théorème
de continuité énoncé plus bas.
Au chapitre 3, on montre que la courbe g(t) s’obtient comme solution d’une équa-
tion diﬀérentielle ordinaire dans le groupe de Möbius. Pour trouver cette équation,
on considère, pour tout v ∈ Sd−1, le sous-groupe à un paramètre Γvt de Mo¨b(d− 1),
formé des transformations purement hyperboliques ayant v comme point ﬁxe stable
et −v comme point ﬁxe instable. On désigne par Cv ∈ mo¨b(d − 1) le générateur de
Γvt et par H le sous-espace vectoriel de mo¨b(d− 1) engendré par l’ensemble des Cv.
Il s’agit d’un espace vectoriel de dimension d et, si {e1, . . . , ed} désigne la base cano-
nique de Rd, les éléments {Ce1 , . . . , Ced} forment une base de H. On utilise dans la
preuve du théorème principal le fait que H engendre mo¨b(d−1) en tant qu’algèbre de
Lie (voir [Ha05, Lemme 3.4]). On regardera H comme une distribution de rang d sur
Mo¨b(d− 1) via la correspondance g 7→ Hg = TidRg(H), où Rg désigne la translation
à droite par g. Pour un z0 ﬁxé, on considère encore l’application F : Mo¨b → Rd
envoyant g sur f(g · z0). Si g · z0 n’est pas alignée, alors F est une submersion en
g et la restriction TgF |Hg : Hg → R
d est un isomorphisme que nous désignons par
M(g · z0). On montre alors que si g(t) satisfait l’équation diﬀérentielle
(2) g˙(t) = M−1(g(t) · z0)γ˙(t), g(0) = id,
alors zt = g(t) · z0 est un relevé horizontal de γ(t) et la famille Szt est une solution
à notre problème. On regarde M(g · z0) comme une matrice inversible qui prend la
forme :
M(z) =














où z = g · z0 ∈ Conf et l’on écrit z(s) ∈ Sd−1 en coordonnées (z1(s), . . . , zd(s)). Le
deuxième terme de la soustraction est lamatrice de Gram du vecteur (z1(s), . . . , zd(s)).
Le cas d = 2 est particulièrement intéressant : le groupe de Möbius s’identi-
ﬁe au groupe PSU(1, 1) = SU(1, 1)/{±id} agissant par transformations homogra-
phiques sur S1. Le groupe SU(1, 1) étant un revêtement à deux feuillets au-dessus
de PSU(1, 1), on a aussi une équation diﬀérentielle comme (2) dans le groupe de
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, |a(t)|2− |b(t)|2 = 1 et λ est un nombre complexe dépendant de
g, de t, ainsi que de la courbe γ.
Notre deuxième résultat concerne l’existence d’un relevé horizontal sur tout l’in-
tervalle [0, 1]. En eﬀet, le groupe de Möbius n’étant pas compact, la solution de
l’équation diﬀérentielle (2) n’est pas garantie pour tout t. Notre énoncé le plus simple
se situe dans le cas d’une conﬁguration nomade, c’est-à-dire une conﬁguration telle
que z−10 (p) est de mesure de Lebesgue nulle pour tout p ∈ S
d−1.
Théorème de relèvement. Soit z0 ∈ Conf une conﬁguration nomade. Soit BL(0)
la boule ouverte centrée en 0 et de rayon L. Alors, pour toute courbe C1 γ : [0, 1] →
BL(0) avec γ(0) = f(z0), il existe un unique relèvement horizontal γˆ : [0, 1] → Conf
de γ avec γˆ(0) = z0.
Le théorème de relèvement se généralise à des serpents de conﬁguration non-
nomade via la notion de sédentarité d’une conﬁguration (paragraphe 3.3). Nous pré-
sentons également des exemples où la solution n’existe pas pour tout t ∈ [0, 1], même
si γ reste dans les valeurs régulières. Ceci est contraire à ce qui se passe en dimension
ﬁnie dans le cas des bras articulés.
Lorsque la conﬁguration initiale z0 est alignée, c’est-à-dire z0([0, L]) ⊂ {±p} pour
un certain p ∈ Sd−1, on ne peut relever γ(t) que si γ˙(0) est perpendiculaire à p. En
dimension d = 2 et en utilisant des développements de Taylor, E. Hairer a découvert
une autre condition nécessaire à l’existence d’un relevé horizontal portant sur la
courbure κ(0) de γ(t) en t = 0. Il faut que la courbure satisfasse à κ(0) = L+−L−L ,
où L+ est la somme des longueurs des intervalles où z0(s) = p (de même pour L−).
En utilisant le théorème principal, nous montrons que cette condition est nécessaire
et suﬃsante pour l’existence d’un relevé horizontal zt partant d’une conﬁguration
alignée dans le cas des bras articulés planaires. À notre connaissance, l’apparition
de telles conditions du second ordre pour l’existence de relevés horizontaux pour des
distributions de rang non-constant ne ﬁgure pas encore dans la littérature.
Après avoir résolu le problème du relèvement horizontal, nous sommes revenus,
au chapitre 4, à la question que nous nous sommes posée plus haut : que se passe-t-il
au niveau de notre algorithme si l’on approxime un serpent par des bras articulés ?
Autrement dit, nous cherchons à comprendre ce qui se passe au niveau de la solution
g(t) de l’équation (2) lorsqu’on approche un serpent (une courbe C1) par un bras
articulé (une courbe linéaire par morceaux). Ceci est évidemment très utile pour
les simulations numériques puisque les bras articulés sont les seuls serpents que l’on
peut « manipuler » avec un ordinateur. Nous avons, pour cela, généralisé l’espace
de conﬁgurations pour inclure toutes les applications continues par morceaux (pas
seulement pour un partage ﬁxé), puis nous avons montré le (voir 4.5 pour un énoncé
plus précis) :
Théorème de continuité. La solution g(t) de l’équation diﬀérentielle (2) dépend
de manière continue de la conﬁguration initiale z0 et de la courbe à suivre γ.
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Pour terminer ce travail, nous présentons au chapitre 5 divers exemples et expé-
riences numériques qui illustrent l’algorithme du charmeur de serpents. L’équation
diﬀérentielle pour g(t) dans le groupe de Möbius pourrait évidemment se résoudre
numériquement, en utilisant par exemple des méthodes géométriques de résolution
d’équations diﬀérentielles dans des groupes de Lie [HLW02]. Ces méthodes convien-
draient particulièrement bien en dimensions deux et trois quand le groupe Mo¨b(d−1)
peut facilement être remplacé par les groupes de matrices SU(1, 1) ou SL(2, C). Une
autre méthode numérique est présentée au paragraphe 5.2, dite la méthode des flots
hyperboliques. Celle-ci s’appuie sur le fait que les gradients sur Conf des fonctions
z 7→ 〈v, f(z)〉, pour v ∈ Rd, sont explicitement intégrés par des courbes de la forme
t 7→ Γvt · z0. La méthode numérique des ﬂots hyperboliques consiste à trouver une
courbe z˜t qui soit une succession de segments du type τ 7→ Γvτ · z, telle que f(z˜t)
approche γ(t) à une précision souhaitée. Bien que z˜ ne soit qu’une approximation de
la solution exacte zt, cette méthode nous garantit que la courbe z˜t est horizontale. Ce
genre de méthode pourrait avoir de l’intérêt pour d’autres équations diﬀérentielles
dans des groupes de Lie.
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Chapitre 1
Au sujet des serpents
Nous présentons dans ce chapitre les notions de base utiles à l’algorithme du char-
meur de serpents. Nous déﬁnissons l’espace de conﬁgurations et les serpents associés.
Nous donnons quelques propriétés de cet espace et introduisons ensuite la distribu-
tion horizontale, fondamentale pour notre problème de relèvement de courbes. Nous
terminons le chapitre en étudiant les points critiques de l’application « extrémité du
serpent ».
Afin de ne pas avoir à nous répéter, nous convenons de certaines notions. Le terme
« lisse » sera synonyme de classe C∞. Sauf mention du contraire, les variétés seront
toutes lisses. L’espace Rd sera toujours muni du produit scalaire euclidien standard
que l’on désigne par 〈x, y〉 =
∑d





Désignons par Sd−1 la sphère unité dans Rd. Soit N un entier strictement positif ;
considérons le produit (Sd−1)N , muni de la métrique produit. Soit a = (a1, . . . , aN )
avec ai > 0, pour i = 1, . . . , N . Pour tout z = (z1, . . . , zN ) ∈ (Sd−1)N , on considère
un chemin polygonal partant de 0 et passant par les points
∑k
i=1 aizi pour k =
1, . . . , N . Il s’agit du bras articulé de type a associé à z. On s’intéresse spécialement





On appelle cette application l’extrémité du bras ou simplement le bras articulé. S’il
n’y a pas de risque de confusion, on écrira simplement f au-lieu de fa.
Dans le cas d = 2, on identiﬁera souvent R2 avec C et on écrira les éléments de
S
1 comme eiq. La ﬁgure 1.1 illustre le point
z = (eipi/3, eipi/6, e−ipi/8, e−ipi/4, e−ipi/10)
dans (S1)5 et le bras articulé de type a = (1, . . . , 1) dans R2 correspondant.
1






Fig. 1.1 – Un bras articulé dans R2.
Pour l’étude que nous allons faire, on peut toujours se ramener, modulo un chan-
gement de métrique riemannienne sur le produit (Sd−1)N , au cas où les ai sont tous
les mêmes [Ha05, Remarque 4.3]. On parle alors de bras articulé isocèle .
Dans les paragraphes 1.2 et 1.3 nous généralisons les bras articulés à des « ser-
pents » qui ne sont plus nécessairement des lignes polygonales mais sont des courbes
continues et C1 par morceaux.
1.2 L’espace des configurations
Soit M une variété lisse et soit k ∈ N ∪ {∞}. Une courbe γ : [a, b] → M est dite
Ck par morceaux s’il existe un ensemble ﬁni P = {a = s0 < s1 < . . . < sN = b}
tel que, pour tout i = 0, . . . , N − 1, la restriction γ|[si,si+1[ de γ à l’intervalle fermé à
gauche et ouvert à droite [si, si+1[ se prolonge en une courbe de classe Ck déﬁnie sur
l’intervalle fermé [si, si+1]. On regarde parfois P comme une partition de l’intervalle
[a, b] en sous-intervalles sur lesquels γ est Ck. On dit que γ est Ck par morceaux
pour P. Remarquons qu’en particulier γ est continue à droite. L’ensemble P peut
être réduit à {a, b} et dans ce cas γ est de classe Ck sur tout [a, b]. On désigne par
Ck([a, b], M) l’ensemble des courbes Ck de [a, b] vers M . Lorsqu’une partition P de
[a, b] est ﬁxée, CkP([a, b], M) désigne l’ensemble des courbes qui sont C
k par morceaux
pour P.
1.1. Définition. Soit L un nombre réel strictement positif et soit P une parti-
tion de l’intervalle [0, L]. L’espace des configurations de serpents dans Rd est
l’ensemble




Les éléments de ConfPL (d− 1) sont appelés des configurations.
Le terme « d− 1 » fait référence à la dimension de la sphère Sd−1. S’il n’y a pas
de risque de confusion, nous écrirons Conf au lieu de ConfPL (d− 1).
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Considérons le cas particulier où L = N ∈ N et P est l’ensemble {0, . . . , N}. On
a une inclusion de (Sd−1)N dans Conf : en eﬀet, il suﬃt d’envoyer (z1, . . . , zN ) sur
l’application constante par morceaux qui vaut zi sur le i-ème sous-intervalle. Dans
ce sens, nos conﬁgurations généralisent celles de Hausmann. La conﬁguration de la
ﬁgure 1.1 devient alors l’application de [0, 5] dans S1, z(s) = eiq(s) où
q(s) =

pi/3 s ∈ [0, 1[
pi/6 s ∈ [1, 2[
−pi/8 s ∈ [2, 3[
−pi/4 s ∈ [3, 4[
−pi/10 s ∈ [4, 5] .
Observons que la métrique euclidienne d(p, q) = ‖p− q‖ sur Sd−1 détermine une
métrique sur Conf,
d(z, w) = sup
s∈[0,L]
d(z(s), w(s)) = sup
s∈[0,L]
‖z(s)− w(s)‖,
qui induit la topologie de la convergence uniforme. Nous munissons Conf de cette
topologie. En tant qu’espace métrique, Conf est complet. En considérant également







donnée par la restriction d’une conﬁguration aux diﬀérents sous-intervalles.
L’espace (Sd−1)N , étant un produit de N sphères, possède pour N arbitrairement
grand une structure naturelle de variété lisse.
Pourrait-on munir l’espace Conf d’une structure de variété lisse ?
Celui-ci serait de « dimension inﬁnie » et il faut donc une généralisation de la notion
de variété en dimension inﬁnie.
1.2. Définition. Un espace topologique M est une variété banachique lisse
s’il existe un ensemble de cartes {(Ui, ϕi)} tels que :
(1) les Ui sont ouverts et recouvrent M ;
(2) pour tout i, l’application ϕi : Ui → E est un homéomorphisme de Ui vers un
ouvert ϕi(Ui) d’un espace de Banach E ;
(3) pour tous les i, j, le changement de cartes ϕj◦ϕ
−1
i : ϕi(Ui∩Uj) → ϕj(Ui∩Uj)
est de classe C∞.
Dans le cas particulier où E = Rn, on retrouve la notion classique de variété lisse.
De nombreuses notions de géométrie diﬀérentielle en dimension ﬁnie restent valables
en dimension inﬁnie. Nous en mentionnons certaines qui nous seront utiles par la
suite. Pour plus d’information, nous renvoyons le lecteur aux livres de Lang [La99]
et de Abraham, Marsden et Ratiu [AMR88].
4 L’algorithme du charmeur de serpents
• Soient M une variété banachique lisse et p ∈ M . Soient γi : I → M , i = 1, 2,
deux courbes C1 telles que γi(0) = p. On montre facilement que si γ1 et γ2 ont
même vecteur vitesse en t = 0 dans une certaine carte contenant p, alors elles
ont le même vecteur vitesse dans n’importe quelle autre carte contenant p. Le
fait « d’avoir même vecteur vitesse au point p » est une relation d’équivalence.
Si γ est une courbe passant par p en t = 0, alors ddtγ(t)|t=0 désigne sa classe.






∣∣∣ γ est une courbe en p}.
On montre que TpM est un espace de Banach isomorphe (en tant qu’espace
de Banach) à E (l’espace sur lequel est modelée M au voisinage de p). La
réunion
⋃
p∈M TpM de tous les espaces tangents peut également être munie
d’une structure de variété banachique lisse que l’on note TM et qu’on appelle
le fibré tangent à M . Un champ de vecteurs est une section lisse du ﬁbré
tangent, X : M → TM . L’ensemble des champs de vecteurs est désigné par
Vec(M). La théorie des équations diﬀérentielles étant la même en dimension
inﬁnie qu’en dimension ﬁnie, les notions de « trajectoire » et « ﬂot » d’un champ
de vecteurs sont également les mêmes.
• En dimension inﬁnie la caractérisation des vecteurs tangents comme des dé-
rivations sur l’algèbre des fonctions lisses sur M n’est plus possible ; voir par
exemple [AMR88, 4.2.16].
• Rappelons qu’on dit qu’un sous-espace fermé F d’un espace de Banach E
admet un complémentaire ou est scindé s’il existe un sous-espace fermé
F ′ tel que F ∩ F ′ = {0} et E = F + F ′ (somme algébrique). On écrit alors
E = F ⊕ F ′.
• Soit f : M → N une application lisse entre des variétés banachiques lisses. On
dit que f est une immersion si, pour tout p ∈ M , Tpf est injective et si son
image est fermée et scindée dans Tf(p)N ; on dit que f est une submersion
si, pour tout p ∈ M , Tpf est surjective et si son noyau est scindé dans TpM .
• L’espace de Banach E sur lequel est modelée la variété M n’est, en général, pas
« hilbertisable1 » et donc, pour tout p ∈ M , l’espace tangent TpM non plus.
Autrement dit, une variété banachique lisse ne possède pas nécessairement de
structure riemannienne, ce qui est évidemment contraire à ce qui se passe en
dimension ﬁnie.
Dans ce qui suit, nous utiliserons le terme « variété de dimension inﬁnie » pour
souligner le fait que E n’est pas de dimension ﬁnie. Nous parlerons de « variété
de dimension ﬁnie » pour des notions valables uniquement en dimension ﬁnie et
simplement « variété » lorsque la dimension n’a pas d’importance. La proposition 1.3
ci-dessous répond à la question de munir Conf d’une structure de variété banachique
lisse.
1.3. Proposition. L’espace Conf possède une structure de variété banachique lisse.
Démonstration. Commençons par remarquer qu’on peut se ramener au cas où l’en-
semble P = {0, L}, autrement dit, nous montrons que C0([0, L], Sd−1) est une va-
1Un espace de Banach (E, ‖ · ‖) est hilbertisable , s’il existe un produit scalaire 〈·, ·〉 tel que la
norme induite par 〈·, ·〉 soit équivalente à ‖ · ‖.
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riété banachique lisse. En eﬀet, ceci montre que les espaces C0([si, si+1], Sd−1), pour





d−1), il suﬃt ensuite de le munir de la structure
banachique produit. Nous supposons ainsi jusqu’à la ﬁn de la preuve que P = {0, L}.
Nous donnons deux preuves du fait que Conf est une variété banachique lisse.
Une première qui est immédiate et une deuxième permettant de voir Conf comme
une sous-variété d’un espace de Banach.
Pour la première preuve, on invoque tout simplement un résultat de Eells [Ee58]
aﬃrmant que si M est une variété riemannienne et S un espace topologique com-
pact, alors l’espace des applications continues C0(S, M) de S vers M est une variété
banachique lisse.
Pour la deuxième preuve, soit l’espace de Banach C0([0, L], Rd) muni de la norme
‖v‖ = sups∈[0,L] ‖v(s)‖. Considérons l’application µ : C
0([0, L], Rd) → C0([0, L], R)
déﬁnie par
µ(v)(s) = ‖v(s)‖2.
Il s’agit d’une application lisse entre des espaces de Banach et sa dérivée est donnée
par Dvµ(w)(s) = 2 〈v(s), w(s)〉. L’idée est de montrer que l’application constante
1 : s 7→ 1 dans C0([0, L], R) est une valeur régulière. Comme Conf = µ−1(1), la
proposition s’ensuit.
Montrons plus généralement que Dvµ est surjective et que Kv = kerDvµ admet
un complémentaire dans C0([0, L], Rd) pour tout v tel que v(s) 6= 0 pour tout s ∈











on a Dvµ(w) = f . Comme Dvµ est linéaire et continue, le sous-espace Kv est fermé.
Pour montrer que Kv admet un complémentaire, remarquons que
Kv = {w ∈ C
0([0, L], Rd) | 〈v(s), w(s)〉 = 0 ∀ s ∈ [0, L]}.
Posons
Hv = {s 7→ f(s)v(s) | f ∈ C
0([0, L], R)}.
Il s’agit encore d’un sous-espace fermé de C0([0, L], Rd) et on a évidement Kv ∩Hv =
{0}. Pour voir que C0([0, L], Rd) = Kv + Hv, il suﬃt de remarquer qu’on peut écrire












Comme la topologie sur Conf est induite par une métrique, la variété Conf est
en particulier séparée. L’espace tangent à Conf au point z est l’espace vectoriel
TzConf =
{
v : [0, L] → Rd
∣∣∣ v est continue par morceaux pour P
et 〈v(s), z(s)〉 = 0 ∀ s ∈ [0, L]
}
.
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Notons que si v ∈ TzConf, alors v(s) ∈ Tz(s)S
d−1 pour tout s. C’est un espace de






Remarquons que la norme induite par ce produit scalaire n’est pas complète et donc
que TzConf est seulement préhilbertien2. Soit exp : TSd−1 → Sd−1 l’application
exponentielle de la sphère. Celle-ci étant compacte, exp est déﬁnie sur tout le ﬁbré
tangent. Pour tout p ∈ Sd−1, nous désignons par expp la restriction de l’exponentielle
à l’espace tangent TpSd−1. Elle donne lieu à une paramétrisation locale de Conf,
Expz : TzConf −→ Conf,
où Expz(v)(s) = expz(s) v(s). Ce sont précisément les applications Expz qui per-
mettent dans la première preuve de 1.3 de construire la structure banachique sur
Conf ; voir [Ee58].
1.4. Remarque. Nous allons considérer par la suite des courbes t 7→ zt ∈ Conf
pour t dans un intervalle I. L’espace de conﬁgurations possédant une structure de
variété banachique lisse, on peut demander que zt soit C1. Le vecteur vitesse z˙t ∈
TztConf est une application s 7→ z˙t(s) telle que z˙t(s) ∈ Tzt(s)S
d−1. Remarquons que
pour calculer z˙t(s), il suﬃt de ﬁxer s ∈ [0, L] et de dériver par rapport à t la courbe
t 7→ zt(s) ∈ S
d−1.
Nous terminons ce paragraphe en étudiant le problème suivant. Soit G un groupe
de Lie agissant de manière lisse3 sur la sphère Sd−1. Cette action induit une action
sur Conf donnée par (g ·z)(s) = g(z(s)). Comme Conf est une variété lisse, on peut se
demander ce qu’il en est de la diﬀérentiabilité de l’action. Ceci est un cas particulier
du résultat suivant.
1.5. Proposition. Soit G un groupe de Lie agissant de manière lisse sur une
variété riemannienne M . Soit S un espace topologique compact et soit C0(S, M) la
variété banachique lisse des applications continues de S vers M . L’action naturelle
de G sur C0(S, M), donnée par (g · x)(s) = g · x(s), est lisse.
Démonstration. On procède de manière semblable à la preuve de Eells [Ee58].
1.3 Serpents
Si v est une application Riemann intégrable d’un intervalle [a, b] dans Rd, nous
désignons par
∫ b
a v(s)ds le vecteur dont les composantes sont
∫ b
a vi(s)ds pour i =
1, . . . , d.
2Rappelons qu’un espace vectoriel E est dit préhilbertien s’il est muni d’un produit scalaire
〈·, ·〉 ; la norme ‖ · ‖2 = 〈·, ·〉
1/2 n’est pas nécessairement complète. Si F ⊂ E est un sous-espace
vectoriel fermé, on n’a pas, en général, de décomposition E = F ⊕ F⊥. Une telle décomposition
existe si, par exemple, F est de dimension (ou codimension) finie.
3Rappelons qu’une action d’un groupe de Lie G sur une variété M est dite lisse , si l’application
G×M → M envoyant (g, p) sur g · p est C∞.
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Pour une conﬁguration z donnée, on déﬁnit le serpent associé à z comme la





Remarquons que Sz est une courbe continue, C1 par morceaux et de longueur L.
Soit P = {0 = s0 < s1 < . . . < sN = L}, l’ensemble pour lequel z est continue par
morceaux. En dehors de P, le serpent Sz est de classe C1. On prolonge la déﬁnition
de S˙z(s) aux points s1, . . . , sN−1 en posant S˙z(si) = S˙z|[si,si+1[(si). La fonction s 7→
S˙z(s) est alors continue par morceaux et on a S˙z(s) = z(s).
Comme pour les bras articulés, nous sommes intéressés par l’extrémité de Sz et
considérons ainsi l’application f : Conf → Rd,




Nous utiliserons le terme « serpent » également pour désigner l’application f . Sup-
posons que P n’est pas réduit à {0, L} et que la conﬁguration z est constante par
morceaux valant zi sur l’intervalle [si−1, si[, pour i = 1 . . . , N . On a évidemment
f(z) =
∑N
i=1 Lizi, où Li = si − si−1. Nous parlons dans ce cas de serpent polygo-
nal ; il s’agit du bras articulé de type a = (L1, . . . , LN ) (voir 1.1).
Remarquons encore que l’image de Conf par f est la boule fermée centrée à
l’origine et de rayon L.
1.6. Exemple. Pour représenter un serpent dans l’espace à trois dimensions, nous
identiﬁons parfois S2 avec Ĉ = C ∪ {∞}. Soit L = 2. La ﬁgure 1.2 illustre la
conﬁguration z(s) = 1.2 + i(s + 0.2) (dessinée en pointillé sur la sphère S2) et le
serpent correspondant.
1.7. Proposition. Le serpent f : Conf → Rd est une application lisse. Sa dérivée,
Tzf : TzConf → R





Démonstration. Soit CkP([0, L], R
d) l’espace de Banach des applications continues par
morceaux pour le partage P. L’application f˜ : CkP([0, L], R
d) → Rd, f˜(v) =
∫ L
0 v(s)ds
est linéaire et continue ; elle est donc lisse et sa dérivée est bien (1.1). Le serpent f
est la restriction de f˜ à la sous-variété Conf. La proposition s’ensuit.
1.4 La distribution horizontale
Rappelons qu’une distribution sur une variété M est une correspondance x 7→
∆(x) où x ∈ M et ∆(x) est un sous-espace vectoriel fermé de TxM . Une distribution
est dite différentiable si elle est engendrée par des champs de vecteurs. Autrement
dit, ∆ est diﬀérentiable s’il existe un ensemble F ⊂ Vec(M) tel que ∆(x) = 〈ξ(x) |
ξ ∈ F〉. De plus, on dit qu’un champ de vecteurs ξ appartient à ∆ si ξ(x) ∈ ∆(x)
pour tout x ∈ M ; on écrit ξ ∈ ∆. Les distributions que nous étudierons seront de
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f(z)
z(s)
Fig. 1.2 – Un serpent dans R3 et sa conﬁguration.
rang ﬁni, c’est-à-dire dim ∆(x) < ∞ pour tout x ∈ M . Elle ne seront cependant pas
forcément de rang constant. Nous reviendrons plus longuement sur les distributions
au paragraphe 2.1.
Inspirés par les connexions d’Ehresmann [Eh51] et l’article de Hausmann [Ha05],
nous cherchons à déﬁnir une « distribution horizontale » pour résoudre le problème
du charmeur de serpents. Nous utilisons pour cela la structure préhilbertienne sur
TzConf donnée par le produit scalaire 〈v, w〉 =
∫ L
0 〈v(s), w(s)〉 ds. Désignons par
‖ · ‖2 = 〈·, ·〉
1/2 la norme induite par ce produit scalaire. Remarquons que ‖ · ‖22 ≤
L‖·‖2. Il s’ensuit que, comme Tzf est continue pour ‖·‖, elle l’est aussi pour ‖·‖2. Le
noyau ker Tzf est donc fermé (pour les deux normes) et, de plus, est de codimension
ﬁnie. Il s’ensuit que
(1.2) TzConf = (kerTzf)
⊥ ⊕ ker Tzf.
Remarquons que cette somme directe topologique est valable non seulement pour
‖ · ‖2, mais également pour ‖ · ‖. Nous déﬁnissons alors la distribution horizontale
comme
(1.3) ∆(z) = (kerTzf)
⊥.
La distribution horizontale possède évidemment la propriété suivante : soit x ∈
imTzf ⊂ R
d et soit v ∈ TzConf l’unique vecteur dans ∆(z) tel que Tzf(v) = x.
Alors, v est le vecteur de norme minimale (pour la norme ‖ · ‖2) dans TzConf au-
dessus de x.
Nous cherchons à présent une famille de champs de vecteurs sur Conf qui en-
gendrent ∆. Rappelons pour cela que si M est une variété riemannienne de dimension
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ﬁnie et si ϕ : M → R est une fonction lisse, il existe un unique champ de vecteurs
grad(ϕ), le gradient de ϕ, tel que
(1.4) R ∋ 〈grad(ϕ)(p), v〉 = dϕ(p)(v) ∈ Tϕ(p)R ≃ R,
pour tout p ∈ M et v ∈ TpM . Remarquons que dans le cadre des bras articulés
où f(z) =
∑N
i=1 zi, le noyau ker Tzf ⊂ Tz(S
d−1)N est engendré par les champs
de la forme grad(ϕ ◦ f) pour toutes les fonctions lisses ϕ : Rd → R. Cela suit
naturellement du fait que 〈grad(ϕ ◦ f)(z), v〉 = 0 pour tout z ∈ (Sd−1)N et pour
tout vecteur v ∈ kerTzf . En dimension inﬁnie, comme TzConf n’est pas un espace
de Hilbert, l’existence de gradients n’est a priori pas garantie. Nous procédons alors
comme suit. Soit z = (z1, . . . , zN ) ∈ (Sd−1)N ; le vecteur grad(ϕ ◦ f)(z) ∈ Tz(Sd−1)N
s’écrit comme (v1, . . . , vN ) avec vi orthogonal à zi. Par le calcul, on vériﬁe que
vi = grad(ϕ)(f(z))− 〈zi, grad(ϕ)(f(z))〉 zi.
Le vecteur vi est donc la projection orthogonale de grad(ϕ)(f(z)) sur TziS
d−1 ≃ z⊥i .
Il est alors naturel d’étendre la déﬁnition de grad(ϕ◦f) à la variété Conf en posant :
(1.5) grad(ϕ ◦ f)(z)(s) = grad(ϕ)(f(z))− 〈z(s), grad(ϕ)(f(z))〉 z(s),
où z ∈ Conf est une conﬁguration donnée. Aﬁn de simpliﬁer les notations, nous
écrirons ξϕ à la place de grad(ϕ ◦ f). Le lemme suivant justiﬁe notre déﬁnition de
gradient.
1.8. Lemme. Soit ϕ : Rd → R une fonction lisse. Le champ de vecteurs ξϕ =
grad(ϕ ◦ f) est un champ de vecteurs sur Conf, c’est-à-dire 〈ξϕ(z)(s), z(s)〉 = 0 pour
tout z ∈ Conf et pour tout s ∈ [0, L]. De plus, il satisfait à
〈ξϕ(z), v〉 = Tz(ϕ ◦ f)(v)
pour tout vecteur v ∈ TzConf.
Démonstration. (1) ξϕ(z) ∈ TzConf ; en eﬀet, nous avons
〈ξϕ(z)(s), z(s)〉 = 〈grad(ϕ)(f(z)), z(s)〉−〈z(s), grad(ϕ)(f(z))〉 〈z(s), z(s)〉 = 0,
car 〈z(s), z(s)〉 = 1 pour tout s ∈ [0, L] ;
(2) 〈ξϕ(z), v〉 = Tz(ϕ ◦ f)(v) ; développons d’abord le membre de gauche. Pour
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le membre de droite nous donne


















1.9. Remarque. Soit ϕv la forme linéaire x 7→ 〈v, x〉, où v ∈ Rd et ξv = ξϕv =
grad(ϕv ◦ f) le gradient correspondant. On a
(1.6) ξv(z)(s) = v − 〈v, z(s)〉 z(s).
Observons que le membre de droite ne dépend que de z(s) ∈ Sd−1. Nous regarderons
donc parfois le champ ξv comme un champ de vecteurs sur la sphère Sd−1. Géométri-
quement, le vecteur ξv(z)(s) ∈ Rd est la projection de v sur Tz(s)S
d−1 que nous iden-
tiﬁons à l’hyperplan orthogonal à z(s). Remarquons en passant que ξv+w = ξv + ξw.
Dans le cas particulier v = ei, où ei est un élément de la base canonique de Rd, nous
écrirons simplement ξi à la place de ξei ; si v = (v1, . . . , vd) on a donc ξv =
∑d
i=1 viξi.
Les gradients ξi joueront un rôle important par la suite.
1.10. Proposition. La distribution ∆ est engendrée par les champs de vecteurs ξi,
i = 1, . . . , d, définis dans la remarque 1.9. Plus précisément, pour toute configuration
z ∈ Conf, on a :
∆(z) = 〈ξ1(z), . . . , ξd(z)〉.
Démonstration. Soit F = 〈ξ1(z), . . . , ξd(z)〉 ⊂ TzConf. Nous allons montrer que
F⊥ = kerTzf . Il s’ensuit que ∆(z) = (kerTzf)⊥ = (F⊥)⊥ = F .
Soit w ∈ F⊥ ; ceci est équivalent à 〈w, ξi(z)〉 = 0, pour i = 1, . . . , d. En dé-
veloppant le membre de gauche de cette dernière égalité et en utilisant le fait que












pour i = 1, . . . , d. Ces égalités sont équivalentes à Tzf(w) = 0. Nous avons ainsi
montré que w ∈ F⊥ est équivalent à w ∈ kerTzf .
Plus généralement, pour toute fonction lisse ϕ : Rd → R, le gradient ξϕ =
grad(ϕ ◦ f) ∈ Vec(Conf) appartient à la distribution ∆. Ceci découle naturellement
du fait que grad(ϕ) ∈ Vec(Rd) est combinaison linéaire des gradients des formes
linéaires x 7→ 〈ei, x〉, pour i = 1, . . . , d.
1.11. Exemple. Terminons ce paragraphe en regardant ce qui se passe en dimen-
sion 2. Les conﬁgurations sont des applications z : [0, L] → S1 que l’on écrit comme
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z(s) = cos q(s)+i sin q(s) ∈ S1. Les champs ξ1 et ξ2 s’obtiennent par la formule (1.6),
ξ1(z)(s) = sin
2 q(s) − i cos q(s) sin q(s)
ξ2(z)(s) = − cos q(s) sin q(s) + i cos
2 q(s).
On peut également regarder S1 comme l’ensemble des classes R/2piZ et ainsi consi-
dérer les conﬁgurations comme des applications s 7→ q(s) ∈ R. Dans ce système de
coordonnées, les gradients ξ1 et ξ2 ont une forme particulièrement simple. Soient les
deux fonctions de Conf dans R suivantes :








On a grad(X) = ξ1 et grad(Y ) = ξ2. En développant X et Y en série de Taylor
autour de q on obtient
grad(X)(q)(s) = − sin q(s) et grad(Y )(q)(s) = cos q(s).
Ainsi, un vecteur tangent v ∈ TqConf appartient à la distribution ∆(q) s’il s’écrit
comme v(s) = λ1 sin q(s) + λ2 cos q(s) pour λ1, λ2 ∈ R.
1.5 Points critiques
Penchons-nous maintenant sur l’étude des points critiques de l’application f .
Dans le cas des bras articulés et du produit (Sd−1)N comme espace de conﬁgurations,
la caractérisation des points critiques est bien connue [Ha91] : il s’agit de conﬁgura-
tions alignées, c’est-à-dire contenues dans une paire antipodale (p,−p). Dans notre
cas, par (1.2), il suﬃt de regarder ce qui se passe pour la restriction de Tzf au
sous-espace de dimension ﬁnie ∆(z). Considérons pour cela l’application linéaire
R
d −→ ∆(z) −→ Tf(z)R
d ≃ Rd
ei 7−→ ξi(z) 7−→ Tzf(ξi(z))
où (e1, . . . , ed) désigne la base canonique de Rd. Cette application de Rd dans Rd est
déterminée par une matrice M(z) ∈Md(R). Le résultat suivant explicite M(z).
1.12. Lemme. Pour toute configuration z ∈ Conf on a,
M(z) =














où z(s) = (z1(s), . . . , zd(s)) ∈ Sd−1.
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est lamatrice de Gram du vecteur (z1(s), . . . , zd(s)). Dans le cas des serpents poly-
gonaux où la conﬁguration ne prend qu’un nombre ﬁni de valeurs z = (z1, . . . , zN ) ∈
(Sd−1)N et f =
∑N













où zi = (zi,1 . . . , zi,d) ∈ Sd−1.
Aﬁn d’étudier les points critiques du serpent f : Conf → Rd, remarquons que
Tzf est surjective si et seulement si M(z) ∈ GL(d). Nous commençons par regarder
ce qui se passe en dimension d = 2. On a z(s) = (z1(s), z2(s)) ∈ S1. Intéressons-nous















Par le lemme 1.12, l’application M(z) est inversible si, et seulement si, L n’est pas





















. Il s’ensuit que L est une
valeur propre si, et seulement si, A = B. Par l’inégalité de Cauchy-Schwarz, cela
revient à dire qu’il existe λ ∈ R tel que z1(s) = λz2(s) pour tout s. Autrement dit,
la conﬁguration z = (z1, z2) est sur une droite vectorielle de pente λ. Comme z est
sur le cercle unité, cela revient à dire que z(s) = ±z(t) pour tout s, t ∈ [0, L]. Ceci
nous mène à la déﬁnition suivante.
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1.14. Définition. Une conﬁguration z ∈ Conf est dite alignée s’il existe p ∈ Sd−1
tel que z([0, L]) ⊂ {±p}. Sinon, nous dirons qu’elle est générique ou non-alignée .
Une conﬁguration alignée z est donc telle que le sous-espace vectorielle de Rd
engendré par les points du serpent Sz est de dimension 1. Remarquons que l’ensemble
des conﬁgurations alignées est fermé et par conséquent les conﬁgurations non-alignées
forment un ouvert. La proposition 1.16 ci-dessous nous dit que les conﬁgurations
alignées sont précisément les points critiques du serpent f : Conf → Rd. Pour la
preuve de 1.16, nous aurons besoin du lemme suivant. Considérons l’action du groupe
orthogonal O(d) sur Conf induite par celle de ce même groupe sur Sd−1 (voir la
proposition 1.5).
1.15. Lemme. Soit A ∈ O(d) une matrice orthogonale. Pour tout z ∈ Conf, on a
l’égalité
AG(z)At = G(A · z),
où G(z) est la matrice de Gram (1.7).











Pour le membre de droite, également par calcul direct, on obtient












1.16. Proposition. Une configuration z ∈ Conf est un point critique du serpent
f : Conf → Rd si, et seulement si, elle est alignée.
Démonstration. Supposons que la conﬁguration z soit alignée. Soit d la droite vec-
torielle engendrée par z([0, L]). Remarquons que l’on peut se ramener au cas z(s) =
±e1. En eﬀet, soit ρ une rotation linéaire envoyant d sur la droite vectorielle par e1.
Par linéarité, nous avons
(1.9) f(ρ · z) = ρ(f(z)).
Pour ne pas compliquer les notations, nous désignons par ρ l’application Conf →
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Nous avons identiﬁé ici Tf(z)R
d avec Rd et, comme ρ est linéaire, Tf(z)ρ avec ρ.
Modulo une rotation envoyant d sur la droite vectorielle engendrée par e1, nous
pouvons donc supposer que z(s) = ±e1. Mais dans ce cas,
M(z) =







et n’est donc pas inversible. Le point z est ainsi critique.
Montrons maintenant la réciproque. Soit z ∈ Conf un point critique ; dans ce cas
M(z) n’est pas inversible et il s’ensuit que L est une valeur propre de G(z). Comme


















Comme w est continue par morceaux et que 0 ≤ w21(s) ≤ 1, il s’ensuit que w1(s) = ±1
pour tout s ∈ [0, L]. Les autres composantes de w sont donc nulles et w est ainsi
alignée sur la droite vectorielle par e1. Il s’ensuit que z est alignée sur la droite
passant par le vecteur A−1e1.
1.17. Remarque. La première partie de la preuve de 1.16 nous dit plus précisé-
ment que si z est une conﬁguration alignée, l’image de Tzf est l’hyperplan dans Rd
orthogonal à d, où d est la droite sur laquelle est alignée la conﬁguration z.
Nous terminons ce paragraphe en donnant une description géométrique des va-
leurs critiques. Les conﬁgurations alignées sont telles que z([0, L]) ⊂ {±p} pour un
certain p ∈ Sd−1. La remarque suivante est importante : si les conﬁgurations que nous
considérons sont continues sur tout l’intervalle [0, L] (autrement dit, P = {0, L}),
alors les seuls points critiques sont les applications constantes z(s) = p. On a alors
f(z) = Lp et il s’ensuit que l’ensemble des valeurs critiques est la sphère dans Rd
centrée à l’origine et de rayon L. Si la partition est composée de plusieurs sous-
intervalles, les conﬁgurations alignées sont celles qui sont constantes et valent ±p sur
chaque sous-intervalle. Il s’ensuit, comme avant, que les valeurs critiques forment une
réunion de sphères centrées à l’origine ; il se peut qu’une des sphères soit de rayon
nul, c’est-à-dire réduite à {0}. On obtient immédiatement :
1.18. Proposition. Les valeurs régulières de l’application f : Conf → Rd forment
un ouvert qui est le complément dans la boule ouverte BL(0) d’une union finie de
sphères centrées à l’origine.
Considérons par exemple la partition de [0, 4] en [0, 3[∪ [3, 4]. Les valeurs critiques
se situent sur la sphère et rayon 2 et celle de rayon 4. Si nous avions pris [0, 2[∪ [2, 4]
comme partition, les valeurs critiques auraient été le point 0 et la sphère de rayon 4.
On peut comprendre intuitivement les points critiques comme suit. Si z est un
point régulier, l’image de Tzf est l’espace Rd tout entier. Autrement dit, on peut
déplacer inﬁnitésimalement le serpent Sz dans toutes les directions de Rd. Par contre,
si z est une conﬁgurations alignée, les mouvements selon la droite passant par p ne
pourront pas être eﬀectués.
Chapitre 2
Les outils du charmeur de serpents
Ce chapitre commence par l’étude des courbes horizontales pour la distribution
introduite au paragraphe 1.4. L’action naturelle du groupe de Möbius sur la sphère
induit une action de ce même groupe sur l’espace de conﬁgurations. Le lien entre ces
deux notions est le contenu du théorème principal 2.19. Nous tirons ensuite quelques
conséquences immédiates au théorème principal et terminons le chapitre en étudiant
des sous-variétés de l’espace de conﬁgurations.
2.1 Courbes horizontales
Nous entamons ce chapitre en rappelant quelques notions et résultats classiques
relatifs à la géométrie sous-riemannienne. Le lecteur pourra consulter les ouvrages
de Montgomery [Mon02] ou de Jurdjevic [Ju97] pour plus de détails.
Une distribution sur une variété M est la donnée d’une correspondance p 7→
∆(p) ⊂ TpM où ∆(p) est un sous-espace vectoriel fermé. On demande parfois que
∆ soit un sous-ﬁbré du ﬁbré tangent. Si M est de dimension ﬁnie, ceci veut dire
que ∆ est de rang constant. Nous ne ferons pas cette hypothèse. Nous supposerons
cependant que ∆ est engendrée par un sous-ensemble F de Vec(M), c’est-à-dire,
∆(p) = 〈X(p) | X ∈ F〉. Au besoin, nous écrirons ∆F pour préciser l’ensemble
qui engendre la distribution. Les champs de vecteurs appartenant à ∆ sont dits
horizontaux .
2.1. Définition. Une courbe continue et C1 par morceaux γ : [a, b] → M est une
courbe horizontale ou une ∆-courbe si γ˙(t) ∈ ∆(γ(t)) pour tout t ∈ [a, b] où la
dérivée γ˙(t) existe.
Un problème standard que nous pouvons nous poser est le suivant. Soit M une
variété connexe et soient p et q deux points de M .
Existe-t-il une courbe horizontale reliant p à q ?
Comme M est connexe, il existe évidement une courbe γ : [a, b] → M telle que
γ(a) = p et γ(b) = q. Peut-on la supposer horizontale ? L’exemple le plus simple qui
nous montre que ce n’est pas toujours le cas est le suivant. Regardons la distribution
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de rang 1 sur R2 engendrée par le champ constant ∂∂x1 . Les points (a1, a2) et (b1, b2)
peuvent être joints par une courbe horizontale si, et seulement, a2 = b2.
Donnons-nous à présent un ensemble F ⊂ Vec(M) de champs de vecteurs com-
plets1 sur une variété M et soit ∆ la distribution engendrée par F . Déﬁnissons
plusieurs objets relatifs à F et à ∆.
• Une courbe continue et C1 par morceaux γ : [a, b] → M est dite succession
des trajectoires des champs de F ou plus simplement une trajectoire de
F s’il existe une partition ﬁnie a = t0 < t1 < . . . < tN = b telle que γ|[ti,ti+1]
soit une trajectoire d’un champ Xi ∈ F .
• La composante connexe par ∆-courbes de p ∈ M est le sous-ensemble de
M
A(p) = {γ(b) ∈ M | γ : [a, b] → M est une ∆-courbe et γ(a) = p}.
On parlera parfois de la composante horizontale de p ou de l’ensemble
d’accessibilité de p.
• On désigne par G ou GF le groupe des diﬀéomorphismes de M engendré par
les ﬂots des champs de F ,
G = 〈exp(tX) | X ∈ F et t ∈ R〉.
Ayant supposé que les ﬂots des éléments de F étaient complets, G est bien
un groupe et non seulement un pseudo-groupe. Un élément de G s’écrit donc
g = exp(tnXn) · · · exp(t1X1). L’orbite de F par p est le sous-ensemble G ·p =
{g(p) ∈ M | g ∈ G} ⊂ M .
• On dit qu’une distribution est involutive si X, Y ∈ ∆ implique [X, Y ] ∈ ∆.
On désigne par ∆∗ la plus petite2 distribution involutive contenant ∆. Si ϕ est
un diﬀéomorphisme de M , on déﬁnit la distribution ϕ∗∆, l’image directe de
∆ par ϕ, en posant
ϕ∗∆(ϕ(p)) = Tpϕ(∆(p)).
La distribution est dite invariante par ϕ si ϕ∗∆ = ∆. On considère alors D,
déﬁnie comme étant la plus petite distribution contenant ∆ et invariante par
tout G ; on a ainsi
D(p) = 〈Tqϕ(X(q)) ∈ TpM | ϕ ∈ G, X ∈ ∆(q) et p = ϕ(q) 〉.
Remarquons encore que ∆∗ ⊂ D. En eﬀet, si X, Y ∈ ∆, alors exp(tX)∗Y ∈ D.
En dérivant par rapport à t et en posant t = 0, il s’ensuit que [X, Y ] ∈ D. De
la même manière, on montre que les crochets d’ordre plus élevé sont encore
dans D. On résume ce qui précède par les inclusions suivantes :
∆ ⊂ ∆∗ ⊂ D.
Dans [Mon02], Montgomery donne des exemples où les inclusions sont strictes.
1Rappelons qu’un champ de vecteurs X et dit complet si son flot, désignée par exp(tX), existe
pour tout t ∈ R.
2« Plus petite » au sens de l’inclusion : ∆ ⊂ ∆′ si ∆(p) ⊂ ∆′(p) pour tout p ∈ M .
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Nous citons à présent un théorème de Sussmann connu sous le nom de « orbit
theorem ». Ce résultat donne une structure de sous-variété immergée à l’orbite G ·
x. Il est valable pour des variétés de dimension ﬁnie ; nous ne connaissons pas de
généralisation aux variétés de dimension inﬁnie. Pour une preuve, nous renvoyons le
lecteur à l’article original de Sussmann [Su73] ou au deuxième chapitre de [Ju97].
2.2. Théorème (Sussmann [Su73]). Soient M une variété de dimension finie,
p ∈ M et F une famille de champs de vecteurs complets sur M . Soient G et D définis
ci-dessus. L’orbite H = G · p est une sous-variété immergée et connexe de M telle
que TqH = D(q) pour tout q ∈ H.
Rappelons qu’une variété intégrale d’une distribution ∆ sur M est une sous-
variété immergée N telle que TpN = ∆(p) pour tout p ∈ N . De plus, la distribution
est dite intégrable si tous les points de M sont dans une variété intégrale de ∆. Dans
ce vocabulaire, le théorème de Sussmann dit que les orbites de F sont des variétés
intégrales connexes de D.
Nous montrons à présent deux corollaires bien connus au théorème de Sussmann.
Le deuxième porte le nom de « théorème de Chow ».
2.3. Corollaire. Soient M une variété de dimension finie et p ∈ M . Soit A(p)
la composante connexe par courbes horizontales de p. On a l’égalité A(p) = G · p.
Démonstration. Le fait que G · p ⊂ A(p) est évident car les éléments de G · p sont
les extrémités des trajectoires de F . Soit q ∈ A(p) et soit γ une ∆-courbe reliant p
à q. On a γ˙(t) ∈ ∆(γ(t)) ⊂ D(γ(t)). Par le théorème de Sussmann, la courbe γ reste
donc dans la sous-variété G · p.
Si F est un ensemble de champs de vecteurs, nous désignons par LieF la sous-
algèbre de Lie de Vec(M) engendrée par F et par LiepF l’espace vectoriel engendrée
par les éléments de LieF au point p. Remarquons que si ∆ est la distribution engen-
drée par F , alors ∆∗(p) = LiepF .
2.4. Corollaire (Théorème de Chow [Ch39]). Soit M une variété connexe
de dimension finie. Soit F un ensemble de champs de vecteurs complets sur M . Si
LiepF = TpM pour tout p, alors G · p = M . Autrement dit, M est connexe par des
courbes qui sont, par morceaux, des trajectoires de F .
Démonstration. Par le théorème de Sussmann, G · p est une sous-variété immergée
de M . On sait que LieqF ⊂ D(q) et donc D(q) = Tq(G · p) = TqM , pour tout
q ∈ M . La sous-variété G · p est ainsi ouverte. Comme le complémentaire M \G · p
est une réunion d’orbites, c’est aussi un ouvert. On a donc que G · p est fermée et
par connexité G · p = M .
Nous terminons ce paragraphe en explicitant les divers objets introduits ci-dessus
dans le cadre de l’espace Conf. L’ensemble F est celui qui engendre la distribution
∆ déﬁnie par (1.3) ; par la proposition 1.10, on a
(2.1) F = {ξ1, . . . , ξd} ⊂ Vec(Conf).
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où λi : Conf → R. Les coeﬃcients λi pourraient également dépendre du paramètre
t.
2.5. Exemple. Revenons sur l’exemple 1.11 pour donner un exemple d’une courbe
horizontale dans Conf(1). Une courbe t 7→ qt est horizontale si
q˙t(s) = λ1(qt) sin(qt(s)) + λ2(qt) cos(qt(s)).
Si la conﬁguration ne prend qu’un nombre ﬁni de valeurs qt = (qt,1, . . . , qt,N ), on
obtient un système d’équations diﬀérentielles,
q˙t,k = λ1(qt) sin qt,k + λ2(qt) cos qt,k,
pour k = 1, . . . , N . Les λi sont alors des fonctions RN → R. Nous n’allons nous
attarder sur cette équation diﬀérentielle. Au chapitre 3 nous présenterons d’autres
méthodes pour construire des courbes horizontales.
Une question naturelle à se poser est la suivante :
La distribution ∆ est-elle involutive ?
La réponse est non, mais le lemme ci-dessous explicite la sous-algèbre de Lie engen-
drée par F .
2.6. Proposition. Soit F = {ξ1, . . . , ξd} ⊂ Vec(Conf) et soit LieF la sous-algèbre
de Lie de Vec(Conf) engendrée par F . On a alors
LiezF = 〈ξi(z), [ξj , ξk](z) | i, j, k = 1, . . . , d et j < k〉.
Démonstration. Considérons des coordonnées x1, . . . , xd sur Rd. Nous écrirons le
vecteur ξi(z) ∈ TzConf de la manière suivante :
ξi(z) : [0, L] −→ R
d










où z(s) = (z1(s), . . . , zd(s)). En utilisant les propriétés classiques du crochet de Lie
ainsi que la description en coordonnées locales nous obtenons :







[ξi, [ξj , ξk]] = δijξk − δikξj ,
[[ξi, ξj ], [ξk, ξl]] = δil[ξj , ξk] + δjk[ξi, ξl]− δik[ξj , ξl]− δjl[ξi, ξk],
où δab = 1 si a = b et 0 sinon. Le lemme s’ensuit.
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Le groupe G est le groupe engendré par les ﬂots exp(tξi). Il s’ensuit qu’un élément
de G s’écrit comme
g = exp(t1ξi1) · · · exp(tnξin).
Nous décrirons au paragraphe 2.3 l’orbite G · z pour une conﬁguration z ∈ Conf
donnée.
2.2 Action du groupe de Möbius
Nous rappelons quelques notions concernant le groupe des transformations de
Möbius. Les livres de Beardon [Be83], de Benedetti et Petronio [BR92] et Rat-
cliﬀe [Ra94] sont d’utiles références sur le sujet. Soit {e1, . . . , ed} la base canonique
de Rd. La projection stéréographique par rapport à ed est l’application de Sd−1
dans R̂d−1 = Rd−1 ∪ {∞} donnée par :








et ed 7→ ∞. Son inverse est












Soit p ∈ Sd−1. En identiﬁant Rd−1 à l’hyperplan orthogonal à p, on déﬁnit de la
même manière la projection stéréographique qui envoie p sur l’inﬁni et −p sur 0. Au
moyen d’une projection stéréographique, nous identiﬁons dans ce qui suit Sd−1 avec
R̂
d−1.
2.8. Définition. Soient a ∈ Rd−1 et r, t ∈ R avec r > 0. Une sphère de Sd−1 ≃
R̂
d−1 est, soit une sphère euclidienne, S(a, r) = {x ∈ Rd−1 | ‖x − a‖ = r}, soit un
hyperplan aﬃne auquel on ajoute l’inﬁni, P (a, t) = {x ∈ Rd−1 | 〈x, a〉 = t} ∪ {∞}.
Plus généralement, une k-sphère est l’intersection d’une sphère et d’un sous-
espace aﬃne de dimension k + 1. Rappelons qu’une réflexion ou inversion par
rapport à une sphère S est un diﬀéomorphisme de R̂d−1, s’écrivant soit comme
(2.2) x 7−→ x +
2(t− 〈a, x〉)
‖a‖2
a et ∞ 7−→ ∞,
si S est de la forme P (a, t), soit comme
(2.3) x 7−→ a +
r2
‖x− a‖2
(x− a), ∞ 7−→ a et a 7−→ ∞,
si S est de la forme S(a, r).
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Le groupe de Möbius général3 GM(d − 1) est le groupe engendré par les
réﬂexions par rapport aux sphères dans R̂d−1. Nous désignons par Mo¨b(d − 1) le
sous-groupe de GM(d−1) des transformations de Möbius qui préservent l’orientation.
Il s’agit du groupe engendré par les compositions d’un nombre pair de réﬂexions ;
nous parlons du groupe de Möbius de Sd−1. On écrira id pour l’élément neutre
de Mo¨b(d− 1). On peut déﬁnir de manière équivalente le groupe de Möbius comme
le groupe engendré par un nombre pair de réﬂexions de R̂d en des sphères qui sont
orthogonales à Sd−1.
Si nous désignons par Hd l’espace hyperbolique de dimension d, alors GM(d− 1)
s’identiﬁe au groupe des isometries de Hd et Mo¨b(d−1) au sous-groupe des isometries
directes. En décrivant Hd avec le modèle de l’hyperboloïde, on peut montrer que
Mo¨b(d − 1) est isomorphe au groupe PSO(d, 1) = SO(d, 1)/{±id} où SO(d, 1) =








Rappelons encore que Mo¨b(d− 1) est un groupe de Lie de dimension d(d+1)2 . S’il n’y
a pas de risque de confusion, nous écrirons simplement Mo¨b à la place de Mo¨b(d−1).
L’action lisse de Mo¨b sur Sd−1 induit une action lisse de ce même groupe sur Conf :
(g · z)(s) = g(z(s)),
pour g ∈ Mo¨b et z ∈ Conf (voir la proposition 1.5).
Étant donnée une action lisse d’un groupe de Lie sur une variété M on peut








où g désigne l’algèbre de Lie de G, X ∈ g, p ∈ M et exp est l’application exponentielle
classique g → G. Le terme action infinitésimale est parfois employé pour désigner
cette application. Les champs de vecteurs qui sont dans l’image de α sont des champs
fondamentaux . Le résultat suivant est bien connu pour des variétés de dimension
ﬁnie [He01, Ch. II §3]. La preuve pour des variétés de dimension inﬁnie est la même.
2.9. Proposition. L’application α définie par (2.4) est un anti-homomorphisme
d’algèbres de Lie, c’est-à-dire α([X, Y ]) = −[α(X), α(Y )]. De plus, si l’action est
effective4, α est injectif.
Démonstration. (1) Nous commençons par montrer que α est linéaire. Soit x ∈ M .
Considérons l’application diﬀérentiable
βx : G −→ M
g 7−→ g · x.
3Cette terminologie vient de [Be83, 3.1.2], où Beardon parle du « general Möbius group ».
4Rappelons qu’une action est dite effective ou fidèle si, g · z = z pour tout z implique g = e.
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La linéarité de Teβx donne celle de α.
(2) Soit X ∈ Vec(G) le champ invariant à droite5 correspondant à X ∈ g. Nous
montrons à présent que les champs X et α(X) sont βx-reliés : il s’agit de voir
que Tgβx(X(g)) = α(X)(βx(g)). En développant le côté gauche nous obtenons














Il s’ensuit que les champs X et α(X) sont βx-reliés. On sait que si des champs
Xi et Yi, i = 1, 2, sont reliés par une application F , alors il en est de même des
crochets [X1, X2] et [Y1, Y2]. Pour tout g ∈ G, nous avons donc la relation
(2.5) Tgβx([X, Y ](g)) = [α(X), α(Y )](g · x).
(3) Rappelons que pour deux champs X, Y ∈ g, nous avons l’égalité
(2.6) [X, Y ] = −[X, Y ].
En eﬀet, soit J le diﬀéomorphisme de G donné par g 7→ g−1. Désignons par
J∗(X) l’image directe par J d’un champ X ∈ Vec(G). Les champs X et −X
sont J-reliés pour tout X ∈ g :



















= TeRg−1(−X) = −X(g
−1).
Nous avons donc J∗([X, Y ]) = −[X, Y ]. De plus, J∗([X, Y ]) = [J∗(X), J∗(Y )] =
[X, Y ]. L’égalité (2.6) s’ensuit.
(4) Posons g = e dans l’équation (2.5) et remplaçons [X, Y ] par −[X, Y ]. Nous
obtenons
[α(X), α(Y )](x) = Teβx([X, Y ]) = Teβx(−[X, Y ]) = −α([X, Y ])(x).
(5) Pour terminer nous montrons l’injectivité de α lorsque l’action de G sur M est




pour tout x ∈ M . Le ﬂot de ce champ de vecteurs est donc constant, c’est-à-
dire exp(tX) · x = x. Comme l’action est eﬀective, il s’ensuit que exp(tX) = e
et donc X = 0.
5Si Rg désigne la translation à droite par g dans G, alors X est le champ de vecteurs X(g) =
TeRg(X).
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Dans tout ce qui suit, mo¨b désignera l’algèbre de Lie du groupe Mo¨b et α : mo¨b →
Vec(Conf) l’action inﬁnitésimale associée à l’action du groupe de Möbius sur Conf.
Nous déﬁnissons à présent une famille d’éléments du groupe de Möbius qui nous
permettra de faire le lien avec les courbes horizontales dans Conf. Soit 0 6= v ∈ Rd.
Pour tout t ∈ R, considérons Γvt ∈ Mo¨b,
(2.7) Γvt (p) = (ϕ
−1
v/‖v‖ ◦ ρet‖v‖ ◦ ϕv/‖v‖)(p),
où p ∈ Sd−1 et
(1) ϕv/‖v‖ est la projection stéréographique S
d−1 → R̂d−1 envoyant v/‖v‖ sur ∞
et −v/‖v‖ sur 0 ;
(2) ρet‖v‖ est une homothétie de R
d−1 de rapport et‖v‖, prolongée naturellement à
R̂
d−1 en envoyant ∞ sur lui-même.
Pour un v ﬁxé, t 7→ Γvt est un sous-groupe à un paramètre de Mo¨b formé de
transformations purement hyperboliques préservant ±v/‖v‖. On utilisera égale-
ment le terme flot hyperbolique . Remarquons que Γλvt = Γ
v
λt pour tout λ > 0. Nous
convenons ainsi que Γ0t = id.
Soit Cv ∈ mo¨b le générateur de Γvt ; c’est l’élément de mo¨b qui satisfait
(2.8) exp(tCv) = Γ
v
t ,
Si ei est un élément de la base canonique de Rd, nous écrirons simplement Ci à la
place de Cei .
2.10. Exemple. Arrêtons-nous un instant pour étudier l’exemple de Conf(1). Nous
identiﬁons C avec R2 et S1 avec les nombres complexes de module 1. Le groupe de





) ∣∣∣ |a|2 − |b|2 = 1} .
L’action de PSU(1, 1) sur S1 est donnée par les transformations homographiques et














avec u ∈ R et b ∈ C. Pour 0 6= v ∈ C, le ﬂot purement hyperbolique Γvt est donné,
modulo la reparamétrisation Γvt = Γ
v/|v|
















Si v est de module 1, la conﬁguration Γvz · z est donc
s 7−→
cosh(t/2)z(s) + v sinh(t/2)
v¯ sinh(t/2)z(s) + cosh(t/2)
.
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Le générateur Cv du ﬂot Γvt s’obtient facilement en calculant la dérivée par rapport



















Les résultats ci-dessous justiﬁent l’importance des éléments Γvt ∈ Mo¨b et leurs
générateurs Cv ∈ mo¨b. Il s’agit de généralisations à la variété de dimension inﬁnie
Conf de résultats que nous trouvons dans [Ha05, §3].
2.11. Lemme. Soient v ∈ Rd et ξv ∈ Vec(Conf) le champ de vecteurs défini à la
remarque 1.9. Soit α : mo¨b → Vec(Conf), l’anti-homomorphisme d’algèbres de Lie
associé à l’action de Mo¨b sur Conf. On a
α(Cv) = ξv.
Démonstration. Il s’agit de montrer que
(2.12) α(Cv)(z)(s) = ξv(z)(s)
pour tout z ∈ Conf et pour tout s ∈ [0, L]. La remarque 1.9 nous dit qu’on peut





Si l’on pose q = z(s) ∈ Sd−1, l’équation (2.12) devient α(Cv)(q) = ξv(q). Nous
appliquons alors [Ha05, Lemme 3.2] pour conclure.
Soit exp(tξv) le ﬂot sur Conf de ξv. Le lemme 2.11 est équivalent à l’égalité de




Comme corollaire immédiat du lemme 2.11 nous avons la proposition suivante.
2.12. Proposition. L’anti-homomorphisme α : mo¨b → Vec(Conf) est injectif et
son image est l’algèbre de Lie engendrée par F = {ξ1, . . . , ξd} ⊂ Vec(Conf).
Démonstration. L’action de Mo¨b sur Sd−1 étant ﬁdèle, il en est de même pour celle
sur Conf. La proposition 2.9 nous donne l’injectivité.
Les éléments Cv, pour v ∈ Sd−1, engendrent mo¨b en tant qu’algèbre de Lie [Ha05,
Lemme 3.4]. Comme α(Cv) = ξv, la proposition s’ensuit.
Cette proposition a plusieurs conséquences intéressantes qui reposent sur le fait
qu’on a une « copie » de mo¨b dans Vec(Conf). On peut donc utiliser les propriétés des
ξv pour en déduire des propriétés de mo¨b. Le corollaire ci-dessous un cas particulier
de [Ha05, Corollaire 3.6].
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2.13. Corollaire. L’algèbre de Lie mo¨b est engendrée, en tant qu’algèbre de Lie,
par d éléments.
Démonstration. Les éléments ξi, pour i = 1, . . . , d, engendrent LieF . Les éléments
Ci engendrent alors mo¨b.
La dimension de Mo¨b étant égale à d(d+1)2 nous retrouvons à nouveau le corol-
laire 2.7.
Dans le cas d = 2, l’équation (2.11) nous explicite les éléments C1 et Ci de
Mo¨b(1). Calculons à présent leur crochet de Lie :






On constate que mo¨b(1) est engendré comme espace vectoriel par C1, Ci et A et donc
C1 et Ci engendrent mo¨b(1) en tant qu’algèbre de Lie.
2.14. Remarque. Dans la remarque 1.9, on a vu que pour tout v, w ∈ Rd, on a
ξv+w = ξv + ξw. La correspondance v 7→ Cv ∈ mo¨b possède alors la même propriété.
Autrement dit, si v = (v1, . . . , vd) ∈ Rd, on a Cv =
∑d
i=1 viCi. On peut ainsi voir
la correspondance v 7→ Cv comme un plongement de de l’espace vectoriel Rd dans
l’algèbre de Lie mo¨b.
Nous considérons les deux sous-espaces vectoriels de mo¨b suivant
H = 〈C1, . . . , Cd〉,
n = 〈[Ci, Cj ] | i, j = 1, . . . , d et i < j〉.
(2.13)
Remarquons que n est une sous-algèbre de Lie. En eﬀet, dans la preuve de la propo-
sition 2.6, nous avons montré que
[[Ci, Cj ], [Ck, Cl]] = δil[Cj , Ck] + δjk[Ci, Cl]− δik[Cj , Cl]− δjl[Ci, Ck].
Par la remarque 2.14, un élément de n peut s’écrire comme [Cv, Cw] pour v, w ∈ Rd.
Soit N le sous-groupe de Mo¨b(d−1) qui a n comme algèbre de Lie. On a N ≃ SO(d).
Ceci vient du fait que le sous-groupe à un paramètre exp(t[Cv, Cw]) est la rotation
d’angle −t dans le 2-plan engendré par v et w [Ha05, Lemme 3.3]. Ces rotations
engendrent SO(d) qui est un sous-groupe compact maximal de Mo¨b(d− 1).
Soient z ∈ Conf et Γvt un ﬂot hyperbolique. Regardons la courbe dans Conf
donnée par t 7→ Γvt · z. Il nous sera utile par la suite de calculer le vecteur vitesse en




Γvt (z)|t=0 ∈ TzConf.
Par la remarque 1.4, on a Γ˙v0(z)(s) = Γ˙
v
0(z(s)). On calculera donc Γ˙
v
0(p) pour p ∈
S
d−1. Par une translation, on identiﬁe TpSd−1 à l’hyperplan p⊥.
2.15. Lemme. Le vecteur Γ˙v0(p) ∈ R
d est la projection orthogonale de v sur p⊥.
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Nous allons donner deux démonstrations du lemme 2.15. La première est une
conséquence de 2.11 ; la seconde, par calcul direct, permet de dégager des formules
utiles.
Première preuve du lemme 2.15. Il suﬃt de remarquer que Γ˙v0(p) =
d
dt(exp(tCv) ·
p)|t=0 = α(Cv)(p) = ξv(p) = v − 〈v, p〉 p.
Deuxième preuve du lemme 2.15. On peut supposer que v /∈ R p, sinon, Γvt (p) = p
pour tout t et le lemme 2.15 est banal. On peut également supposer que v est de
norme 1, car comme Γλvt = Γ
v




0 pour tout λ > 0. Les vecteurs p et
v engendrent alors un 2-plan Π que l’on identiﬁe à C par une isométrie R-linéaire.
Le ﬂot Γvt préserve le plan Π et l’on peut donc se ramener au cas de la dimension 2.
On regarde ainsi p et v comme des nombres complexes. Par (2.9) on a,
Γvt (p) =
cosh(t/2) p + v sinh(t/2)















En eﬀet, c’est la valeur en t = 0 et, d’autre part, comme N¨(t) = N(t)/4 et D¨(t) =
D(t)/4, on a ddt(N˙(t)D(t)− D˙(t)N(t)) = 0. Il s’ensuit que







Or, l’application ϕ : C → C donnée par ϕ(v) = 12(v− v¯p
2) est la projection orthogo-
nale de v sur p⊥. En eﬀet, ϕ est R-linéaire et, comme |p| = 1, satisfait à ϕ(p) = 0 et
ϕ(ip) = ip.
En complément à la deuxième preuve de 2.15, calculons encore la dérivée seconde
de Γvt (p). D’après la formule (2.14), on a












Si le vecteur v n’est plus supposé de norme 1, les formules (2.14) et (2.15) donnent :
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2.3 Le théorème principal
Nous généralisons à présent le théorème principal de [Ha05] au cas des serpents
et de la variété de dimension inﬁnie Conf. Commençons par énoncer le résultat de
Hausmann.
Soit ∆ la distribution sur (Sd−1)N donnée par ∆(z) = (kerTzf)⊥ où f : (Sd−1)N →
R
d est le bras articulé de type a = (1, . . . , 1), f(z) =
∑d
i=1 zi. Le groupe Mo¨b agit
diagonalement sur le produit (Sd−1)N .
2.16. Théorème ([Ha05]). Soit z ∈ (Sd−1)N . Désignons par A(z) la composante
connexe par ∆-courbes de z. On a alors
A(z) = Mo¨b · z.
La preuve de celui-ci utilise à un moment donné le théorème de Sussmann qui
n’est pas, à notre connaissance, démontré sur les variétés de dimension inﬁnie. Le
théorème 2.16 est une conséquence des deux résultats suivants que nous utiliserons
également. Dans ce qui suit, nous regarderons parfois les éléments de l’algèbre de Lie
mo¨b comme des champs de vecteurs invariant par translation à gauche.
2.17. Lemme. Le groupe Mo¨b est connexe par des courbes qui sont des successions
des trajectoires des champs Ci pour i = 1, . . . , d.
Démonstration. Désignons par D l’ensemble des champs de vecteurs {C1, . . . , Cd}
et par LieD l’algèbre de Lie engendrée par D. Rappelons que mo¨b = LieD en tant
qu’algèbre de Lie (voir le corollaire 2.13). Il s’ensuit que pour tout g ∈ Mo¨b, TgMo¨b =
LiegD. Le théorème de Chow nous permet de conclure.
Désignons par Ci le champ de vecteurs sur Mo¨b invariant à droite correspondant
Ci. Remarquons alors que le ce dernier résultat reste valable si nous considérons des
trajectoires des champs Ci au lieu de Ci. Le résultat suivant n’est pas seulement
valable sur (Sd−1)N (comme dans [Ha05]) mais également dans Conf.
2.18. Proposition. Soit G le groupe de difféomorphismes engendré par les flots
des champs de vecteurs ξ1, . . . , ξd. Pour toute configuration z, on a
G · z = Mo¨b · z.
Démonstration. Si y ∈ G · z, on écrit y = (exp(tnξin) · · · exp(t1ξi1))(z). On a vu que
exp(tjξij ) = Γ
ij
tj
∈ Mo¨b et il s’ensuit que y ∈ Mo¨b · z.
Soit y = g · z ∈ Mo¨b · z. Comme Mo¨b est connexe par des trajectoires de
{C1, . . . , Cd}, on écrit g = Γ
in
tn · · ·Γ
i1
t1
. On termine comme avant.
Le théorème principal de [Ha05] est alors une conséquence du corollaire 2.3 au
théorème de Sussmann car A(z) = G · z = Mo¨b · z. Notre approche du problème
est diﬀérente. Nous allons nous placer dans un cadre où l’on puisse appliquer le
théorème 2.16 pour démontrer sa généralisation. Pour l’heure, énonçons le résultat.
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2.19. Théorème Principal. Soit A(z) ⊂ Conf la composante connexe par courbes
horizontales d’une configuration z ∈ Conf. On a alors,
A(z) = Mo¨b · z.
L’idée fondamentale pour la démonstration du théorème principal est la restric-
tion d’une conﬁguration z : [0, L] → Sd−1 à un ensemble ﬁni S = {s1, . . . , sN} ⊂
[0, L]. Nous supposons s1 < . . . < sN et considérons l’application rS : Conf →
(Sd−1)N ,
z 7−→ z˜ = (z(s1), . . . , z(sN )).
Il ne s’agit pas forcément des points de discontinuités de z. Le nombre de ces points
n’est pas non plus le même que le nombre de discontinuités.
2.20. Lemme. L’application rS est une submersion surjective.
Démonstration. La dérivée de rS est donnée par
TzrS(v) = (v(s1), . . . , v(sN )).
Étant donné N points z1, . . . , zN sur Sd−1, il est toujours possible de faire passer une
courbe continue par morceaux par ces points. Quitte à reparamétrer, nous pouvons
supposer que z(si) = zi. La surjectivité en découle.
Pour montrer que TzrS est surjective, donnons-nous un vecteur v = (v1, . . . , vN ) ∈
T
rs(z)(S
d−1)N Il s’agit de trouver un champ de vecteurs v le long de z tel que v(si) =
vi. Pour chaque i = 1, . . . , N , on se donne un intervalle Ii ⊂ [0, L] contenant si.
Comme les si sont distincts, on peut supposer que les Ii sont tous disjoints. En
utilisant une « fonction plateau » (fonction lisse qui vaut 1 quand s = si et 0 si s
est en dehors d’un voisinage de si) on construit alors un champ de vecteurs le long
de z qui vaut vi en z(si) et 0 en dehors des z(Ii). Comme le noyau de TzrS est de
codimension ﬁnie, il est scindé dans TzConf, ce qui achève la preuve.
Pour i = 1, . . . , d, le champ ξi ∈ Vec(Conf), détermine un champ ξ˜i ∈ Vec((Sd−1)N )
par la formule
ξ˜i(x) = (ξi(z)(s1), . . . , ξi(z)(sN )) = (ξi(x1), . . . , ξi(xN )),
où x = (x1, . . . , xN ) ∈ (Sd−1)N et z est une conﬁguration telle que rS(z) = x. La
formule ne dépend pas du choix de la conﬁguration z. La distribution ∆˜ sur (Sd−1)N
est déﬁnie naturellement comme étant engendrée par ξ˜1, . . . , ξ˜d. Elle coïncide avec
celle déﬁnie dans [Ha05].
2.21. Lemme. Si z, w ∈ Conf sont joignables par une ∆-courbe alors, z˜ = rS(z),
w˜ = rS(w) ∈ (S
d−1)N sont joignables par une ∆˜-courbe.
Démonstration. Supposons que z et w sont joignables par une courbe horizontale
γ : [0, 1] → Conf. Considérons les N courbes dans Sd−1
γi : t 7−→ γ(t)(si),
pour i = 1, . . . , N . Soit γ˜(t) = (γ1(t), . . . , γN (t)). Il s’agit, par construction, d’une
courbe horizontale sur (Sd−1)N avec γ˜(0) = z˜ et γ˜(1) = w˜. Les points z˜ et w˜ sont
alors joignables par γ˜.
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Rappelons encore un résultat relatif à l’action du groupe de Möbius sur Sd−1
que nous utiliserons dans la preuve du théorème principal. Si S ⊂ Sd−1 est une k-
sphère, on sait qu’il existe k + 2 points x1, . . . , xd+2 qui engendrent S, c’est-à-dire
tels que S est l’unique k-sphère contenant {x1, . . . , xd+2}. Inversement, on dit que
k +2 points de Sd−1 engendrent une k-sphère S, si S est l’unique k-sphère contenant
ces points. De même, on dira qu’une conﬁguration z engendre une k-sphère S si
l’image z([0, L]) est contenue dans S et contient au moins k+2 points qui engendrent
S.
2.22. Lemme. Soit S ⊂ Sd−1 une k-sphère et soient z1, . . . , zk+2 ∈ Sd−1 des points
qui engendrent S. Soient w1, . . . , wk+2 ∈ Sd−1 tels qu’il existe g ∈ Mo¨b avec g(zi) =
wi pour i = 1, . . . , k + 2. Soit T la k-sphère engendrée par tous les wi. Alors,
(1) g(S) = T ;
(2) la restriction g|S : S → T est unique, c’est-à-dire, si g′ ∈ Mo¨b est tel que
g′(zi) = wi pour i = 1, . . . , k + 2, alors g|S = g′|S.
Démonstration. Le groupe de Möbius envoyant des sphères sur des sphères, le pre-
mier point s’ensuit.
Pour le deuxième point, donnons-nous g′ ∈ Mo¨b tel que g′(zi) = wi pour i =
1, . . . , k+2. Soit h = (g′|S)−1◦g|S : S → S. On a h(zi) = zi pour tous les i et il s’agit
de montrer que h est l’identité. Identiﬁons Sd−1 à R̂d−1 au moyen de la projection
stéréographique ϕ envoyant zk+2 sur ∞ et −zk+2 sur 0. Dans R̂d−1, P = ϕ(S) est le
k-plan aﬃne engendré par les ϕ(zi), i = 1, . . . , k + 1. L’application h est alors une
similitude aﬃne de P ﬁxant k + 1 points ; c’est donc l’identité.
Passons à présent à la preuve de notre théorème principal.
Démonstration du théorème principal. Dans un premier temps, nous montrons que
A(z) ⊃ Mo¨b · z. Fixons z ∈ Conf et considérons l’application
βz = β : Mo¨b −→ Conf,
déﬁnie par β(g) = g · z. Il s’agit de montrer que si w ∈ β(Mo¨b), alors il existe
une courbe horizontale joignant z à w. Soit Ci le champ invariant à droite sur Mo¨b
correspondant à Ci ∈ mo¨b. Nous commençons par montrer que les champs Ci et ξi
sont β-reliés. En eﬀet,




(exp(tCi) · (g · z))
∣∣
t=0
= α(Ci)(β(g)) = ξi(β(g)).
La dernière égalité vient du lemme 2.11. Le lemme 2.17 aﬃrme que Mo¨b est connexe
par des courbes qui sont des successions des trajectoires des champs Ci pour i =
1, . . . , d. L’image de telles courbes par β étant des courbes horionzales, on déduit
que Mo¨b · z est connexe par courbes horizontales.
Soient z et w deux conﬁgurations joignables par une ∆-courbe γ. Soit S la k-
sphère engendrée par les z(s) pour s ∈ [0, L]. On choisit k+2 points, z(s1), . . . , z(sk+2)
qui engendrent S. Notons z˜ = (z(s1), . . . , z(sk+2)) et w˜ = (w(s1), . . . , w(sk+2)) les
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points dans (Sd−1)k+2 correspondant. Le lemme 2.21 aﬃrme qu’il existe une ∆˜-
courbe γ˜ dans (Sd−1)k+2 reliant z˜ à w˜. En appliquant le théorème 2.16, on obtient
un élément g ∈ Mo¨b tel que g · z˜ = w˜. Il reste donc à montrer que pour tout s ∈ [0, L],
on a g(z(s)) = w(s). Soit s ∈ [0, L] et considérons les deux points de (Sd−1)k+3 sui-
vants : zˆ = (z(s1), . . . , z(sk+2), z(s)) et wˆ = (w(s1), . . . , w(sk+2), w(s)). On applique
à nouveau 2.16 pour avoir un élément g′ tel que g′ · zˆ = wˆ. Désignons par T la
k-sphère engendrée par w(s1), . . . , w(sk+2). On a g(S) = g′(S) = T . Le lemme 2.22
nous garantit que g|S = g|′S et donc g(z(s)) = g
′(z(s)) = w(s).
2.4 Quelques conséquences
Le théorème principal nous donne immédiatement une expression particulière-
ment simple pour les courbes horizontales.
2.23. Proposition. Une courbe horizontale z : [0, 1] → Conf partant d’une confi-
guration initiale z0, s’écrit comme
zt = g(t) · z0,
où g(t) est une courbe dans le groupe de Möbius telle que g(0) = id.
Nous mentionnons quelques conséquences directes du théorème principal. L’idée
générale est la suivante : si une propriété relative à des points dans Sd−1 est invariante
sous l’action du groupe de Möbius, elle le sera aussi par les courbes horizontales.
Donnons-nous z : [0, 1] → Conf une courbe horizontale partant d’une conﬁgura-
tion initiale z0. Le résultat suivant est évident, il s’agit du même énoncé que [Ha05,
Proposition 5.1].
2.24. Proposition. Si z0(s) = z0(s′), alors zt(s) = zt(s′) pour tout t ∈ [0, 1].
Une conﬁguration z ∈ Conf est dite périodique s’il existe un nombre réel P > 0
tel que z(s + P ) = z(s) pour tout s tel que s et s + P soient dans l’intervalle [0, L].
On obtient immédiatement le corollaire suivant :
2.25. Corollaire. Si z0 est périodique, alors zt l’est aussi pour tout t ∈ [0, 1].
Remarquons de plus que, comme l’action du groupe de Möbius sur Conf est lisse,
la classe de régularité des conﬁgurations est préservée le long des courbes horizon-
tales :
2.26. Proposition. Si z0 est Ck par morceaux pour un k > 0, alors zt l’est aussi
pour tout t ∈ [0, 1].
La notion suivante nous sera utile pour l’étude des conﬁgurations alignées et leurs
voisinage.
2.27. Définition. Une conﬁguration z ∈ Conf est dite bivaluée si z prend exacte-
ment deux valeurs distinctes. Plus généralement, une conﬁguration est dite n-valuée
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si elle prend exactement n valeurs distinctes. Nous dirons également qu’une conﬁgu-
ration est au moins n-valuée , si elle prend au moins n valeurs distinctes.
Remarquons que l’ensemble des conﬁgurations qui sont au moins n-valuées est
ouvert. Muni de ce vocabulaire et de la proposition 2.24, nous obtenons immédiate-
ment :
2.28. Proposition. Soit z : [0, 1] → Conf une courbe horizontale partant d’une
configuration initiale z0. Si z0 est au moins 3-valuée, alors les configurations zt ne
sont jamais alignées.
Si la conﬁguration initiale z0 est bivaluée, la composante horizontaleA(z0) contient
toujours une conﬁguration alignée : il suﬃt en eﬀet de considérer g · z0, où g est une
transformation de Möbius qui aligne les deux points de la sphère qui sont les valeurs
de z0.
Mentionnons pour terminer ce paragraphe, un dernier invariant des courbes ho-
rizontales. Supposons que d = 2. Pour quatre points distincts z1, z2, z3, z4 ∈ S1 on
déﬁnit le birapport







Le birapport étant préservé par l’action du groupe de Möbius sur S1 on obtient
évidemment :
2.29. Proposition. Soit z0 une configuration initiale au moins 4-valuée et soit
zt une courbe horizontale partant de z0. Si z0(s1), z0(s2), z0(s3) et z0(s4) sont tous
distincts, alors le birapport b(zt(s1), zt(s2), zt(s3), zt(s4)) est constant.
Le paragraphe 5 de [Ha05] mentionne d’autres birapports et leurs liens avec les
courbes horizontales.
2.5 Stabilisateurs d’une configuration et sous-variétés
Dans le but de mieux comprendre l’ensemble Mo¨b · z ⊂ Conf, nous ﬁxons une
conﬁguration z ∈ Conf et considérons, comme dans la preuve du théorème principal,
l’application
β : Mo¨b −→ Conf,
envoyant g sur g ·z. L’image de β est bien entendu l’ensemble qui nous intéresse. Soit
Mo¨bz le stabilisateur de z, il s’agit d’un sous-groupe fermé. Rappelons un résultat
classique concernant les actions diﬀérentiables de groupes de Lie sur des variétés.
2.30. Proposition. Soit G un groupe de Lie agissant de manière lisse sur une
variété lisse M . Soient x0 ∈ M et Gx0 son stabilisateur. Soit encore α : G → M
l’application g 7→ g · x0. Alors, α passe au quotient et α¯ : G/Gx0 → M est une
immersion injective. Si G est compact, α¯ est un plongement.
Il s’ensuit que si le stabilisateur Mo¨bz est trivial, β : Mo¨b → Conf est une
immersion injective. Nous cherchons dans un premier temps une condition sur z qui
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nous garantissent que Mo¨bz soit trivial. Nous montrons ensuite que dans certains
cas, bien que Mo¨b ne soit pas compact, l’application β¯ : Mo¨b/Mo¨bz → Conf est un
plongement.
Lorsque la conﬁguration z est alignée, le groupe Mo¨bz n’est pas trivial. Il contient
en eﬀet le ﬂot hyperbolique Γvt où v 6= 0 est un vecteur de la droite sur laquelle est
alignée z. En conjuguant par une transformation de Möbius qui aligne deux points
de la sphère, on remarque que le stabilisateur d’une conﬁguration bivaluée contient
également un ﬂot hyperbolique Γvt et n’est donc pas trivial. Cependant, si d = 2
et en supposant que z est au moins 3-valuée, on obtient Mo¨bz = {id}, puisqu’une
transformation de Möbius de S1 qui ﬁxe trois points distincts est égale à l’identité.
2.31. Définition. On dit qu’une conﬁguration z est super-générique si l’une
des deux conditions ci-dessous est remplie :
(1) d = 2 et z est au moins 3-valuée ;
(2) d ≥ 3 et z engendre une (d− 2)-sphère dans Sd−1.
Intuitivement, on peut penser à une conﬁguration super-générique comme une
conﬁguration qui « prend de la place dans Sd−1 ». Remarquons que quand d ≥ 3,
une conﬁguration qui engendre une (d− 2)-sphère est au moins 3-valuée.
2.32. Lemme. Soient z ∈ Conf et Mo¨bz son stabilisateur. On a alors,
Mo¨bz = {id} si, et seulement si, z est super-générique.
Démonstration. Le cas d = 2 a été traité ci-dessus. Supposons donc d ≥ 3. Nous
montrons d’abord que si z est super-générique, son stabilisateur est trivial. Ensuite
nous supposerons que z n’est pas super-générique et montrons que Mo¨bz contient au
moins une copie de S1.
Identiﬁons Sd−1 avec R̂d−1 via la projection stéréographique qui envoie z(0) sur∞
et −z(0) sur 0. Rappelons que les transformations de Möbius de R̂d−1 qui préservent
l’orientation et qui envoient ∞ sur lui-même sont des similitudes aﬃnes de la forme
(2.16) x 7−→ rAx + b
où r > 0, b ∈ Rd−1 et A ∈ SO(d − 1). Comme z(0) = ∞, dire que la conﬁguration
z est super-générique est équivalent à ce que l’image z([0, L]) \ {∞} engendre un
(d − 2)-plan aﬃne de Rd−1. Désignons ce plan par Π. Modulo une similitude aﬃne






où si ∈ [0, L]. Il s’ensuit que le seul élément de la forme (2.16) qui envoie z(si) sur
lui-même est l’élément neutre.
On se donne à présent une conﬁguration z qui n’est pas super-générique. On peut
supposer que z engendre un (d− 3)-plan aﬃne que nous désignons à nouveau par Π.
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Comme avant, on suppose que Π = {x ∈ Rd−1 | xd−2 = 0 et xd−1 = 0}. Les éléments














est un élément de SO(2) ≃ S1. Il s’ensuit que Mo¨bz ≃ S1.
Le résultat suivant n’est pas utilisé par la suite. Nous avons néanmoins trouvé
intéressant de l’inclure en conclusion à ce paragraphe. La preuve utilise des notions
qui seront introduites au paragraphe 3.1. Par la proposition 2.30 et le lemme 2.32, on
sait que si z est super-générique alors β : Mo¨b → Conf est une immersion injective.
La proposition 2.33 ci-dessous aﬃrme que β est un plongement.
2.33. Proposition. Soit z0 une configuration au moins 3-valuée. L’application
β¯ : Mo¨b/Mo¨bz0 → Conf envoyant la classe gMo¨bz0 sur g · z0 est un plongement.
Démonstration. Munissons le sous-ensemble β¯(Mo¨b/Mo¨bz0) = Mo¨b · z0 = β(Mo¨b)
de la topologie induite par celle de Conf. Pour montrer que β¯ est un plongement, il
suﬃt de montrer que β : Mo¨b → β(Mo¨b) est une application fermée. Soient F ⊂ Mo¨b
un fermé et F ′ = β(F ). On se donne une suite {zn} dans F ′ qui converge vers une
conﬁguration z = g · z0 ∈ β(Mo¨b). Considérons une suite {gn} dans F telle que
zn = gn · z0. On a alors deux possibilités exclusives : soit la suite {gn} possède au
moins un point d’accumulation, soit elle n’en possède pas. Comme F est fermé et que
β est continue, si la suite possède un point d’accumulation, alors limn→∞ gn = g ∈ F
et z = g · z0 ∈ F ′ et on a terminé.
Pour conclure la preuve, nous allons montrer que la deuxième possibilité ne peut
pas arriver. Supposons par l’absurde que la suite {gn} ne possède pas de point d’ac-
cumulation. Elle sort donc de tout compact de Mo¨b. Par le lemme 3.1, nous savons
que la suite {zn = gn · z0}, converge point par point vers une application de [0, L]
dans Sd−1 qui prend au plus deux valeurs. Par hypothèse, z0 est au moins 3-valuée
et il en est de même de la limite z = g · z0 ∈ β(Mo¨b). Contradiction.
Chapitre 3
Charmer les serpents en pratique
En conséquence du théorème principal, la proposition 2.23 aﬃrme que les courbes
horizontales sont de la forme t 7→ g(t) · z0. Nous utilisons ce fait pour dériver une
équation diﬀérentielle dans le groupe de Möbius dont les solutions sont les relevés
horizontaux d’une courbe γ(t) ∈ Rd. Nous étudions ensuite l’existence globale de
la solution. Le dernier paragraphe porte sur le relèvement de courbes partant de
conﬁgurations alignées.
3.1 Suites divergentes dans le groupe de Möbius
Les suites divergentes du groupe de Möbius ont déjà été utilisées dans la preuve
de la proposition 2.33. Elles seront également utiles dans l’étude de l’existence globale
des relèvements au paragraphe 3.3.
Si M est une variété non-compacte, on dit qu’une suite {xn} dans M diverge si,
pour tout compact K ⊂ M , il existe n ∈ N tel que xn /∈ K. De même, on dit qu’une
courbe continue γ : I → M , où I est un intervalle ouvert, diverge s’il existe une suite
divergente {xn} où xn = γ(tn) et tn ∈ I.
Aﬁn d’étudier les suites qui divergent, nous avons besoin du modèle géométrique
du groupe de Möbius suivant. Une description analogue est donnée dans [Be83].
Désignons par Mo¨b(Bd) le groupe des transformations de Möbius de R̂d qui pré-
servent l’orientation et la boule unité Bd = {x ∈ Rd | ‖x‖ < 1}. Rappelons que
Mo¨b(Bd) ≃ Mo¨b(d−1). Soit H le sous-espace vectoriel de l’algèbre de Lie mo¨b(d−1)
engendré par {C1, . . . , Cd}. Rappelons encore que tout élément g ∈ Mo¨b(d− 1) peut






(v, A) 7−→ exp(v)A.
Écrivons les éléments de Rd \ {0} en coordonnées polaires v = rp, où r ∈ R>0
et p ∈ Sd−1. Comme SO(d) et Sd−1 sont compacts, une suite {(rnpn, An)} dans
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R
d × SO(d) qui diverge possède donc une sous-suite telle que
An −→ A ∈ SO(d),
pn −→ p ∈ S
d−1,
rn −→∞.
Nous nous intéressons au comportement de telles suites quand elles agissent sur
l’espace de conﬁgurations Conf.
3.1. Lemme. Soit {gn} une suite divergente dans le groupe de Möbius et soit z0 ∈
Conf. Il existe alors une sous-suite (que l’on désigne à nouveau par {gn}) telle que la
suite {gn · z0} dans Conf converge point par point vers une application [0, L] → Sd−1
prenant les valeurs ±Ap.
Démonstration. On écrit gn = exp(rnpn)An avec An → A ∈ Sd−1, pn → p ∈ Sd−1
et rn → ∞. Soit Γ
pn
rn = exp(rnpn). Pour tout p ∈ S
d−1 et tout nombre réel δ > 0
considérons le voisinage ouvert Vδ(p) = Bδ(p) ∩ Sd−1, où Bδ(p) ⊂ Rd est la boule
ouverte de centre p et de rayon δ. Par déﬁnition des éléments Γpr , on sait que pour
tout δ > 0, il existe Rδ > 0 tel que pour tout r > Rδ, on ait l’inclusion
Γpr(S
d−1 \ Vδ(−p)) ⊂ Vδ(p).
Remarquons que Rδ est indépendant de p.
Par un changement de coordonnées isométrique dans Rd, on peut supposer que
Ap = (1, 0, . . . , 0). Si δ > 0, on désigne par U±δ les calottes ouvertes de S
d−1 sui-
vantes :
(3.1) U−δ = {q ∈ S
d−1 | q1 < −1 + δ}, U
+
δ = {q ∈ S
d−1 | q1 > 1− δ}.
Remarquons que Vδ(−Ap) ⊂ U
−
δ et que pour tout q ∈ Vδ(−Ap), le voisinage Vδ(q)
est inclus dans la calotte U−δ . En utilisant le fait que la suite {Anpn} converge vers
Ap ∈ Sd−1, on obtient alors que pour tout δ > 0, il existe Nδ tel que pour tout
n > Nδ on ait
Γpnrn (S
d−1 \ U−δ ) ⊂ Γ
pn
rn (S
d−1 \ Vδ(−pn)) ⊂ Vδ(pn) ⊂ U
+
δ .





−Ap si z0(s) = −p
Ap sinon.
3.2. Remarque. Remarquons que la convergence dans le lemme 3.1 n’est pas tou-
jours uniforme en s. L’application limite n’est donc pas nécessairement un élément de
Conf. Cependant, si la conﬁguration initiale z0 ne passe pas par le point −p ∈ Sd−1,
alors {gn · z0} converge uniformément vers la conﬁguration constante z(s) = Ap.
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3.2 L’équation différentielle dans le groupe de Möbius
3.3. Définition. Soit γ : [0, 1] → Rd une courbe continue et C1 par morceaux.
Un relevé horizontal de γ est une courbe horizontale γˆ : [0, 1] → Conf telle que
(f ◦ γˆ)(t) = γ(t) pour tout t ∈ [0, 1].
Parmi tous les relevés γˆ(t) ∈ Conf de γ(t) ∈ Rd, un relevé horizontal est celui qui












c’est une conséquence immédiate de TzConf = ∆(z)⊕ ker Tzf .
Nous commençons par étudier l’existence de relevés horizontaux. Fixons d’abord
quelques notations. Dans tout ce qui suit, z0 ∈ Conf désignera une conﬁguration
initiale non-alignée et W ⊂ Conf un voisinage de z0 ne contenant que des conﬁgura-
tions non-alignées. Les conﬁgurations alignées seront traitées au paragraphe 3.4. Par
la propositions 1.16, la restriction f |W : W → f(W) est une submersion (en particu-
lier f(W) est ouvert) et la distribution ∆ restreinte à W est de rang constant égal à
d. Nous regarderons celle-ci comme un sous-ﬁbré du ﬁbré tangent TW au-dessus de
W. Les champs de vecteurs ξi, pour i = 1, . . . , d, donnent une trivialisation du ﬁbré
∆ au-dessus de W :





Pour tout z ∈ W, la restriction de Tzf au sous-espace ∆(z) est un isomorphisme.
En considérant la base {ξ1(z), . . . , ξd(z)} de ∆(z) et la base canonique de Rd, cet
isomorphisme est déterminé par la matrice M(z) ∈ GL(d) du lemme 1.12. Par abus,
nous confondons l’application Tzf |∆(z) avec sa matrice M(z). Comme f est lisse, la
correspondance z 7→ M(z) l’est aussi, ainsi que z 7→ M−1(z). Cette application nous
permet alors de relever un champ de vecteurs Y sur f(W) en un champ de vecteurs
Yˆ sur W par
Yˆ (z) = M−1(z)(Y (f(z))).
Ce champ de vecteurs a la propriété d’être l’unique champ de vecteurs sur W qui
appartient à la distribution ∆ et se projette sur Y par Tf . Les trajectoires de Yˆ
sont donc horizontales. Soient γˆ une trajectoire de Yˆ par un point z0 ∈ W et γ une
trajectoire de Y par x0 = f(z0). Si les deux trajectoires sont déﬁnies sur un même
intervalle de temps [0, 1], alors γˆ est un relevé horizontal de γ. De plus, par l’unicité
des trajectoires des champs de vecteurs, γˆ est l’unique relevé horizontal de γ déﬁni
sur [0, 1]. Ceci nous mène au résultat ci-dessous.
3.4. Lemme. Soient γ : [0, 1] → f(W) une courbe C1 et z0 ∈ f−1(γ(0)). Il existe
alors une courbe C1 γˆ : [0, ε[→ Conf, où 0 < ε < 1, telle que γˆ soit l’unique relevé
horizontal de γ défini sur l’intervalle [0, ε[.
Démonstration. On considère le champ de vecteurs qui dépend du temps Y t ∈
Vec(W) déﬁni par
Y t(z) = M−1(z)γ˙(t) ∈ ∆(z)
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pour t ∈ [0, 1]. Ce champ est C∞ en z et continue en t et on peut ainsi appliquer
le théorème d’existence et unicité des trajectoires. Soit γˆ l’unique trajectoire de ce
champ passant par z0 en t = 0. Cette trajectoire horizontale est déﬁnie au moins sur
un intervalle [0, ε[. Sa projection par f est γ.
Faisons une remarque concernant ce résultat. Il se peut que les trajectoires de Y t
existent sur tout l’intervalle [0, 1]. Dans ce cas, on a un « vrai » relevé horizontal de
γ.
3.5. Proposition. Soient z0 ∈ Conf une configuration initiale non-alignée telle
que f(z0) est une valeur régulière et U un voisinage de f(z0) formé de valeurs ré-
gulières. Supposons que z0 prenne un nombre fini de valeurs. Alors, toute courbe
continue et C1 par morceaux γ : [0, 1] → U , γ(0) = f(z0), admet un relèvement
horizontal γˆ : [0, 1] → Conf.
Démonstration. Il s’agit du même résultat que [Ha05, Lemme 6.1]. On identiﬁe z0
à un point du produit (Sd−1)N et on regarde Y t comme un champ de vecteurs sur
(Sd−1)N . Cette dernière variété étant compacte, les trajectoires de Y t existent pour
tout t ∈ [0, 1].
Dans le cas général W n’est pas compact, les trajectoires de Y t n’existent donc
pas forcément pour tout t ∈ [0, 1]. Nous allons utiliser l’action du groupe de Möbius
pour améliorer ce résultat en garantissant dans certains cas l’existence sur tout [0, 1].
La proposition 2.23 aﬃrme que γˆ(t) est de la forme t 7→ g(t) · z0, où g(t) ∈ Mo¨b et
g(0) = id. La première question qu’il semble naturel de se poser est :
Quelle(s) condition(s) faut-il mettre sur g(t) ∈ Mo¨b pour que la courbe
g(t) · z0 ∈ Conf soit horizontale ?
Désignons par β : Mo¨b → Conf l’application envoyant g sur g · z0 et par H le sous-
espace vectoriel de mo¨b engendré par {C1, . . . , Cd}. Nous regarderons H comme une
distribution de rang d sur Mo¨b via la correspondance
g 7−→ Hg = TidRg(H),
oùRg désigne la translation à droite par g. Le résultat ci-dessous répond à la question
précédente.
3.6. Lemme. Soit z0 ∈ Conf une configuration initiale. Soit t 7→ g(t) ∈ Mo¨b une
courbe C1 telle que g(0) = id. Si g˙(t) ∈ Hg(t), alors z : t 7→ zt = g(t) · z0 est une
courbe horizontale dans Conf.
Démonstration. Il s’agit de montrer que z˙t ∈ ∆(zt) pour tout t. L’hypothèse sur g˙(t)
nous dit que g˙(t) =
∑d
i=1 λiCi(g(t)), où les λi sont des nombres réels qui dépendent
de g(t) et Ci est le champ invariant à droite correspondant à Ci. Dans la preuve
de 2.19, nous avons montré que le champ Ci était β-relié à ξi, pour i = 1, . . . , d. Il
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s’ensuit que








3.7. Remarque. Si nous supposons en plus dans le lemme 3.6 que la conﬁguration
initiale est super-générique (voir déﬁnition 2.23), alors la condition g˙(t) ∈ Hg(t) est
équivalente (et non seulement suﬃsante) au fait que la courbe z : t 7→ g(t) · z0 soit
horizontale. Ceci vient du fait que l’application tangente Tg(t)β est alors injective
et donc le seul vecteur qui s’envoie sur ξi(zt) est Ci(g(t)). Si z0 n’est pas super-
générique, on peut choisir une courbe g(t) dans le stabilisateur Mo¨bz0 de z0 telle que
g˙(t) /∈ Hg(t). Son image par β est une courbe constante, en particulier horizontale.
Le lemme 3.6 permet de construire facilement des exemples de courbes hori-
zontales. Il suﬃt en eﬀet de prendre g(t) = exp(tCv) = Γvt pour v ∈ R
d. On a
g˙(t) = TidRg(t)Cv ∈ Hg(t). Les courbes de ce type seront utiles pour la description
d’un algorithme numérique pour relever des chemins que nous décrirons au para-
graphe 5.2. Remarquons en passant que ces courbes existent pour tout t ∈ R. Le
comportement de Γvt · z0 quand t →∞ est un cas particulier du lemme 3.1.
3.8. Proposition. Soient z0 ∈ Conf et v ∈ Sd−1. Si z0(s) 6= −v pour tout s ∈
[0, L], alors Γvt · z0 converge, pour t → ∞, vers la configuration constante z(s) = v.
3.9. Exemple. Soit z0 ∈ Conf(1) une conﬁguration initiale symétrique , c’est-à-












L’extrémité du serpent f(z0) est donc réelle. Considérons le ﬂot hyperbolique Γ1t .
Comme Γ1t (p¯) = Γ
1
t (p) pour tout p ∈ S
1, alors la courbe horizontale t 7→ Γ1t · z0 reste
sur l’axe réel pour tout t.
Nous cherchons une condition supplémentaire à imposer à la courbe g(t) aﬁn
d’être certain que g(t) · z0 soit horizontale et que f(g(t) · z0) = γ(t), pour une courbe
γ(t) ∈ Rd donnée. Pour cela, considérons l’application F : Mo¨b → Rd,
(3.2) F (g) = (f ◦ β)(g) = f(g · z0).
Soient le voisinage de l’identité V = β−1(W) ⊂ Mo¨b et U = F (V) ⊂ Rd. L’applica-
tion F |V : V → U est alors une submersion et U est donc un voisinage ouvert de x0.
38 L’algorithme du charmeur de serpents
Pour ne pas compliquer les notations, nous écrirons F à la place de F |V . Pour tout
g ∈ V, l’application tangente TgF restreinte au sous-espace Hg se décompose en
Hg
Tgβ
−→ ∆(g · z0)
Tg·z0f−→ Rd.
Ces applications sont des isomorphismes et dépendent de manière C∞ de g. Dans la
base {C1(g), . . . , Cd(g)} de Hg et ξ1(g · z0), . . . , ξd(g · z0) de ∆(g · z0), la première
application s’écrit comme la matrice identité. Il s’ensuit que TgF : Hg → Rd s’écrit
tout simplement comme
(3.3) λ 7−→ M(g · z0)λ.
Ici aussi, nous faisons l’abus de confondre l’application TgF |Hg avec la matrice M(z).
Comme pour le lemme 3.4, on remonte un champ de vecteurs X sur U en un champ de
vecteurs Xˆ sur V par Xˆ(g) = M−1(g·z0)X(F (g)), pour tout g ∈ V. Soit γ : [0, 1] → U
une courbe C1 telle que γ(0) = x0 = f(z0). Celle-ci permet de construire un champ
de vecteurs Xt sur V déﬁni par
(3.4) Xt(g) = M−1(g · z0)γ˙(t).
En décomposant les éléments de Hg dans la base {C1(g), . . . , Cd(g)}, le champ de





où les λi(g, t) sont les composantes du vecteur M−1(g · z0)γ˙(t). Le résultat suivant
est immédiat ; il est néanmoins très important.
3.10. Proposition. Si g : [0, 1] → Mo¨b est solution de l’équation différentielle
(3.5) g˙(t) = Xt(g(t)), g(0) = id,
alors g(t) · z0 est l’unique relevé horizontal de γ(t).
Nous avons supposé que la solution de l’équation diﬀérentielle (3.5) existait pour
t ∈ [0, 1]. Ce qui n’est a priori pas toujours vrai, puisque Mo¨b n’est pas compact. Pour
l’instant, nous n’avons rien gagné par rapport au lemme 3.4 : nous avons seulement
transféré le problème de la variété Conf au groupe de Möbius qui, évidemment, est
de dimension ﬁnie. L’équation diﬀérentielle (3.5) dépend de la condition initiale z0
ainsi que de la courbe γ. Dans le paragraphe suivant, nous donnons des exemples de
couples (z0, γ) pour lesquels la solution de (3.5) existe pour tout t ∈ [0, 1].
Nous supposerons dorénavant que la conﬁguration initiale z0 est au moins 3-
valuée. Ceci garantit que le champ de vecteurs (3.4) est déﬁni sur tout Mo¨b. De plus,
le cas où la conﬁguration est bivaluée et non-alignée est inclus dans la proposition 3.5
et le cas où z0 est alignée sera traité au paragraphe 3.4. Il n’y a donc pas de perte
de généralité à supposer z0 au moins 3-valuée.
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3.3 Sédentarité
Désignons par µ la mesure de Lebesgue sur [0, L]. Soit z ∈ Conf. La sédentarité




Ce maximum existe puisque l’ensemble {p ∈ Sd−1 | µ(z−1(p)) ≥ r} est ﬁni pour tout
r > 0. Si g ∈ Mo¨b, on a sed(g·z) = sed(z). Par le théorème principal, sed(z) = sed(z′)
si z et z′ sont dans la même composante connexe par courbes horizontales.
La sédentarité d’une conﬁguration z0 est l’outil principal pour obtenir dans de
nombreux cas un voisinage U de f(z0) tel que toute courbe continue et C1 par mor-
ceaux γ : [0, 1] → U partant de f(z0) admette un relèvement horizontal dans Conf
partant de z0 pour tout t ∈ [0, 1]. Nous traiterons dans la proposition 3.11 le cas par-
ticulier où ‖f(z0)‖ < L− 2 sed(z0) ; observons que cela implique que sed(z0) < L/2.
Le théorème de relèvement 3.12 est une conséquence immédiate de ce cas particulier.
Le cas général sera traité dans la proposition 3.14 plus loin.
3.11. Proposition. Soit z0 ∈ Conf une configuration au moins 3-valuée telle
que ‖f(z0)‖ < L − 2 sed(z0). Soit BL−2 sed(z0)(0) la boule centrée en 0 et de rayon
L − 2 sed(z0). Alors, pour toute courbe continue et C1 par morceaux γ : [0, 1] →
BL−2 sed(z0)(0) avec γ(0) = f(z0), il existe un unique relèvement horizontal γˆ :
[0, 1] → Conf de γ avec γˆ(0) = z0.
Démonstration. On peut supposer que le chemin à relever γ est de classe C1 sur tout
l’intervalle [0, 1]. Sinon, on partitionne [0, 1] en sous-intervalles sur lesquels γ est
C1 et on utilise que la sédentarité d’une conﬁguration est constante sur une courbe
horizontale.
Puisque z0 est au moins 3-valuée, le champ de vecteurs (3.4) est déﬁni sur tout
Mo¨b. Soit g(t) l’unique trajectoire partant de id ∈ Mo¨b. On déﬁnit alors γˆ(t) =
g(t) · z0. Il s’agit de montrer que g(t) existe pour tout t ∈ [0, 1]. Supposons, par
l’absurde que ce ne soit pas le cas. La théorie des équations diﬀérentielles nous dit
qu’il existe alors 0 < ε < 1 tel que g(t) existe pour t ∈ [0, ε[ et sort de tout compact
lorsque t → ε. Il existe donc une suite divergente dans le groupe de Möbius {gn} où
gn = g(tn) ∈ Mo¨b et tn ∈ [0, ε[. On suit à présent le début de la preuve du lemme 3.1.
Comme {gn} diverge, on en extrait une sous-suite que l’on écrit gn = Γ
pn
rn An avec
An → A ∈ SO(d), pn → p ∈ Sd−1 et rn → ∞. Via un changement de coordonnées
isométrique dans Rd, on peut supposer que Ap = (1, 0, . . . , 0). Posons ν = µ(z−10 (p)).
La théorie de la mesure nous dit que si A =
⋂∞
n=1 An, où les An sont des boréliens
et An ⊃ An+1, alors limn→∞ µ(z
−1
0 (An)) = µ(z
−1
0 (A)). Il s’ensuit que si λ > 0, il
existe un voisinage Vλ de −Ap tel que µ(z
−1
0 (Vλ)) < ν + λ. On choisit δ > 0 tel
que δ < λ et U−δ ⊂ Vλ, où U
±
δ sont les calottes déﬁnies par (3.1). Par la preuve du
lemme 3.1, il existe Nδ ∈ N tel que Γ
pn
rn (S
d−1\U−δ ) ⊂ U
+
δ lorsque n > Nδ. La fonction
s 7→ gn(z0(s)) étant continue par morceaux, l’intégrale de Riemann et l’intégrale de
Lebesgue coïncident. La première composante f(gn ·z0)1 de f(gn ·z0) est alors donnée
par :
f(gn · z0)1 =
∫ L
0
gn(z0(s))1 ds = B+ + B− ,











(gn · z0)1 dµ.
Or,










δ )) ≥ −(ν + λ).
On a donc
(3.6) f(gn · z0)1 ≥ L− 2ν −R(δ, λ) ≥ L− 2 sed(z0)−R(δ, λ),
avec
(3.7) R(δ, λ) = 2λ + δ(L− ν)− δλ ≤ 2λ + δL ≤ (2 + L)λ.
Comme λ > 0 peut être choisi arbitrairement petit, cela contredit la condition f(gn ·
z0) ⊂ γ([0, 1]), puisque γ([0, 1]) est compact et contenu dans la boule BL−2 sed(z0)(0).
Une conﬁguration z est dite nomade si sed(z) = 0. Remarquons qu’une conﬁ-
guration nomade est au moins 3-valuée (elle prend d’ailleurs une inﬁnité de valeurs).
Le théorème de relèvement 3.12 ci-dessous est alors une conséquence immédiate de
la proposition 3.11.
3.12. Théorème de relèvement. Soit z0 ∈ Conf une configuration nomade.
Soit BL(0) la boule ouverte centrée en 0 et de rayon L. Alors, pour toute courbe
continue et C1 par morceaux γ : [0, 1] → BL(0) avec γ(0) = f(z0), il existe un unique
relèvement horizontal γˆ : [0, 1] → Conf de γ avec γˆ(0) = z0.
Le résultat suivant est une autre conséquence intéressante de la proposition 3.11.
3.13. Corollaire. Soit z0 ∈ Conf une configuration nomade. L’application F :
Mo¨b → BL(0), envoyant g sur f(g · z0) est une submersion surjective propre.
Démonstration. Comme z0 est nomade, g · z0 est un point régulier de f pour tout
g ∈ Mo¨b et donc F est une submersion. La surjectivité découle du fait qu’on peut
relever toutes les courbes C1 à valeurs dans BL(0). Par un argument semblable à
celui de la preuve de 3.11, on montre le caractère propre de F .
Pour obtenir un énoncé plus général que la proposition 3.11, il convient d’intro-
duire des « sédentarités supérieures ». Pour k ∈ N̂ = N∪{∞}, on déﬁnit sedk(z) par
récurrence sur k par
• sed0(z) = sed(z) ;
• sedk(z) = max{µ(z
−1(p)) | p ∈ Sd−1 et µ(z−1(p)) < sedk−1(z)} ;
• sed∞(z) = 0.
On déﬁnit la k-ème sphère de sédentarité Σk(z) de z par
(3.8) Σk(z) = {x ∈ R
d | ‖x‖ = |L− 2 sedk(z)|}.
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3.14. Proposition. Soit z0 ∈ Conf une configuration au moins 3-valuée telle que
f(z0) /∈ Σ(z0). Soit U un ouvert de Rd contenant f(z0) tel que U ∩Σ(z0) = ∅. Alors,
pour toute courbe continue et C1 par morceaux γ : [0, 1] → U avec γ(0) = f(z0), il
existe un unique relèvement horizontal γˆ : [0, 1] → Conf de γ avec γˆ(0) = z0.
Démonstration. On procède comme pour la preuve de la proposition 3.11, jusqu’à la
première inégalité de (3.6) :
(3.9) f(gn · z0)1 ≥ L− 2ν −R(δ, λ),
pour n > Nδ, avec, comme dans (3.7) :
R(δ, λ) ≤ (2 + L)λ.
Pour n > Nδ, on a aussi










δ ))(−1 + δ) ≤ νδ − ν.
On a donc
(3.10) f(gn · z0)1 ≤ L− 2 ν + νδ ≤ L− 2 ν + νλ.
Soit k ∈ N̂ tel que ν = sedk(z0). Si k > 0, on a L − 2 sedk(z0) > 0 (seule la sé-
dentarité sed0(z0) peut éventuellement être strictement plus grande que L/2 puisque∑
k∈N sedk(z0) ≤ L). Le nombre L−2 sedk(z0) est donc le rayon de la sphère Σk(z0).
Comme λ peut être arbitrairement petit, les inégalités (3.9) et (3.10) sont en contra-
diction avec la condition f(gn · z0) ⊂ γ([0, 1]) ⊂ U , puisque γ([0, 1]) est compact et
que U ∩Σk(z0) = ∅. Cet argument fonctionne aussi si k = 0 lorsque sed0(z0) < L/2.
Enﬁn, lorsque k = 0 et sed0(z0) > L/2, les deux membres des inégalités (3.9) et
(3.10) sont négatifs mais la conclusion reste la même.
3.15. Remarque. Si z0 ne prend qu’on nombre ﬁni de valeurs, l’ensemble Σ(z0) est
contenu dans l’ensemble des valeurs critiques de f : Conf → Rd. La proposition 3.14
est donc plus forte que la proposition 3.5.
3.16. Exemple. Nous illustrons dans cet exemple le problème qu’il peut y avoir
à l’existence d’un relevé horizontal déﬁni pour tout t ∈ [0, 1] quand la courbe γ(t)
ne satisfait pas l’hypothèse γ(t) ∩ Σ(z) 6= ∅. Considérons l’espace des conﬁgurations
Conf(1) sur S1 pour L = 4 et nous supposons que les conﬁgurations sont continues
sur [0, 4]. Soit la conﬁguration z0(s) = eiq(s), où
q(s) =

pi/4 s ∈ [0, 1[
α(s) s ∈ [1, 1.5[
pi s ∈ [1.5, 2.5[
β(s) s ∈ [2.5, 3[
7pi/4 s ∈ [3, 4] .
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La fonction α(s) est linéaire et vaut pi/4 quand s = 1 et pi quand s = 1.5 ; β(s)
est déﬁnie de manière analogue. On a sed0(z0) = 1 et sedk(z0) = 0 pour k ≥ 1. Il
s’ensuit que Σ(z0) est le cercle centré à l’origine de rayon 2.
La conﬁguration z0 étant symétrique (voir l’exemple 3.9), l’extrémité f(z0) est
sur l’axe réel. En utilisant la proposition 3.8, on observe que, pour t → ∞, Γ1t · z0
converge point par point vers l’application z : [0, 4] → S1,
z(s) =
{
−1 si s ∈ [1.5, 2.5[
1 sinon
et l’extrémité du serpent f(Γ1t · z0) tend vers 2. Toujours dans l’exemple 3.9, on a vu
que f(Γ1t · z0) restait sur l’axe réel pour tout t. Supposons que l’on désire relever la
courbe γ(t) = f(z0) + t. Cette courbe reste aussi sur l’axe réel et il existe donc une
fonction θ(t) ∈ R telle que γ(t) = f(Γ1θ(t) · z0). On doit avoir θ(t) →∞ pour t → 2.
On ne peut donc pas relever la courbe γ(t) pour des t ≥ 2. Cet exemple est illustré
à la ﬁgure 3.1.
Sz0
γ(t)
Fig. 3.1 – Une courbe que l’on ne peut pas relever entièrement.
Nous renvoyons le lecteur au paragraphe 5.1 pour plus d’exemples de relèvement
de courbes.
3.4 Près d’une configuration alignée – la condition de
Hairer
Le but de ce paragraphe est de présenter le phénomène suivant découvert par
E. Hairer (à l’aide de calculs de développements de Taylor) :
Soient z(t), z′(t) ∈ Conf(1) deux courbes horizontales partant d’une même
configuration alignée z(0) = z′(0). Alors, les courbes f(z(t)) et f(z′(t)) dans R2 ont
même cercle osculateur en t = 0.
Plus généralement et précisément, soit z0 ∈ Conf une conﬁguration alignée. Il
existe donc p ∈ Sd−1 tel que z0([0, L]) ⊂ {±p}. Soit z(t) ∈ Conf une courbe ho-
rizontale déﬁnie au voisinage de 0, telle que z(0) = z0. On suppose que le vecteur
vitesse v ∈ Rd en t = 0 de la courbe t 7→ f(z(t)) est non-nul. Nous savons, par la
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remarque 1.17, que v est orthogonal à la droite R p. Le 2-plan vectoriel Π contenant
p et v est orienté par la base (p, v). La projection orthogonale fΠ(z(t)) de f(z(t))
sur Π a donc une courbure κ(t) avec signe.
Soit L+ la somme des longueurs des intervalles sur lesquels z0(s) = p et L−
la somme des longueurs de ceux sur lesquels z0(s) = −p. On a L+ + L− = L et
|L+ − L−| = ‖f(z0)‖.





Comme le vecteur vitesse v est orthogonal à la droite R p, le centre du cercle
osculateur à fΠ(z(t)), en t = 0, se trouve sur R p. Le signe de κ(0) indique que la
concavité de la courbe fΠ(z(t)) en t = 0 se trouve du côté de l’origine. Le rayon du






. On voit que ce cercle osculateur ne dépend
que de z0.
Démonstration. Commençons par le cas particulier où z(t) = Γwt · z0 pour un ﬂot
purement hyperbolique Γwt . Pour souligner la dépendance de w dans κ, on écrira κ
w.
On peut supposer que ‖w‖ = 1, car κλw(0) = κw(0) si λ > 0. On suppose aussi que




t · z0)|t=0 = 0, ce
qui contredit nos hypothèses du début du paragraphe. Les vecteurs p et w engendrent
alors Π et déterminent sur ce plan la même orientation que p et v.
Identiﬁons C et Π par une isométrie R-linéaire préservant l’orientation, envoyant
1 sur p ; la partie imaginaire de w sera alors positive et on a z0(s) = ±1. Les for-




et Γ¨w0 (1) =
w¯2 − 1
2








L’expression de γ(t) = f(Γwt · z0) prend la forme
γ(t) = L+ Γ
w
































3 − 2w¯ + w).
Or,
(w¯3 − 2w¯ + w)− (w¯3 − 2w¯ + w) = (w¯ − w)3.
Notre identiﬁcation de C avec Π implique que w − w¯ = λi avec λ > 0 et donc
(w¯ − w)3 = −λ3i3 = λ3i. On a donc Im(γ¨(0) γ˙(0)) > 0, d’où









Tournons-nous maintenant vers le cas général d’une courbe horizontale z(t). Par
un changement orthogonal de coordonnées, on peut supposer que Π s’identiﬁe à R2×
{0} ⊂ Rd en préservant l’orientation et de manière que p = (1, 0, . . . , 0). Désignons
à nouveau par γ(t) la courbe f(z(t)). On a
γ˙(t) = M(z(t))z˙(t),
où M(z(t)) ∈ Md(R) est la matrice déﬁnie au lemme 1.12. Comme z(t) est hori-
zontale, on regarde z˙(t) comme une courbe dans Rd. Soient w = z˙(0) et Γwt le ﬂot
hyperbolique correspondant. La courbe z(t) a, en t = 0, un contact d’ordre 1 avec la






M(Γwt · z0)|t=0 .
Posons M˙(0) = ddtM(z(t))|t=0. Si h = (h1, . . . , hd) et k = (k1, . . . , kd) sont deux










Comme M(z0) est la matrice diagonale diag(0, L, . . . , L), le numérateur de B est de
la forme (0, γ˙2(0)) × (0, Lz¨2(0)) = 0. Les formules (3.15) et (3.14) impliquent alors
la proposition 3.17.
La proposition ci-dessous dit que la condition de Hairer sur la courbure est, dans
le plan, nécessaire et suﬃsante pour l’existence d’un relèvement horizontal. Pour
économiser les notations, on se met dans le cas d’une conﬁguration initiale alignée
z0(s) ∈ {±1} et on suppose que la courbe γ(t) à suivre satisfasse γ˙(0) = λi, avec
λ > 0. Le cas général peut se ramener à celui-ci par une rotation. Notons
I+ = {s ∈ [0, L] | z0(s) = 1} et I− = {s ∈ [0, L] | z0(s) = −1}.
En permutant au besoin les sous-intervalles de I+ et I−, on supposera que I+ et I−
sont connexes. La partition pour laquelle les conﬁgurations sont continues est de la
forme 0 < L+ < L. Les valeurs critiques sont donc sur les cercles centrés à l’origine
de rayon L et |L+ − L−|.
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3.18. Proposition. Soit z0 ∈ Conf(1) une configuration alignée telle que z0(s) ∈
{±1}. Soit γ : [0, ε] → C une courbe C2 telle que γ(0) = f(z0) et γ˙(0) = λi, avec
λ > 0. On suppose que |L+ − L−| < |γ(t)| < L et Im(γ(t)) ≥ 0 lorsque t > 0. Alors,




Démonstration. Vu la proposition 3.17, il suﬃt de montrer que le condition sur κ(0)
entraîne que γ admet un relèvement horizontal. La géométrie élémentaire implique
que pour t ∈ [0, ε], il existe un unique couple (a(t), b(t)) ∈ S1 × S1 avec
(a) Im(a(t)) ≥ 0 et Im(b(t)) ≥ 0 ;
(b) γ(t) = L+a(t) + L−b(t).
Affirmation : l’application t 7→ (a(t), b(t)) est de classe C2.
La preuve de cette aﬃrmation sera donnée en ﬁn de démonstration. On peut
donc déﬁnir une courbe z : [0, ε] → Conf par
(3.16) z(t)(s) =
{
a(t) si s ∈ I+
b(t) si s ∈ I−
telle que f(z(t)) = γ(t). Par hypothèse, γ(t) reste dans les valeurs régulières de f
pour t > 0. Pour tout 0 < t0 < ε, la courbe γ|[t0,ε] se relève donc horizontalement
en une courbe du type (3.16) partant de z(t0). Par unicité de (a(t), b(t)), z(t) est
donc horizontal lorsque t > 0. Il reste à montrer que z(t) est aussi horizontal lorsque
t = 0.
Remarquons que b˙(0) = −a˙(0) et posons a˙(t) = α(t)ia(t) et b˙(t) = −β(t)ib(t), ce
qui déﬁnit α, β : [0, ε] → R. On a alors :
γ˙(t) = L+α(t)ia− L−β(t)ib.
Au temps t = 0, cela devient :
(3.17) γ˙(0) = (α(0)L+ + β(0)L−)i.
Calculons la dérivée seconde :
γ¨(t) = L+α˙(t)ia(t)− L+α
2(t)a− L−β˙(t)ib− L−β
2(t)b.
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L’horizontalité de z(t) en t = 0 est équivalente à α(0) = β(0). Par la formule (3.19),










Observons que β(0) 6= 0, sinon, la formule (3.19) donnerait κ(0) = 1/L+. De même,
α(0) 6= 0, sinon, la formule (3.19) donnerait κ(0) = 1/L−. Quitte à changer ε et
reparamétrer γ, on peut donc supposer que β(t) = 1 pour tout t ∈ [0, ε]. On aura









Considérons la fonction rationnelle
F : α 7→
L2+α
3 + L+L−α












On aura donc dFdα > 0, puique α > 0. L’égalité κ(0) = (L+ − L−)/L
2 a donc lieu si
et seulement si α(0) = 1, ce qui montre que z(t) est horizontal pour tout t ∈ [0, ε].
Preuve de l’affirmation : On considère l’équation reliant z = (a, b) ∈ S1 × S1 à
f(z) = x + iy :
x + iy = L+a + L−b.
Posons a = eia˜ et b = eib˜, avec a˜(0) = 0 et b˜(0) = pi. Le serpent polygonal se présente














Considérons tout d’abord le cas où L+ 6= L−. Dans ce cas, (a, b) dépend de
manière C∞ de (x, y). En eﬀet, le théorème du cosinus donne
(3.20) x2 + y2 = L2+ + L
2
− + 2L+L− cos v
et
(3.21) L2− = x
2 + y2 + L2+ + 2L+
√
x2 + y2 cos u.
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D’autre part, on a




(3.23) b˜ + v = a˜ + pi.
Comme
√
x2 + y2 ≥ |L+ −L−| > 0, les formules (3.20) à (3.23) montrent que (x, y)
détermine (a, b) de manière C∞.
Lorsque L− = L+, le triangle de côtés L−, L+ et
√
x2 + y2 est isocèle et l’équa-
tion (3.21) peut être remplacée par
v = pi − 2u.
Il reste le problème de l’équation (3.22). Comme γ˙(0) = λi et κ(0) = 0, on a
γ(t) = λit + o(t2).







où o(t2) une fonction C2 de t. Les fonctions a˜(t) et b˜(t) sont donc de classe C2.
Chapitre 4
La continuité de l’algorithme
Jusqu’ici, nous avons regardé des applications z : [0, L] → Sd−1 continues sauf
sur un nombre ﬁni de points et avons supposé que ces points étaient toujours les
mêmes. Les serpents Sz dans Rd correspondant sont des courbes continues et C1 par
morceaux ; les points de discontinuité de z correspondent aux points où le serpent
n’est pas diﬀérentiable. Nous nous permettons dans ce chapitre de changer les points
de discontinuité et regarderons ainsi toutes les applications continues par morceaux
de [0, L] dans Sd−1. L’espace de telles applications est encore un espace métrique,
mais ne possède plus une structure de variété banachique lisse. Nous permettons
également à L de varier. L’un des buts de ce chapitre est de comprendre comment
se comporte l’approximation d’un serpent par un bras articulé au niveau du relève-
ment de courbes. Plus précisément et plus généralement, voici le problème que nous
étudions.
Soit P une partition de [0, L] et soit ConfLP l’espace de conﬁgurations associé.
Soit Sz : [0, L] → Rd le serpent correspondant à une conﬁguration z ∈ ConfLP et
soit x = f(z) = Sz(L) son extrémité. Désignons par I l’intervalle fermé [0, 1] et soit
γ : I → Rd une courbe C1 qui admet un relèvement horizontal z(t) = g(t) ·z0 sur tout
I. On considère la même situation avec une partition P ′ d’un autre intervalle [0, L′] :
soient z′ ∈ ConfL
′
P ′ une conﬁguration, Sz′ le serpent correspondant et une courbe C
1
γ′(t), t ∈ [0, 1], γ′(0) = x′, que l’on relève en g′(t) · z′, avec g′(t) ∈ Mo¨b. Bien que
les conﬁgurations z et z′ sont dans des espaces diﬀérents, les courbes Sz(s) et Sz′(s)
ainsi que γ(t) et γ′(t) sont toutes des courbes dans Rd. La question que nous nous
posons est la suivante :
Si les courbes Sz(s) et Sz′(s) sont proches l’une de l’autre (dans un sens à préciser)
et qu’il en est de même de γ(t) et γ′(t), qu’en est-il de g(t) et g′(t) dans le groupe
de Möbius ?
4.1 Généralisation de l’espace des configurations
Pour tout nombre réel L > 0, désignons par CL l’ensemble des applications
continues par morceaux de [0, L] dans Sd−1. Nous munissons CL de la métrique
d(z, w) = sups∈[0,L] d(z(s), w(s)), avec d(z(s), w(s)) = ‖z(s) − w(s)‖. Dans la suite,
nous rencontrerons divers espaces métriques et nous désignerons toujours la distance
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entre les points par d(·, ·). Le contexte évitera les confusions. Pour tout z ∈ CL, nous
déﬁnissons zˆ ∈ C1 par zˆ(s) = z(Ls). Il s’agit d’une reparamétrisation linéaire de la
courbe z. Inversement, si z ∈ C1 et L > 0, on déﬁnit zˇ ∈ CL par zˇ(s) = z(s/L).
4.1. Définition. L’espace des configurations généralisé est le produit GC =
R>0 × C1. Nous munissons GC de la métrique
d((L1, u1), (L2, u2)) = |L1 − L2|+ d(u1, u2).
4.2. Lemme. Pour tout L > 0, l’application
CL
iL−→ GC
z 7−→ (L, zˆ)
est un plongement isométrique.
Démonstration. Le lemme découle du fait que la reparamétrisation z 7→ zˆ est une
isométrie de CL sur C1. En eﬀet,
sup
s∈[0,L]
d(z(s), w(s)) = sup
s∈[0,1]
d(z(Ls), w(Ls)).
Pour tout L > 0, on peut ainsi identiﬁer CL à un sous-ensemble de GC. Soit
pL : {L}×C1 → CL envoyant (L, u) sur uˇ. La composition pL ◦ iL : CL → CL donne
l’identité. On identiﬁera souvent z = (L, u) ∈ GC, avec pL(z) ∈ CL. Autrement dit,
on regardera les éléments z = (L, u) comme des applications de [0, L] dans Sd−1. Les
éléments de GC seront également appelés des configurations. Pour z = (L, u) ∈
GC, soit P la partition la plus grossière1 telle que z est continue par morceaux pour
P. On désigne par Confz la variété banachique lisse ConfLP . On dira que Confz est
l’espace des conﬁgurations correspondant à z. Nous avons les inclusions Confz ⊂
CL ⊂ GC.
On étend la notion de « serpent » à l’espace des conﬁgurations généralisé : pour





Remarquons que le serpent Sz n’est plus paramétré par la longueur d’arc ; la norme de
S˙z(s) est cependant constante. Son extrémité est l’application continue f : GC → Rd,
f(z) = Sz(1).
Le groupe de Möbius agit continûment sur CL par (g · u)(s) = g(u(s)) ainsi que
sur GC par g · (L, u) = (L, g · u). Cette action préserve l’intervalle [0, L] ainsi que la
partition pour laquelle u est continue. Autrement dit, l’orbite de z dans GC est la
même que celle dans CL et Confz.
Soit I l’intervalle fermé [0, 1] et soit C2(I, Rd) l’ensemble des chemins C2 de I vers
R








1C’est-à-dire, si P ′ est une autre partition pour laquelle z est continue par morceaux, alors
P ⊂ P ′.
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4.3. Définition. L’espace des paramètres Par est l’ensemble des couples (z, γ) ∈
GC× C2(I, Rd) satisfaisant les conditions suivantes :
(1) f(z) = γ(0) ;
(2) z est au moins 3-valuée ;
(3) γ(t)∩Σ(z) = ∅, où Σ(z) est l’ensemble des sphères de sédentarité déﬁni en (3.8).
Les éléments de Par seront désignés par p = (z, γ) et seront appelés des paramètres.
Nous munissons Par de la métrique d(p1, p2) = d(z1, z2) + d(γ1, γ2).
La deuxième condition assure g · z n’est jamais alignée et donc que le champ de
vecteurs (3.4) est déﬁni sur tout le groupe de Möbius. La troisième condition assure
que le relèvement existe pour tout t ∈ I (voir la proposition 3.14).
Pourquoi le terme « paramètre » ? L’équation diﬀérentielle (3.5) est la clef pour
construire les relèvements horizontaux. En posant celle-ci, nous nous sommes donnés
une conﬁguration initiale z ainsi qu’une courbe γ. Nous nous intéressons à présent à
faire varier le couple (z, γ). Celui-ci devient un paramètre de l’équation diﬀérentielle.
Soit
X : Mo¨b× I × Par −→ TMo¨b
(g, t, p) 7−→ Xtp(g),
où Xtp(g) = M
−1(g · z)γ˙(t) ∈ Hg ⊂ TgMo¨b (voir l’équation (3.4)). Il s’agit d’un
champ de vecteurs sur le groupe de Möbius dépendant du temps et d’un paramètre.
L’équation (3.5) s’écrit alors
(4.1) g˙(t) = Xtp(g(t)), g(0) = id,
Pour un paramètre p ﬁxé, il existe une unique solution gp(t) de cette équation pour
tout t ∈ [0, 1]. Le théorème de continuité 4.5 nous dit comment varie la solution en
fonction de p. Pour cela, nous avons besoin d’un résultat sur les solutions d’équations
diﬀérentielles dépendant d’un paramètre (voir par exemple [Di78, 10.7.1]).
4.4. Proposition. Soient E un espace de Banach et U un ouvert de E. Soit I un
intervalle ouvert contenant 0. Soit P un espace métrique. On se donne une applica-
tion f : U × I × P → E, envoyant (x, t, p) sur f(x, t, p) qui satisfait aux hypothèses
suivantes :
(1) f est continue ;
(2) pour tout p ∈ P fixé, l’application fp : U × I → E envoyant (x, t) 7→ f(x, t, p)
est continûment différentiable ;
(3) pour tout (t, p) ∈ I × P fixé, on considère l’application f tp : U → E, x 7→
f(x, t, p) ; la dérivée de cette application Dxf tp : E → E est un élément de
L(E, E). On demande que l’application U×I×P → L(E, E), (x, t, p) 7→ Dxf tp
soit continue.
Alors, pour tout (x0, 0, p0) ∈ U × I × P → E, il existe un intervalle J =]− ε, ε[⊂ I
et une boule ouverte B = Bδ(p0) ⊂ P tels que pour tout p ∈ B, il existe une unique
solution de l’équation x˙(t) = f(x(t), t, p), x(0) = 0 définie sur J . On la désigne par
xp. De plus, la correspondance (t, p) 7→ xp(t) de J×B dans U est continue et bornée.
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Soit {pn} une suite dans P convergeant vers p ∈ P (la limite p joue le rôle
du point p0 dans la proposition ci-dessus). La proposition 4.4 aﬃrme que pour des
n assez grands (tels que pn ∈ B), les solutions xpn(t) sont déﬁnies sur un même
intervalle J et, de plus, la suite de solutions {xpn(t)} converge point par point vers
la solution xp(t).
En se plaçant dans une carte, on constate que ce résultat reste valable si l’équation
diﬀérentielle est sur une variété lisse.
4.5. Théorème de continuité. Soit {pn} une suite dans Par convergeant vers
un paramètre p ∈ Par. Soit {gn(t)} la suite de courbes dans Mo¨b telle que gn(t) est la
solution de (4.1) correspondant à pn. Soit g(t) la solution correspondant à p. Alors,
pour tout t ∈ [0, 1], on a limn→∞ gn(t) = g(t).
Démonstration. Il s’agit de vériﬁer que le champ de vecteurs X : Mo¨b× I × Par →
TMo¨b satisfait aux hypothèses de la proposition 4.4. Soit V un voisinage de id dans
le groupe de Möbius. On regardera V comme une carte près de l’identité, autrement
dit, comme un ouvert de R
d(d+1)
2 . Le ﬁbré tangent TMo¨b est trivial et nous savons
que X prend ses valeurs dans la distribution H ≃ Mo¨b × Rd. On peut ainsi écrire
l’application X comme :
X : V × I × Par → Rd,
où Xtp(g) = M
−1(g · z)γ˙(t). La continuité de X vient du fait qu’elle est composition
de fonctions continues. Pour un paramètre p ﬁxé, l’application (g, t) 7→ Xtp(g) est
évidement C1 : elle est lisse par rapport g (composition d’applications lisses) et C1
par rapport à t (nous avons supposé γ de classe C2). Soit (t, p) ∈ I × Par et on






Il s’agit de vériﬁer que la correspondance (g, t, p) 7→ TgXtp ∈ L(R
d(d+1)
2 , Rd) est










g 7−→ g · z 7−→ M(g · z) 7−→ M−1(g · z) 7−→ M−1(g · z)γ˙(t).










Par composition, il suﬃt de montrer que les trois correspondances ci-dessous sont
continues :
(1) (g, z) 7→ Tgφz ∈ L(R
d(d+1)
2 ,Md(R)) ;
(2) (g, z) 7→ TM(g·z)inv ∈ L(Md(R),Md(R)) ;
(3) (g, γ, t) 7→ evalγ˙(t) ∈ L(Md(R), R
d).
Les deux dernières sont évidentes ; regardons donc la première. La dérivée de M :
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où z ∈ Conf et h ∈ TzConf. On munit mo¨b ≃ R
d(d+1)
2 de la base {Ck, [Cl, Cm] |















Pour conclure, il suﬃt de montrer que si {(gn, zn)} est une suite dans V × GC qui
converge vers (g, z) ∈ V ×GC, alors Tgnφzn(Ck) converge vers Tgφz(Ck) dans R
d (et
la même chose pour [Cl, Cm]) ; nous omettons les détails.
4.2 Approximation par des bras articulés
Dans ce paragraphe, nous utilisons le théorème de continuité 4.5 pour comprendre
l’approximation d’un serpent par un bras articulé. Au lieu de travailler dans l’espace
de conﬁgurations, il sera il sera plus commode de travailler directement avec les
serpents S. Nous désignons donc par GS l’ensemble des applications continues et C1
par morceaux S : [0, 1] → Rd telles que :
(1) S(0) = 0 ;
(2) il existe un nombre réel LS > 0 tel que ‖S˙(s)‖ = LS pour tout s où la dérivée
S˙(s) existe.
Pour tout S ∈ GS, il existe une partition 0 = s0 < s1 < . . . < sN = 1 tel que
S|[si−1,si] : [si−1, si] → R
d est de classe C1. On prolonge la déﬁnition de S˙(t) aux
points s1, . . . , sN−1 en posant S˙(si) = S˙|[si,si+1](si). La fonction t 7→ S˙(t) est alors
continue par morceaux. Le résultat ci-dessous, nous dit que GS est « l’ensemble de
tous les serpents ».
4.6. Lemme. La correspondance z 7→ Sz est une bijection de GC vers GS.
Démonstration. Pour avoir un inverse, on déﬁnit θ : GS → GC comme suit : pour




Le couple (LS , θˆS) est bien dans GC et on vériﬁe facilement que S ◦ θ = idGS et que
θ ◦ S = idGC.
Cette bijection nous permet de transférer la métrique de GC sur GS. Pour tout
S1,S2 ∈ GS, on déﬁnit
d(S1,S2) = d(θS1 , θS2)
= |LS1 − LS2 |+ sup
s∈[0,1]
‖θˆS1(s)− θˆS2(s)‖
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Soit S ∈ GS un serpent de longueur L que nous supposons C1 sur tout [0, 1]. On
se donne N + 1 points si = iN , i = 0, . . . , N , de l’intervalle [0, 1] ainsi que les points
xi = S(si) dans Rd correspondant. On considère encore les N vecteurs vi = xi−xi−1.
Ceci nous mène à déﬁnir l’application aﬃne par morceaux SN : [0, 1] → Rd,
(4.2) SN (s) =











xN−1 + (Ns− (N − 1))vN s ∈ [
N−1
N , 1].
Il s’agit du serpent polygonal passant par les points xi pour i = 0, . . . , N . L’applica-
tion SN est un élément de l’espace GS ; sa longueur est LN = ‖v1‖+ . . . + ‖vN‖. Si
N est assez grand, on peut supposer que vi 6= 0. On regarde ces applications comme
une suite {SN} dans GS. Les vecteurs vi déﬁnissent l’élément w = (w1, . . . , wN ) ∈
(Sd−1)N , où wi =
vi
‖vi‖
. On peut ainsi voir SN comme le bras articulé de type
(‖v1‖, . . . , ‖vN‖) correspondant à la conﬁguration w.
La suite de bras articulés {SN} converge vers le serpent S. En eﬀet, la distance
entre S et SN est










Le serpent S étant rectiﬁable, on peut rendre |L−LN | arbitrairement petit pour N
























Comme S˙ est uniformément continue sur [si−1, si], ‖S˙(s)−S˙(si−1)‖ peut être rendu
arbitrairement petit indépendamment de s. Par déﬁnition de la dérivée de S au point





‖ peut également l’être. En utilisant l’isométrie
entre GC est GS, il s’ensuit que la suite {zN = θSN } converge vers z = θS dans GC.
Par déﬁnition de SN , on a SN (1) = S(1), autrement dit, f(zN ) = f(z) = x ∈ Rd.
On se donne alors une courbe C2, γ : [0, 1] → Rd à relever horizontalement. On
demande que les couples pN = (zN , γ) (ainsi que (z, γ)) soient dans l’espace de para-
mètres Par pour tout N . Ceci nous garantit que les relevés horizontaux des couples
(zN , γ)) (ainsi que (z, γ)) existent sur tout [0, 1]. Comme la suite {zN} converge
vers z dans GC, la suite de paramètres {(zN , γ)} converge évidemment vers (z, γ).
Le théorème de continuité 4.5 assure que les relevés horizontaux dans le groupe de
Möbius gN (t) des bras articulés zN convergent vers le relevé g(t) de z. Ceci répond
à la question posée au début du chapitre.
4.7. Remarque. Ce procédé d’approximation est utile pour des simulations nu-
mériques. En eﬀet, dans les deux méthodes numériques (résolution numérique de
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l’équation diﬀérentielle ou l’algorithme 5.9, voir 5.2) nous avons souvent besoin de
calculer la matrice
M(z) =














Le calcul du terme
∫ L
0 zi(s)zj(s)ds nécessite l’utilisation d’une méthode de quadra-
ture. Celle-ci va d’une part augmenter l’erreur de notre procédé et d’autre part être
coûteuse en temps. En approchant le serpent par un bras articulé, le calcul de celui-ci




Fig. 4.1 – Approximation d’un serpent par un bras articulé.
4.8. Exemple. Pour terminer de chapitre, nous illustrons par un exemple l’ap-
proximation d’un serpent par un bras articulé. On considère la courbe S : [0, 2pi] →
R
2 donnée par la formule
S(s) = (s, sin(s)).
Modulo une reparamétrisation, on s’arrange pour que S soit paramétré à vitesse
constante sur l’intervalle [0, 1] ; il s’agit donc d’un élément de GS. Soit SN , le serpent
polygonal déﬁni en (4.2). Nous avons fait suivre à ces serpents la spirale d’équation
(4.3) γ(t) = (x0, y0) +
1
30
(t cos(t), t sin(t)),
où (x0, y0) = S(2pi) = (2pi, 0) et t ∈ [0, 11pi]. Pour ce faire, nous avons résolu nu-
mériquement l’équation diﬀérentielle (4.1) dans le groupe de Möbius Mo¨b(1) (voir le
paragraphe 5.1 pour plus de détails). La ﬁgure 4.1 illustre le serpent S50 et S5, ainsi
que les serpents correspondant après avoir suivi la spirale (4.3).
Aﬁn de mieux comprendre ce qui se passe dans le groupe de Möbius, désignons
par gN (t), t ∈ [0, 11pi], la solution dans Mo¨b(1) pour le serpent SN . Nous voulons
dessiner les courbes t 7→ gN (t) pour diﬀérentes valeurs de N . Pour ce faire, nous
utilisons le modèle Mo¨b(1) ≃ R2 × S1 décrit au début au paragraphe 3.1. On écrit
donc gN (t) = (vN (t), eiqN (t)) avec vN (t) ∈ R2 et qN (t) ∈ R. Ainsi la ﬁgure 4.2 montre
la courbe t 7→ vN (t) pour N = 5, 7, 50 et la ﬁgure 4.3 la fonction t 7→ qN (t). Nous
56 L’algorithme du charmeur de serpents
avons en réalité fait l’expérience avec de nombreuses valeurs de N . Pour des valeurs
de N supérieures à 50, on ne distingue plus de diﬀérences entre les courbes. On a dans
ce sens « une convergence rapide ». Ce phénomène a été constaté expérimentalement
dans d’autres cas ; nous n’avons cependant pas d’explication théorique.
















Fig. 4.2 – Continuité de la solution : t 7→ vN (t).
















Ce dernier chapitre comprend un certain nombre d’expériences numériques que
nous avons faites. Le premier paragraphe illustre des exemples en dimension deux
et trois. Le paragraphe suivant présente une méthode numérique pour résoudre l’al-
gorithme du charmeur de serpents sans passer par l’intégration numérique d’une
équation diﬀérentielle.
5.1 Quelques exemples
Le but de ce paragraphe est d’illustrer les résultats des chapitres précédents par
des expériences numériques. Nous commençons en dimension deux.
Dimension deux
Fixons-nous une partition P de l’intervalle [0, L]. L’espace de conﬁgurations est
alors Conf(1) = {z : [0, L] → S1 | z est continue par morceaux pour P}. Dans






) ∣∣∣ |a|2 − |b|2 = 1}





où u ∈ R et b ∈ C. D’un point de vue géométrique, SU(1, 1) est un revêtement à deux
feuillets au-dessus de PSU(1, 1). Leurs algèbres de Lie sont les mêmes et on peut ainsi
considérer la distribution H également sur SU(1, 1). L’équation diﬀérentielle (3.5) a
lieu aussi dans SU(1, 1). Dans ce qui suit, nous travaillerons donc dans le groupe de
matrices SU(1, 1) au lieu du quotient PSU(1, 1).
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Nous regardons C comme un espace vectoriel sur R muni de la base e1 = 1 et
e2 = i. Toujours dans l’exemple 2.10, nous avons mentionné que les deux éléments












On s’interesse dans ce qui suit à expliciter le lemme 3.6 ainsi que l’équation diﬀé-
rentielle (3.5) en dimension deux. Rappelons qu’une équation diﬀérentielle ordinaire
dans un groupe de matrices G s’écrit comme g˙ = A(g, t)g où A(g, t) ∈ g.
5.1. Lemme. Soit z0 ∈ Conf(1), une configuration initiale fixée. Soit t 7→ g(t) une






g, g(0) = id






= λ1(g, t)C1 + λ2(g, t)Ci ∈ su(1, 1).
Il s’agit donc d’un cas particulier du lemme 3.6.





















Nous illustrons ci-dessous quelques exemples de serpents planaires suivant diﬀérents
ﬂots.
5.2. Exemple. Soit L = 65 et considérons des conﬁgurations continues sur tout








On se propose de faire suivre au serpent Sz0 le ﬂot Γ
λ
t , dans les trois cas
(i) λ1 = 1, (ii) λ2 = i, (iii) λ3 = −1− i.
Désignons par Skt la déformation du serpent Sz0 selon le ﬂot Γ
λk
t et soit γk(t) =
f(Γλkt · z0) = S
k
t (L), pour k = 1, 2, 3. Pour k = 1, 2, la conﬁguration initiale z0 ne
prend jamais la valeur λk. Ainsi, par la proposition 3.8, nous savons que la conﬁgu-
ration Γλkt · z0 converge, pour t → ∞, vers la conﬁguration constante z(s) = λk. Le
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serpent Skt va donc s’aligner sur la droite vectorielle par λk et l’extrémité converge
vers Lλk. Pour λ3, la conﬁguration Γ
λ3
t · z0 converge, point par point, vers une appli-
cation de [0, L] dans S1 prenant les deux valeurs ±λ3. Celle-ci ne fait pas partie de
Conf(1), puisque nous avons supposé que l’ensemble P des discontinuités était réduit
à {0, L}. Le serpent S3t s’aligne tout de même sur la droite vectorielle par λ3 et, la
sédentarité de z0 étant nulle, l’extrémité converge vers Lλ3. La ﬁgure 5.1 illustre cet
exemple. Nous y avons dessiné les trois serpents limites, Sk∞, ainsi que trois serpents






Fig. 5.1 – Un serpent suivant trois ﬂots.
5.3. Exemple. Nous illustrons dans cet exemple un phénomène propre aux conﬁ-
gurations bivaluées que nous avons mentionné suite à la proposition 2.28 : les conﬁ-
gurations bivaluées contiennent toujours des conﬁgurations alignées dans leur com-
posante connexe par ∆-courbes. Supposons d = 2 et soit z0 la conﬁguration alignée,
z(s) =
{
1 s ∈ [0, 2[
−1 s ∈ [2, 3].




2 ]. Les conﬁgurations zt, pour
t 6= 0 sont bivaluées mais non-alignées. Elles contiennent cependant la conﬁguration
alignée z0 dans leur composante connexe par ∆-courbes. Cet exemple est illustré à
la ﬁgure 5.2 ; on désigne par x±1/2 le nombre complexe f(Γ
i
±1/2 · z0).
Passons au problème du relèvement de courbes. Soient z0 une conﬁguration ini-
tiale au moins 3-valuée et γ : [0, 1] → C une courbe C1 telle que γ(t)∩Σ(z0) = ∅ pour
tout t ∈ [0, 1] (voir paragraphe 3.3). Par la proposition 3.14 la courbe γ(t) admet un











Fig. 5.2 – Serpent polygonal passant par une conﬁguration alignée.










En écrivant zt = g(t) · z0 = zt,1 + izt,2 et en utilisant z2t,1 + z
2
t,2 = 1 on a
M(zt) =














. On obtient alors le système de deux équations diﬀéren-









a(0) = 1, b(0) = 0,
(5.2)
satisfaisant la contrainte algébrique |a(t)|2+|b(t)|2 = 1. Il y a peu d’espoir de pouvoir
écrire explicitement une solution de ce système. Pour la résolution numérique, nous
pouvons utiliser des méthodes géométriques (voir [HLW02]).
En nous basant sur diverses considérations géométriques, nous avons élaboré une
autre méthode que nous présenterons au paragraphe 5.2.
5.4. Exemple. Cet exemple illustre le serpent S0 : [0, pi] → R2,
s 7→
(
1 + cos(pi − s), sin(pi − s)
)
,
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suivant le cercle paramétré γ : t 7→ (2 cos(t), 2 sin(t)), pour t ∈ [0, 2pi]. La ﬁgure 5.3
montre le serpent St pour diverses valeurs de t. Cet exemple est intéressant pour
deux raisons. Premièrement, on observe que St ne se déplace pas selon une rotation.
En eﬀet, si l’on déplace S0 selon une rotation, on suit eﬀectivement γ, mais la courbe
dans Conf correspondante n’est pas horizontale. Deuxièmement, le serpent ﬁnal, S2pi
ne retrouve pas dans la même conﬁguration que S0. L’holonomie de la conﬁguration
z0 correspondant au serpent initial S0 n’est donc pas triviale. Ce phénomène d’holo-
nomie a été étudié dans certains cas dans [Paragraphes 6 et 7][Ha05] et fera l’objet
d’un travail ultérieur [HR].
t = 0 t = 0.6762 t = 1.7274
t = 3.2574 t = 4.6641 t = 6.2832
Fig. 5.3 – Serpent suivant un cercle.
Dimension trois
Étudions à présent les serpents dans l’espace à trois dimension Conf(2) = {z :
[0, L] → S2 | z est continue par morceaux pour P}, P est une partition ﬁxée de l’in-
tervalle [0, L]. Comme au paragraphe précédent, nous nous intéressons au lemme 3.6
ainsi que l’équation diﬀérentielle (3.5) en dimension trois. Pour les serpents dans
l’espace à trois dimensions, l’action du groupe de Möbius sur la sphère S2 n’est plus
aussi simple, du moins au niveau des formules. Soit {e1, e2, e3} la base canonique de
R
3 et soit pi : S2 → R̂2 ≃ Ĉ la projection stéréographique envoyant e3 sur l’inﬁni
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où a, b, c, d sont des nombres complexes tels que ad − bc 6= 0. Le groupe de telles
transformations est alors isomorphe à PSL(2, C) = SL(2, C)/{±id}. Comme au pa-
ragraphe précédent, nous travaillons dans le groupe de matrice SL(2, C) au lieu du
quotient PSL(2, C). L’inclusion de Mo¨b(1) dans Mo¨b(2) se voit dans l’inclusion de








L’algèbre de Lie psl(2, C) = sl(2, C) est formée des matrices complexes de trace nulle.
Nous la regardons comme un espace vectoriel de dimension réelle 6 engendrée par
































Comme avant, cherchons à déterminer les éléments de sl(2, C) qui engendrent la
distribution H.





































Pour cela, on utilise la déﬁnition de Γvt (voir formule (2.7)) dans les trois cas v = e1,
e2 et e3. Nous omettons les détails. Remarquons que le cas Γ3t est évident : comme
nous avons identiﬁé S2 à Ĉ par la projection stéréographique envoyant e3 sur ∞,





Pour les serpents dans l’espace à trois dimensions, le lemme 5.1 prend la forme
ci-dessous ; il s’agit à nouveau d’un cas particulier du lemme 3.6.
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5.6. Lemme. Soit z0 ∈ Conf(2), une configuration initiale fixée. Soit t 7→ g(t) une






g, g(0) = id
où λ = λ(g, t) = λ1(g, t) + iλ2(g, t) et µ = µ(g, t) ∈ R. Alors, la courbe t 7→ g(t) · z0
dans Conf(2) est horizontale.
Désignons par v ∈ H le vecteur λ1C1 + λ2C2 + µC3. Le cas où v est constant est





























5.2 La méthode des flots hyperboliques
Au paragraphe 3.2 on a vu un moyen de relever dans Conf des courbes C1 de Rd.
Le problème se ramène à la résolution de l’équation diﬀérentielle (3.5) dans le groupe
de Möbius. Ensuite, au paragraphe 5.1, on a explicité cette équation en dimension
deux et trois. En utilisant des méthodes numériques qui préservent la structure géo-
métrique du groupe de Lie Mo¨b (voir [HLW02]), on peut résoudre numériquement
cette équation. On présente à présent une autre méthode numérique pour faire suivre
à un serpent initial une courbe γ(t) ∈ Rd donnée. Il ne s’agit pas d’un véritable relevé
de γ(t), mais d’une approximation de celui-ci par des courbes qui sont des trajectoires
de ﬂots purement hyperboliques.
Soit z0 ∈ Conf une conﬁguration non-alignée. Pour tout v ∈ H ⊂ mo¨b, nous





M(z0)v (voir (3.3)). Réciproquement, étant donné w ∈ Rd, comme z0 est non-alignée,
la matrice M(z0) est inversible et on peut considérer v = M(z0)−1w ∈ H. Le vecteur
vitesse en t = 0 de la courbe f(Γvt · z0) ∈ R
d est évidemment w. Autrement dit, pour
tout w ∈ Rd, on a une formule explicite pour une courbe horizontale t 7→ zt ∈ Conf
telle que ddtf(zt)|t=0 = w.
Bien qu’elle soit triviale, cette dernière constatation est cruciale pour l’établise-
ment de notre algorithme. Fixons dans un premier temps quelques notations. Sup-
posons z0 au moins 3-valuée et soit x0 = f(z0). Soit F : Mo¨b → Rd, g 7→ f(g · z0).
Comme z0 est au moins 3-valuée, F est une submersion. On se donne un voisinage U
de x0 ∈ Rd tel que U ⊂ F (Mo¨b) et soit V = F−1(U) ; il s’agit d’un voisinage de l’iden-
tité dans Mo¨b. Soit encore y ∈ U diﬀérent de x0. Pour tout ε > 0 suﬃsamment petit
(c’est-à-dire tel que Bε(y) ⊂ U et x0 /∈ Bε(y)), posons Vε = V \ F−1(Bε(y)) ⊂ Mo¨b.
Pour tout g ∈ Vε, on considère les éléments suivants :
zg = g · z0 ∈ Conf, xg = f(zg) ∈ U \Bε(y),
wg = y − xg ∈ R
d, vg = M
−1(zg)wg ∈ H.
Muni de ces notations, on construit la courbe γg(t) = f(Γ
vg
t · zg) ∈ R
d. Cette courbe
passe par xg en t = 0 et γ˙g(0) = wg. Le développement en série de Taylor à l’ordre
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1 donne alors
γg(t) = xg + wgt +O(t
2).
Il existe un nombre réel δε,g > 0 tel que
(1) γg(t) ∈ U pour tout t ∈ [0, δε,g] ;
(2) la fonction t 7→ ‖y− γg(t)‖ est strictement décroissante sur l’intervalle [0, δε,g].












Fig. 5.4 – Éléments utiles à l’algorithme.
La ﬁgure 5.4 illustre les éléments déﬁnis ci-dessus. Nous déﬁnissons une classe
particulière de voisinages de x0.
5.7. Définition. Soient z0 une conﬁguration au moins 3-valuée et x0 = f(z0).
Soit U un voisinage de x0 tel que U ⊂ F (Mo¨b). On dit que U est accessible , si pour
tout y ∈ U diﬀérent de x0 et pour tout ε > 0 suﬃsamment petit, on peut choisir
le même δε,g pour tout g ∈ Vε. Autrement dit, il existe des nombres réels 0 < δε et
0 < αε < 1 tels que
(5.4)
γg(t) ∈ U pour tout t ∈ [0, δε],
‖y−γg(δε)‖
‖y−xg‖
≤ αε < 1,
et ceci pour tout g ∈ Vε. Par simplicité, on écrira δ et α à la place de δε et αε.
5.8. Proposition. Soient z0 ∈ Conf une configuration au moins 3-valuée et x0 =
f(z0). Supposons que U soit un voisinage accessible de x0. Soient y ∈ U et ε > 0. Il
existe alors g = Γvnt · · ·Γ
v0
t ∈ Mo¨b tel que ‖y − f(g · z0)‖ < ε.
Démonstration. L’idée de la preuve est de considérer des courbes γg(t) décrites ci-
dessus pour s’approcher de y.
Soient w0 = y−x0 et v0 = M−1(z0)w0. On considère la courbe γ0(t) = f(Γ
v0
t ·z0).




Soit g0 = Γ
v0
δ . Si ‖y−f(g0 ·z0)‖ < ε, on a terminé. Sinon, on recommence l’operation
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en posant z1 = g0 · z0, x1 = f(g0 · z0), w1 = y−x1 et v1 = M−1(z1)w1. On considère
la courbe γ1(t) = f(Γ
v1






















‖y − xn‖ ≤ α
n‖y − x0‖.
Comme α < 1, pour n assez grand, on a αn‖y − x0‖ < ε.
Les ﬁgures 5.5 et 5.6 illustrent le procédé décrit dans la preuve de la proposi-






Fig. 5.5 – Première étape.
5.9. La méthode des flots hyperboliques. Soient z0 ∈ Conf une conﬁgu-
ration au moins 3-valuée et x0 = f(z0). Soit U un voisinage accessible de x0. Soit
γ : [0, 1] → U une courbe continue telle que γ(0) = x0. Soient N nombres réels
0 < t1 < . . . < tN = 1 et soient yi = γ(ti), i = 1, . . . , N , les points le long de γ
correspondants. On se donne une tolerance ε > 0.
(1) On commence par appliquer la proposition 5.8 dans le cas y = y1. Ceci nous
donne une conﬁguration z1 = g ·z0 et un point x1 = f(z1) tel que ‖y−x1‖ < ε.
(2) On recommence l’opération en partant de z1 et en essayant d’atteindre y2.
L’algorithme se termine quand on est au point xN tel que ‖yN − xN‖ < ε.





Fig. 5.6 – Deuxième étape.
Discussion
Il convient à présent de discuter certains points relatifs à la proposition 5.8 et au
procédé 5.9.
(1) La première question qu’il semble naturelle de se poser est :
Quand le voisinage U est-il accessible ?
Supposons que U soit fermé (et donc compact). Dans ce cas, V est également
fermé, ainsi que Vε pour tout ε > 0. Pour être certain de l’existence d’un δε,g tel
que γg(t) ∈ U sur [0, δε,g] pour des éléments g dans le bord de Vε, on supposera
U convexe. Si V est compact (et donc Vε pour tout ε > 0), on le recouvre
par des ouverts pour lesquels un même δε,g est valable. En extrayant un sous-
recouvrement ﬁni, on choisit δε comme étant le minimum. Si V = F−1(U)
est compact, alors U est accessible. Nous avons ainsi répondu à la première
question. Ceci nous mène alors à une deuxième question :
Quand V est-il compact ?
Supposons que la conﬁguration initiale z0 soit nomade. Le corollaire 3.13 aﬃrme
alors que F est une application propre. Il s’ensuit que le voisinage de l’identité
V est compact. La proposition ci-dessous résume ce qui précède :
5.10. Proposition. Soient z0 une configuration nomade et x0 = f(z0). Si
U est un voisinage compact de x0 contenu dans la boule ouverte BL(0), alors
U est accessible.
Plus généralement, si z0 n’est pas nomade, on utilise les sphères de sédentarité
(voir (3.8)). On montre par un argument similaire que si U est un voisinage de
x0 tel que U ∩ Σ(z0) = ∅, alors il est accessible.
(2) En pratique, aﬁn d’accélérer l’algorithme, nous n’avons pas pris le même δ à
chaque étape. Nous avons essayé de choisir un δ « optimal ». Pour cela, pour
tout g ∈ Vε, considérons la fonction dg(t) = ‖y − γg(t)‖2. On sait que cette
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fonction est strictement décroissante sur un intervalle [0, δg]. L’idée est donc
de minimiser dg(t). En dérivant, on obtient d˙g(t) = −2 〈y − γg(t), γ˙g(t)〉. On a
ainsi choisi δg comme solution de l’équation −2 〈y − γg(t), γ˙g(t)〉 = 0.
(3) La méthode des ﬂots hyperboliques ne donne pas un veritable relevé de γ. Elle
permet de déplacer le serpent initial Sz0 le long de γ en garantissant d’être
arbitrairement proche d’un nombre ﬁni de points. Cependant, il se peut que la
courbe dans Rd que l’on obtienne ne soit pas une bonne approximation de γ.
(4) Cette méthode a l’avantage de ne pas utiliser de méthodes numériques pour la
résolution d’équations diﬀérentielles. De plus, si γ(t) est déﬁnie pour des temps
très grands, et que la tolérance ε est petite, on est certain de rester à distance
ε tout le long de γ. Dans le futur, une comparaison plus approfondies (temps
de travail, étude de l’erreur...) entre la méthode présentée ici et les méthodes
classiques dans les groupes de Lie [HLW02] serait intéressante.
(5) Bien que la courbe obtenue par ce procédé ne soit qu’une approximation de la
solution exacte, on est certain qu’elle est horizontale (car elle est une composi-
tion de ﬂots). Ceci n’est a priori pas le cas si l’on résout l’équation diﬀérentielle
dans le groupe de Möbius à l’aide de méthodes numériques.
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Epilogue
Le matin. Tout est à faire. Tout est à construire.
Je ferme les yeux. Quelques années ont passé.
Chacun cherche une pierre pour bâtir une cathédrale.
Cathédrale de notre connaissance.
Cathédrale atemporelle.
Une pierre parmi tant d’autres, invisible ou essentielle,
une question de point de vue.
Marcher, errer, les sentiers sont à tracer,
puis à parcourir.
Horizons multiples,
une direction à choisir,
l’arbitraire ou le destin,
peu importe.
Le soleil donne de l’espoir et le vent du courage.
Ensemble nous tissons le savoir de demain.
Le soir vient. Tout semble achevé.
J’éteins la lumière, le sommeil m’emporte, un sourire
caresse mon visage. J’attends le matin pour construire à nouveau.
Notre quête est sans ﬁn.
Des générations futures nous ont précédés, d’autres suivront...
Considérons les Anciens, les Grecs, les Indiens, les musulmans qui m’ont
précédé, ils ont écrit abondamment dans toutes ces disciplines. Si je répète
ce qu’ils ont dit, mon travail est superflu ; si je les contredis, comme je
suis constamment tenté de le faire, d’autres viendront après moi pour
me contredire. Que restera-t-il demain des écrits des savants ? Seulement
le mal qu’ils ont dit de ceux qui les ont précédés. On se souvient de ce
qu’ils ont détruit dans la théorie des autres, mais ce qu’ils échafaudent
eux-mêmes sera immanquablement détruit, ridiculisé même par ceux qui
viendront après. Telle est la loi de la science ; la poésie ne connaît pas
pareille loi, elle ne nie jamais ce qui l’a précédée et n’est jamais niée par
ce qui la suit, elle traverse les siècles en toute quiétude. C’est pour cela que
j’écris mes robaïyat. Sais-tu ce qui me fascine dans les sciences ? C’est que
j’y trouve la poésie suprême : avec les mathématiques, le grisant vertige des
nombres ; avec l’astronomie, l’énigmatique murmure de l’univers. Mais, de
grâce, qu’on ne me parle pas de vérité !
Le personnage d’Omar Khayyam dans
Samarcande d’Amin Maalouf
