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ABSTRACT 
 Our senses, while limited, shape our perception of the world and contribute to the 
functional architecture of the brain.  This dissertation investigates the role of sensory 
modality and task demands in the cortical organization of healthy human adults using 
functional magnetic resonance imaging (fMRI).   
 This research provides evidence for sensory modality bias in frontal cortical 
regions by directly contrasting auditory and visual sustained attention.  This contrast 
revealed two distinct visual-biased regions in lateral frontal cortex – superior and inferior 
precentral sulcus (sPCS, iPCS) – anatomically interleaved with two auditory-biased 
regions – transverse gyrus intersecting precentral sulcus (tgPCS) and caudal inferior 
frontal sulcus (cIFS).  Intrinsic (resting-state) functional connectivity analysis 
demonstrated that sPCS and iPCS fall within a broad visual-attention network, while 
tgPCS and cIFS fall within a broad auditory-attention network.  
 Unisensory (auditory or visual) short-term memory (STM) tasks assessed the 
flexible recruitment of these sensory-biased cortical regions by varying information 
	  	   ix	  
domain demands (e.g., spatial, temporal).  While both modalities provide spatial and 
temporal information, vision has greater spatial resolution than audition, and audition has 
excellent temporal precision relative to vision.  A visual temporal, but not a spatial, STM 
task flexibly recruited frontal auditory-biased regions; conversely, an auditory spatial task 
more strongly recruited frontal visual-biased regions compared to an auditory temporal 
task.  This flexible recruitment extended to an auditory-biased superior temporal lobe 
region and to a subset of visual-biased parietal regions.  A demanding auditory spatial 
STM task recruited anterior/superior visuotopic maps (IPS2–4, SPL1) along the 
intraparietal sulcus, but neither spatial nor temporal auditory tasks recruited 
posterior/interior maps. 
 Finally, a comparison of visual spatial attention and STM under varied cognitive 
load demands attempted to further elucidate the organization of posterior parietal cortex.  
Parietal visuotopic maps were recruited for both visual spatial attention and working 
memory but demonstrated a graded response to task demands.  Posterior/inferior maps 
(IPS0–1) demonstrated a linear relationship with the number of items attended to or 
remembered in the visual spatial tasks.  Anterior/superior maps (IPS2–4, SPL1) 
demonstrated a general recruitment in visual spatial cognitive tasks, with a stronger 
response for visual spatial attention compared to STM. 
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CHAPTER ONE: BACKGROUND 
Preamble 
 Our perception and behavior are largely shaped by our senses, and these inputs to 
our brains likely influence its functional organization. This dissertation seeks to develop a 
more comprehensive understanding of the macroscale organization of the human cortex 
in relation to the sensory modalities that provide the brain with information, the type of 
information being processed, and how that information must be processed in order to 
perform a task.  The introduction will begin with a discussion of the relationship between 
sensory modality (e.g., visual and auditory) and the type or domain (e.g., spatial and 
temporal) of information relevant in a given situation.  A review of the roles of several 
parietal and frontal lobe regions in sensory cognition will follow.  Finally, this chapter 
will conclude with an overview of the remaining chapters, comprising a series of 
functional magnetic resonance imaging (fMRI) experiments conducted to investigate the 
role of sensory modality and information domain in the organization of the human 
cerebral cortex. 
Sensory modality and information domain 
 Our senses are the mechanisms by which our bodies take in information 
about the world and pass this information along to our brains, and this body of work will 
focus on the auditory and visual sensory modalities.  Here, the term “information 
domain” refers to the type or content-specific aspect of information, and these studies 
specifically address spatial/location and temporal/timing information.  Sensory modality 
and information domain may be important factors in the organization of the human 
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cortex, and each contains multiple subfactors (e.g., auditory and visual, spatial and 
temporal) that exhibit some degree of processing independence.  In relation to sensory 
modality, evidence from basic discrimination tasks suggests some degree of 
independence in processing auditory and visual information.  Performance on a visual 
contrast discrimination task is unaffected by performing a concurrent pitch or chord 
discrimination task, but a concurrent visual task greatly reduces discrimination 
thresholds.  Similarly, performance on an auditory discrimination task is greatly reduced 
when a concurrent distracting task is in the auditory modality but not when the distracting 
task is in the visual modality (Alais et al, 2006).  In relation to information domain, a 
series of behavioral experiments using an interference paradigm found that spatial and 
temporal processing are largely independent (Hälbig et al., 1998).  These experiments 
demonstrated that a temporal classification task, but not a spatial classification task, 
interfered with memory for temporal duration; and conversely, an opposite pattern of 
impairment was seen for a spatial memory task.  Additional evidence for a degree of 
independence in processing spatial and temporal information comes from perceptual 
illusions in which two stimuli, both providing conflicting spatial and temporal 
information, can result in illusory shifts in both temporal and spatial stimuli perception 
simultaneously, though one stimulus causes the temporal perception shift and the other 
source causes the spatial perception shift (Recanzone et al, 2003; Recanzone et al., 2009).  
While these perceptual effects imply some level of independent processing within 
sensory modality and within information domain, these subfactors also have a high 
degree of interaction as illustrated by cross-modal binding of auditory and visual 
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information and by motion perception derived from the integration of temporal and 
spatial information.  In addition to the interactions of these subfactors, interactions can 
also be observed between sensory modality and information domain. 
Interactions between sensory modality and information domain 
Both the auditory and visual systems can provide the brain with spatial and 
temporal information about the world, and information domain is amodal.  However, the 
resolution, speed, and reliability of this information are not equal between the senses.  
The visual system exhibits high spatial but low temporal resolution compared to audition; 
conversely, the auditory system exhibits low spatial but high temporal resolution 
compared to vision.  These sensory differences begin at the sensory epithelium and are 
reflected in how we use our sensory modalities to interact with the world.  In the visual 
system, the cells of the retina are organized along a surface and respond to light that 
passes through the lens of the eye.  The spatial organization of the retina is preserved in 
preliminary processing and in the optic nerves.  This spatial organization of visual 
information continues into subcortical and cortical regions of the brain.  In the auditory 
system, the cochlea is organized in a tonotopic manner, where different frequencies of 
sound cause cells along the cochlea to respond.  This leads to a detailed representation of 
timing for high frequencies.  The auditory system utilizes very precise spike timing, 
especially in early, subcortical portions of the auditory pathway (Joris et al., 1994; 
Agmon-Snir et al., 1998; Adams, 2006), allowing for high temporal discrimination.  
However, the auditory system must compute spatial information from three sources: 1) 
monaural spectral notches, 2) binaural interaural level differences (ILDs), and 3) binaural 
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interaural time differences (ITDs).  Auditory spatial information may use meter or rate 
coding to represent spatial location along the azimuth (e.g., Lee and Groh, 2014 in the 
superior colliculus).  In sum, visual information is closely tied to the spatial domain, as 
visual objects inherently require a spatial component, and auditory information is closely 
tied to the temporal domain, as auditory objects inherently require a temporal component. 
 In addition to differences in sensory epithelia and object perception, various 
behavioral phenomena support the priority of the visual system in spatial processing and 
the auditory system in temporal judgments.  The ventriloquism effect is the most 
common example of visual priority in multisensory processing.  In the ventriloquism 
effect, the percept of an auditory spatial location is strongly affected by the spatial 
location of a paired visual stimulus (Howard and Templeton, 1966; Welch and Warren, 
1980; Jack and Thurlow, 1973; Radeau and Bertelson, 1974).  When conflicting spatial 
information is presented for auditory and visual stimuli, vision influences perception of 
the spatial location of auditory stimuli, but audition only weakly and non-significantly 
influences visual spatial perception (Pick et al., 1969; however, see Sekuler et al., 1997).  
In addition, these auditory-visual interactions in spatial perception can be long-lasting as 
shown by the ventriloquism aftereffect (Canon 1970; Radeau and Bertleson 1974; 
Recanzone, 1998), where training with an offset between visual and auditory stimuli 
leads to a consistent error in perception of auditory spatial location.  Finally, depending 
on the sensory modality and the nature of the task, spatial cues produce different 
behavioral cueing effects in which a spatial cue preceding a task stimulus improves 
behavioral performance or reaction time.  Visual tasks show robust behavioral cueing 
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effects regardless of the nature of the task; however, auditory spatial tasks are aided by a 
spatial cue, but non-spatial auditory tasks (e.g., pitch discrimination, target detection, 
intensity discrimination) do not strongly benefit from spatial cues (Spence and Driver, 
1996; Smith et al, 2010). 
 Several behavioral experiments support a bias for the auditory system in temporal 
judgments.  First, when auditory and visual stimuli are presented together, subjects tend 
to perceive the timing of the visual stimulus to be shifted more toward the auditory 
timing than the reverse in both a single flash/click paradigm (Fendrich and Corballis, 
2001) and in judgments of rate (Welch et al., 1986; Recanzone, 2003).  Welch and 
colleagues found a large auditory-on-visual (~52%) effect and a minor visual-on-auditory 
effect (~13%) in temporal perception.  The auditory-on-visual bias occurred across rates 
ranging from 4 Hz to 10 Hz and was not affected by the intensity of the sound, indicating 
that this effect was not the result of perceptual saliency.  Second, humans tend to be 
better at discriminating and remembering auditory compared to visual rhythms, although 
this effect may be limited to simple integer ratios of durations (Glenberg et al., 1989; 
Glenberg and Jona, 1991; Grondin and McAuley, 2009; McAuley and Henry, 2010).  
Third, performance in detecting within-modality temporal rate differences is better for 
audition than vision (Recanzone, 2003).  Fourth, an asymmetric interference effect has 
been observed when subjects need to make judgments about rhythms in one modality 
while presented with a distracting rhythm in another modality; the presence of a 
distracting auditory rhythm when making a visual rhythm decision has a greater 
detrimental effect on performance than a visual distracting rhythm when making an 
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auditory rhythm decision (Repp and Penel, 2002; Recanzone et al., 2003; Guttman et al., 
2005).  These effects held under intensity, spatial, and auditory spectral bandwidth 
conditions for rates near 4 Hz (Recanzone et al., 2003).  Notably, the auditory advantages 
in timing perception may be reduced at slower temporal scales (McAuley & Henry, 
2010).  Finally, temporal aftereffects were observed in which auditory rates later affect 
visual rate perception.  In this experiment, subjects were trained with paired auditory and 
visual stimuli in which the auditory stimuli were approximately 0.4 Hz faster than the 
visual stimuli.  After approximately 20 minutes of training, perception of unimodal visual 
temporal rates were shifted to be perceived as faster than the actual rate; however, this 
effect was somewhat diminished (occurred in only 2 of 4 subjects) when auditory stimuli 
were slower than visual stimuli during the training period (Recanzone et al., 2003).  
Interestingly, both the visual effects on auditory spatial perception and the auditory 
effects on visual rate perception can occur simultaneously, suggesting different neural 
circuits contribute to spatial and temporal perceptions (Recanzone et al, 2003; Recanzone 
et al., 2009). 
Hypotheses about modality-domain interactions 
Many of the aforementioned sensory behavioral phenomena support the modality 
appropriateness hypothesis (Freides, 1974; Welch and Warren, 1980).  According to the 
modality appropriateness hypothesis, “for relatively simple tasks, the various modalities 
are not differentially effective, but that for more complex tasks, the modalities show 
relative superiorities that are related to their particular information-processing 
characteristics” (Welch and Warren, 1980).  In other words, while different sensory 
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modalities are able to provide information in various domains, the most “appropriate” 
modality for a domain will dominate for complex tasks or when the modalities conflict.  
For example, the modality appropriateness hypothesis predicts that audition will 
dominate for temporal tasks and vision will dominate for spatial tasks.   
While many behavioral results support the modality appropriate hypothesis, this 
hypothesis is not mutually exclusive with other hypothesis regarding intermodal biases.  
The modality precision hypothesis proposes that when two sensory modalities provide 
conflicting information, the resolution of the discrepancy will favor the modality with 
more precision in the domain of the conflict.  In support of this, the visual influence on 
auditory spatial perception is more pronounced in the vertical than horizontal direction, 
aligned with the poorer auditory spatial resolution in the vertical direction (Thurlow and 
Jack, 1973).  However, support for modality precision hypothesis, such as the superior 
spatial resolution and modality dominance of vision, may be considered to be a 
manifestation of the supremacy of vision as a localizing modality (Welch and Warren, 
1980).  Alternately, the directed-attention hypothesis proposes that differential 
allocations of attention to two conflicting sensory modalities drive the observed 
intersensory bias effects.  This differential attentional allocation can be derived from 
historical information (e.g., tending to use vision for spatial information in the past) or 
task instructions (e.g. ignore the visual stimuli, only attend to auditory).  Even when 
visual and auditory stimuli are perceptually fused, instructions to attend to one modality 
influence location reporting (Bertelson and Radeau, 1981).  However, top-down 
attentional effects cannot be the sole source of modality biases, as directing visual 
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attention toward or away from the location of a peripheral flash synchronized with 
auditory stimulus does not influence the size of the ventriloquism effect (Bertelson et al., 
2000). 
The modality appropriateness hypothesis (Freides, 1974; Welch and Warren, 
1980) relates the factors of sensory modality and information and is generally considered 
in terms of behavioral and perceptual effects.  However, the research presented in this 
dissertation investigates cortical mechanisms involved in processing information across 
sensory modalities and information domains.  Therefore, this work proposes a neural 
extension of the modality appropriateness hypothesis, which will be referred to as the 
domain recruitment hypothesis throughout this work.  The domain recruitment hypothesis 
posits that some networks of cortical structures are biased for inputs from either auditory 
or visual sources and are specialized for the processing information from complementary 
domains (spatial/vision; temporal/audition), but sensory information from the 
‘inappropriate’ modality can flexibly recruit a structure when tasks demand high 
functioning in the non-preferred information domain (i.e., spatial or temporal).  
Modality and domain as factors in cortical organization 
 Sensory organs detect and code information from the world and relay this 
information to our brains, which facilitates action through multiple levels of processing.  
In the earliest stages of processing, sensory modalities are distinct, but the processing 
streams of different sensory modalities begin to overlap in subcortical regions (e.g., 
superior colliculus), and the interactions become more complex as information moves to 
the cortex.  The traditional view of cortical organization includes primary sensory cortical 
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regions (e.g., in occipital lobe for vision, in temporal lobe for audition) with strong 
projections into nearby secondary cortical regions.  These early cortical regions 
demonstrate a strongly biased response toward stimuli presented in one sensory modality 
over others (Wallace et al., 2004).  This sensory modality bias continues into additional 
temporal lobe and parietal lobe regions (e.g., Johnson and Zatorre, 2005); however, 
sensory modality bias in the frontal lobes is less clear (but see Bushara et al., 1999).  
Although the entire cortex may be considered multisensory to some degree (Ghazanfar 
and Schroeder, 2006), observed sensory modality biases throughout the cortex (Barbas et 
al., 2013) may help to delineate neighboring regions. 
Prior experiments have suggested that the type or domain of information that is 
being stored or processed plays a pivotal role in cortical organization.  Early research 
proposed a separation of cortical processing streams by information domain referred to as 
the ventral “what” and dorsal “where” streams (Mishkin et al., 1983; Weller et al., 1988; 
Barbas et al., 1988; Wilson et al., 1993).  This work began within the visual modality, but 
similar pathways have been proposed for the auditory modality (Rauschecker and Tian, 
2000; Alain et al., 2001; Romanski, 2004).  More recently, research shows that the 
“where” pathway also contains information about object identity (Golomb and 
Kanwisher, 2012) and additionally serves as a “how” pathway (Goodale and Milner, 
1992), with a strong relationship to motor responses with respect to spatial location 
(O’Reilly, 2010).  Motor cortex also shows a strong spatial organization in relation to the 
body (Penfield and Welch, 1951; Woolsey et al., 1952), and experimental evidence 
supports the idea of auditory-motor loops involving multiple cortical regions (reviewed 
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by Zatorre et al., 2007).  Other research describes information domain in terms of spatial, 
object/semantic, and temporal information.  In this work, we will investigate the roles of 
spatial and temporal information. 
Cortical mechanisms 
 This work focuses on two large cortical areas: posterior parietal cortex and caudal 
lateral frontal cortex.  The selection of these cortical areas was based on the attention and 
working memory literature and the organization of networks from human neuroimaging 
studies.  This selection reflects a limitation in scope to allow for detailed analysis within 
these regions and is not intended to downplay the role of other brain regions and systems 
in sensory attention and working memory.  While not detailed here (but addressed in 
Chapter 3), the superior temporal gyrus and sulcus are pivotal in auditory cognition and 
contain multisensory areas (Dahl et al., 2009). Several subcortical regions, such as the 
thalamus, basal ganglia, superior colliculus, also play a role in these processes and can 
influence cortical processing at various stages through cortical-subcortical loops (Lustig 
et al., 2005).   
 Functional magnetic resonance imaging (fMRI) is the primary tool used in both 
the background literature and the experiments described in this work.  fMRI measures the 
blood-oxygen-level-dependent (BOLD) contrast, which reflects changes in cerebral blood 
volume, cerebral blood flow, and oxygen consumption and is correlated with aspects of 
the neural response in a given region including local field potentials (Logothetis and 
Wandell, 2004; Logothetis, 2008).  Cortical “activation” in this work refers to an increase 
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in the BOLD response relative to fixation or a sensorimotor control, and this research 
must be interpreted within the constraints of fMRI. 
Cortical networks 
 In the human neuroimaging literature, cortical networks are commonly defined by 
co-activation during tasks, anatomical connectivity, and correlations of activity during 
rest or tasks.  Three networks commonly identified using these techniques are the dorsal 
attention network, cognitive control network, and default mode network (Shulman et al., 
1997; Raichle et al, 2001; Greicius et al, 2003).  The dorsal attention network (DAN) 
plays a role in externally directed attention, spatial attention and working memory, as 
well as eye movements (Corbetta et al., 1998; Corbetta and Shulman, 2002; Fox et al, 
2005).  Conversely, the default mode network is thought to subserve internally directed 
attention, mind wandering, and autobiographical memory (Buckner and Carroll, 2007).  
The cognitive control network may serve as an intermediary between these networks and 
facilitate “executive control” functions such as task and attentional switching (Spreng et 
al., 2013). 
 The cortical network definitions used in Chapters 4 and 5 of this dissertation are 
based on a recently published network atlas that was created using resting-state functional 
connectivity of 1000 human participants (Yeo et al., 2011).  In this analysis, resting-state 
data were projected to a cortical surface space, and Pearson’s product moment 
correlations were calculated between the time series at each surface vertex (18,715 
vertices) and a uniformly distributed set of surface regions (1,175 vertices spaced 
approximately 16 mm apart).  The resulting correlation matrix was binarized, keeping 
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only the top 10% of correlations for each subject.  A clustering algorithm grouped the 
surface vertices into seven networks based on the similarities of their correlation profiles 
with the set of surface regions.  The seven networks included a defined dorsal attention 
network with two caudal lateral frontal regions and a large area in the posterior parietal 
cortex that appears very similar to other descriptions of the DAN.  The research presented 
here used components of this dorsal attention network definition, as well as the lateral 
posterior parietal cortex definition from the frontoparietal / cognitive control network as 
group-level regions of interest to facilitate comparisons with research in other studies and 
laboratories.   
 While the networks identified in human neuroimaging data facilitate cognitive 
functions, regions within these networks may contribute differently to the overall 
function of the network.  Additionally, regions may serve as nodes in multiple networks 
or show a hierarchical structure within their network (e.g. Spreng et al., 2013).  The 
following sections provide a brief summary of the literature for two large expanses of 
cortex - posterior parietal cortex and caudal lateral frontal cortex- and the functional 
subdivisions within these areas.  Figure 1.1 illustrates these cortical expanses and several 
key sulci. 
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Figure 1.1. Anatomical landmarks in lateral cortex 
Caudal lateral frontal cortex 
 Despite extensive investigation, the organization and functional specificity of the 
human lateral frontal cortex (LFC) remains an open question.  Currently, proposed 
subdivisions are large relative to those in other cortical areas, suggesting that these 
subdivisions may contain multiple regions.  Medial prefrontal regions are generally 
thought to play a role in expectation and reward, while lateral regions may contribute 
more to attention, working memory, and flexible control (rev. by O’Reilly, 2010). 
Organization of the LFC along the dorsal-ventral axis is somewhat controversial (Badre, 
2008), and experiments have resulted in complex findings. Current theories offer a dorsal 
versus ventral arrangement based on: manipulation versus maintenance of items in WM 
(D’Esposito et al., 1999); visuospatial versus semantic content (Wendelken et al., 2012); 
and “how” versus “what” streams, with “how” related to transforming perception into 
action (Goodale and Milner, 1992; O’Reilly, 2010).  LFC organization along the rostro-
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caudal axis may relate to an ability to support increasingly abstract representations and 
complex rules. Koechlin and colleagues (2003) proposed a cascade model for cognitive 
control in the LFC, in which episodic, contextual, and sensory controls accumulate from 
rostral LFC to premotor areas. In an extensive fMRI study, Badre and D’Esposito (2007) 
identified a similarly structured hierarchical organization, but did not find evidence for 
cumulative cognitive control signals. While evidence for a hierarchical organization has 
been provided in both visuospatial and semantic tasks (Badre, 2008; Devlin et al., 2003), 
nearly all of the studies supporting these theories have been conducted in the visual 
modality (however, see Crottaz-Herbette et al., 2004).  
Here, we focus on the caudal lateral frontal cortex, an area that may have 
substantial overlap with premotor cortex and has been proposed to play a role in 
stimulus-response rule learning and execution (Badre and D’Esposito, 2009).  At least 
two regions in the caudal LFC are part of our defined dorsal attention network (Yeo et al., 
2011): the superior precentral sulcus (sPCS) and inferior precentral sulcus (iPCS).  
Visuotopic maps have been identified in both of these areas (Kastner et al., 2007); sPCS 
is often referred to as the human frontal eye fields (FEF), while the iPCS is sometimes 
called the inferior frontal eye fields.  The sPCS is found at the intersection of the 
precentral sulcus and superior frontal sulcus, and the iPCS is located at the intersection of 
the precentral sulcus and inferior frontal sulcus.  Stimulation in the sPCS results in eye 
movements, although this area may also play a role in inhibiting saccades (Hanes et al., 
1998).  Both of these regions may contain neurons organized into spatial maps with a 
retinotopic coordinate system (Golomb et al, 2012); however, sPCS is recruited for 
	  	  
15	  
auditory spatial tasks regardless of if the auditory stimuli are presented within the visual 
field of view or behind the head (Tark and Curtis, 2009). 
In a similar vein to the potential dual role of sPCS and iPCS in visual/spatial 
attention and eye movement planning, other caudal regions may play both cognitive and 
premotor roles.  Ventrolateral premotor cortex has been implicated in numerous auditory, 
temporal, speech-preparation, and other motor-related tasks (Hickok and Poeppel, 2004; 
Bohland and Guenther, 2006; Zatorre et al., 2007; Chen et al., 2008; Tark and Curtis, 
2009; Peeva et al., 2010; Tsai et al., 2010; Grahn et al., 2011; Tark and Curtis, 2013).  
However, comparison of Talaraich/MNI coordinates are inconclusive in relating studies 
of speech to the auditory-biased regions discussed in this work, and the relationship 
between audition/timing with articulatory-based representations and other motor outputs 
appears to be highly complex.  Tasks involving auditory rhythms show recruitment of 
premotor regions (Grahn and Brett, 2007; Bengtsson et al., 2009; Grahn et al., 2011), 
even when passively listening and when naïve about an upcoming motor task (Chen et 
al., 2008), although this finding may not be consistent across all passive listening 
conditions (e.g., Tsai et al., 2010).  In addition, regions of premotor cortex may be 
involved in selection of movements based on information derived from auditory cues 
(Zatorre et al., 2007), and the dorsal pathway from auditory cortex to caudal frontal 
cortex may be involved in both spatial processing (Rauschecker and Tian, 2000) and 
sensorimotor control/integration (Hickok and Poeppel, 2007; Rauschecker, 2011). 
Task in either auditory or visual sensory modalities often recruit caudal lateral 
frontal cortex, and human functional magnetic resonance imaging (fMRI) studies of 
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vision and audition either point to shared multi-sensory structures in lateral frontal cortex 
(Lewis et al., 2000; Johnson and Zatorre, 2006; Ivanoff et al., 2009; Karabanov et al., 
2009; Tark and Curtis, 2009; Tombu et al., 2011; Braga et al., 2013) or report a lateral 
frontal cortical bias for only one modality (for example, see Crottaz-Herbette et al., 2004; 
Jantzen et al., 2005, Rämä and Courtney, 2005; Salmi et al., 2007), which could reflect 
differences in task difficulty rather than sensory modality. In contrast, anatomical and 
physiological studies in non-human primates have reported distinct areas in lateral frontal 
cortex that are heavily biased toward auditory processing or toward visual processing (for 
example, see Barbas and Mesulam, 1981; Petrides and Pandya, 1999; Romanski and 
Goldman-Rakic, 2002; Romanski, 2007).  In non-human primates, the organization from 
dorsal to ventral appears to run auditory (BA8b), visual (BA8a), visual (BA45), auditory 
(BA12/47).  However, this sensory-biasing pattern may not be identical in humans, as the 
size and folding patterns of the frontal cortex show major differences between humans 
and macaque monkeys.  The precentral sulcus in humans is interrupted by a transverse 
gyrus (tgPCS) (Ono et al., 1990), while the arcuate sulcus, which serves as the caudal 
border of the sensory areas in non-human primate lateral cortex, is unbroken; this gross 
anatomical difference corresponds to the location a key difference in functional 
organization that is described in Chapter 2: an auditory region between two visual 
regions. The regions described here in the human also are shifted caudally relative to the 
macaque cortical organization.  This caudal shift has been well documented from human 
FEF (for example, see Paus, 1996; Courtney et al., 1998) and thus a caudal shift for other 
working memory structures seems plausible.  The work in Chapter 2 investigates an 
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apparent discrepancy between the human and non-human primate literatures regarding 
the functional organization of caudal lateral frontal cortex. 
Posterior parietal cortex 
 The posterior parietal cortex (PPC) has been implicated in a plethora of functions, 
both spatial and non-spatial, including eye-movement planning, grasping, cross-modal 
integration, object tracking, short-term memory, sustained attention, detection of salient 
events within a sequence of events, attention to internally generated mnemonic 
representations, spatial memory, numerosity judgments, and attentional shifting (Culham 
and Valyear, 2006; Husain and Nachev, 2007; Cabeza et al., 2008; Hutchinson et al., 
2012; Somers and Sheremata, 2013).  The posterior parietal cortex is also involved in 
various auditory and tactile attention and working memory tasks (e.g., Zatorre et al., 
2002; Arnott et al., 2005; Swisher et al., 2007; Alain et al., 2010; Smith et al., 2010; 
Leung and Alain, 2011; Salo et al., 2012; Huang et al, 2013).  PPC is often referred to as 
‘association cortex’ and may play an important role in sensory integration and binding 
(Farah et al., 1989; Busse et al., 2005; Driver and Nosselt, 2008; Cohen, 2009; 
Krumbholz et al., 2009; Koelewijn et al., 2010).   
 The diversity of function attributed to the PPC may be derived from the large 
number of regions within the parietal lobe.  The PPC refers to the majority of the parietal 
cortex, excluding only the primary and secondary somatosensory cortex along the 
postcentral sulcus, and is divided into the superior parietal lobule (SPL) and inferior 
parietal lobule (IPL) by the intraparietal sulcus (IPS).  In a variant on this demarcation, 
the dorsal parietal cortex (DPC) includes all of IPS (instead of dividing regions at the 
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fundus) and regions dorsal to IPS (e.g., BA7), while the ventral parietal cortex (VPC) 
includes the angular and supermarginal gyri and extends to the temporal parietal junction 
(BAs 39 and 40) (Cabeza et al., 2008).  The ventral border of the parietal component of 
the DAN used as a region of interest (ROI) in this work, more closely aligns with the 
DPC than SPL demarcation, as the parietal DAN component includes part of the lateral 
bank of the IPS (Yeo et al., 2011).  The VPC is thought to play an important role in 
bottom-up attention to behaviorally relevant and/or unexpected (spatial and non-spatial) 
stimuli and also responds when items are recollected with high confidence (reviewed by 
Cabeza et al., 2008).  Conversely, the DPC plays a role in top-down attention, familiarity, 
low-confidence memory, eye movements, and spatial working memory (Cabeza et al., 
2008).  The DPC can be further subdivided by visuospatial mapping, and the research 
presented in this dissertation investigates the functional organization of 6 visuospatial 
maps (IPS0-IPS5, SPL1) and four bordering regions in the parietal cortex (lateral IPS, 
fundus of IPS, anterior IPS, and medial SPL).  
Visuotopically mapped regions 
 Retinotopic mapping techniques have identified no fewer than 20 distinct visual 
field maps in the cortex, with at least 7 mapped regions (IPS0-IPS5, SPL1) falling within 
the parietal cortex (Sereno et al., 1995; Swisher et al., 2007; Kastner et al, 2007; Konen 
and Kastner, 2008a).  This visuotopic mapping may be accomplished using a flashing 
annulus or through a memory-guided saccade task (Sereno et al., 1995; Swisher et al., 
2007; Kastner et al, 2007; Konen and Kastner, 2008a).  The standard retinotopic mapping 
technique uses a flickering checkerboard wedge stimulus that slowly rotates clockwise or 
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counterclockwise (see Figure 1.2a).  The stimulus induces traveling waves of cortical 
activity, and phase-encoded analysis is used to select voxels that are significantly 
modulated at the temporal frequency of the rotating wedge stimulus and assign a 
preferred visual field location based on the phase of each voxel’s response.  In addition to 
showing significant modulation at the temporal frequency of the wedge stimulus, regions 
must show a smooth gradient of preferred phase angle to be considered a visuotopic map.  
Visuotopic maps contain contralateral visual field representations (Sereno et al., 2001; 
Schluppeck et al., 2005; Sereno and Huang, 2006; Konen and Kastner, 2008a,b), and 
boundaries between neighboring visuotopic maps are defined by a phase reversal (see 
Figure 1.2b).  Visuotopic maps in the parietal lobe tend to be located along the medial 
bank of the intraparietal sulcus, with a foveal to peripheral organization along the lateral 
to medial axis of each region (Swisher et al., 2007).   
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Figure 1.2. Visuotopic mapping stimulus and sample maps 
 While visuotopic maps along the IPS and into the SPL often show similar 
response during various visual tasks, increasing evidence suggests some degree of 
functional differentiation between these regions in stimulus preferences (Konen and 
Kastner, 2008a), response to cognitive (Hutchinson et al., 2012) and motor task demands 
(Schluppeck et al., 2006; Levy et al., 2007), and anatomical and functional connectivity 
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(Bray et al., 2013).  As shown by an fMRI adaptation experiment, all mapped PPC 
regions show motion-selective responses to planar, circular, and radial optic flow 
patterns, but IPS1 to IPS3 show a larger response for radial relative to planar or circular 
motion (Konen and Kastner, 2008a).  IPS1–2 show object-selective responses 
independent of viewpoint and size, while IPS3–4 do not show object-selective responses 
(Konen and Kastner, 2008b).  IPS0–2 also show different degrees of laterality or 
contralateral biases than other parietal maps, with left regions generating a stronger 
contralateral bias (Sheremata et al., 2010; Szczepanski et al., 2010).  An opposing pattern 
is seen in SPL1, where left but not right maps show a contralateral spatial attention bias 
(Szczepanski et al., 2010).  In one memory study, left IPS5 and SPL1 tracked the time to 
reach a memory decision but not the strength of the memory (Hutchinson et al., 2012).  
While parietal visuotopic maps are generally recruited for eye movements, a gradient 
from posterior to anterior in preference for saccades to smooth eye pursuits has been 
observed, with IPS1–2 and SPLI preferring saccades and IPS3–5 preferring smooth eye 
pursuit; although IPS0 responded similarly to both (Konen and Kastner, 2008a).  In 
addition, IPS1 shows no preference for reaching over saccadic eye movements, but 
adjacent IPS2 prefers reaches to saccades (Schluppeck et al., 2006; Levy et al., 2007).  
Finally, anatomical connections defined by diffusion tensor imaging show a gradient 
from IPS1 to IPS4 in the distribution of connections: IPS0 shows stronger connections to 
dorsal occipital visuotopic maps, while IPS4 is more strongly connected to the frontal 
regions including the precentral gyrus and frontal eye fields.  Interestingly, the superior 
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temporal gyrus (STG) showed stronger connections to IPS1 than IPS4, despite IPS4 
having a shorter pathway to STG (Bray et al., 2013).   
Regions bordering visuotopic maps 
 This work investigates auditory and visual cognition in four additional dorsal 
parietal regions, which border the visuotopic maps (IPS0-4, SPL1) anteriorly (antIPS), in 
the fundus of IPS (funIPS), laterally (latIPS), and medially (mSPL).  Anterior IPS borders 
the somatosensory cortex and extends anterior from the border of IPS4.  This region 
likely contains IPS5, which could not be consistently defined with the visuotopic 
mapping techniques used here.  AntIPS may also contain a tool-selective region in the 
left hemisphere (Culham et al., 2004; Valyear, 2007) and show a strong response for 
visually guided grasping (Culham et al., 2004, 2006).  Importantly, anterior IPS is 
thought to play a key role in cross-modal integration (Macaluso and Driver, 2001; 
Grefkes et al., 2002; Driver and Noesselt, 2008; Klemen and Chambers, 2012).  The two 
most ventrolateral regions, the fundus of IPS (funIPS) and lateral IPS (latIPS), run 
parallel to IPS0–4.  Along with the other PPC regions, these lateral regions are recruited 
for various attention and short-term memory tasks, and the latIPS also shows a scaled 
response with the degree of long-term memory strength and has been proposed to serve 
as a “mnemonic accumulator”, accumulating evidence to guide perceptual decision 
making (Hutchinson et al., 2012).  In the same memory study, latIPS did not track 
response time for memory recognition.  Conversely, mSPL (along with IPS5 and SPL1, 
as discussed above) tracked the time to reach a memory decision, but not the strength of 
the memory.  Neuroimaging literature indicates that mSPL (especially in the right 
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hemisphere) plays a pivotal role in attentional control/switching between perceptual, 
mnemonic, and rule representations (Chiu and Yantis, 2009; Esterman et al., 2009), as 
well as across sensory modalities (Shomstein and Yantis, 2004), objects (Serences et al., 
2004), features (Liu et al., 2003), and spatial locations (Yantis et al., 2002). 
Organization of Dissertation 
 The remainder of this dissertation is structured as four chapters containing the 
body of experimental research, followed by a chapter that summarizes the findings and 
contributions of this work and identifies possible directions for future research.  Each of 
Chapters 2–5 is organized for independent submission to research journal and includes a 
review of relevant literature, description of the methods and results, and a discussion of 
findings in the context of the field.  Some degree of repetition is inevitable, due to the 
overlap of experiments across chapters. 
 Chapter 2 presents four neuroimaging experiments, designed to investigate the 
role of sensory modality and information domain in the human lateral frontal cortex.  
First, a sustained attention task (Experiment 1) is used to identify four regions in each 
hemisphere, cascading from the intersection of the superior frontal sulcus with the 
precentral sulcus, along the precentral sulcus, and into the inferior frontal sulcus.  In the 
sustained attention task, participants attend either to an auditory or a visual stream of 
information while ignoring distracting information streams in both modalities.  The direct 
contrast of blocks of auditory and visual attention identifies two visual-biased regions – 
the superior precentral sulcus (sPCS) and the inferior precentral sulcus (iPCS), 
interleaved with two auditory-biased regions – the transverse gyrus dividing the 
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precentral sulcus (tgPCS) and the caudal inferior frontal sulcus (cIFS) – bilaterally.  In 
Experiment 2, resting-state functional connectivity demonstrates that these sensory-
biased regions are part of two broader interleaved networks.   
 The second half of Chapter 2 investigates the role of these sensory-biased frontal 
regions in short-term memory tasks with varied demands in information domain (e.g., 
spatial, temporal).  While both audition and vision can provide spatial and temporal 
information, the sensory modalities are not equal in their capabilities or their 
environmental relevance across information domains.  Vision has excellent spatial 
resolution, but poor temporal resolution compared to audition; conversely, the auditory 
system has exquisite temporal precision but poor spatial resolution relative to vision.  The 
modality appropriateness hypothesis posits that unisensory short-term memory leverages 
these specializations; specifically, unisensory inputs are cross-modally encoded into the 
short-term memory structures associated with the “appropriate” modality (e.g., “hearing 
visual rhythms” in Guttman et al. 2005; Burr et al. 2009).  Based on this, the domain 
recruitment hypothesis predicts that 1) a purely visual task with high temporal demands 
will recruit the auditory-biased regions more than a visual task with low temporal 
demands and high spatial demands and 2) a purely auditory task will more strongly 
recruit the visual-biased regions when spatial demands are high relative to when spatial 
demands are low but temporal demands are high.  Functional MRI findings from two 
visual tasks (Experiment 3) and two auditory tasks (Experiment 4) support the predictions 
of the domain recruitment hypothesis. 
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 Chapter 3 tests the extension of the domain recruitment hypothesis to an auditory-
biased region of the posterior superior temporal cortex.  Prior neuroimaging research 
(Grahn et al., 2011) supports the domain recruitment hypothesis by identifying a bilateral 
region in the posterior superior temporal gyrus (pSTG) that shows a significant BOLD 
response to both auditory and visual rhythms.  The data collected using Experiment 1 of 
Chapter 2 shows that the pSTG is biased for auditory compared to visual attention.  Then, 
Experiment 3 confirms previous research by showing recruitment of pSTG in the visual 
temporal task and provides additional support for the domain recruitment hypothesis by 
demonstrating that pSTG is specifically recruited for the visual timing but not the visual 
spatial task.   
 Chapter 4 first provides support for the extension of the domain recruitment 
hypothesis to posterior cortex through the flexible recruitment of visual-biased parietal 
regions in an auditory spatial but not an auditory temporal task (Experiment 4 of Chapter 
2).  Then, Chapter 4 investigates the regional specificity of this flexible recruitment in 
parietal areas by leveraging previously identified visuotopic maps (Swisher et al., 2007; 
Konen and Kastner, 2008a).  Retinotopy is used to define 6 visuotopic maps in each 
subject (IPS0–4, SPL1).  These maps demonstrate a functional dissociation; the auditory 
spatial task, but not the auditory temporal task, recruits the anterior/superior maps (IPS2–
4, SPL1), but neither auditory task recruits the inferior parietal maps (IPS0–1).  The 
BOLD response in two regions adjacent to the visuotopic maps (fundus of IPS and 
medial SPL) mimics the results from the anterior/superior maps, while the anterior 
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(antIPS) and lateral (latIPS) are recruited for both auditory tasks, suggesting a more 
general role in auditory short-term memory.   
 Chapter 5 further explores the functional role of the visuotopic maps and adjacent 
parietal regions by comparing two forms of visuospatial cognition: visual attention and 
visual short-term memory.  Although visual attention and short-term memory are 
conceptually distinct, they may share key underlying processes as suggested by their 
similar capacity limits of approximately 4 items (Pylyshyn & Storm, 1988; Cowan, 2001; 
Scholl et al., 2001; Vogel et al., 2004; Todd & Marois, 2004).  In the first part of Chapter 
5, visual short-term memory (using the visual spatial task from Experiment 3 in Chapter 
2) is compared to a multiple object tracking visual attention task, where both tasks 
include four target objects among several distractors.  Both the visual spatial attention 
and short-term memory tasks significantly activate the full frontoparietal dorsal attention 
network (DAN), but BOLD response during the fixed-target-number tasks suggests a 
functional dissociation within the network.  The superior/medial components of the DAN 
(sPCS, mSPL, right SPL1) are more strongly recruited by the attention task, while the 
inferior/lateral regions (iPCS, latIPS) are more strongly recruited by the short-term 
memory task.  In this comparison, the visuotopic maps of IPS (IPS0–4) and the anterior 
IPS show no difference between the two forms of visuospatial cognition.  Prior research 
indicates that the BOLD response in posterior parietal cortex scales linearly with the 
number of items attended or remembered (Culham et al., 2001; Xu and Chun, 2006), as 
often estimated by Cowan’s K-score (Cowan, 2001). 
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 In the latter section of Chapter 5, short-term memory and attention demands are 
parametrically manipulated (3 levels per task) using similar task paradigms as the early 
section of the chapter.  The linear effects and interactions of K-score, form of visuospatial 
cognition (i.e., attention or short-term memory), and hemisphere are evaluated for each 
parietal ROI.  The visuotopic maps displayed a gradient in response profiles: the most 
posterior maps show a strong linear relationship with K-score and similar responses for 
attention and short-term memory, while the more anterior maps show a diminished 
relationship with K-score but an overall increase in BOLD response when performing 
either task, although this response is stronger for the attention task (main effect of the 
form of visuospatial cognition). Similarly, the activation in regions anterior and lateral to 
IPS scales linearly with K-score, while the mSPL shows an overall increase in response 
when performing either task, but a stronger response for attention over short-term 
memory. 
 Finally, Chapter 6 begins with a summary of the experimental findings in this 
dissertation, followed by a discussion of the significance of this work within the field.  
Chapter 6 concludes with suggested directions for future research to develop a more 
comprehensive understanding of cortical organization with respect to sensory modality, 
information domain, and task demands. 
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CHAPTER TWO: FLEXIBLE RECRUITMENT OF SENSORY-BIASED AREAS 
IN LATERAL FRONTAL CORTEX 
Abstract 
 The frontal lobes control wide-ranging cognitive functions; however, functional 
subdivisions of human frontal cortex are only coarsely mapped. Here, functional 
magnetic resonance imaging reveals two distinct visual-biased regions in lateral frontal 
cortex, superior precentral sulcus (sPCS) and inferior precentral sulcus (iPCS), 
anatomically interleaved with two auditory-biased regions, transverse gyrus intersecting 
precentral sulcus (tgPCS) and caudal inferior frontal sulcus (cIFS). Intrinsic functional 
connectivity analysis demonstrates that sPCS and iPCS fall within a broad visual-
attention network, while tgPCS and cIFS fall within a broad auditory-attention network. 
The modality appropriateness hypothesis suggests that vision dominates spatial tasks, 
while audition dominates temporal tasks. Here, short-term memory experiments reveal 
task-based recruitment of these sensory-biased frontal areas: a purely visual task with 
high temporal demands recruited tgPCS and cIFS, while a purely auditory task with high 
spatial demands recruited sPCS and iPCS. These results identify fine-scale frontal 
cortical divisions that support distinct, but flexible functionality. 
Introduction 
 The human neocortex is estimated to contain between 150 and 200 functionally 
distinct regions per hemisphere (Van Essen, et al., 2012), yet only a fraction of these 
regions have been reliably identified via functional neuroimaging. Recent structural 
and/or resting-state functional connectivity analyses have suggested various finer-scale 
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parcellations of lateral frontal cortex (Amunts, et al., 2010; Glasser and Van Essen, 2011; 
Goulas, et al., 2012; Sallet, et al. 2013), but many functional distinctions remain 
unresolved. 
 Sensory modality is a primary organizing feature of posterior cortical regions; our 
first two experiments investigate whether sensory modality is a determining factor in the 
functional organization of lateral frontal cortex. Prior human functional magnetic 
resonance imaging (fMRI) studies of vision and audition either point to shared multi-
sensory structures in lateral frontal cortex (Lewis et al., 2000; Johnson and Zatorre, 2006; 
Ivanoff et al., 2009; Karabanov, et al., 2009; Tark and Curtis, 2009; Tombu, et al., 2011; 
Braga, et al., 2013) or report a lateral frontal cortical bias for only one modality (for 
example, see refs. (Crottaz-Herbette et al., 2004; Jantzen et al., 2005; Rämä and Courtney 
2005; Salmi, et al. 2007), which could reflect differences in task difficulty rather than 
sensory modality. One exception is a PET study reporting modality-specific spatial 
localization areas in lateral frontal cortex (Bushara et al., 1999). In contrast, anatomical 
and physiological studies in non-human primates have reported distinct areas in lateral 
frontal cortex that are heavily biased toward auditory processing or toward visual 
processing (for example, see Barbas and Mesulam, 1981; Petrides and Pandya, 1999; 
Romanski and Goldman-Rakic, 2002; Romanski, 2007). These discrepant results could 
reflect cross-species differences in the functional organization of lateral frontal cortex, a 
lack of cortical localization precision in the human studies, and/or task-dependent effects. 
To address the latter two accounts, we performed within-subject cortical surface-based 
fMRI analyses in which the same participants perform multiple tasks.  
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 An important concept in sensory integration is the modality appropriateness 
hypothesis, which suggests that each sensory modality is capable of a variety of 
functions, but is better than other modalities at certain functions; when sensory modalities 
conflict, the modality most appropriate for the particular function will dominate (Welch 
and Warren, 1980). For example, vision and audition have complementary strengths and 
weaknesses in representing spatial and temporal information. When auditory and visual 
inputs compete, visual cues are weighted more heavily in spatial perception (Pick et al., 
1969) while auditory cues are weighted more than visual cues in temporal perception (for 
example, see Welch et al., 1986; Shams et al., 2000; Recanzone, 2003). The modality 
appropriateness hypothesis further posits that unisensory short-term memory leverages 
these specializations; specifically, unisensory inputs are cross-modally encoded into the 
short-term memory structures associated with the “appropriate” modality (e.g., “hearing 
visual rhythms” in Guttman et al., 2005; Burr et al., 2009). 
 We hypothesize that: a) higher-order cortical structures exist that are specialized 
for the processing of either spatial or temporal information; b) these structures are 
functionally linked with the appropriate sensory modality (spatial/vision; 
temporal/audition); but c) sensory information from the ‘inappropriate’ modality can 
flexibly recruit a structure when tasks demand high functioning in the non-preferred 
information domain (i.e., spatial or temporal). We call this neural hypothesis the domain 
recruitment hypothesis. We performed a series of fMRI experiments to test the 
components of the domain recruitment hypothesis and to investigate visual and auditory 
processing in human lateral frontal cortex. When combined, the first two components of 
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our hypothesis predict that higher-order cortical structures will show a sensory-modality 
bias when spatiotemporal demands are equal. In order to demonstrate flexible 
recruitment, the experiments focus on information in a single sensory modality at a time. 
Our findings strongly support the domain recruitment hypothesis. 
Methods 
 Eleven healthy individuals (mean age = 27.1 years, range 22–31 years, 5 females) 
participated in the experiments. All participants were right-handed, native English 
speakers with normal or corrected-to-normal vision, received monetary compensation, 
and gave informed consent to engage in the study according to the procedures approved 
by the Institutional Review Board at Boston University and Partners Healthcare. 
Participants were required to hold gaze at a central fixation point in all experiments and 
were trained to hold fixation in psychophysical sessions prior to fMRI scanning. One 
participant was excluded from all analysis because of head movements. A second 
participant was excluded from Experiments 2–4 due to difficulties in defining ROIs on 
the basis of the results of Experiment 1. Two authors (S.W.M. and M.L.R.) participated 
as subjects. 
Data collection 
 Each subject participated in a minimum of 5 sets of scans across multiple sessions 
and separate behavioral training sessions. In addition to the 4 fMRI experiments, high-
resolution structural scans were collected to support anatomical reconstruction of the 
cortical hemispheric surfaces. Imaging was performed at the Center for Brain Science 
Neuroimaging Facility at Harvard University on a 3-T Siemens Tim Trio scanner with a 
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32-channel matrix coil. A high-resolution (1.0 × 1.0 × 1.3 mm) magnetization-prepared 
rapid gradient-echo sampling structural scan was acquired for each subject. The cortical 
surface of each hemisphere was computationally reconstructed from this anatomical 
volume using FreeSurfer software (Dale, Fischl and Sereno 1999). For functional studies, 
T2*-weighted gradient echo, echo-planar images were collected using 42 3-mm slices 
(0% skip), oriented axially (time echo 30 ms, time repetition [TR] 2600 ms, in-plane 
resolution 3.125 × 3.125 mm). In the visual spatial task, 7 of 11 subjects were scanned on 
an identically equipped Siemens Tim Trio scanner at the Martinos Center for Biomedical 
Imaging at Massachusetts General Hospital.  
Stimulus Presentation 
 Visual and auditory stimuli were driven by a Macintosh MacBookPro. Visual 
stimuli were presented using a liquid crystal display projector illuminating a screen 
within the scanner bore. Subjects viewed the rear-projection screen through a mirror 
angled at ~45°. The screen extended across a visual angle of ~14° radius horizontally and 
~11° radius vertically. The audio system (Sensimetrics, www.sens.com) included an 
audio amplifier, T14 transformer, and MR-compatible earphones. Inside the MR scanner, 
subject responses were collected using an MR-compatible button box. Stimulus 
presentation and response collection was accomplished using the Psychophysics Toolbox 
(www.psychtoolbox.org) for Matlab software (www.mathworks.com), except for the 
visual tasks in Experiment 3, which were presented using the Vision Egg software 
package (http://www.visionegg.org) for the Python programming language 
(www.python.org).  
	  	  
33	  
Experiment 1: Sustained visual and auditory attention 
 Participants monitored 1 of 4 (2 auditory, 2 visual) rapid serial streams of 
distractor letters ('A', 'F', 'G', 'H', 'J', 'K', 'L', 'M', 'N', 'P', 'R', 'X', 'Y') for the presentation of 
any digit (1–4), while ignoring the other streams containing only digits (1–9, excluding 
the 2-syllable digit 7). At the beginning of each block, participants were directed by an 
audiovisual cue to attend to one of the four streams (“watch left”, “watch right”, “listen 
left”, “listen right”), perform a sensorimotor control (“passive”), or simply hold fixation 
with only a central cross presented (“fixation”). Participants were instructed to press the 
corresponding button (1–4) whenever a digit was presented in the attended stream (3 
times per 26 s block). Ten stimuli (2 auditory, 2 visual, and 6 visual flankers) were 
presented for 300 ms followed by a 350 ms inter-stimulus interval (ISI). Each participant 
completed 3–6 fMRI runs, with each run containing 12 blocks evenly divided into 6 
conditions: attend to left auditory, attend to right auditory, attend to left visual, attend to 
right visual, sensorimotor control, and fixation. Each block lasted 26 s, included 40 serial 
stimulus presentations, and was preceded by a 2.6 s cue period (voice and text indicating 
the next block). In the sensorimotor control condition, all streams contained only digits 
and participants were instructed to press each of the 4 available buttons 1 time at a 
relaxed pace at any point during the block.  
 The visual stimuli (white Helvetica font, 1.5° x 1.5°, presented on a dark gray 
background) were located 4.5° to the left and right of a central fixation cross (1.5° x 1.5°) 
and were flanked by 3 additional distractor streams on each side that always contained 
distractor digits. Auditory streams were generated from monaural recordings of 8 digits 
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and 13 letters spoken by a single male talker. Each digit/letter was sampled at 44.1 kHz 
with a duration of 300 ms and windowed with cosine-squared onset and offset ramps (30 
ms ramp time). Each monaural digit recording was used to generate a binaural, lateralized 
signal in which the signal at the 2 ears was identical, except for an interaural time delay 
(ITD) of 800 µs leading either right or left (with no interaural level difference). This 
manipulation resulted in lateralized percepts, with the digits perceived as coming from 
either right or left of the median plane, depending on the sign of the ITD.  
 Three subjects participated in an additional event-related sustained attention task 
using a similar stimulus set. These data were not included in the data for Experiment 1, 
but rather served as a back-up method for defining frontal ROIs in these three individual 
subjects for use in Experiments 2 & 3; these data defined one ROI in each of two subjects 
(left sPCS; right sPCS) and two ROIs in one subject (bilateral cIFS). In the event-related 
task, participants attended to one of four streams of letters (2 auditory, 2 visual), while 
ignoring all other streams. Each of the stimulus streams was assigned a digit 1–4 (e.g., 
auditory left = 1, auditory right =2, visual left =3, visual right=4). A digit presented in the 
attended stream indicated that the participant should either shift their attention to a new 
stream or continue to maintain attention to the current stream (if the presented digit 
matched the currently attended stream). In the event-related task, the stimuli in the two 
visual streams (no flankers) were presented centrally with 70% opacity and 
approximately 50% overlap across the median plane. 
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Experiment 2: Intrinsic functional connectivity 
 Subjects also participated in resting-state scans, in which participants were 
instructed to keep their eyes open, maintain fixation on a centrally presented cross, allow 
their minds to wander, and avoid repetitive activities such as counting.  Each run was 
either 139 or 256 timepoints, and subjects participated in 1 to 2 runs. Imaging parameters 
were the same as in Experiment 1. 
Experiment 3: Spatial and temporal visual tasks 
 Both Experiment 3 (visual) and Experiment 4 (auditory) manipulated the 
information domain (spatial or temporal) demands of the task within a sensory modality. 
All four tasks used a change detection paradigm where each trial comprised a target 
stimulus, followed by a 900 ms delay with only a fixation cross, and then a probe (50% 
chance of change from target in the attended feature) and response period. Subjects were 
instructed to respond using a right hand button press to denote whether the attended 
feature changed between the target and probe stimulus presentation (index finger = no 
change, middle finger = change). Each task was compared to a sensorimotor control 
condition, where the stimuli matched the active task condition and subjects were 
instructed to refrain from doing the task but to respond with a random button press at the 
end of each trial. Each run was divided into blocks of task and sensorimotor control 
conditions. The two visual tasks occurred in different runs and in different sessions for 8 
of 11 of subjects. Imaging parameters were the same as in the prior experiments. 
 In the visual spatial task, participants were instructed to covertly attend to the 
orientation of 4 red colored bars, oriented vertically or horizontally and presented among 
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12 blue distractor bars. Bars were evenly distributed across hemifields with 2 red bars in 
each hemifield. Each bar subtended 0.3° x 0.9°of visual angle. The target stimulus was 
presented for 200 ms, and the probe and response period was 2300 ms (probe stimulus on 
for 1900 ms). In the “change” trials, the orientation of 1 of the 4 red target bars would 
change by 90° between the target and probe stimulus periods. In the sensorimotor control 
condition, all bars were blue and no change occurred between the target and probe 
stimuli.  
 In the visual temporal task, participants attended to the onset-timing pattern of the 
red bars. Both the target stimulus and the probe stimulus were presented in 1.33 s periods, 
beginning with the onset of 12 blue bars and followed by the sequential onset of 4 red 
bars. The stimulus onset asynchrony (SOA) of the bars ranged between 133 and 400 ms. 
Within a trial, the bars always appeared in the same orientation, location, and order. In 
“change” trials, the timing pattern of the probe stimuli differed from that of the target 
stimuli. In the sensorimotor control condition, all bars were blue and no change occurred 
between the target and probe stimuli.  
Experiment 4: Spatial and temporal auditory tasks 
Experiment 4 used a change detection paradigm, mirroring Experiment 3. The same 
auditory stimuli were used in the spatial and temporal tasks (only the attended feature 
changed). Each stimulus comprised a sequence of 4 complex tones presented over a 2350 
ms period, with each tone containing the first 3 harmonics of 3 fundamental frequencies 
(130.81 Hz, 174.61 Hz, and 207.65 Hz) at equal intensity, ramped on and off with a 16-
ms-long cosine squared window. Each tone lasted 370 ms with between tone intervals 
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(BTIs) ranging from 120 to 420 ms. All tones were the same combination of sine waves 
and were separated by irregular BTIs. ITDs of –1000 μs, –350 μs, 0 μs, 350 μs, and 1000 
μs were used to spatially localize the tones along the azimuth. The first tone in the 
sequence was always located centrally (0 μs ITD). In the auditory spatial task, subjects 
attended to the locations of the tones. In “change” trials, one of the three tones following 
the initial centered tone was relocated to the remaining spatial location. In the temporal 
task, subjects attended to the timing pattern of the sequence of tones. In “change” trials, 
one of the BTIs changed by at least 50 ms between the target and probe stimulus. In both 
of the auditory tasks, the other dimension (location or timing) was the same for the target 
and probe stimuli. In the sensorimotor control condition, no change occurred between the 
target and probe stimuli along the dimension of either timing or location.  
Eye-tracking 
 In Experiment 1 and Experiment 4, 9 of the participants were eye-tracked in the 
scanner; technical issues prevented proper eye-tracking in the remaining 2 subjects, who 
were both experienced subjects with a proven ability to hold fixation both outside of the 
scanner and during other tasks in the scanner. All included participants made eye 
movements (> 2°) in less than 7% of trials.  
fMRI analysis 
 Functional data were analyzed using Freesurfer/FS-FAST (CorTech, Inc.) with an 
emphasis on localizing distinct cortical areas on individual subject’s cortical surfaces. All 
analysis was performed on subject-specific anatomy. All subject data were registered to 
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the individual’s anatomical data using the mean of the functional data, motion corrected 
by run, slice-time corrected, intensity normalized, resampled onto the individual’s 
cortical surface (voxels to vertices), and spatially smoothed on the surface with a 3-mm 
full-width half-maximum Gaussian kernel. 
 Analysis of the Experiment 1, 3, and 4 scans used standard procedures and 
Freesurfer FS-FAST software (Version 5.1.0). Scan time series were analyzed vertex-by-
vertex on the surface using a general linear model (GLM) whose regressors matched the 
time course of the experimental conditions. Since attentional cueing and/or switching of 
the attentional focus can induce activation specific to reorienting (see Shomstein and 
Yantis 2006), the timepoints of the cue period were excluded by assigning them to a 
regressor of no interest. In addition, singular value decomposition reduced the 6 vectors 
from motion correction (degrees of freedom) to 3 eigenvectors, which were included as 
nuisance regressors. The canonical hemodynamic response function was convolved with 
the regressors before fitting; this canonical response was modeled by a γ function with a 
delay of δ = 2.25 s and decay time constant of τ=1.25. A contrast between different 
conditions produced t-statistics for each vertex for each subject.  
 In Experiment 1, ROIs were defined on each individual subject based on a direct 
contrast of blocks in which the subject attended to one of the auditory streams and blocks 
in which the subject attended to one of the visual streams. This direct contrast was 
liberally thresholded at P < 0.05 uncorrected to maximally capture vertices showing a 
bias for attention to either the auditory or the visual stimuli (this resulted in all ROIs 
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being larger than 48 mm2). All behavioral data were compared using two-tailed paired t-
tests across conditions.  
 For ROI analysis in Experiments 3 and 4, the percentage signal change data were 
extracted for all voxels in the ROI and averaged across all runs for each condition. The 
percent signal change measure was defined relative to the average activation level during 
the sensorimotor control condition. Separately for Experiments 3 and 4, we evaluated the 
ROI data extracted for each subject to test the relationship between the factors of ROI 
(sPCS, tgPCS, iPCS, cIFS), hemisphere (left, right), and information domain (spatial, 
temporal) using repeated measures analysis of variance (ANOVA) in SPSS 
(www.ibm.com/software/analytics/spss/). If Mauchly’s test indicated a violation of 
sphericity (e.g., Experiment 4), lower bound corrections were applied to the degrees of 
freedom of the F-test to reduce the likelihood of false positives in the ANOVA. When no 
interaction involving hemisphere was found, we combined ROI data across hemispheres. 
Based on our hypotheses, we were primarily interested in interactions between ROI and 
task. When this interaction was significant in the ANOVA, we conducted a two-tailed 
paired t-test for each ROI to test the effect of information domain (4 comparisons). 
Within each experiment, the p-values from these t-tests were corrected for multiple 
comparisons using the Holm-Bonferroni method. Additional paired t-tests were 
performed (and similarly corrected) to test if each task was significantly activated in each 
frontal ROI relative to its sensorimotor control.  
 In Experiment 2, the resting-state data underwent additional processing using 
Matlab to reduce artifacts that could lead to spurious functional connectivity. Following 
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the preprocessing described above, the data underwent multiple regression with nuisance 
regressors including the average white matter signal, average signal from the ventricular 
regions of interest, whole brain signal averaged across the whole brain, and 12 motion 
regressors (6 motion parameters from Freesurfer motion correction and their 6 temporal 
derivatives). We then calculated the framewise displacement (Power, et al., 2013) for 
each timepoint and implemented impute-first scrubbing (Carp, 2013), where timepoints 
with framewise displacement greater than 0.5 mm were replaced with imputed values 
using nearest neighbor interpolation (interp1 function in Matlab). We then applied a 
band-pass filter (0.01 < ƒ < 0.08 Hz), implemented in Matlab (based on y_IdealFilter 
function in the DPARSF toolbox (Chao-Gan and Yu-Feng, 2010). After filtering, we 
removed the timepoints with high framewise displacement that were previously replaced 
with imputed values. We then calculated the average timecourse within each of the 12 
ROIs defined in Experiment 1 for each subject. Using Matlab, the Pearson’s correlation 
coefficients were calculated for each posterior ROI (IPS/TOS and STG/S) with each 
frontal ROI (sPCS, tgPCS, iPCS, and cIFS) within each hemisphere. Prior to averaging 
correlation data across subjects, the correlation coefficients for each subject were 
transformed using the Fisher r-to-z transform to mitigate the issue of non-additivity of 
correlation coefficients. Group-level significance of within-participant correlations was 
tested using t-tests on the z-values. Each of the 16 correlations was tested for significance 
compared to no correlation. For each frontal ROI, we compared its correlation with each 
of the two posterior ROIs. All correlation values reported are the average Pearson 
correlations computed using Fisher’s z-to-r transformation on the group average. All t-
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tests were then corrected for multiple comparisons using the Holm-Bonferroni method 
using the R software package (http://CRAN.R-project.org).  
Results 
 We performed four fMRI experiments: 1) direct comparison of sustained visual 
and auditory attention, 2) resting-state functional connectivity using regions of interest 
(ROIs) defined from Experiment 1, 3) two attentionally demanding visual short-term 
memory tasks differing in their spatial and temporal demands, and 4) two attentionally 
demanding auditory short-term memory tasks differing in their spatial and temporal 
demands. Together, Experiments 3 and 4 served as a two-by-two investigation to 
dissociate processing specific to sensory modality (visual/auditory) from that specific to 
information domain (spatial/temporal). Eleven participants were scanned in all 4 
experiments; however, one participant was excluded from analysis due to excessive head 
movements. 
Experiment 1: Sustained visual and auditory attention 
 Participants were instructed to monitor one of four informational streams (visual 
left, visual right, auditory left, auditory right) and press a button when they detected a 
digit (a rare event amongst letters) in that stream while ignoring digits presented in the 
competing streams (see Figure 2.1a). Subjects performed at 84.1 ± 12.7 percent correct 
for visual attention blocks and 79.9 ± 12.9 for auditory attention blocks with no 
significant difference in task performance (t9 = 0.94, P = 0.37), indicating they 
successfully monitored the correct stream in both conditions.  
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 Direct contrast of fMRI activation across the attended sensory modalities revealed 
two regions strongly biased for visual attention interleaved with two regions strongly 
biased for auditory attention in the caudal lateral frontal cortex of each hemisphere (see 
Figure 2.1b and Table 2.1). The superior precentral sulcus (sPCS) and inferior precentral 
sulcus (iPCS) exhibited a stronger blood-oxygen-level dependent (BOLD) response for 
visual compared to auditory sustained attention. This contrast identified the left sPCS in 8 
of 10 subjects, the right sPCS in 8 of 10 subjects, and the iPCS in both the left and right 
hemispheres of 9 of 10 subjects. We consistently observed a gap between these two 
visual-biased areas; within this gap we observed a significant bias for sustained attention 
to auditory over visual stimuli. In humans, the precentral sulcus divides into two or more 
sections (Ono et al., 1990). The gap we observed was consistently located where the 
precentral sulcus is divided by a transverse gyrus connecting the middle frontal gyrus and 
precentral gyrus; thus, we henceforth refer to this area as the transverse gyrus dividing 
the precentral sulcus (tgPCS). The fMRI contrast of auditory greater than visual attention 
identified the tgPCS in the left and right hemispheres of all 10 subjects. In addition to the 
tgPCS, we observed a more anteroventral region – the caudal portion of the inferior 
frontal sulcus (cIFS) – that showed BOLD responses biased toward auditory attention. 
cIFS was identified by the fMRI contrast in the left and right hemispheres of 9 of 10 
subjects. Although prior fMRI studies have reported either auditory or visual activation in 
caudal lateral frontal cortex, this is the first report of four interleaved regions exhibiting 
alternating visual and auditory biases.  
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Figure 2.1: Visual versus auditory sustained attention task (Experiment 1).  
Experiment 2: Intrinsic functional connectivity 
 The interleaved pattern of auditory- and visual-biased regions in the caudal lateral 
frontal cortex found in Experiment 1 suggests that these frontal regions may be part of 
two distinct networks. To investigate the network specificity of sPCS, iPCS, tgPCS, and 
cIFS for visual and auditory attention, we examined their intrinsic (resting-state) 
functional connectivity with two posterior cortical areas, intraparietal sulcus and 
transverse occipital sulcus (IPS/TOS) and superior temporal gyrus and sulcus (STG/S), 
that are associated with visual attention and auditory attention, respectively. The posterior 
ROIs were identified using the same contrast of sustained auditory versus visual attention 
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from Experiment 1. We excluded one subject who participated in Experiment 1 for whom 
we failed to observe the visual-biased ROIs. Three subjects had 1–2 hemispheric ROIs 
that could not be identified in Experiment 1 (total was 4 or 6% out of all 72 subject 
hemispheric ROIs; 9 subjects x 2 hemispheres x 4 ROI per subject hemisphere); we 
defined those “missing” ROIs using an event-related sustained attention task based on the 
same stimulus set (see online Methods for details). Using these seeds defined from data 
in Experiment 1, we calculated seed-to-seed functional connectivity for separate resting-
state fMRI runs collected in Experiment 2.  
  The results revealed remarkably specific intrinsic functional connectivity (see 
Figure 2.2 and Table 2.1). In both hemispheres, sPCS and iPCS (the frontal ROIs defined 
by a visual-attention bias) showed a strong correlation with the visual-biased IPS/TOS 
region (white bars; all r > 0.5, P < 0.005, Holm-Bonferonni-corrected) and no correlation 
with the auditory-biased STG/S region (black bars; all r < 0.05, P > 0.3, uncorrected). 
Conversely, in both hemispheres, tgPCS and cIFS (the frontal ROIs defined by an 
auditory-attention bias) showed no positive correlation with the visual-biased IPS/TOS 
region (all r < 0, P > 0.3, uncorrected, except right tgPCS: negative correlation p < 0.04, 
uncorrected) and a strong correlation with the auditory-biased STG/S region (all r > 0.35, 
P < 0.005, Holm-Bonferonni-corrected). Additionally, the correlations of each frontal 
ROI with IPS/TOS were significantly different from the correlations between the same 
frontal ROI and STG/S (left sPCS: t8 = 3.17, P = 0.013; left iPCS: t8 = 3.92, P = 0.009; 
left tgPCS: t8 = –6.67, P = 0.0006; left cIFS: t8 = –4.77, P = 0.004; right sPCS: t8 = 3.85, 
P = 0.008; right iPCS: t8 = 4.92, P = 0.004; right tgPCS: t8 = –15.46, P = 1.21e–6; right 
	  	  
45	  
cIFS: t8 = –3.99 P = 0.008, Holm-Bonferonni-corrected). Shifting the statistical threshold 
used to define the frontal ROIs did not qualitatively change the correlations with 
posterior regions (see Figure 2.5 at the end of the chapter). Combined with the task-based 
results of Experiment 1, these resting-state functional connectivity findings demonstrate 
that interleaved nodes of auditory attention and visual attention networks exist bilaterally 
in lateral frontal cortex.  
 
Figure 2.2 Intrinsic functional connectivity (Experiment 2) 
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Table 2.1: Regions of interest and statistics 
Experiments 3 & 4: Sensory modality and information domain 
 The critical test of the domain recruitment hypothesis is to investigate whether 
these frontal attention networks are flexibly recruited based on the information domain 
(spatial or temporal) of the task even if sensory information is restricted to the non-
preferred modality. Our domain recruitment hypothesis predicts that temporally 
demanding visual tasks will recruit the lateral frontal auditory attention network, and that 
spatially demanding auditory tasks will recruit the lateral frontal visual attention network. 
We tested this hypothesis by manipulating the spatial and temporal informational domain 
demands within visual (Experiment 3) and auditory (Experiment 4) sensory modalities 
using a change detection short-term memory paradigm. In these tasks, participants 
evaluated whether a change (50% chance) occurred between the target and probe (see 
Figures 2.3a, 2.4a, and Methods).  
 In the visual tasks of Experiment 3 (Figure 2.3), participants either attempted to 
detect a change in orientation in one of the four simultaneously presented red bars (spatial 
task) or attempted to detect a change in the onset-timing pattern of the four sequentially 
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presented red bars (temporal task). Subject performance was not significantly different 
between the two tasks (spatial: 81 ± 9%, temporal 80 ± 5%; t8 = 0.13, P = 0.90), as 
planned through extensive behavioral testing. The fMRI results demonstrate that the 
visual temporal task, but not the visual spatial task, recruited tgPCS and cIFS, the frontal 
regions of the auditory attention network identified from Experiments 1 and 2. An 
ANOVA revealed an interaction between information domain and ROI within the visual 
modality (F3,24 = 65.68, P = 1.03e–11), but no main effect of hemisphere (F1,8 = 0.11, P = 
0.74) or interactions between ROI and hemisphere (F3,24 = 0.72, P = 0.55), information 
domain and hemisphere (F3,8 = 2.69, P = 0.14), or ROI and information domain and 
hemisphere (F3,24 = 0.62, P = 0.61). We therefore combined ROIs from the two 
hemispheres. The visual temporal task showed a stronger response than the spatial task in 
the auditory-biased tgPCS (t8 = 5.94, P = 0.001) and cIFS (t8 = 3.93, P = 0.009). Only the 
visual temporal task (tgPCS t8 = 11.10, P = 3.1e–5; cIFS t8 = 5.56, P = 0.0016), but not 
the visual spatial task (tgPCS t8 = 0.77, P = 0.47; cIFS t8 = 1.39, P= 0.40), showed a 
significant BOLD response relative to the sensorimotor control (passive viewing + button 
press; see online Methods for details) in the auditory-biased ROIs. Conversely, for the 
visually-biased ROIs, the visual spatial task showed greater BOLD response in sPCS (t8 = 
2.60, P = 0.031) and iPCS (t8 = 8.56, P = 0.0001) compared to the visual temporal task, 
and both tasks showed a significant response relative to sensorimotor control (passive 
listening + button press; see Methods; Stats: spatial: sPCS t8 = 8.57, P = 0.0002; iPCS t8 = 
9.10, P = 0.0001; temporal: sPCS t8 = 7.45, P = 0.0004; iPCS t8 = 7.05, P = 0.0004). 
These results demonstrate that a purely visual task with high temporal demands can 
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flexibly recruit the auditory-attention biased frontal regions, tgPCS and cIFS, supporting 
the domain recruitment hypothesis. 
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Figure 2.3: Visual short-term memory tasks 
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 In the auditory tasks of Experiment 4 (Figure 2.4), participants attempted to detect 
a change in the spatial location (spatial task) or onset-timing pattern (temporal task) of 
four sequentially presented complex tones. Although behavioral data was not 
significantly different between the two auditory tasks, there is a trend toward the 
temporal task being more difficult (spatial: 77 ± 12%; temporal: 67 ±11%; t8 = 1.9, P = 
0.09). In the fMRI results, we observed a complementary relationship to that seen in the 
visual tasks; high spatial demands in the auditory tasks flexibly recruited the visual-
biased ROIs. An ANOVA revealed an interaction between information domain and ROI 
(F1,8 = 10.16, P = 0.012), but no main effect (F1,8 = 1.23, P = 0.30) or interactions with 
hemisphere (hemisphere*ROI: F1,8 = 1.78, P = 0.22; hemisphere*information domain: F1,8 
= 2.01, P = 0.19; hemisphere*ROI*information domain: F1,8 = 0.71, P = 0.43); therefore, 
we again combined the two hemispheres in our further analysis of the ROIs. Notably, the 
auditory spatial task showed stronger recruitment of visual-biased ROIs, sPCS (t8 = 5.44, 
P = 0.0024) and iPCS (t8 = 4.66, P = 0.0049) compared to the temporal task. In the 
auditory-biased ROIs, tgPCS and cIFS, no differences in BOLD response were found 
between the auditory spatial and temporal tasks (tgPCS: t8 = –0.66, P = 0.94; cIFS: t8 = 
0.76, P = 0.94), with both tasks showing significant activation versus the sensorimotor 
control task (spatial: tgPCS t8 = 6.00, P = 0.0016; cIFS t8 = 5.53, P = 0.0017; temporal: 
tgPCS t8 = 11.09, P = 3.11e–5; cIFS t8 = 5.91, P = 0.0016). Both tasks also showed a 
significant response versus sensorimotor control in sPCS (spatial: t8 = 8.13, P = 0.0003; 
temporal: t8 = 3.32, P = 0.011) and iPCS (spatial: t8 = 6.24, P = 0.001; temporal: t8 = 3.84, 
P = 0.0099). The observed functional differences cannot be attributed to eye movements 
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or motor responses: eye-tracking during the auditory task revealed no difference in the 
number of eye movements between the spatial and temporal task (t6 = 0.35, P = 0.74) and 
motor responses were also equivalent across tasks. As a final analysis we combined the 
results from Experiments 3 and 4 into a single three-way ANOVA and observed a highly 
significant 3-way interaction between ROI, sensory modality, and information domain 
(F3,24 = 49.77, P = 1.87e–10). Taken together, the increased response for the visual 
temporal compared to the visual spatial task in auditory-biased frontal ROIs and the 
increased response for the auditory spatial compared to auditory temporal task in visual-
biased frontal ROIs strongly support the domain recruitment hypothesis.  
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Figure 2.4: Auditory short-term memory tasks 
	  	  
53	  
Discussion 
 Experiments 1 and 2 demonstrate that sensory modality is a key factor in the 
functional organization of four regions in human lateral frontal cortex, while Experiments 
3 and 4 provide critical tests supporting the domain recruitment hypothesis. Four 
functionally distinct, anatomically interleaved regions run from the intersection of the 
precentral sulcus and the superior frontal sulcus down the precentral sulcus and into the 
caudal inferior frontal sulcus. These frontal cortical regions are distinguished by their 
preference for sensory modality, both in their 1) activation during a demanding attention 
task using auditory and visual stimuli with matched spatial and temporal demands and 2) 
intrinsic functional connectivity (resting-state) with posterior cortical areas that play key 
roles in auditory and visual processing. The two visual attention network areas that we 
identify are located in the sPCS and iPCS, while the two auditory network areas lie in 
adjacent cortex, on the tgPCS and just anterior to iPCS in the caudal IFS (cIFS). Intrinsic 
functional connectivity results suggest that these frontal areas each exhibit highly 
selective connectivity to posterior areas with known sensory biases.  
 Consistent with the domain recruitment hypothesis, Experiments 3 and 4 
demonstrated that both areas of each network could be flexibly recruited by the non-
preferred sensory modality if the information demands of the task played to the strength 
(i.e., spatial or temporal information) of the sensory modality associated with a particular 
region. A purely visual task with high temporal demands recruited the auditory-biased 
regions, tgPCS and cIFS, while a purely auditory task with high spatial demands 
recruited the visual-biased regions, sPCS and iPCS. The domain specificity hypothesis, a 
	  	  
54	  
related principle of working memory functional organization in lateral prefrontal cortex, 
suggests that working memory processes specific to an information domain – object 
identity or spatial location (‘what vs. where’) – would be anatomically localized in PFC 
(Goldman-Rakic, 1996). Although the validity of this hypothesis has been debated 
(Romanski, 2007; Rao et al., 1997; Postle, et al. 2000), it should be noted that the domain 
recruitment hypothesis differs in three primary ways: 1) it addresses temporal vs. spatial 
processing (‘when vs. where’); 2) it suggests that information domains are biased toward 
sensory modalities; and 3) it proposes that domains are flexibly recruited. The domain 
recruitment hypothesis predicts biases for both information domain and sensory modality 
in cortical regions, but is also compatible with some degree of heterogeneity of neural 
response properties within these regions. 
 Prior visual fMRI studies have identified visual topographic maps in the vicinity 
of sPCS and iPCS with a clear gap between the two regions (Hagler and Sereno, 2006; 
Kastner et al., 2007). sPCS is the putative human homolog of non-human primate frontal 
eye field (FEF) and this region is strongly recruited during visual attention and short-term 
memory tasks (Hagler and Sereno, 2006; Kastner et al., 2007; Paus, 1996; Courtney et 
al., 1998). Prior reports of visual attention and short-term memory in the vicinity of iPCS 
and IFS are more variable in their localization; there may be two distinct visual short-
term memory regions in this vicinity, a posterior one that is consistent with our iPCS and 
an anterior one sometimes referred to as dorsolateral prefrontal cortex (for example, see 
Hagler and Sereno, 2006). We observed the anterior region in some subject hemispheres, 
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but since it was not revealed in the majority of hemispheres in Experiment 1, we 
excluded this region from further analysis. 
 The two auditory areas identified here are less prominent in the neuroimaging 
literature, but activation near these regions has been observed in prior auditory attention 
and working memory studies. Activity in the vicinity of tgPCS has previously been 
reported bilaterally for pitch or tonal memory (Gaab et al., 2003; Koelsch et al., 2009) 
and verbal memory (Koelsch et al., 2009), but was referred to as either posterior 
dorsolateral prefrontal cortex or dorsal premotor cortex. Activity in the vicinity of cIFS 
has previously been reported on the right hemisphere for attention to tones (Braga et al., 
2013) and working memory for voices (Rämä and Courtney, 2005) and on the left for 
verbal working memory (Crottaz-Herbette et al., 2004; Awh et al., 1996) and attention to 
pitch (Hill and Miller, 2010). Prior studies have typically described such a functional area 
as inferior frontal gyrus, while we observe our activation with the sulcus. It also bears 
mentioning that cIFS is not Broca’s area, as Broca’s area lies ventral to the IFS. Post-
mortem receptor mapping has revealed fine-scale anatomical subdivisions in this vicinity 
(Amunts et al., 2010).  Further study will be required to investigate how the presently 
defined functional areas relate to those anatomical definitions.  
 Prior human neuroimaging work has primarily reported that auditory and visual 
responses merge in frontal cortex (Lewis et al., 2000; Johnson and Zatorre, 2006; Ivanoff 
et al., 2009; Karabanov et al., 2009; Tark and Curtis, 2009; Tombu et al., 2011; Braga et 
al., 2013). A few studies have reported a bias for one modality, but these results might 
reflect task or task difficulty biases rather than modality biases (Crottaz-Herbette et al., 
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2004; Jantzen et al., 2005; Rämä and Courtney, 2005; Sallet et al., 2013). One early PET 
study (Bushara et al., 1999) reported one auditory and one visual area in each frontal 
hemisphere in a spatial localization task, but the reported Talairach coordinates do not 
closely correspond to any single region identified in the present work.  
 Studies in non-human primates have indicated sensory-biased regions of caudal 
prefrontal cortex (Petrides and Pandya, 1999; Romanski and Goldman-Rakic, 2002; 
Romanski, 2007). Our findings from Experiments 1 and 2 provide a clear demonstration 
that human lateral frontal cortex also exhibits functional divisions organized around 
sensory modality regions. In non-human primates, the organization from dorsal to ventral 
appears to run auditory (BA8b), visual (BA8a), visual (BA45), auditory (BA12/47). In 
contrast, we observed an interleaved relationship running dorsal to ventral: visual (sPCS), 
auditory (tgPCS), visual (iPCS), auditory (cIFS). The regions described here in the 
human also are shifted caudally relative to the macaque cortical organization.  This 
caudal shift has been well documented from human FEF (for example, see Paus, 1996; 
Courtney et al., 1998) and thus a caudal shift for other working memory structures seems 
plausible. Further work is needed to understand the functional relationship between the 
human areas described here and the non-human primate auditory and visual areas 
previously described. 
 The modality appropriateness hypothesis states that each sensory modality is 
capable of processing either spatial or temporal information, but that biases exist. Our 
fMRI results indicate that spatial or temporal processing in lateral frontal cortex can be 
accessed by either vision or audition, but that strong biases exist for the sensory inputs. 
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Consistent with prior fMRI studies (Tark and Curtis, 2009), we found that auditory 
spatial attention recruits the sPCS. We also see this recruitment of iPCS, which has also 
been shown to contain spatial maps (Hagler and Sereno, 2006; Kastner et al., 2007). 
Where the visual-biased network contains spatial maps, the auditory-biased network may 
include mechanisms for encoding more complex temporal information. Components of 
the auditory network are involved in perceiving and rehearsing rhythms in the absence of 
overt movements (Karabanov et al., 2009; Chapin et al., 2010). This network is flexibly 
recruited when a visual task requires attention to a temporal pattern of stimulus onsets.  
 The caudal frontal regions identified in this study are located within cortical 
regions known to play a role in motor planning in addition to cognition and attention (for 
example, see refs. (Wallis and Miller, 2003; Badre et al., 2010). While sPCS, often 
referred to as FEF, has been implicated in the control of eye movements, attention 
researchers consider this area to be part of the dorsal attention network. We found no 
differences in eye movements between the spatial and temporal auditory tasks, indicating 
that the flexible recruitment of sPCS and iPCS for the spatial task cannot be attributed to 
eye motor response. Additionally, the sensory-biases reported in this study cannot be 
attributed to overt motor response, as the motor responses (button presses) were balanced 
across all tasks and conditions.  
 Our findings represent a significant step in defining and understanding the 
functional roles of distinct frontal cortical areas. Prior work employing meta-analysis or 
reverse inference have yielded important insights (for example, see Duncan and Owen, 
2000; Poldrack, 2006); however, most previous studies combine data across subjects, 
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laboratories, and paradigms, which spatially blurs functional divisions, potentially 
causing small areas to be missed entirely. Here, within-subject analysis minimizes 
blurring; as a result, we are able to define fine-scale functional organization of posterior 
lateral frontal cortex. Future investigations of frontal lobe organization may benefit from 
similar approaches. 
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Figure 2.5: Intrinsic functional connectivity across thresholds (supplementary).
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CHAPTER THREE: FLEXIBLE RECRUITMENT OF SUPERIOR TEMPORAL 
LOBE FOR SHORT-TERM MEMORY OF VISUAL TIMING PATTERNS 
 This purpose of this chapter is to test the applicability of the domain recruitment 
hypothesis beyond frontal cortex, into the posterior superior temporal cortex.  Here, the 
sustained attention task (Experiment 1) from Chapter 2 shows that a region in the 
posterior superior temporal gyrus is biased for auditory over visual attention.  The same 
region is also recruited for the visual temporal, but not visual spatial, task from 
Experiment 3 of Chapter 2, thus providing evidence for the domain recruitment 
hypothesis in posterior temporal cortex. 
Abstract 
 Sensitivity to ‘beat’ and rhythm differs across the sensory modalities, with 
audition showing a perceptual advantage over vision.  Based on prior behavioral studies, 
our neural hypothesis, the domain recruitment hypothesis, posits that sensory-biased 
(e.g., auditory) cortical regions will be recruited in tasks with stimuli of a different 
sensory modality (e.g., visual) if the information domain demands (e.g., temporal) are 
best suited for the sensory modality of the biased region (e.g., auditory).  Our prior study 
has found support for this hypothesis in frontal cortex, and here we test the extension of 
the domain recruitment hypothesis beyond frontal cortex, into the posterior superior 
temporal gyrus (pSTG).  In this study, the pSTG demonstrated an auditory bias in a 
sustained attention task.  The same region was also recruited for short-term memory of 
visual onset-timing patterns but not for visual spatial information, thus supporting the 
domain recruitment hypothesis in the posterior superior temporal lobe. 
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Introduction 
 Although vision provides temporal information, the references to visual rhythm 
are uncommon in our daily lives.  However, temporal patterns are essential in auditory 
processing and play a pivotal role in all forms of sound, including music and speech.  
Humans tend to be better at detecting rhythms when stimuli are presented aurally 
compared to visually (Glenberg et al., 1989; Glenberg and Jona, 1991; Grondin and 
McAuley, 2009; McAuley and Henry, 2010), and performance in detecting within-
modality temporal rate differences is better for audition than vision (Recanzone, 2003).   
 Multisensory research suggests that audition dominates vision in temporal 
judgments.  When auditory and visual stimuli are presented together, subjects tend to 
perceive the timing of the visual stimulus to be shifted more toward the auditory timing 
than the reverse in both a single flash/click paradigm (Fendrich and Corballis, 2001) and 
in judgments of rate (Welch et al., 1986; Recanzone, 2003).  An asymmetric interference 
effect has been observed when subjects need to make judgments about rhythms in one 
modality while presented with a distracting rhythm in another modality: the presence of a 
distracting auditory rhythm when making a visual rhythm decision has a greater 
detrimental effect on performance than a visual distracting rhythm when making an 
auditory rhythm decision (Repp and Penel, 2002; Recanzone et al., 2003; Guttman et al., 
2005); although, the auditory advantages in timing perception may be reduced at slower 
temporal scales (McAuley & Henry, 2010).  
 These behavioral findings support the modality appropriateness hypothesis, 
which posits that each sensory modality is capable of a variety of functions, but is better 
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than other modalities at certain functions; when sensory modalities conflict, the modality 
most “appropriate” for the particular function dominates (Welch and Warren, 1980).  The 
modality appropriateness hypothesis further proposes that these specializations are 
leveraged for unisensory short-term memory.  In this study of visual temporal and spatial 
tasks, visual inputs are cross-modally encoded into auditory short-term memory 
structures when the task has high temporal demands.  This has been perceptually 
described as “hearing visual rhythms” (Guttman et al. 2005; Burr et al. 2009; McAuley 
and Henry, 2010).   
 Based on these ideas, we make neural predictions in the domain recruitment 
hypothesis that sensory-biased attention networks will be recruited when the domain 
demands of a task were better suited for the modality of the sensory-biased network than 
the modality of the task stimuli.  Previous support for the domain recruitment hypothesis 
has been observed in both visual-biased and auditory-biased regions in the frontal lobe 
(Michalka et al., submitted, Chapter 2).  In addition, prior neuroimaging research (Grahn 
et al., 2011) partially supports the domain recruitment hypothesis by identifying a 
bilateral region in the posterior superior temporal gyrus (pSTG) that showed a significant 
BOLD response to both auditory and visual rhythms.  As shown in Figure 3.1, this region 
demonstrates a commonly observed hemispheric asymmetry (Steinmetz, 1991, Loftus et 
al., 1993), extending dorsally into the planum temporale (PT) in the left hemisphere and 
ventrally into the superior temporal sulcus (STS) on the right hemisphere.  This prior 
research demonstrates a response in the described pSTG region for visual rhythms but 
does not provide complete support for the domain recruitment hypotheses, as sensory 
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modality bias was not tested in this specific region of the pSTG (although modality bias 
was observed in nearby areas).  In this study, we explicitly test the domain recruitment 
hypothesis using two experiments.  First, we demonstrate that pSTG is biased for audition 
in a sustained attention task.  Second, we show that pSTG is recruited for a visual 
temporal short-term memory task, but not a visual spatial short-term memory task, 
extending prior findings that pSTG is recruited in processing of visual and auditory 
rhythms (Grahn et al., 2011). 
Methods 
 The methods and data for this analysis are identical to those found in Chapter 2 
with two exceptions.  First, one subject who was excluded from Experiment 3 of Chapter 
2 due to difficulties in ROI definition was included in this analysis.  Second, the temporal 
lobe ROI for this analysis was defined using the Montreal Neurological Institute (MNI) 
coordinates from a prior study of auditory and visual rhythms by Grahn and colleagues 
(2011).  The following section briefly summarizes the relevant methods from Chapter 2 
(Experiments 1 and 3).  
Participants 
 Eleven healthy individuals participated in the experiments.  All participants were 
right-handed with normal or corrected-to-normal vision and hearing, received monetary 
compensation, and gave informed consent according to the procedures approved by the 
Institutional Review Board at Boston University and Partners Healthcare.  One 
participant was excluded due to excessive head movements, leaving 10 participants for 
final analysis (mean age = 26.9 years, range 22–31 years; 5 females).  
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Data Collection  
 Structural and functional data were collected on a 3-T Siemens Tim Trio scanner 
with a 32-channel matrix coil.  A high-resolution (1.0 × 1.0 × 1.3 mm) magnetization-
prepared rapid gradient-echo sampling structural scan was acquired and used to 
reconstruct each cortical surface for each hemisphere of each subject.  Functional T2*-
weighted gradient echo, echo-planar images were collected using 42 3-mm slices (0% 
skip), oriented axially (time echo 30 ms, time repetition 2600 ms, in-plane resolution 
3.125 × 3.125 mm).  
Sustained visual and auditory attention task 
 Participants monitored 1 of 4 (2 auditory, 2 visual) rapid serial streams of 
distractor letters for the presentation of any digit (1–4), while ignoring all other streams.  
At the beginning of each block, participants were directed by an audiovisual cue to attend 
to one of the four streams (“watch left”, “watch right”, “listen left”, “listen right”), 
perform a sensorimotor control (“passive”), or simply hold fixation with only a central 
cross presented (“fixation”). The three remaining streams (not cued for a given block) 
contained only digits (1–9, excluding the 2-syllable digit 7).  Participants were instructed 
to press the corresponding button (1–4) whenever a digit was presented in the attended 
stream (3 times per 26 s block) but to ignore any digits presented in the other streams.  
Stimuli were presented for 300 ms followed by a 350 ms inter-stimulus interval (ISI). 
Each participant completed 3–6 fMRI runs, with each run containing 12 blocks evenly 
divided into 6 conditions: attend to left auditory, attend to right auditory, attend to left 
visual, attend to right visual, sensorimotor control, and fixation.  Participants were 
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instructed to maintain central fixation during all blocks and were eye-tracked in the 
scanner.  For this analysis, data were grouped across hemifields within each modality 
(e.g. attend auditory = attend to left auditory + attend to right auditory).  Each block 
included 40 serial stimulus presentations and was preceded by a 2.6 s cue period (voice 
and text indicating the next block). In the sensorimotor control condition, all streams 
contained only digits and participants were instructed to press each of the 4 available 
buttons 1 time at a relaxed pace at any point during the block.  
Spatial and temporal visual short-term memory tasks 
 Participants performed two visual short-term memory tasks in separate runs 
and/or sessions.  Both tasks used a change detection paradigm in which each trial 
comprised a target stimulus, followed by a 900 ms delay with only a fixation cross, and 
then a probe (50% chance of change from target in the attended feature) and response 
period. Subjects were instructed to respond using a right hand button press to denote 
whether the attended feature changed between the target and probe stimulus presentation 
(index finger = no change, middle finger = change).  In the visual spatial task, 
participants were instructed to covertly attend to the orientation of 4 red colored bars, 
oriented vertically or horizontally, among 12 blue distractor bars.  In the visual temporal 
task, participants were instructed to attend to the onset-timing pattern of 4 red bars 
presented sequentially with a variable stimulus onset asynchrony.  Location, orientation, 
and presentation order were constant between the stimulus and probe presentations.  Each 
task was compared to a sensorimotor control condition, where the stimuli matched the 
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active task condition and subjects were instructed to refrain from doing the task but to 
respond with a random button press at the end of each trial.   
fMRI analysis and ROI definition 
 Analysis was performed using Freesurfer/FS-FAST (CorTech, Inc.).  All subject 
functional data were registered to the individual’s anatomical data using the mean of the 
functional data, motion corrected by run, slice-time corrected, intensity normalized, 
resampled onto the individual’s cortical surface (voxels to vertices), and spatially 
smoothed with a 3-mm full-width half-maximum Gaussian kernel.  Scan time series were 
analyzed vertex-by-vertex on the surface using a general linear model (GLM) whose 
regressors matched the time course of the experimental conditions.  A contrast between 
different conditions produced t-statistics for each vertex for each subject.  
 For ROI analysis, the percent signal change measure was defined relative to the 
average activation level during the sensorimotor control condition.  Separately for each of 
the two tasks described above, we used repeated-measures (participants) analysis of 
variance (ANOVA) to test the relationship between the factors of task demands and 
hemisphere.  In the sustained attention task, auditory attention and visual attention served 
as the two levels of task demands.  In the visual short-term memory tasks, the spatial task 
and the onset-timing task served as the two levels of task demands.  We also conducted 
paired t-tests to determine if the BOLD response for each task was significantly different 
from its sensorimotor control condition (bar height significantly different from zero) and 
corrected these tests for multiple comparisons using the Holm-Bonferroni method (Holm, 
1979).   
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 The region of interest for analysis was defined using the left (x: -48, y: -42, z: 21; 
illustrated in Figure 3.1) and right (x: 57, y: -39, z: 15) superior temporal gyrus 
coordinates taken at the peak conjunction between auditory and visual conditions of a 
rate perception task (Table 2 in Grahn et al., 2011).  This ROI was selected both to 
confirm the finding of Grahn and colleagues (2011) that this region plays a role in 
temporal rate perception and to test the domain recruitment hypotheses.  In order to 
support the domain recruitment hypothesis, the pSTG region must be 1) modality-biased 
for audition in the sustained attention task and 1) more activated in the temporal 
compared to the spatial visual short-term memory task. 
Results 
 To test the domain recruitment hypothesis in the temporal lobe, we performed two 
fMRI experiments: a direct comparison of sustained visual and auditory attention 
(Experiment 1 from Chapter 2) and two attentionally demanding visual short-term 
memory tasks differing in their spatial and temporal demands (Experiment 3 from 
Chapter 2).  In the sustained attention experiment, subjects performed at 84.1 ± 12.7 
percent correct for visual attention blocks and 79.9 ± 12.9 for auditory attention blocks 
with no significant difference in task performance (t9 = 0.94, P = 0.37), indicating they 
successfully monitored the correct stream in both conditions.  In the visual short-term 
memory tasks, subject performance was not significantly different between the two tasks 
(spatial: 81.6 ± 8.9%, temporal 80.2 ± 4.8%; t9 = 0.50, P = 0.63).  
 To test the first component of the domain recruitment hypothesis, we used the 
sustained attention experiment to determine if the pSTG showed an auditory modality-
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bias.  An ANOVA revealed a main effect of task demands, with a significantly stronger 
BOLD response for attending to auditory than attending to visual stimuli (F1,9 = 45.99, P 
= 8.07e-5).  The ANOVA showed no main effect (F1,9 = 0.29, P = 0.61) or interaction 
(F1,9 = 1.09, P = 0.32) with hemisphere; therefore, we combined the data across 
hemispheres for visualization (see Figure 3.1).  In addition, the pSTG showed a 
significant response for the auditory attention condition (t9 = 5.41, P = 0.0009), but not 
for the visual attention condition (t9 = -0.62, P = 0.55), when compared to the 
sensorimotor control.  These results suggest that pSTG is an auditory-biased region and 
indicate that this region is appropriate to test the domain recruitment hypothesis. 
 
Figure 3.1: Auditory and visual attention in pSTG 
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 We next used the two visual short-term memory tasks to test if pSTG is flexibly 
recruited when a visual task has high temporal demands.  The temporal VSTM task 
showed significantly stronger recruitment of pSTG compared to the spatial VSTM task, 
as shown by the main effect of task in our ANOVA (F1,9 = 14.48, P = 0.004).  As in the 
sustained attention task, no hemispheric main effect (t9 = 1.24, P = 0.32) or interaction (t9 
= 3.31, P = 0.10) was observed.  Therefore, we combined the data across hemispheres for 
further analysis (see Figure 3.2).  In addition, the temporal VSTM task significantly 
recruited the pSTG relative to the sensorimotor control (t9 = 4.58, P = 0.0004), while the 
spatial VSTM task did not show any recruitment of pSTG (t9 = -0.79, P = 0.44).  Taken 
together, the results from the sustained attention and VSTM tasks support the domain 
recruitment hypothesis. 
 
Figure 3.2: Visual short-term memory in pSTG 
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Discussion 
 This fMRI study supports the extension of the domain recruitment hypothesis 
beyond frontal cortex, into the posterior superior temporal cortex.  In order to support the 
domain recruitment hypothesis, a region must show both a sensory modality bias (e.g., 
audition) and flexible recruitment during a task in different modality (e.g., vision) with 
domain demands that are most appropriate for the sensory bias of the region (e.g., 
temporal structure).  In this study, the pSTG demonstrated an auditory bias in a sustained 
attention task.  The same region was also recruited for short-term memory of visual 
onset-timing patterns but not for visual spatial information, thus supporting the domain 
recruitment hypothesis in the posterior superior temporal lobe.  
 Previous neuroimaging studies of the perception and production of rhythms have 
identified a number of regions, including the supplementary motor areas, basal ganglia, 
dorsolateral prefrontal cortex, and superior temporal cortex (Jantzen et al., 2005; Grahn 
and Brett, 2007; Chen et al., 2008; Bengtsson et al., 2009; Shih et al., 2009).  These 
regions are likely part of a complex network that may also be implicated in auditory-
motor functions.  In order to test our domain recruitment hypothesis, we focus on a small 
region in the posterior superior temporal gyrus, as many studies suggest that this area is 
biased for auditory processing (Ivanoff et al., 2009), though others identify multisensory 
activity in this general area (e.g., Calvert et al., 2000; Calvert 2001; Macaluso et al. 2003; 
Noesselt et al. 2007; Stevenson et al. 2010; Marchant et al. 2012).  Grahn and colleagues 
(2011) identified bilateral pSTG regions that were activated in both an auditory and a 
visual rhythm perception task; however, they also noted greater response to auditory than 
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visual stimuli in the superior temporal gyrus.  Similarly, we found a bias for auditory 
attention in pSTG and recruitment of this area in a visual timing-onset short-term 
memory task.  Notably, we did not observe hemispheric effects in our region of interest 
analysis, with no significant main effect of hemisphere or interaction between hemisphere 
and visual task; however, it is important interpret this with respect to the hemispheric 
asymmetry within the definition of our region of interest (see Figure 3.1).   
 While this work along with a prior study (Grahn et al., 2011) demonstrates 
recruitment of posterior temporal cortex in the processing of visual timing structure, the 
mechanisms of recruitment are currently debated.  Some researchers have argued that 
information about visual timing structure is obligatorily coded by auditory-biased 
mechanisms (Guttman et al., 2005); although McAuley and Henry (2010) strongly argued 
against obligatory coding by showing 1) greater sensitivity to implied beat in auditory 
compared to visual rhythms, 2) opposite tempo judgments for short final interval, with 
auditory rhythms perceived as speeding up but visual rhythms perceived as slowing 
down, 3) modulation of visual beat sensitivity by prior auditory exposure, and 4) 
individual differences effects.  They instead argue for a weaker hypothesis that auditory 
encoding of visual rhythms can be encouraged by prior auditory experience.  Related to 
this idea, cognitive or premotor strategies may play an important role in behavioral and 
imaging effects observed in studies of auditory and visual rhythms (Karabanov et al., 
2009).  Neuroimaging studies observe a similar network of activation for auditory and 
visual tasks, both when rhythms for reproduction are learned before scanning (Karabanov 
et al., 2009) and when subjects made online temporal judgments about speeding up or 
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slowing down of a rhythm (Grahn et al., 2011).  While Grahn and colleagues observed 
stronger auditory response in the STG, this area did not demonstrate the order-dependent 
differences seen in bilateral putamen; the putamen showed increased activity when visual 
sequences were preceded by auditory sequences relative to the activity when auditory 
sequences were preceded by visual sequences. 
 The goal of this chapter was to describe evidence supporting the domain 
recruitment hypothesis in auditory-biased temporal cortex and to provide symmetry with 
the investigations of visual-biased parietal recruitment in an auditory spatial task.  Only a 
small region in the pSTG was selected for analysis based on prior research in visual 
rhythms; however, the superior temporal cortex includes numerous subregions and has a 
complex functional organization.  The posterior superior temporal cortex is thought to 
play a role is speech, music, and auditory-motor interactions.  The region investigated in 
this work is referred to as pSTG in alignment with the source used to define the 
coordinates (left: –48, –42, 21, right: 57, –39, 15, Grahn et al, 2011) but may largely 
overlap with the planum temporale (PT) and/or the temporo-parietal junction (TPJ).  
Imaging studies have shown recruitment in a similar region for rehearsal of musical 
stimuli (left TPJ: –54, –39, 20, Hickok et al., 2003) and for production of trained 
rhythms, regardless of the sensory modality used to train or cue the rhythm (left TPJ –46, 
–40, 20, right STG 58, –30, 8; Karabanov et al., 2009).  Other studies have suggested that 
the PT is a computational hub for spectrotemprorally complex auditory information 
(Griffiths and Warren, 2002; Marchant and Driver, 2013) and plays a key role in 
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auditory-motor interactions (Zatorre et al., 2007).  Future research should continue to 
investigate flexible recruitment and sensory integration in these regions. 
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CHAPTER FOUR: AUDITORY SHORT-TERM MEMORY FOR SPATIAL 
LOCATIONS RECRUITS ANTERIOR VISUOTOPIC REGIONS OF THE 
SUPERIOR PARIETAL LOBULE 
Abstract 
 Audition and vision both convey spatial information about the environment. 
While many visual spatial maps have been identified in the cerebral cortex, no auditory 
spatial maps have been reported, and the cortical representations of auditory spatial 
information remain coarsely understood.  One intriguing hypothesis is that auditory 
spatial information recruits the visuospatial maps within parietal cortex. The intraparietal 
sulcus (IPS) contains contralateral visual field maps, and visual attention and working 
memory modulate activity in these maps.  Neuroimaging studies demonstrate that parietal 
cortex is activated during auditory spatial attention and working memory tasks, but prior 
work has not demonstrated that auditory activation occurs within visual spatial maps in 
parietal cortex. Here, we used functional magnetic resonance imaging to test the 
hypothesis that auditory spatial short-term memory can recruit visuotopic maps in 
posterior parietal cortex.  Subjects performed a spatial and a temporal auditory short-term 
memory task.  We used retinotopic mapping to identify 6 visuotopic areas in each 
hemisphere (intraparietal sulcus: IPS0, IPS1, IPS2, IPS3, IPS4; superior parietal lobule: 
SPL1) and found that the anterior/superior maps (IPS2–IPS4, SPL1) were recruited in the 
auditory spatial but not temporal task.  Neither task recruited the posterior/inferior 
regions IPS0 and IPS1. Both tasks activated additional parietal regions, located anterior 
and lateral to the defined visual maps.  These findings support the hypothesis of multi-
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sensory spatial maps in anterior, but not posterior superior parietal lobule and 
demonstrate that recruitment of these maps depends on auditory task demands. 
Introduction 
 Short-term memory (STM) of spatial position allows for flexibility in planning 
and executing actions in the absence of continuous sensory information.  Spatial 
information can be obtained via multiple sensory modalities; however the visual system 
generally provides higher resolution spatial information than the auditory system. The 
visual processing stream preserves the spatial organization of the retina, and the human 
cortex contains more than 20 visually defined spatial maps (e.g. Sereno et al. 1995; 
Swisher et al. 2007; Wandell et al. 2007; Silver and Kastner 2009).  In contrast, auditory 
spatial information must be binaurally reconstructed from interaural time and level 
differences between the cochleae (Rayleigh, 1907), and distinct auditory spatial maps 
have not been identified in human cortex.  In non-human primates, evidence suggests that 
area VIP and area LIP neurons can code auditory, visual, or bimodal spatial information; 
although, often the auditory responses in area LIP depend on the salience of the auditory 
spatial information (Cohen et al., 2005; Schlack et al., 2005; Cohen, 2009). The precise 
human homologues of area LIP and VIP are still debated (Konen and Kastner, 2008a; 
Jerde et al., 2012; Sereno and Huang, 2014). Leading candidates for homology are the 
visuotopically mapped regions in and around the intraparietal sulcus.  Here, we 
investigate the coding of auditory spatial information in these visuotopic parietal regions 
and neighboring regions.  
	  	  
76	  
 Prior work demonstrates that visual attention and STM recruit both parietal 
visuotopic maps and neighboring parietal regions that lack identified spatial maps (e.g., 
Sheremata et al. 2010; Szczepanski et al., 2010).  Both spatial and non-spatial auditory 
tasks also recruit lateral parietal areas (Zatorre et al., 2002; Arnott et al., 2005; Alain et 
al., 2010; Leung and Alain, 2011; Salo et al., 2013), with many studies reporting stronger 
recruitment for spatial tasks.  Based on overlapping activity in human neuroimaging data 
of auditory and visual spatial tasks (Jiang and Kanwisher, 2003; Krumbholz et al., 2009; 
Tark and Curtis, 2009; Smith et al., 2010) and dual coding in non-human primate 
electrophysiology (Bremmer et al., 2001; Cohen et al., 2005; Cohen, 2009), many 
researchers have proposed shared multisensory spatial maps.  However, these studies are 
inconclusive regarding the question of visual map recruitment by auditory inputs in 
humans, as they failed to identify the visuotopic maps of individual subjects. A prior 
study from our laboratory reported that sustained auditory spatial attention yielded 
activation that spared visuotopic maps but recruited regions lateral and anterior to these 
maps (Kong et al., 2014); however, this negative finding leaves open the possibility that 
the auditory task may not have been sufficiently spatially demanding to recruit visual 
parietal maps.  
 Here, we tested the hypothesis that auditory spatial STM flexibly recruits parietal 
visuospatial maps by employing demanding spatial and temporal auditory STM tasks that 
required localizing multiple targets per trial.  We also identified visuotopic IPS regions in 
individual subjects.  We observed that auditory spatial STM modulated activity in the 
	  	  
77	  
anterior parietal maps (IPS2-IPS4, SPL1) but spared posterior maps (IPS0-IPS1), while 
the auditory temporal STM task did not recruit any of the spatial maps. 
Methods 
Participants and Paradigm 
 Eleven healthy, right-handed adults with normal or corrected-to-normal vision 
and hearing participated in these experiments, received monetary compensation, and gave 
informed consent according to the procedures approved by the Institutional Review 
Board at Boston University and Partners Healthcare.  One participant was excluded due 
to excessive head movements, leaving 10 participants (age 22–31 years; 5 females; 2 
authors: S.W.M. and M.L.R.). 
 Participants were instructed to attend to either the locations or onset-timing 
patterns of a series of auditory stimuli in a change detection task.  A verbal cue indicated 
the relevant feature (location or onset-timing pattern) at the beginning of each block (8 
trials).  Each trial comprised a target stimulus, a delay, a probe (which either was 
identical to or differed from the target in the attended feature with 50% chance), and 
response period (see Figure 4.1). Tasks were contrasted with a sensorimotor control 
condition, in which participants were instructed to refrain from doing the task and to 
respond with a random button press after each trial.  Each run lasted 7 minutes and 37.6 
seconds and contained two 59.8-second blocks each of the spatial task, temporal task, and 
sensorimotor control conditions, plus a 28.6-second block of fixation.  A 2.6-second cue 
preceded each block, and 10.4-second fixation period began and ended each run. 
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 Each stimulus comprised a sequence of 4 complex tones, with each tone 
containing the first 3 harmonics of 3 fundamental frequencies (130.81 Hz, 174.61 Hz, 
and 207.65 Hz) at equal intensity, ramped on and off with a 16-ms-long cosine squared 
window.  Each tone’s duration was 370 ms; tones were separated by irregular between 
tone intervals (BTI) ranging from 120 to 420 ms.  Tones were spatially localized along 
the azimuth using interaural time differences (ITD) of  –1000 μs, –350 μs, 0 μs, 350 μs, 
and 1000 μs.  The first tone in the sequence was always located centrally (0 μs ITD), 
while the subsequent three tones were randomly assigned to have three of the four 
remaining ITDs.  In spatial task “change” trials, one of the three tones after the initial 
tone was played with the unused ITD.  In temporal task “change” trials, one of the probe 
BTIs either increased or decreased by at least 50 ms compared to the target stimulus.  In 
both conditions, the values of the task-irrelevant dimension (location or timing for the 
timing and spatial tasks, respectively) were identical for target and probe.  In the 
sensorimotor control condition, the target and probe were always identical along the both 
dimensions. 
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Figure 4.1: Auditory spatial and temporal change-detection tasks.  
Oculomotor control 
 We instructed subjects to maintain fixation throughout each run on a white “plus” 
sign (~1°) centered on a dark gray background. Eight participants were eye-tracked in the 
scanner using an EyeLink system (http://www.sr-research.com); technical issues 
prevented proper eye-tracking in the remaining 2 participants, who were both 
experienced subjects with a proven ability to hold fixation both outside of the scanner and 
during other tasks in the scanner.  All non-excluded participants made eye movements 
(>2°) in less than 7% of task trials, and subjects averaged less than 2 saccades during the 
entire data collection period. 
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Neuroimaging methods and preprocessing 
 Each subject participated in a minimum of 3 sets of scans across multiple sessions 
to collect anatomical scans, functional task data, and visuotopic mapping data.  A high-
resolution (1.0 × 1.0 × 1.3 mm) magnetization-prepared rapid gradient-echo sampling 
structural scan was acquired for each subject on order to computationally reconstruct the 
cortical surface of each hemisphere using FreeSurfer software 
(http://surfer.nmr.mgh.harvard.edu/).  For the functional auditory task data, T2*-weighted 
gradient echo, echo-planar images were collected using 42 3-mm slices (no skip), 
oriented axially (time echo 30 ms, time repetition 2600 ms, in-plane resolution 3.125 × 
3.125 mm).  Imaging for all auditory data was performed at the Center for Brain Science 
Neuroimaging Facility at Harvard University on a 3-T Siemens Tim Trio scanner with 
32-channel matrix coil.  For 6 subjects, structural and visuotopic mapping scans were 
collected on an identically equipped scanner at the Martinos Center for Biomedical 
Imaging at Massachusetts General Hospital.  For visuotopic mapping (retinotopy), 
subjects were asked to maintain fixation while a flashing checkerboard wedge (arc: 72°; 
flashing rate: 4 Hz; sweep period: 42.67 s; cycles per run: 12) rotated around a central 
fixation point (see Swisher et al., 2007 for detailed description).  
 Functional data were registered to the individual’s anatomical data using the mean 
of the functional data, motion-corrected by run, slice-time corrected, intensity 
normalized, resampled onto the individual’s cortical surface, and spatially smoothed with 
a 3-mm full-width half-maximum Gaussian kernel.  Surface-based statistical analysis 
employed a general linear model (GLM) and region of interest (ROI) analysis using 
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Freesurfer FS-FAST (Version 5.1.0).  The cue period time points and 3 motion vectors 
(reduced from 6 degrees of freedom in motion correction) were excluded as nuisance 
regressors.  The canonical hemodynamic response function (γ function; delay: δ = 2.25 s; 
decay time constant τ = 1.25) was convolved (Cohen, 1997) with the regressors before 
fitting. 
ROI definition and statistical analysis 
 Visuotopic mapping defined 6 regions per hemisphere on individual subjects – 
IPS0, IPS1, IPS2, IPS3, IPS4, SPL1 (Swisher et al., 2007; Silver & Kastner, 2009). We 
defined four additional parietal ROIs per hemisphere for each subject based on an atlas 
constructed from resting-state functional connectivity analysis of 1000 brains (Yeo et al., 
2011).  Lateral IPS corresponds to the parietal region of the frontoparietal / cognitive 
control network.  The other three regions were defined by excluding the visuotopically 
defined ROIs from the parietal component of the dorsal attention network (DAN), 
resulting in lateral fundus (funIPS), anterior (antIPS), and dorsomedial (mSPL) ROIs for 
each subject.  We then masked our visuotopic ROIs to include only vertices with a 
contralateral phase preference and significance threshold of p < 0.05 in the visuotopy data 
in order avoid false positive findings in our visuotopic maps because of adjacency effects.  
Under these constraints, we were unable to define a SPL1 for one subject and IPS4 for 
another subject, thus reducing the N for those ROIs. 
 To accommodate the two subjects with incomplete ROIs definition (leading to an 
unbalanced design), we use a linear mixed model in SPSS (www.ibm.com/software/ 
analytics/spss/) with fixed effects of task (2 levels), ROI (10 levels), and hemisphere (2 
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levels) plus their interactions.  To align with traditional repeated measures analysis of 
variance (ANOVA), the model included a full factorial random structure plus intercept 
using scaled identity covariance with repeated subjects.  This approach yields non-integer 
degrees of freedom; in the results we round these to the nearest integer.  P-values from 
post-hoc t-tests were corrected for multiple comparisons using the Holm-Bonferroni 
method. 
Results 
 Both the spatial and temporal change-detection tasks were intended to be difficult 
with high short-term memory demands.  Although the tasks were piloted outside of the 
scanner and designed to yield equivalent performance, performance during fMRI 
scanning exhibited a trend toward lower performance during the timing condition (66.6% 
± 10.1%) than in the spatial condition (77.4% ± 11.1%; t(9) = 2.22, p = 0.054, paired t-
test).  Therefore, if greater BOLD activation is observed for the spatial condition than for 
the timing condition, this cannot be attributed to task difficulty.  Nor can BOLD signal 
differences be attributed to eye movements; subjects held fixation on over 98% of trials, 
and eye-tracking revealed no differences between the spatial (98.5% ± 2.4%) and 
temporal (98.8% ± 2.3%) conditions (t(7) = 0.47, p = 0.65).   
 We hypothesized that parietal visuotopic regions would be flexibly recruited 
under high auditory spatial task demands.  To support this hypothesis, a region must meet 
three criteria: 1) significant activity in the auditory spatial condition, 2) no significant 
activity in the auditory temporal condition; and 3) a greater response in the spatial 
compared to temporal condition.  We restricted our fMRI data analysis to the parietal 
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lobe, evaluating six parietal visuotopic regions: IPS0-4 and SPL1, and four neighboring 
non-visuotopic parietal regions: latIPS, antIPS, funIPS and mSPL (see Materials and 
Methods). A linear mixed model revealed an interaction between ROI and task (F(9,323) = 
5.310, p = 9.06e-7), but no main effect of hemisphere (F(1,55) = 0.035, p = 0.852) or 
interactions (hemisphere*task: F(1,118) = 0.004, p = 0.952; hemisphere*ROI: F(9,323) = 
1.830, p = 0.062, trending; hemisphere*task*ROI: F(9,99) = 0.312, p = 0.969).  After 
finding no interactions with hemisphere, we combined data across hemispheres for 
further analysis (see Table 4.1 for statistics).  
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Figure 4.2: Comparison of auditory spatial and temporal task activations 
  The anterior parietal visuotopic maps (IPS2, IPS3, IPS4, SPL1) met all three 
criteria supporting flexible recruitment in auditory spatial STM (see Figure 4.2a and 
Table 4.1).  Each region demonstrated a stronger response in the auditory spatial 
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compared to temporal condition.  Additionally, these regions were recruited for the 
auditory spatial task, but not the auditory temporal task when compared to the 
sensorimotor control. In contrast to the anterior regions, the posterior visuotopic parietal 
ROIs (IPS0 and IPS1) show no significant response in either the spatial or temporal task 
and did not respond differently in the two conditions. Thus, visually mapped regions 
IPS2, IPS3, IPS4, and SPL1 meet our criteria for flexible recruitment in an auditory 
spatial task, while IPS0 and IPS1 were not recruited in either task.   
  In regions adjacent to these visuotopic maps (see Figure 4.2b), we observe a 
different pattern of task responses. All four regions showed a stronger response for the 
spatial task relative to the temporal task.  However, latIPS and antIPS showed significant 
activity in both the spatial and temporal tasks, while the mSPL and funIPS were recruited 
for the spatial but not the temporal task.  Here, mSPL and funIPS meet all three criteria to 
support flexible recruitment, while antIPS and latIPS are recruited for both auditory tasks. 
Table 4.1: MNI coordinates and statistics for ASTM 
mean std mean std t p t p t p
Visuotopic
   IPS0 24,-81,20 4,4,6 25,-77,24 3,6,5 -2.054 0.701 -1.701 0.862 -0.073 0.944
   IPS1 -18,-79,38 3,4,5 23,-70,37 4,3,7 -0.329 1.000 -1.983 0.708 2.072 0.136
   IPS2 -16,-69,47 3,7,6 17,-65,50 4,3,7 5.128 0.009 * 1.197 1.000 6.307 0.001 *
   IPS3 -21,-61,55 5,5,7 23,-57,56 5,5,7 7.014 0.001 * 1.361 1.000 5.062 0.005 *
   IPS4 -29,-53,50 6,7,9 29,-53,50 6,7,7 8.763 4.28E-04 * 1.935 0.712 4.079 0.018 *
   SPL1 -11,-61,55 2,4,4 10,-60,57 3,5,4 5.375 0.009 * 0.499 1.000 3.751 0.022 *
Non-Visuotopic
   antIPS -37,-38,38 5,5,4 36,-36,39 5,2,1 9.834 8.22E-05 * 4.045 0.032 * 5.602 0.003 *
   latIPS -43,-55,37 0,0,0 45,-52,42 0,0,0 5.330 0.007 * 4.241 0.026 * 3.567 0.022 *
   funIPS -24,-62,38 2,1,6 28,-61,39 2,2,6 5.444 0.007 * 1.115 1.000 4.997 0.005 *
   mSPL -15,-55,57 7,4,8 11,-55,60 2,5,4 6.220 0.003 * 1.682 0.862 4.634 0.007 *
lateral IPS has std of zero because it is from an atlas
p values are corrected using Holm-Bonferroni method
Spatial     Temporal   Spatial vs. Temporal
MNI coordinates
Left Hemisphere Right Hemisphere
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Discussion 
 The fMRI findings from this auditory short-term memory study provide evidence 
that anterior visuospatial maps of the superior parietal lobule – IPS2, IPS2, IPS4 and 
SPL1 – are recruited under high auditory spatial demands but not during similarly 
demanding auditory temporal demands. In contrast, posterior/inferior visuotopic IPS 
regions – IPS0 and IPS1 – did not show a significant response for either the spatial or 
temporal tasks relative to a sensorimotor control.  These results demonstrate that auditory 
recruitment of anterior visuotopic parietal regions is flexible and dependent on the spatial 
task demands.  In the absence of high spatial task demands, auditory processing failed to 
recruit any of the visuotopic parietal regions.  This study demonstrates a functional 
dissociation within the visuotopic maps of IPS, and when combined with prior parietal 
research, suggests that IPS maps may become progressively more multisensory as we 
move anteriorly.  Figure 4.2c summarizes responses to the spatial and temporal ASTM 
tasks for all parietal regions of interest. 
 Adjacent to these visuospatial maps, parietal regions, where visuotopic maps have 
not been consistently identified, demonstrate a different functional dissociation in 
auditory short-term memory.  All four regions showed a stronger response for the spatial 
task relative to the temporal task; however, the more lateral regions – latIPS and antIPS – 
showed significant activity in both tasks, while the more medial regions – mSPL and 
funIPS – were recruited only for the spatial task.  AntIPS and latIPS are driven by both 
auditory tasks and can also be driven in visual attention tasks (e.g., Sheremata et al. 
2010), suggesting they may be multisensory regions that play a more general role in 
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attention and cognitive control. In contrast, funIPS and mSPL display the same response 
pattern and the superior visuotopic maps, recruitment for high auditory spatial but not 
temporal task demands.  As shown in Figure 4.2c, these two regions share large borders 
with the superior visuotopic maps; while our visuotopic mapping technique did not 
identify visuotopic maps in funIPS or mSPL, we cannot rule out the possibility that these 
regions contain additional visuotopic maps or are part of currently identified visuotopic 
maps (e.g., IPS2/3/4, SPL1). This study suggests that the primarily function of funIPS 
and mSPL is related to spatial processing, but further investigation is warranted regarding 
the mechanisms for this spatial processing. 
 Prior neuroimaging studies of the parietal lobe have reported overlap between 
visual and auditory tasks (Jiang and Kanwisher, 2003; Krumbholz et al. 2009; Smith et 
al. 2010), but the question of auditory processing in visuotopic parietal cortex was only 
explicitly addressed in one prior study (Kong et al., 2014).  In that study, we found that 
auditory attention drove non-visuotopic regions anterior and lateral to the visuotopic 
regions of IPS, but failed to recruit visuotopic IPS.  Multi-voxel pattern analysis revealed 
that IPS regions contained information about the direction of auditory spatial attention, 
but we could not rule out cross-sensory suppressive effects. Our present results represent 
a positive finding, but this only occurred with much higher spatial task demands than in 
our prior study (task: attention to one of two left/right spatialized auditory speech 
streams); the temporal task results here replicate the Kong et al. finding of auditory 
sparing of visuotopic IPS. Importantly, our auditory spatial task was not more difficult 
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than our temporal task (trending effect of better performance for temporal task), avoiding 
potential task difficulty confounds.   
 Previous work observed auditory spatial processing within visuotopic frontal eye 
fields in the absence of eye movements (Tark and Curtis, 2009).  Similarly, the effects 
observed here cannot be attributed to eye movements: eye-tracking indicated no 
difference in eye movements between the spatial and temporal tasks, and neither task 
showed a significant response compared to the sensorimotor control in two regions driven 
by saccades: IPS0 and IPS1 (Schluppeck et al., 2005; Konen and Kastner, 2008a).   
 The non-human primate literature provides evidence of responsiveness to auditory 
stimuli in at least two areas thought to have homologues in the area investigated in this 
study.  In macaque electrophysiology, neurons in lateral intraparietal area (LIP) and 
ventral intraparietal area (VIP) show overlap in their spatial receptive fields for auditory 
and visual stimuli, although VIP demonstrates stronger firing rates and a greater 
proportion of neurons responding to auditory stimuli (Schlack et al., 2005) relative to 
recordings in LIP, which are strongest when auditory stimuli are task relevant or 
presented in complete absence of visual stimuli (Mullette-Gillman et al., 2005, Cohen, 
2009).  
 Debate about how non-human primate regions map onto the human brain is fueled 
by anatomical differences between species and the fact that functional correlates do not 
perfectly align with anatomical landmarks. The homologue of monkey LIP is thought to 
be shifted from the lateral bank of IPS in monkeys to the medial bank of human IPS 
(Grefkes and Fink, 2005; Swisher et al., 2007), while the VIP homolog may be less 
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shifted, lying anterior to the LIP homolog (Sereno & Huang, 2014). It is not fully clear 
which IPS regions are homologous to LIP and VIP. IPS0 and IPS1, which share a foveal 
representation, are demonstrated here to be vision specific regions that contain maps of 
visual space. IPS2/3/4 and SPL1 can be recruited by auditory tasks with strong spatial 
task demands, and prior work demonstrates that their visual maps are in eye-centered, 
rather than head-centered coordinates (Golomb & Kanwisher, 2012).  This makes them 
strong candidates for LIP homologues, since in non-human primates, VIP is primarily in 
head-centered coordinates (Grefkes and Fink, 2005), while recent evidence strongly 
suggests a hybrid eye- and head-coordinates in LIP (Mullette-Gillman et al., 2009; 
Cohen, 2009).  IPS2 has been demonstrated to contain a priority map (Itti and Koch, 
2000; Fecteau and Munoz, 2006; Bisley and Goldberg, 2010) of space across attention, 
working memory and intentional paradigms and has been posited as a homolog to LIP 
(Jerde et al., 2012).  Studies of saccades and smooth pursuit eye movements suggest that 
IPS1/2 correspond to LIP, while a map beyond IPS4 (i.e., IPS5, Levy et al., 2007; Konen 
& Kastner, 2008a) corresponds to VIP.  Combined tactile-visual studies report a 
somatosensory body map in which face representations overlap visual maps observed 
with wide-field looming stimuli. The correspondence between these wide-field parietal 
maps and the numbered IPS maps is not fully clear and these regions may reflect 
previously unidentified mapped regions that lie superior and anterior to IPS2-4 (Sereno 
and Huang, 2014).  
 Although homology questions are far from resolved, one possible interpretation 
suggested by our findings and prior results discussed above, is that IPS2–4 are 
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homologous to monkey LIP. We observed that these regions were only recruited by 
auditory processing during highly demanding spatial tasks; this mirrors reports that 
auditory responses in monkey LIP depend on stimulus salience (Mullette-Gillman et al., 
2005, Cohen, 2009).  Since monkey VIP has stronger auditory inputs, we suggest that 
antIPS (which includes Konen and Kastner’s IPS5) and latIPS are homologous to 
monkey VIP. The VIP homology, at least, is incomplete; visual-tactile experiments 
suggest that the VIP homolog includes regions that appear to lie anterior and/or superior 
to our IPS2–4 (Sereno & Huang, 2014). Wide-field retinotopic mapping with looming 
stimuli has reported visual field maps in those regions. Further research will be required 
to better understand the homologies, but the present observations provide an important 
set of constraints. 
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CHAPTER FIVE: COMPARISON OF VISUAL ATTENTION AND VISUAL 
WORKING MEMORY IN VISUOTOPIC INTRAPARIETAL SULCUS 
Abstract 
 Researchers have noted neurophysiological and behavioral similarities between 
visual spatial attention and visual working memory. In order to analyze the neural 
substrates of visual spatial attention and working memory at fine spatial resolution, we 
performed two sets of within-subject functional MRI experiments comparing a visual 
attention task (multiple object tracking) with a visual spatial short-term memory task 
(change detection).  In the first comparison using these paradigms (Experiment 1), the 
number of target items was held constant at 4 items.  Both the visual spatial attention and 
short-term memory tasks significantly activated the frontoparietal dorsal attention 
network (DAN), but revealed functional dissociations within the network.  The more 
superior/medial components of the DAN were more strongly recruited by the attention 
task, while the most inferior/lateral DAN regions showed stronger recruitment in the 
short-term memory task.  One key cognitive process thought to link these two phenomena 
is spatial indexing, the marking of multiple locations of interest in a scene.  In 
Experiment 2, we parametrically manipulated the number of targets in each task and 
modeled the response profile in parietal regions, including 6 regions containing 
visuotopic maps.  By looking at the BOLD signal under this parametric manipulation, we 
classified the response profiles as “load-dependent” if the BOLD signal showed a linear 
relationship with K-score but no additional overall response for performing a task, per se; 
and as “task-dependent” if the BOLD signal showed an overall increase whenever a task 
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was being performed but lacked a linear relationship with K-score.  The visuotopic maps 
demonstrated a gradient in response profile, with the most posterior maps displaying a 
strong load-dependent profile, and anterior maps demonstrating a more task-dependent 
profile.  The anterior maps also showed a stronger response when there were higher 
cognition demands relating to attention than when the cognition demands were focused 
on short-term memory.  Similarly in non-mapped regions, the activation in the IPS 
fundus and in anterior (non-visuotopic) IPS scale linearly with K-score (load-dependent), 
while the most medial/superior region demonstrates a task-dependent profile and a 
stronger response for attention over short-term memory cognitive demands.  Together, 
these findings support multiple functional dissociations within the dorsal attention 
network and shared resources for spatial indexing in inferior parietal visuotopic maps.   
Introduction 
 Visual attention (VATT) and visual short-term memory (VSTM) are conceptually 
distinct aspects of visuospatial cognition, but several authors have argued that they are 
fundamentally linked (Cowan, 2001; Courtney, 2004; Postle, 2006).  Notably, the 
reported capacity limits of visual attention and of VSTM are typically about four objects 
(Pylyshyn and Storm, 1988; Cowan, 2001; Culham et al., 2001; Scholl, 2001; Vogel et 
al., 2004; Todd and Marois, 2004). Is this merely a coincidence or do visual attention and 
VSTM share a common processing bottleneck and/or common neural substrates?  
 Recent behavioral studies suggest that VSTM and attention share some important 
underlying processes.  One such process is spatial indexing, also referred to as 
individualization or the selection of multiple spotlights (Pylyshyn, 1989; Cowan, 2001; 
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Cavanagh and Alvarez, 2005; Xu and Chun, 2006; Shim et al., 2010).  In the context of 
spatial indexing, each target for attention or memory is assigned a pointer (or spatial 
index or one of multiple spotlights).  The spatial indexing therefore increases with the 
number of items to be tracked or remembered, and a brain region responsible for spatial 
indexing should respond proportionally to the amount of spatial indexing.  Visual short-
term memory and visual attention tasks may share additional processes beyond spatial 
indexing, such as filtering out distracting information (Bettencourt et al., 2011), and the 
BOLD response in a region responsible for these types of functions would not scale with 
spatial indexing.  Figure 5.1 illustrates three predicted response profiles (as previously 
described by Culham et al., 2001) for regions showing spatial indexing (load-dependent), 
additional shared processes (task-dependent), or some combination (intermediate).  
 
Figure 5.1: Predicted response profiles for cognitive tasks 
 Previous neuroimaging studies suggest that some regions within the dorsal 
attention network (DAN) may be the neural instantiation of spatial indexing (Xu and 
Chun, 2006; Shim et al., 2010).  The dorsal attention network shows an increase in 
BOLD response for a large range of tasks, especially those with visuospatial demands.  
The DAN is commonly identified using task contrasts or resting-state functional 
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connectivity and largely overlaps with the frontoparietal attention network (Corbetta and 
Shulman, 2002; Fox et al., 2005; Yeo et al., 2011).  In this study, we define the DAN 
using a recent cortical atlas created from the resting-state functional connectivity data 
from 1000 human subjects (Yeo et al., 2011).  Defined in this manner, the DAN 
comprises three nodes: the superior precentral sulcus (sPCS), inferior precentral sulcus 
(iPCS), and a large area in the posterior parietal cortex (PPC).  While all nodes of the 
DAN are frequently co-activated during visual cognitive tasks, this network may not be 
acting in a uniform manor.  In support of this, iPCS is not included in all definitions of 
the DAN, and some research has supported functional differences between the PPC and 
sPCS (often referred to as the frontal eye fields – FEF).  We hypothesize that while the 
DAN will be significantly recruited in both of these tasks, the BOLD response in 
different nodes of the DAN will vary between VSTM and VATT cognitive demands.  In 
addition, the parietal node of the DAN is extensive, and contains many known subregions 
that show differing responses to task demands.  Here, we subdivide this large parietal 
area into 9 regions of interest (ROIs) using visuotopic mapping.   
 The intraparietal sulcus (IPS) has been identified as the brain region whose 
activity best tracks the number of objects held in VSTM (Todd and Marois, 2004; Vogel 
et al., 2004; Xu and Chun, 2006; Xu, 2007; Sheremata et al., 2010).  IPS activation also 
tracks the number of objects attended in multiple object tracking (MOT) tasks (Culham et 
al., 1998, 2001; Jovicich et al. 2001; Shim et al., 2010; Howe et al., 2009).  The reported 
Talairach coordinates are similar between these studies, suggesting that visual attention 
and VSTM share a common neural substrate in IPS.  On the other hand, IPS contains at 
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least five distinct visuotopically mapped regions (Sereno et al., 2001; Schluppeck et al., 
2005; Silver et al., 2005; Swisher et al., 2007; Konen and Kastner, 2008a), as well as, 
several non-visuotopic regions; thus, it is conceivable that visual attention and VSTM 
rely on distinct neural substrates within IPS.   
 In order to investigate the neural substrates of visual attention and VSTM, we 
performed a within-subject analysis of visual short-term memory and visual attention 
using two sets of functional MRI experiments.  First, we compared activity in VSTM and 
VATT in the full dorsal attention when the number of targets (set size) was held constant 
at 4 items for both tasks.  Both tasks recruited the DAN, but the pattern of activation 
within this network differed across forms of visuospatial cognition (i.e., attention or 
short-term memory).  VATT showed stronger recruitment in the dorsomedial regions 
(sPCS and medial superior parietal lobule), while VSTM showed stronger response in 
ventrolateral regions of the DAN (iPCS and the fundus of IPS).  In a second comparison, 
we parametrically manipulated the set size in each task, focusing specifically on the PPC, 
including six visuotopic maps.  We observed a graded response along the IPS, with 
posterior/inferior regions demonstrating a linear relationship with K-score estimates of 
behavior (load-dependent profile) and anterior/superior regions showing an overall 
response for performing a task, per se (task-dependent profile).  We discuss the 
functional implications for attention and VSTM.  Portions of the VSTM and VATT data 
have been reported separately (Sheremata et al., 2010); however, this is the first report of 
within-subject analysis contrasting these data sets.  
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Methods 
Participants 
 Fifteen healthy individuals participated in Experiment 1.  Two participants were 
excluded due to excessive head movements, leaving 13 participants for final analysis of 
Experiment 1 (age 22–31 years, 7 females).  Two authors (S.W.M. and M.L.R) 
participated as subjects.  In Experiment 2, seven healthy individuals (age 23–31, 4 
females, 1 author: S.L.S.) completed the experiment, with 3 individuals also participating 
in Experiment 1.  Participants were right-handed with normal or corrected-to-normal 
vision, received monetary compensation, and gave informed consent to engage in the 
study according to the procedures approved by the Institutional Review Board at Boston 
University and Partners Healthcare. 
Visual Stimuli and Experimental Setup 
 Visual stimuli were driven by a Macintosh MacBookPro using the Vision Egg 
software package (Straw, 2008) and were presented using a liquid crystal display 
projector illuminating a screen within the scanner bore.  Subjects viewed the rear-
projection screen through a mirror angled at ~45°.  The screen extended across a visual 
angle of ~12° radius horizontally and ~9° radius vertically (Massachusetts General 
Hospital) and ~14° radius horizontally and ~11° radius vertically (Harvard University).   
 In Experiment 1, each participant performed a visual attention (VATT) and a 
visual short-term memory (VSTM) task, each with 4 target items presented among 
distractors.  Multiple object tracking (MOT) served as the visual attention task, and a 
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change detection paradigm served as the visual short-term memory task.  We compared 
the active condition within each task to a corresponding sensorimotor control.  
Experiment 2 utilized the same general task designs as Experiment 1 but manipulated the 
number of targets, creating 3 conditions: low, medium, and high number of targets.  
Within each task, these conditions were again compared to a sensorimotor control using a 
blocked design.  Subjects were instructed to hold central fixation in all tasks and were 
trained outside of the scanner prior to data collection to confirm their ability to fixate.  
Subjects responded using right-handed button presses for all tasks. 
Attention Task: Multiple Object Tracking 
 In the attention tasks, subjects were asked to track multiple objects 
simultaneously.  The MOT stimuli (see Figure 5.2a) consisted of sets of white discs 
(diameter = ~0.9°) on a black screen with a small fixation cross in the center of the screen 
(Culham et al, 1998; Culham et al, 2001; Jovicich et al. 2001).  At the beginning of each 
trial, the color of the target discs changed to red to distinguish them from distractors 
(cueing period).  Subjects were previously instructed to track the movement of target 
discs and ignore distractor discs, while maintaining fixation.  The color of the targets then 
returned to white (the same as the distractors) and all discs moved in random directions 
across the screen at 3.6°/s during the entire tracking period.  The movement of the discs 
was controlled by a repulsion algorithm (courtesy of Brian Scholl) that aggregated the 
distance between each disc, the fixation cross, and the walls (as measured from the center 
of each disc) to determine the direction of movement, such that as a disc became closer to 
any of these objects, it was more likely to be directed away.  This caused each disc to 
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repulse off of other discs, the walls, and the fixation cross to prevent any overlap.  After 
the tracking period, all discs stopped and one disc was highlighted in blue for the 
response period.  The highlighted disc could be either a target or a distractor (50% 
probability).  Subjects made a forced-choice response to indicate whether the blue disc 
was one of the targets (index finger: yes; middle finger: no). 
 In Experiment 1, the stimuli consisted of 10 discs: 4 targets and 6 distractors.  The 
cueing period lasted 3.0 s (2.0 s with red targets between 0.5 s periods of stationary white 
targets), the tracking period lasted 12.7 s, and the response period lasted 2.5 s.  Within 
each run, blocks alternated between two conditions (counterbalanced): active (tracking 4 
targets) and sensorimotor control (tracking 0 targets).  For the sensorimotor control, 
subjects were instructed to randomly press a button at the end of each trial.  Each run 
lasted 301.6 s (116 time points), began and ended with 5.2 s of fixation, and included 8 
active blocks and 8 sensorimotor control blocks, comprising one 18.2 s trial each.   
 In Experiment 2, the stimuli always consisted of 12 discs, but the number of target 
discs varied across blocks of trials.  There were five different conditions: four target-load 
levels, plus a fixation condition in which no discs were displayed.  Subjects were trained 
on the task prior to scanning.  Four different set size conditions were used: passive 
viewing (0 targets), one, three, and six targets (except one subject, where 5 targets were 
used based on subject skill level).  Given the high degree of subject variability in MOT 
performance (Oksama and Hyönä, 2004), the number of target discs in the most difficult 
condition was adjusted on an individual subject basis, based on performance at the end of 
training, to ensure that each subject’s performance averaged no lower than 60% correct.  
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Each run contained 4 additional blocks with a higher number of distractors, which were 
not included in this analysis and will not be discussed further.  Each run consisted of 9 
blocks, 1 per condition, with block order was randomly determined.  Each block lasted 
52.0 s and contained 5 trials.  In each trial, the cuing period lasted 2.0 s, the tracking 
period lasted 6.0 s, and the response period lasted 2.4 s. Each run was 7 minutes and 48 
seconds.  Any run in which the subject performed below chance in any condition was 
dropped.  Prior to this experiment, subjects completed several practice blocks of 30 trials 
outside of the scanner to determine their individual skill level and determine the set size 
for the highest target condition. 
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Figure 5.2: VATT and VSTM task paradigms 
Visual Short-Term Memory Task: Change Detection 
 In the VSTM tasks (see Figure 5.2b), subjects were asked to compare the 
orientations of multiple simultaneously presented bars between a target and a probe 
presentation.  The stimuli were sets of vertically or horizontally presented bars, with a 
mix of red target bars and blue distractor bars.  Each trial comprised a target stimulus, 
followed by a delay period with only a fixation cross, and then a probe stimulus and 
response period.  Participants were instructed to covertly attend to and remember the 
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orientation of target bars while ignoring distractors and to respond whether they observed 
a change in the orientation between the target and probe stimulus presentation (index 
finger = no change, middle finger = change).  Only one target per trial changed 
orientation (50% probability of a change), and distractors never changed orientation 
between the target and probe.  The active condition (remember targets) was compared to 
a sensorimotor control condition, where the stimuli matched the active task condition and 
subjects were instructed to refrain from doing the task but to respond with a random 
button press at the end of each trial. 
 In Experiment 1, the stimuli consisted of 4 targets among 12 distractors.  Bars, 
each subtending 0.3° x 0.9° degrees of visual angle, were evenly distributed across 
hemifields with 2 targets in each hemifield.  The target stimulus was presented for 200 
ms, the delay lasted for 900 ms, and the probe and response period was 2300 ms 
(memory probe presented for 1900 ms).  Each run began and ended with 10.4 s of 
fixation and was divided into alternating blocks of active (remember 4 targets) and 
sensorimotor control conditions.   
 In Experiment 2, eight colored bars oriented vertically or horizontally were 
presented to the left visual field and eight colored bars were presented to the right visual 
field.  Each bar subtended .7° x .23° of visual angle.  The total number of bars per 
hemifield was kept constant across all trials, but in a given block of trials 1, 3 or 6 of the 
bars were memory targets, while the others were distractors.  The target was presented for 
100 ms, followed by a 900 ms delay, and then a 3000 ms probe and response period 
(memory probe presented for 2000 ms).  Trials were 6 s long, with a 3 s inter-trial 
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interval of fixation.  The targets appeared either on the left or the right side of the screen 
with equal probability. The targets were restricted to a single hemifield in each trial. 
 In the VSTM study of Experiment 2, stimulus location (remember-left, 
remember- right, and remember-full-screen) and VSTM load (set sizes 1, 3, and 6) varied 
by block. In addition, subjects performed a single block of passive viewing per run, and 
block order was randomized within runs and counter-balanced across runs. Each subject 
performed eight runs, each lasting 7 min and 12 s (216 time points), which consisted of 
ten 40 s blocks as well as 16 s of blank fixation both before the first block and after the 
last block. Each block consisted of a 4 s cue, which indicated the set size and location of 
the target stimuli, followed by six trials each lasting 6 s.  
Behavioral Analysis 
 Behavioral data were analyzed using Cowan’s K to quantify the number of targets 
successfully tracked or remembered (Cowan, 2001).  Cowan’s K is defined as follows: 
K = SS x (HR - FA) 
where SS is the set size, HR is the hit rate, and FA is the false-alarm rate. K traditionally 
increases with set size until maximum capacity is reached and then plateaus at larger set 
sizes.  In Experiment 1, the set size was 4 items for both the VSTM and VATT tasks.  In 
Experiment 2, the set size ranged between 1 and 6 items for both tasks.  We calculated a 
K-score for each subject within each set size and task combination.  
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fMRI Data Acquisition 
 A high-resolution (1.0 × 1.0 × 1.3 mm) magnetization-prepared rapid gradient-
echo sampling structural scan was acquired for each subject.  Structural scans were 
collected with either 32-channel matrix coils (Experiment 1) or a 12-channel birdcage 
headcoil (Experiment 2).  The cortical surface of each hemisphere was computationally 
reconstructed from this anatomical volume using FreeSurfer software (Dale et al., 1999; 
Fischl et al., 1999, 2001).  Imaging was performed at the Martinos Center for Biomedical 
Imaging at Massachusetts General Hospital (MGH) on a 3T Siemens Tim Trio scanner or 
in an identically equipped 3T Siemens Tim Trio scanner at the Center for Brain Science 
Neuroimaging Facility at Harvard University.  Functional scans for visuotopic mapping 
were collected for all subjects using procedures outlined in previous publications 
(Swisher et al., 2007; Sheremata et al., 2010; Kong et al., 2014). 
 For the VSTM and VATT functional task data in Experiment 1, T2*-weighted 
gradient echo, echo-planar images were collected using 42 3-mm interleaved slices (0% 
skip), oriented approximately in the axial plane (time echo 30 ms, time repetition 2600 
ms, in-plane resolution 3.125 × 3.125 mm, flip angle 30°) with 32-channel matrix coils. 
 In Experiment 2, T1-weighted echo planar images were acquired using the same 
slice prescription as in the T2*-weighted functional scans.  Functional data were 
collected using a custom-made quadrature-phase surface coil placed at or slightly dorsal 
to the occipital pole to maximize coverage of early visual and parietal areas in the 
functional T2*-weighted gradient-echo, echo-planar BOLD scans (time repetition 2 s, 
time echo 30 ms, 30–32 3-mm interleaved slices, in-plane resolution 3.125 x 3.125 mm, 
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no interslice gap).  Slices were obliquely oriented, roughly perpendicular to the parieto-
occipital sulcus. 
fMRI Data Analysis 
 Computer representations of each cortical hemispheric surface were unfolded and 
flattened using the Freesurfer software package (Dale et al., 1999; Fischl et al., 1999, 
2001).  In Experiment 1, functional data for each task were registered to the individual’s 
anatomical data using the mean of the functional data.  Because Experiment 2 used a 
limited field of view, T1-weighted echo planar images were used to manually register 
functional data to the three-dimensional reconstruction.  Functional data were offline 
motion-corrected by run, slice-time corrected, intensity normalized (Dale et al., 1999; 
Fischl et al., 1999), resampled onto the individual’s cortical surface (voxels to vertices), 
and spatially smoothed with a 3-mm full-width half-maximum Gaussian kernel.  Surface-
based statistical analysis and region of interest (ROI) analysis used standard procedures 
and Freesurfer FS-FAST software (Version 5.1.0).  Scan time series were analyzed 
vertex-by-vertex on the surface using a general linear model (GLM) whose regressors 
matched the time course of the experimental conditions.  The regression model included 
nuisance regressors for motion, reduced from 6 degrees of freedom to 3 vectors through 
singular value decomposition.  The canonical hemodynamic response function (γ 
function; delay: δ = 2.25 s; decay time constant τ = 1.25) was convolved (Cohen, 1997) 
with the regressors before fitting.  Contrasts between conditions produced t-statistics for 
each vertex for each subject.  Random effects group averages were created for each task 
and experiment using surface-based averaging techniques (Fischl et al., 1999). 
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Conjunction maps on individual subjects were created by creating a binarized mask of the 
activation of each task at a liberal threshold of P < 0.05.  For ROI analysis, the percentage 
signal change data were extracted for all vertices in the ROI and averaged across all runs 
for each condition.  The percent signal change measure was defined relative to the 
average activation level during the sensorimotor control condition.  
ROI Definition and Statistical Analysis of fMRI data 
 For each individual subject, we used retinotopic mapping to define 6 visuotopic 
parietal regions per hemisphere (IPS0, IPS1, IPS2, IPS3, IPS4, SPL1).  Based on our 
hypothesis that both tasks would recruit the entire DAN, we constrained our analysis to 
the two frontal components and one large parietal component of the DAN from a network 
atlas derived using cluster-based analysis of resting-state functional connectivity (Yeo et 
al., 2011).  Our visuotopic ROIs fell primarily within this large parietal region, 
subdividing it into 3 components outside of the visuotopic ROIs.  The dorsal-ventral 
borders of the retintopically defined ROIs were used to create a lateral fundus of the 
intraparietal sulcus (funIPS), anterior (antIPS), and dorso-medial (mSPL) ROIs for each 
subject (see Figures 5.4 and 5.5a for example ROIs).  Analysis of Experiment 1 included 
two additional components of the DAN from the network atlas: the superior precentral 
sulcus (sPCS) and inferior precentral sulcus (iPCS).  The sPCS is generally considered to 
be the putative human eye field (FEF) and some studies report visuotopic maps in is area, 
but we were not able to consistently define ROIs in this area using our retinotopic 
mapping paradigm.   
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 For Experiment 1, we evaluated the ROI data extracted for each subject to test the 
relationship between the factors of ROI (IPS0, IPS1, IPS2, IPS3, IPS4, SPL1, funIPS, 
antIPS, mSPL, sPCS, iPCS ), hemisphere (left, right), and form of visuospatial cognition 
(VATT, VSTM) using repeated measures analysis of variance (ANOVA) in SPSS 
(www.ibm.com/software/analytics/spss/).  If Mauchly’s test indicated a violation of 
sphericity, lower bound corrections were applied to the degrees of freedom of the F-test 
to reduce the likelihood of false positives in the ANOVA.  After finding no interaction 
involving hemisphere, we combined ROI data across hemispheres.  Based on our 
hypotheses, we were primarily interested in interactions between ROI and form of 
visuospatial cognition.  When this interaction was significant in the ANOVA, we 
conducted a two-tailed paired t-test for each ROI to test the effects of the form of 
visuospatial cognition (11 comparisons).  Within each experiment, the p-values from 
these t-tests were corrected for multiple comparisons using the Holm-Bonferroni method 
(Holm, 1979).  Additional paired t-tests were performed (and similarly corrected) to test 
if each task was significantly activated in each ROI relative to its sensorimotor control.  
Behavioral data (K-score) for tasks were also compared using a paired t-test. 
 In Experiment 2, participants were presented with a low (1), medium (3), or high 
(5-6) number of items and were instructed to remember the orientation of all target items 
(VSTM task) or attend to the moving location of all target items (VATT task).  For each 
participant and set size (low, medium, and high), we calculated Cowan’s K to estimate 
the number of items that were successfully remembered/tracked.  Based on the form of 
visuospatial cognition and ROI interaction in Experiment 1, we modeled each ROI 
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separately to investigate the relationship between form of visuospatial cognition, 
hemisphere, set size, and K-score.  While no hemispheric interaction was found in 
Experiment 1, we included this factor in the Experiment 2 ROI analysis based on 
previous findings of hemispheric effects in VSTM (Sheremata et al., 2010).   
 The BOLD response in a given ROI may be dependent upon multiple factors.  We 
first wanted to determine if set size, K-score, or a combination of the two would best 
describe the observed activation in each ROI.  In order to test this, we created 3 linear 
mixed models for each ROI containing the factors of form of visuospatial cognition, 
hemisphere, and either 1) set size, 2) K-score, or 3) set size and K-score.  Since K-score 
is dependent upon set size, we modeled set size as categorical variable in the combination 
of set size and K-score.  This allowed us to evaluate non-linear grouping effects of set 
size and K-score (e.g., if people showed a strong response to the high set size because of 
other factors such as stress that were not expressed in the K-score).  For each of the 9 
parietal ROIs, the best model was selected using the Bayesian Information Criterion 
(BIC).   
 After determining which parametric factor (set size, K-score, or both) best 
described the BOLD response in each ROI, we investigated the form of visuospatial 
cognition, hemisphere, and parametric factor effects using linear mixed models fit with 
restricted maximum likelihood.  We were primarily interested in testing for differences 
and interactions with the form of visuospatial cognition, when accounting for the 
behavioral effects (parametric factor).   
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 Finally, we wanted to test if each ROI fit the profile of a task-dependent region, 
load-dependent region, or intermediate region as described by Culham, Cavanagh, and 
Kanwisher (2001).  The BOLD response used in this analysis was compared to a 
sensorimotor control baseline; therefore a task-dependent profile would show a 
significant intercept effect, but no parametric effect, in our linear model.  A load-
dependent region would show a significant parametric effect, but no intercept effect, and 
an intermediate region would show both a parametric and intercept effects.  Figure 5.1 
shows examples of the responses predicted by each profile.   
 All mixed linear models were built and evaluated using SPSS.  In order to select 
an appropriate covariance structure for our linear mixed model, we first built a model that 
included the factors of ROI, hemisphere, form of visuospatial cognition, and intercept 
and using fixed and random effects with repeated measures across subjects.  In order to 
account for the correlated error in the dependent variables of this repeated measures 
design, four covariance structures (diagonal, first-order autoregressive, scaled identity, 
compound symmetry) were fit using maximum likelihood (ML) and compared using the 
BIC to select the most appropriate covariance structure for these data.  The scaled 
identity covariance structure best fit the model and was applied for all other mixed 
models in the analysis. 
Results 
Experiment 1 
 In this initial comparison of the VSTM and VATT, both task paradigms used a set 
size of four items and the BOLD response for each task compared to a respective 
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sensorimotor control.  Behavioral data revealed no difference (t(7) = –0.45, P = 0.66) in K-
score between the VATT (K-score: 2.8 ± 0.9) and VSTM (K-score: 2.9 ± 0.6) tasks but a 
significant correlation across subjects for the two tasks (r = 0.78, P = 0.02; note: statistics 
for 8 subjects; behavioral data for 5 subjects lost due to data storage issue).   
 Group averaged data are visualized in Figure 5.3.  To compare the recruitment of 
regions with the dorsal attention network for these two tasks, we first performed analysis 
of variance including the factors of form of visuospatial cognition, ROI, and hemisphere.  
The ANOVA revealed an interaction between the form of visuospatial cognition and ROI 
task (F(1,12) = 12.10, P = 0.0046), but no three-way interaction between hemisphere, form 
of visuospatial cognition, and ROI (F(1,12) = 1.29, P = 0.28) or two-way interactions 
between hemisphere and form of visuospatial cognition (F(1,12) = 0.12, P = 0.735) or 
hemisphere and ROI (F(1,12) = 0.61, P = 0.45).  In general, the right hemisphere showed a 
stronger response than the left, as indicated by a main effect of hemisphere (F(1,12) = 9.80, 
P = 0.009).  Since the ANOVA revealed no interactions with hemisphere and our primary 
interest is in the relationships between forms of visuospatial cognition within ROIs, we 
combined across hemispheres for post hoc analyses of ROIs.  As shown in Table 5.1, all 
regions within the dorsal attention network showed a significant response in both tasks 
relative to their sensorimotor controls (all P < 0.001, Holm-Bonferroni corrected); 
however, comparison of the form of visuospatial cognition within ROIs reveal functional 
dissociations.   
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Figure 5.3: Group-averaged statistical maps for VATT and VSTM 
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Table 5.1: Statistics for Experiment 1 
 In the two frontal regions of the dorsal attention network, we observed a double 
dissociation in their pattern of BOLD response (see Figure 5.4). The superior precentral 
sulcus (sPCS) showed a greater response for VATT (P < 0.005, Holm-Bonferroni 
corrected), while the inferior precentral sulcus (iPCS) responded more strongly for 
VSTM relative to VATT (P < 0.05, Holm-Bonferroni corrected).  We observed a similar 
pattern of response in the parietal non-visuotopic regions of the DAN (see Figure 5.5).  
Again, the most dorsomedial region, the medial superior parietal lobule (mSPL) 
responded more strongly in the VATT task (P < 0.0001, Holm-Bonferroni corrected), 
while the most ventrolateral region, the fundus of the intraparietal sulcus (funIPS), 
showed a greater response in the VSTM task (P < 0.05, Holm-Bonferroni corrected).  
Only one visuotopic map displayed a difference between the forms of visuospatial 
cognition: SPL1, a region adjacent to mSPL, showed greater activity for the VATT task 
relative to the VSTM task (P < 0.05, Holm-Bonferroni corrected).  The visuotopic maps 
identified within the intraparietal sulcus (IPS0–4) displayed no difference between forms 
Regions of Interest
t p t p comparison t p
Frontal
   superior precentral sulcus (sPCS) 8.91 1.67E-05 6.98 1.04E-04 VATT 5.27 0.002
   inferior precentral sulcus (iPCS) 6.46 1.53E-04 6.54 1.53E-04 VSTM -4.19 0.011
Parietal - Visuotopic
   IPS0 9.53 1.02E-05 7.82 4.33E-05 1.21 0.754
   IPS1 10.60 3.63E-06 7.76 4.33E-05 1.79 0.491
   IPS2 16.28 3.20E-08 11.01 2.51E-06 1.66 0.493
   IPS3 8.10 3.66E-05 9.44 1.06E-05 2.25 0.262
   IPS4 9.03 1.61E-05 8.43 2.64E-05 1.03 0.754
   SPL1 5.96 1.98E-04 5.00 6.16E-04 VATT 4.13 0.011
Parietal - Non-Visuotopic
   fundus IPS (funIPS) 6.60 1.53E-04 8.93 1.67E-05 VSTM -3.67 0.022
   anterior IPS (antIPS) 19.83 3.39E-09 10.47 3.91E-06 1.17 0.754
   medial superior parietal lobule (mSPL) 7.89 4.33E-05 4.43 8.14E-04 VATT 7.42 8.8E-05
p values are corrected using Holm-Bonferroni method
VATT VSTM VATT vs. VSTM
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of visuospatial cognition (all P > 0.26, Holm-Bonferroni corrected; note: in IPS3, P = 
0.04 before correction for multiple comparisons).  Finally, in the anterior intraparietal 
sulcus (antIPS), we observed no difference between the two forms of visuospatial 
cognition (P > 0.75 Holm-Bonferroni corrected or P > 0.26 uncorrected).  Figure 5.6 
shows the task data and conjunction maps for three individual subjects. 
 
Figure 5.4: Comparison of VATT and VSTM in frontal ROIs 
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Figure 5.5: Comparison of VATT and VSTM in parietal ROIs 
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Figure 5.6: Individual subject parietal activation for VATT and VSTM 
Experiment 2 
 Both the VSTM and VATT tasks in Experiment 2 parametrically manipulate the 
set size at three levels.  Figure 5.7 shows the mean K-score at each level and form of 
visuospatial cognition.  The K-scores for both tasks were correlated with set size; 
however, we did observe higher capacity (maximum K-score) for the VATT task than the 
VSTM task.  As shown in Figure 5.7, the tasks were significantly different in the middle 
(t6 = 3.93, P = 0.008) and highest (t6 = 3.32, P = 0.02) set sizes, but not at the lowest level 
(t6 = -0.52, P = 0.62).  The lower capacity limit for VSTM may derive from experimental 
paradigm differences, as targets were constrained to a single hemifield in each trial in the 
VSTM paradigm but occurred in both hemifields in the VATT paradigm.   
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 Since K-score and set size are not independent, we tested three models for each 
ROI with a parametric factor of 1) set size, 2) K-score, or 3) K-score with set size.  For 
all ROIs, the K-score model (model 2) resulted in the best fit.  Using the results from the 
K-score model (see Table 5.2), we categorized the profile of each region as task-
dependent, load-dependent, or intermediate (see Figure 5.1; Culham et al., 2001).  None 
of the parietal regions investigated showed a significant hemispheric main effect or any 
hemispheric interactions (see Table 5.2); therefore, we combined across hemispheres in 
Figures 5.8 and 5.9.   
 
Figure 5.7: Behavioral data for set size and K-score 
 None of the regions showed an interaction between form of visuospatial cognition 
and K-score, indicating that the relationship between K-score and BOLD response was 
similar for VATT and VSTM despite other differences in response across regions.  In the 
visuotopic maps we observed a gradient in response profiles: the most posterior maps 
matched the load-dependent model, showing a strong main effect of K-score but no 
significant effect of intercept (general task recruitment) or form of visuospatial cognition; 
while the more anterior maps more closely matched the task-dependent model, showing 
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either no effect or a trending main effect of K-score but a significant intercept (general 
task recruitment) effect.  These more anterior regions also showed a main effect of the 
form of visuospatial cognition, indicating a stronger overall BOLD response for the 
VATT task relative to the VSTM task when accounting for the effects of K-score.  The 
non-visuotopically mapped regions more distinctly fit either the load-dependent (funIPS, 
antIPS) or task-dependent (mSPL) profiles.  The response profile for each region of 
interest is summarized in Figure 5.10 and described in more detail below (statistics in 
Table 5.2). 
 
Figure 5.8: Response profiles for parietal visuotopic maps 
 Figure 5.8 depicts the response profiles for the visuotopic maps in the parietal 
lobe.  IPS0 fit a load-dependent profile with a main effect of K-score (P = 0.001) but no 
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effect of intercept (P = 0.72) or the form of visuospatial cognition (P = 0.74) in the linear 
mixed model.  IPS1 showed a main effect of K-score (P = 0.0004) and trending effects of 
both intercept (P = 0.06) and form of visuospatial cognition (P = 0.09).  If we only 
interpret significant effects, this fits a load-dependent profile.  If trending effects are 
considered, the intermediate profile is more appropriate.  The response of IPS2 resulted 
in trending effects of K-score (P = 0.053) and intercept (P = 0.07) and a main effect of 
the form of visuospatial cognition (P = 0.01).  When accounting for the effects of K-
score, VATT task showed a greater response than VSTM in IPS2.  If trending effects are 
ignored, IPS2 fails to fit any of the predicted models, and simply shows a VATT over 
VSTM effect.  If trending effects are considered, the intermediate model best describes 
IPS2.  The intermediate model also best describes IPS3, which shows a main effect of K-
score (P = 0.02), intercept (P = 0.03), and form of visuospatial cognition (P = 0.003).  
IPS4 shows a trending effect of K-score (P = 0.09) and a main effect of both intercept (P 
= 0.008) and form of visuospatial cognition (P = 0.004).  If only significant effects are 
interpreted, the task-dependent model best describes IPS4; however, if trending effects 
are considered, the intermediate model provides a better fit.  The task-dependent model 
best describes the response profile of SPL1, which shows no main effect of K-score (P = 
0.26), but significant main effects of both intercept (P = 0.01) and form of visuospatial 
cognition (P = 0.01).   
	  	  
118	  
 
Figure 5.9: Response profiles in non-visuotopic parietal regions 
 The response profiles of the parietal regions bordering the visuotopic maps are 
show in Figure 5.9.  The lateral fundus region (funIPS) showed a load-dependent 
response profile, with a main effect of K-score (P = 0.001) but no intercept (P = 0.77) or 
form of visuospatial cognition (P = 0.73) effects.  Similarly, the anterior region (antIPS) 
matched the load-dependent model, with a main effect of K-score (P = 0.004) but no 
effects of intercept (P = 0.62) or form of visuospatial cognition (P = 0.26).  Conversely, 
the mSPL fit the task-dependent profile, showing no effect of K-score (P = 0.35), a main 
effect of intercept (P = 0.001), and a trending effect of the form of visuospatial cognition 
(P = 0.07).  
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Table 5.2: Linear mixed model statistics for Experiment 2 
 
ROI Factor df F P ROI Factor df F P
IPS0 SPL1
Intercept 1 , 74 0.13 0.719 Intercept 1 , 32 6.76 0.014 *
VSpC 1 , 61 0.11 0.741 VSpC 1 , 61 6.69 0.012 *
Hemi 1 , 62 0.64 0.426 Hemi 1 , 64 0.14 0.715
K 1 , 23 13.43 0.001 ** K 1 , 7 1.54 0.255
VSpC * Hemi 1 , 46 0.02 0.882 VSpC * Hemi 1 , 23 0.88 0.358
VSpC * K 1 , 51 0.07 0.795 VSpC * K 1 , 14 0.04 0.854
Hemi * K 1 , 48 0.43 0.513 Hemi * K 1 , 13 1.16 0.301
VSpC * Hemi * K 1 , 76 0.15 0.696 VSpC * Hemi * K 1 , 58 0.04 0.847
IPS1 antIPS
Intercept 1 , 75 3.61 0.061 . Intercept 1 , 74 0.25 0.619
VSpC 1 , 57 3.04 0.087 . VSpC 1 , 55 1.28 0.262
Hemi 1 , 59 2.11 0.152 Hemi 1 , 58 3.40 0.07 .
K 1 , 21 17.29 0.0004 ** K 1 , 19 10.77 0.004 **
VSpC * Hemi 1 , 44 0.19 0.666 VSpC * Hemi 1 , 40 0.77 0.385
VSpC * K 1 , 52 0.11 0.747 VSpC * K 1 , 47 0.55 0.461
Hemi * K 1 , 49 0.31 0.578 Hemi * K 1 , 44 3.46 0.07 .
VSpC * Hemi * K 1 , 75 0.00 0.998 VSpC * Hemi * K 1 , 75 0.18 0.677
IPS2 funIPS
Intercept 1 , 24 3.51 0.074 . Intercept 1 , 57 0.08 0.773
VSpC 1 , 59 7.17 0.01 * VSpC 1 , 62 0.12 0.734
Hemi 1 , 58 0.02 0.886 Hemi 1 , 64 1.60 0.21
K 1 , 14 4.50 0.053 . K 1 , 14 18.09 0.001 **
VSpC * Hemi 1 , 55 1.73 0.194 VSpC * Hemi 1 , 36 0.53 0.473
VSpC * K 1 , 18 0.07 0.797 VSpC * K 1 , 30 0.85 0.363
Hemi * K 1 , 17 0.77 0.394 Hemi * K 1 , 28 3.85 0.06 .
VSpC * Hemi * K 1 , 32 0.11 0.748 VSpC * Hemi * K 1 , 73 0.11 0.739
IPS3 mSPL
Intercept 1 , 22 5.57 0.028 * Intercept 1 , 74 11.80 0.001 **
VSpC 1 , 70 9.31 0.003 ** VSpC 1 , 60 3.36 0.072 .
Hemi 1 , 69 0.76 0.386 Hemi 1 , 61 0.53 0.471
K 1 , 10 7.44 0.021 * K 1 , 36 0.90 0.348
VSpC * Hemi 1 , 39 0.17 0.683 VSpC * Hemi 1 , 54 0.42 0.518
VSpC * K 1 , 14 0.07 0.801 VSpC * K 1 , 72 0.68 0.413
Hemi * K 1 , 14 0.51 0.489 Hemi * K 1 , 70 0.84 0.364
VSpC * Hemi * K 1 , 34 0.86 0.361 VSpC * Hemi * K 1 , 71 0.02 0.892
IPS4
Intercept 1 , 35 7.82 0.008 **
VSpC 1 , 69 8.77 0.004 **        VSpC: Visuospatial Cognition
Hemi 1 , 68 0.11 0.746        Hemi: Hemisphere
K 1 , 21 3.13 0.091 .        K: K-score
VSpC * Hemi 1 , 59 3.22 0.078 .        df: degrees of freedom
VSpC * K 1 , 27 0.00 0.983
Hemi * K 1 , 26 0.73 0.402     ** p < 0.01; * p < 0.05; . p < 0.10 
VSpC * Hemi * K 1 , 45 0.15 0.703
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Discussion 
 Using visual short-term memory and visual attention paradigms, the two fMRI 
experiments presented in this paper identify functional dissociations within the dorsal 
attention network.  In Experiment 1, we observed that both tasks showed significant 
activation relative to their sensorimotor controls in all regions of the dorsal attention 
network; however, the superior/medial components of the DAN (sPCS, mSPL, right 
SPL1) were more strongly recruited by the attention task, while the inferior/lateral 
regions (iPCS, funIPS) showed stronger recruitment in the short-term memory task.  In 
this comparison, the visuotopic maps along the intraparietal sulcus (IPS0–4) and the 
anterior IPS show no difference between the forms of visuospatial cognition (i.e., 
attention and short-term memory).  Prior research shows that the BOLD response in 
posterior parietal cortex scales linearly with the number of items attended (Culham et al., 
1998, 2001; Jovicich et al., 2001; Howe et al., 2009; Shim et al., 2010) or remembered 
(Todd and Marois, 2004; Vogel et al., 2004; Xu and Chun, 2006; Xu, 2007; Sheremata et 
al., 2010), as estimated by Cowan’s K-score (Cowan, 2001).  In Experiment 2, we 
investigated the relationship between BOLD and K-score across two forms of 
visuospatial cognition in each parietal region of interest to evaluate if each region was 
best described by a task-dependent, intermediate, or load-dependent profile.  We 
observed a gradient in responses along the visuotopic maps of IPS. The most posterior 
maps displayed load-dependent profiles, with a strong linear relationship with K-score, 
and showed similar responses across the two forms of visuospatial cognition; while the 
more anterior maps showed more intermediate and task-dependent profiles, with a 
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diminished relationship with K-score but a general increase in activity while performing 
the tasks, and demonstrated a stronger response for the attention over the STM task.  
Similarly, the activation in regions anterior and lateral to IPS scale linearly with K-score, 
while the mSPL responds generally to performing a task, with a stronger response for 
attention over short-term memory.   
 In the frontal lobes we observe a stronger response in sPCS for VATT and iPCS 
for VSTM within Experiment 1.  The field of view of the fMRI data in Experiment 2 
prevents analysis in these frontal regions, but previous studies have investigated the role 
of sPCS/FEF in attention tasks.  Culham and colleagues classified the response in FEF as 
task-dependent, as it did not show a clear scaling with the number of items tracked by 
subjects.  Using a different paradigm with one or two spinning pinwheels, Shim and 
colleagues (2010) found FEF to be sensitive to both the number of targets and the 
precision required to track the targets (based on speed).  However, the difference in 
findings between these studies may be attributed to the fact that Shim et al. (2010) used a 
maximum number of targets of only two, and in Culham et al. (2001), the activity in FEF 
actually scales linearly up to two items and then plateaus, suggesting that sPCS/FEF may 
be load-dependent with a capacity limit of two items.  In addition, hemispheric 
differences have been proposed within FEF, with left FEF playing a stronger role in the 
maintenance of cue location and right FEF in the preparation and/or planning of a 
response in addition to maintaining location information (Geier et al., 2007).  Recent 
investigations support sPCS as a strong candidate for function as a priority map (Jerde 
and Curtis, 2013), while evidence for iPCS in this role is lacking.  Priority maps represent 
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external stimuli or their locations according to their behavioral priority, including both 
saliency and top-down goals or relevance (Itti and Koch, 2000; Fecteau and Munoz, 
2006; Bisley and Goldberg, 2010).  Spatial maps have been identified in both iPCS and 
sPCS (Hagler and Sereno, 2006; Kastner et al., 2007).  Both areas also show a BOLD 
response during separate attention, working memory, and intention (eye movement 
planning) tasks (Jerde et al., 2012); although sPCS activity appears be sustained more 
consistently than iPCS activity during both the working memory and intention tasks.  The 
most important evidence for sPCS as a priority map stems from a classification paradigm 
used by Jerde and colleagues (2012): the location of interest (prioritized hemifield) in one 
data set (attention, working memory, or intention) can be predicted by training a classifier 
on either of the other two data sets in sPCS but not in iPCS.  These findings suggest that 
sPCS may be acting as a priority map.  The multiple object tracking paradigm used in the 
current study may require constant updating of the priority map as participants track discs 
on the screen, while the change detection VSTM task may involve updating the priority 
map only once per trial.  In addition to spatial selection, the VSTM task requires storage 
of feature information (orientation of bars).  The iPCS may play a role in these functions, 
potentially through its interactions with posterior cortex. 
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Figure 5.10: Summary of response profiles in parietal regions 
 When we parametrically manipulated the number of targets, we observed a graded 
response profile along the visuotopic maps of the intraparietal sulcus (see Figure 5.10.  
Similar patterns have been noted in studies of saccades and smooth eye pursuit, with 
posterior IPS maps preferring saccades and anterior IPS preferring smooth pursuit 
(Konen and Kastner, 2008a).  The greater recruitment of these anterior IPS maps could 
support shared mechanisms for tracking objects while fixating and for smooth eye 
pursuit.  Following the same logic as with sPCS, Jerde and Curtis (2013) also argue for 
IPS2 as a priority map.  As with sPCS, we would expect this region to show a stronger 
response in the visual attention task compared to visual short-term memory.  We observe 
no difference in Experiment 1, but Experiment 2 shows a significant effect of the form of 
visuospatial cognition, with a stronger response for VATT than VSTM.  Notably, a 
purely auditory spatial short-term memory task recruited IPS2–4, suggesting that if IPS2 
acts as a priority map, this map may not be constrained to visual priority.  In this study 
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and previous work (Xu and Chun, 2006), the posterior IPS maps show a strong linear 
relationship with the number of items tracked or remembered.  These regions, with a 
load-dependent profile, may play a role in spatial indexing or selection of visual objects.  
In support of this, Howe and colleagues (2009) saw a greater response for attending to 
stationary objects compared to passively viewing moving objects in the posterior IPS, 
supporting the role of spatial indexing.   
 SPL1 showed a somewhat different response profile compared to the maps within 
the intraparietal sulcus.  This region showed a greater response for VATT in both 
experiments and did not linearly scale its response with the number of items tracked or 
remembered and demonstrated a task-dependent profile.  Like the IPS maps, SPL1 has 
been show to have motion-selective responses using fMRI adaptation paradigms (Konen 
and Kastner, 2008a).  Similar to IPS1–2, SPL1 favors saccades over smooth eye pursuit; 
however, unlike IPS1–2, SPL1 does not carry shape-related object information or 
respond during reaching (Konen and Kastner, 2008a,b; Silver and Kastner, 2009).  SPL1 
has been reported to carry attentional signals, but only in the right hemisphere (Silver and 
Kastner, 2009; Szczepanski et al., 2010).  Post hoc observations in Experiment 1 show 
stronger response for VATT than VSTM in right, but not in left SPL1, echoing these 
prior findings.  The mSPL, a region just medial to SPL1 but lacking a clearly defined 
map, showed a similar pattern of response to SPL1, with a stronger response for VATT 
than VSTM in Experiment 1 and task-dependent profile in Experiment 2.  The exact 
function of this area remains unclear, however, prior fMRI studies suggest this medial 
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superior parietal area may play a role in switching attention (Shomstein and Yantis, 2004, 
2006).   
 Both funIPS and antIPS show a clear load-dependent profile in Experiment 2; 
however, funIPS shows stronger recruitment for VSTM than VATT in Experiment 1, 
while antIPS shows no difference between tasks.  The fundus of IPS is thought to contain 
small points of foveal representations that cannot be identified by standard visuotopic 
mapping techniques (Swisher et al., 2007).  Other work (Hutchinson et al., 2012) 
suggests a role of mnemonic accumulator in the region lateral to the IPS maps, which 
may correspond to our funIPS or a more lateral region.  The region anterior to our 
visuotopic IPS maps appears to play a more general role in attention and memory.  While 
this area may contain additional maps (e.g., IPS5 from Levy et al., 2007; Konen and 
Kastner, 2008a), most of the region does not contain identified spatial maps.  In addition 
to the load-dependent profile shown here, antIPS is also recruited for both spatial and 
non-spatial auditory short-term memory tasks (Michalka et al, in preparation; see 
Chapter 4), suggesting a more general role in multisensory cognition.  
 Prior visual attention studies, using a similar multiple object tracking paradigm, 
found independent resources for attentional tracking across hemispheres (Alvarez and 
Cavanagh, 2005).  In a change detection paradigm, Delvenne (2005) found a more 
complex relationship between VSTM and hemifield: short-term memory of target color 
showed no advantage when stimuli were distributed across hemifields, however, VSTM 
of spatial locations demonstrated a cross-hemifield advantage but not the complete 
hemifield independence that was observed in visual attention (Alvarez and Cavanagh, 
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2005).  Based on this, researchers proposed a chain of capacity limited processes in 
which spatial stimulus selection, which shows hemifield independence, is followed by 
identification and storage, which does not show hemifield independence (Alvarez and 
Cavanagh, 2005; Delvenne, 2005).  The behavioral differences observed at the highest set 
size in Experiment 2 (K-score of VATT > VSTM) may result from capacity limits in the 
identification/storage stage or may be attributed to paradigm differences that affect the 
spatial stimulus selection stage.  The VATT paradigm distributed the targets across 
hemifields within each trial, while the VSTM paradigm constrained the targets to one 
hemifield per trial and alternated hemifields across trials.  Constraining targets to one 
hemifield may have caused subjects to reach their spatial selection capacity at a lower set 
size for the VSTM task, and the observed behavioral effects at the highest set size should 
not be attributed to a higher overall capacity for visual attention.  The stimulus 
configuration differences across tasks in Experiment 2 must also be considered when 
interpreting the neuroimaging findings; while unlikely to influence the main effect of K-
score, these differences would strongly limit interpretation of interactions between 
hemisphere and form of visuospatial cognition (had they been observed) and could 
influence other aspects of this analysis including main effects of intercept and 
interactions between K-score and form of visuospatial cognition.  
 In conclusion, while the entire dorsal attention network is recruited for both visual 
spatial attention and short-term memory, we observed functional dissociations between 
the superior/medial and inferior/lateral components of this network.  Additionally, these 
findings demonstrate a graded difference in response pattern in the visuotopic maps 
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found along the intraparietal sulcus, bringing us one step closer to understanding the 
purpose of multiple adjacent spatial maps.  Future studies should seek to better 
understand the neural mechanisms for short-term memory and attention using parametric 
manipulation of load and clever cross-task machine learning techniques (e.g., Jerde et al., 
2012). 
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CHAPTER SIX: CONCLUSIONS AND FUTURE WORK 
 The final chapter of this dissertation comprises three sections.  First, the key 
findings from Chapters 2-5 are summarized with respect to the four primary objectives of 
this work.  Second, the significance of this work within the sensory attention and working 
memory literature is discussed.  Finally, remaining challenges are highlighted, and 
directions for future research are proposed. 
Summary of findings 
 The first objective of this work was to characterize the role of sensory modality in 
the lateral frontal cortex.  In Chapter 2, we identified four regions in the caudal lateral 
frontal cortex showing a sensory-modality bias during a sustained attention task.  The two 
visual-biased regions, superior precentral sulcus (sPCS) and inferior precentral sulcus 
(iPCS), are anatomically interleaved with two auditory-biased regions, transverse gyrus 
intersecting precentral sulcus (tgPCS) and caudal inferior frontal sulcus (cIFS).  Using 
intrinsic (resting-state) functional connectivity analysis, we tested the relationships of 
these frontal regions with posterior regions, which also exhibited a bias for auditory or 
visual stimuli.  The sPCS and iPCS showed a strong functional connection with a visual-
biased parietal region, and tgPCS and cIFS demonstrated strong functional connectivity 
with an auditory-biased region in the posterior superior temporal lobe.  Taken together, 
these findings indicate that the caudal frontal cortex contains two interleaved attention 
networks: one biased for visual attention and the other biased for auditory attention. Our 
results do not imply that these networks are only capable of processing information from 
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one sensory modality, but do suggest that they may be specially equipped for pulling out 
information that is typically most important in that modality.   
 After identifying these sensory-biased networks in individual subjects, we 
demonstrated that these networks could be flexibly recruited depending on task demands.  
The modality appropriateness hypothesis (O’Connor and Hermelin, 1972; Freides, 1974; 
Welch & Warren, 1980) suggests that vision dominates spatial tasks, while audition 
dominates temporal tasks.  Behavioral evidence suggests that unisensory short-term 
memory leverages these specializations; specifically, unisensory inputs are cross-modally 
encoded into the short-term memory structures associated with the “appropriate’ modality 
(e.g., “hearing visual rhythms” in Guttman et al. 2005; Burr et al. 2009).  Based on 
behavioral findings supporting the modality appropriateness hypothesis and 
neuroimaging results identifying sensory-bias in cortical regions, we proposed the 
domain recruitment hypothesis, which predicted that a) higher-order cortical structures 
exist that are specialized for the processing of either spatial or temporal information; b) 
these structures are functionally linked with the “appropriate” sensory modality 
(spatial/vision; temporal/audition); but c) sensory information from the “inappropriate” 
modality can flexibly recruit a structure when tasks demand high functioning in the non-
preferred information domain (i.e., spatial or temporal).  The findings described in the 
latter part of Chapter 2, strongly support the domain recruitment hypothesis for network 
nodes located in the caudal frontal cortex.   
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In Chapter 3, we show that this flexible recruitment extends to the posterior 
auditory cortex by demonstrating that the visual task with high temporal demands, but not 
the visual task with high spatial demands, recruits the posterior superior temporal gyrus.   
In Chapter 4, we provide further evidence that the domain recruitment hypothesis 
extends to the posterior visual cortical structures by identifying regions in the posterior 
parietal cortex that are recruited for the spatially demanding but not the temporally 
demanding auditory short-term memory task.  Notably, this flexible recruitment does not 
appear to occur throughout the entire sensory-biased posterior cortex.  In Chapter 4, we 
further investigated the regional specificity of this flexible recruitment within the dorsal 
parietal cortex.  We defined 6 visuotopic maps (IPS0–4, SPL1) and 4 adjacent regions, 
which lacked reliable maps (latIPS, funIPS, antIPS, and mSPL).  Only the 
anterior/superior maps (IPS2–4, SPL1) were recruited for the auditory spatial but not 
temporal task, providing evidence for multisensory maps and supporting the domain 
recruitment hypothesis in the parietal lobe.  Neither the spatial nor the temporal auditory 
task recruited the posterior/inferior regions IPS0 and IPS1, indicating a functional 
dissociation within the visuotopic maps of the intraparietal sulcus.  Like the 
anterior/superior visuotopic maps, the funIPS and mSPL were recruited for only the 
auditory spatial task; but the latIPS and antIPS were recruited for both the spatial and 
temporal tasks, suggesting a more general role in auditory short-term memory.  These 
results help to elucidate the functional roles of the multiple visuospatial maps and 
adjacent regions in the parietal cortex. 
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 In Chapter 5, we expanded our investigation of functional subdivisions in parietal 
cortex by comparing a visual attention task (multiple object tracking) with the visual 
spatial short-term memory task from Chapters 2 and 3.  In the first comparison using 
these paradigms, the number of targets was held constant at 4 items.  Both the visual 
spatial attention and short-term memory tasks significantly activated the full 
frontoparietal dorsal attention network (DAN), but revealed functional dissociations 
within the network.  The superior/medial components of the DAN (sPCS, mSPL, right 
SPL1) were more strongly recruited by the attention task, while the inferior/lateral 
regions (iPCS, funIPS) showed stronger recruitment in the short-term memory task.  In 
the second comparison of these paradigms, the number of targets was parametrically 
manipulated in each task.  Similar to the auditory findings in Chapter 4 and non-human 
electrophysiology studies in the IPS, the visuotopic maps demonstrated a gradient in 
response profiles.  The most posterior maps displayed a strong linear relationship with K-
score and similar responses for attention and short-term memory, while the more anterior 
maps showed a diminished relationship with K-score but a general increase in activity 
while performing either task, with a stronger response for the attention task. Similarly, 
the activation in regions anterior and lateral to IPS scales linearly with K-score, while the 
mSPL shows an overall response when performing a task, with a stronger response for 
attention over short-term memory.   
 To summarize, this work first provides evidence that sensory modality bias 
extends to frontal cortical regions and these regions act as nodes in two interleaved, 
visual-biased and auditory-biased, networks.  These modality-biased networks 
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demonstrate flexible recruitment when the information domain demands of a task are 
better suited for the modality of the sensory-biased network than the modality of the task 
stimuli.  This evidence for the domain recruitment hypothesis is demonstrated in both 
frontal and posterior cortical regions, and the selective recruitment of visual-biased 
parietal regions under high auditory spatial demands offers evidence for functional 
dissociations within the parietal component of the dorsal attention network.  Visuotopic 
maps identified along the intraparietal sulcus demonstrate a gradient in their response to 
varying sensory short-term memory and attention demands.  IPS0 and IPS1 are not 
recruited in a spatial or a temporal auditory task but do demonstrate a linear relationship 
with the number of items attended to or remembered in a pair of visual spatial tasks, 
indicating that these posterior/inferior maps may play a role in spatial indexing or the 
binding of visual objects to spatial locations (Xu and Chun, 2006).  Anterior/superior 
maps are recruited under high auditory spatial short-term memory demands, but tend to 
demonstrate general recruitment in visual spatial cognitive tasks, with a stronger response 
for visual spatial attention compared to short-term memory; these regions may act as 
multisensory maps, help to integrate multisensory stimuli, facilitate spatial cognition 
through motor plans with more complexity than pure saccades, and/or play a more 
general role in selective attention. 
Significance 
 This research provided the first human neuroimaging evidence for two interleaved 
auditory and visual attention networks in the lateral frontal cortex.  When cognitive 
demands and spatiotemporal factors are matched in a sustained attention task, sensory 
	  	  
133	  
modality emerges as an organizing factor in the caudal frontal cortex.  However, at the 
lowest sensory levels, visual information depends on space, and auditory information 
requires a time component; so although the spatiotemporal factors were matched at the 
object-level (e.g. the letter and digit stimuli) in the sustained attention task, the results 
must be interpreted with the caveat that visual text always has a spatial component and 
spoken words always contain a temporal component.  In addition, this work does not 
imply that these or other cortical regions are purely unisensory; however, these findings 
do support sensory-modality bias extending into the frontal cortex as has been 
demonstrated in primate studies (see Barbas et al., 2013 for review).   
 Advances in computing power and storage provide an opportunity to make 
significant leaps in our understanding of the brain.  The future of neuroscience is likely to 
include large-scale databases and adaptive machine learning algorithms that extend 
beyond the already important contributions from meta-analysis and reverse inference 
techniques (e.g., Duncan and Owen, 2000; Poldrack, 2006).  However, these methods, 
which combine data across subjects, laboratories, and paradigms, introduce a large degree 
of spatial blurring which could cause small functional areas to be obscured.  This work 
demonstrates the value complementary technique: hypothesis-driven, within-subject 
analysis using individualized mapping of brain activation.  The within-subject cortical 
surface-based fMRI analysis used for this research provided increased sensitivity to 
detect subtle modality differences.  In addition, the visuotopic mapping used to identify 
regions of interest for individual subjects helps to mitigate potential issues derived from 
variations in cortical folding patterns.  Combined, large-scale exploratory analysis and 
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within-subjects hypothesis testing promises exciting advances in the field of 
neuroscience. 
Future Directions 
 This work presented in this dissertation offers various avenues for futures 
research in sensory cognition.  First, numerous questions remain regarding the 
relationships between the nodes in the discussed auditory- and visual-biased networks, 
both in their anatomical connections, contributions to attention and short-term memory, 
and their role in flexible recruitment based on task demands.  While this work contributes 
to our understanding of the functional organization of the parietal lobe, extensive 
research is still needed to explore the functional dissociations of these regions.  Finally, 
this work offers a potential framework for future experimental research and applications 
to learning and education.   
 This work defines four interleaved sensory-biased regions in the caudal frontal 
cortex and shows that they are functionally connected to posterior regions showing the 
same sensory bias.  However, the anatomical connectivity, especially for the auditory-
biased areas, is less well understood.  Anatomical studies have identified strong 
connections between the posterior parietal cortex and the superior precentral sulcus or 
frontal eye fields.  Future work, likely using diffusion-weighted imaging, should test if 
the anatomical connectivity of each of the frontal regions discussed in Chapter 2 matches 
that of the functional connectivity.  Another non-invasive anatomical technique, myelin 
mapping from T1- and T2-weighted imaging (Glasser and Van Essen, 2011), has shown 
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promising results in detecting borders between cortical regions.  This technique could be 
used to evaluate the borders of the sensory-biased regions.   
   While Chapter 2 of this dissertation contributes to our understanding of frontal 
lobe organization, this work only addresses only the caudal portion of the frontal cortex.  
At least two additional frontal regions showing a sensory-modality bias were observed in 
a subset of subjects.  These regions were located in or near the inferior frontal sulcus, but 
did not appear consistently enough in the sustained attention contrasts to be included in 
the Chapter 2 analysis.  One hypothesis is that these more anterior frontal regions were 
not consistently identifiable because the degree of sensory modality bias decreases along 
the posterior-anterior axis.  Another possibility is that the sustained attention paradigm 
used in this study is not an appropriate technique for identifying more anterior sensory-
biased areas.  Research using numeric, verbal, and object visual stimuli support the 
theory that there is a rostro-caudal gradient in LFC reflecting a hierarchy of abstraction.  
Along this gradient, simple response rules engage the caudal regions strongly, while 
recruitment of the rostral regions increases with greater rule abstractness or complexity 
(Koechlin et al., 2003; Devlin et al., 2003; Badre and D’Esposito, 2007; Badre et al., 
2010). These studies implicate sPCS (dorsal premotor in Badre and D’Esposito, 2007) in 
response selection and stimulus-response rule execution; suggest that iPCS (pre-premotor 
in Badre & D’Esposito, 2007; Badre et al., 2010) plays an important role in learning and 
maintaining hierarchical rules; and show that another more anterior region in the inferior 
frontal sulcus (IFS in Badre & D’Esposito, 2007) is modulated by competition between 
hierarchical rules of categorization (e.g., cue X indicates “respond based on shape” and 
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cue Y means “respond based on color”).  Notably, these prior studies reveal non-
activated regions between the cortical areas activated in the abstraction tasks using visual 
stimuli; in the caudal frontal cortex, these non-activated regions may align with the 
auditory-biased tgPCS and cIFS.  Future studies should manipulate the abstractedness of 
task demands in a paradigm using purely auditory stimuli to further test the hierarchical 
organization of the lateral frontal cortex and to investigate the role of sensory modality in 
more anterior regions.   
 In this work, we observe flexible recruitment of sensory-biased regions depending 
upon spatial and temporal task demands.  However, the mechanisms for the flexible 
recruitment are unclear, although various theories have emerged from the literature.  
While some argue for obligatory coding of temporal information to the auditory system 
and spatial information to the visual system (Guttman et al., 2005), behavioral and 
neuroimaging studies have not provided clear support for this hypothesis.  Others propose 
that this flexible recruitment happens at a more cognitive level, an idea supported by 
greater recruitment of auditory areas for a visual temporal task when the visual temporal 
task was preceded by a parallel auditory task (Grahn et al., 2011).  This flexible 
recruitment could also reflect motor planning strategies and/or may involve subcortical 
areas such as the thalamus and basal ganglia, which were not investigated in the current 
work.  Other experimental techniques, such as magnetoencephalography (MEG) 
combined with frequency tagging of auditory or visual stimuli (for example, see Giani et 
al., 2012), may be able to provide the temporal resolution to elucidate the mechanisms for 
flexible recruitment.  
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 Chapters 4 and 5 support a view of the parietal cortex as comprising numerous 
functionally heterogeneous regions, which often display a graded response that align with 
their cortical locations.  The lateral and anterior IPS, as well as IPS0 and IPS1, show a 
strong linear relationship with the number of visual items that are attended or 
remembered.  The lateral IPS is recruited for the auditory spatial, but not temporal task; 
and anterior IPS is recruited in both auditory tasks.  By parametrically manipulating load 
demands in spatial and temporal auditory tasks, future studies may be able to detect 
further functional dissociation of these regions.  One may hypothesize from the current 
research that anterior IPS would show a linear relationship with load in all auditory tasks, 
while lateral IPS may show a linear relationship with load that is restricted to spatial 
tasks.  The load-dependent effects in IPS2–4 for a spatial auditory short-term memory 
and attention may also be very interesting.  In visual tasks, IPS2–4 show a bias for a 
multiple object tracking attention task over short-term memory; however, these regions 
are also recruited for an auditory spatial task.  Future research should investigate the 
attentional and short-term memory effects of load for auditory tasks (for example, see 
Huang et al., 2013).  In addition, the current work demonstrates recruitment of these 
visuospatial maps for an auditory spatial task; but conclusive evidence for shared 
multisensory maps has yet to be seen in human IPS, as the current study design cannot 
demonstrate alignment between visuospatial maps and responses to specific auditory 
locations.  Techniques such as multivariate pattern analysis may provide evidence for 
multisensory maps, and univariate analysis with high auditory spatial short-term memory 
demands may also be able to detect the degree of shared spatial maps. 
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  Finally, the findings from this dissertation may be extended to investigations of 
individual differences, especially with respect to learning and education.  Activations and 
interactions of these auditory- and visual-biased networks can provide a framework for 
studying learning styles and reading strategies and may be useful in understanding certain 
learning disabilities.  Future research should also investigate the degree to which activity 
in these regions can be used to predict behavioral outcomes including response times and 
material retention. 
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