A Chebyshev-type quadrature for a probability measure σ is a distribution which is uniform on n points and has the same first k moments as σ. We give bounds for the smallest possible n required to achieve a certain degree k. In contrast to previous results of this type, our bounds use only simple properties of σ and are thus applicable in wide generality. In particular, it is shown that whenever σ has bounded density on a finite interval, n may increase at most exponentially with k. Examples are given illustrating the tightness of our bounds, and applications are given to special local constructions on the sphere and cylinder and to an apparently new result on Gaussian quadrature. We also introduce the concept of random Chebyshev-type quadratures, the case in which nodes are chosen by independent random samples from σ. The concept is discussed and some preliminary results are proven. These results were recently applied to understand how well can a Poisson process approximate certain continuous distributions. We conclude with a list of open questions.
Introduction
A quadrature formula is a way of approximating a distribution by a set of point masses which preserves the integral of all polynomials up * New York University. Partially completed during stay at the Institut Henri Poincare -Centre Emile Borel. Research supported by NSF Grant OISE 0730136. to a certain degree. More precisely, given an integer k ≥ 1 and a measure σ on R with finite first k moments, a quadrature formula of (algebraic) degree at least k is a set of nodes {x i } n i=1 ⊂ R and weights
for all integer 0 ≤ j ≤ k. The degree is exactly k if equality does not hold when j = k + 1. Such formulas have many applications in numerical analysis, classical analysis [KN77] , geometry [K98] and other fields. The maximal degree possible for a quadrature formula with n nodes is 2n − 1 (unless σ itself is atomic with n nodes or less). This degree is attained uniquely on a distinguished formula called the Gaussian quadrature formula whose n nodes are placed at the roots of the n'th orthogonal polynomial corresponding to σ.
In this paper we are concerned with a restricted class of quadrature formulas. We consider only probability measures σ and restrict our formula to have all its weights equal (to 1 n ). Hence our formula takes the form
where the nodes {x i } need not be distinct. Such formulas are called Chebyshev-type quadrature formulas. The special case when n = k is known as Chebyshev quadratures, see the survey [G75a] . Such formulas arise in various applications, for example in combinatorics and statistics [SZ84] , potential theory and geometry [W93] . In addition, they recently proved essential to the finer understanding of the gravitational allocation [CPPR07, CPPR09] . There, it was necessary to understand how well, and with what probability, can a Poisson process approximate a given continuous distribution. This application will be further detailed in sections 1.2 and 1.3. Does a Chebyshev-type quadrature always exist for given σ and k? how many nodes are required to achieve a given degree for such formulas? These are natural questions arising from the concept.
Definition 1.1. For a probability measure σ on R and integer k ≥ 1, denote by n 0 σ (k) the minimal number of nodes n required in a Chebyshev-type quadrature (2) of algebraic degree at least k. Define n σ (k) to be the minimal integer such that for any n ≥ n σ (k) there exists a Chebyshev-type quadrature (2) of algebraic degree at least k having exactly n nodes.
Of course, we always have n 0 σ (k) ≤ n σ (k) ≤ ∞ (see (6) for an example where they have different orders of magnitude). The existence question has been researched extensively and is well understood in far greater generality [SZ84, R88, K93] . Results exist for more general spaces than R and for more general functions than x j . For our case, one has the following Theorem 1.1. Given an integer k ≥ 1 and a probability measure σ on R with x k dσ(x) < ∞.
1. If σ is purely atomic with m atoms and k ≥ 2m then the only quadrature formula for σ is σ itself. In particular, a Chebyshevtype quadrature exists in this case only if all atoms of σ have rational probability and in this case we have n 0 σ (k) < ∞ and n σ (k) = ∞.
2. If the condition of the first part is not satisfied, then we have n σ (k) < ∞. Furthermore, there exists n 0 ∈ N such that for any n ≥ n 0 there exists a Chebyshev-type quadrature for σ of degree at least k having all distinct nodes.
We have not seen this theorem explicitly stated in the literature but it follows easily from results of Kuijlaars [K93] combined with classical results in the theory of the moment problem [KN77] . We prove it in Section 2.1.
Remark 1.1. If the support of σ is contained in some interval [a, b] then it is sometimes desirable to have a Chebyshev-type quadrature with all nodes distinct and in the open interval (a, b) (a so-called strict Chebyshev-type quadrature). It is also possible to write necessary and sufficient conditions for this case, see Remark 2.1 for details.
This theorem does not address the quantitative question of the required number of nodes, but its first part already shows that unlike the case of the ordinary quadrature (1) there is no universal bound on n 0 σ given only in terms of k. Bernstein [B37a, B37b] was the first to discover the surprising fact that even in very regular cases, n 0 σ may grow super-linearly. In his 1937 work he proves Theorem 1.2. (Bernstein) Let σ be the uniform distribution on [0, 1] . Then there exist C, c > 0 such that for all k ≥ 1,
Since Bernstein's work, polynomial rate of growth has been shown for some other important distributions. See, for example, [K95] for Jacobi weight functions, [KM94] for some simple two and three dimensional shapes and [BV08, BV09] for recent progress on spherical designs, a long standing open problem.
There also exist results in the literature, for example [W91] , [R88] , [RB91] , giving upper bounds for n 0 σ (k) and n σ (k) for general measures σ in some class. However, all these results seem to require some control over the orthogonal polynomials corresponding to the measure σ. Typically, the bounds are given in terms of various norms of the derivatives of the polynomials and their products. They appear quite hard to estimate without explicit knowledge of the orthogonal polynomials and may not be easy to compute even when the polynomials are known. Another, less important, drawback of these results is that they seem to have only been proven with some restrictions on σ such as being non-atomic with full support, or being absolutely continuous with somewhat regular density. This paper has several goals. First, to give, in many cases, an upper bound on n σ (k) which is given in terms of simple properties of σ. Our bound is particularly simple in the case of absolutely continuous distributions with bounded densities, but extends also to singular distributions and even to purely atomic distributions, provided some control over the size of the atoms is known. Corresponding examples show our bound is not far from sharp. Second, to present the concept of random Chebyshev-type quadratures (and its higher dimensional analogues), where nodes are chosen by independent samples from σ. It provides another way to bound n 0 σ , but is also of interest in itself. Third, to describe applications of the theorems to some constructions on spheres and cylinders and to an apparently new result on Gaussian quadrature (Corollary 1.8). Both the constructions and random Chebyshev-type quadratures were recently needed in the fine study of the gravitational allocation [CPPR09] where they were applied to understand how well can a Poisson process approximate certain continuous distributions. Fourth, to increase the familiarity of researchers with the concept of Chebyshev-type quadratures and the known results about it. These goals are developed in the next three subsections (without proofs). Section 2 contains proofs and supplements. Section 3 contains some open questions.
Simple bounds for the number of nodes
In this section we present an upper bound on the number of nodes required in a Chebyshev-type quadrature (2) which is calculated in terms of simple properties of σ. Examples at the end of the section show that given the information that it uses, our bound is close to sharp, at least for absolutely continuous distributions. The information about σ we shall need is contained in the following function
( 3) for 0 < δ < 1. R σ is the inverse modulus of continuity of σ; R σ (δ) measures the minimal length an interval needs to have in order to have probability at least δ. Our main theorem is Theorem 1.3. Let σ be a probability measure with σ([0, 1]) = 1. Fix an integer k ≥ 2 and let
Then for each integer n ≥ r −1 and each p ∈ R k satisfying
The theorem states that if the number of nodes n is large enough with respect to k and the quantity R σ 1 k+3 −1 , then there exists a Chebyshev-type quadrature (2) having the same first k moments as σ. Furthermore, for each small perturbation of the moments of σ, there exists a Chebyshev-type quadrature with these perturbed moments. The theorem gives explicit bounds on n and on the size of the allowed perturbation. Note that for the theorem to be non-empty for a measure σ, we must have R σ ( 1 k+3 ) > 0 which is equivalent to saying that σ has no atom with probability at least 1 k+3 . See Remark 2.2 for discussion of the case of distinct nodes in (0, 1) and the case of functions other than x j .
Of course, the most important case of the theorem is when the moments of σ are unperturbed. In addition, in many applications, one is interested in absolutely continuous distributions with bounded densities. If the density bound is M , we have R σ (δ) ≥ M −1 δ. Similarly, if one considers singular σ, a typical scenario is when R σ (δ) ≥ cδ β for some β > 1. For these cases we have the following useful corollary which follows immediately from Theorem 1.3: Theorem 1.4. Let σ be a probability measure with σ([0, 1]) = 1.
Suppose that σ is absolutely continuous with a density which is
essentially bounded by M . Then for each integer k ≥ 2 we have
where α > 0 depends only on c and β.
In both cases, we furthermore have that all quadrature nodes lie in [0, 1].
Hence for bounded densities, one needs at most an exponential number of nodes in a Chebyshev-type quadrature. A more singular measure may require even more nodes. Similar corollaries can be made for other measures according to which lower bound one has for R σ .
The previous theorems provide quantitative bounds for n σ (k) in the cases when σ does not have large atoms. Can we provide similar bounds when σ is a mixture of a large atom and a non-atomic component? or when σ has infinitely many atoms? The following theorem does so. Define, for a probability measure σ and 0 < ε < 1,
.
In words, σ t ε is σ with all its atoms truncated to height ε and σ ′ is its normalized version.
Theorem 1.5. Let σ be a probability measure with σ([0, 1]) = 1. Fix an integer k ≥ 2 and suppose that there exists 0 < ε < 1 such that
Fix such an ε and let
Then for any integer n ≥ max
Remark 1.2. 1. It is simple to see that condition (5) is satisfied for any small enough ε > 0 if σ has a non-atomic component or if it has at least k + 4 atoms.
2. Note that the largest atom in σ ′ ε has at most ε σ t ε ([0,1]) probability. Hence condition (5) ensures that ρ > 0. The reason that the 1 k+3 of Theorem 1.3 is replaced by 2 2k+7 and for the extra factor 2k+6 ε in the bound on n is that we may not be able to exactly truncate the atoms of σ to probability ε using atoms of size 1 n . 3. Similarly to Theorem 1.3, we can quantify a statement saying that for any moment vector p which is close enough to the moments of σ, we can find {x i } n i=1 with these moments. 4. The proof is based on writing σ = qσ 1 + (1 − q)σ 2 for probability measures σ 1 , σ 2 , where σ 1 approximates σ ′ ε and σ 2 is the "leftovers" of the large atoms of σ. The approximation is chosen so that σ 2 already has atoms with rational probability, then Theorem 1.3 is used to get a Chebyshev-type quadrature for σ 1 . We note that this approach might yield better bounds than those of Theorem 1.3 even for σ which do not have large atoms. For
is very small, one may try to decompose
) and q is rational with small denominator. Then approximate σ 2 in a simple manner, say as in Lemma 2.4 below, and finally approximate σ 1 using Theorem 1.3 and use the freedom in the moments afforded by (4) to compensate for the errors in the moments of the approximation to σ 2 .
Lower bounds
The above theorems give an upper bound for n σ (k) using simple properties of σ. However, we saw in Theorem 1.4 that even when σ is absolutely continuous, this upper bound is already exponential in k. Comparing this with the polynomial bounds given in Bernstein's Theorem 1.2 and similar theorems, this may seem to be a far cry from the true value. However, it turns out that this is not the case. In this section we give two examples of absolutely continuous measures σ for which n σ (k) is almost as large as the bound given in our main Theorem 1.3 (a gap of log k in the exponent remains).
Theorem 1.6. There exists C > 0 such that for every k > C, there exists a probability measure σ on [0, 1], absolutely continuous with density bounded by Ck, satisfying
In fact, the measure σ we construct is simply the exponential distribution, properly truncated and rescaled. Our method of proof for the theorem is quite general and may be applied to give lower bounds to n 0 σ for other distributions as well. It requires only some simple moment estimates for the measure σ.
A second example of a distribution with exponential n σ (k) is furnished by a remarkable theorem of Förster [F86] . For 0 < ξ < 1, let σ ξ be the probability measure having density
where α is a normalization constant. Denote by d n (σ ξ ) the maximal possible algebraic degree of accuracy for a Chebyshev-type quadrature for σ ξ having exactly n nodes. Gautschi [G84] proved that for every ξ ∈ (0, 1) and every n ∈ N we have d 2n (σ ξ ) = 4n − 1 (the maximal possible degree). Quite surprisingly, Förster then showed that for every ξ ∈ (0, 1) and every n ∈ N we have
Hence the situation for an odd number of nodes is drastically different from the situation for an even number of nodes! Putting the above facts together we see that for every ξ ∈ (0, 1) and every k ≥ C(ξ) we have
for some C(ξ), c(ξ) > 0. To compare this with our upper bounds note that R σ ξ (δ) ≥ c(ξ)δ 2 for some c(ξ) > 0. Hence Theorem 1.4 shows that n σ ξ (k) ≤ ⌈C(ξ) k (k + 3) k+1 ⌉ for some C(ξ) > 0.
In both examples given, the growth rate of the lower bound on n σ (k) differs from the growth rate of our upper bounds by a factor of log(k) in the exponent. It would be interesting to try and close this gap.
The proof for our first example uses the following fundamental theorem of Bernstein [B37a] . To state it, we first recall that for k = 2m − 1 for m ∈ N and a probability measure σ on R with x k dσ(x) < ∞, unless σ is purely atomic with less than m nodes, we have the Gaussian quadrature formula with nodes ξ
The nodes are the roots of the m'th orthogonal polynomial of σ, unless σ is purely atomic with exactly m atoms whence the formula is σ itself. The degree is exactly k except in this last case.
Theorem 1.7. (Bernstein [B37a] ) For a probability measure σ and k = 2m − 1 as above, any Chebyshev-type quadrature for σ of degree k satisfies n ≥
for the number of nodes n.
Bernstein proved it only for the case of the uniform distribution but as some authors note, the bound extends to all measures [G75b, K93, KM94] .
We note an immediate corollary of Theorem 1.4 and Bernstein's Theorem 1.7 to an estimate on Gaussian quadratures. 
This estimate appears to be new and we do not know if it is simple to prove directly. Similar corollaries can be phrased for general measures using R σ and Theorem 1.3.
Random Chebyshev-type cubatures
A cubature is the higher dimensional analogue of a quadrature. We give the name random Chebyshev-type cubature to the situation in which we would like to approximate the moments of a measure σ by the moments of a uniform distribution on n points (like in ordinary Chebyshev-type quadratures). But we are not allowed to choose the position of the points. Instead, the points are chosen randomly according to independent samples from σ. In such a situation, it is natural to ask how small is the probability that the moments of the random measure approximate the moments of σ very well. In general, this is a question about a small ball probability.
As we shall see, this notion gives another way to prove existence of Chebyshev-type quadratures and cubatures and we believe that it deserves better study. In addition, it arose naturally in the finer analysis of the gravitational allocation [CPPR09] in which it was required to understand how well does a sample of a Poisson process in a region of space approximates Lebesgue measure in that region. This question was reduced there to the study of a random Chebyshev-type cubature and to estimating the above small ball probability for the case that σ is a uniform distribution on a cube.
To formalize the above, fix d ≥ 1 and define for k ≥ 1,
For n ≥ 1, consider the following random measure
Still, the moments of σ n typically do not approximate well the moments of σ. Indeed, one expects that for any fixed α, the dif-
We are interested in the probability that this difference is much smaller. More precisely, let
This is the small ball probability for the random vector M k (σ n ). We would like to understand how it scales for a fixed n as ε tends to 0. Note first Lemma 1.9. If for some n, k ≥ 1 and every ε > 0 we have p n,k,ε (σ) > 0 then there exists a Chebyshev-type cubature for σ of degree at least k having exactly n (not necessarily distinct) nodes.
Hence understanding p n,k,ε provides a different way to show existence of Chebyshev-type cubatures (and to prove lower bounds for n 0 σ ). In this paper we content ourselves with a small step in this direction (which, however, already takes some work to prove) by stating and proving the theorem for the cube which was needed in [CPPR09] . Greg Kuperberg [K08] told us he independently started examining the concept for the sphere. We take σ to be the uniform distribution on the cube [−1, 1] d and prove that there exists some N 0 < ∞ such that for all n > N 0 the random vector M k (σ n ) has a positive density at M k (σ). This already implies a certain rate of decay for p n,k,ε . Our result is non-quantitative. We do not establish bounds on N 0 in terms of k and d, nor lower bounds on the density. It would be interesting to make the result more quantitative and prove similar results for other distributions. In particular, for d = 1 is N 0 of order k 2 ? for d = 2 is it of order k 4 ? (like n 0 σ (k) for the square, see [KM94] ). Theorem 1.10. Fix k ≥ 1 and let
This theorem can be viewed as a local limit theorem (and its proof follows this approach). The moment vector M i is a sum of IID contributions and we show that starting in some large N , it has density which (suitably scaled) converges uniformly to the density of a Gaussian vector. Our main tool is Fourier analytic estimates.
Application to construction of local cubatures
In this section we apply the results of the previous sections to give a construction of discrete point sets on the sphere and the cylinder which are approximate Chebyshev-type cubatures (the multi-dimensional analogue of quadratures). In the case of the sphere, we approximate its surface measure. In the case of the cylinder, the approximation is to a measure with density (with respect to surface area) constant on every spherical section and growing linearly along the axis of the cylinder. In both cases, our approximations are stronger than ordinary Chebyshev-type cubatures in that they are "local", i.e., there is a partition of the set in question (the sphere or the mid-part of the cylinder) to subsets of small diameter such that our point set restricted to each of these subsets is an approximate Chebyshev-type cubature.
The application to the cylinder, which builds on the application to the sphere, was central in the recent study [CPPR09] on gravitational allocation where it was used to construct "wormholes"; long tentacles in space surrounded by rings of stars in which the gravitational force is atypically strong in the tentacle's direction. These were of central importance in the large deviation behavior of the allocation's cells.
Our construction of the Chebyshev-type cubature for the sphere is very similar to a construction of Wagner [W92] which was used in a somewhat similar context in his work on a problem in potential theory. The constructions are similar enough that we could have used his work in our application, yet we chose to give a full proof of it here since some parts in Wagner's construction (such as the exact partition of the sphere) are only sketched and since our construction gives explicit bounds on the number of nodes in the cubature (at the expense of getting only an approximate cubature formula), whereas his only shows existence.
To state our theorems, let us define σ d to be the d-dimensional area measure on sets in
as the unit sphere, we prove:
Theorem 1.11. For each d ≥ 1, k ≥ 1 and 0 < τ, δ < 1 there exist C, c > 0 (depending only on d) and a partition of S d (up to surface measure 0) into measurable subsets E 1 , . . . , E K satisfying the following properties:
2. For N = n d , where n can be any integer satisfying n ≥ C m 0 (d,k,δ) , and for each 1
To state our theorem for the cylinder we make a few more definitions. Given L, W > 0 and a dimension d ≥ 1, let
so that P L,W is the curved part of the boundary of a length L cylinder of radius W . Let ν L,W be the measure supported on P L,W and absolutely continuous with respect to
I.e., the density increases linearly from 1 to 2 as x 1 increases from −L to L. Recalling the definition of m 0 (d, k, δ) from (9), we prove:
Theorem 1.12. For each d ≥ 3 there exists C > 0 such that for each k ≥ 1, L > C, W > 0, 0 < τ < W and 0 < δ < W k we have measurable subsets D 1 , . . . , D K ⊆ P 2L,W satisfying the following properties:
and a multi-index α with |α| ≤ k.
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Proofs and supplements 2.1 Existence of Chebyshev-type quadratures
In this section we prove Theorem 1.1 about existence of Chebyshevtype quadratures. We start with the following theorem which follows from classical results in the theory of the moment problem:
Theorem 2.1. Given k = 2m−1 for m ∈ N and a probability measure σ on R with x k dσ(x) < ∞. Unless σ is purely atomic with less than m atoms, there exists a quadrature formula for σ of degree at least k having exactly 2m + 1 nodes.
Proof. We assume without loss of generality that σ is atomic with m nodes since otherwise we can replace σ by its Gaussian quadrature (7). Then its support is contained in an interval [a, b] . Fix c < a and d > b. Note that for any polynomial P ≡ 0 of degree at most k which is non-negative on [c, d] we have d c P dσ > 0. Or in other words (see [KN77, III §1]) σ (or rather its first k moments) is strictly positive with respect to [c, d] and k. This implies that there exists a quadrature formula σ m+1 for σ having degree k, exactly m + 1 nodes, all in (c, d) and all different from those of σ (this is any of the lower representations of index n + 3, see [KN77, III §7.1]. All nodes are in the interior of [c, d] since k is odd). Then the measure 1 2 (σ + σ m+1 ) satisfies the requirements of the theorem.
We also need two theorems of Kuijlaars: K93] , Theorem 3.2) Given a probability measure σ, suppose we have a Chebyshev-type quadrature formula (2) of degree at least k with n nodes in (−1, 1), of which n 0 ≥ k are distinct. Then there exists a Chebyshev-type quadrature formula with n distinct nodes in (−1, 1) of degree at least k.
Theorem 2.3. ( [K93] , Theorem 4.2) Given a probability measure σ and a quadrature formula (1) with weights (m i ) n i=1 , distinct nodes in (−1, 1) and degree at least n − 1, there exists a relatively open subset U of the collection {(p 1 , . . . , p n ) | p i > 0 for 1 ≤ i ≤ n and
The second theorem was proved in [K93] for absolutely continuous σ with bounded support but the (short) proof is valid for any σ.
Proof of Theorem 1.1. If σ is purely atomic with j ≤ k 2 atoms, it is well known that σ itself is the only quadrature formula having degree at least k. This can be seen by considering the non-negative polynomial P having a double zero at each atom of σ. Since P has degree 2j ≤ k and since P dσ = 0 we see that the integral of P is zero also with respect to a quadrature with degree at least k. Hence the nodes of that quadrature are a subset of the nodes of σ but this implies that they are equal since the location of the nodes determines the weights by solving a linear system with a Vandermonde coefficient matrix.
Assume now that σ is not purely atomic with j ≤ k 2 atoms. We may assume k = 2m − 1 for some m ∈ N since if k is even, the theorem remains true when k is replaced by k+1. we use Theorem 2.1 to obtain σ 2m+1 , a quadrature for σ of degree at least k having exactly 2m + 1 nodes. It follows from Theorem 2.3 that for some n 0 ∈ N and any n ≥ n 0 there exist Chebyshev-type quadratures with n nodes having the same first 2m moments as σ 2m+1 , so that in particular they have degree at least k with respect to σ. The nodes of these quadratures can be made distinct using Theorem 2.2.
Remark 2.1. For a probability measure σ and k ∈ N with support in [a, b] we say that σ is singular with respect to [a, b] and k if there exists a polynomial P ≡ 0 of degree at most k which is non-negative on [a, b] and such that P dσ = 0. Equivalently, σ is singular with respect to [a, b] and k if and only if it is purely atomic and its index I(σ) ≤ k where I(σ) := I(x) over all atoms x of σ and
If σ is singular then it follows from the same proof as above, but using the polynomial P exhibiting the singularity, that the only quadrature for σ with all nodes in [a, b] is σ itself. If σ is not singular with respect to [a, b] and k, then the same proof as above with minor modifications shows that for any large enough n there exist Chebyshev-type quadratures for σ having degree at least k and distinct nodes in (a, b). If k is odd, the only modification is that in the proof of Theorem 2.1, one should obtain its representations directly in [a, b] without passing to the larger interval [c, d] (this is possible since σ is non-singular on [a, b] ). Then the quadrature thus obtained will have all its nodes in (a, b). For even k, the additional required modification is to first replace σ by σ ′ , a canonical representation of it with support in [a, b] , index k + 2 and the same first k moments [KN77, III §4] , then to apply the above proof for σ ′ and k + 1.
Bounds for Chebyshev-type quadratures
In this section we prove the main Theorems 1.3 and 1.5 which give general upper bounds for the number of nodes in a Chebyshev-type quadrature, and Theorem 1.6 giving an example of an absolutely continuous measure requiring many nodes for its Chebyshev-type quadrature.
Remark 2.2. 1. It is sometimes desired that the nodes of the quadrature be distinct and contained in (0, 1). Our results also imply bounds for such formulas since we can first linearly map the measure σ into σ ε supported in the interval [ε, 1−ε]. Then apply Theorem 1.3 and use the freedom afforded by (4) (taking ε > 0 very small) to make the moments of the resulting quadrature equal those of σ. To make the nodes distinct we can then use Theorem 2.2 (the proof of Theorem 1.3 gives at least k distinct nodes).
2. It may also be desirable to have a result similar to Theorem 1.3 for functions other than x j . Our proof does not transfer to all such collections of functions, but it may be generalized to some collections. It seems the main requirement would be a "quantitative inverse mapping theorem" as in Proposition 2.5 below.
Recalling the definition (3) of R σ for a probability measure σ, we note the following simple properties:
1. R σ is monotonically increasing.
2. R σ (δ) = 0 if and only if σ has an atom of mass at least δ.
3. If σ is supported on [0, 1] then R σ ( 1 m ) ≤ 1 m for each m ∈ N. 4. If σ is absolutely continuous with a density that is essentially bounded by M , then R σ (δ) ≥ δ M for all δ.
Proof of Theorem 1.3
We start with a lemma providing a simple approximate Chebyshevtype quadrature.
Lemma 2.4. Let σ be a probability measure with σ([0, 1]) = 1. For n ∈ N, let µ := 1 n n i=1 δ y i where the (y i ) are chosen according to the simple approximation:
Then for all j ∈ N we have
Proof. Define y 0 := 0 and for each 0 ≤ i ≤ n define the "leftover mass at y i " by
and note that these measures are non-negative with total mass exactly 1 n and that we have σ = n i=1 σ i . Now fix j ∈ N and estimate
Remark 2.3. It is worth noting that c n for some c > 0 is the best approximation possible in this level of generality if one uses the above method of dividing σ into σ i 's with mass 1 n and approximating each one with one point. This can be seen by considering the example of σ = 1 2 (δ 0 + δ 1 ) when n is odd and the example of σ = 1 3 (δ 0 + δ 1 2 + δ 1 ) when n is even.
Our aim is to perturb the above simple approximation into a Chebyshev-type quadrature for σ. To this end, we define the moment map T k :
and rely on the following quantitative "inverse mapping theorem":
Proposition 2.5. Fix ρ > 0, integer k ≥ 2 and let z ∈ R k satisfy
and |z i − z j | ≥ ρ k − 1 for all 1 ≤ i ≤ k and j = i. Then for any p ∈ R k satisfying
there exists w ∈ R k satisfying |w − z| ∞ ≤ ρ 3(k−1) and T k (w) = p. In words, the proposition shows that if z i are well separated, then the image through T k of a ball around z contains a ball in moment space (where the balls are in the l ∞ metric), and it gives quantitative bounds on the radii of these balls. We delay the proof of this proposition until after the proof of the theorem. Iterating the proposition we obtain Corollary 2.6. Given µ := 1 n n i=1 δ y i with all 0 ≤ y i ≤ 1 and k ≥ 2. Suppose that there exist 0 < ρ ≤ 1 and s disjoint subsets (z(r)) s r=1 of the (y i )'s, each of size exactly k, such that
for all r, 1 ≤ i ≤ k and j = i. Then for any p ∈ R k satisfying
there exists µ ′ of the form µ ′ := 1 n n i=1 δ x i with all 0 ≤ x i ≤ 1 such that x j dµ ′ = p j for all j.
We emphasize that in this corollary and the rest of the proof, by disjoint subsets z(r) ⊆ (y i ) we mean that we may choose indices (i r 1 , . . . , i r k ) s r=1 such that z(r) j = y i r j and each i appears at most once in all these index sets. Note that with this convention, if the (y i ) contain a certain value multiple times, then it may happen that the (z(r)) also contain this value multiple times.
Proof. The claim follows by applying Proposition 2.5 to each of the subsets z(r), each time changing the moments of the measure in the direction of the vector p. Note the additional factor 1 n in (14) as compared to (12). This factor appears since we need to normalize T k by a factor of 1 n to get the moments of the measure.
Finally, it remains to show that if a measure does not have large atoms, then the simple approximation of Lemma 2.4 contains many disjoint subsets as in Corollary 2.6.
Lemma 2.7. Let σ be a probability measure with σ([0, 1]) = 1. For n ∈ N, let (y i ) n i=1 be the simple approximation (11). Then for each integer k ≥ 2 such that n ≥ k(k + 3) there exist ⌈ n k+3 ⌉ disjoint subsets (z(r)) of the (y i ), each of size exactly k, which satisfy (13) with ρ = (k − 1)R σ ( 1 k+3 ).
Proof. Define y 0 := 0. Note that by definition we have |y i − y j | ≥ R σ ( |i−j| n ). Let i 0 := ⌈ n k+3 ⌉. Define the subsets (z(r)) i 0 r=1 by z(r) j := y ji 0 +r−1 for 1 ≤ j ≤ k. We need to verify that the conditions in (13) hold with ρ = (k − 1)R σ ( 1 k+3 ). To check the first condition, note that
using the assumption that n ≥ k(k + 3). The second condition follows similarly.
Remark 2.4. We note that there do exist σ with atoms of size 1 k+1 for which the (y i ) of (11) do not contain even one subset which satisfies the separation condition (13) for a positive ρ. For example,
Hence the above lemma is close to optimal.
Putting all the above claims together we have the Proof of Theorem 1.3. Let ρ and r be as in the theorem. Fix an integer n ≥ r −1 and a vector p ∈ R k satisfying (4). By Lemma 2.4 we have (y i ) n i=1 ⊆ [0, 1] such that for all j ∈ N we have
Note that using the 3'rd property of R σ appearing in the beginning of the section, we have ρ ≤ 1 and so n ≥ k(k + 3). Hence, by Lemma 2.7 there exist s := ⌈ n k+3 ⌉ disjoint subsets (z(r)) s r=1 of the (y i ), each of size exactly k, which satisfy (13) for the given ρ. Hence, by Corollary 2.6, for any p ′ ∈ R k satisfying
Since p satisfies (4), equations (15) and (16) will imply the theorem if
This now follows by the definition of s and the condition n ≥ r −1 .
Proof of Proposition 2.5
Fix an integer k ≥ 2. We first define some notation: for w ∈ R k , let V (w) be the Vandermonde matrix defined by
and let U (w) be a slightly modified version defined by
For a matrix A ∈ M k×k let A ∞ := max 1≤i≤k k j=1 |A ij |, the infinity norm of the matrix. We continue by citing (a special case of) a theorem of Gautschi about norms of inverses of Vandermonde matrices [G62] .
Theorem 2.8. (Gautschi) For w ∈ R k satisfying w i ≥ 0 for all i and w i = w j for all i = j, we have
We immediately deduce Corollary 2.9. For w ∈ R k satisfying w i ≥ 0 for all i and w i = w j for all i = j, we have
In particular, if 0 ≤ w i ≤ 1 for all i and there exists 0 < σ ≤ 1 such that |w i − w j | ≥ σ k−1 for all i = j then
Proof. Noting that U (w) = DV (w) where D is a diagonal matrix with 1, 2, . . . , k on its diagonal, we see that
So the first part of the corollary follows from Theorem 2.8. For the second part, assume for simplicity that k is odd. For the case k = 1 there is nothing to prove, for k ≥ 3 the assumptions and Stirling's approximation imply
Similarly, one can check that the required estimate holds when k ≥ 2 is even.
We continue the proof by defining a vector field G : R k → R k and an ODE, By standard existence theorems for ODEs,there exists a solution to the ODE w : [0, τ * ] defined up to the first time that G(w(t)) is undefined, i.e., the first time that w i (t) = w j (t) for some i = j. τ * = ∞ if such a time does not exist. Let also t * be the first time that |w(t) − z| ∞ = ρ 3(k−1) , or infinity if such a time does not exist. It is clear from the separation of the coordinates of z that t * ≤ τ * .
Note that the Jacobian
from which it follows that T k (w(t)) − p = e −t (T k (z) − p). We deduce that if t * = ∞, then since for t < t * , w(t) lies in a compact set, we can extract a subsequence of w(t) converging to some w with |w − z| ∞ ≤ ρ 3(k−1) . By continuity of T k this w satisfies T k (w) = p as required.
Hence we assume, in order to get a contradiction, that t * < ∞. We now calculate
Hence, noting that by Corollary 2.9 with σ = ρ 3 , for s ≤ t * we have
we obtain (using assumption (12))
contradicting the definition of t * . Thus the proposition is proved.
Proof of Theorem 1.5
Recalling the notation of Theorem 1.5, let us fix 0 < ε < 1 satisfying
and n ≥ max 1 rσ t ε ([0, 1] )
, 2k + 6 ε .
As noted in Remark 1.2, condition (17) implies that the right hand side of (18) In words, σ 2,n has an atom for every atom x ∈ A and the mass of this atom is the largest multiple of 1 n which is no larger than σ({x}) − ε. Define also σ 1,n := σ − σ 2,n .
Then, by our definitions and (18), we have
for every Borel set B. We now let q := σ 1,n ([0, 1]) so that 1 − q = σ 2,n ([0, 1]). Note that q > 0 and is a multiple of 1 n by the definition of σ 2,n . Letting σ ′ 1,n := σ 1,n q we have σ = qσ ′ 1,n + σ 2,n .
We claim that there exists a Chebyshev-type quadrature for σ ′ 1,n of degree at least k and having exactly qn (not necessarily distinct) nodes in [0, 1] (qn is an integer!). By Theorem 1.3 we know that such a quadrature exists if
δ) for any 0 < δ < 1 2 and in particular ρ ′ ≥ ρ and consequently r ′ ≥ r (ρ and r we defined in the statement of the theorem). In addition, by (19) we have that q ≥ σ t ε ([0, 1]). We conclude that (21) holds by (18).
To finish, we have obtained a Chebyshev-type quadrature for σ ′ 1,n of degree at least k,
it is straightforward to check using (20) that µ is a Chebyshev-type quadrature of degree at least k for σ having exactly n (not necessarily distinct) nodes in [0, 1].
Lower bounds for the number of nodes
In this section we prove Theorem 1.6. For k = 2m − 1, m ∈ N and a probability measure σ which is not purely atomic with fewer than m atoms, we note an inequality on the weights of the Gaussian quadrature (7).
for any j and any polynomial p of degree at most k which satisfies p ≥ 0 on the support of σ and p(ξ for Borel sets A and where c k := (1 − exp(−2k)) −1 is chosen so that σ k is a probability distribution. Theorem 1.6 follows, by rescaling σ k , from Theorem 2.10. There exists C > 0 so that if k > C then n 0
We need the following lemma:
Lemma 2.11. There exists C 1 > 0 such that if k ≥ C 1 then for j = k − 1 or j = k we have
Proof. The second inequality follows from the fact that x j dσ(x) = j!. To see the first inequality note that
and that
To estimate the last sum we use that
This implies that the sum is dominated by a geometric sum with quotient e −1/2 . Hence
Finally, the first inequality of the lemma follows from this and (23) by noting that 3(2k + 1) j exp(−2k) ≤ 1 2 j! for j = k − 1 and for j = k if k is large enough.
Proof of Theorem 2.10. We aim to estimate from above λ (m) m of the Gaussian quadrature (7) corresponding to σ k . Denote, for brevity, ξ := ξ (m) m and λ := λ (m) m . First, consider the polynomial p(x) := x k−1 ( k 2 − x) and note that p(x) ≥ 0 for 0 ≤ x ≤ k 2 and p(x) < 0 for x > k 2 . Note also by the previous lemma that
This implies that ξ ≥ k 2 . Now consider the polynomial q(x) := x k /ξ k and note that q(x) ≥ 0 for x ≥ 0 and q(ξ) = 1. By (22), Lemma 2.11 and our estimate on ξ we have
for large enough k. We are done by Bernstein's Theorem 1.7.
We also remark that it is possible to have a sequence of absolutely continuous distributionsσ k with n 0 σ k (k) rising as quickly as we want with k. For example, for k = 2m − 1, we can take a distribution with m atoms and with the leftmost atom as small as we want. By Bernstein's theorem 1.7 any Chebyshev-type quadrature for it of degree at least k will have at least as many nodes as one over that atom (since the distribution and its Gaussian quadrature coincide in this case). Now, we can convolve this distribution with a smooth function which is very close to a delta measure to obtain an absolutely continuous distribution whose Gaussian quadrature is as close as we want to the atomic measure (in the weak topology) so that Bernstein's theorem implies the result.
Random Chebyshev-type cubatures on the cube
In this section we prove Lemma 1.9 and Theorem 1.10.
Proof of Lemma 1.9. Suppose that for some n, k ≥ 1 and all ε > 0 we have p n,k,ε (σ) > 0. If k = 1, a Chebyshev-type cubature always exists for σ (placing all nodes on the mean of σ). Assume k ≥ 2 and fix a sequence ε j → 0. Since p n,k,ε j > 0 we can find a measure
These measures must have a converging subsequence as j → ∞ (in the sense that the location of the atoms converges) to some σ ′ := 1 n n i=1 δ x i since if any of the atoms goes to infinity we necessarily have M k (σ j ) ∞ → ∞ since k ≥ 2 and each atom carries a fixed weight 1 n . σ ′ is the required cubature.
We proceed to prove Theorem 1.10. Recalling the statement of the theorem, we first observe that since the M i are IID vectors in R PolyDim(k,d) , the central limit theorem gives thatS n converges weakly to a N (0, Σ) RV for some matrix Σ. To prove the proposition we would like to show that Σ is positive definite and that a local limit theorem also holds. This will imply that for large enough n, the density ofS n exists and is uniformly close to that of N (0, Σ), whence it is uniformly positive in a neighborhood of the origin.
For a random variable X ∈ R m we writeX : R m → C for the characteristic function f (λ) := Ee iλ·X . We use the following local limit theorem from [BR76] . Theorem 2.12. ([BR76, Th. 19.1, Ch. 4] ) Let (X n ) n≥1 be a sequence of IID random vectors in R m with EX 1 = 0 and positive definite Σ := Cov(X 1 ). Let Q n := 1 √ n (X 1 + · · · X n ), then the following are equivalent:
2. For every sufficiently large n, Q n has a density q n and
where φ 0,Σ is the density of a N (0, Σ) random vector.
In our case we take X i := M i − EM 1 and we will show that
Note that to use the above theorem it may seem necessary to separately show that Σ := Cov(M 1 ) is positive definite, but this also follows from (24) since if Cov(M 1 ) were singular then X 1 would be supported in a linear subspace and (24) would not hold, since in that caseX 1 (µ+λ) would equalX 1 (µ) for every λ orthogonal to that linear subspace. Hence Theorem 1.10 will follow by verifying (24). Such estimates are standard in the theory of oscillatory integrals but since we could not find this exact result, we prove it using standard methods from the book [S93] by Stein . Following that book, we use the next estimate of Van der Corput to prove what we need. 1 for ρ ∈ (a, b) . Then b a e iλφ(ρ) dρ ≤ C j λ −1/j when j ≥ 2 or when j = 1 and φ ′ is monotonic. The bound C j is independent of φ, λ, a and b.
For the case j = 1 we will not be able to ensure monotonicity, so we will use instead:
Proof. The proof is a slight variation on the proof of the previous proposition for the case k = 1, as it appears in [S93] . Using integration by parts,
The boundary terms are majorized by 2 λ and the second term satisfies b a e iλφ(ρ) d dρ
For u ∈ S d−1 , let D u denote the directional derivative operator in the direction u, and let D j u be its j-th power; i.e.,
We continue with two simple technical lemmas:
Lemma 2.15. Let Q : R d → R be a non-zero polynomial of degree j, then there exists u ∈ S d−1 such that D j u (Q) is a non-zero constant function.
Proof. Denote m := j+d−1 d−1 and letP d j :
where α is a multi-index. We first note that the image of S d−1 underP d j is not contained in any proper linear subspace of R m . This follows since otherwise there would exist η ∈ S m−1 such that η ·P d j (u) = 0 for all u ∈ S d−1 contradicting the fact that η ·P d j is a non-zero homogeneous polynomial. Now decompose Q as Q = Q 1 + Q 2 where Q 1 is a non-zero homogeneous polynomial of degree j and Q 2 is of degree at most j − 1. Write Q 1 (x) = |α|=j a α x α . It follows from the above that we may choose u ∈ S d−1 such thatP d j (u) is not orthogonal to (a α ) |α|=j . Hence taking ρ ∈ R, we see that Q(ρu) is a non-zero polynomial of degree j in ρ, from whence it follows that for every x ∈ R d , Q(x + ρu) is a polynomial of degree j in ρ with the same leading coefficient. Finally, we deduce that d j dρ j Q(x + ρu)| ρ=0 is a non-zero constant function as required.
Lemma 2.16. There is c k > 0 such that for every direction η ∈ S PolyDim(k,d)−1 the function η · P d k satisfies that there exists 1 ≤ j ≤ k and u ∈ S d−1 with
Proof. Fix η ∈ S PolyDim(k,d)−1 and denote P (x) := η · P d k (x). Since P (x) is a non-zero polynomial of some degree j ≤ k, by the previous lemma, there exists a u ∈ S d−1 such that D j u P is a non-zero constant. Hence in particular min x∈[−1,1] d |D j u (P )(x)| > 0. The lemma follows since max
is a continuous function of η and S PolyDim(k,d)−1 is a compact set.
Proof of Theorem 1.10. Denote f (λ) :=M 1 (λ). Fix a direction η ∈ S PolyDim(k,d)−1 , let r > 0 and consider
Our goal is to prove an estimate of the form
for someĈ k and s > 0 independent of η and r. Such an estimate will imply (24) for p > PolyDim(k,d) s . Applying Lemma 2.16, we obtain a number 1 ≤ j ≤ k and a direction u ∈ S d−1 such that
where c k > 0 is independent of η. In addition, we may definē
We now decompose our space to the line H = {ρu} ρ∈R and H ⊥ . We say that y ∈ H ⊥ is contributing if there exists ρ ∈ R such that ρu + y ∈ [−1, 1] d . For contributing y's define
For non-contributing y's set a y = b y = 0. Note that by a simple l 2 estimate, if |y| > √ d, then y is non-contributing. We note that we may estimate the integral (26) we are after as
by ay e irη·P d k (ρu+y) dρ dy.
Using the inequalities (28) and (29) 
forC k independent of η, r and y. Plugging this estimate in the previous integral we finally obtain |f (rη)| ≤Ĉ k r −1/k as required.
Local cubature formulas
In this section we prove Theorems 1.11 and 1.12. The idea behind the proof of Theorem 1.11 is to present the sphere in spherical coordinates. Partition the spherical coordinate space into suitable boxes and then use the fact that the measure on each box is a product measure to construct Chebyshev-type quadratures for them using our one dimensional quadrature results. The same idea with a few variations was used in Wagner [W92] . To prove Theorem 1.12 we use the fact that the measure on the cylinder is a product of the measures on the x axis and the measure on the sphere. We then partition the x axis to small intervals and construct a product Chebyshev-type cubature on each interval using our construction for the sphere and our one dimensional quadrature results.
Sphere Construction
We begin the proof by introducing spherical coordinates. Let Ang d :
This is a continuous and onto mapping of Ω d to S d . Further endowing Ω d with the measure
the map also becomes measure preserving. We will embed Ω d into Ω d+1 and write (with slight abuse of notation) Ang d+1 = (Ang d , θ d ), note that we also have dµ d+1 (Ang d+1 ) = sin d (θ d )dθ d dµ d (Ang d ). Similarly we embed S d = T (Ω d ) into S d+1 = T (Ω d+1 ) by T (Ang d+1 ) = (sin(θ d )T (Ang d ), cos(θ d )). We now construct the partition we shall use in Theorem 1.11. In the spherical coordinates space Ω d , the sets of the partition will be taken as boxes, that is, Cartesian products of intervals.
Proposition 2.17. For each d ≥ 1 and 0 < τ < 1 there exist C(d), c(d) > 0 (independent of τ ), K = K(τ, d) > 0, and a partition of Ω d (up to measure 0) into boxes D 1 , . . . , D K with side lengths smaller than 1,
Proof. We proceed by induction. For d = 1, we partition Ω 1 = [0, 2π] into ⌈ 2π τ ⌉ intervals of length 2π/⌈ 2π τ ⌉ < 1. It is straightforward to see that the required properties hold. Assume that the proposition holds for dimension d − 1. We will construct boxes D 1 , . . . , D K satisfying the required properties for dimension d. First partition [0, π] into m := ⌈ π τ ⌉ length π m < 1 intervals (I i ) m−1 i=0 (overlapping in their end points) by I i := [a i , a i+1 ] with a i := i π m . For each 0 ≤ i ≤ m − 1 we will define a set C i of boxes of the formD × I i whereD ⊆ Ω d−1 is a box. Then D 1 , . . . , D K will be the union of all of the C i . Fix 0 ≤ i ≤ m − 1 and define r := sin( a i +a i+1 2 ) and τ ′ := min( τ r , 1 2 ). Note that π k ≥ τ 2 , hence r ≥ τ 4 so that τ ′ ≥ τ 8r . Using the induction hypothesis, letD 1 , . . . ,DK be the partition of Ω d−1 which satisfies the proposition for τ ′ . The set C i is the set (D j × I i )K j=1 . Fix 1 ≤ j ≤K and let D :=D j × I i . It remains to check that Diam(T (D)) ≤ Cτ and µ d (D) ≥ cτ d . To check the former, note that
The induction hypothesis gives Diam(T (D j )) ≤ C(d − 1)τ ′ . Combining this with max a i ≤θ d−1 ≤a i+1 sin(θ d−1 ) ≤ Cr, rτ ′ ≤ τ and |(sin(a i ), cos(a i ))− (sin(a i+1 ), cos(a i+1 ))| ≤ Cτ we obtain the required bound on the diameter. To check the second bound, note that by the product structure of the measure,
as required.
For the subsets E i of Theorem 1.11 we take E i := T (D i ) where D i are the boxes of Proposition 2.17. For the rest of the proof fix 1 ≤ i ≤ K and, for brevity, denote D := D i and E := E i . Let h : R d+1 → R be defined by h(z) := z α for a multi-index α with |α| ≤ k. Since D is a box, we may write D := J × I 1 × · · · × I d−1 . Note that
We begin the construction of our cubature formula by constructing quadratures for the intervals J and I q .
Lemma 2.18. Given 0 ≤ γ ≤ 1, integers k ≥ 1, 0 ≤ q ≤ d − 1 and any 0 ≤ σ 1 < σ 2 ≤ τ i , where τ 0 := 2π and τ q := π for 1 ≤ q ≤ d − 1, and such that σ 2 − σ 1 ≤ 1, let m ≥ 1 be the minimal integer such that ke m+1 m+1 ≤ γ 2 . Then there exists C = C(d) such that for any integer n ≥ C m there exist (y j ) n j=1 ⊆ (σ 1 , σ 2 ) satisfying
We first show how to use the lemma, then we will give its proof.
Proof of Theorem 1.11. Denote I 0 := J. Using the lemma, for each 0 ≤ q ≤ d − 1, let (y q,i,j ) n j=1 be the (y j ) satisfying (32) for the given k and for γ := δ d2 k . Let (x i,j ) n d j=1 be the Cartesian product (y 0,i,j ) n j=1 × · · · × (y d−1,i,j ) n j=1 . Finally let (z i,j ) n d j=1 be defined by z i,j := T (x i,j ). Note that by (31), (32) and using that | sin(θ)| ≤ 1 and | cos(θ)| ≤ 1, we have
To finish the proof of the theorem, it remains to show that the z i,j provide an approximate Chebyshev-type quadrature also for g(z) of the form g(z) = (z − w) α for w ∈ S d and a multi-index α with |α| ≤ k. Fix such a g. For a multi-index β ∈ (N ∪ {0}) d+1 we write β α if β q ≤ α q for all q. Then
which completes the proof of the theorem.
Proof of Lemma 2.18. Fix γ > 0, integers k ≥ 1, 0 ≤ q ≤ d − 1 and k 1 , k 2 ≥ 0 such that k 1 + k 2 ≤ k. Fix also 0 ≤ σ 1 , σ 2 ≤ τ q . Let f (θ) := sin k 1 (θ) cos k 2 (θ) and write
the Taylor expansion with remainder term of f (θ) up to degree m.
Recall that r m (θ) = f (m+1) (θ) (m+1)! where for θ ≥ σ 1 ,θ is some number in (σ 1 , θ). By the Cauchy estimates we have for any ρ > 0,
Choosing ρ = m+1 k we obtain |r m (θ)| ≤ ke r m (y j )(y j − σ 1 ) m+1 ≤ γ.
To find (y j )'s satisfying (33), first scale the problem from [σ 1 , σ 2 ] to the [0, 1] interval. Theorem 1.4 then shows that (y j ) n j=1 exist for any integer n ≥ 75e 4 mM (12eM ) (m−1) where M = σ 2 −σ 1 R σ 2 σ 1 sin q (θ)dθ max θ∈[σ 1 ,σ 2 ] sin q (θ). The lemma follows since M ≤ C(q) independently of σ 1 and σ 2 .
Cylinder Construction
We prove Theorem 1.12 in the special case W = 1. The general case follows from this as follows. If we want the general case with parameters k, L ′ , W ′ , τ ′ and δ ′ we can take the W = 1 construction with the same k and parameters L := L ′ W ′ , W = 1, τ := τ ′ W ′ , δ := δ ′ (W ′ ) k and rescale its result by a factor of W ′ .
Proof of Theorem 1.12 for W = 1. We first use Theorem 1.11 for S d−2 with the given k, τ, δ to produce E 1 , . . . , E K ′ and for each 1 ≤ i ≤ K, (z i,j ) N j=1 ⊆ E i satisfying the assertions of that theorem. Next, for each 1 ≤ i ≤ K ′ we define intervals (I i,q ) m i q=1 ⊆ [− 3 2 L, 3 2 L] by the following procedure. I i,q := [a i,q−1 , a i,q ] where a i,0 := − 3 2 L and subsequent a i,q 's are defined by the rule
The integer m i is the maximal integer such that [a i,m i −1 , a i,m i ] ⊆ [− 3 2 L, 3 2 L]. Then the required sets (D j ) K 2 j=1 are all the sets of the form I i,q × E i for 1 ≤ i ≤ K ′ and 1 ≤ q ≤ m i . In particular K := K ′ i=1 m i . Observe that the density v satisfies 1 ≤ v ≤ 2, hence Diam(I i,q ) ≤ Cτ for all i and q. Also, by (34) we have ν 2L (D j ) = τ d−1 for all j, proving (II) (the bound on K follows from a volume estimate). Finally, since L > C, τ < 1 and if C is large enough, we must have ν 2L P L \ ∪ K 2 i=1 D i = 0. Since it is also clear that the D i 's are disjoint up to measure 0, this proves (I).
Fix 1 ≤ i ≤ K ′ , 1 ≤ q ≤ m i and let D := I i,q × E i . We will now construct the points (w D,j ) n j=1 . First use Theorem 1.4 for the interval I i,q with the weight v restricted to that interval. The theorem gives (x i,q,j ) n 0 j=1 ⊆ [a i,q−1 , a i,q ] satisfying
for any integer 0 ≤ r ≤ k. Furthermore, n 0 may be any integer such that n 0 ≥ 75e 4 kM (12eM ) (k−1) where M := a i,q −a i,q−1 R a i,q a i,q−1 v(x)dx max x∈[a i,q−1 ,a i,q ] v(x) ≤ C. Hence there exists C > 0, independent of i and q, such that n 0 may be any integer satisfying n 0 ≥ C k .
We now claim that for the points (w D,j ) n j=1 we may take the Cartesian product of (x i,q,j ) n 0 j=1 and (z i,j ) N j=1 . This implies n := n 0 N where N = n d−2 1 and n 1 can be any integer satisfying n 1 ≥ C m 0 (d−2,k,δ) . Note that m 0 (d − 2, k, δ) ≥ k. It remains to check (III) which one verifies in a straightforward manner using the product structure of D and h, and using (10) and (35).
3 Open questions 1. What is the best possible upper bound on n σ (k) using only the information R σ or using other simple properties of σ? Can the conclusion of Theorem 1.3 be improved?
In both examples we gave, n σ (k) grew exponentially and there was a gap of log(k) in the exponent between the lower and upper bounds.
2. For which measures σ does n σ (k) grow only polynomially with k? Can such behavior be deduced using only simple properties of σ? (i.e., without knowing the orthogonal polynomials of σ)
3. Salkauskas [S75] puts a probability measure on the set of length k moment vectors (normalized volume measure) from which he deduces that the proportion of those vectors for which a Chebyshev quadrature (i.e., a Chebyshev-type quadrature with n nodes and algebraic degree at least n) exists is exponentially small in n. Can Salkauskas' result be extended to give the typical degree of a n node Chebyshev-type quadrature? Is this typical degree a power of n or logarithmic in n?
4. Obtain quantitative theorems for random Chebyshev-type quadrature. Do they help to show existence of Chebyshev-type quadratures? In particular, for the case of the uniform measure on the cube, what is the order of magnitude of N 0 in Theorem 1.10? (see also remarks preceding the theorem) 5. Theorem 1.3 and its extensions talk about measures σ supported on a finite interval. Can similar theorems be written for measures in higher dimensions? or for measures with unbounded support?
6. Theorems 1.3 and 1.5 give upper bounds for n σ (k) in the cases when σ has at least k + 4 atoms, or a non-atomic part. But we know from Theorem 1.1 that Chebyshev-type quadratures exist once we have roughly k 2 atoms. Can we bound n σ (k) using simple properties of σ for measures having between k 2 and k + 4 atoms?
