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Many physical properties of metals can be un-
derstood in terms of the free electron model [1], as
proven by the Wiedemann-Franz law [2]. Accord-
ing to this model, electronic thermal conductivity
(κel) can be inferred from the Boltzmann trans-
port equation (BTE). However, the BTE does not
perform well for some complex metals, such as
Cu. Moreover, the BTE cannot clearly describe
the origin of the thermal energy carried by elec-
trons or how this energy is transported in metals.
The charge distribution of conduction electrons
in metals is known to reflect the electrostatic po-
tential (EP) of the ion cores [1]. Based on this
premise, we develop a new methodology for eval-
uating κel by combining the free electron model
and non-equilibrium ab initio molecular dynam-
ics (NEAIMD) simulations. We demonstrate that
the kinetic energy of thermally excited electrons
originates from the energy of the spatial elec-
trostatic potential oscillation (EPO), which is in-
duced by the thermal motion of ion cores. This
method directly predicts the κel of pure metals
with a high degree of accuracy.
κel is one of the most important physical properties of
metals. The analytical solution of κel based on the BTE
and free electron model can be expressed as
κel =
pi2nk2BTτel
3m
, (1)
where n is the concentration of free electrons, m is the
electron mass, kB is the Boltzmann constant, T is the sys-
tem temperature and τel is the collision time of free elec-
trons, which is mainly determined by electron-electron,
electron-hole and electron-phonon scattering. In prin-
ciple, we can obtain an approximate value for τel from
Matthiessen’s rule. However, describing every scatter-
ing process involved in the heat transfer by electrons
of solid metals is too complicated. Recently, several
methods have been reported for the evaluation of the
electronic thermal conductivities of liquid-phase metals
within the framework of density functional theory (DFT),
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such as ab initio molecular dynamics (AIMD) using the
Kubo-Greenwood equation [3–5] and DFT plus dynami-
cal mean-field theory (DFT+DMFT) [6].
In this paper, we develop a new methodology to de-
scribe the electronic heat-transport process in solid met-
als without explicitly addressing detailed scattering pro-
cesses. From the second law of thermodynamics, we know
that heat transfer in solids is driven by the temperature
gradient ∇T . Typically, temperature describes the ther-
mal motion of atoms, and the vibrations of ions can lead
to spatial EPO, as can be easily deduced from the math-
ematical expression for the total Hamiltonian of system.
Local variation of the EP can drive the collective os-
cillation of free electrons, and those free electrons near
the Fermi surface can be excited above the Fermi sur-
face and obtain additional thermal kinetic energy with
respect to 0 K. These are called thermally excited elec-
trons. Figs. 1(a, b) show two cartoons describing how
the thermally excited electrons move in the vibrational
lattice and the local EP field. Higher temperatures,
which induce larger and faster ionic vibrations, lead to
stronger EPO. Thus, the thermally excited electrons in
high-temperature regions have more kinetic energy than
those in low-temperature regions. Once a stable distri-
bution of the thermal kinetic energy of thermally excited
electrons is established along the direction of ∇T , then
the heat flux carried by thermally excited electrons and
κel can be calculated.
To prove this conjecture and quantify κel, we per-
formed NEAIMD simulations [7, 8] by modifying the Vi-
enna Ab initio Simulation Package (VASP) [9, 10]. The
atomic heat flux was realized using the Mu¨ller-Plathe al-
gorithm [11], in which the kinetic energies of the atoms in
the heat source and heat sink are exchanged (Supplemen-
tary Information (SI) Sec. 1). With sufficient simulation
time, we can establish a stable temperature gradient in
metals. Figs. 1(c, d) present the Cu model and the cor-
responding temperature profile, respectively. Simultane-
ously, we can calculate the spatial distribution and the
dynamical evolution of the EP, which is expressed as
U =
∫
U(r) · ρtest · (|r −R|)d3r, (2)
where the test charge ρtest is the norm 1, and R repre-
sents the ion position. Fig. 1(e) shows the theoretical
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2FIG. 1: Overview of the simulation model, temperature profile and EP field of copper. a, b, Cartoons of free electrons in a
metal moving in the vibrating lattice and EP field. c, d, Model of copper used in NEAIMD simulations and the corresponding
temperature profile. One unit cell length comprises two layers of atoms. We use fixed boundary conditions with the layers
of fixed atoms and vacuum layers along the direction of ∇T . Periodic boundary conditions are adopted in the other two
dimensions. e, Theoretical EP field of a perfect copper structure (the test charge number is norm 1).
results of the static distribution of the EP for a perfect
Cu lattice. In the rest of this paper, we 1) illustrate the
relationship between the spatial EPO and lattice vibra-
tions, 2) demonstrate that the EPO provides additional
kinetic energy to thermally excited electrons, and 3) show
how to predict κel within our theoretical framework.
To demonstrate the relationship between EPO and lat-
tice vibrations, we analyse the data from our AIMD
simulations using the power spectral density (PSD)
method [12, 13]. For a stationary signal x(t), the PSD is
defined as
Sx(f) =
∫ ∞
−∞
Rx(τ)e
−2piifτdτ, (3)
where Rx(τ) = E[x(t)x(t + τ)] is the autocorrelation
function of x(t) [12, 13], and E[ · ] denotes the expec-
tation value. Here, we consider four signals from an
AIMD simulation: atomic displacement Dion, atomic ve-
locity Vion, EP displacement Uion, and velocity of EPO
(VEPO) ∆Uion; these are used to calculate their respec-
tive spectral densities SD, SV [14], SU , S∆U (SI Sec. 2).
SD and SV reflect the frequency-dependent lattice vi-
brations at a specific T . Analogously, SU and S∆U pro-
vide information regarding the EPO with respect to fre-
quency. We show results for Al from a 10-ps equilib-
rium AIMD run at 100.90 K (Figs. 2(a, b)) and a 70-ps
NEAIMD simulation at 299.46 K (Figs. 2(c, d)). Fig. 2(a)
clearly shows that the locations of the density peaks of
SD and SU are consistent, demonstrating that the EPO
is mainly caused by the lattice vibration of ion cores.
Fig. 2(b) confirms this relationship. Similar results are
shown in Figs. 2(c, d): for most of the frequency ranges,
the peaks of SD and SU , SV and S∆U are consistent
with each other. However, for some specific frequencies
in Figs. 2(c, d) (3.5 ∼ 5.0 THz), some discrepancies ex-
ist in the peaks’ magnitudes. This phenomenon may be
attributable to the heat flux applied in the NEAIMD
simulations. Nevertheless, Figs. 2(a ∼ d) provide unam-
biguous evidence that the EPO is directly induced by the
lattice vibration of ions in metals.
To understand the dynamical evolution of spatial EPO
intuitively, we present the representative case of Cu, cal-
culated using NEAIMD at 298.49 K, in Fig. 2(e). Lit-
tle variation occurs in the local electronic field between
neighbouring atom layers, and the directions of these lo-
cal fields continually change with time. The variations of
these local fields will drive the collective vibration of free
electrons, as theoretically illustrated in Fig. 2(f). We
see that only free electrons near the Fermi surface can
be thermally excited. Because the direction of the lo-
cal field continually changes with time, the vectors of
the local momentum of the thermally excited electrons
should also continually change with time. Therefore, for
a sufficiently long statistical time average, no net electric
3FIG. 2: Overview of the relationship between EPO at ion cores and lattice vibrations. a, c, Blue and red lines, represent the
spectral density of atom displacements (SD) and the EP displacement (SU ) at specific ion cores. b, d, Green and orange lines,
represent the spectral density of atom velocities (SV ) and the EPO velocities (S∆U ), respectively, at specific ion cores. Data in
(a, b) are from a 10-ps equilibrium AIMD simulation of Al at 100.90 K, whereas (c, d) present the same physical quantities
from a 70-ps NEAIMD simulation of Al at 299.46 K. Data shown in (e, g-j) are from a 20-ps NEAIMD simulation of Cu at
298.49 K. e, The variation of EPO in space over time (the test charge number is 1). f, Schematic of the whole Fermi sphere
oscillation as local electric field vibration along the ~z direction. g, h, The direct fast Fourier transform (FFT) amplitudes of the
displacement of EP (DEP, Uion) and VEPO (∆Uion) of ion cores at different temperatures. i, Integration of positive and negative
VEPO (
∑Nal
j=1
∑
t ∆Uj(t)) at different temperatures. j, The effective amplitude of EPO (
1
Nal
∑Nal
j=1
√
1
nsteps
∑nsteps
i=1 (Uij − U j)2,
average root mean square (RMS) [15] of EPO, where Nal is the atom number per layer) in atom layers along the ~z direction.
4FIG. 3: NEAIMD-EPO simulation results for metals. a, Autocorrelation function of VEPO from Cu and Al NEAIMD simula-
tions. The exponential fitting followed the function: y = Aexp(−t/τexp), where τexp represents the exponential autocorrelation
time of VEPO. b, Integration of the atomic kinetic energy flux with time based on the NEAIMD (Mu¨ller-Plathe) simulations
of Al, Li, Be and Mg. c, Total thermal conductivities of metals from NEAIMD simulation (with error bars determined from
the calculation of ∇T and ∂UEPO(l)
∂Nl
along the heat-transport direction) and experimental data at 300 K. d, Pie graphs showing
the electronic and phononic contributions to the total thermal conductivity of Al, Li, Be, and Mg. e, Bar graph comparing the
thermal conductivities of metals calculated using the NEAIMD method (with error bars), Boltzmann method and experimental
data at 300 K.
current should arise during the thermal transport pro-
cess of metals. This is consistent with the traditional
free electron model [1].
To prove that the EPO provides additional kinetic en-
ergy to thermally excited electrons in metals, we run a
100-ps equilibrium AIMD for Al at 329.40 K and Li at
283.97 K (both with a 2×2×2 conventional-cell and 32
total atoms). When T > 0 K, the total energy of the free
electron system can be written as [1, 2](SI Sec. 3)
Esys = E0 + ET = E0 +
pi2
4
·N (kBT )
2
E0F
,
where E0 is the total energy of the free electron system
at 0 K, ET is the thermally excited energy of the free
electron system obtained from the outside environment
when T > 0 K, N is the total number of free electrons,
and E0F is the Fermi energy at 0 K. We also calculate the
energy provided by EPO using
EEPO = 2 · UEPO ·N · e,
where UEPO is the average effective EPO amplitude. For
Al, ET = 2.6293×10−21 J and EEPO = 2.7674×10−21 J.
For Li, ET = 1.6049 × 10−21 J and EEPO = 1.5909 ×
10−21 J. From these results, we have
ET ≈ EEPO. (4)
We conclude that lattice vibrations cause EPO in metals,
and simultaneously, EPO drives the collective vibration
of free electrons. The energy of these collective vibra-
tions provides additional kinetic energy to the thermally
excited electrons. This is the core concept underlying
this methodology.
Within this theoretical framework, higher tempera-
tures strengthen the spatial EPO. To prove this relation-
ship, we perform direct FFT of the relative displacement
5of EP Uion and VEPO ∆Uion. Uion and ∆Uion were used
to calculate SU and S∆U in Figs. 2(a − d). Uion describes
the strength of the EPO in space, whereas ∆Uion reflects
how fast the oscillation changes. Figs. 2(g, h) show the
frequency-dependent FFT amplitudes of Uion and ∆Uion,
respectively. Clearly, the EPO is stronger and faster at
higher temperatures.
In Fig. 2(i), we present the positive and negative
integrations of the total ∆Uion in the same atom
layer with simulation time, which can be written as∑Nal
j=1
∑
t ∆Uj(t), where j is the index of the atom in the
layer and Nal is the total number of atoms per layer. The
four quantities in Fig. 2(i) show perfect linear behaviour
over time. From the absolute values, we have:
Nal∑
j=1
∑
t
|∆Uj(t)hot| >
Nal∑
j=1
∑
t
|∆Uj(t)cold|,
which is consistent with the evidence shown in
Figs. 2(g, h). Notably, in the same temperature region,
the positive and negative accumulations of
∑Nal
j=1 ∆Uj(t)
are almost the same. In other words,
∑Nal
j=1
∑
t ∆Uj(t) '
0, and thus, there is no net electric field gradient along
the heat flux direction for a sufficiently long statistical
time. This result confirms the physical picture illustrated
in Fig. 2(f). Fig. 2(j) presents the distribution of the av-
erage effective amplitude of EPO in each atom layer along
the heat flux direction, UEPO(l), where l is the index of
the atom layers. Moreover, the amplitude distribution
of EPO explains how the thermal kinetic energy of ther-
mally excited electrons is divided in space. We calculate
UEPO(l) using the RMS method [15]:
UEPO(l) =
1
Nal
Nal∑
j=1
√√√√ 1
nsteps
nsteps∑
ti
(Uj(ti)− U j)2,
where nsteps is the total number of simulation time steps,
Uj(ti) is the U value of atom j in a specific layer at time
step ti, and U j is the average value of Uj(ti). Then,
we define the heat flux of electrons ~Jel according to the
kinetic energy of thermally excited electrons between two
adjacent atom layers. Because of the isotropy of the free
electron model (SI Sec. 4), we take half of the difference of
the thermal kinetic energy of thermally excited electrons
between the two layers as
~Jel = −1
2
n(e) · e
S · t
∂[2 · UEPO(l) · nsteps]
∂Nl
= −n(e) · e · nsteps
S · t
∂UEPO(l)
∂Nl
, (5)
where S is the cross-sectional area, t is the total simula-
tion time, n(e) is the number of free electrons per atom
layer, and ∂UEPO(l)∂Nl is the gradient of the average effective
amplitude value of EPO by linear fitting of UEPO(l) with
the atom layer index number Nl shown in Fig. 2(j). Here,
a nonlinear phenomenon exists in the effective EPO am-
plitude distribution along the heat flux direction in some
metals, such as Al, Be, and Mg. According to a case
study of Be, we find that the nonlinear effect of UEPO(l)
can be reduced by increasing the system size (SI Sec. 4.2).
Because of the nonlinear effect, when we calculate the ~Jel
of Al, Be and Mg, we fit the linear part only. For Cu and
Li, the UEPO(l) distributions exhibit perfect linear be-
haviour along the heat current direction. Thus, we can
calculate κel based on Fourier’s law:
~J = −κ∇T. (6)
Combining Eqs. (5, 6), we obtain the expression for κel:
κel =
n(e) · e · nsteps
∇T · S · t
∂UEPO(l)
∂Nl
, (7)
where ∇T is obtained by linear fitting the temperature
profile with the representative case shown in Fig. 1(d).
Within this framework, we studied the κel of five met-
als (Li, Be, Mg, Al, and Cu) near room temperature. Ad-
ditionally, by integrating the Mu¨ller-Plathe [11] atomic
kinetic energy flux, as shown in Fig. 3(b), we predict
the lattice (phonon) thermal conductivities of the metals
(κph). Because of finite size effects, our NEAIMD results
underestimate κph, especially for Cu and Mg (SI Sec. 5).
By summing κel and κph from the NEAIMD simulations,
we obtain the total thermal conductivities of the metals,
as presented in Fig. 3(c). The results demonstrate that
the thermal conductivities of metals slowly decrease with
temperature near room temperature, which is consistent
with traditional theory and experimental data. The error
estimates in Fig. 3(c) are calculated from the expression
for κel and error propagation theory [16]. They mainly
stem from the calculation of the gradient of UEPO(l) and
∇T . Here, we note that because the statistical temper-
ature fluctuation (∆T )2 = kBT
2/Cv [17] of each atom
layer is large (because of the small number of atoms
per layer), the conventional error estimate of ∇T will
be quite large. However, NEAIMD consistently yields a
stable temperature profile after a sufficiently long simu-
lation time. Thus, we adopt the error in the linear fitting
for ∇T . We also note that the aforementioned nonlinear
phenomenon of the gradient of UEPO(l) can also lead to
large error bars. The details of the error-bar analysis can
be found in SI Sec. 6.
In Fig. 3(d), our results show that κel indeed dominates
the thermal transport process in metals. To compare our
results with those of the traditional BTE method, we
also utilize the BoltzTraP software [18] (based on elec-
tron energy band theory) to calculate κelτel . In obtaining
κel, we use the constant relaxation time approximation
τel = 1 × 10−14 s [18, 19]. To avoid finite size effects
in the calculation of κph, we also evaluate κph from the
BTE method with interatomic force constants obtained
from ab initio calculations [20, 21], as implemented in the
ShengBTE package [22]. Then, we obtain the total ther-
mal conductivities of the metals via the BTE method by
6summing κel from BoltzTraP and κph from ShengBTE.
Our NEAIMD method, the traditional BTE method and
experimental data are compared in Fig. 3(e). The results
demonstrate that our method is superior to the tradi-
tional BTE method in predicting the electronic thermal
conductivities of metals, especially for Be and Cu at room
temperature. Moreover, we observe an interesting phe-
nomenon when calculating the spectral density of VEPO
(S∆U ) in Fig. 2(b, d). We perform exponential decay
fitting of the autocorrelation function of the VEPO us-
ing the formula y = Aexp(−t/τexp). Surprisingly, the
exponential autocorrelation time of VEPO τexp at room
temperature is on the same approximate order of mag-
nitude as the theoretical collision time of the free elec-
trons [18, 19, 23]. The results for Cu and Al are shown
in Fig. 3(a). We also examine other metals (Be, Li, and
Mg) and obtain similar results (SI Sec. 8). Therefore,
we anticipate that some physical mechanisms must drive
this phenomenon, i.e., it is not a coincidence.
In summary, we have developed a new methodology
based on the concept of EPO to predict the electronic
thermal conductivities of metals via direct NEAIMD sim-
ulation. Without explicitly addressing any complicated
scattering processes of free electrons, our NEAIMD-EPO
method provides better predictions of the electronic ther-
mal conductivities of pure metals than the traditional
BTE method near room temperature. We expect that
this methodology will be helpful and useful for under-
standing and studying the heat-transfer problems of
metal systems in the future. Further extension to cope
with some presently challenging problems in materials,
such as electron-phonon coupling, is also foreseen.
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1. NEAIMD  simulation step 
All AIMD simulations are performed using the DFT method implemented in VASP [1, 2]. The 
Perdew-Burke-Ernzerhof parameterization of the generalized gradient approximation (GGA) is 
used for the exchange-correlated functional [3], and the projector-augmented wave method is 
applied to model the core electrons [4, 5]. For the energy cut-off, we use the default value in the 
pseudopotential file. We first relax the system with the NpT-ensemble (constant number of 
particles, pressure, and temperature) at room temperature to obtain the lattice constants of the 
metals at a finite temperature. We then apply the resulting lattice constants to construct the initial 
structures for subsequent NEAIMD simulations. 
The NEAIMD simulations are performed using a modified version of the VASP code [6] with the 
NVE ensemble (constant volume and no thermostat). We apply a fixed boundary condition along 
the direction of the heat flux and periodic boundary conditions in the two lateral directions 
(perpendicular to the direction of the heat flux) of the simulation model (see Fig. 1(c) in the main 
article). To avoid self-interaction between periodic images of the simulation cell, in the direction 
of the heat flux, we add a vacuum layer with a thickness exceeding 5 Հ on the external sides of 
the fixed atom layers. The total distance between the periodic images of the simulation model 
exceeds 10 Հ	 in real space. The layers next to the fixed layers are the heat-source and heat-sink. 
A constant atomic heat flux is imposed by applying the Müller-Plathe algorithm [7]. The coldest 
atom in the hot region and the hottest atom in the cold region are selected, and their kinetic 
energies (atomic velocities) are exchanged every 50 fs with a 1-fs time step. This operation 
induces a steady heat-energy-flux in the system and a corresponding temperature gradient (׏T) 
after running for a sufficiently long time. The energy-exchange time interval is used to control the 
temperature gradient’s magnitude. The linear portion of the temperature gradient lies between the 
heat baths. By linear fitting the statistically averaged temperatures of each atom layer, we obtain 
׏T, which is used to calculate the final electronic thermal conductivity (ߢ௘௟) and phonon thermal 
conductivity (ߢ௣௛).   
For Li, Al and Cu, the size of simulation model is 2 × 2 × 8 conventional cells (16 atom layers 
along the heat flux direction). For Be and Mg, the size of the simulation model is 2 × 4 × 8 
primitive cells (16 atom layers along the heat flux direction). To study size effects, we examine 
models with a length of 24 atom layers for each metal, i.e.,  2 × 2 × 12 conventional cells for Li, 
Al and Cu and 2 × 4 × 12 primitive cells for Be and Mg. For Al, we also investigate the size 
effect of the cross-section using a model with 4 × 4 × 8 conventional cells. All the simulation 
temperatures are approximately 300 K. The basic information for all NEAIMD simulations is 
presented in Table 1. Additionally, a short movie of the NEAIMD of Cu is given to show the real 
simulation process. 
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Table 1: Details of NEAIMD simulation of metals 
System System 
length 
(Հ) 
Cross-
sectional 
area 
(ࡿ, Հ૛) 
Atom 
number 
Total 
simulation 
time (t, ps) 
Average 
temperature 
(T, K)  
ID of 
simulation 
cases 
 
 
 
Li 
 
 
 
38.9160 
 
 
 
74.7983 
 
 
 
128 
 
 
 
100 
288.20 Li-1 
293.08 Li-2 
303.64 Li-3 
305.35 Li-4 
313.87 Li-5 
316.28 Li-6 
 
Be 
45.8631  
 
36.0108 
192 70.503 278.02 Be-1 
 
31.7520 
 
128 
92.206 285.00 Be-2 
95.996 296.17 Be-3 
95.320 311.22 Be-4 
95.907 313.46 Be-5 
 
 
Mg 
 
47.2410  
 
70.2266 
128 64.906 290.95 Mg-1 
65.178 297.74 Mg-2 
68.2388 196 53.513 302.19 Mg-3 
 
47.2410 
 
128 
64.520 307.87 Mg-4 
63.368 311.41 Mg-5 
 
 
 
Al 
 
 
52.5067  
 
 
65.2525 
192 51.958 284.48 Al-1 
 
 
36.3510 
 
 
128 
76.497 286.14 Al-2 
75.340 299.46 Al-3 
77.251 306.84 Al-4 
71.534 310.39 Al-5 
73.971 318.31 Al-6 
 
 
Cu 
47.0096  
 
52.3134 
196 13.424 285.31 Cu-1 
 
32.5440 
 
128 
22.280 293.86 Cu-2 
22.787 298.49 Cu-3 
22.719 310.91 Cu-4 
 
 
2. PSD and the autocorrelation function 
 
The power spectrum ܵ௫ሺ݂ሻ  of a time series ݔሺݐሻ  describes the distribution of the frequency 
components composing that signal. According to Fourier analysis, any physical signal can be 
decomposed into a number of discrete frequencies or a continuous spectrum of frequencies. The 
statistical average of a certain signal or signal type (including noise), analysed regarding its 
frequency content, is called its spectrum [8, 9].  
The autocorrelation function of a real stationary signal ݔሺݐሻ is defined as 
	 ܴ௫ሺ߬ሻ ൌ ܧሾݔሺݐሻݔሺݐ ൅ ߬ሻሿ, (1)
 
where ܧሾ∙ሿ is the expected value operator. The Fourier transform of ܴ௫ሺ߬ሻ is called the PSD 
ܵ௫ሺ݂ሻ [8, 9] 
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 ܵ௫ሺ݂ሻ ൌ ׬ ܴ௫ሺ߬ሻ݁ିଶగ௜௙ఛ݀߬ஶିஶ . (2)
 
Given any two frequencies ଵ݂ and ଶ݂, the quantity  
 
 න ܵ௫ሺ݂ሻ݂݀
௙మ
௙భ
 (3)
 
represents the portion of the average signal power contained in the signal frequencies from ଵ݂ to 
ଶ݂, where ܵ௫ is a spectral density. 
 
Here, to demonstrate the relationship between lattice vibration (i.e., thermal motion of the ion 
cores) and EPO at the ion cores, we consider the following four physical signals:   
 
1) The displacement of the ion cores ܦ௜௢௡ሺݐሻ. We extract the position of each ion core from the 
AIMD run at each time step from the VASP output file. Here, we are particularly interested in 
the zറ component, i.e., that along the direction of the heat flux. By applying the PSD technique, 
we obtain the spectral density of atomic displacement ( S஽ ), which gives information 
regarding atomic vibrations in real space. 
2) The velocity of the ion cores ௜ܸ௢௡ሺݐሻ . We modified the VASP code to output the 
instantaneous velocity of each ion core at every AIMD time step. Analogous to ܦ௜௢௡ሺݐሻ, here, 
we take the zറ component for ௜ܸ௢௡ሺݐሻ. By applying the PSD technique we obtain the spectral 
density of atomic velocity (S௏).  S௏  is conventionally known as the vibrational density of 
states (VDOS) and provides information regarding the oscillation velocity of the atoms.   
3) The EP displacement at the ion cores ௜ܷ௢௡ሺݐሻ. We extract the EP value at each ion core at 
every AIMD time step from the VASP output file. By applying the PSD technique, we obtain 
the spectral density of EP displacement ( S௎ ). Based on its definition, S௎  reflects the 
behaviour of EPO at the ion core in real space. 
4) The VEPO at the ion cores ∆ ௜ܷ௢௡ሺݐሻ. We define ∆ ௜ܷ௢௡ሺݐሻ as the difference between ௜ܷ௢௡ሺݐሻ 
at time step ݐ ൅ 1 and ݐ. By applying the PSD technique, we obtain the spectral density of 
VEPO (ܵ∆௎). Similar to S௏  (VDOS), ܵ∆௎ provides information about the rate of the EP value 
change at the ion core. 
 
The EP expression used in VASP is defined as 
 
 ܷ ൌ ׬ܷሺݎሻ ∙ ߩ௧௘௦௧ ∙ ሺ|ݎ െ ܴ|ሻ݀ଷݎ, (4) 
where the test charge ߩ௧௘௦௧ is norm 1. From this formula, we can see that the EP ܷ is a function of ion position ܴ. Thus, the EPO at the ion core is induced by the lattice vibrations, i.e., the thermal 
motion of the ion cores. Therefore, in principle, S஽ and S௎ should have some correlation, similar to  S௏ and ܵ∆௎.   
To prove our conjecture, for a selected model of Al, we performed an additional 10-ps 
equilibrium AIMD simulation with the NVE ensemble. The results are shown in Fig. 2(a, b) in the 
main text. Clearly, the distributions of S஽  and S௎  and of S௏  and ܵ∆௎  are very similar, and the locations of the peaks, with respect to frequency, are in exact agreement. These results strongly 
support our conjecture. Similarly, the same quantities were determined via a 100-ps NEAIMD 
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simulation of Al (Fig. 2(c, d)), which revealed a strong correlation between the lattice vibration 
and the EPO at the ion cores. However, we also note that for some specific frequencies (3.5~5.0 
THz), the peaks of the spectral density from the lattice vibration and EPO in Figs. 2(c, d) are not 
exactly the same. We suspect that this phenomenon may be attributable to the heat flux applied in 
NEAIMD. Nevertheless, comparing the PSD results confirms that the relationship between lattice 
vibration and EPO holds.   
 
 
 
3. Evidence for the EPO from lattice vibrations providing the thermal kinetic 
energy to thermally excited electrons  
 
We first give a detailed derivation of the total energy expression for a free electron system at T ൐
0	K. 
 
From the Sommerfeld expansion [10], if the function QሺEሻ  is continuously differentiable on 
ሺെ∞,൅∞ሻ, Qሺ0ሻ ൌ 0, and limா→ஶ ݁ିఈாܳሺܧሻ ൌ 0 (here, α is a positive and constant number) when 
݇஻ܶ ≪ ܧி, then 
 
 I ൌ ׬ ݂ሺܧሻܳᇱሺܧሻ݀ܧ ൎ ܳሺܧிሻ ൅ గ
మ
଺ ሺ݇஻ܶሻଶܳ′′ሺܧிሻ
ஶ
଴ , (5)
 
where ݂ሺܧሻ is the Fermi-Dirac distribution function, ܧி is the Fermi energy, ݇஻ is the Boltzmann 
constant and ܶ is the system temperature. 
 
When T ൐ 0	K, the total energy of the free electron system ௦ܷ௬௦ can be written as 
 
 
௦ܷ௬௦ ൌ 	න ܧ݂ሺܧሻܰሺܧሻ݀ܧ	
ஶ
଴
 
 
 
 ൌ න ܧܰሺܧሻ݀ܧ
ாಷ
଴
൅ ߨ
ଶ
6 ሺ݇஻ܶሻ
ଶ ݀
݀ܧ ሾܧܰሺܧሻሿாಷ  
 
 
ൌ න ܧܰሺܧሻ݀ܧ ൅ න ܧܰሺܧሻ݀ܧ ൅ ߨ
ଶ
6 ሺ݇஻ܶሻ
ଶ ∙ 32 ሺ
1
2ߨଶ ൬
2݉௘
԰ଶ ൰
ଷ
ଶ ∙ √ܧሻ
ாಷ
ாಷబ
ாಷబ
଴
 
 
 ൎ ܧ଴ ൅ ܧி଴ܰሺܧி଴ሻሺܧி െ ܧி଴ሻ ൅ గ
మ
ସ ሺ݇஻ܶሻଶܰሺܧி଴ሻ.   
∵ 	ܧி ൌ ܧி଴ ቈ1 െ గ
మ
ଵଶ ൬
௞ಳ்
ாಷబ
൰
ଶ
቉ and Nሺܧி଴ሻ ൌ ଷேଶாಷబ 
 
∴ ௦ܷ௬௦ ൌ න ܧܰሺܧሻ݀ܧ ൅ ܰሺܧி଴ሻ ቈെߨ
ଶ
12 ሺ݇஻ܶሻ
ଶ቉ ൅
ாಷబ
଴
ߨଶ
4 ሺ݇஻ܶሻ
ଶܰሺܧி଴ሻ 
 
 
 
 
 
ൌ න ܧܰሺܧሻ݀ܧ ൅ ߨ
ଶ
6 ሺ݇஻ܶሻ
ଶܰሺܧி଴ሻ
ாಷబ
଴
 
 
 ൌ ܧ଴ ൅ గ
మ
ସ ∙ ܰ
ሺ௞ಳ்ሻమ
ாಷబ . (6)
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The first term (ܧ଴) on the right-hand side of Equation (6) is the total energy of the free electron 
system at 0	K, whereas the second term is the thermally excited energy (ܧ் ) of the system 
obtained from the outside environment when T ൐ 0	K . Here, ܰ  is the total number of free 
electrons, and ܧி଴ is the Fermi energy at 0	K. Because the Fermi energy changes very little with 
temperature, here, we take ܧி at room temperature as ܧி଴ [11]. 
 
In Fig. 2(f) of the main text, we demonstrate that the local vibrational EP field, which originates 
from the EPO, causes the collective vibration of free electrons in the momentum space and 
provides additional thermal kinetic energy to the thermally excited electrons near the Fermi 
surface. To confirm this, we perform two additional equilibrium AIMD simulations: Al (100 ps at 
329.40 K) and Li (100 ps at 283.97 K). Both use a supercell of 2 × 2 × 2 conventional cells (32 
atoms in total) and periodic boundary conditions in all three dimensions. 
 
We define the total energy provided by EPO as 
 
 ܧா௉ை ൌ ∑ 2 ∙ ഥܷ௜ ∙ ݊௜ሺ݁ሻ௜ , (7)  
where ഥܷ௜ is the average effective amplitude of EPO at the ion core ݅. Because the simulations here 
are equilibrium AIMD, the ഥܷ௜ of different atoms can be taken as having the same value (over a 
long time average, the temperature of each ion core can be assumed to be the same). ݊௜ሺ݁ሻ is the 
number of free electrons per atom (for Al, ݊௜ሺ݁ሻ=3; for Li, ݊௜ሺ݁ሻ ൌ 1). Then,  
 
 ܧா௉ை ൌ ∑ 2 ∙ ഥܷ௜	݊௜ሺ݁ሻ௜ ൌ 2 ∙ ഥܷா௉ை ∑ ݊௜ሺ݁ሻ ൌ 2 ∙ ഥܷா௉ை ∙ ܰ௜ , (8) 
where ܰ is the total number of free electrons in the system and ഥܷா௉ை  is the average effective 
amplitude of EPO from equilibrium AIMD 
 
 ഥܷா௉ை ൌ ଵேೌ ∑ ට
ଵ
௡ೞ೟೐೛ೞ ∑ ሺ ௝ܷሺݐ௜ሻ െ ഥܷ௝ሻଶ
௡ೞ೟೐೛ೞ
௧೔
ேೌ௝ୀଵ , (9)
 
where ௔ܰ is the total number of atoms in the simulation cell, ݊௦௧௘௣௦ is the total simulation steps, 
௝ܷሺݐ௜ሻ is the EP value of atom ݆ in the cell at time step ݐ௜, and ഥܷ௝ is the average EP value of atom 
݆. ഥܷா௉ை is calculated using the RMS method [12]. ܧ் and ܧா௉ை for Al and Li are compared in Table 2. 
 
Table 2: Comparison of ܧ் and Eா௉ை for Al and Li from equilibrium AIMD simulations near room 
temperature 
System Temperature 
(K) 
Total 
number 
of free 
electrons 
Fermi 
energy 
(eV) 
Average 
effective 
amplitude 
of EPO 
(૚૙ି૞V) 
Thermally 
excited 
energy ࢁࢀ 
(૚૙ି૛૚J) 
Total 
energy 
provided by 
EPO ࡱࡱࡼࡻ 
(૚૙ି૛૚J) 
Li 283.97 32 4.72 15.5152 1.6049 1.5909 
Al 329.40 96 11.63 8.9964 2.6293 2.7674 
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From the results in Table 2, the following relationship is clear 
 
 ܧ் ൎ ܧா௉ை. (10) 
This result supports our conjecture that EPO causes the collective vibration of free electrons in 
momentum space and provides the thermal kinetic energy of the thermally excited electrons.  
 
 
 
4. Heat flux via free electrons ܬറ௘௟ 
4.1 Results of the EPO in space 
 
As shown in Figs. 2(g, h) of the main text, higher temperatures can increase the strength and 
speed of spatial EPO. Figs. 2(i, j) in the main text confirm this. From Fig. 2(i), we also have 
 
 ∑ ∑ ∆ ௝ܷሺݐሻ௧ேೌ೗௝ୀଵ ≅ 0. (11)
 
Therefore, no net local electric field occurs over the simulation. In other words, no net electric 
current exists in metals during the heat-transfer process, in good agreement with our common 
sense arguments. We also note that both the negative and positive parts of ∑ ∑ ∆ ௝ܷሺݐሻ௧ேೌ೗௝ୀଵ  exhibit 
perfect linear behaviours with time, as shown in Fig. 2(i). We apply the RMS method to calculate 
the average effective amplitude of EPO ( ഥܷா௉ை) 
 
 ഥܷா௉ைሺ݈ሻ ൌ ଵேೌ೗ ∑ ට
ଵ
௡ೞ೟೐೛ೞ ∑ ሺ ௝ܷሺݐ௜ሻ െ ഥܷ௝ሻଶ
௡ೞ೟೐೛ೞ
௜ୀଵ
ேೌ೗௝ୀଵ , 
 
(12)
where ݈ is the index of the atom layers, ௔ܰ௟ is the total number of atoms per layer, ݊௦௧௘௣௦ is the 
total number of simulation steps, ௝ܷሺݐ௜ሻ is the EP displacement of ion core ݆ at	݅	fs, and ഥܷ௝ is the 
average value of ௝ܷሺݐ௜ሻ for atom ݆ in layer ݈. ഥܷா௉ைሺ݈ሻ represents the intensity of the local EPO.  
Thus, the energy provided by EPO in each layer ܧா௉ைሺ݈ሻ can be written as 
 
 ܧா௉ைሺ݈ሻ ൌ 2 ∙ ഥܷா௉ைሺ݈ሻ ∙ ݊ሺ݁ሻ ∙ ݁ (13) 
 
4.2 The distribution of thermally excited electrons’ thermal kinetic energy along the heat 
flux direction and the non-linear effect analysis 
 
We have proven that the energy from EPO provides the kinetic energy of thermally excited 
electrons. Therefore, we can treat ܧா௉ை  as the thermal kinetic energy of thermally excited 
electrons. Combining Eqs. (12) and (13), we present the distribution of the effective amplitude of 
EPO in space rather than that of the thermal kinetic energy of thermally excited electrons, in Fig. 
S1. 
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Fig. S1: Effective amplitudes of the EPO along the direction of the heat flux in different metals (all 
systems are approximately 300 K). Via linear fitting, we can obtain  డ௎ഥಶುೀሺ௟ሻడே೗ , which is used to calculate electronic heat flux. 
 
Fig. S1 shows that in metals, higher temperatures increase the strength of EPO. We also note that 
a non-linear phenomenon of  ഥܷா௉ைሺ݈ሻ occurs in some metals, such as Al, Be. This phenomenon 
will cause significant errors in the final electronic thermal conductivity (ߢ௘௟).  
 
To elucidate the reason for this non-linear phenomenon, we plot the temperature profiles of 
different metals in Fig. S2. The degrees of the non-linear temperature distributions of Be and Al 
are larger than those of Li, Cu, and Mg at approximately 300 K. The non-linear temperature 
distribution may be responsible for the non-linear distribution of ഥܷா௉ைሺ݈ሻ.  
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  Fig. S2: Temperature profiles from NEAIMD simulations of different metals (all systems are at 
approximately 300 K). The dashed line is the linear fit of the temperature profile, i.e., the temperature 
gradient (׏ܶ). 
 
16
10 
 
We also attempt to reduce the non-linear effect by increasing the model size. Specifically, we 
vary the sizes of the Be and Al models. Fig. S3 presents the non-linear effects of different Be 
lengths at approximately 300 K. Fig. S4 shows the non-linear effects of different cross-sections 
and lengths of Al at approximately 300 K. Based on these results, the simulation size indeed 
affects the non-linear EPO phenomenon in metals, and the non-linear effects of EPO along the 
heat flux direction can be reduced by increasing the simulation size. However, we could not 
completely eliminate the non-linear effects by increasing the simulation size. The mechanism 
underlying this non-linear phenomenon warrants further study.   
 
 
 
Fig. S3: Distributions of the effective EPO amplitude for different lengths of Be (all systems are at 
approximately 300 K). 
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Fig. S4: Distributions of the effective EPO amplitude for different cross-sections and lengths of Al (all 
systems are at approximately 300 K). 
 
4.3 Definition of ܬറ௘௟  
 
First, we calculate the average effective EPO amplitude ഥܷா௉ைሺ݈ሻ  and effective EPO energy 
ܧா௉ைሺ݈ሻ. Then, we can obtain the total effective energy provided by EPO during simulation time ݐ 
as  
 
 ܧா௉ைሺ݈, ݐሻ ൌ 2 ∙ ഥܷா௉ைሺ݈ሻ ∙ ݊ሺ݁ሻ ∙ ݁ ∙ ݊௦௧௘௣௦, (14)
 
where ݊௦௧௘௣௦  is the total number of time steps during the simulation time ݐ. When the system 
reaches a quasi-equilibrium state, we can infer that the thermal energy of thermally excited 
electrons is exchanged between two adjacent atom layers.  As illustrated in Fig. S5, we take half 
of the difference of the thermal kinetic energy exchange between the two layers as ܬറ௘௟ (because of 
the isotropy of the free electron model)  
 
 
ܬറ௘௟ ൌ െ12
݊ሺ݁ሻ ∙ ݁
ܵ ∙ ݐ
߲ൣ2 ∙ ഥܷா௉ைሺ݈ሻ ∙ ݊௦௧௘௣௦൧
߲ ௟ܰ  
ൌ െ݊ሺ݁ሻ ∙ ݁ ∙ ݊௦௧௘௣௦ܵ ∙ ݐ
߲ ഥܷா௉ைሺ݈ሻ
߲ ௟ܰ  
  
 
, (15)
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where ܵ is the cross-sectional area, ݊ሺ݁ሻ is the number of free electrons per atom layer, ݁ is the 
unit charge of a single electron, and డ௎ഥಶುೀሺ௟ሻడே೗  is the gradient of the average effective EPO 
amplitude value by linear fitting of ഥܷா௉ைሺ݈ሻ with respect to the index number of atom layers ( ௟ܰ), 
as shown in Fig. S1. 
 
 
Fig. S5: Schematic of the exchange of thermal excited electrons’ thermal energy between two adjacent 
atom layers. ܧଵ and ܧଶ are the thermal energies carried by thermally excited electrons in layer1 and layer2, respectively. 
 
 
 
5. Calculation of thermal conductivity κ of metals from NEAIMD 
5.1 Electronic thermal conductivity (ߢ௘௟)  
 
From Fourier's Law of heat conduction, the electronic thermal conductivity (ߢ௘௟) can be written as 
 
 
 ߢ௘௟ ൌ െܬ௘௟/׏ܶ. (16)
 
Combining Equation (16) with Equation (15), we have 
 
 
ߢ௘௟ ൌ ௡ሺ௘ሻ∙௘∙௡ೞ೟೐೛ೞௌ∙௧∙׏்
డ௎ഥಶುೀሺ௟ሻ
డே೗ . (17)
 
Based on Eq. (17), we calculate the ߢ௘௟  of five metals: Li, Be, Mg, Al, and Cu around room temperature. We run multiple NEAIMD simulations for each system with different T to examine 
the temperature dependent thermal conductivity of metals. All the simulation results are reported 
in Table 3. 
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5.2 Phonon thermal conductivity (ߢ௣௛) 
 
As we employ the Müller-Plathe algorithm to establish a stable temperature gradient along the 
heat transfer direction, we can also obtain the atomic kinetic energy flux ܬ௣௛. We calculated the 
phonon thermal conductivity (ߢ௣௛) simultaneously from Fourier's Law: 
 
 ߢ௣௛ ൌ െܬ௣௛/׏ܶ. (18)
 
The results are also reported in Table 3. By summing ߢ௘௟  and ߢ௣௛, we obtain the total ߢ of metals 
from parameter free NEAIMD simulations. 
Table 3: Electronic thermal conductivity	ߢ௘௟ and phonon thermal conductivity	ߢ௣௛ from NEAIMD. 
System Case 
ID 
Average 
temp. 
(T, K)  
Temperature 
gradient ࢺࢀ  
(K/Հ) 
Electronic 
thermal 
conductivity
ࣄࢋ࢒ (W/mK) 
Phonon 
thermal 
conductivity
ࣄ࢖ࢎ 
(W/mK) 
Total 
thermal 
conductivity
	ࣄ (W/mK) 
 
 
 
Li 
Li-1 288.20 -7.2117 82.1294 2.7502 84.8796 
Li-2 293.08 -7.6875 81.0457 2.6219 83.6676 
Li-3 303.64 -7.7978 79.9341 2.6386 82.5727 
Li-4 305.35 -7.9970 78.4404 2.5930 81.0334 
Li-5 313.87 -8.1606 77.3224 2.6050 79.9274 
Li-6 316.28 -8.2397 76.7194 2.5927 79.3121 
 
Be 
Be-1 278.02 -2.2042 220.9939 25.0928 246.0867 
Be-2 285.00 -2.9479 216.3805 21.0501 237.4306 
Be-3 296.17 -3.3623 196.5404 18.8916 215.4320 
Be-4 311.22 -3.8448 174.4980 16.9305 191.4285 
Be-5 313.46 -3.6524 164.2614 18.5753 182.8367 
 
 
Mg 
 
Mg-1 290.95 -4.8223 166.4749 2.1260 168.6009 
Mg-2 297.74 -4.2645 148.2052 2.4020 150.6072 
Mg-3 302.19 -3.6466 140.7474 2.3877 143.1351 
Mg-4 307.87 -5.8340 140.4684 1.7672 142.2356 
Mg-5 311.41 -5.1873 142.9120 2.0244 144.9364 
 
 
 
Al 
 
 
Al-1 284.48 -3.0485 232.7718 5.7530 238.5248 
Al-2 286.14 -4.9667 231.2791 4.5353 235.8144 
Al-3 299.46 -4.9448 223.9373 4.6760 228.6133 
Al-4 306.84 -5.2123 223.6268 4.6600 228.2868 
Al-5 310.39 -5.3456 220.0350 4.3882 224.4232 
Al-6 318.31 -5.5119 209.5108 4.3312 213.8420 
 
 
Cu 
Cu-1 285.31 -7.2400 438.9252 2.0393 440.9645 
Cu-2 293.86 -9.6536 399.0878 1.8816 400.9694 
Cu-3 298.49 -8.7284 391.4515 2.1829 393.6344 
Cu-4 310.91 -9.9209 374.4141 1.9523 376.3664 
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5.3 Size effects of lattice thermal conductivity ߢ௣௛ from NEAIMD 
 
It is well known that, in lattice dynamics each vibrational mode (phonon) has a specific wave-
length. In view of this, finite size effects are inevitable in non-equilibrium molecular dynamics 
(NEMD) simulations of lattice thermal conductivity of most systems, where phonons are 
truncated due to the limited model length [13].  
 
Due to the computational limitation of the AIMD, here we perform classical NEMD simulations 
of Cu at 300 K with different simulation cell length along the direction of heat transfer using the 
LAMMPS [14] package. The Cu-Cu interatomic interactions are described by the embedded-
atom-method (EAM) potential [15]. In Fig. S6, we can see the strong finite size effect of ߢ௣௛. The 
length of our NEAIMD model of Cu is 8 unit cells and our NEAIMD result of ߢ௣௛ is about 2.18 
W/mK around 300 K, which is similar to the classical NEMD results (3.84 W/mK) in Fig. S6.  
 
Fig. S6: Size effect of lattice thermal conductivity of Cu from non-equilibrium molecular dynamics 
simulation around 300 K.
 
 
To compare ߢ௣௛  results from different calculation methods, we first calculate ߢ௣௛	of different 
metals, at around 300 K, from classical equilibrium molecular dynamics (EMD) simulations, 
using the Green-Kubo method [13], as implemented in the LAMMPS package. The EAM 
potential parameters for Al [16], Cu [15], Be [17], Mg [18] and Li [19] are used to describe the 
interatomic interactions in the EMD simulations. The results are shown in Fig. S7. 
 
Second, we calculate ߢ௣௛ of metals at 300 K by solving the phonon Boltzmann transport equation 
(BTE), with force constants extracted from first-principles calculations. The phonon BTE model 
does not suffer from finite size effects. We employ the first-principle software package VASP 
[1,2] to calculate the second-order (harmonic) and third-order (anharmonic) force constants based 
on the finite displacement difference method [20, 21], and then use the ShengBTE package [21] 
to obtain ߢ௣௛ by iteratively solving the BTE of phonons. The convergences of ߢ௣௛ with respect to 
the k-grid size (ܰ ൈ ܰ ൈ ܰ) in our calculations are fully examined and the parameter ܰ ൌ 20 is 
taken to evaluate the converged ߢ௣௛. The convergences of ߢ௣௛ with respect to the force cut-off 
distance are also examined and we took the distance of the fifth-order adjacent neighbor atoms as 
the force cut-off. The energy of plane-wave cutoff are adopted the value of 1.5 times of the 
default value in VASP pseudo-potential files.  
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Fig. S7: Size effect of lattice thermal conductivity of metals from equilibrium molecular dynamics 
simulation around 300 K. 
 
 
Finally, we compare ߢ௣௛ from NEAIMD, classical EMD and phonon BTE method in Table 4. It 
can be seen that our NEAIMD simulations underestimate ߢ௣௛ of Li, Al, Mg, and Cu. The effect is 
particularly significant for Cu. However, for Be, ߢ௣௛ from NEAIMD is a little bit higher than the 
results from classical EMD and phonon BTE method. 
 
We also examined the relationship between simulation size and non-linear effect for ߢ௘௟  from 
NEAIMD. The results can be found in Table 1 and Table 3. Unlike ߢ௣௛ , from our NEAIMD 
simulations results, we do not observe a clear size effect for ߢ௘௟ . 
 
Table 4. Comparison of lattice thermal conductivity ߢ௣௛ (at approximately 300 K) calculated by NEAIMD, 
classical EMD and phonon BTE method. 
System Li Be Mg  Al Cu 
NEAIMD ࣄ࢖ࢎሺ܅/ܕ۹ሻ 2.6386 18.8917 2.4021 4.6760 2.1829 
Classical EMD ࣄ࢖ࢎሺ܅/ܕ۹ሻ 4.3013 17.8805 5.4244 12.5067 13.2420 
BTE ࣄ࢖ࢎሺ܅/ܕ۹ሻ 3.2080 15.2697 8.3925 6.3789 20.4131 
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6. Analysis of propagation of errors 
 
From the knowledge of the statistical average propagation of errors [22], we know that, when a 
variable is defined as ܺ ൌ ௨௩, the square of the error in ܺ can be expressed as  
 
ߪ௑ଶ ൌ ߪ௨௩
ଶ ൌ ߪ௨ଶ ൬߲߲ܺݑ൰௨ഥ
ଶ
൅ ߪ௩ଶ ൬߲߲ܺݒ൰௩ത
ଶ
ൌ ߪ௨
ଶ
̅ݒଶ ൅
ߪ௩ଶݑതଶ
̅ݒସ  
⇒ ቆఙ೉ೠഥ
ೡഥ
ቇ
ଶ
ൌ ቆ
ఙೠ
ೡ
ೠഥ
ೡഥ
ቇ
ଶ
ൌ ቀఙೠ௨ഥ ቁ
ଶ ൅ ቀఙೡ௩ത ቁ
ଶ. 
 
 
 
 
 (19) 
 
 
From Equations (17) and (19), we know that the error in ߢ௘௟  mainly originates from ׏ܶ and 
డ௎ഥಶುೀሺ௟ሻ
డே೗ . As the ׏ܶ calculation is based on the statistical time average of temperature of each 
single atom layer, the temperature fluctuation ሺ∆ܶሻଶതതതതതതതത ൌ ݇஻ܶଶ/ܥ௩ [23] of each layer is large due to 
the small number of atoms in the layer. Thus, the conventional error estimate for ׏ܶ is quite large. 
However, from Fig. S2 we find that the NEAIMD always yields a stable temperature profile after 
sufficient simulation time, and so we have reason enough to assume the linear fitting error as the 
error in ׏ܶ.  
 
At the same time, we notice that the non-linear phenomenon of  డ௎ഥಶುೀሺ௟ሻడே೗  , which was discussed in 
Sec. 4.2, leads to a relatively large error in ߢ௘௟ . We calculate the error in ߢ௘௟  (Table 5) from 
Equation (19). From Table 5 we can see that the ߢ௘௟  of Be and Al have relatively large 
uncertainties, because of the large error in  డ௎ഥಶುೀሺ௟ሻడே೗ . 
 
Table 5. Error bar of electrical thermal conductivity  ߢ௘௟ of metals around 300 K. 
System Li Be Mg  Al Cu 
Temperature (K) 303.64 296.17 297.74 299.46 298.49 
Error bar of linear fitting સࢀ  4.06% 10.36% 2.86% 8.57% 4.74% 
Error bar of linear fitting  
ࣔࢁഥࡱࡼࡻሺ࢒ሻ
ࣔࡺ࢒  
 
7.15% 
 
27.04% 
 
15.88% 
 
28.61% 
 
7.19% 
Total error bar of ࣄࢋ࢒ (W/mK) 
 
6.79 
 
62.38 
 
24.30 
 
67.90 
 
33.88 
Total error bar of ࣄࢋ࢒ (percentage) 
 
8.22% 
 
28.96% 
 
16.13% 
 
29.86% 
 
 8.61% 
 
 
 
7. Comparing our results with conventional BTE method and experimental data 
 
In order to examine our theory and evaluate the results of our method, we compare our simulation 
results of some common metals with experimental measurements and the results from the 
traditional BTE framework. 
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In Sec. 5.3, we calculated the lattice thermal conductivity, ߢ௣௛, of metals with the BTE method 
based on first-principle calculations. From the free electron model and BTE theory, we can 
estimate the electronic thermal conductivity ߢ௘௟  as [11] 
 
 ߢ௘௟ ൌ గ
మ௡௞ಳమ்ఛ೐೗
ଷ௠ , (20) 
where ݊ is the concentration of free electrons, ݉ is the electron mass, ݇஻ is Boltzmann constant, 
T is system temperature, and ߬௘௟  is the collision time of free electrons. The value of ఑೐೗ఛ೐೗  is 
calculated using the BoltzTraP package [24] to solve BTE for electrons based on the electronic 
band structures, which are calculated by VASP. As in usual practice, we take ߬௘௟ ൌ 1 ൈ 10ିଵସ	s 
[24, 25], allowing us to obtain ߢ௘௟ from the conventional BTE framework. 
 
Finally, we get the total thermal conductivity of metals (ߢ) by summing up the lattice thermal 
conductivity (ߢ௣௛) and electronic thermal conductivity (ߢ௘௟). The results of ߢ௣௛, ߢ௘௟, and ߢ from 
different methods along with the experimental measurement data are reported in Table 6. The 
comparison clearly shows that our method is much better at predicting the thermal conductivity of 
metals than the conventional BTE method. 
 
Table 6. Comparison of ߢ௣௛, ߢ௘௟, and ߢ of simulated metals among our NEAIMD method, conventional 
BTE method, and experiments at 300 K. 
System NEAIMD 
ࣄࢋ࢒ ሺ܅/ܕ۹ሻ 
BTE ࣄࢋ࢒ ሺ܅/ܕ۹ሻ 
NEAIMD 
ࣄ࢖ࢎ 
(W/mK) 
BTE ࣄ࢖ࢎ 
ሺ܅/ܕ۹ሻ 
NEAIMD 
total ࣄ 
ሺ܅/ܕ۹ሻ 
BTE 
total	ࣄ 
ሺ܅/ܕ۹ሻ 
Exp. ࣄ 
ሺ܅/ܕ۹ሻ 
Li 79.9341 70.3525 2.6386 3.2080 82.5727 73.5605 84.8 
Be 196.5404 48.1385 18.8917 15.2697 215.4321 63.4082 200 
Mg 148.2052 105.4915 2.4021 8.3925 150.6073 113.8840 156 
Al 223.9373 221.5790 4.6760 6.3789 228.6133 227.9579 237 
Cu 391.4515 136.0173 2.1829 20.4131 393.6344 156.4304 401 
 
 
 
8. The exponential autocorrelation time of velocity of EPO at ion core 
 
In calculation of the spectral density of electrostatic potential oscillating velocity (ܵ∆௎) in Sec. 2, 
after calculating the autocorrelation function of velocity of EPO at ion core ∆ ௜ܷ௢௡ሺݐሻ , we 
performed an exponential decay fitting of the autocorrelation function with the formula  
 
 ݕ ൌ ܣexpሺെݐ/߬ୣ୶୮ሻ, (21)
 
where ߬ୣ୶୮  is called the exponential autocorrelation time. It is surprising to find that ߬௘௫௣  is 
approximately on the same order of magnitude as the collision time of free electrons (߬௘௟ ൌ 1 ൈ
10ିଵସ	s). We examined all cases of metals and present the data of  ߬ୣ୶୮ in Table 7. The order of 
magnitude of our results (~10ିଵସ	s) agrees very well with the common theoretical value [24-26]. 
We anticipate that there must be some physical mechanisms behind this phenomenon.   
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Table 7. Exponential autocorrelation time ߬௘௫௣ of velocity of EPO at ion core (300 K) 
System Li Be Mg  Al Cu 
Temperature (K) 302.32 300.67 299.22 299.89 300.72 
࣎ࢋ࢞࢖ ሺൈ ૚૙ି૚૝࢙ሻ 1.258 0.584 1.617 1.282 1.431 
 
 
 
9. Advantages, limitations, challenges, and future work of this method 
9.1 Advantages  
 
1) Our NEAIMD-EPO method provides a direct and clear procedure for simulating the thermal 
transport behavior of free electrons from an atomistic point of view. It will be very 
advantageous for investigations of very-large-scale integration (VLSI), of relevance to the 
semiconductor industry. 
2) The NEAIMD-EPO method naturally but implicitly includes the complicated interactions 
between electrons and electron-phonon coupling. 
3) The NEAIMD-EPO approach is a new method which can calculate electronic thermal 
conductivity without artificial manipulation and input parameters. 
4) The NEAIMD-EPO framework also provides the physical picture of how the thermal energy 
is carried by thermally excited electrons and how this energy is transported in metals. 
 
9.2 Challenges 
 
1) The nonlinear phenomenon of the effective amplitude of EPO along the heat flux direction in 
some metals still needs further study. 
2) A coherent understanding why the exponential autocorrelation time of velocity of EPO at ion 
cores has the same order of magnitude as the collision time of free electrons is still missing.  
 
9.3 Limitations 
 
1) As our NEAIMD-EPO framework is built on the free electron gas model, so far, this method 
is limited to simulation of pure metals. 
2) So far, this method cannot be directly used to simulate thermal transport of metals at low 
temperatures. 
3) As this method is realized in the ab initio molecular dynamics simulation, the simulation 
results will depend on the pseudopotential used. 
4) The computation costs for the NEAIMD simulations are much higher than that of normal 
density functional theory (DFT) simulations. 
 
9.4 Future work 
 
With the theory and computational capacity improving, the NEAIMD-EPO method shows the 
potential in investigating alloys, semiconductors, metal/non-metal interfaces, and even directly 
simulating nano-devices in the future. It will be promising in theoretical study of the 
nanotechnology. 
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