This paper investigates the correspondence matching of point-sets using spectral graph analysis. In particular, we are interested in the problem of how the modal analysis of point-sets can be rendered robust to contamination and drop-out. We make three contributions. First, we show how the modal structure of point-sets can be embedded within the framework of the EM algorithm. Second, we present several methods for computing the probabilities of point correspondences from the modes of the point proximity matrix. Third, we consider alternatives to the Gaussian proximity matrix. We evaluate the new method on both synthetic and real-world data. Here we show that the method can be used to compute useful correspondences even when the level of point contamination is as large as 50%. We also provide some examples on deformed point-set tracking. ?
Introduction
Spectral graph theory is a term applied to a family of techniques that aim to characterise the global structural properties of graphs using the eigenvalues and eigenvectors of either the adjacency matrix or the closely related Laplacian matrix [1] . Although the subject has found widespread use in a number of areas including structural chemistry and routing theory, there have been relatively few applications in the computer vision literature. The reason for this is that although elegant, spectral graph representations are notoriously susceptible to the e ect of structural error. In other words, spectral graph theory can furnish very e cient methods for characterising exact relational structures, but soon breaks down when there are spurious nodes and edges in the graphs under study.
Matrix factorisation methods have been extensively used to solve problems posed as least squares estimation. These include a host of techniques for point-set matching [2] [3] [4] [5] [6] , stereo [7] and structure-from-motion [8] . However, these methods operate with co-ordinate position and are not concerned with the relational information conveyed by proximity matrices or adjacency graphs. Spectral methods for graph analysis invariably commence by computing the Laplacian matrix. This is closely related to the node adjacency matrix. The diagonal elements of the Laplacian matrix are equal to the degree of the nodes (vertices) and the o diagonal elements are unity if the corresponding nodes are connected by an edge, and are zero otherwise. However, it is also common to work with proximity or property matrices where the o diagonal elements re ect the di erence in node attributes such as position [6] or orientation [9] . Once a matrix characterisation of the graph is to hand then the eigenvalues and eigenvectors are computed. The main idea behind spectral graph theory is to use the distribution of eigenvalues to provide a compact summary of graph-structure.
In the computer vision literature there have been a number of attempts to use spectral properties for graph-matching, object recognition and image segmentation. Umeyama [2] has developed a singular value decomposition method for ÿnding the least-squares permutation matrix between the adjacency matrices of two graphs. This eigendecomposition method can be used for exact graph-matching. That is to say, it ÿnds correspondences between the nodes of graphs of the same size and edge-structure [2] . Borrowing ideas from structural chemistry, Scott and Longuet-Higgins were among the ÿrst to use spectral methods for correspondence analysis [5] . They showed how to recover correspondences via singular value decomposition on the point association matrix between di erent images. The method can work with point-sets of di erent size, but is sensitive to the degree of rotation, and to a lesser extent the amount of scaling, between the two point-sets. In order to overcome these problems with the Scott and Longuet-Higgins method, Shapiro and Brady [6] have developed a method which uses the intra-image point proximity matrix. The method is more closely in keeping with the spirit of spectral graph theory. Brady and Shapiro's method commences by computing a point-proximity matrix by using a Gaussian function of the distance between points in the same image. A modal representation is constructed by ÿnding the eigenvalues and eigenvectors of the proximity matrix. Correspondences are located by comparing the ordered eigenvectors of the proximity matrices for di erent images. The eigenvectors of the proximity matrices can be viewed as the basis vectors of an orthogonal transformation on the original point identities. In other words, the components of the eigenvectors represent the a nities of the original points to the eigenmodes of the proximity matrix. Provided that the point-sets are of the same size, then the correspondences delivered by the Shapiro and Brady method are relatively robust to random point jitter and to a ne rotations and scalings. The work of Scott and Longuet-Higgins [5] , and, Shapiro and Brady [6] can be viewed as providing the foundations on which the more recent modal matching methods of Sclaro and Pentland [4] and Cootes et al. [3] build. Becuase they rely on singular value decomposition the methods are also intimately related to Procrustes shape analysis [10] .
Since it uses point proximity information, Shapiro and Brady's method can be viewed as operating in the attribute domain rather than the symbolic or structural domain. By contrast, Horaud and Sossa [11] have adopted a purely structural approach to the recognition of line-drawings. Their representation is based on the immanantal polynomials for the Laplacian matrix of the line-connectivity graph. By comparing the coe cients of the polynomials, they are able to index into a large data-base of line-drawings. In another application involving indexing into large data-bases, Sengupta and Boyer [9] have used property matrix spectra to characterise line-patterns. Various attribute representations are suggested and compared. Shokoufandeh et al. [12] have shown how graphs can be encoded using local topological spectra for shape recognition from large data-bases. Sarkar and Soundararajan [13] have shown how graph-spectral methods can be combined with automata to learn grouping structure. Finally, a number of authors have used spectral methods to perform pairwise clustering on image data. Shi and Malik [14] use the second eigenvalue to segment images by performing an eigendecomposition on a matrix of pairwise attribute di erences using the iterative normalised cut method. Sarkar and Boyer [15] and Freeman and Perona [16] have developed matrix factorisation methods for line-grouping. In a recent paper, Weiss [17] has compared a number of matrix factorisation methods for matching and segmentation, and has commented on the way in which they compute the proximity matrix. His conclusion was that performance could be signiÿcantly improved if the matrix is correctly normalised. Inoue and Urahama [18] have shown how the sequential extraction of eigen-modes can be used to cluster pairwise pixel data as an alternative to computationally expensive methods, such as the mean-ÿeld annealing idea of Buhmann and Ho man [19] .
The focus of this paper is the use of property matrix spectra for correspondence matching. As mentioned above, spectral methods o er an attractive route to correspondence matching since they provide a representation that can be used to characterise graph structure at the global level. If used e ectively, the spectral representation can be used for rapid matching by comparing patterns of eigenvalues or eigenvectors. Conventional graph-matching methods, on the other hand, rely on local structural decompositions [20 -24] . Correspondence analysis is achieved through the iterative propagation of local consistency constraints with the hope of achieving global consistency Moreover, accuracy is traded against the e ciency gains achieved by using increasingly localised structures. Invariably global consistency is only assessed using the edges of the graphs. However, the increased ÿdelity of representation achieved using a global spectral representation must be weighed against their relative fragility to the addition of noise and clutter. For instance, although the methods of Horaud and Sossa [11] and Shapiro and Brady [6] work well for graphs that are free of structural contamination, they do not work well when the graphs are of a di erent size. Moreover, the method of Sengupta and Boyer [9] , although relatively robust is not concerned with detailed correspondence analysis.
Our aim in this paper is to consider how spectral methods can be rendered robust for correspondence matching with point-sets which contain signiÿcant noise and contamination. To do this we make three contributions. First we cast the problem of correspondence matching in the framework of the EM algorithm. This gives us scope for outlier reject via weighting in the expectation step. The framework used as the starting point for our study is the dual-step EM algorithm of Cross and Hancock [25] . This work has shown how local relational constraints can be embedded in an EM algorithm for point alignment under a ne and perspective distortion. We commence by showing how graph-spectra can be used to compute the required correspondence probabilities in a manner which is both e cient and global. Our second contribution is to consider how to make the initial computation of the point proximity matrix more robust to contamination by the addition of clutter and the relative movement of points due to measurement noise. Finally, we consider how to compare the node mixing angles in a robust manner. Here we model the e ects of confused or-dering of the eigenvalues and noisy estimates of the mixing eigenvectors.
The outline of this paper is as follows. In Section 2 we deÿne some of the formal ingredients of our method. Section 3 details the dual-step EM algorithm used to align point-sets under a ne geometry. In Section 4 we provide details of how to use the modal structure of the proximity matrix to compute the correspondence probabilities required by the dual-step EM algorithm. Section 5 provides a sensitivity study for the new method on synthetic point-sets. This study focuses on how the best choice of weighting function for computing the proximity matrix, and how to use the modal structure to compute correspondence probabilities. In Section 6 we demonstrate the utility of the new alignment method on real-world image sequences. Finally, Section 7 o ers some conclusions and suggests some future lines of investigation.
Prerequisites
The aim in this paper is to use the dual-step EM algorithm of Cross and Hancock [25] to render the process of spectral pattern matching robust. Before we detail the algorithm, we provide some of the formal ingredients of the method.
A ne geometry
Suppose that (n) is the geometric transformation that best aligns a set of image feature points w with their counterparts in a model. Each point in the image data set is represented by an augmented position vectorwi = (xi; yi; 1) T where i is the point index. This augmented vector represents the two-dimensional point position in a homogeneous co-ordinate system. We will deal only with point-sets which lie on a single plane in the image. In the interests of brevity we will denote the entire set of image points by w = {wi; ∀i ∈ D} where D is the point set. The corresponding ÿducial points constituting the model are similarly represented by z={zj; ∀j ∈ M} where M denotes the index-set for the model feature-pointszj.
In this paper we conÿne our attention to a ne transformations. The a ne transformation has six free parameters. These model the two components of translation of the origin on the image plane, the overall rotation of the co-ordinate system, the overall scale together with the two parameters of shear. These parameters can be combined succinctly into an augmented matrix that takes the form
With this representation, the a ne transformation of co-ordinates is computed using the following matrix multiplication:
Clearly, the result of this multiplication gives us a vector of the formw (n) i =(x; y; 1) T . The superscript n indicates that the parameters are taken from the nth iteration of our algorithm.
Correspondences
The recovery of the parameters of the transformation matrix , requires correspondences between the point-sets. In other words, we need to know which point in the data aligns with which point in the model. This set of correspondences between the two point sets is denoted by the function f (n) : D → M from the nodes of the data-graph to those of the model graph. According to this notation the statement f (n) (i) = j indicates that there is a match between the node i ∈ D of the model-graph to the node j ∈ M of the data-graph at iteration n of the algorithm.
The dual-step EM algorithm
Cross and Hancock's contribution was to present an extension of the standard EM algorithm in which the structural consistency of correspondences matches can be used to gate contributions to the expected log-likelihood function [25] . This idea is closely related to the hierarchical mixture of experts algorithm of Jordan and Jacobs [26] . However, the method uses a dictionary method for computing the correspondence probabilities which is both localised and time consuming. The aim here is to replace the dictionary-based method used to compute the probabilities with a robust spectral method.
Expected log-likelihood
Following, Cross and Hancock we seek both correspondence matches (i.e. the function f) and transformation parameters (i.e the matrix ) which maximise the expected log-likelihood
The meaning of this expected log-likelihood function requires further comment. The measurement densities p(wi|zj; (n+1) ) model the distribution of error-residuals between the data-point positionwi and the model point positionzj at iteration n of the algorithm. The log-likelihood contributions at iteration n + 1 are weighted by the a posteriori measurement probabilities P(zj|wi;
(n) ) computed at the previous iteration n of the algorithm. The individual contributions to the expected log-likelihood function are gated by the structural matching probabilities (n) i; j . These probabilities measure the consistency of the pattern of correspondences when the match f (n) (i) = j is made. Their modeling is the topic of Section 4.
Expectation
In the expectation step of the EM algorithm the a posteriori probabilities of the missing data (i.e. the model-graph measurement vectors,zj) are updated by substituting the updated point position vectors into the conditional measurement distribution. Using the Bayes rule, we can re-write the a posteriori measurement probabilities in terms of the components of the corresponding conditional measurement densities:
The mixing proportions are computed by averaging the a posteriori probabilities over the set of data-points, i.e.
In order to proceed with the development of a point registration process we require a model for the conditional measurement densities, i.e. p(wi|zj; (n) ). Here we assume that the required model can be speciÿed in terms of a multivariate Gaussian distribution. The random variables appearing in these distributions are the error residuals for the position predictions of the jth model point delivered by the current estimated data-point positions. Accordingly we write
In the above expression is the variance-covariance matrix for the position errors.
Maximisation
The dual step EM algorithm iterates between the two interleaved maximisation steps for alignment parameter estimation and estimating correspondence assignments.
Maximum a posteriori probability matches
Point correspondences are sought so as to maximise the a posteriori probability of structural match. The update formula is
Maximum likelihood alignment
In the case of a ne geometry, the transformation is linear in the parameters. This allows us to locate the maximum-likelihood parameters directly by solving the following system of saddle-point equations for the independent a ne parameters (n+1) k; l running over the indices k = 1; 2 and l = 1; 2; 3:
For the a ne transformation the set of saddle-point equations is linear, and are hence easily solved by using matrix inversion. The updated solution matrix is given by
where the elements of the matrix U are the partial derivatives of the a ne transformation matrix with respect to the individual parameters, i.e.
This allows us to recover a set of improved transformation parameters at iteration n + 1. Once these are computed, the a posteriori measurement probabilities may be updated by applying the Bayes formula to the measurement density function. The update procedure involves substituting the parameter matrix of Eq. (1) into the Gaussian density of Eq. (6) and applying the Bayes theorem.
Spectral methods for correspondence matching
The aim in this section is to show how the dual step EM algorithm can be used to render the process of computing correspondences between the nodes of the graphs robust to structural noise and measurement error. The spectral approach to correspondence commences by enumerating a point proximity matrix. This is a continuous counterpart of the graph adjacency matrix. Rather than setting the elements to unity or zero depending on whether or not there is a connecting edge between a pair of nodes, the elements of the proximity matrix are weights that re ect the strength of a pairwise adjacency relation. Once the proximity matrix is to hand, then correspondences are located by computing its eigenvectors. The components of the eigenvectors or columns of the modal matrix represent the a nities of the di erent points to the individual modes of the point proximity matrix. The co-e cients appearing in the rows of the modal matrix represent the a nities of individual points to the di erent eigenmodes. Hence, we can locate point correspondences by searching for rows of the transformation matrix which have maximal similarity.
Unfortunately there are two drawbacks with the spectral method of correspondence. Firstly, there is no clear reason to use Gaussian weighting in favour of possible alternatives. Moreover, the Gaussian weighting may not be the most suitable choice to control the e ects of pattern distortion due to point movement under measurement error or deformation under a ne or perspective geometry. Secondly, the method proves fragile to structural di erences introduced by the addition of clutter or point drop-out.
The aim in this section is to address these two problems. We commence by considering alternatives to Gaussian weighting. Next we suggest how the comparison of the eigenvectors can be e ected in a manner which is robust to measurement error and poor ordering of the eigenvalues. The contribution is therefore to show how the correspondence probabilities (n) i; j can be computed in an e cient and robust manner.
Point proximity matrix
In this section, we suggest various alternative ways of constructing the weighted point-proximity matrix. The role of the weighting function is to model the probability of adjacency relations between points. In Shapiro and Brady's original work the weighting function was the Gaussian [6] . Here we consider various alternative weighting functions suggested by the robust statistics literature.
According to robust statistics, the e ects of outliers can be controlled by weighting according to the error-residual. Suppose that s(Á) is a weighting function deÿned on the error-residual Á. The parameter s controls the width of the weighting kernel. Associated with the weighting function is an error-kernel which is deÿned to be
There are many choice of possible weighting functions described in the literature. However, they can be classiÿed according to a broad-based taxonomy based on the derivative s (Á) of the error-kernel. If the derivative is monotonically increasing, then the weighting function is said to be increasing. If the derivative is asymptotically constant, then the weighting function is said to be sigmoidal. Finally, if the derivative asymptotically approaches zero then the weighting function is said to be re-descending.
In this section, we investigate several weighting functions which fall into these di erent classes. Fig. 1 shows the graphs of the functions.
Gaussian weighted proximity matrix
The standard way to represent the adjacency relations between points is to use the Gaussian proximity matrix. If i and i are two data points, then the corresponding element of the proximity matrix at iteration n of the algorithm is given by
This weighting function is re-descending.
Sigmoidal proximity matrix
To provide an example of a sigmoidal weighting function, we consider the proximity matrix generated by the hyperbolic tangent function
Increasing weighting function
Here we use the increasing weighting function
to generate the proximity matrix.
Euclidean weighting function
Here we investigate the e ect of using a weighting function that decreases linearly with distance. We use the following piecewise speciÿcation to deÿne a trapezoid function H (n)
) where
Here s1 is the half-width of the ceiling of the function and s2 is the half-width of the base.
Correspondences
The modal structure of the two point-sets is found by solving the eigenvalue equation
and computing the associated eigenvectors using the equation
where l is the lth eigenvalue of the matrix H and E l is the corresponding eigenvector. We order the vectors according to the size of the associated eigenvalues. The ordered column-vectors are used to construct a modal matrix V = (E1; E2; E3; : : :): The column index of this matrix refers to the order of the eigenvalues while the row-index is the index of the original point-set. This modal decomposition is repeated for both the model and transformed data point-sets to give a data-point modal matrix 
Shapiro and Brady
Based on this eigendecomposition Shapiro and Brady [6] ÿnd correspondences by comparing the rows of the model matrices VM and VD. The decision concerning the correspondences is made on the basis of the similarity of di erent rows in the modal matrices for the data and the model. The measure of similarity is the Euclidean distance between the elements in the corresponding rows. According to Shapiro and Brady the correspondence probabilities are assigned according to the following binary decision:
Correspondence probabilities
Rather than using the binary correspondence pattern of Shapiro and Brady to gate contributions to the expected log-likelihood function, we can use the elements of the two modal matrices to compute the probabilities of correspondence match. This is done by comparing the elements of the two matrices on a row-by-row basis. A simple way of computing the probabilities is to assume that the vectors are subject to Gaussian measurement errors. As a result, the probability that data-point i is in correspondence with model data-point j is equal to (n)
Robust correspondence probabilities
The shortcoming of this method for computing the correspondence probabilities is the e ect of outlier measurement errors. When there is a signiÿcant di erence between one or more of the components of the eigenvectors, then these errors dominate the argument of the exponentials. This will have the tendency to atten the distribution and will result in ambiguity and equivocation concerning the pattern of correspondences. One way to make the computation of correspondences robust to outlier measurement error is to accumulate probability on a component by component basis over the eigenvectors. To do this we deÿne the correspondence probability to be (n)
In this way large measurement errors contribute insigniÿ-cantly through the individual exponentials appearing under the summation over the components of the eigenvectors.
Confused ordering of the eigenvalues
The method described above compares the components of the eigenvectors on a vector-by-vector basis. This assumes that there is no error in the computation of eigenvalues, and hence no leakage between the components of the vectors. Recall that the magnitudes of the eigenvalues establish an order for the components of the eigenvectors in the modal matrix. We model errors in the placement of the components of the eigenvectors by assuming that there is an error associated with the eigenvalues. This error distribution is used as a prior on the order of the components of the eigenvectors.
To commence let P(f(i) = j|! D = ! M ) represent the probability that the data point i is in correspondence with the model point j, given that the data-graph modal matrix row indexed ! D matches against the model-graph modal matrix row indexed ! M . This is the confusion probability for the spectral correspondence process. Further, let P(! D = ! M ) denote the prior probability that the data-graph modal matrix row indexed ! D matches against the model-graph modal matrix row indexed ! M . Our viewpoint is that the ordering of the eigenvalues is uncertain, and in consequence we do not know how to associate rows in the two matrices. Accordingly, we use the Bayes formula to expand the point correspondences over the missing eigenvalues correspondence.
As a result we write (n)
To develop this idea further, we require models of the confusion probabilities and the prior for the ordering of the eigenvalues. We assume the following Gaussian model for the deviation between the eigenvalues:
The confusion probabilities are assumed to follow the distribution outlined in the previous subsection. As a result we write
where
Experiments
In this section, we investigate the performance of the di erent methods of spectral correspondence reported in this paper. There are three aspects to this experimental study. First we consider the e ect of varying the way in which the elements of the point proximity matrix are calculated. Next, we compare the four methods for computing correspondences from the eigenvectors of the proximity matrix. Finally, we show the beneÿts to be gained from embedding the correspondence process in the EM algorithm.
Our experiments are conducted with random point sets. We investigate two sources of error. The ÿrst of these is random measurement error or point-position jitter. Here we subject the positions of the points to Gaussian measurement error. The parameter of the noise process is the standard deviation of the point position error. The second source of error is structural. Here we remove random points. This is the most destructive type of error for spectral methods.
Point proximity matrix
Here we investigate the e ect of varying the point proximity matrix. The aim is to determine which of the weighting functions returns correspondences which are the most robust to point-position jitter. Fig. 2 shows the fraction of correct correspondences as a function of the standard deviation of the added Gaussian position errors. The standard deviation is recorded as a fraction of the average closest point distance. The best performance is obtained with the increasing weighting function and the trapezoidal Euclidean weighting function. The next best method is the sigmoidal weighting function. The poorest performance is returned by the Gaussian proximity matrix. However, the two best performing weighting functions give a margin of improvement of some 20% over the Gaussian weighting function.
Correspondence probabilities
In this section, we compare the results obtained using di erent methods for estimating correspondences from the eigenvectors of the point-proximity matrix. In each case we use the increasing weighting function to construct the proximity matrix. We use only the SVD methods to ÿnd correspondences. The correspondences are selected on the basis of maximum probability using the di erent schemes outlined in Section 4.2. The e ect of embedding the correspondence probabilities in the EM algorithm is deferred until Section 5.3.
Here we investigate the e ect of point position jitter. Fig. 3 shows the fraction of correct correspondences as a function of the standard deviation of the Gaussian measurement error. The results are reported using the ratio of the standard deviation to the average closest inter-point distance. The four curves correspond to the standard method of Shapiro and Brady and the three probabilistic methods outlined in Section 4.1. All four methods degrade as the noise standard deviation increases. The three probabilistic methods o er signiÿcant improvement over the method of Shapiro and Brady. Although there is little to distinguish the overall performance of the three probabilistic methods, the following pattern emerges: The robust probabilities (Section 4.2.3) work best for low noise levels; the eigenvalue confusion model (Section 4.3.3) works best at high noise levels; the simplest probabilistic method (Section 4.3.1) gives the best overall performance.
EM algorithm
In this section, we turn our attention to the e ect of embedding the correspondence probabilities in the EM algorithm. We compare three di erent algorithms. The ÿrst of these is the standard SVD method of Shapiro and Brady. The second is the alignment of the point-sets using the standard EM algorithm. This algorithm does not use any information concerning the pattern of correspondences. Contributions to the log-likelihood function are weighted only by the a posteriori alignment probabilities. In other words, we set (n) i; j = 1 for all values of i and j. Finally, we consider the new approach to spectral correspondence developed in this paper. We refer to these algorithms as SVD, EM and EM+SVD, respectively.
We commence in Fig. 4 by showing the e ect of positional jitter on the fraction of correct correspondences. The plot shows the fraction of correct matches as a function of the size of the point sets. Here the standard deviation of the Gaussian noise is kept ÿxed and the size of the point-sets is increased. The two point sets are of the same size. There is no addition or deletion of points. The size of the point-sets is increased by adding new points at random positions. As a result the point-density increases. The main e ects to note are the following. Firstly, all three methods degrade with the increasing size of the point-sets. One of the reasons for this is that as the size of the point-sets is increased, then so the average inter-point distance decreases. In other words, the degree of relative displacement increases with the increasing number of points. The second feature to note is that the new method (i.e. SVD+EM) consistently gives the best results. Moreover, the performance of the pure SVD method degrades rapidly as the relative displacement of the points is increased. Finally, the SVD+EM method outperforms the EM method by a useful margin. Next we investigate the e ect of controlled a ne skew of the point-sets. Fig. 5 shows the fraction of correct correspondences as a function of the skew angle in degrees. Here we compare the standard EM method, the EM method with a trapezoidal weighting function, and the use of pure SVD with a Gaussian weighting function and a trapezoidal weighting function. Here the embedding of the new proximity matrix in the EM algorithm o ers clear advantages. There is a 10% margin of improvement for all skew angles.
We now turn to the e ect of positional jitter. Fig. 6 compares the e ect of using the three di erent ways of computing the correspondence probabilities. There is no obvious pattern of improvement. However, comparing with Fig. 3 it is clear that the EM method gives a mar- gin of improvement of some 20% over the use of SVD alone.
Finally, we investigate the e ects of point-set contamination. Here we add increasing fractions of cluster nodes to the point-sets. We commence by noting that the pure SVD method fails as soon as clutter is added. Hence we cannot plot any sensitivity data from the method. Fig. 7 shows the e ect of adding controlled fractions of clutter to point-sets of increasing size. The main conclusion to note is that SVD+EM outperforms EM by about 5 -10%. Also, as the fraction of clutter increases then so the performance degrades.
Real world data
Our ÿnal piece of experimental work focuses on real-world data. Here we have matched images from a gesture sequence of a moving hand. The feature points in these images are points of maximum curvature on the outline of the hand. Fig. 8 shows the ÿnal conÿguration of correspondence matches obtained using our new method. For comparison, Fig. 9 shows the correspondence matches obtained with SVD. In the case of the EM method, all the correspondence matches are correct, while in the case of SVD the two correspondences marked with circles are in error.
To illustrate the e ectiveness of the method for feature, we have extended these experiments to a longer motion sequence in which a hand is clenched to form a ÿst. Figs. 10 and 11, respectively, show the sequence of correspondence matches obtained with the dual-step EM algorithm and the SVD methods of Shapiro and Brady. In each panel the image on the left-hand side is the initial image in the sequence. The images in the right-hand panel are those obtained after 1, 10, 15, 20 and 25 frames have elapsed. Here the sequence is captured at a rate of 10 frames per second. The matches shown are directly from the left-hand frame to the right-hand frame, i.e. no intermediate frames are used. In the case of the dual-step EM algorithm, the matches are all correct in each frame. In the case of the SVD method the method begins to break after 17 frames. In the ÿnal example there are no correspondence errors.
Conclusions
We have considered three ways of improving the recovery of point correspondences using spectral analysis of the point proximity matrix. The three lines of investigation are the use of an alternative proximity weighting matrix, the use of robust methods for comparing the eigenvectors of the proximity matrix, and, embedding the correspondence process within the EM algorithm. The ÿrst two reÿnements o er improved performance under point position error, but cannot render the method robust to structural error (i.e. deletion or insertion of points). To overcome structural error, we embed the correspondence process within the EM algorithm. Fig. 11 . Matches-pure SVD.
