Authors and titles of chapters in Linguistic Evolution through Language Acquisition. 10. James R. Hurford: Expression/induction models of language evolution: Dimensions and issues tion of the capacity for language, but rather the ability of a community to build on innate mechanisms to seek coherence in the encoding of meanings by strings of symbols (WBHK) or the parameter settings in their grammars (NTB). The phrase through language acquisition in the title means that as each agent is added to a population, it seeks to model its sample of the utterances of the existing population, and in so doing changes the population profile. The language defined by the statistics of the population's output "evolves" accordingly. For NTB, all study starts with an innate Universal Grammar characterized by a set of principles and parameters. The job of the language learner is to infer the parameter settings of the strings that it encounters, or to reach consensus within a population of agents as to which parameter settings to converge upon in resolving initially disparate data-data that take the form of strings of syntactic categories rather than words whose meaning or categorization is to be assigned or discovered.
For WBKH, each agent has a set M of structured meanings (e.g., semantic trees or logical expressions over some small set of symbols) and a set S of strings of symbols. (Oliphant addresses the trivial case of agents with a fixed, finite set of unstructured meanings, each of which is to be paired with a single symbol from another finite set.) Moreover, WBHK assume that the agents in successive generations have innate capacities that transcend the abilities of nonhuman creatures: In addition to the set S of strings and structured representations for the set M of shared meanings, they are also equipped with learning algorithms whose sole purpose is to infer rules that can generate meaning-to-string encodings that increasingly match the encodings used by other individuals. Further, WBKH assume that the learner has direct access to the meaning of each string; that is, its training data are pairs of the form meaning, string . (Steels and Kaplan address the problem that in general the meaning of a string is not explicit, and so the hearer may mistakenly pair the currently heard string with the wrong meaning. Does a phrase uttered when looking at a red triangle refer to its size, shape, color, or location, or to some combination of these properties? Steels and Kaplan show how patterns of shared attention across many items may eventually resolve such ambiguities.) A population creates and learns meaning-string pairs. At first, the assignment of string to meaning is essentially random and varies from individual to individual, but as each new member is added to a population, it will seek to learn pairings that are already in use.
WBHK show that as "old" agents leave the population and "new" agents join it, something like a coherent language emerges across the course of generations. The resulting consensus assignment gains its power by reflecting semantic structure in the structure of the corresponding string. The key point is emergence of a pattern of coherence that has never existed before in the history of the "species." Compositionality and recursion in the mapping emerge across generations as a result of general conditions of learnability and coherence, rather than being built in as innate principles. The accounts given by Worden, Batali, and Kirby of the emergence of language structure are similar in their general spirit, but each contains different, and rather strong, assumptions about the structure that the agents are provided. Hurford provides a useful synthesis by contrasting the assumptions made by Batali and Kirby in this volume and those made in earlier papers by Batali, Kirby, and Hurford himself. I found the various WBHK mechanisms interesting-though I see much further work required to explain the biological evolution whereby hominids came to have mechanisms for mapping open sets of meanings to symbol strings, and I would like to see models exploring how language might guide the discovery of concepts, rather than expressing concepts that are already built in, let alone formalized.
The NTB approach is essentially a generalization of the following idea (which I think is not an unfair caricature of the theory offered by Niyogi): "Suppose a child has in its head a grammar for both English and German. Here is an algorithm whereby the child can decide whether a set of strings of non-terminals is better interpreted as having an English or German setting of parameters in a Universal Grammar." I confess that I cannot get excited about such a (to me) implausible view of language acquisition. Turkel offers an interesting analysis of the merits of evolving agents that have fixed certain parameters (principles) while leaving other parameters open to learning. Briscoe (in the least readable chapter of the book-the editor needed a good editor) offers a general Bayesian algorithm for inferring the most likely setting of n parameters in a Universal Grammar that is based on categorial grammar.
A strange feature of the book is that it is essentially data free. The WBKH methodology is this: "Here is a set of interacting agents. Here are some measures of how the 'languages' of the agents in a population do or do not cohere with one another. Here are simulation results showing interesting patterns of increasing coherence across the generations." The patterns are indeed interesting but there are no studies of this form: "Here is a model of language acquisition. Here are real data on language acquisition in human children. Look how well the model explains key aspects of the data. It is plausible that these mechanisms have long been present in hominids and so could account for historical patterns of the emergence of language as well as its ontogeny in the individual child." More encouragingly, NTB do offer hints of how one might use historical data on languages with studies of this form: "Here is a model of language acquisition. Here are real data on language change in an attested population across the generations. Look how well the model explains key aspects of these patterns of change." Briscoe uses his model of parameter setting to provide a computational framework for Bickerton's bioprogram hypothesis on the rapid emergence of Hawaiian creole. Since Bickerton's hypothesis is controversial, I look forward to further research by Briscoe that looks at data on a wide range of creoles and assesses the extent to which his modeling might tip the balance between the universalist and substratum hypotheses (Muysken and Smith 1986) . Niyogi promises to consider the evolution of English from the 9th to 14th centuries A.D., but in the end gives a model of how to flip a couple of parameters rather than giving a generation-by-generation account of the cumulative changes whereby a new language emerged. This only strengthens my suspicion that characterizing a language by innate parameters is too coarse an instrument to describe historical change, and that the WBHK type of microanalysis, whereby small details can come and go, is far more promising for the study of linguistic evolution through language acquisition.
