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1
Abstract
Singularly perturbed vector nonlinear Schro¨dinger equations (PVNLS) are inves-
tigated. Emphasis is placed upon the relation with their restriction: The singularly
perturbed scalar nonlinear Schro¨dinger equation (PNLS) studied in [10]. It turns
out that the persistent homoclinic orbit for the PNLS [10] is the only one for the
PVNLS, asymptotic to the same saddle.
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1 Introduction
In recent years, novel results have been obtained on the solutions of the vector nonlinear
Schro¨dinger equations [3] [4] [17]. Abundant ordinary integrable results have been carried
through [16] [6], including linear stability calculations [5]. Specifically, the vector nonlinear
Schro¨dinger equations can be written as
ipt + pxx +
1
2
(|p|2 + χ|q|2)p = 0,
iqt + qxx +
1
2
(χ|p|2 + |q|2)q = 0,
where p and q are complex valued functions of the two real variables t and x, and χ
is a positive constant. These equations describe the evolution of two orthogonal pulse
envelopes in birefringent optical fibers [14] [15], with industrial applications in fiber com-
munication systems [7] and all-optical switching devices [8]. For linearly birefringent fibers
[14], χ = 2/3. For elliptically birefringent fibers, χ can take other positive values [15].
When χ = 1, these equations are first shown to be integrable by S. Manakov [13], and
thus called Manakov equations. When χ is not 1 or 0, these equations are non-integrable.
Propelled by the industrial applications, extensive mathematical studies on the vector
nonlinear Schro¨dinger equations have been carried. This article is another piece of math-
ematical works. Like the scalar nonlinear Schro¨dinger equation, the vector nonlinear
Schro¨dinger equations also possess figure eight structures in their phase space. Figure
eight structures are also called separatrices. For two-dimensional Hamiltonian systems,
figure eight structures are given by the singular level sets of the Hamiltonian. Our goal
is to understand the consequence of such figure eight structures when these equations are
under perturbations, in particular, whether or not the consequence is chaotic dynamics.
Specifically, we will investigate the type of chaos created through homoclinic orbits. (cf:
the section “Conclusion and Discussion”.)
This article will deal with the problem on the existence of homoclinic orbits for the
singularly perturbed vector nonlinear Schro¨dinger equations,
ipt + pxx +
1
2
(|p|2 + |q|2)p = iε[pxx − αp− βei 12ω2t] , (1.1)
iqt + qxx +
1
2
(|p|2 + |q|2)q = iε[qxx − αq − βei 12ω2t] , (1.2)
where p(t, x) and q(t, x) are subject to periodic boundary condition of period 2pi, and are
even in x, i.e.
p(t, x+ 2pi) = p(t, x) , p(t,−x) = p(t, x) ,
q(t, x+ 2pi) = q(t, x) , q(t,−x) = q(t, x) ,
ω ∈ (1, 2), α > 0 and β are real constants, and ε > 0 is the perturbation parameter.
By the transformation,
p = p˜ei
1
2
ω2t , q = q˜ei
1
2
ω2t ,
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and dropping ˜, one gets an autonomous system,
ipt + pxx +
1
2
[(|p|2 + |q|2)− ω2]p = iε[pxx − αp− β] , (1.3)
iqt + qxx +
1
2
[(|p|2 + |q|2)− ω2]q = iε[qxx − αq − β] , (1.4)
The rest of this article will be dealing with this form of perturbed vector nonlinear
Schro¨dinger equations (PVNLS).
The corresponding work for regularly perturbed scalar nonlinear Schro¨dinger equation
has been accomplished in [11], where the singular perturbation ε∂2x is replaced by a regular
perturbation ε∂ˆ2x which is a bounded Fourier multiplier obtained from a truncation of
ε∂2x. The main difficulty introduced by the singular perturbation ε∂
2
x is that it breaks the
spectral gap condition of the unperturbed system. Thus the standard invariant manifold
results do not hold. Nevertheless, certain invariant manifold results can be established,
which are sufficient for establishing the existence of homoclinic orbits. The corresponding
work for such singularly perturbed scalar nonlinear Schro¨dinger equation (PNLS) has
been accomplished in [10]. The crucial new features of this article are listed below:
1. Homoclinic orbits asymptotic to the spatially uniform and temporally periodic
solutions up to phase shifts, are constructed for the integrable vector nonlinear
Schro¨dinger equations ((1.1, 1.2) at ε = 0). In particular, such homoclinic orbits
are built with spatially non-periodic and non-anti-periodic Bloch eigenfunctions.
This study provides an elegant formula which is missing in [16] [6] [5].
2. For the scalar nonlinear Schro¨dinger equation, a complete sequence of Melnikov
vectors can be constructed out of the Floquet discriminant for the Lax pair [12].
Unlike scalar nonlinear Schro¨dinger equation, the Lax pair for the integrable vector
nonlinear Schro¨dinger equations, does not have a complete isospectral theory built
upon a Floquet discriminant. By restricting ω in the interval (1, 2), we are able
to deal with one unstable mode problem for which only one Melnikov function is
needed. The Melnikov function will be built out of the Hamiltonian and the invariant
L2 norms.
3. In the 4D invariant subspace of functions independent of x, the dynamics is quite
different from that of perturbed scalar nonlinear Schro¨dinger equation [11]. The
eigenvalues of the saddle are: a positive one of order
√
ε, a negative one of order√
ε, and a complex conjugate pair for which the real part is negative, and both real
and imaginary parts are of order ε. The two eigenvalues of order
√
ε, correspond to a
fish-shape dynamics, and the other two eigenvalues correspond to a stable spiraling
dynamics.
4. The dynamics in the invariant diagonal subspace given by p = q, is governed by the
PNLS. The unstable manifold of the saddle resides in the invariant subspace. This
leads to that the persistent homoclinic orbit for the PNLS is the only one for the
PVNLS, asymptotic to the saddle.
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2 Dynamics in the 4D Invariant Subspace of Func-
tions Independent of x
The 4D subspace
Π = {(p, q) | ∂xp = ∂xq = 0} , (2.1)
is invariant under the PVNLS flow (1.3,1.4). Dynamics in Π is governed by
ipt +
1
2
[(|p|2 + |q|2)− ω2]p = iε[−αp− β] , (2.2)
iqt +
1
2
[(|p|2 + |q|2)− ω2]q = iε[−αq − β] , (2.3)
2.1 Unperturbed Dynamics
When ε = 0, the unperturbed dynamics is governed by
ipt +
1
2
[(|p|2 + |q|2)− ω2]p = 0 , (2.4)
iqt +
1
2
[(|p|2 + |q|2)− ω2]q = 0 , (2.5)
Introducing the polar coordinates
p =
√
I1e
iθ1 , q =
√
I2e
iθ2 , (2.6)
one gets the expression for the general solution,
I1 = constant , I2 = constant ,
θ1 =
1
2
(I1 + I2 − ω2)t + γ1 ,
θ2 =
1
2
(I1 + I2 − ω2)t + γ2 .
Equilibria consist of the origin p = q = 0 and the submanifold
E = {(I1, I2, θ1, θ2) | I1 + I2 = ω2} . (2.7)
For an illustration of E , see Figure 2.1.
2.2 Perturbed Dynamics
In terms of the polar coordinates (2.6), Equations (2.2,2.3) can be rewritten as
I˙1 = ε[−2αI1 − 2β
√
I1 cos θ1] , (2.8)
θ˙1 =
1
2
[I1 + I2 − ω2] + εβ sin θ1√
I1
, (2.9)
I˙2 = ε[−2αI2 − 2β
√
I2 cos θ2] , (2.10)
θ˙2 =
1
2
[I1 + I2 − ω2] + εβ sin θ2√
I2
. (2.11)
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Figure 2.1: An illustration of the equilibrium manifold E .
Lemma 2.1 All the fixed points of these equations (2.8-2.11) satisfy the conditions
I1 = I2 , θ1 = θ2 .
Proof: Setting the right hand side of (2.8-2.11), one can deduce that for fixed points,
tan θ1 = tan θ2 , cos θ1 cos θ2 > 0 , sin θ1 sin θ2 > 0 .
Thus θ1 = θ2, which implies I1 = I2. ✷
As in the case of perturbed scalar nonlinear Schro¨dinger equation [11], there are three
fixed points,
1. The focus Oε in the neighborhood of origin,
I1 = ε
24β2ω−4 + · · · , cos θ1 = −α
β
√
I1 , β sin θ1 > 0 . (2.12)
The eigenvalues are
µ1,2 = −εα± i
√√√√(εβ sin θ1√
I1
)2
− 2εβ
√
I1 sin θ1 , (2.13)
µ3,4 = −εα± iεβ sin θ1√
I1
, (2.14)
where I1 and θ1 are given in (2.12).
2. The focus Pε in the neighborhood of I1 = I2 =
1
2
ω2,
I1 =
1
2
ω2 + εω−1
√
2β2 − α2ω2 + · · · , cos θ1 = −α
β
√
I1 , β sin θ1 < 0 . (2.15)
The eigenvalues are
µ1,2 = −εα± i
√
ε
√√√√−2β√I1 sin θ1 + ε
(
β sin θ1√
I1
)2
(2.16)
µ3,4 = −εα± iεβ sin θ1√
I1
, (2.17)
where I1 and θ1 are given in (2.15).
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3. The saddle Qε in the neighborhood of I1 = I2 =
1
2
ω2,
I1 =
1
2
ω2 − εω−1
√
2β2 − α2ω2 + · · · , cos θ1 = −α
β
√
I1 , β sin θ1 > 0 . (2.18)
The eigenvalues are
µ1,2 = −εα±
√
ε
√√√√2β√I1 sin θ1 − ε
(
β sin θ1√
I1
)2
(2.19)
µ3,4 = −εα± iεβ sin θ1√
I1
, (2.20)
where I1 and θ1 are given in (2.18).
The pair of homoclinic orbits to be located, are asymptotic to the saddle Qε. Inside
the subspace Π, attention will be focused upon the neighborhood of I1 = I2 =
1
2
ω2. Then
naturally one wants to introduce coordinates (J1, J2) in this neighborhood,
I1 =
1
2
ω2 + J1 , I2 =
1
2
ω2 + J2 , (2.21)
and Equations (2.8-2.11) can be rewritten as
J˙1 = ε

−αω2 − 2αJ1 − 2β
√
1
2
ω2 + J1 cos θ1

 , (2.22)
θ˙1 =
1
2
(J1 + J2) + εβ
sin θ1√
1
2
ω2 + J1
, (2.23)
J˙2 = ε

−αω2 − 2αJ2 − 2β
√
1
2
ω2 + J2 cos θ2

 , (2.24)
θ˙2 =
1
2
(J1 + J2) + εβ
sin θ2√
1
2
ω2 + J2
. (2.25)
Rescaling the variables as follows, one can reveal the dynamics at different scales better.
Let
J1 =
√
εj1 , J2 =
√
εj2 , τ =
√
εt , (2.26)
and Equations (2.22-2.25) can be rewritten as
j′1 = −αω2 −
√
2βω cos θ1 −
√
ε2αj1 − 2β


√
1
2
ω2 +
√
εj1 − ω√
2

 cos θ1 , (2.27)
θ′1 =
1
2
(j1 + j2) +
√
εβ
sin θ1√
1
2
ω2 +
√
εj1
, (2.28)
j′2 = −αω2 −
√
2βω cos θ2 −
√
ε2αj2 − 2β


√
1
2
ω2 +
√
εj2 − ω√
2

 cos θ2 , (2.29)
θ′2 =
1
2
(j1 + j2) +
√
εβ
sin θ2√
1
2
ω2 +
√
εj2
, (2.30)
where ′ = d
dτ
.
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2.2.1 Leading Order Dynamics
Only keeping the leading order terms on the right hand side of (2.27-2.30), one gets
j′1 = −αω2 −
√
2βω cos θ1 , (2.31)
θ′1 =
1
2
(j1 + j2) , (2.32)
j′2 = −αω2 −
√
2βω cos θ2 , (2.33)
θ′2 =
1
2
(j1 + j2) . (2.34)
This system is an integrable Hamiltonian system with the Hamiltonian
H = 1
4
(j1 + j2)
2 + αω2(θ1 + θ2) +
√
2βω(sin θ1 + sin θ2) , (2.35)
and another functionally independent constant of motion,
K = θ1 − θ2 . (2.36)
The Hamiltonian form of (2.31-2.34) is
j′1 = −
∂H
∂θ1
, θ′1 =
∂H
∂j1
, j′2 = −
∂H
∂θ2
, θ′2 =
∂H
∂j2
.
To this order, four lines in the equilibrium manifold E (2.7) persist. These four lines of
fixed points of (2.31-2.34) are
j1 = −j2 , θ1 = ± arccos
[
− αω√
2β
]
, θ2 = ± arccos
[
− αω√
2β
]
. (2.37)
Two lines of fixed points for which θ1 6= θ2 will disappear under the full perturbed flow
(2.8-2.11). One point on each of the other two lines will persist and becomes Pε (2.15) or
Qε (2.18). The eigenvalues of the four lines of fixed points are
µ1,2 = ±
√
1√
2
βω(sin θ1 + sin θ2) , µ3,4 = 0 . (2.38)
Denote by lu the line in (2.37), for which θ1 = θ2 and β sin θ1 > 0. For lu, µ1,2 in (2.38)
are real. Denote by lc the line in (2.37), for which θ1 = θ2 and β sin θ1 < 0. For lc, µ1,2
in (2.38) are purely imaginary. Denote by l10 and l
2
0 the rest two lines in (2.37), for which
θ1 = −θ2. For l10 and l20, µ1,2 in (2.38) are zero. Denote by Q0 the point on lu such that
j1 = −j2 = 0. Q0 has the coordinates
j1 = −j2 = 0 , θ1 = θ2 =


pi − arctan
[√
2β2−α2ω2
αω
]
, if β > 0 ,
− arctan
[√
2β2−α2ω2
αω
]
, if β < 0 .
(2.39)
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Figure 2.2: The stable and unstable manifolds of lu.
Figure 2.3: The center manifold of lu.
Denote by P0 the point on lc such that j1 = −j2 = 0. P0 has the coordinates
j1 = −j2 = 0 , θ1 = θ2 =


−pi + arctan
[√
2β2−α2ω2
αω
]
, if β > 0 ,
arctan
[√
2β2−α2ω2
αω
]
, if β < 0 .
(2.40)
Next we study the dynamics of (2.31-2.34). Denote by Π∆ the 3D subspace of Π (2.1),
Π∆ = {(j1, j2, θ1, θ2) | K = θ1 − θ2 = ∆} . (2.41)
Π∆ is an invariant subspace under the flow (2.31-2.34). Restricted to Π∆, H (2.35) takes
the form similar to that in [11],
H = 1
4
j2 + 2αω2θ + 2
√
2βω cos(∆/2) sin θ ,
where j = j1 + j2 and θ = θ1 − ∆/2. Denote by W sΠ(lu), W uΠ(lu), and W cΠ(lu) the
2D stable, unstable, and center manifolds of lu respectively. W
s
Π(lu) = W
u
Π(lu) has the
topology shown in Figure 2.2. W cΠ(lu) has the topology shown in Figure 2.3. Similar to
W cΠ(lu), there is also an invariant 2D submanifold W
c
Π(lc) around lc as shown in Figure
2.4. W sΠ(lu) = W
u
Π(lu) is given by the singular level set of H in Π∆=0. In Π∆ (∆ 6= 0),
similar picture holds as shown in Figure 2.5, but with drifting along the asymptotic line.
Denote by W csΠ (lu) and W
cu
Π (lu) the 3D center-stable and center-unstable manifolds of lu.
W csΠ (lu) =W
cu
Π (lu) has the topology shown in Figure 2.6.
2.2.2 Full Dynamics
Since W cΠ(lu) is normally hyperbolic under the leading order flow (2.31-2.34), it persists
under the full perturbed flow (2.27-2.30). Denote this persistent 2D locally invariant
10
Figure 2.4: The center manifold of lc.
Figure 2.5: Stable and unstable manifolds in Π∆ (∆ 6= 0).
Figure 2.6: The center-stable and center-unstable manifolds of lu.
Figure 2.7: Persistent center-stable and center-unstable manifolds.
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center manifold by W
(c,ε)
Π (lu). Denote the persistent 3D locally invariant center-stable
and center-unstable manifolds by W
(cs,ε)
Π (lu) and W
(cu,ε)
Π (lu). W
(cs,ε)
Π (lu) and W
(cu,ε)
Π (lu)
have the topology shown in Figure 2.7. Notice that W
(cs,ε)
Π (lu) forms the stable manifold
of the saddle Qε (2.18), which we also denote by W
s
Π(Qε). The unstable manifold of Qε,
denoted by W uΠ(Qε), is one dimensional.
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3 Global Integrable Theory
Consider the integrable vector nonlinear Schro¨dinger equations (ε = 0 in (1.3,1.4)),
ipt + pxx +
1
2
[(|p|2 + |q|2)− ω2]p = 0 , (3.1)
iqt + qxx +
1
2
[(|p|2 + |q|2)− ω2]q = 0 . (3.2)
The Lax pair is given as [13],
ψx = Uψ , ψt = V ψ , (3.3)
where
U = λA0 + A1 , V = λ
2A0 + λA1 + A2 ,
A0 =


−2
3
i 0 0
0 1
3
i 0
0 0 1
3
i

 , A1 =


0 1
2
p 1
2
q
−1
2
p¯ 0 0
−1
2
q¯ 0 0

 ,
A2 = − i
4

 −(|p|
2 + |q|2) + 4ω2 −2px −2qx
−2p¯x |p|2 + 2ω2 qp¯
−2q¯x q¯p |q|2 + 2ω2

 .
3.1 Linearized Equations
We start with the solution of (2.4,2.5),
p = aeiδ1 , q = beiδ2 , (3.4)
where
δ1 =
1
2
(a2 + b2 − ω2)t + γ1 , δ2 = 1
2
(a2 + b2 − ω2)t+ γ2 .
Linearizing (3.1,3.2) at this solution, by setting
p = eiδ1 [a + p˜] , q = eiδ2 [b+ q˜] ,
one gets
ip˜t + p˜xx +
1
2
a[a(p˜+ ¯˜p) + b(q˜ + ¯˜q)] = 0 ,
iq˜t + q˜xx +
1
2
b[a(p˜ + ¯˜p) + b(q˜ + ¯˜q)] = 0 .
Setting
p˜ = f+e
ikx+Ωt + f−e
−ikx+Ω¯t , q˜ = g+e
ikx+Ωt + g−e
−ikx+Ω¯t , (k ∈ Z)
one gets the dispersion relations
Ω1,2 = ±k
√
a2 + b2 − k2 , Ω3,4 = ±ik2 . (3.5)
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Thus, if we choose 1 <
√
a2 + b2 < 2, then there is only one unstable mode cos x. This is
the reason that we restricts ω as in (1.1,1.2). When k = 1,
Ω1,2 = ±σ , σ =
√
a2 + b2 − 1 . (3.6)
The corresponding eigenfunctions are
p˜ = ae±iϕe±σt cos x , q˜ = be±iϕe±σt cosx , ϕ = arctan σ .
3.2 Homoclinic Orbits and Figure Eight Structures
The Ba¨cklund-Darboux transformation given in [16] [6] will be utilized to construct ho-
moclinic orbits asymptotic to the periodic orbits (3.4) up to phase shifts.
Theorem 3.1 ([16] [6]) Let p and q be a solution of the vector nonlinear Schro¨dinger
equations (3.1,3.2), and let ψ = (ψ1, ψ2, ψ3)
T be an eigenfunction of the Lax pair (3.3) at
(λ, p, q). If one defines
pˆ = p+ 2i(λ¯− λ) ψ1ψ2|ψ1|2 + |ψ2|2 + |ψ3|2 , (3.7)
qˆ = q + 2i(λ¯− λ) ψ1ψ3|ψ1|2 + |ψ2|2 + |ψ3|2 , (3.8)
then pˆ and qˆ also solve the vector nonlinear Schro¨dinger equations (3.1,3.2).
We solve the Lax pair (3.3) at (λ, p, q) with p and q given by the periodic orbits (3.4), we
get
ψ± =

 ψ
±
1
ψ±2
ψ±3

 =

 (iλ∓ i)e
i(δ1+δ2)
aeiδ2
beiδ1

 e±σ1t+iσ2te±iκ±x , (3.9)
where
κ± = −1
6
λ± 1
2
√
a2 + b2 + λ2 ,
√
a2 + b2 + λ2 = 1 , (3.10)
σ1 =
iλ
2
, σ2 = − 1
12
[7(a2 + b2) + 2] . (3.11)
Remark 3.1 From (3.11), we see that in order to have temporal growth, the imaginary
part of λ can not be zero. Also in order to have a nontrivial Ba¨cklund-Darboux transfor-
mation (Theorem 3.1), the imaginary part of λ can not be zero. From (3.10), if a2+b2 > 1,
then λ is purely imaginary. If we also require a2 + b2 < 4, i.e., in the one unstable mode
regime (3.5), then
√
a2 + b2 + λ2 ≥ 2 will lead to real λ and no temporal growth.
Remark 3.2 Notice that the imaginary part of κ± is not zero, thus ψ± are not peri-
odic or antiperiodic functions in x. In fact, they grow or decay in x. This fact shows
that complex double points are not necessary in constructing homoclinic orbits through
Ba¨cklund-Darboux transformations (see also [9]).
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Let
ψ = c+ψ+ + c−ψ− , (3.12)
where c+ and c− are two arbitrary complex constants. We introduce the notations
c+/c− = eρ+iϑ , λ = −iσ , σ =
√
a2 + b2 − 1 , (3.13)
σ + i =
√
a2 + b2ei(
pi
2
−ϑ0) , ϑ0 = arctan σ , σ1 = σ/2 , (3.14)
τ =
σ
2
t+
ρ
2
, y =
1
2
x+
ϑ
2
, (3.15)
where ρ and ϑ are called the Ba¨cklund parameters. If one chooses λ = iσ, one will get
the same result. We can rewrite ψ in the following form,
ψ1 =
[
cosh τ cos(y − pi
2
+ ϑ0) + i sinh τ sin(y − pi
2
+ ϑ0)
]
2
√
c+c−
√
a2 + b2ei(δ1+δ2)eiσ2te−
1
6
σx ,
ψ2 =
[
cosh τ cos y + i sinh τ sin y
]
2
√
c+c−aeiδ2eiσ2te−
1
6
σx ,
ψ3 =
[
cosh τ cos y + i sinh τ sin y
]
2
√
c+c−beiδ1eiσ2te−
1
6
σx ,
where the factor 2
√
c+c−eiσ2te−
1
6
σx will be canceled away. By (3.7,3.8), one gets
pˆ = aeiδ1h , qˆ = beiδ2h , (3.16)
where
h =
[
cos(2ϑ0) + i sin(2ϑ0) tanh(2τ)− sin ϑ0 sech(2τ) cos(2y + ϑ0 − pi
2
)
]
[
1 + sin ϑ0 sech(2τ) cos(2y + ϑ0 − pi
2
)
]−1
, (3.17)
where δ1 and δ2 are given in (3.4), other notations are given in (3.13-3.15). For the
moment, the even-in-x condition has not been inforced. For fixed a and b, the phases
γ1 and γ2 (3.4), and the Ba¨cklund parameters ρ and ϑ parametrize a four dimensional
submanifold with a figure eight structure. If a = b and γ1 = γ2, then the homoclinic orbit
reduces to that for the scalar nonlinear Schro¨dinger equation [10].
As t→ ±∞,
h→ e±i2ϑ0 . (3.18)
The even-in-x condition can be achieved by restricting the Ba¨cklund parameter ϑ to
special values. That is, if one requires that
ϑ+ ϑ0 − pi
2
= 0 , pi , (3.19)
then h is even in x,
h =
[
cos(2ϑ0) + i sin(2ϑ0) tanh(2τ)∓ sinϑ0 sech(2τ) cosx
]
[
1± sinϑ0 sech(2τ) cosx
]−1
, (3.20)
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where the upper sign corresponds to ϑ + ϑ0 − π2 = 0. For fixed a and b, the phases γ1
and γ2 (3.4), and the Ba¨cklund parameter ρ parametrize a three dimensional submanifold
with a figure eight structure. If one further chooses γ1 = γ2 (3.4), then (3.4) represents a
periodic orbit. In such case, the phase γ1 = γ2 and the Ba¨cklund parameter ρ parametrize
a two dimensional submanifold with a figure eight structure.
3.3 A Melnikov Vector
The Hamiltonian for the integrable vector nonlinear Schro¨dinger equations (3.1,3.2) is
given as,
H =
∫ 2π
0
{|px|2 + |qx|2 − 1
4
[(|p|2 + |q|2)2 − 2ω2(|p|2 + |q|2)]}dx . (3.21)
(3.1,3.2) can be rewritten in the Hamiltonian form,
ipt =
δH
δp¯
, ip¯t = −δH
δp
, iqt =
δH
δq¯
, iq¯t = −δH
δq
.
The two L2 norms
E1 =
∫ 2π
0
|p|2dx , E2 =
∫ 2π
0
|q|2dx , (3.22)
are also invariant functionals. We will build the Melnikov vector by the gradient of the
invariant functional G obtained through a combination out of H , E1, and E2,
G = H +
1
2
[
1
4pi
(E1 + E2)− ω2
]
(E1 + E2)
=
∫ 2π
0
{|px|2 + |qx|2 − 1
4
(|p|2 + |q|2)2}dx+ 1
8pi
(E1 + E2)
2 . (3.23)
16
Figure 4.1: The graph of α = α(ω).
4 Persistent Homoclinic Orbits
4.1 The Invariant Diagonal Subspace
The diagonal subspace
Σ = {(p, q) | p = q}
is invariant under the PVNLS flow (1.3)-(1.4). The dynamics in Σ is governed by the
PNLS
iqt + qxx +
1
2
[2|q|2 − ω2]q = iε[qxx − αq − β] , (4.1)
studied in [10].
4.2 The Main Theorem
Theorem 4.1 (Main Theorem) There exists a ε0 > 0, such that for any ε ∈ (0, ε0),
there exists a codimension 1 surface in the space of (α, β, ω) ∈ R+ × R+ × R+ where
ω ∈ (1, 2)/S, S is a finite subset, and αω < √2β. For any (α, β, ω) on the codimen-
sion 1 surface, the singularly perturbed vector nonlinear Schro¨dinger equations (1.3)-(1.4)
possesses a homoclinic orbit asymptotic to the saddle Qǫ (2.18). This orbit is also the
homoclinic orbit for the singularly perturbed scalar nonlinear Schro¨dinger equation (4.1)
studied in [10], and is the only one asymptotic to the saddle Qǫ (2.18) for the singularly
perturbed vector nonlinear Schro¨dinger equations (1.3)-(1.4). The codimension 1 surface
has the approximate representation α = α(ω) given in Figure 4.1, obtained in [10].
Proof. Existence of a homoclinic orbit has been proved in [10]. Under the PVNLS
flow (1.3)-(1.4), the saddle Qǫ (2.18) has a two dimensional unstable manifold W
u(Qε)
which is included in the invariant diagonal subspace Σ,
W u(Qε) ⊂ Σ .
Thus any homoclinic orbit asymptotic to Qǫ has to be inside Σ. ✷
Remark 4.1 Following the same arguments as in [10], Unstable Fiber Theorem and
Center-Stable Manifold Theorem can be easily established for the PVNLS (1.3)-(1.4).
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4.3 An Alternative Melnikov Function
In [10], the Melnikov function was built with the Floquet discriminant. Here we give an
alternative Melnikov function built with the invariant functional G:
M =
∫ +∞
−∞
dG
dt
dt =
∫ +∞
−∞
∫ 2π
0
[
δG
δp
pt +
δG
δp¯
p¯t +
δG
δq
qt +
δG
δq¯
q¯t
]
dxdt ,
where the integral is evaluated along the homoclinic orbit (3.16,3.20) at a = b = 1√
2
ω and
δ1 = γ1 = γ2 = δ2, ± in (3.20) leads to the same result.
M = ε
(
σ
2
)−1 [
M1 − αM2 − β2
√
2ω cos γ1M3
]
, (4.2)
where
M1 =
1
2
ω2
∫ +∞
−∞
∫ 2π
0
[
ω2(1− |h|2)(h¯hxx + hh¯xx)− 4|hxx|2
]
dxdτ ,
M2 = ω
2
∫ +∞
−∞
∫ 2π
0
[
ω2|h|2(1− |h|2)− (h¯hxx + hh¯xx)
]
dxdτ ,
M3 =
∫ +∞
−∞
∫ 2π
0
[
1
2
ω2h(r)(1− |h|2)− h(r)xx
]
dxdτ ,
where h(r) is the real part of h (3.20).
In [10], we have showed that M = 0 together with
H(0, 0, γ1 + 2ϑ0)−H(0, 0, γ1 − 2ϑ0) = 0 , (4.3)
give the function α = α(ω) which predicts the leading order location of the homoclinic
orbit in the external parameter space. Here ±2ϑ0 are the asymptotic phases (3.18), and
the Hamiltonian H is given in (2.35),
H(j1, j2, θ1) = 1
4
(j1 + j2)
2 + 2αω2θ1 + 2
√
2βω sin θ1 .
(4.3) leads to
cos γ1 = −
√
2αωϑ0
β sin 2ϑ0
. (4.4)
Combining (4.4) with M = 0, one gets
α = α(ω) =M1
[
M2 − 4ω
2ϑ0
sin 2ϑ0
M3
]−1
, (4.5)
which has the same graph as in Figure 4.1. Thus the Melnikov function above is equivalent
to that in [10].
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5 Conclusion and Discussion
The instability of the singularly perturbed vector nonlinear Schro¨dinger equations (1.3)-
(1.4) happens along the diagonal direction (p = q), which leads to the fact that the
homoclinic orbit in the invariant diagonal subspace (p = q) is the only one for (1.3)-(1.4).
Existence of a homoclinic orbit in the invariant diagonal subspace (p = q) governed by
the singularly perturbed scalar nonlinear Schro¨dinger equation (4.1) has been established
in [10].
If one releases the even constraint p(t,−x) = p(t, x) and q(t,−x) = q(t, x), the homo-
clinic orbit is given by (3.17) in which the spatial variable x appears in the combination:
x+ ϑ+ ϑ0 − pi
2
,
where ϑ is the Ba¨cklund phase-parameter. (Even constraint is realized by setting ϑ +
ϑ0 − π2 = 0 or pi.) ϑ characterizes the x-location of the top of the hump h(t, x) for any
t. It is clear that the Melnikov integrals evaluated along h(t, x) are independent of ϑ. In
fact, since the PVNLS (1.3,1.4) is translationally invariant in x, the persistent homoclinic
orbit is not isolated, if it exists. In the current study, the difficulty associated with
noneveness, that we are facing, is that we need two Melnikov integrals due to the extra
phase-parameter ϑ. Using the real and imaginary parts of the constant of motion F1 (see
(3.22) in [10]), we can build two Melnikov integrals. Unfortunately, we found numerically
that the second Melnikov integral built with the imaginary part of F1 is identically zero.
We do not know whether or not one can build two non-identically-zero Melnikov integrals.
If not, second or higher order Melnikov integral might be needed.
The matter is much more important than just a technical difficulty. In this noneven
case, Ablowitz et al. [2] [1] found a novel scenario in which chaos occurs, that is, chaotic
flipping between left and right travelling waves. This scenario is generic with respect to
perturbations [2] [1]. When even constraint is not imposed, this new scenario of chaotic
dynamics is observed in experiments [1]. With the difficulty mentioned in the last para-
graph and the new results of Ablowitz et al. [2] [1], understanding the chaotic dynamics
in the noneven case becomes a much more challenging and significant problem.
Acknowledgement: The author is greatly indebted to Professor Mark Ablowitz and
Professor Jianke Yang for fruitful discussions which led to the current study.
Figure Captions:
Figure 2.1: An illustration of the equilibrium manifold E .
Figure 2.2: The stable and unstable manifolds of lu.
Figure 2.3: The center manifold of lu.
Figure 2.4: The center manifold of lc.
Figure 2.5: Stable and unstable manifolds in Π∆ (∆ 6= 0).
Figure 2.6: The center-stable and center-unstable manifolds of lu.
Figure 2.7: Persistent center-stable and center-unstable manifolds.
Figure 4.1: The graph of α = α(ω).
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