Abstract: The use of Hamiltonian-versus-energy (HVE) curves for localised optical soliton solutions is a powerful method for studying systems with an infinite number of degrees of freedom. These curves are useful for analysing the range of existence and stability of solitons. Detailed analysis of HVE curves and their special points are given. The authors illustrate their conclusions with several new examples which show the usefulness of the concept. The main example is related to non-Kerr-type solitons in planar waveguides, although examples of solitons in fibres and couplers are also provided. Specifically it is shown that, in the special case of a two-dimensional beam in a Kerr medium, the curve contracts to a point. It is also demonstrated that, in some cases, it is possible to find the Hamiltonian and energy without knowledge of the functional form of the soliton itself. The authors explain how this can be used in various aspects of soliton theory.
Introduction
The concept of the Hamiltonian is fundamental in mechanics [1] and more generally in the study of conservative dynamical systems with a finite [2] or infinite [3] number of degrees of freedom. It has turned out to be especially useful in the soliton theory of completely integrable systems [3] . The theory of systems which are not integrable but are still Hamiltonian, with an infinite number of degrees of freedom, has not been developed to the same extent as that for integrable systems. Nevertheless, the Hamiltonian is one of the main functionals which completely defines the dynamics of the system. Hence, the qualitative approach developed in the case of systems with a finite number of degrees of freedom [2] is one of the ways to develop the theory. Namely, we should apply the same steps: first, we should study stationary solutions (solitons) and, secondly, we should study their stability. More complicated dynamics, involving many solitons, must be the next step.
An essential part of the qualitative analysis developed for systems with low dimensionality [2] is its graphical representation in the form of phase portraits. Construction of the singular points and trajectories in phase space is a powerful tool in the theory. When the number of degrees of freedom increases, such tools become less effective and cannot be applied in exactly the same way as for a system with one degree of freedom. We need methods which are specifically designed for systems with an infinite number of degrees of freedom. One such method is to use Hamiltonian-versus-energy curves. These are useful in the analysis of the range of existence and the stability of solitons. The theory and some examples of application for such curves have been given in [4, 5] . So far, the technique has been applied to solitons in optical couplers [6] , in birefringent optical fibres [6] , to the so called 'cascading solitons' in media without centres of inversion [7] , BoseEinstein condensates [8] etc. The method has proved to be useful in studies of the propagation of light in the form of solitons or solitary waves in materials having non-Kerr nonlinearities [9] , [10] . So far, the method has had successful applications to solitons in inhomogeneous media and even to 2-D solitons in homogeneous media. In this work, we further clarify aspects of this technique, give refinements of the theory and give more examples supporting the usefulness of the concept.
One of the applications we consider here is soliton stability in layered structures. Although in many respects these solitons are similar to solitons in homogeneous media, they need special attention [11 -13] , since new effects can appear. Consequently, our graphical technique will also need special attention. Below, we briefly review the principles and consider their specific application to planar guides, (circular) fibres and to optical couplers as a classical example.
Another point we make here is the following. Usually the Hamiltonian and the energy for solitons of non-Kerr media are found by substituting the explicit soliton solutions into the appropriate time-domain integrals [14] . However, the explicit forms are not always available and we do not always need them. For example, stability analysis follows directly from the canonical equations involving the Hamiltonian [15, 16] . Soliton solutions here are presented in a general form without writing down their explicit expressions. We show that some other results can also be obtained without using the explicit forms.
Analysis
Let us consider the propagation of 1-D and 2-D beams in nonlinear media. Namely, we consider weak guidance and hence scalar fields. The equation describing wave propagation is the nonlinear Schrödinger equation (NLSE). For a general nonlinearity law, it is (see [14] , eqn. 4.1)
Here j is the longitudinal distance and N is the refractive index, which includes a linear part and the nonlinearity law, indicating that the change in refractive index depends on the local intensity. For temporal solitons, t is the (retarded) time for the moving frame, whereas for spatial solitons, t is another transverse co-ordinate. Each stationary solution can be written in the form of a complex field ðt; Þ ¼ f ðtÞ expðiq þ iÞ; with f(t) being real provided that the constant phase f is chosen correctly. The total energy (or power in the spatial case) associated with an arbitrary solution c is Q ¼ R 1 À1 I dt; where the intensity is I ¼ j j 2 ¼ f 2 : For localised (soliton) solutions, Q is finite.
Similarly, the Hamiltonian is (see [14] , eqn. 4.21)
with F given by
Both energy and Hamiltonian are conserved. Then we find that H ¼ qQ À 2C; where C ¼ R 1 À1 FðIÞ dt: We can convert from integrals in the time (or spatial) domain ðÀ1 < t < 1Þ to integrals in terms of the intensity ð0 < I < I m Þ; where I m is the maximum intensity of the pulse or guided wave. We suppose that the soliton profile is a single peak solution of (1) so it has no zeroes. Thus, we deal with the fundamental 'nonlinear mode' of (1), so we do not need to solve the modified NLSE explicitly. We use the fact that
to obtain
where we have defined
and introduced the change of variable y ¼ I=I m : We note that
Then Qq À C simplifies to L=2; where the
Hence we arrive at 
where D 2 ð> 0Þ is equal to the difference between the squares of the linear refractive indices across the interface at low power and h is the Heaviside step function. Thus, on the left ðx < 0Þ there is a step jump in the index, whereas on the right ðx > 0Þ there is a Kerr-law nonlinearity. Hence
Matching fields across the boundary shows that
Thus the separation of the maximum intensity point from the interface, x 0 ; is proportional to . We then find cosh 2 ðÞ ¼ q=D: We always have x 0 > 0 and > 0; and so require q > D for this type of surface wave. We define the normalised power and Hamiltonian aŝ
Now when expð2Þ ¼ 3; i.e. when q=D ¼ 4=3; the energy takes on its minimum value:
and the Hamiltonian takes on its maximum value (see Fig. 1 
Note that the minimum energy differs from the value in ( [14] , Chap. 12) by a factor of ffiffi ffi 2 p ; because the NLSE second derivative term here contains the factor of 1=2 whereas that in [14] does not.
We note that
This verifies that our stability approach does apply in this case, since these results can be interpreted as examples of the theorem we presented in [4] . Using the above, we find
Hence, in Fig. 1 , on the far right ð % 0Þ; the slope is approximately À1. As increases, the curve gradually becomes more steep, showing that the upper branch has (a slight) upwards concavity. The slope reaches À4=3 at the cusp. As we traverse the lower branch moving away from the cusp, the magnitude of the slope increases further (as is large) and approaches À1 when far from the cusp. The right-hand sides of (11) and (12) are functions of one variable only, (), and so one universal (Q -H) curve ( Fig. 1 ) describes all behaviour. The cusp occurs at the point ð3 ffiffiffiffiffiffiffi ffi 3=2 p ; À ffiffi ffi 6 p Þ: The lower branch ðq=D > 4=3; i.e. > ð1=2Þ logð3Þ % 0:5493Þ is concave down and thus stable, whereas the upper branch (q=D < 4=3; i.e. < ð1=2Þ logð3Þ) is concave upwards and thus unstable. Thus the surface wave is stable when its maximum (which always occurs in the nonlinear medium) is relatively far from the interface itself. By using the definition of x 0 above, we see that the condition for stability is actually x 0 ffiffiffiffiffi ffi D p > 0:33638: Thus for a soliton in a layered medium we confirm the main principles, namely, for the lowest order modes:
. Solitons with H 00 ðQÞ < 0 are stable whereas those with H 00 ðQÞ > 0 are unstable. . Stability changes only at cusps.
Thus the stability situation follows the pattern of the temporal soliton cases considered in [4] . In the next Section, we extend our study to the case of the 3-layer problem.
Analysis of the 3-layer problem
The 3-layer planar guide, where a linear core is sandwiched between a nonlinear cladding and a nonlinear substrate, is a well known problem, first studied in [11] . Other relevant works include [14] , [12] and [13] . We take a new approach to this problem. We note that the condition that the Frechet derivative leads to the original differential equation does not define a unique Hamiltonian. Thus the Hamiltonian used in [14] is consistent with the original equation, but it is not the appropriate Hamiltonian for stability studies. Hence we use a different form here, again linking work on spatial solitons with that for temporal solitons [4] .
We define the normalised spatial variable and core halfwidth to be
; respectively, where d d is the actual core half-width. At low powers, we define the difference in n 2 between core and cladding to be D: Here, we have
so that the structure is symmetric in the plane x ¼ 0: We define a normalised field amplitude,f f ¼ f = ffiffiffiffiffi 2q p ; and a normalised propagation constant,¼ q=ðDÞ: Then the ordinary differential equations to be satisfied are 1 2f
in the linear part, and
in the nonlinear parts.
In the nonlinear regions, the symmetric state always takes the formf
where X 0s is a constant. In the linear part, when< 1; we havê
where c a is a constant. In this case, X 0s is negative and the only peak occurs at X ¼ 0: We find
This must be positive, so thatcannot be too small. For example, if d ¼ 2 we need>min % 0:83425; whereas if d ¼ 0:2; we require> 0:09: Furthermore,
When> 1; we havê
in the linear part, where c 0 is a constant. In this case, X 0s is positive and there are two peaks, both of which occur in the nonlinear regions. We define normalised powerQ Q and HamiltonianĤ H as for the 2-layer system using (10) . For this state,Q Q features a maximum and minimum when d > 1:25 [17] ; otherwise it increases monotonically withq q: To observe the interesting region, we take d ¼ 2 as an example (Fig. 2) . ThenQ Q has a maximum (andĤ H has a minimum) when¼h % 0:9; whereasQ Q has a minimum (andĤ H has a maximum) when¼s % 1:45: For this state, we find that
still holds, so that dĤ H dQ Q ¼ Àand, by using the definitions, we see that
This in turn means that the second derivative, d
2Ĥ
H=dQ Q 2 ; is minus the reciprocal of dQ Q=dq q: It is thus negative when<h and when>s :
For the asymmetric state, the form of the fields in the nonlinear regions is unchanged, but now the constant X 0s in the substrate differs from its value in the cladding. Thuŝ
where X 1 and X 2 are constants. For> 1; they are related as follows The existence of the bifurcation limits the stable region of the symmetric state to<b : It is not stable in the rangê>s because it is not the lowest state in the diagram, even although this part of the curve is concave down.
Why do cusps appear?
We now review a useful relation which explains the general behaviour seen on the H -Q curves. We note that
Thus, if q > 0 the slopes dQ=dq and dH=dq have opposite signs, so that if either Q or H is increasing, then the other one is decreasing. In particular,
Thus if Q has a stationary point, then so does H. For q > 0; this produces a cusp. However, we can have dH=dq ¼ 0 with q ¼ 0 and dQ=dq 6 ¼ 0: This produces a rounded extremum on the H -Q plot and not a cusp. These features appear because of specific projections of the curve 'FðH; Q; qÞ ¼ 0' in three-dimensional space onto the plane (H, Q).
Stability theorem for the second derivative
In fact (18) means
so the curve always has negative slope when q > 0: Differentiating with respect to Q, we find the required second derivative:
Using (18) we see that 
We now differentiate again and collect the above results:
There is a Hamiltonian analysis theorem [16] which states that the lowest-order state will be stable if L 00 ðqÞ > 0 so, from the equivalences of (23) we obtain the new general result that the soliton is stable when H 00 ðQÞ < 0; i.e. L 00 ðqÞ > 0; and unstable when H 00 ðQÞ > 0; i.e. L 00 ðqÞ < 0: In most cases the lowest Hamiltonian curve is concave down, and hence stable, whereas the upper curves are concave up and thus unstable.
Relation for couplers
We now consider optical pulse propagation in a coupled system of two optical fibres. For long pulse (quasi-CW) propagation, there are symmetric and antisymmetric states. For an antisymmetric state, the light in one fibre is out of phase with that in the other. However, here we analyse pulse propagation, so a state consists of a light pulse in each fibre core. Again, a state can be symmetric or antisymmetric [6] .
We now define Q s ðqÞ and H s ðqÞ to be the energy and Hamiltonian, respectively, for a single pulse in a given medium. From the original definitions, it is clear that the energy and Hamiltonian, Q c and H c ; respectively, for the symmetric and antisymmetric states in a coupler formed using materials of the same nonlinearity law will be given by where¼ q AE K; and in each equation the upper signs refer to the antisymmetric state whereas the lower signs refer to the symmetric state. Here K is the (linear) coupling coefficient. Now (since, d=dq ¼ d=dÞ we have
In other words, (18) also applies to these states in couplers.
7 Kerr law materials
Single pulse in an optical fibre
We look at a single soltion pulse propagating in a fibre. Here the nonlinearity law is N ¼ I; so, using (4), we have J ¼ ðI=I m Þ; where the maximum pulse intensity (at its centre) is actually I m ¼ 2q: Then
and
Then Q s is given by 
Coupler
We now study coupled-pulse states in couplers. We use (24) and (29) to find the total energy for the symmetric and antisymmetric states:
and use (25) and (30) to find the Hamiltonian:
It is easy to verify that
This provides insight into the (H -Q) diagrams for these couplers, e.g. ( [14] , Chap. 2), as we only require thatbe positive. For the symmetric state ð¼ q À KÞ; q is always greater than K and so is positive, indicating that the slope is always negative. Indeed, this state is stable from its zeroenergy point ðq=K ¼ 1Þ up to the point where the asymmetric state bifurcates from it ðq=K ¼ 5=3Þ: On the other hand, the antisymmetric state ð¼ q þ KÞ only needs q > ÀK: The curve slope is positive for q < 0; zero when q is zero (which occurs when Q c ¼ 4 ffiffiffiffiffiffi 2K p ), and is negative for q > 0: Again, we have determined Q c and H c without needing the pulse functional forms. Corresponding comments apply to the fast axis solitons in a birefringent fibre. (see [14] , Fig. 7.3) 8 Cubic-quintic nonlinearity law
Single pulse
This nonlinearity, N ¼ I þ I 2 ; can be produced using 2 dopants. Using (4) We can also give H directly in terms of Q:
(b) negative case: Here < 0; so we let ¼ 4 ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi Àq=3 p ¼ tanhðBÞ ð> 0Þ: Thus 0 < < 1; so that solitons can exist (only) within the range À3=16 < q < 0: Then
The energy results (33) and (35) agree with those found with field solutions in [14] .
Also,
In this case, (36) agrees with (4.30) in [7] . Taking the limit ! 0 in (34) and (36) produces the correct Kerr-law limit, H ¼ ÀQ 3 =24: Note that the explicit forms of solutions f(t) have not been used in these calculations.
Coupler
The present procedure allows us to gain further understanding of the problem of couplers formed from parabolic nonlinearity materials [18] . Clearly, Q c ¼ 2Q s ðÞ where Q s is given by (33) when > 0 and by (35) when < 0: Again q ¼ 0 is allowable for the antisymmetric state and it always produces a maximum on the (H -Q) plot. The energy at which this occurs is then Q c ¼ Q c0 where
for > 0; and
for < 0: Hence Q c0 is infinite when K ¼ À3=16 and decreases monotonically, approaching zero for K ! 1:
For jKj small we have
; agreeing with the Kerr-law result of the previous Section.
2-D cylindrically symmetric beams
We now turn to the study of 2-D cylindrically symmetric beams [19] in a homogeneous medium of nonlinearity law
[20] describes a material where the refractive index increase has this form i.e. it is a parabolic function of intensity. This nonlinearity can be used to stabilise an input beam and thus form a 2-D spatial soliton.
Here the field is a solution of
where r is the radial distance from the axis. Setting ¼ f ðÞ expðiqÞ reduces this to the differential equation for stationary solutions. Furthermore, we normalise it using r ¼ ffiffi ffi q p and f ¼ RðrÞ ffiffi ffi q p ; thus obtaining
When ¼ 0; this reduces to (11.3) in [14] . The power of the beam is
Clearly, if ¼ 0; then Q is independent of q, as R is a function of r only. In this case, the Hamiltonian is (see [14] , Chap. 11):
If ¼ 0; then H ¼ 0 from the virial theorem. In this case we have
Although no simple analytic form exists for dR=dr; we can use the constraints imposed by (43) We note that R is a function of q only; this means that Q and H are also functions solely of q. Thus all solutions can be represented by a single curve on a diagram plotting H against Q. The result is plotted in Fig. 3 . We see that the curve H ! 0 and that it is concave upwards. It reaches its minimum value of 0 when q ¼ 0; i.e. when Q % 11:70: Using our stability approach, this means that the Hamiltonian is positive and concave upwards when is positive, thus implying that the soliton beams are unstable, whereas H is negative and concave downwards when is negative, meaning that the soliton beams are then stable. Clearly, at ¼ 0 the curves reduce to a single point on the plane. This case is marginally stable, and it is analogous with the N ¼ I 2 nonlinearity in 1-D geometry. When is positive, we have q > 0 to the left of the minimum and q < 0 to the right of the minimum, whereas the opposite is true when is negative. This case relates to (19) and the sentences just after it in Section 5 of this paper. We note that the (Q, H) diagram for the 1-D 'log-type' nonlinearly also exhibits an extremum when q ¼ 0: We need q higher than about 2 0.18 to get these 2-D radially symmetric spatial solitons. For values of q near this minimum, the function R(r) is fairly flat for 0 < r < 4 and the energy is thus quite high. The range compares with q > À3=16 % À0:1875 for the 1-D case of this parabolic nonlinearity (see case (b) in Section 8.1, and also [14] , Chap. 4)
Beams in cubic nonlinearity law media
We can extend this investigation to 2-D cylindrically symmetric beams in homogeneous media with cubic nonlinearity laws:
We will consider the possibility of creating a cusp and stable branch in this case, even when is positive.
where r is the radial distance from the axis. Setting ¼ f ðÞ expðiqÞ again reduces this to the differential equation for stationary solutions, and we also normalise it using r ¼ ffiffi ffi q p and f ¼ RðrÞ ffiffi ffi q p ; thus obtaining
When ¼ 0; this reduces to (40). The power of the beam is still given by (41). However, the Hamiltonian is somewhat different:
We now choose ¼ 1 with ¼ À1: From Fig. 4 , we see that, although the on-axis amplitude decreases monotonically as q increases, the Q -H plot shows various interesting features. First, dH=dQ and H are both still zero when q ¼ 0:
The upper unstable (concave upwards) branch still remains for q < 0:15; however a cusp appears at this point and a new (lower) stable (concave downwards) branch then starts. This behaviour is not obvious from the shape of the soliton beam itself. Figure 5 shows that the central amplitude is monotonic over the range considered. This example again shows the power of viewing the stability of solitons in terms of the concavity of the Q -H diagram.
Beam in a medium with the cubic term in the nonlinearity only
Beams in Kerr law nonlinearity media are marginally stable. We saw above that introducing a parabolic term into the nonlinearity controls the stability in that the single point on the Q -H diagram is transformed into either the minimum of a concave upwards curve (an unstable branch with > 0) or the maximum of a concave downwards curve (a stable branch with < 0). The marginal stability means that the effect of a cubic term alone may be qualitatively different from that of a parabolic term alone. We will now show that this is indeed the case. For this nonlinearity, N ¼ I þ I 3 ; we can use the above formulation with ¼ 0: The solution depends on q 2 only. Now, for fixed , both R and Q depend on q 2 only, and H simply changes sign when q changes sign. Hence each H -Q curve will be symmetric in the Q axis. The resultant curves are plotted in Fig. 6 . The introduction of the third-order term transforms the single Kerr law point into a cusp, and the concavity of the curve, and hence the stability of the soliton, The introduction of the cubic term produces a cusp and a stable branch changes at a cusp. The solid curve (on the left of the diagram) is for > 0: Here the upper part (H > 0) corresponds to q > 0; it is concave up and hence unstable. On the other hand, the lower part (H < 0) corresponds to q < 0; it is concave down and hence implies the stability of the solitons. The dashed curve (on the right of the diagram) is for < 0: Here the upper part ðH > 0Þ corresponds to q < 0; it is concave up and hence unstable. In this case, the lower part ðH < 0Þ corresponds to q > 0; it is concave down and hence the associated solitons are stable.
The overall result is that there are ranges of both stability and instability for any given value of .
Conclusions
We have demonstrated the usefulness of energy-versusHamiltonian diagrams in soliton theory for conservative systems. These curves provide a powerful tool for presenting the range of existence and stability of soliton branches. We have given specific examples which further clarify and refine the theory. These include solitons in stratified media, cylindrical beams in homogeneous media and optical couplers. We showed that for the unique case of a 2-D cylindrica1ly symmetric beam, the diagram for the Kerr nonlinearity consists of a single point. The stability in this case is marginal. The addition of a term I 2 transforms this into a concave upwards curve if > 0; meaning that the soliton beams are unstable, and into a concave downwards curve if < 0; meaning that the soliton beams are then stable. By way of contrast, the addition of a term I 3 transforms the point into a cusp, thus dividing soliton beams into stable and unstable sets. Our examples once again confirm the main principles and have added more information related to the applicability and usefulness of the graphical representation.
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