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1. Introduction
In this work, one of ourmain eﬀorts is to prove a boundary Harnack principle for positive
infinity-harmonic functions on domains with smooth boundaries. This will generalize
the result in [1] proven for flat boundaries. In this connection, also see [2–5]. This result
will also be applied to study some special positive infinity-harmonic functions defined
on such domains. One could refer to these as infinity-harmonic measures, however, being
solutions to a nonlinear equation, these are not true measures. We derive some properties
of these functions and among these would be the doubling property. A decay rate and a
halving property for such functions on the half-space will also be presented. Another
application will be to show optimality of Aronsson’s singular examples in cones, thus
generalizing the result in [6, 7].
We now introduce notations for describing our results. LetΩ⊂Rn, n≥ 2, be a domain




Diu(x)Dju(x)Diju(x)= 0, x ∈Ω. (1.1)
For more discussion, see [8, 1, 9]. For a motivation for these problems, see [8, 10]. For
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r > 0 and x ∈Rn, Br(x) will be the open ball centered at x and has radius r. Let Â denote
the closure of the set A and let χA denote its characteristic function. Define Ωr(x)=Ω∩
Br(x), Pr(x) = ∂Ω∩ Br(x). We will assume throughout this work that ∂Ω ∈ C2. More
precisely, we first define for every x ∈ ∂Ω Rx to be the radius of the largest interior ball
tangential to Ω at x. We will assume that Ry > 0 for every y ∈ ∂Ω and Rx ≥ Ry/2 > 0,
x ∈ Pδy (y), for some δy > 0. For every x ∈ ∂Ω, set νx to be the inner unit normal at x
and xs = x+ sνx, s > 0. We will now state Theorem 1.1 which is the result about boundary
Harnack principle [2, 1, 3, 4].
Theorem 1.1 (Boundary Harnack Principle). Let Ω be a domain in Rn, n ≥ 2, with ∂Ω
satisfying the interior ball condition as stated above. Let u and v be infinity-harmonic in Ω.
Suppose that y ∈ ∂Ω, 0 < 4δ ≤ inf(δy , Ry/2), and u,v > 0 in Ωδy (y). Suppose that u, and v
vanish continuously on Pδy (y), then there exist positive constants C, C1, C2 independent of
u, v, and δ, such that for every z ∈Ωδ(y),
(i) u(z)≤ cu(yδ),
(ii) c1u(yδ)/v(yδ)≤ u(z)/v(z)≤ c2u(yδ)/v(yδ).
Inequality (i) is often referred to as the Carleson inequality. A proof is provided in
Section 2. At this time, we are unable to determine if Theorem 1.1 also holds when Ω
has Lipschitz continuous boundary. We will apply Theorem 1.1 to prove (a) the doubling
property of solutions of (1.2), and (b) the optimality of blowup rates of the Aronsson
singular functions in cones [6]. Let Ω be a bounded domain. Fix y ∈ ∂Ω; for every r > 0,
define Qr(y)= ∂Ω \ P̂r(y). Consider the problem
Δ∞u(x)= 0, x ∈Ω, u(x)= 1, x ∈ Pr(y), u(x)= 0, x ∈Qr(y). (1.2)
By a solution u of (1.2), we mean that (i) u is infinity-harmonic, in the viscosity sense, in
Ω, and (ii) u assumes the values 1 and 0 continuously on Pr(y) andQr(y). More precisely,
if x ∈ Pr(y) and z→ x, z ∈Ω, then u(z)→ 1, and analogously for Qr(y). We show the ex-
istence of bounded solutions of (1.2) in Lemma 3.1. One could refer to u as the nonlinear
infinity-harmonic measure in Ω (although we have not shown uniqueness). Clearly, it is
not a true measure. Our motivation for studying such quantities arises from the works
[2–5]. In the context of boundary behavior, for instance the Fatou theorem, the works
[4, 5] have studied such solutions for the linearized version of the p-Laplacian for finite
p. We will show that requiring boundedness implies the maximum principle and com-
parison, see Lemma 3.1. Let H = {x ∈Rn : xn > 0} denote the half-space in Rn. Set en to
be the unit vector along the positive xn-axis. Set T = {x ∈Rn : xn = 0}; for y ∈ T , define
Pr(y)= T ∩Br(y), Qr(y)= T \ P̂r(y), andMuy (ρ)= sup∂Bρ(y)∩H u. Define a solution u of
Δ∞u(z)= 0, z ∈H , u|Pr (y) = 1, u|Qr (y) = 0, (1.3)
to be infinity-harmonic in Ω, in the sense of viscosity, 0≤ u≤ 1, continuous up to Pr(y)
and Qr(y), and limsupρ→∞M
u
y (ρ) = 0. We will address the existence and uniqueness of
such solutions in Lemma 3.4. We now state a result about the doubling property of solu-
tions of (1.2) and (1.3). For r > 0, set o3r = 3ren.
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Theorem 1.2. (a) LetΩ⊂Rn be a bounded domain. For y ∈ ∂Ω, assume that Pr(y) lies on
a connected component of ∂Ω. Let ur be a bounded solution of (1.2) in Ω and let r be small.
Then there are positive constants c, C independent of r, such that ur(yr)≥ c and
u2r(z)≤ Cur(z), z ∈Ω \B3r(y). (1.4)
(b) Let H be the half-space in Rn. Let uro be the unique infinity-harmonic measure in H .
Then there exist universal constants C1 > 0 and 0 < C2 < 1 such that







, s≥ 3r. (1.5)
Estimates in Theorem 1.2 are well known for linear equations [3] and also for the
linearized version for the p-Laplacian [4, 5]. While we are able to prove the doubling
property for any C2 domain (see Lemma 3.3), it is unclear how a halving property (i.e.,
f (t) ≤ c f (2t), f positive, increasing, and c < 1) may be proven if true. In particular, it
would be interesting to know if this is true when Ω is the unit ball. We now introduce
notations for Theorem 1.3. For α > 0, let Cα stand for the interior of the half-infinite
cone in H , with apex at o, the xn-axis as the axis of symmetry, and aperture 2α. For
r > 0, let Mu(r) = supz∈∂Br (o)∩Cα u(z). We extend the result in [7] to show optimality of
the Aronsson singular examples [6].
Theorem 1.3. For α > 0, let Cα be as described above. Let u, v be positive infinity-harmonic
functions in Cα. Assume that (i) both u and v vanish continuously on ∂Cα \ {o},
(ii) supr>0M
u(r) = ∞, supr>0Mv(r) = ∞, and (iii) limr→∞Mu(r) = limr→∞Mv(r) = 0.





≤ C, z ∈ Cα. (1.6)
Moreover, for every m = 1,2,3, . . . , if α = π/2m and ω is a direction in Cπ/2m, then for an




|z|m2/(2m+1) , z ∈ Cπ/2m with z = |z|ω. (1.7)
The last conclusion in Theorem 1.3 will follow from the works [6, 7]. While Theorem
1.3 applies to special situations, the main purpose is to understand better the blowup
rates of singular solutions, and in some situations decay rates.
We now state some well-known results that will be used in this work. Let u > 0 be
infinity-harmonic in a domain Ω, suppose that a,b ∈Ω such that the segment ab is at
least η > 0 away from ∂Ω, then the following Harnack inequality holds:
u(a)e|a−b|/η ≥ u(b). (1.8)
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r− s , u(a+ sω)(r− s)≤ u(a+ tω)(r− t). (1.9)
We will refer to (1.9) as the monotonicity property of u. For (1.8) and (1.9), see [8, 1, 11,
7, 12, 13]. Moreover, u is locally Lipschitz (C1 if n= 2 [14]) and satisfies the comparison
principle [15].
Finally, we mention that it is unclear if a boundary Holder continuity of the quotient
of two infinity-harmonic functions holds for smooth domains. Such a result for general
Lipschitz domains would undoubtedly be quite useful. For p-harmonic functions (finite
p), we direct the reader to the recent work by John Lewis and Kaj Nystrom “Boundary
Behaviour for p Harmonic Functions in Lipschitz and Starlike Lipschitz Ring Domains.”
We thank John Lewis for sending us this work.
2. Proof of Theorem 1.1
Our proof is an adaptation of the methods developed in [2, 1, 3]. Since Δ∞ is translation
and rotation invariant, we may assume that the origin o∈ ∂Ω. Set oscAu= supz∈Au(z)−
inf z∈Au(z) to be the oscillation function of u on the set A. Recall that Ωr(y) = Ω∩
Br(y), y ∈ ∂Ω.
Step 1 (oscillation estimate near the boundary). Let u > 0 be infinity-harmonic in Ω
and vanishing on a neighborhood of o, in ∂Ω. Let Mu(r) = supz∈Ωr (o)u(z). By the max-
imum principle, Mu(r) > 0 and u(z) ≤Mu(r), z ∈ Ωr(o). For 0 < α ≤ β, consider the
function w(z)=Mu(α) + [Mu(β)−Mu(α)](|z|−α)/(β−α), z ∈Ωβ \Ωα. Clearly, u≤ w
on ∂(Ωβ \Ωα). Thus u≤w in Ωβ \Ωα. Thus
Mu(γ)≤Mu(α) + [Mu(β)−Mu(α)]γ−α
β−α , α≤ γ ≤ β. (2.1)
This implies that oscΩr (o)u=Mu(r) is convex in r. Since u(o)= 0, it follows that 2oscΩr (o)u
≤ oscΩ2r (o)u.
Step 2 (Carleson inequality). We now use the interior ball condition. Since ∂Ω∈ C2, Rx ≥
Ro/2, x ∈ P4δ(o), with 4δ < inf(δy ,Ro/2). For every x ∈ ∂Ω, let νx denote the unit inner
normal at x, and set xt = x+ tνx, 0≤ t ≤ Rx. We will prove that u(z)≤ Cu(oδ), z ∈Ωδ(o).
We will adapt a device, based on the Harnack inequality, from [3]. For z ∈Ωδ , define xz ∈
∂Ω to be the point nearest to z. Also set d(z)= |xz − z|. Then z = xz + d(z)νxz = (xz)d(z);

















: δ < d(z) < 3δ.
(2.2)
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We take M = e8. We now make an observation which will be used repeatedly in what




Suppose now that there is a ξ0 ∈Ωδ(o) such that u(ξ0)≥Ml+2u(oδ), where l = l(δ) is large







Let p0 ∈ ∂Ω be the nearest point to ξ0. Clearly, ξ0 ∈Ω2−lδ(p0)⊂Ω2δ(o). Thus, oscΩδ2−l (p0)u
≥ u(ξ0); thus by Step 1, form= 1,2,3 . . . ,





where 2m ≥M3 = e24. Select m = 60; thus oscΩδ2−l+m (p0)u ≥ 2mu(ξ0) ≥Ml+5u(oδ). Thus
there is a ξ1 ∈Ωδ2−l+m(p0) such that u(ξ1) ≥Ml+5u(oδ). Arguing as done in (2.4), we see
dist(ξ1,∂Ω)≤ δ2−l−3. Letting p1 ∈ ∂Ω to be closest to ξ1, we see that p1 ∈Ω2δ(o). Repeat-
ing our previous argument,






Thus we may find a ξ2 ∈ Ωδ2−l−3+m(p1) such that u(ξ2) ≥Ml+8u(oδ), and dist(ξ2,∂Ω) ≤

























Choose l ≥ 70, then |ξk − o| ≤ 2δ. Noting that u vanishes continuously on ∂Ω and letting
k →∞ in (2.7) result in a contradiction. Thus the Carleson inequality in Theorem 1.1
follows.
Step 3 (bounds near the boundary). We first derive a lower bound in terms of the distance
to the boundary. For every z ∈Ωδ(o), let xz and d(z) be as in Step 2. Note that d(z)≤ |z−
o| ≤ δ. Thus xz ∈Ω2δ(o). Call ζz = xz + δνxz , observe that ζz ∈Ω3δ(o). By monotonicity














since |ζz − oδ| ≤ |xz + δνxz − δνo| ≤ 4δ.
Let z ∈Ωδ(o). As noted previously, xz ∈Ω2δ(o) and Ωδ(xz) ⊂Ω3δ(o). Note that z ∈
Ωδ(xz). Set μz = supΩδ(xz)u, then by comparison u(ξ) ≤ μz|ξ − xz|/δ, ξ ∈ Ωδ(xz). Thus
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u(z) ≤ μzd(z)/δ. By the Carleson inequality, μz ≤ Cu(ζz). Note that |xδ − oδ| = |xz +









, z ∈Ωδ(o). (2.10)
If u, v are two positive infinity-harmonic functions in Ω4δ(o), then by (2.9) and (2.10),


















) , z ∈Ωδ(o). (2.11)
This proves Theorem 1.1.
Remark 2.1. We comment that the distance function d(z)= dist(z,∂Ω), z ∈Ω, is C2 and
infinity-harmonic near ∂Ω. Also the oscillation estimate in Step 1 continues to hold for
Lipschitz boundaries. One could show a Carleson inequality by following the ideas in [2].
3. Proof of Theorem 1.2
In this section, we will assume thatΩ is a bounded C2 domain. For y ∈ ∂Ω and r > 0, re-
call the definitions of Pr(y) andQr(y). Note that both Pr(y) andQr(y) are relatively open
in ∂Ω. Let u be a solution of (1.2). As in Section 2, for x ∈ ∂Ω, νx and xt = x+ tνx, t > 0,
are as defined in Section 2. We will assume that Ω is bounded but we can extend our
arguments to the case of the half-space H . We will always take u to be bounded in this
section. This will imply the maximum principle. At this time, it is not clear whether un-
bounded solutions to (1.2) exist. Let Cy be the connected component of ∂Ω that contains
y. In Lemma 3.1, we assume that Br(y)∩ ∂Ω= Br(y)∩Cy .
Lemma 3.1. Let Ω∈ C2 be a bounded domain. Let y ∈ ∂Ω and r > 0. The following holds.
(i) There exists a solution u of the problem in (1.2) such that 0 < u < 1 in Ω.
(ii) If v is any bounded solution of (1.2), then 0 < v < 1 in Ω.
(iii) There are a maximal solution ury and a minimal solution û
r
y , in Ω such that if v is
any bounded solution of (1.2), then ûry ≤ v ≤ ury .
(iv) If t < r, then uty ≤ limρ↑r uρy = ûry ≤ ury = limr̂↓r ur̂y .
Moreover, ury satisfies the following comparison principle: if ω, w ∈ C(Ω̂) are infinity-
harmonic, and ω ≤ ury ≤w on ∂Ω, then ω ≤ ury ≤w in Ω.
Proof. Fix y ∈ ∂Ω and r > 0. We have broken up our proof into five steps. We first start
with the existence of bounded solutions.
Step 1 (existence). We use the existence results proven in [8, 15], for Lipschitz bound-
ary data. Let η > 0 be small. Set Ir(y) = ∂Br(y)∩ ∂Ω, and for t > 0, set St = Pr(y)∪
(
⋃
x∈Ir (y)Bt(x)∩ ∂Ω). The set St is obtained by appending a t-band to Pr(y). For l =
1,2,3, . . . , let fl be such that
(i) fl ∈ C(∂Ω),
(ii) fl(x)= 1, x ∈ Pr(y),
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(iii) fl(x)= 0, x ∈ ∂Ω \ Sη/l,
(iv) fl(x)= (η/l)−dist(x,Pr(y))/(η/l), x ∈ Sη/l.
Now let ul ∈ C(Ω̂) be the unique viscosity solution of the problem
Δ∞ul(z)= 0, z ∈Ω, ul|∂Ω = fl. (3.1)
Clearly, 0 < ul < 1 in Ω. Since fl ≥ fl+1, by comparison, there is a function uη such that
ul ↓ uη in Ω. We first show that if x ∈ Pr(y) and z→ x ∈ Pr(y), z ∈Ω, then uη(z)→ 1.
Consider the set Ωδ(x), where δ = inf ξ∈Qr (y) |x− ξ|/2. For z ∈Ωδ(x), set w(z)= 1−|z−
x|/δ. By comparison, for every l, w ≤ ul ≤ 1 inΩδ(x). Thus 1−|z− x|/δ ≤ uη(z)≤ 1, z ∈
Ωδ(x). We see that limz→x uη(z)= 1. For x ∈Qr(y) and δ = inf ξ∈Pr (y) |ξ − x|/2, it is clear
that for l large, ul(z)≤ |z− x|/δ, z ∈ Bδ(x). Thus uη(z)→ 0 as z→ x. Moreover, the limit
function uη does not depend on the width η of the appended band Sη. An argument
based on comparison shows easily that for any η1, η2 > 0, uη1 = uη2 . Set u = uη. Our
next step is to show that u is a viscosity solution in Ω. We first show that u is locally
Lipschitz inΩ. To see this, take x1 ∈Ω and t > 0 such that B4t(x1)⊂Ω. Select x2 ∈ Bt(x1);
set μl = supB4t(x1)ul. Applying monontonicity (1.9) in Bt(x1), we have for every l, (μl −
ul(x1))/t ≤ (μl − ul(x2))/(t− |x1− x2|). Rearranging terms (see [1, Lemma 3.6], also see
[12]), noting that ul(x1), ul(x2) ≥ 0 and μl ≤ μ1 ≤ 1, we obtain |ul(x2)− ul(x1)|/|x1 −
x2| ≤ 1/t. Fixing x1, x2 and letting l→∞, we obtain that u is locally Lipschitz. Fix ξ ∈Ω
and for 0 ≤ t < dist(ξ, pΩ), set Ml(t)= supBt(ξ)ul, ml = infBt(ξ)ul, M(t)= supBt(ξ)u, and
m(t) = infBt(ξ)u. Using that (i) uk ≤ uj ≤ ul when l < j < k, (ii) Ml is convex and ml is










Now in (3.2) first letting k→∞, replacing uj(z) by u(z), and then letting l→∞, we obtain
thatM(t) is convex andm(t) is concave. This implies that u is a viscosity solution [8]. Part
(i) now follows. A proof also could be worked by showing cone comparison.
Throughout the rest of the proof, u will stand for the solution constructed in Step 1.
Step 2 (comparison). We now prove an easy comparison result for u. Let f ∈ C(∂Ω) and
let u f ∈ C(Ω̂) be the unique infinity-harmonic function with boundary values f . Let
f ≤ χPr (y). Using comparison, we see that for every l, u f ≤ ul in Ω. Thus u f ≤ u in Ω.
Now let f ≥ χPr (y), set ε > 0. Since f ≥ 1 in Pr(y), there exists a δ > 0 such that f + ε ≥ 1
in Bδ(x)∩ ∂Ω, for every x ∈ ∂Ω∩ ∂Br(y). Take l large so that η/l ≤ δ/2. By comparison,
ul ≤ u f + ε in Ω. Thus we have u≤ u f in Ω.
Step 3 (maximum principle). We now prove part (ii). Let v be any bounded solution of
(1.2). We will adapt an argument used in [11]. We observe that there is an R0 > 0 such
that for x ∈ P2r(y), Rx ≥ R0, and consequently,
⋃
x∈P2r (y)BR0/4(xR0/4)⊂Ω. In what follows
we take the quantities σ , η < R0/10. We exploit the special geometry of Pr(y) to achieve
our proof.
Set Ir(y) = ∂Ω∩ ∂Br(y); for every x ∈ Ir(y) and σ > 0, define mx(σ) = inf∂Bσ (x)∩Ω v
andMx(σ)= sup∂Bσ (x)∩Ω v. Clearly,mx(σ)≤ 0 andMx(σ)≥ 1.We claim thatMx is convex
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andmx is concave in σ . To see this, take z ∈Ωwith 0 < a≤ |z− x| ≤ b. Setw(z)=mx(a) +
[mx(b)−mx(a)](|z− x| − a)/(b− a). Clearly, w ≤ 0. By comparison, w ≤ v in (Bb(x) \
Ba(x))∩Ω. Thus mx(σ) is concave in σ , and one can show analogously that Mx(σ) is
convex. Definemy(σ)= infx∈Ir (y)mx(σ) andMy(σ)= supx∈Ir (y)Mx(σ), then for σ > 0,
(i)My(σ)≥ 1 is convex, my(σ)≤ 0 is concave in σ ,
(ii)my(σ)≤ v(z)≤My(σ), z ∈Ω \∪x∈Ir (y)Bσ(x),
(iii)My(σ) ↑, my(σ) ↓ as σ ↓ 0.
(3.3)
Note that v = 0 or 1 on ∂Ω \⋃x∈Ir (y)Bσ(x). Thus (3.3)(i) follows easily. Now using (3.3)(i)
and comparison in the set Ω \⋃x∈Ir (y)Bσ(x) yields (3.3)(ii). Clearly, My(σ)(my(σ)) is
the supremum (infimum) of v on Ω \⋃x∈Ir (y)Bσ(x). The conclusion in (3.3)(iii) follows
by observing that
⋃
x∈Ir (y)Bσ1 (x) ⊂
⋃
x∈Ir (y)Bσ2 (x), when σ1 > σ2. By (3.3), the quanti-
ties M(0) = limσ→0My(σ) and m(0) = limσ→0my(σ) exist. By our assumptions, −∞ <
m(0) ≤ v ≤M(0) <∞. We show that m(0) = 0. Assume instead that m(0) < 0. Recall
that v is continuous up to Qr(y) and Pr(y). For x ∈ ∂Ω, let ρ(x) = dist(x,Pr(y)) and
ρ̂(x)= dist(x,Qr(y)). For x ∈Qr(y), define wx(z)=m(0)|z− x|/ρ(x) in the set Ωρ(x)(x).
By comparison wx ≤ v in Ωρ(x)(x), and v ≥m(0)/2, in Ωρ(x)/2(x). For x ∈ Pr(y), define
ωx(z)= 1+ (m(0)− 1)|z− x|/ρ̂(x) in Ωρ̂(x)(x). Then v ≥ ωx in Ωρ̂(x)(x) and v ≥m(0)/2,
in Ωρ̂(x)/2(x). Let η > 0 be small. Set Aη = {x ∈ ∂Ω : ρ(x) ≥ η} and Bη = {x ∈ Pr(y) :







: z ∈Ωρ(x)/2(x), x ∈Aη,
m(0)
2
: z ∈Ωρ̂(x)/2(x), x ∈ Bη.
(3.4)
Set S = ⋃η>0
⋃




x∈Bη Ωρ̂(x)/2(x), and call Gy = Ω \ (S∪ T).
For l = 1,2,3 . . . , let zl ∈Ω be such that v(zl) ≤ 7m(0)/8 and v(zl)→m(0), as l→∞. By
(3.4), zl ∈Ω \Gy , and by the maximum principle, dist(zl,Ir(y))→ 0.
In the discussion that follows, we will assume that n > 2. Recalling that Ir(y)= ∂Br(y)∩
∂Ω, it follows that Ir(y) is smooth. For every l, let xl ∈ Ir(y) be the closest point to
zl and dl = |xl − zl|. Note that the segment xlzl is normal to Ir(y). Since xl ∈ ∂Br(y),
yxl ⊥ ∂Br(y), and so yxl ⊥ Ir(y). Let Tl be the hyperplane tangential to ∂Ω at xl, and let
Πl be the 2-dimensional plane containing the segments yxl and yzl. ThusΠl ⊥ Ir(y) at xl
and νxl lies in Πl. Note that Πl ⊥ Tl and Ir(y) is tangential to Tl at xl. Call Jl = ∂Ω∩Πl,
observe that the curve Jl ⊥ Ir(y) at xl. It is easy to see that if x ∈ Jl is close to xl, then (i)
ρ(x) = |x− xl| if x ∈ Pr(y), and (ii) ρ̂(x) = |x− xl| if x ∈ Qr(y). Now consider the set
Cl =Πl ∩ ∂Bdl(xl) \Gy . As noted above zl ∈ Cl, moreover one can find αl ∈ Cl such that
v(αl) = 3m(0)/4. We will apply the Harnack inequality in Cl to obtain a contradiction.
In (3.4), take η = dl and we observe the following. Since ∂Ω ∈ C2 and xl’s lie in a com-
pact set, it follows that for q ∈ Cl, dist(q,∂Ω) ≈ dist(q,Tl) = O(dl), as dl → 0. In other
words, dist(q,∂Ω) has a lower bound of the order of dl. We show this as follows. First
note that since ∂Ω∈ C2, it permits a local parametrization near xl, where xn = νxl , xn = 0
is Tl, and xn = φ(x1, . . . ,xn−1) describes ∂Ω. Clearly, dist(q,∂Ω) ≤ |q− xl| = dl. We will
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show that (a) dist(q,∂Ω) ≥ dist(q,Tl) +O(d2l ) and (b) dist(q,Tl) ≈ O(dl), uniformly in
l. (a) Let (i) q∂Ω be the point on ∂Ω closest to q, (ii) let qTl be the point on Tl closest
to q, (iii) qint the point of intersection of the line, containing the segment qq∂Ω, and Tl,
and (iv) let qTl∂Ω be the point on TL closest to q∂Ω. Clearly, |q− qTl | ≤ |q− xl| = dl and
q∂Ω ∈ B2dl(xl). Since ∂Ω ∈ C2, |q∂Ω − qTl∂Ω| = O(d2l ). If |q− q∂Ω| ≥ |q− qint|, then |q−
q∂Ω| ≥ |q− qint| + dist(q∂Ω,Tl) = |q− qint| +O(d2l ) ≥ |q− qTl | +O(d2l ). Let |q− q∂Ω| <
|q− qint|. If |q− q∂Ω| ≥ |q− qTl |, then we are done. Otherwise, |q− q∂Ω|+ |q∂Ω− qTl∂Ω| ≥
|q− qTl∂Ω| ≥ |q− qTl |. Thus |q− q∂Ω| ≥ |q− qTl |+O(d2l ).
(b) We now estimate |q − qTl |. Let pl = Jl ∩ ∂Bdl(xl), then |q − pl| ≥ dl/2. See the
paragraph preceding proof of (a). Note that dist(pl,Tl)=O(d2l ), since ∂Ω∈ C2. If 〈pl −
xl,νxl〉 ≥ 0, then dist(q,Tl) ≥ dl/3. If 〈pl − xl,νxl〉 < 0, it again follows that dist(q,Tl) ≥
dl/3.
We now apply the Harnack inequality, employing the above estimate for (q,∂Ω), to see










Letting l→∞, we get 0≥ |m(0)|/4. Thusm(0)= 0. To show thatM(0)= 1, we work with
function 1−u and in place ofm(0), we take 1−M(0). Arguing analogously, onemay now
show that M(0) = 1. When n = 2, Ir(y) reduces to two points and one may again adapt
the above argument to obtain part (ii).
Step 4 (maximal solution ury). Our next goal is to show that u ≥ v, where v is any
bounded solution of (1.2). Recall that for x ∈ ∂Ω, νx is the unit inner normal to ∂Ω at
x and xs = x+ sνx. Since ∂Ω∈ C2 and is bounded, there exists a δ > 0 such that for every
x ∈ ∂Ω, Rx ≥ δ. Let ε > 0, small, with ε ≤min(1/104,δ2/104,r2/104). For every x ∈ ∂Ω,
setΩε = {x ∈Ω : dist(x,∂Ω)≥ ε}. Then ∂Ωε = {xε : x ∈ ∂Ω}. We will estimate u and v on
∂Ωε. To this end, set Pε = {xε : x ∈ Pr(y)} and Qε = {xε : x ∈Qr(y)}. Note that
Qε = ∂Ωε \ P̂ε, dist(∂Ω,∂Ωε)= ε, Ωε ↑Ω, as ε ↓ 0. (3.6)
For z ∈ ∂Ωε, let zε be the nearest point on ∂Ω. Clearly, z = (zε)ε. If z ∈Qε, then u(zε)= 0,
and if z ∈ Pε, then u(zε)= 1. Set
Nε =
{









For v, we use comparison as follows. For x ∈Qr(y) with dist(x,Pr(y))≥√ε,
v(ξ)≤ |ξ − x|√
ε
, ξ ∈ B√ε(x)∩Ω, implying that 0 < v(xε)≤
√
ε. (3.8)
Similarly, for x ∈ Pr(y) with dist(x,Qr(y))≥√ε,
1− v(ξ)≤ |ξ − x|√
ε
, ξ ∈ B√ε(x)∩Ω, implying that 1−
√
ε ≤ v(xε)≤ 1. (3.9)
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Thus from (3.8) and (3.9), we obtain that
0 < v ≤√ε on Nε, 1−
√
ε ≤ v < 1 on Oε. (3.10)
Note that (3.10) is satisfied by any solution of (1.2), and in particular holds also for
u. However, we will work with ul instead. Fix η > 0, and recall from Step 1 that for






, x ∈ Sη/l, fl(x)= 0, x ∈ ∂Ω \ Sη/l. (3.11)
For ease of presentation, set j = 4l/η. We will work with l’s such that j√ε < 1. For x ∈ ∂Ω
with dist(x,Pr(y))≤ 3√ε, we see that




≥ 1− j√ε, x ∈ Pr(y). (3.12)
We now use comparison in B√ε(x)∩Ω, with dist(x,Pr(y))≤ 2√ε. Set wx(z)= j√ε+ (1−
j
√
ε)|z− x|/√ε. Clearly, wx ≥ 1−ul in B√ε(x)∩Ω. Using (3.9) and noting that ul ≥ u, we
have for x ∈ ∂Ω,
(i) ul(xε)≥ 1−√ε, x ∈ Pr(y), with dist(x,Qr(y))≥√ε,
(ii) ul(xε)≥ (1− j√ε)(1−√ε), with dist(x,Pr(y))≤ 2√ε.
Call Jε = {xε : x ∈ ∂Ω and dist(x,Pr(y)) ≤ 2√ε}. From (3.7), Jε ⊃ Oε, Jε ∩Nε = ∅, and
ul(xε) ≥ (1− j√ε)(1−√ε), x ∈ Jε. Using (3.8) and (3.9), we see that ul + 2 j√ε ≥ v on
∂Ωε. By comparison, ul + 2 j
√
ε ≥ v in Ωε. Letting ε → 0, we obtain ul ≥ v in Ω. Now
letting l→∞, we see that u≥ v in Ω.
From here on, we call ury = u and refer to it as the maximal solution of (1.2); clearly,
v ≤ ury .
Step 5 (minimal solution ûry). It is clear from Step 1 that for r1 < r2, u
r1
y ≤ ur2y (working
with the corresponding ul’s). Note that ury is locally Lipschitz but uniformly so in r. Set
ûry = supt<r uty . Using Step 1, ûry is a solution of (1.2) and ûry ≤ ury . The comparison prin-
ciple in Step 2 also holds. We now show that ûry ≤ v, where v is any solution of (1.2).
We do this by showing that uty ≤ v whenever t < r. Fix t < r; we proceed as in Step 4. Let
δ > 0 be as in Step 4. Let d > 0, small, such that 0 < d ≤min (δ2/104,r2/104,(r− t)2/100);
set Ωd = {z ∈ Ω : dist(z,∂Ω) ≥ d}. As in Step 4, define Pd,s = {xd : x ∈ Ps(y)}, where s
is either r or t. Now define Qd,s analogously. Then (3.6) holds. For z ∈ ∂Ωd, recall that
zd ∈ ∂Ω is such that |z− zd| = d. Now for each s= r, t, define the sets Nd,s and Od,s, both
subsets of Ωd, along the lines of (3.7). Using (3.8), (3.9), and (3.10), we obtain
(i) 0 < uty(ξ)≤
√
d, ξ ∈Nd,t,
(ii) 1−√d ≤ uty(ξ)≤ 1, ξ ∈Od,t,
(iii) 0 < v(ξ)≤√d, ξ ∈Nd,r ,
(iv) 1−√d ≤ v(xd)≤ 1, x ∈Od,r .
Clearly, Od,r ⊃ Od,t, Nd,t ⊃ Nd,r , and for small d, Nd,t ∩Od,r =∅. Thus v + 2
√
d ≥ uty on
∂Ωd. Using comparison inΩd and taking d→ 0, we obtain v ≥ uty . The claim now follows.
Call ûry the minimal solution. By Step 4 and arguments presented here, we have the first
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part of part (iii), namely,
uty ≤ ûry ≤ v ≤ ury , whenever t < r. (3.13)
Since ur˜y ≥ ury , r˜ > r. Setting u˜ = limr˜↓r ur˜y ≥ ury , imitating Step 1, one can show that u˜
solves (1.2). Thus by Step 4, limr˜↓r ur˜y = ury . Part (iv) is also proven. 
Remark 3.2. If one could prove that limt↑r uty = ury , then uniqueness would follow, how-
ever, equality here would be a stronger result. A proof of this is shown for the half-space
in Lemma 3.4.
Let vry > 0 satisfy the following:





Lemma 3.3. For y ∈ ∂Ω, r > 0, let ur be a bounded solution of (1.2) and let vry be as in
(3.14). Assume that r is small. Then ur(yr)≥ c, for some universal constant c > 0. Moreover,
there exist universal constants C > 0 and C > 0 such that
(i) u2r(z)≤ Cur(z), z ∈Ω \Ω3r(y),
(ii) ur(z)/C ≤ vry(z)/vry(yr)≤ Cur(z), z ∈Ω \Ω2r(y).
Proof. By the maximum principle, 0 < ur < 1 in Ω. Let w(z)= (r−|z− y|)/r, z ∈Ωr(y).
Then ur ≥w on ∂Br(y)∩Ω, and ur ≥w on Pr(y). By comparison, ur ≥w inΩr(y). Thus








We now prove part (i), the “doubling” property of ur in Ω \Ω3r(y). We will use the
boundary Harnack inequality and comparison. Note that u2r = ur = 0, x ∈ ∂Ω \P5r/2(y).











) , z ∈ ∂B5r/2(y)∩Ωr/4(x). (3.16)
We now use the Harnack inequality and (3.15) to conclude that there are universal con-



















) ≥ C4, z ∈ ∂B5r/2(y)∩Ω. (3.17)
We now use comparison inΩ \Ω5r/2(y) to conclude part (i). We now prove part (ii). For




















) , z ∈ ∂B2r(y)∩Ωr/2(x). (3.18)
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) , z ∈ ∂B2r(y)∩Ω. (3.19)











ur(z), z ∈ ∂B2r(y)∩Ω. (3.20)
The claim follows by comparison. 
Wenow look at the case of the half-spaceH={x∈Rn : xn>0}. Set T={x∈Rn : xn=0};
for y ∈ T , define Pr(y)=H ∩Br(y), Qr(y)= T \ P̂r(y), and Muy (ρ)= sup∂Bρ(y)∩H u. De-
fine a solution u of
Δ∞u(z)= 0, z ∈H , u|Pr (y) = 1, u|Qr (y) = 0, (3.21)
to satisfy the equation in the sense of viscosity, 0≤ u≤ 1, u is continuous up to Pr(y) and
Qr(y), and limsupρ→∞M
u
y (ρ)= 0. Set Ly = {y + sen : s∈ R}. In the proof of Lemma 3.4,
we make use of an example of a positive singular infinity-harmonic function in the half-
space [6, 11]. We utilize the definition in Step 2 of Theorem 1.3 as appears in Section 4.
For Lemma 3.4, we define φ(x)= f (θ)/|x|1/3, where θ is the conical angle at y and f (θ)
is the function fm(θ) whenm= 1. Then φ(x) blows up at y, vanishes elsewhere on T , and
decays to zero at inifinity. In what follows, we make frequent use of the results in [7].
Lemma 3.4 (Half-Space). LetH = {x ∈Rn : xn > 0}. Then there exists a unique solution ury
of the problem in (3.21) such that 0 < ury < 1. Moreover, if σ
2 =∑n−1i=1 (zi− yi)2, then ury(z)
is symmetric about the line Ly , and ury(z)= ury(σ ,zn) is decreasing in σ .
Proof. Let 0 < r < ρ and set Hρ =H ∩Bρ(y). For l = 1,2,3, . . . , and η > 0, define ur,ρl to be
the unique solution of the problem
Δ∞u
r,ρ
l (z)= 0, z ∈H ∩Bρ(y), uρ,rl |T = fl, (3.22)
where fl is the function as defined in Step 1 of Lemma 3.1. Clearly, 0 < u
r,ρ
l < 1 and by
comparison, u
r,ρ
l ↑ url as ρ ↑ ∞. Arguing as in Step 1 of Lemma 3.1, we may show that
url is infinity-harmonic in H and u
r
l |T = fl. Set Ml(s) = sup∂Bs(y)∩H url ; we now show
that Ml(s)→ 0 as s→∞. The following are true: (i) 0 < Ml(s) ≤ 1, s > 0, (ii) Ml(s) = 1,
0 < s≤ r, and (iii)Ml(s) < 1 and is convex in s, whenever s > r + (η/l). ThusMl(s) is non-
increasing. Let φ > 0 be the Aronsson singular solution onH as described above. Adapting
the argument in Step 2 of Theorem 1.2 (this follows below), one may show that for some
C > 0 depending only on φ(y2r), u
r,ρ
l (z) ≤ Cφ(z), z ∈ ∂B2r(y)∩H , and 0 = ur,ρl < φ on
∂Bρ(y)∩H . Thus ur,ρl (z) ≤ Cφ(z), z ∈ Hρ \H2r . Clearly, url ≤ Cφ, in H , and Ml(s)→ 0
as s→∞. Hence url solves (3.21) with modified boundary data fl. Since url decreases in
l, it follows that url → ury , where now ury solves (3.21). Let v be any solution of (3.21).
We show that ury ≥ v in H . Let ε > 0 be small. We adapt Step 4 in Lemma 3.1 and use
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the comparison lemma [7, Lemma 2.2]. We work with url and estimate both u
r
l and v on
the set {x ∈H : xn = ε}. Let r0 > 100√ε be such that 0≤ sup(Mvy(ρ),Mrl )≤ ε, ρ ≥ r0. We
work in Sr0ε = {x ∈H : xn ≥ ε, and |x| ≤ r0}. By letting r0 →∞ and, as done in Step 4 of
Lemma 3.1, then letting ε→ 0, one can show that url ≥ v inH for any l. Thus ury ≥ v. Also
we may show by adapting Step 5 that uty ≤ v ≤ ury , t < r. Call ury the maximal solution.
Note that ury is symmetric about Ly , since by reflection, u
r,ρ
l is symmetric about Ly . Writ-
ing u
r,ρ
l (z)= ur,ρl (σ ,zn) and using reflection and comparison (see [7, Lemma 2.6]), we see
that u
r,ρ
l (σ ,zn) decreases in σ . Thus the same holds for u
r
y .
We now scale as follows. For θ > 0, set zθ = y + θ(z− y), z ∈H , then μθ(z) = ury(zθ)
solves (3.21) with Pr(y) replaced by Pr/θ(y). Clearly, by the maximality of ur/θy ,
μθ(z)≤ ur/θy (z), implying that ury(zθ)≤ ur/θy (z), z ∈H. (3.23)
Using θ > 1 and that ury is maximal, we see that if v is any solution of (3.21), then (3.23)
implies that ury(z
θ) ≤ ur/θy (z) ≤ v(z) ≤ ury(z), z ∈ H . Letting θ ↑ 1 and using continuity,
we obtain uniqueness of ury . 
Proof of Theorem 1.2. SetTs = {xn = s}, s > 0 andM(s)= supTs u. Let ur = uro solve (3.21).
We will assume that limρ→∞ sup∂Bρ(o)∩H u
r = 0. Our proof will use and adapt results from
[7].
Step 1. By Lemma 3.4, ur is unique. To show the doubling property of ur , we use Lemma
3.3(ii), the comparison result in [7, Lemma 2.2], and (3.15), that is, ur(or) ≥ c > 0. We
now focus on the halving property. By Lemma 3.4, ur is unique and u2r(x) = ur(x/2),








for some universal 0 < α < 1. We now make an observation. By Lemma 3.4, for t > 1,
ur(x) ≤ urt(x) = ur(x/t). If ν is a unit vector with 〈ν,en〉 ≥ 0, then ur(sν), s > 0, is a de-
creasing function of s. In particular, writing a point on the xn-axis as (0,xn), ur(0,xn)
decreases in xn. By Lemma 3.4, u(0,s) =M(s), s > 0, and M(s) is decreasing. To see that
M(s) is convex in s, for 0 < s < t, consider the set Hs,t = {x ∈H : s < xn < t}. The function
w(x) =M(s) + [M(t)−M(s)][xn − s]/(t − s) is infinity-harmonic in Hs,t, and by com-
parison, ur ≤ w in Hs,t. The claim follows. Since ur(o2r) =M(2r), u(o4r) =M(4r), and
lims→∞M(s) = 0, by convexity it is clear that u(o4r)/u(o2r) = α < 1. Our goal is to show
that α is independent of r.
Step 2 (decay estimate). We show that ur(x) decays like |x|−1/3. We use the work [7]. Let
v(x)= f (θ)|x|−1/3, where θ = θ(x)= cos−1 xn/|x|, be the Aronsson example of a singular
solution in the half-space H (see Section 4). Consider the set At =H ∩ ∂Bt(o), t > 0. Em-
ploying Theorem 1.1(ii), the Harnack inequality, and following the proof of Theorem 1.1












) ≤ C2 u
r(x)
v(x)
, x ∈At, t ≥ 2r. (3.25)
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Set Γ(t)= supAt ur/v, γ(t)= infAt ur/v, t ≥ 2r. We now proceed as in [7, Corollary 2.3] to
see that there is a universal constant C3 such that for t ≥ 2r and 2r ≤ t1 ≤ t2,











For generality, let λ ≥ 2 and v(x) = vλr(x) = f (θ)(λr/|x|)1/3ur(oλr)/ f (0). Then v(oλr) =
ur(oλr). Note that f (0) = (16)−1/3, and by (3.15) and the Harnack inequality, ur(oλr)
≥ e1−2λur(or/2) ≥ e1−2λ/2. Using (3.25) and (3.26), we see that there are universal con-
stants C4 and C5 such that
C5 ≤ γ(λr)≤ γ(t)≤ u
r(x)
vλr(x)
≤ Γ(t)≤ Γ(λr)≤ C4, x ∈ At, t ≥ λr. (3.27)



















, |x| ≥ λr. (3.28)
Step 3. Using (3.28) and Step 1, it follows that for κ > 1 and |x| = κλr, there are universal

































Clearly, α < 1 in (3.24) and is universal. 
4. Proof of Theorem 1.3
In this section, we will present another application of Theorem 1.1. We show that any
two positive singular infinity-harmonic singular functions, defined in a cone, are compa-
rable. As a consequence, we will show the optimality of the blowup rates of the Aronsson
examples [6]. This will extend the results in [7]. First we prove a version of monotonicity
that holds in a cone.
Lemma 4.1 (Monotonicity). For 0 < α≤ π/2, let Cα denote the interior of the cone {x : xn >
0, xn = ‖x‖cosα}. Let u > 0 be ∞-harmonic in Cα. Suppose that ν is a unit vector that lies
in Cα, that is, 〈ν,en〉 ≥ cosα and let θ = α− cos−1〈en,ν〉, then for 0 < t < s, u(tν)/tsinθ ≥
u(sν)/ssinθ , and u(tν)tsinθ ≤ u(sν)ssinθ .
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Proof. We use the version of the Harnack inequality proved in [7, Lemma 2.1]. Then
























Thus u(tν)/t1/ sinθ ≥ u(sν)/s1/ sinθ . Switching tν by sν yields the second inequality. 
Proof of Theorem 1.3. Our proof will be an adaptation of the proof of Theorem 1.1 in
[7]. First note that Mu(r) is convex. By using comparison, we see that u(x) ≤Mu(t) +
[Mu(s)−Mu(t)](|x|− t)/(s− t) in the annulus Cα∩ (Bs(o) \Bt(o)), 0 < t < s. ThusMu(r)
is decreasing, limr→0Mu(r)=∞, and limr→∞Mu(r)= 0.
Step 1. We will prove that any two positive solutions u and v are comparable in Cα. Now
consider the set Cα,r = Cα∩Br(o). Then (i) for x ∈ ∂Cα∩ ∂Br(o), Rx = r tanα, and (ii) for
y ∈ ∂Cα ∩Br/4(x), Ry ≥ (3r/4)tanα. In Theorem 1.1, we may take δ = (r/8)tanα. Thus











) ≤ C2 u(z)
v(z)
, z ∈ Cα∩B(r tanα)/4(x). (4.2)
Set pr = ren; let Sr,x be the great circle centered at o, has radius r, and passing through pr
and x. Using the Harnack inequality, we may conclude that for ξ ∈ (Cα ∩ Sr,x) \
B(r tanα)/4(x), there are constants A1 = A1(α) and A2 = A2(α) such that A1u(pr)≤ u(ξ)≤
A2u(pr). This holds for every x ∈ ∂Cα∩ ∂Br(o). Using (4.2), we obtain that there are con-











) ≤ C4 u(z)
v(z)
, z ∈ Cα,r . (4.3)
It is clear that (4.3) holds for every r > 0. Define Γ(r) = supz∈Cα,r u(z)/v(z) and γ(r) =
inf z∈Cα,r u(z)/v(z). Thus from (4.3), there is a constant C5 = C5(α) such that γ(r)≤ Γ(r)≤
C5γ(r), r > 0. By comparison, Γ(r) is decreasing and γ(r) is increasing in r, see [7, Lemma
2.2 and Corollary 2.3]. Thus using the above inequality, we see that 0 < γ(0) ≤ γ(r) ≤
Γ(r) ≤ Γ(0) ≤ C5γ(0) <∞, r > 0. Thus there is a constant C such that v(x)/C ≤ u(x) ≤
Cv(x), x ∈ Cα.
Step 2. We now show the optimality of the Aronsson examples. We first observe that by
arguing as in [7, Lemmas 2.5 and 2.6], any solution u is axially symmetric in Cα. If we set












Note that there is no explicit dependence on the dimension n. For eachm= 1,2,3, . . . , set
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Note that θ = t − (1 + 1/m)arctan(m tan t/(m + 1)). From above wm is symmetric in θ
and reinterpreting the polar angle θ to be the conical angle, we obtain an example in
higher dimensions. This continues to be a viscosity solution in Cπ/2m, see the appendix in
[11, 7]. Note that wm(|x|,θ) > 0,−π/2m≤ θ ≤ π/2m, and wm(±π/2m)= 0. We now have
the desired conclusion by using Step 1. 
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