Abstract. At the 2015 Workshop on Lefschetz Properties of Artinian Algebras, Junzo Watanabe conjectured that every graded Artinian complete intersection algebra with the standard grading can be embedded into another such algebra cut out by quadratic generators. We verify this conjecture in the case where the defining polynomials split into linear factors.
Introduction
Let F be any field, and let R = F[x 1 , . . . , x n ] be the polynomial ring in n variables, endowed with the standard grading, i.e. deg(x i ) = 1 for each i. A regular sequence is a sequence of homogeneous polynomials f 1 , . . . , f n ∈ R such that f 1 0 and for each 2 ≤ i ≤ n, f i is a non-zero divisor in the quotient R / f 1 , . . . , f i−1 . The quotient ring R / f 1 , . . . , f n is known as a graded Artinian complete intersection algebra with the standard grading, but in this paper we shall just use the term complete intersection. A complete intersection in which the generators f 1 , . . . , f n are all quadratic forms is called a quadratic complete intersection. Recall that a complete intersection is always Gorenstein, hence its socle is a one dimensional graded subspace. A graded F algebra homomorphism between two complete intersection algebras is called an embedding if it maps a socle generator onto a socle generator. Note that a complete intersection can embed into another complete intersection only if the two have the same socle degree.
In their recent paper [2] , Harima, Wachi, and Watanabe have shown that in a "generic" quadratic complete intersection equipped with an appropriate action of a symmetric group, that the invariant subring under a Young subgroup is again a complete intersection algebra with the standard grading. At the 2015 Workshop on Lefschetz Properties of Artinian Algebras at University of Göttingen, Junzo Watanabe asked to what extent complete intersections arise in this way. Specifically he posed the following "rather bold conjecture" which we shall heretofore refer to as Watanabe's bold conjecture:
Watanabe's Bold Conjecture. Every complete intersection algebra embeds into some quadratic complete intersection algebra.
In this paper we prove that this conjecture holds for complete intersections cut out by polynomials that split into linear factors. To wit To prove Theorem 1.1 we first show that a regular sequence as in Theorem 1.1 has a "normal form". Then we find a quadratic complete intersection into which our given complete intersection embeds, in its normal form. 
The following proposition gives us a normal form for a split regular sequence as described in the statement of Theorem 1.1. We also will make use of the following lemma, lifted from a recent paper of Abedelfatah [ Proof. See Lemma 3.1 and Lemma 3.2 in the aforementioned paper [1] .
Corollary 2.2. With notation as in Lemma 2.4, a socle generator for the quotient
Proof. By Corollary 2.1, the linear forms L 1 , . . . , L n must form a regular sequence, hence must be linearly independent over F. Hence the polynomial rings
. . , f n is spanned by square free monomials in the L 1 , . . . , L n . In particular, the socle is therefore generated by the unique square free monomial in degree n,
Monomial Orderings.
We can endow the set of monomials in the polynomial ring F[x 1 , . . . , x n ] with a total ordering by declaring that
and a n = b n , . . . , a n− j+1 = b n− j+1 and a n− j < b n− j for some 1 ≤ j ≤ n. Note that with this order, we have
This is called the graded lexicographic or grlex monomial ordering. Proof. The proof of (1) .
We shall use monomial orderings to argue that certain quotients of polynomial rings are Artinian. Result   Fix a field F, fix integers N 1 , . . . , N n , and suppose f 1 , . . . , f n is a regular sequence in F[x 1 , . . . , x n ] of degrees N 1 , . . . , N n , respectively, and let I = f 1 , . . . , f n be the ideal they generate. We will further assume that each f i splits as a product of linear forms, so that we may write the quotient A ≔ F[x 1 , . . . , x n ]/I in its normal form
The Main
A = F[x 1 , . . . , x n ] x i N i −1 k=0         x i − j i λ k i, j x j         1 ≤ i ≤ n for some λ k i, j ∈ F for 1 ≤ i ≤ n, 1 ≤ j ≤ N i and 0 ≤ k ≤ N i − 1,by Proposition 2.1 above. Now consider the polynomial ring FZ i,k |1 ≤ i ≤ n, 1 ≤ k ≤ N i . For each 1 ≤ i ≤ n define the linear form L i,N i ≔ Z i,1 + · · · + Z i,N i −1 − Z i,N i + j i λ 0 i, j Z j,N j and for 1 ≤ k ≤ N i − 1 define L i,k ≔ Z i,1 + · · · + Z i,k −         j i (λ N i −k i, j − λ 0 i, j )Z j,N j         .
Define the quotient rinĝ
Proof. We need to show that for each 1 ≤ i ≤ n we have the following relation inÂ:
Note that inÂ we have the relations
and for 1 ≤ k ≤ N i − 1 we have
Combining Equivalences (3.1) and (3.2) we see that (3.3)
Note that the product on the RHS of Equivalence (3.3) collapses, i.e.
(3.4)
3) we finally get the relation
where the last equivalence because Z i,1 +· · ·+Z i,N i −1 kills the product
Corollary 3.1. If A is Artinian, thenÂ is also Artinian.
Proof. Suppose that A is Artinian. Rewriting the defining relations forÂ we get that for each 1
with the grlex ordering stemming from the following ordering of the variables:
Then we see that by using the above relations, we can express the squares of each of the variables, with the exception of Z 1,N 1 , . . . , Z n,N n , as monomials of strictly lesser order. Therefore, by virtue of Proposition 2.2, every monomial inÂ is equivalent to an F linear combination of monomials of the form
Hence to show thatÂ is Artinian, i.e. a finite dimensional F vector space, it suffices to show that the elements Z j,N j are nilpotent inÂ. But Z j,N j = φ(x j ) and if A is Artinian, x j is nilpotent for all j, and the result now follows. Now we see that if A is Artinian, then so isÂ, and hence by Lemma 2.2,
Hence in this case, Corollary 2.2 tells us that a socle generator forÂ is given by
Proposition 3.2. If A is Artinian, then so isÂ and the map φ : A →Â defined above is an embedding.
Proof. By the preceding discussion, we need only show that
is in the image of φ. The claim is that we have the following equivalence:
Then since the LHS is clearly in the image of φ, this will prove the desired result. For a shorthand notation, we write
and we shall write
In this notation we want to show that inÂ we have the relation
In fact we will show that for each 1 ≤ i ≤ n we always have the equivalence inÂ
We prove this by induction on i. The base case i = 1 asserts that we have the equivalence inÂ
To see this, we first recall some computations performed previously. To start recall that we had for each 1 ≤ i ≤ n and for each 1 ≤ k ≤ N i − 1 we have 
for each 1 ≤ i ≤ n. Finally we recall the equation
Now combining Equivalences (3.5), (3.6) and Equation (3.7), we obtain the following equivalence:
Plugging Equivalence (3.8) into the product M 1 · · · M n we get
But since Z j,N j annihilates M 2 · · · M n for all j 1, we get the equivalence
which establishes the base case. Inductively assume that we have the equivalence
for some i > 1. Now we substitute Equivalence (3.
Note again that for each j i, Z j,N j annihilates the product L 1 · · · L i−1 · M i+1 · · · M n , and so we again obtain
which completes the induction and proves the claim. Therefore we have shown that inÂ we have the equivalence
and therefore φ : A →Â must be an embedding, as desired.
