Lastly, I wish to illustrate and to stress the necessity of assessing goodness of fit by making use of several tests and not relying on only one or two such tests. Referring to Table 1 , the xz test and the Runs test indicate that model 3 is a good fit, whereas the curved Rankits plot, the slow convergence, the non-linearity at the minimum sum of squares and the wide range of the coefficients of variation for the parameters cast doubt on the fit. The model must, however, be rejected because one of the terms in the model contributes little to the model. For model 1, the parameter values and their S.D. values, the convergence and the xz test indicate a good fit. However, the Rankits plot and the sum-of-squares surface suggests some doubt and the Runs test especially means that the model is very doubtful.
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The tests on model 2 are all satisfactory apart from the Runs test. Hence by assessing a wide variety of evidence one can conclude that Model 2 is a good model and the other two are in several ways less satisfactory.
In conclusion: (1) before it can be accepted that a given model is a good description of a particular system, sufficient statistical evidence must be presented ; (2) one or two tests on the fit of a model are often insufficient; as many tests as possible must be used. Cornish-Bowden (1972) pointed out that confining analysis to the initial linear part of progress curves, as has been done by most biochemists, wastes much valuable information. The investigations of Hess et al. (1972) , Atkins & Nimmo (1 973) and others showed, in the case of simple hyperbolic rate laws, the advantages of the analysis of progress curves. Before investigating optimally the properties of an enzyme with progress curves, two questions should be answered. First, which curves should be measured? Second, which discrete points on these (continuous) curves should be used for the numerical determination of the parameters ?
A design aimed to answer these questions cannot be found in the literature so far. We developed such a design to analyse the kinetics of the allosteric enzyme pyruvate kinase from yeast as function of the substrate phosphoenolpyruvate and the inhibitor ATP, under saturation with the second substrate ADP.
As an optimality criterion we use the maximization of the determinant Dr of Fisher's information matrix Ti, (Fedorov & Pazman, 1968) With the parameters obtained from this fit, we simulated pH-stattitration progress curves and selected sequentially the optimal curves. After selecting each curve, we looked sequentially for discrete points on it.
As constraints in the design we imposed: (1) the concentration ranges of ATP and phosphoenolpyruvate should not be greater than those in the initial-rate measurements; (2) the duration of each progress curve should not exceed 30min. The second constraint was imposed for the first to fourth progress curves. However, since we felt that the information gains were getting too poor, we increased the time-limit to 60min for the later curves. The time-limit was not always reached because of the limit of the ATP concentration. The total measuring time for all seven simulated curves was about 4h.
Each diagonal line on the substrate-product concentration plane (inset of Fig. 1 ) represents one of the progress curves obtained from our design. Their sequence is numbered. The solid lines show the decrease in substrate and simultaneous increase in product concentration with time t. The broken lines show additions of phosphoenolpyruvate to the mixture. The starting volume at ATP = 0 was always 1 ml. For the selection of each progress curve we compared the increase in Dr obtained from curves with 20 different initial phosphoenolpyruvate concentrations.
We calculated the discrete points on the curves by time-integration of the reaction rate, including the dilution effect due to the titrand. For selecting a discrete point we checked 60 points (equidistant in time) lying on the curve, and took the point which led to the highest gain in Dr. To each selected point an error was assigned, obtained from a generator of normally distributed random numbers. Then we fitted the integrated rate law to the total set of chosen points with the same method as given above, and calculated Dr. The standard deviation of the errors was set constant and equal to 2p1, this being the highest error expected with our titration set-up. Because six unknown parameters had to be determined, we started with seven points simulated at every 4min in the fist curve. When we realized that further addition of discrete points from a curve did not lead to significant changes in Dr, we selected a new curve; on the first curve, for example, we selected 28 points, but since we saw that the increase in Dr with the last seven points was Fig. 1 ). The horizontal line in Fig. 1 shows the D, obtained from the 126 initial-rate data points of .
In Table 1 we compare the estimates of the standard deviations of the parameters obtained with the two methods. These standard deviations were calculated by taking the square roots of the diagonal elements of the inverse of the information matrix (1).
Using Student's t test with a confidence level of 95 %, we found no significant difference between the vaIues of the parameters estimated from the progress curves and the values assumed to be true in the progress-curve simulation.
Library were used for fitting.
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