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DERIVATIVE AND DIVERGENCE FORMULAE
FOR DIFFUSION SEMIGROUPS
ANTON THALMAIER AND JAMES THOMPSON
Mathematics Research Unit, University of Luxembourg
Abstract. For a semigroup Pt generated by an elliptic operator on a smooth manifold M,
we use straightforward martingale arguments to derive probabilistic formulae for Pt(V( f )),
not involving derivatives of f , where V is a vector field on M. For non-symmetric genera-
tors, such formulae correspond to the derivative of the heat kernel in the forward variable.
As an application, these formulae can be used to derive various shift-Harnack inequalities.
Introduction
For a Banach space E, e ∈ E and a Markov operator P on Bb(E), it is known that certain
estimates on P(∇e f ) are equivalent to corresponding shift-Harnack inequalities. This was
proved by F.-Y. Wang in [19]. For example, for δe ∈ (0,1) and βe ∈ C((δe,∞)×E; [0,∞)),
he proved that the derivative-entropy estimate
∣∣∣P(∇e f )∣∣∣ ≤ δ(P( f log f )− (P f ) logP f )+βe(δ, ·)P f
holds for any δ ≥ δe and positive f ∈C1b(E) if and only if the inequality
(P f )p ≤ (P( f p(re+ ·))) exp
(∫ 1
0
pr
1+ (p−1)s βe
(
p−1
r+ r(p−1)s , · + sre
)
ds
)
holds for any p ≥ 1/(1− rδe), r ∈ (0,1/δe) and positive f ∈ Bb(E). Furthermore, he also
proved that if C ≥ 0 is a constant then the L2-derivative inequality
∣∣∣P(∇e f )∣∣∣2 ≤CP f 2
holds for any non-negative f ∈C1
b
(E) if and only if the inequality
P f ≤ P( f (αe+ ·))+ |α|√CP f 2
holds for any α ∈ R and non-negative f ∈ Bb(E). The objective of this article is to find
probabilistic formulae for PT (V( f )) from which such estimates can be derived, for the
case in which PT is the Markov operator associated to a non-degenerate diffusion Xt on a
smooth, finite-dimensional manifold M, and V a vector field.
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1
2 DERIVATIVE AND DIVERGENCE FORMULAE
In Section 1 we suppose that M is a Riemannian manifold and that the generator of Xt is
∆+Z, for some smooth vector field Z. Any non-degenerate diffusion on a smooth manifold
induces a Riemannian metric with respect to which its generator takes this form. The basic
strategy is then to use the relation V( f ) = div( f V)− f divV to reduce the problem to finding
a suitable formula for PT (div( f V)). Such formulae have been given in [3] and [7] for the
case Z = 0, which we extend to the general case with Theorem 1.16. In doing so, we do not
make any assumptions on the derivatives of the curvature tensor, as occurred in [2]. For an
adapted process ht with paths in the Cameron-Martin space L
1,2([0,T ];R), with h0 = 0 and
hT = 1 and under certain additional conditions, we obtain the formula
PT (V( f )) (x) = −E
[
f (XT (x)) (divV)(XT (x))
]
+
1
2
E
[
f (XT (x))
〈
V(XT (x)), //TΘT
∫ T
0
(
h˙t − (divZ)(Xt(x))ht
)
Θ−1t dBt
〉]
where Θ is the Aut(TxM)-valued process defined by the pathwise differential equation
d
dt
Θt = −//−1t
(
Ric♯ + (∇.Z)∗−divZ
)
//tΘt
with Θ0 = idTxM . Here //t denotes the stochastic parallel transport associated to Xt(x),
whose antidevelopment to TxM has martingale part B. In particular, B is a diffusion on
R
n generated by the Laplacian; it is a standard Brownian motion sped up by 2, so that
dBitdB
j
t = 2δi j dt. Choosing ht explicitly yields a formula from which estimates then can
be deduced, as described in Subsection 1.5.
The problem of finding a suitable formula for PT (V( f )) is dual to that of finding an
analogous one for V(PT f ). A formula for the latter is called the Bismut formula [1] or the
Bismut-Elworthy-Li formula, on account of [6]. We provide a brief proof of it in Subsec-
tion 1.3, since we would like to compare it to our formula for PT (V( f )). Our approach to
these formulae is based on martingale arguments; integration by parts is done at the level of
local martingales. Under conditions which assure that the local martingales are true mar-
tingales, the wanted formulae are then obtained by taking expectations. They allow for the
choice of a finite energy process. Depending on the intended type, conditions are imposed
either on the right endpoint, as in the formula for PT (V( f )), or the left endpoint, as in the
formula for V(PT f ). The formula for PT (V( f )) requires non-explosivity; the formula for
V(PT f ) does not. From the latter can be deduced Bismut’s formula for the logarithmic
derivative in the backward variable x of the heat kernel pT (x,y) determined by
(PT f )(x) =
∫
M
f (y)pT (x,y)vol(dy), f ∈Cb(M).
From our formula for PT (V( f )) can be deduced the following formula for the derivative in
the forward variable y:
(∇ log pT (x, ·))y = −
1
2
E
[
//TΘT
∫ T
0
(
h˙t − (divZ)(Xt(x))ht
)
Θ−1t dBt
∣∣∣XT (x) = y
]
.
In Section 2 we consider the general case in which M is a smooth manifold and Xt a
non-degenerate diffusion solving a Stratonovich equation of the form
dXt = A0(Xt)dt+A(Xt)◦dBt.
We denote by TXt the derivative (in probability) of the solution flow. Using a similar
approach to that of Section 1, and a variety of geometric objects naturally associated to the
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equation, we obtain, under certain conditions, the formula
PT (V( f )) = −
m∑
i=1
E
[
f (XT )Ai〈V,Ai〉(XT )
]
+
1
2
E
[
f (XT )
〈
V, ΞT
∫ T
0
Ξ−1t
((
h˙t − (trace∇ˆA0)(Xt)ht
)
A(Xt)dBt +2htA
A
0 dt
)〉]
with
Ξt = TXt −TXt
∫ t
0
TX−1s
((
(∇ˆA0)∗+ ∇ˆA0+ trace∇ˆA0
)
(Ξs)
)
ds,
AA0 =
m∑
i=1
(
(∇ˆA0)∗+ ∇ˆA0
) (
T˘ ( ·,Ai)∗(Ai)
)
+
[
A0, T˘ ( · ,Ai)∗(Ai)
]
,
where the operators ∇ˆA0 and T˘ ( · ,Ai) are given at each x ∈ M and v ∈ TxM by
∇ˆvA0 = A(x)
(
d(A∗( ·)A0( ·))x(v)− (dA∗)x(v,A0)
)
,
T˘ (v,Ai)x = A(x)(dA
∗)x(v,Ai).
This formula has the advantage of involving neither parallel transport nor Riemannian
curvature, both typically difficult to calculate in terms of A.
1. Intrinsic Formulae
1.1. Preliminaries. Let M be a complete and connected n-dimensional Riemannian man-
ifold, ∇ the Levi-Civita connection on M and π : O(M)→ M the orthonormal frame bun-
dle over M. Let E → M be an associated vector bundle with fibre V and structure group
G = O(n). The induced covariant derivative
∇ : Γ(E)→ Γ(T ∗M⊗E)
determines the so-called connection Laplacian (or rough Laplacian)  on Γ(E),
a = trace∇2a.
Note that ∇2a ∈ Γ(T ∗M ⊗T ∗M ⊗E) and (a)x =
∑
i∇2a(vi,vi) ∈ Ex where vi runs through
an orthonormal basis of TxM. For a,b ∈ Γ(E) of compact support it is immediate to check
that
〈a,b〉L2(E) = −〈∇a,∇b〉L2(T ∗M⊗E).
In this sense we have  = −∇∗∇. Let H be the horizontal subbundle of the G-invariant
splitting of T O(M) and
h : π∗TM ∼−→ H →֒ T O(M)
the horizontal lift of the G-connection; fibrewise this bundle isomorphism reads as
hu : Tπ(u)M
∼−→ Hu, u ∈ O(M).
In terms of the standard horizontal vector fields H1, . . . ,Hn on O(M),
Hi(u) := hu(uei), u ∈ O(M),
Bochner’s horizontal Laplacian ∆hor, acting on smooth functions on O(M), is given as
∆hor =
n∑
i=1
H2i .
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To formulate the relation between  and ∆hor, it is convenient to write sections a ∈ Γ(E) as
equivariant functions Fa : O(M)→ V via Fa(u) = u−1aπ(u) where we read u ∈ O(M) as an
isomorphism u : V ∼−→ Eπ(u). Equivariance means that
Fa(ug) = g
−1Fa(u), u ∈ O(M), g ∈G = O(n).
Lemma 1.1 (see [10], p. 115). For a ∈ Γ(E) and Fa the corresponding equivariant function
on O(M), we have
(HiFa)(u) = F∇ueia(u), u ∈ O(M).
Hence
∆horFa = Fa,
where as above
 : Γ(E)
∇−→ Γ(T ∗M⊗E) ∇−→ Γ(T ∗M⊗T ∗M⊗E) trace−→ Γ(E).
Proof. Fix u ∈ O(M) and choose a curve γ in M such that γ(0) = π(u) and γ˙ = uei. Let
t 7→ u(t) be the horizontal lift of γ to O(M) such that u(0) = u. Note that u˙(t) = hu(t) (γ˙(t)),
and in particular u˙(0) = hu(uei) = Hi(u). Hence, denoting the parallel transport along γ by
//ε = u(ε)u(0)
−1, we get
F∇ueia(u) = u
−1 (∇ueia)π(u)
= u−1 lim
ε↓0
//−1ε aγ(ε)−aγ(0)
ε
= lim
ε↓0
u(ε)−1aγ(ε)−u(0)−1aγ(0)
ε
= lim
ε↓0
Fa(u(ε))−Fa(u(0))
ε
= (Hi)uFa
= (HiFa)(u).

Now consider diffusion processes Xt on M generated by the operator
L = ∆+Z
where Z ∈ Γ(TM) is a smooth vector field. Such diffusions on M may be constructed from
the corresponding horizontal diffusions on O(M) generated by
∆hor+ Z¯
where the vector field Z¯ is the horizontal lift of Z to O(M), i.e. Z¯u = hu(Zπ(u)), u ∈ O(M).
More precisely, we start from the Stratonovich stochastic differential equation on O(M),
(1.1) dUt =
n∑
i=1
Hi(Ut)◦dBit+ Z¯(Ut)dt, U0 = u ∈O(M)
where Bt is a Brownian motion on R
n sped up by 2, that is dBitdB
j
t = 2δi j dt. Then for
Xt = π(Ut), the following equation holds:
(1.2) dXt =
n∑
i=1
Utei ◦dBit+Z(Xt)dt, X0 = x := πu.
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The Brownian motion B is the martingale part of the anti-development
∫
U
ϑ of X, where ϑ
denotes the canonical 1-form ϑ on O(M), i.e.
ϑu(e) = u
−1eπ(u), e ∈ TuO(M).
In particular, for F ∈C∞(O(M)), resp. f ∈C∞(M), we have
d(F ◦Ut) =
n∑
i=1
(HiF)(Ut)◦dBit+ (Z¯F)(Ut)dt
=
n∑
i=1
(HiF)(Ut)dB
i
t +
(
∆hor+ Z¯
)
(F)(Ut)dt,(1.3)
respectively
d( f ◦Xt) =
n∑
i=1
(d f )(Utei)◦dBit+ (Z f )(Xt)dt
=
n∑
i=1
(d f )(Utei)dB
i
t+ (∆+Z) ( f )(Xt)dt.
Typically, solutions to (1.2) are defined up to some maximal lifetime ζ(x) which may be
finite. Then we have, almost surely,
{
ζ(x) <∞} ⊂ {Xt →∞ as t ↑ ζ(x)}
where on the right-hand side, the symbol ∞ denotes the point at infinity in the one-point
compactification of M. It can be shown that the maximal lifetime of solutions to equation
(1.1) and to (1.2) coincide, see e.g. [13].
In case of a non-trivial lifetime the subsequent stochastic equations should be read for
t < ζ(x).
Proposition 1.2. Let //t : EX0 → EXt be parallel transport in E along X, induced by the
parallel transport on M,
//t = UtU
−1
0 : TX0M→ TXtM.
Then, for a ∈ Γ(E), we have
d
(
//−1t a(Xt)
)
=
n∑
i=1
//−1t
(
∇Uteia
)
◦dBit+ //−1t (∇Za) (Xt)dt,
respectively in Itoˆ form,
d
(
//−1t a(Xt)
)
=
n∑
i=1
//−1t
(
∇Uteia
)
dBit+ //
−1
t (a+∇Za) (Xt)dt.
More succinctly, the last two equations may be written as
d
(
//−1t a(Xt)
)
= //−1t ∇◦dXta,
respectively
d
(
//−1t a(Xt)
)
= //−1t ∇dXtα+ //−1t (a)(Xt)dt.
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Proof. We have //−1t a(Xt)=U0U
−1
t a(Xt)=U0Fa(Ut). It is easily checked that Z¯Fa = F∇Za.
Thus, we obtain from equation (1.3)
dFa(Ut) =
n∑
i=1
(HiFa)(Ut)dB
i
t+
(
∆horFa + Z¯Fa
)
(Ut)dt
=
n∑
i=1
(
F∇Uteia
)
(Ut)dB
i
t+
(
Fa+F∇Za
)
(Ut)dt
=
n∑
i=1
U−1
(
∇Uteia
)
(Xt)dB
i
t +U
−1
t (a+∇Za) (Xt)dt.

Corollary 1.3. Fix T > 0 and let at ∈ Γ(E) solve the equation
∂
∂t
at = at +∇Zat on [0,T ]×M.
Then
//−1t aT−t (Xt) , 0 ≤ t < T ∧ ζ(x),
is a local martingale.
Proof. Indeed we have
d(//−1t aT−t (Xt))
m
= //−1t
(
aT−t +∇Zat +
∂
∂t
aT−t
)
︸                         ︷︷                         ︸
=0
(Xt) dt = 0,
where
m
= denotes equality modulo differentials of local martingales. 
We are now going to look at operatorsL R on Γ(E) which differ from  by a zero-order
term, in other words,
(1.4) −L R =R where R ∈ Γ(EndE).
Thus, by definition, the action Rx : Ex → Ex is linear for each x ∈ M.
Example 1.4. A typical example is E = ΛpT ∗M and Ap(M) = Γ(ΛpT ∗M) with p ≥ 1. The
de Rham-Hodge Laplacian
∆(p) = −(d∗d+dd∗) : Ap(M)→ Ap(M)
then takes the form
∆(p)α = α−Rα
whereR is given by theWeitzenbo¨ck decomposition. In the special case p= 1, one obtains
Rα = Ric(α♯, ·) where Ric : TM⊕TM→ R is the Ricci tensor.
Definition 1.5. Fix x ∈ M and let Xt be a diffusion to L = ∆+Z, starting at x. Let Qt be
the Aut(Ex)-valued process defined by the following linear pathwise differential equation
d
dt
Qt = −QtR//t , Q0 = idEx ,
where
R//t
:= //−1t ◦RXt ◦ //t ∈ End(Ex)
and //t is parallel transport in E along X.
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Proposition 1.6. Let L R = −R be as in equation (1.4) and Xt be a diffusion to L =
∆+Z, starting at x. Then, for any a ∈ Γ(E),
d
(
Qt//
−1
t a(Xt)
)
=
n∑
i=1
Qt//
−1
t
(
∇Uteia
)
dBit +Qt//
−1
t (a+∇Za−Ra)(Xt)dt.
Proof. Let nt := //
−1
t a(Xt). Then
d(Qtnt) = (dQt)nt +Qt dnt
= −Qt//−1t RXt//−1t nt dt+Qt dnt
= −Qt//−1t (Ra)(Xt)dt+Qt dnt.
The claim thus follows from Proposition 1.2. 
Corollary 1.7. Fix T > 0 and let Xt(x) be a diffusion to L = ∆+Z, starting at x. Suppose
that at solves 
∂
∂t
at = (−R+∇Z)at on [0,T ]×M,
at|t=0 = a ∈ Γ(E).
Then
(1.5) Nt := Qt//
−1
t aT−t (Xt(x)) , 0 ≤ t < T ∧ ζ(x),
is a local martingale, starting at aT (x). In particular, if ζ(x) =∞ and if equation (1.5) is a
true martingale on [0,T ], we arrive at the formula
aT (x) = E
[
QT //
−1
T a(XT (x))
]
, a ∈ Γ(E).
Proof. Indeed, we have
dNt
m
= Qt//
−1
t
(
(+∇Z −R)aT−t+
∂
∂t
aT−t
)
︸                               ︷︷                               ︸
=0
(Xt)dt = 0
as required. 
Remark 1.8. Note that
d
dt
Qt = −QtR//t , with Q0 = idEx ,
implies the obvious estimate
‖Qt‖op ≤ exp
(
−
∫ t
0
R(Xs(x))ds
)
where R(x) = inf {〈Rxv,w〉 : v,w ∈ Ex, ‖v‖ ≤ 1 and ‖w‖ ≤ 1}.
1.2. Commutation formulae. In the sequel, we consider the special case E = T ∗M. Thus
Γ(E) is the space of differential 1-forms on M. The results of this section apply to vector
fields as well, by identifying vector fields V ∈ Γ(TM) and 1-forms α ∈ Γ(T ∗M) via the
metric:
V ←→ V♭, α←→ α#.
Let Z ∈ Γ(TM) be a vector field on M. Then the divergence of Z, denoted by divZ ∈
C∞(M), is defined by divZ := trace(v 7→ ∇vZ). Therefore
(divZ)(x) =
n∑
i=1
〈∇viX,vi〉
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for any orthonormal basis {vi}ni=1 for TxM. For compactly supported f we have
〈Z,∇ f 〉L2(TM) = −〈divZ, f 〉L2(M).
The adjoint Z∗ of Z is given by the relation
Z∗ f = −Z f − (divZ) f , f ∈C∞(M).
If either f or h is compactly supported, this implies
〈Z f ,h〉L2(M) = 〈 f ,Z∗h〉L2(M).
Similarly, for α ∈ Γ(T ∗M), we let
(divα)(x) = trace
(
TxM
∇α−→ T ∗xM
#−→ TxM
)
.
Thus divY = divY♭ and divα = divα#. That is, if δ = d∗ denotes the usual codifferential
then divα = −δα. Finally, we define
RicZ(X,Y) := Ric(X,Y)−〈∇XZ,Y〉, X,Y ∈ Γ(TM).
Notation 1.9. For the sake of convenience, we read bilinear forms on M, such as RicZ ,
likewise as sections of End(T ∗M) or End(TM), e.g.
RicZ(α) := RicZ( · ,α♯), α ∈ T ∗M,
RicZ(v) := RicZ(v, ·)♯, v ∈ TM.
If there is no risk of confusion, we do not distinguish in notation. In particular, depending
on the context, (RicZ)//t may be a random section of End(T
∗M) or of End(TM).
Lemma 1.10 (Commutation rules). Let Z ∈ Γ(TM).
(1) For the differential d, we have
d
(
∆+Z
)
=
(
−RicZ +∇Z
)
d;
(2) for the codifferential d∗ = −div, we have(
∆+Z∗
)
d∗ = d∗
(
−Ric∗Z +∇∗Z
)
,
where the formal adjoint of ∇Z (acting on 1-forms) is ∇∗Zα = −∇Zα− (divZ)α.
Proof. Indeed, for any smooth function f we have
d
(
∆+Z
)
f = d
(−d∗d f + (d f )Z)
= ∆(1)d f +∇Zd f + 〈∇.Z,∇ f 〉
= (+∇Z)(d f )−RicZ( ·,∇ f )
=
(
−RicZ +∇Z
)
(d f ).
The formula in (2) is then just dual to (1). 
1.3. A formula for the differential. Now, let Xt(x) be a diffusion to ∆+Z on M, starting
at X0(x) = x, Ut a horizontal lift of Xt(x) to O(M) and B = U0
∫
U
ϑ the martingale part of
the anti-development of Xt(x) to TxM. Let Qt be the Aut(T
∗
xM)-valued process defined by
d
dt
Qt = −Qt (RicZ)//t
with Q0 = idT ∗xM , let
Pt f (x) = E
[
1{t<ζ(x)} f (Xt(x))
]
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be the minimal semigroup generated by ∆+Z on M, acting on bounded measurable func-
tions f .
Fix T > 0 and let ℓt be an adapted process with paths in the Cameron-Martin space
L1,2([0,T ];TxM). By Corollary 1.7
(1.6) Nt := Qt//
−1
t (dPT−t f ), t < T ∧ ζ(x),
is local martingale. Therefore
Nt(ℓt)−
∫ t
0
Qs//
−1
s (dPT−s f )(ℓ˙s)ds
is a local martingale. By integration by parts
∫ t
0
Qs//
−1
s (dPT−s f )(ℓ˙s)ds−
1
2
(PT−t f )(Xt(x))
∫ t
0
〈Qtrs (ℓ˙s),dBs〉
is also a local martingale and therefore
(1.7) Qt//
−1
t (dPT−t f )(ℓt)−
1
2
(PT−t f )(Xt(x))
∫ t
0
〈Qtrs ℓ˙s,dBs〉
is a local martingale, starting at (dPT f )(ℓ0). Choosing ℓt so that (1.7) is a true martingale
on [0,T ] with ℓ0 = v and ℓT = 0, we obtain the formula
(1.8) (dPT f )(v) = −
1
2
E
[
1{T<ζ(x)} f (XT (x))
∫ T
0
〈Qtrs ℓ˙s,dBs〉
]
.
For further details, see [15, 16]. Denoting by pt(x,y) the smooth heat kernel associated to
∆+Z, since formula (1.8) holds for all smooth functions f of compact support, it implies
Bismut’s formula
(d log pT ( · ,y))x(v) = −
1
2
E
[∫ τ∧T
0
〈Qtrs ℓ˙s,dBs〉
∣∣∣XT (x) = y
]
.
The argument leading to formula (1.8) is based on the fact that the local martingale (1.7) is
a true martingale. Since the condition on ℓt is imposed on the left endpoint, this can always
be achieved, by taking ℓs = 0 for s ≥ τ∧T where τ is the first exit time of some relatively
compact neighbourhood of x. No bounds on the geometry are needed; also explosion in
finite times of the underlying diffusion can be allowed. For the problem of constructing
appropriate finite energy processes ℓs with the property ℓs = 0 for s ≥ τ∧ T , see [16],
resp. [17, Lemma 4.3].
Imposing in (1.7) however the conditions ℓ0 = 0 and ℓT = v would lead to a formula for
E
[
QT//
−1
T (d f )XT (x)(v)
]
not involving derivatives of f , which clearly requires strong assumptions. If the local
martingale (1.6) is a true martingale, we get the formula
(dPT f )x (v) = E
[
QT //
−1
T (d f )XT (x)(v)
]
.
For such a formula to hold, obviously Xt(x) needs to be non-explosive.
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1.4. A formula for the codifferential. Recall that, according to Lemma 1.10, we have
(1.9)
(
∆+Z+divZ
)
div = div
(
+∇Z −Ric∗−Z +divZ
)
.
For a bounded 1-form α suppose αt satisfies
(1.10)
d
dt
αt =
(
+∇Z −Ric∗−Z +divZ
)
αt
with α
0
= α, where divZ acts fibrewise as a multiplication operator, and that Θt is the
Aut(TxM)-valued process which solves
d
dt
Θt = −(Ric∗−Z −divZ)//tΘt
with Θ0 = idTxM . Here Ric
∗
−Z is the adjoint to Ric−Z acting as endomorphism of TxM, see
Notation 1.9.
Remark 1.11. We have Θt = Q
tr
t if we set R := Ric
∗
−Z −divZ ∈ End(T ∗M) and define Qt
via Definition 1.5.
Proposition 1.12. Fix T > 0. Let Xt(x) be a diffusion to ∆+Z on M, starting at x.
(i) Then
(divαT−t)(Xt(x)) exp
(∫ t
0
(divZ)(Xs(x))ds
)
is a local martingale, starting at divα
T
.
(ii) Suppose ht is an adapted process with paths in L
1,2([0,T ];R). Then
divαT−tht −
1
2
αT−t
(
//tΘt
∫ t
0
(
h˙s− (divZ)(Xs(x))hs
)
Θ−1s //
−1
s dBs
)
(1.11)
is a local martingale, starting at divα
T
h0.
Proof. (i) Taking into account the commutation rule (1.9) and the evolution equation (1.10)
of αt, we get
∂t divαt = div∂tαt
= div(+∇Z −Ric∗−Z +divZ)αt
= (∆+Z+divZ)divαt.
(1.12)
The claim then follows from Itoˆ’s formula.
(ii) To verify the second item, set
At := exp
(∫ t
0
(divZ)(Xs(x))ds
)
and define ℓt := A
−1
t ht. Using the fact that αT−t(//tΘt) is a local martingale, indeed
d
(
αT−t(//tΘt)
)
=
n∑
i=1
(∇UteiαT−t)(//tΘt)dBit
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we obtain
(divαT−t)(Xt(x))Atℓ˙t dt
=
n∑
i=1
(∇UteiαT−t) (Utei)At ℓ˙t dt
=
n∑
i=1
(
//−1t ∇UteiαT−t
)
(U0ei)Atℓ˙t dt
=
n∑
i=1
(
∇UteiαT−t
)(
//tΘtΘ
−1
t U0ei
)
Atℓ˙t dt
=
1
2
〈 n∑
i=1
(
∇UteiαT−t
)
(//tΘt)dB
i
t ,Atℓ˙tΘ
−1
t dBt
〉
m
=
1
2
d
(
αT−t
(
//tΘt
∫ t
0
Asℓ˙sΘ
−1
s dBs
))
where
m
= denotes equality modulo the differential of a local martingale. By part (i)
nt := (divαT−t)(Xt(x))At
is a local martingale and therefore so is
ntℓt −
∫ t
0
ns dℓs.
Since
At ℓ˙t = h˙t − (divZ)(Xt(x))ht
the result follows by substitution. 
Remark 1.13. a) Let Dn be an exhausting sequence of M by relatively compact open
domains. Following the discussion of [3, Appendix B] and [9, Section III.1] it is standard to
show that there is a strongly continuous semigroup Pnt on compactly supported 1-forms α
on Dn generated by L := +∇Z −Ric∗−Z + divZ with Dirichlet boundary conditions. In
probabilistic terms, αnt (x) := (P
n
t α)(x) is easily identified as
αnt (x) = E
[
1{t<τn(x)} α(//tΘt)
]
where τn(x) is the first exit time of Xt(x) from D
n, when started at x ∈ Dn. As n→∞, the
semigroup αnt converges to
(1.13) αt(x) = E
[
1{t<ζ(x)} α(//tΘt)
]
.
In particular, αt solves equation (1.10) on M.
b) Formula (1.13) shows that αt is bounded in case α is bounded. Choosing the process h
in (1.11) in such a way that h0 = 1 but ht = 0 for t ≥ τ∧T where τ is the first exit time of
Xt(x) of some relatively compact neighbourhood of x, we arrive at the formula
(1.14) (divαT )(x) = −
1
2
E
[
1{T<ζ(x)}α
(
//TΘT
∫ T
0
(
h˙s− (divZ)(Xs(x))hs
)
Θ−1s //
−1
s dBs
)]
.
Note that the local formula (1.14) doesn’t require assumptions, either on the geometry of
M or on the drift vector field Z. Indeed, with an appropriate choice of h it is always possible
to make (1.11) a true martingale.
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Lemma 1.14. Suppose RicZ is bounded below, that Ric + (∇.Z)∗, divZ and divα are
bounded with ht bounded and (∫ T
0
|h˙s|2ds
)1/2
∈ L1+ǫ
for some ǫ > 0. Then the local martingale (1.11) is a true martingale.
Proof. Since RicZ is bounded below, the process Xt is non-explosive, by [18, Corol-
lary 2.1.2]. In this case we have αt = E
[
α(//tΘt)
]
. From equation (1.12) we see that
u(t, x) := (divαt)(x)
solves the heat equation
(1.15) ∂tu = (∆+Z+divZ)u
with initial condition u(0, ·) = divα. By means of equation (1.14), combined with the
bound on divZ and the other assumptions, we see that divαt is a bounded solution to
(1.15), which implies
(1.16) divαt = E
[
(divα)(Xt)exp
(∫ t
0
(divZ)(Xs)ds
)]
for all t ≥ 0. Note that our assumptions control the norms of Θt and Θ−1t . Combined with
the assumptions on h this proves that (1.11) is indeed a true martingale. 
Remark 1.15. Equation (1.16) shows that div commutes with the semigroup P
(1)
t α := αt
on 1-forms:
divP
(1)
t α = P
divZ
t (divα)
where
P
ρ
t f := E
[
f (Xt)exp
(∫ t
0
ρ(Xs)ds
)]
denotes the Feynman-Kac semigroup on functions to ∆+Z with scalar potential ρ.
Using the identification of differential forms and vector fields via the metric, we ob-
tain the following result (which for compact M with Z = 0 corrects the sign in [3, Theo-
rem 5.10]):
Theorem 1.16. Let M be a Riemannian manifold and Z a smooth vector field on M. Let
X = X(x) be a diffusion to ∆+Z on M, starting at X0(x) = x, which is assumed to be non-
explosive. Let T > 0 and h be an adapted process with paths in L1,2([0,T ];R) such that
h0 = 0 and hT = 1, and such that (1.11) is a true martingale. Then for all bounded smooth
vector fields V on M,
E
[
(divV)(XT (x))
]
=
1
2
E
[〈
V(XT (x)), //TΘT
∫ T
0
(
h˙t − (divZ)(Xt(x))ht
)
Θ−1t dBt
〉]
where Θ is the Aut(TxM)-valued process defined by the following pathwise differential
equation:
d
dt
Θt = −Ric//tΘt − (∇.Z)∗//tΘt + (divZ)Θt
with Θ0 = idTxM .
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Corollary 1.17. Suppose f is a bounded smooth function and that V is a bounded smooth
vector field with divV bounded. Then, under the assumptions of Theorem 1.16, by using
the relation div( f V) = V f + f divV, we get
PT
(
V( f )
)
(x)
=−E[ f (XT (x)) (divV)(XT (x))]
+
1
2
E
[
f (XT (x))
〈
V(XT (x)), //TΘT
∫ T
0
(
h˙t − (divZ)(Xt(x))ht
)
Θ−1t dBt
〉]
where the right-hand side does not contain any derivatives of f .
Corollary 1.18. Under the assumptions of Theorem 1.16 we have
(∇ log pT (x, ·))y = −12E
[
//TΘT
∫ T
0
(
h˙t − (divZ)(Xt(x))ht
)
Θ−1t dBt
∣∣∣XT (x) = y
]
with Θ given as above.
Proof. By Theorem 1.16, for all smooth, compactly supported vector fields V we have
PT (divV)(x) =
1
2
∫
M
〈
V, E
[
//TΘT
∫ T
0
(
h˙t − (divZ)(Xt(x))ht
)
Θ−1t dBt
∣∣∣XT (x) = y
]〉
pT (x,y)dy
but on the other hand
PT (divV)(x) =
∫
M
(divV)(y) pT (x,y)dy
= −
∫
M
(dpT (x, ·))y V(y)dy
= −
∫
M
(
d log pT (x, ·)
)
y V(y) pT (x,y)dy
so the result follows. 
1.5. Shift-Harnack Inequalities. Suppose RicZ is bounded below, that Ric+ (∇.Z)∗ and
divZ are bounded and that the following formula holds, for all t > 0, all f ∈C1
b
(M) and all
bounded vector fields V with divV bounded (see Corollary 1.17):
Pt(V( f ))(x) = −E
[
f (Xt(x)) (divV)(Xt(x))
]
+
1
2
E
[
f (Xt(x))
〈
V(Xt(x)), //tΘt
∫ t
0
[
1
t
− (divZ)(Xr(x))
r
t
]
Θ−1r dBr
〉]
.
Fix T > 0. Then, by Jensen’s inquality (see [14, Lemma 6.45]), there exist constants
c,C1(T ) > 0 such that
(1.17) |Pt(V( f ))| ≤ δ
(
Pt( f log f )−Pt f logPt f
)
+
(
|divV |∞+ δc+
C1(T )
δt
|V |2∞
)
︸                              ︷︷                              ︸
=: α1(δ,t,V)
Pt f
for all δ > 0, t ∈ (0,T ] and positive f ∈ C1
b
(M). Alternatively, by the Cauchy-Schwarz
inequality, there exists C2(T ) > 0 such that
(1.18) |Pt(V( f ))|2 ≤
(
|divV |∞+
C2(T )√
t
|V |∞
)
︸                        ︷︷                        ︸
=: α2(t,V)
2
Pt f
2
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for all t ∈ (0,T ] and f ∈ C1
b
(M). These estimates can be used to derive shift-Harnack in-
equalities, as shown by F.-Y. Wang for the case of a Markov operator on a Banach space
(see [19, Proposition 2.3]). In particular, suppose {Fs : s ∈ [0,1]} is a C1 family of diffeo-
morphisms of M with F0 = idM . For each s ∈ [0,1] define a vector field Vs on M by
Vs := (DFs)
−1F˙s
and assume Vs and divVs are uniformly bounded. Note
d
ds
( f ◦Fs) = ∇Vs( f ◦Fs). Fixing
p ≥ 1 and setting β(s) = 1+ (p−1)s, as in the first part of [19, Proposition 2.3], we deduce
from inequality (1.17) that
d
ds
log
(
Pt( f
β(s) ◦Fs)
)p/β(s) ≥ − p
β(s)
α1
(
β′(s)
β(s)
, t,Vs
)
for all s ∈ [0,1], which when integrated gives the shift-Harnack inequality
(Pt f )
p ≤ (Pt( f p ◦F1))exp
(∫ 1
0
p
β(s)
α1
(
β′(s)
β(s)
, t,Vs
)
ds
)
for each t ∈ [0,T ] and positive f ∈ C1
b
(M). Alternatively, from inequality (1.18) and fol-
lowing the calculation in the second part of [19, Proposition 2.3], we deduce
Pt f ≤ Pt( f ◦F1)+
(∫ 1
0
α2(t,Vs)ds
)1/2 √
Pt f 2
for each t ∈ [0,T ] and positive f ∈ C1
b
(M). The shift F1 could be given by the exponential
of a well-behaved vector field; the shifts considered in [19] are of the form x 7→ x+ v, for
some v belonging to the Banach space.
2. Extrinsic Formulae
Suppose now that M is simply a smooth manifold of dimension n. Suppose A0 is a
smooth vector field and
A : M×Rm → TM, (x,e) 7→ A(x)e,
a smooth bundle map over M. This means A( ·)e is a vector field on M for each e ∈Rm, and
A(x) : Rm → TxM is linear for each x ∈ M
For an Rm-valued Brownian motion Bt, sped up by 2 so that d[B,B]t = 2idRmdt, de-
fined on a filtered probability space (Ω,F ,P; (Ft)t∈R+), satisfying the usual completeness
conditions, consider the Stratonovich stochastic differential equation
(2.1) dXt = A0(Xt)dt+A(Xt)◦dBt.
Given an orthonormal basis {ei}mi=1 of Rm set Ai( ·) := A( ·)ei and Bit := 〈Bt,ei〉. Then the
previous equation can be equivalently written
dXt = A0(Xt)dt+
m∑
i=1
Ai(Xt)◦dBit.
There is a partial flow Xt( ·), ζ( ·) associated to (2.1) (see [11] for details) such that for
each x ∈ M the process Xt(x), 0 ≤ t < ζ(x) is the maximal strong solution to (2.1) with
starting point X0(x) = x, defined up to the explosion time ζ(x); moreover using the notation
Xt(x,ω) = Xt(x)(ω) and ζ(x,ω) = ζ(x)(ω), if
Mt(ω) = {x ∈ M : t < ζ(x,ω)}
then there exists Ω0 ⊂Ω of full measure such that for all ω ∈Ω0:
i) Mt(ω) is open in M for each t ≥ 0, i.e. ζ( · ,ω) is lower semicontinuous on M;
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ii) Xt( · ,ω) : Mt(ω)→ M is a diffeomorphism onto an open subset of M;
iii) The map s 7→ Xs( · ,ω) is continuous from [0, t] into C∞(Mt(ω),M) with its C∞-
topology, for each t > 0.
The solution processes X = X(x) to (2.1) are diffusions on M with generator
L := A0+
m∑
i=1
A2i .
We will assume that the equation is non-degenerate, which is to say that A(x) : Rm → TxM
is surjective for all x ∈ M. Then A induces a Riemannian metric on M, the quotient metric,
with respect to which
A(x)∗ = (A(x)|kerA(x)⊥ )−1
and whose inner product 〈· , ·〉 on a tangent space TxM is given by
〈v,u〉 = 〈A(x)∗v,A(x)∗u〉Rm .
2.1. A formula for the differential. Denote by
Pt f (x) := E
[
1{t<ζ(x)} f (Xt(x))
]
the minimal semigroup associated to equation (2.1), acting on bounded measurable func-
tions f . In terms of any linear connection ∇˜ on TM with adjoint ∇˜′ (see (2.5) below), a
solution TXt(x) to the derivative equation
d∇˜
′
TXt(x) = ∇˜TXt(x)A0 dt+
m∑
i=1
∇˜TXt(x)Ai ◦dBit
with TX0(x) = idTxM is the derivative (in probability) at x of the solution flow to (2.1).
Our objective will be to find a formula for PT (V( f )) in terms of TXt. Before doing so, let
us briefly derive the corresponding formula for (dPT )(v). As in Subsection 1.3, let ℓt be
an adapted process with paths in L1,2([0,T ];TxM). By Itoˆ’s formula and the Weitzenbo¨ck
formula (see [4, Theorem 2.4.2]) it follows, according to the procedure of Subsection 1.3,
that
(2.2) (dPT−t f )(TXt(x)ℓt)−
1
2
(PT−t f )(Xt(x))
∫ t
0
〈TXs(x)ℓ˙s,A(Xs(x))dBs〉
is a local martingale, starting at (dPT f )(ℓ0). Choosing ℓt so that (2.2) is a true martingale
with ℓ0 = v and ℓT = 0, we obtain the formula
(2.3) (dPT f )(v) = −
1
2
E
[
1{T<ζ(x)} f (XT (x))
∫ T
0
〈TXs(x)ℓ˙s,A(Xs(x))dBs〉
]
.
This formula is well-known; it is the one given by [15, Theorem 2.4]. Formula (1.8) can
be obtained from it by filtering. Furthermore, it as always possible to choose such ℓt, as in
Subsection 1.3. Now denote by pt(x,y) the smooth heat kernel associated to (2.1) such that
Pt f (x) =
∫
M
f (y)pt(x,y)vol(dy)
where vol(dy) denotes integrationwith respect to the inducedRiemannian volumemeasure.
Since formula (2.3) holds for all smooth functions f of compact support, we deduce from
it the Bismut formula
(d log pT ( ·,y))x(v) = −
1
2
E
[∫ τ∧T
0
〈TXs(x)ℓ˙s,A(Xs(x))dBs〉〉
∣∣∣XT (x) = y
]
,
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the original version of which was given in [1] for compact manifolds. The version stated
here is [15, Corollary 2.5], the non-local version having been earlier given in [6].
2.2. Induced linear connections. There are a number of linear connections naturally as-
sociated to the map A. Firstly, there is the Levi-Civita connection∇ for the induced metric.
Secondly, there is the Le Jan-Watanabe connection, which is given by the push forward
under A of the flat connection on Rm. Its covariant derivative ∇˘ is defined by
(2.4) ∇˘vU = A(x)d
(
A( ·)∗U( ·))x (v)
for a vector field U and v ∈ TxM. Like the Levi-Civita connection, it is adapted to the
induced metric. In fact, all metric connections on TM arise in this way. In addition to the
properties of ∇˘ summarized below, further details of it can be found in [4, 5, 8]. It has
the property that if e ∈ kerA(x)⊥ then ∇˘vAe = 0 for all v ∈ TxM, where by Ae we mean the
section x 7→ A(x)e. It therefore satisfies the Le Jan-Watanabe property
m∑
i=1
∇˘AiAi = 0.
To any linear connection ∇˜ on TM one can associate an adjoint connection ∇˜′ by
(2.5) ∇˜′vU = ∇˜vU − T˜ (v,U)
for v a vector and U a smooth vector field, where T˜ denotes the torsion tensor of ∇˜. The
adjoint of the Le Jan-Watanabe connection will be denoted by ∇ˆ. It therefore satisfies
∇ˆvU = ∇˘vU − T˘ (v,U)
or equivalently ∇˘vU = ∇ˆvU − Tˆ (v,U), where T˘ and Tˆ denote the torsion tensors of ∇˘ and
∇ˆ, respectively; these antisymmetric tensors satisfy T˘ = −Tˆ . By [4, Proposition 2.2.3] the
torsion can be written in terms of A by
(2.6) T˘ (v,u)x = A(x)(dA
∗)x(v,u)
where dA∗ denotes the exterior derivative of the Rm-valued 1-form A∗ : TM → Rm. The
adjoint connection can therefore be written in terms of A by
∇ˆvU = A(x)
(
d
(
A∗( ·)U( ·))x (v)− (dA∗)x(v,U)) .
Besides torsion, we will also encounter several expressions involving curvature, including
R˘ic :=
m∑
i=1
R˘( · ,Ai)Ai
where R˘ denotes the curvature tensor of ∇˘. In particular, [4, Lemma 2.4.3] states for a
smooth 1-form φ that
(2.7)
m∑
i=1
LAiLAiφ = trace∇ˆ2φ−φ(R˘ic)
where L denotes Lie differentiation.
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2.3. Induced differential operators. With respect to the metric induced by A, we set
δ := d∗. For a 1-form φ, the codifferential δ satisfies
(2.8) δφ = −
m∑
i=1
(∇Aiφ)(Ai)
but this relation does not hold with ∇ replaced by ∇ˆ. Nonetheless, for the divergence of a
smooth vector field U we do have
(2.9) divU =
m∑
i=1
〈∇AiU,Ai〉 =
m∑
i=1
〈∇ˆAiU,Ai〉 = trace ∇ˆU
by the adaptedness of ∇˘.
Lemma 2.1. For any smooth vector field U, 1-form φ and linear connection ∇˜ with adjoint
∇˜′.U = ∇˜.U − T˜ ( . ,U) we have
(U +divU)δφ = −δ
(
∇˜∗U + (∇˜′U)∗
)
φ.
Proof. As a linear connection, ∇˜ satisfies
LUφ = ∇˜Uφ+φ(∇˜′U).
Since d commutes with Lie differentiation, we thus have
dU f = LUd f = ∇˜Ud f +d f (∇˜′U) = ∇˜Ud f + (∇˜′U)d f .
By duality this implies
U∗δφ = δ
(
∇˜∗U + (∇˜′U)∗
)
φ
and therefore
(U +divU)δφ = −δ
(
∇˜∗U + (∇˜′U)∗
)
φ
since U∗ = −U −divU. 
With respect to the induced metric, the formal adjoint ∇∗
U
of the differential operator
∇U acting on 1-forms is given by
∇∗U = −∇U −divU.
More generally, we have the following lemma.
Lemma 2.2. For any smooth vector field U and metric connection ∇˜′ with adjoint ∇˜ we
have
∇˜∗U = −∇˜U −divU − T˜ (U, ·)− T˜(U, ·)∗.
Proof. Denoting by µg the Riemannian volume density, the divergence of a vector field U
satisfies LUµg = (divU)µg and thus for compactly supported 1-forms φ,ψ we have
LU (〈φ,ψ〉µg) = 〈∇˜′Uφ,ψ〉µg + 〈φ, ∇˜′Uψ〉µg + (divU)〈φ,ψ〉µg
= 〈∇˜Uφ,ψ〉µg + 〈φ, ∇˜Uψ〉µg + 〈φ(T˜ (U, ·)),ψ〉µg
+
〈
φ,ψ(T˜ (U, ·))
〉
µg + (divU)〈φ,ψ〉µg
from which the result follows, since
∫
M
LU (〈φ,ψ〉µg) = 0, by Stokes’ theorem. 
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The map A also induces a differential operator δˆ, mapping 1-forms to functions by
δˆφ := −
m∑
i=1
ιAiLAiφ.
Since LAiφ = ιAidφ+d(ιAiφ), the generator L can be expressed in terms of δˆ by
(2.10) L = LA0 − (δˆd+dδˆ).
Clearly δˆ2 = 0, so to find an analogue of the second commutation rule in Lemma 1.10 for
δˆ and L it suffices to calculate the Lie derivative of δˆ in the direction A0. This is the main
objective of the remainder of this section. Note that δˆ need not agree with the codifferential
δ. For any smooth vector field U and linear connection ∇˜ with adjoint ∇˜′ we have
(2.11) LUφ = (∇˜Uφ)+φ(∇˜′U)
and therefore
(2.12) δˆφ = −
m∑
i=1
(∇ˆAiφ)(Ai)−
m∑
i=1
φ(∇˘AiAi) = −
m∑
i=1
(∇ˆAiφ)(Ai)
or alternatively
(2.13) δˆφ = −
m∑
i=1
(∇˘Aiφ)(Ai)−
m∑
i=1
φ(∇ˆAiAi) = −
m∑
i=1
(∇˘Aiφ)(Ai)
by the Le Jan-Watanabe property and the fact that T˘ (Ai,Ai) = 0. Applying (2.11) to the
Levi-Civita connection gives
δˆφ = −
m∑
i=1
(∇Aiφ)(Ai)−
m∑
i=1
φ(∇AiAi)
and so by (2.8) we have
(2.14) δˆφ = δφ−φ

m∑
i=1
∇AiAi

which expresses the difference of the operators δ and δˆ.
Lemma 2.3. For any smooth vector field U and 1-form φ we have(
U + trace∇ˆU
)
δˆφ = δˆ
(
∇ˆU − (∇˘U)∗− T˘ (U, ·)− T˘ (U, ·)∗+ trace∇ˆU
)
φ+φ(UA)
where the vector field UA is defined by
UA := −
m∑
i=1
(
(∇ˆU)∗+ ∇ˆU
)
(∇AiAi)−
m∑
i=1
[U,∇AiAi].
Proof. By Lemmas 2.1 and 2.2 we have
(U +divU)δφ = δ(∇ˆU +divU + Tˆ (U, ·)+ Tˆ (U, ·)∗− (∇˘U)∗)φ.
By (2.14) we have
(U +divU)δφ = (U +divU)δˆφ+ (divU)φ(∇AiAi)
+ (∇ˆUφ)(∇AiAi)+φ(∇ˆU∇AiAi)
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and
δ
(
∇ˆU +divU + Tˆ (U, ·)+ Tˆ(U, ·)∗− (∇˘U)∗
)
φ
= δˆ
(
∇ˆU +divU − T˘ (U, ·)− T˘(U, ·)∗− (∇˘U)∗
)
φ+ (∇ˆUφ)(∇AiAi)
+
(
(divU − T˘ (U, ·)− T˘(U, ·)∗− (∇˘U)∗)φ
)
(∇AiAi).
Rearranging, the result follows by equation (2.9). 
Note that the vector field AA
0
appears to depend on the Levi-Civita connection via the
sum of the vector fields ∇AiAi. It is clear that all other objects appearing in the definition
of AA
0
can be calculated explicitly in terms of A and A0, by formula (2.4). The following
lemma, combined with formula (2.6), shows that the sum of the vector fields ∇AiAi can
also be expressed directly in terms of A.
Lemma 2.4. We have
m∑
i=1
∇AiAi = −
m∑
i=1
T˘ ( · ,Ai)∗(Ai)
where T˘ denotes the torsion of the Le Jan-Watanabe connection.
Proof. Suppressing the summation over i, the Le Jan-Watanabe property implies
∇AiAi = ∇˘AiAi− K˘(Ai,Ai) = −K˘(Ai,Ai)
where K˘ denotes the contorsion tensor of ∇˘. The contorsion tensor measures the extent
to which a metric connection fails to be the Levi-Civita connection, vanishing if the con-
nection is torsion free. It is discussed in [10] and [12]. The components of K˘ satisfy
K˘i
j j
= T˘ i
j j
, which is to say
K˘(Ai,Ai) =
(
T˘ ( ·,Ai)♭
)
(Ai)
♯,
where ♭ and ♯ are the musical isomorphisms associated to the induced metric. This implies
〈K˘(Ai,Ai),U〉 = 〈T˘ (U,Ai),Ai〉
for all smooth vector fields U, and therefore
K˘(Ai,Ai) = T˘ ( ·,Ai)∗(Ai)
as required. 
Consequently
(2.15) AA0 =
m∑
i=1
(
∇ˆA0+ (∇ˆA0)∗
)(
T˘ ( · ,Ai)∗(Ai)
)
+ [A0, T˘ ( · ,Ai)∗(Ai)].
2.4. Commutation formula. We have, in summary, the following commutation rule, ex-
tending formula (1.9).
Proposition 2.5. For any smooth 1-form φ we have
(
L + trace∇ˆA0
)
δˆφ
= δˆ
(
trace ∇ˆ2+ ∇ˆA0 − R˘icA0 − ∇ˆA0− (∇ˆA0)∗ + trace∇ˆA0
)
φ+φ(AA0 )
where the vector field AA
0
is given by (2.15) and R˘icA0 := R˘ic− ∇˘A0.
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Proof. The claim follows from Lemmas 2.3 and 2.4 and the relations (2.7) and (2.10). 
Finally, note that for a smooth function f , the codifferential δ satisfies
〈d f ,φ〉 = f δ(φ)− δ( fφ).
We will need an analogous formula for δˆ, as given by the following lemma.
Lemma 2.6. For any smooth function f we have
〈d f ,φ〉 = f δˆ(φ)− δˆ( fφ).
Proof. Suppressing notationally the summation over i, we have
δˆ( fφ) = −ιAiLAi( fφ)
= −ιAi
(
ιAid( fφ)+d(ιAi fφ)
)
= −ιAi
(
ιAi(d f ∧φ+ f dφ)+φ(Ai)d f + f d(φ(Ai))
)
= −ιAiιAi(d f ∧φ)−φ(Ai)d f (Ai)+ f δˆ(φ)
= −〈d f ,φ〉+ f δˆ(φ)
since ιAi ιAi(d f ∧φ) = 0. 
Now we are in a position to deduce formulae for the induced differential operator in
terms of the derivative flow TXt.
2.5. A formula for the induced differential operator. We must now assume equation
(2.1) is complete, which is to say ζ(x) =∞, almost surely. For a bounded smooth 1-form α
suppose αt satisfies
∂tαt = (trace∇ˆ2 + ∇ˆA0 − R˘icA0 − ∇ˆA0− (∇ˆA0)∗ + trace∇ˆA0)αt
with α
0
= α and that Ξt(x) : TxM→ TXt(x)M solves the covariant Itoˆ equation
d∇ˆΞt(x) = −
(
R˘icA0 + ∇ˆA0+ (∇ˆA0)∗ + trace∇ˆA0
)
(Ξt(x))dt+
m∑
i=1
∇˘Ξt(x)Ai dB jt
along the paths of Xt(x) with Ξ0 = idTxM . Fixing T > 0, by Itoˆ’s formula we have
d(αT−t(Ξt(x))) =
m∑
i=1
∇ˆAiαT−t(Ξt(x))dBit+ ∇ˆA0αT−t(Ξt(x))dt+∂tαT−t(Ξt(x))dt
+ trace∇ˆ2αT−t(Ξt(x))dt+αT−t(d∇ˆΞt(x))
=
m∑
i=1
((∇ˆAiαT−t) · +αT−t(∇˘.Ai))(Ξt(x))dBit.
(2.16)
It follows that α
T−t(Ξt(x)) is a local martingale, starting at αT . Furthermore, according to
equation (26) in [5], for the derivative process TXt(x) we have
d∇ˆTXt(x) = −R˘ic(TXt(x))dt+ ∇˘TXt(x)A0 dt+
m∑
i=1
∇˘TXt(x)Ai dBit
and therefore, by the variation of constants formula, we have
Ξt(x) = TXt(x)−TXt(x)
∫ t
0
TXs(x)
−1 ((∇ˆA0+ (∇ˆA0)∗+ trace∇ˆA0)(Ξs(x)))ds.
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Thus it is possible to calculate Ξt(x) without using the parallel transport implicit in the
original equation. Moreover, if the vector field A0 vanishes then Ξt(x) is given precisely by
the derivative process TXt(x).
Proposition 2.7. Suppose ht is an adapted process with paths in L
1,2([0,T ];R). Then
δˆαT−tht −
∫ t
0
hsαT−s(A
A
0 )ds
+
1
2
αT−t
(
Ξt(x)
∫ t
0
(
h˙s− (trace∇ˆA0)(Xs(x))hs
)
Ξs(x)
−1A(Xs(x))dBs
)(2.17)
is a local martingale, starting at δˆα
T
h0, where the vector field A
A
0
is given by (2.15).
Proof. Set
At := exp
(∫ t
0
(trace∇ˆA0)(Xs(x))ds
)
and define ℓt := A
−1
t ht. By equation (2.16), integration by parts and formula (2.12), we
have, suppressing the summation over i, that
d
(
αT−t
(
Ξt(x)
1
2
∫ t
0
Asℓ˙sΞs(x)
−1A(Xs(x))dBs
))
m
=
1
2
((
(∇ˆAiαT−t) . +αT−t(∇˘.Ai)
)
(Ξt(x))dB
i
t
) (
At ℓ˙tΞt(x)
−1A j(Xt(x))dB
j
t
)
=
(
(∇ˆAiαT−t)Ai+αT−t(∇˘AiAi)
)
Atℓ˙t dt
= (∇ˆAiαT−t)AiAtℓ˙t dt
= −(δˆαT−t)Atℓ˙t dt
(2.18)
where
m
= denotes equality modulo the differential of a local martingale. By Proposition 2.5
and Itoˆ’s formula we have
d(AtδˆαT−t)
m
= Atδˆ∂tαT−t dt+At(L + trace∇ˆA0)δˆαT−t dt = AtαT−t(AA0 )dt
which implies
nt := At δˆαT−t −
∫ t
0
AsαT−s(A
A
0 )ds
is a local martingale, starting at δˆα
T
. This implies
d(ntℓt)
m
= ntℓ˙t dt
= (δˆαT−t)Atℓ˙t dt− ℓ˙t
∫ t
0
AsαT−s(A
A
0 )dsdt.
Substituting the definition of nt into the left-hand side and performing integration by parts
to the second term on the right-hand side implies
(2.19) δˆαT−tht −
∫ t
0
(δˆαT−s)Asℓ˙s ds−
∫ t
0
hsαT−s(A
A
0 )ds
is another local martingale. Since
ℓ˙t = A
−1
t
(
h˙t − (trace∇ˆA0)(Xt(x))ht
)
,
substituting formula (2.18) into the second term in (2.19) completes the proof. 
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Theorem 2.8. Suppose ht is any adapted process with paths in L
1,2([0,∞);R) such that
h0 = 0 and hT = 1 and that α is a bounded smooth 1-form. Suppose (2.1) is complete and
that the local martingales α
T−t(Ξt) and (2.17) are true martingales. Then
PT (δˆα) = −
1
2
E
[
α
(
ΞT
∫ T
0
Ξ−1t
((
h˙t − (trace∇ˆA0)(Xt)ht
)
A(Xt)dBt+2htA
A
0 dt
))]
.
Proof. By (2.16) we have
αT−t(Ξt) = α(ΞT )−
∫ T
t
((∇ˆAiαT−s) . +αT−s(∇˘.Ai)) (Ξt)dBit
and therefore
E
[∫ T
0
αT−t(ΞthtΞ
−1
t A
A
0 )dt
]
= E
[
α
(
ΞT
∫ T
0
htΞ
−1
t A
A
0 dt
)]
since α
T−t(Ξt) is assumed to be a martingale. The result now follows from Proposition 2.7,
by taking expectations. 
In analogy with Lemma 1.14, an integrability assumption on h plus suitable bounds on
∇ˆA0, trace ∇ˆA0, AA0 and δˆα and on the moments of TXt and TX−1t would be sufficient to
guarantee that α
T−t(Ξt) and (2.17) are true martingales.
Corollary 2.9. Suppose f is a bounded smooth function. Suppose V is a bounded smooth
vector field with
∑m
i=1 Ai〈V,Ai〉 bounded. Then, under the assumptions of Theorem 2.8 with
α = f V♭, we have
PT (V( f )) = −
m∑
i=1
E
[
f (XT )Ai〈V,Ai〉(XT )
]
+
1
2
E
[
f (XT )
〈
V , ΞT
∫ T
0
Ξ−1t
((
h˙t − (trace∇ˆA0)(Xt)ht
)
A(Xt)dBt+2htA
A
0 dt
)〉]
with
Ξt = TXt −TXt
∫ t
0
TX−1s
(
(∇ˆA0)∗+ ∇ˆA0+ trace∇ˆA0
)
(Ξs)ds,
AA0 =
m∑
i=1
(
(∇ˆA0)∗+ ∇ˆA0
) (
T˘ ( ·,Ai)∗(Ai)
)
+
[
A0, T˘ ( · ,Ai)∗(Ai)
]
,
where the operators ∇ˆA0 and T˘ ( ·,Ai) are given at each x ∈ M and v ∈ TxM by
∇ˆvA0 = A(x)
(
d
(
A∗( ·)A0( ·)
)
x (v)− (dA∗)x(v,A0)
)
,
T˘ (v,Ai)x = A(x)(dA
∗)x(v,Ai).
Proof. This follows from Theorem 2.8. In particular, Lemma 2.6 implies
V( f ) = f δˆ(V♭)− δˆ( f V♭)
while formula (2.13), the Le Jan-Watanabe property and the adaptedness of ∇˘ imply
δˆ(V♭) = −
m∑
i=1
〈∇˘AiV,Ai〉 = −
m∑
i=1
Ai〈V,Ai〉.
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Note that if (2.1) is a gradient system then L = ∆+A0 and A
A
0
vanishes and
m∑
i=1
Ai〈V,Ai〉 = divV.
In this case, since trace ∇ˆA0 = divA0, Corollary 2.9 yields the unfiltered version of Corol-
lary 1.17.
Corollary 2.10. Under the assumptions of Corollary 2.9 we have
(
d log pT (x, ·)
)
y(v) = −
〈
v,
m∑
i=1
T˘ ( ·,Ai)∗(Ai)(y)
〉
− 1
2
〈
v,E
[
ΞT
∫ T
0
Ξ−1t
((
h˙t − (trace∇ˆA0)(Xt)ht
)
A(Xt)dBt+2htA
A
0 dt
) ∣∣∣∣∣XT (x) = y
]〉
for all v ∈ TyM where the various terms appearing in the right-hand side can be calculated
as in Corollary 2.9.
Proof. Since Corollary 2.9 holds for all smooth functions f and vector fields V of compact
support, and since by Lemma 2.6
f δˆ(V♭)− δˆ( f V♭) = V( f ) = f δ(V♭)− δ( f V♭),
the result follows from equation (2.14), Lemma 2.4 and Corollary 2.9. 
Example 2.11. Consider the special case in which M = Rn. Denote by qT (x,y) the smooth
density of XT (x) with respect to the standard n-dimensional Lebesgue measure. Recall that
pT (x,y) denotes the density with respect to the induced Riemannian measure. It follows
that
qT (x,y) = pT (x,y)ρ
1/2(y)
where ρ(y) denotes the absolute value of the determinant of the matrix{〈A∗∂i,A∗∂ j〉Rm (y)}ni, j=1
in which {∂i}ni=1 denotes the standard basis of vector fields on Rn. Consequently(
d logqT (x, ·)
)
y (v) =
(
d log pT (x, ·)
)
y (v)+
(
d logρ1/2( ·))y(v)
with the first term on the right-hand side given, in terms of the inducedmetric, by Corollary
2.10.
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