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Abstract
A graph is called equistable when there is a non-negative weight function on its vertices such
that a set S of vertices has total weight 1 if and only if S is maximal stable. We characterize
those series–parallel graphs that are equistable, generalizing results of Mahadev et al. about
equistable outer-planar graphs.
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1. Introduction
The equistable graphs were introduced by Payan [5] and further studied by Mahadev
et al. [3]. They are also discussed in [2]. They appear as a generalization of threshold
graphs. A graph is called threshold if there is a non-negative weight function on its
vertices such that each stable (independent) set of vertices has total weight at most 1,
and each non-stable set of vertices has a total weight exceeding 1. It follows from the
results of Orlin [4] that the weight function can then be chosen as strictly positive and
such that all (inclusion-wise) maximal stable sets have a total weight of exactly 1 (and
so the non-maximal stable sets have a total weight smaller than 1, and the non-stable set
have a total weight larger than 1). The book [2] discusses threshold graphs extensively.
In this paper all graphs and multigraphs are undirected and loopless; multigraphs may
contain parallel edges and graphs may not.
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Denition 1. A graph G=(V; E) is equistable if there is a non-negative weight function
w on V such that a set S ⊆ V satisDes w(S) ≡ ∑v∈S w(v) = 1 if and only if S is
maximal stable.
Thus if S is a non-maximal stable set then w(S)¡ 1, and if S is a non-stable set
then w(S)¿ 1 or w(S)¡ 1.
The problem of recognizing equistable graphs in polynomial time is still open. As
pointed out by Igor Zverovich [7], there is an exponential-time algorithm to recognize
an equistable graph as follows. Using linear programming, check whether the polytope
deDned by w¿ 0 and w(S) = 1 for all maximal stable sets S is empty, and whether
it is contained in any of the hyperplanes w(T ) = 1 for the non-empty sets T that are
not maximal stable. The graph in question is equistable if and only if the answers to
all these questions are negative (for the “if ” part, use volume considerations, as in [3]
or [2]). As for polynomial-time recognition, we do not even know that recognizing
an equistable graph is in NP. Nevertheless, many results are known about equistable
graphs.
Denition 2 (Mahadev et al. [3]). A graph G=(V; E) is strongly equistable if for each
set ∅ = T ⊆ V such that T is not maximal stable, and for each constant c6 1, there
is a non-negative weight function w on V such that w(S) = 1 for each maximal stable
set S, and w(T ) = c.
Theorem 3 (Mahadev et al. [3]). The strongly equistable graphs are equistable.
Conjecture 4 (Mahadev et al. [3]). The equistable graphs are strongly equistable.
Mahadev et al. veriDed Conjecture 4 for a class of graphs containing all perfect
graphs. In addition they showed that the strongly equistable graphs are closed
under disjoint unions and joins, and therefore the cographs (the graphs without
induced P4, the path on 4 vertices) are strongly equistable. They also gave a
necessary condition for equistability and a suIcient condition for strong equistability as
follows.
Theorem 5 (Mahadev et al. [3]). Each equistable graph satis:es the following condi-
tion.
For each induced P4 on the vertices a; b; c; d; each maximal stable
set containing the end-vertices a and d has a common neighbor of
the middle vertices b and c:
(1)
We say that an induced P4 on the vertices a; b; c; d is a bad P4 if some maximal
stable set contains the end-vertices a and d, but does not contain a common neighbor
of the middle vertices b and c.
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Theorem 6 (Mahadev et al. [3]). Let G be a graph satisfying the following condition.
G has a maximal stable set S such that two vertices outside S are
adjacent if and only if they have a common neighbor in S: (2)
Then G is strongly equistable.
We shall have occasion to use a condition equivalent to (2). Recall that a vertex is
called simplicial if its neighbors form a clique. A simplicial clique is a clique induced
by a simplicial vertex and all its neighbors.
Theorem 7 (Mahadev et al. [3]). A graph G satis:es (2) if an only if it satis:es the
following.
Each edge of G belongs to a simplicial clique; or equivalently
every two adjacent non-simplicial vertices have a common simplicial
neighbor in G:
(3)
We remark that Condition (2) is not necessary for strong equistability, as can be
seen from the cycle C4, which does not satisfy (2), yet is strongly equistable by being
a cograph.
A cut-vertex of a multigraph is a vertex whose deletion increases the number of
connected components. A connected multigraph without cut-vertices is 2-connected. A
2-connected component of a multigraph is a maximal 2-connected sub-multigraph. The
same deDnitions apply to graphs.
Using Theorems 5 and 6, Mahadev et al. were able to characterize equistability and
strong equistability and to verify Conjecture 4 for various families of graphs, including
outer-planar graphs (graphs that can be embedded in the plane with all vertices on
the boundary of the inDnite region). To describe their result on the latter family, we
deDne a <ower as a graph consisting of an even cycle x1; x2; : : : ; x2k , k¿ 2, together
with the chords x1x3; x3x5; : : : ; x2k−1x1 joining consecutive odd-numbered vertices along
the cycle. Note that the Jowers satisfy Condition (3).
Theorem 8 (Mahadev et al. [3]). Let G be an outer-planar graph. Then the following
conditions are equivalent.
(1) G is equistable;
(2) G is strongly equistable;
(3) each 2-connected component C of G is a square C4, or a clique (necessarily of
cardinality at most 3), or a <ower; if C is a square, then its vertices are not
cut-vertices of G; if C is a clique, then some vertex of C is not a cut-vertex of
G; if C is a <ower, then the vertices of degree 2 in C are not cut-vertices of G.
Peled and Rotics [6] veriDed Conjecture 4 for chordal graphs (independently of their
perfection), and showed that a chordal graph is equistable if and only if it satisDes
Condition (3).
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Denition 9. A (loopless) multigraph G is a series–parallel multigraph if each 2-
connected component of G is an isolated vertex or a single edge or can be generated
from two parallel edges by the operations of subdividing an edge (replacing it by
two edges in series) and doubling an edge (replacing it by two edges in parallel). A
series–parallel graph is a simple series–parallel multigraph, namely one without loops
and multiple edges.
The following characterization of series–parallel graphs is well-known, see [1].
Theorem 10 (DuIn). A graph is series–parallel if and only if it does not contain a
subdivision of K4, namely a subgraph obtained by repeatedly subdividing edges of K4.
Since K4 is not outer-planar, the outer-planar graphs are series–parallel. In this paper
we extend Theorem 8 from outer-planar graphs to all series–parallel graphs. This is
done in three stages: Theorem 12 for 2-connected series–parallel graphs, Theorem 14
for connected series–parallel graphs, and Theorem 15 for general series–parallel graphs.
These results verify Conjecture 4 for series–parallel graphs, and give a linear-time
recognition algorithm of equistability for series–parallel graphs.
2. Results
We begin by a useful lemma.
Lemma 11. Let G be a series–parallel graph satisfying (1), and let a; b; c; d be an
induced P4 in G. Then the middle vertices b; c have a common neighbor t such that
each neighbor of t is a neighbor of at least one of the end-vertices a; d.
Proof. Let t1; t2; : : : be all the common neighbors of b; c. Assume that each ti has a
neighbor si such that si is a neighbor of neither a nor d, if possible. The vertices si
are distinct and not adjacent to each other, because if si and sj coincide or are adjacent
for some i = j, then G has a subdivision of K4 on b; c; ti; tj (using the path ti; si; sj; tj),
contradicting Theorem 10. Therefore the set consisting of a; d and all the si is stable,
and can be extended to a maximal stable set S. This S cannot contain any of the ti,
and this contradicts (1).
A multisquare is the join of an edgeless graph on two vertices with an edgeless
graph on two or more vertices, as shown in Fig. 1.
Theorem 12. Let G be a 2-connected series–parallel graph. Then the following con-
ditions are equivalent.
(1) G is equistable;
(2) G is strongly equistable;
(3) either G is a multisquare, or else the simplicial cliques of G cover the edges
of G.
Ephraim Korach, Uri N. Peled /Discrete Applied Mathematics 132 (2004) 149–162 153
Fig. 1. Multisquare.
Fig. 2. Convention: degree-2 vertex.
Remark 13. In a 2-connected graph G, if a vertex of degree 2 is not simplicial, then
its two neighbors cannot be simplicial, and consequently the simplicial cliques do
not cover the edges. Therefore, unless G is a multisquare, Condition 3 of Theorem
12 implies that the vertices of degree at most 2 are simplicial in G. Conversely,
in a series–parallel graph, the simplicial vertices always have degree at most 2 by
Theorem 10.
Proof of Theorem 12. Condition 2 always implies Condition 1 by Theorem 3.
To see that Condition 3 implies Condition 2, we note Drst that multisquares are
cographs and therefore strongly equistable. If G is not a multisquare, then by Condition
3 its simplicial cliques cover its edges, and hence it is strongly equistable by Theorems
6 and 7.
It remains to show that Condition 1 implies Condition 3. In fact, the proof will show
that (1) implies Condition 3, which is enough by Theorem 5.
If G has a vertex of degree 0 or 1, then G is K1 or K2 by 2-connectivity, and
Condition 3 follows. Therefore we may assume that all vertices of G have degrees of
2 or more.
In our diagrams below, we indicate a vertex of G of degree 2 by a gray-Dlled circle,
as shown in Fig. 2.
Consider any vertex x of degree 2, with neighbors y and z. Assume that yz ∈ E.
Then y and z have the same neighbors, for otherwise we have a bad P4. We assert
that every neighbor of y and z has degree 2. Indeed, suppose y and z had a neighbor
v of degree 3 or more, so that v has a neighbor w = x; y; z; v. Then either w is a
neighbor of y and z, in which case we have a subdivision of K4 on y; v; w; z (using
the path y; x; z) contradicting Theorem 10, or else w is a non-neighbor of y and z. In
the latter case x; y; v; w induce a P4, and this P4 is bad, because any common neighbor
t of y and v would also be a neighbor of z, and we would have a subdivision of K4
on y; t; v; z (using the path y; x; z). Fig. 3 illustrates these arguments.
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Fig. 3. Degree-2 non-simplicial vertex.
y z
in G
becomes
y z
in G0
Fig. 4. Convention: green edge in G0.
This proves the assertion, which implies that G is a multisquare, and condition 3
holds.
So from now on we may assume that each vertex of degree 2 and its two neighbors
induce a K3. If one of the neighbors has degree 2, then G is a K3 by 2-connectivity,
and Condition 3 holds. Therefore we assume that each vertex of degree 2 is simplicial,
and its two neighbors have degrees of 3 or more.
Consider any edge yz such that there is at least one vertex x of degree 2 whose
neighbors are y and z. For each such simplicial vertex x, we perform a series reduction
(replacing x and the edges xy and xz with a new edge parallel to yz). Then we perform
a parallel reduction of all these new edges parallel to yz (removing them). Finally we
color the edge yz green (thick gray in our diagrams) to indicate that originally there
were vertices x as above. All edges that were not colored green by this process are
colored red (thin solid in our diagrams). Clearly these operations produce a graph G0
that is still 2-connected, and by DeDnition 9 series–parallel as well. The construction
is illustrated in Fig. 4.
Since G is a 2-connected series–parallel graph, and all its degrees are 2 or more, it
has a vertex of degree 2 by DeDnition 9. Therefore G0 has at least one green edge. Our
goal is to show that all the edges of G0 are green, which will show that the simplicial
cliques of the vertices of degree 2 in G cover the edges of G, so that Condition 3 is
satisDed. Therefore we assume that G0 has some red edges, and obtain a contradiction.
Case 1: G0 has a red edge adjacent to a green edge at each end. The two green
edges may or may not share an endpoint, as shown in Fig. 5.
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Fig. 5. Case 1 in G0.
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Fig. 6. Case 1 in G.
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Fig. 7. Arguing in Case 1.
The corresponding situation in G is shown in Fig. 6.
The vertices b; c; d; e induce a P4. By Lemma 11 some vertex t = a; b; c; d; e; f is
adjacent to c; d and has all its other neighbors among a and f. Since the edge cd is
red in G0, the degree of t is 3 or more, so t is adjacent to a or to f, say to a without
loss of generality. Fig. 7 illustrates the situation so far.
We see that in the case of a=f, there is a K4 on the vertices c; d; t; a, so this case is
impossible. In the case of a = f, we must have ad ∈ E, for otherwise there is a K4 on
the vertices a; c; d; t. Therefore the vertices b; a; t; d induce a P4. It follows that there
must be a vertex that is adjacent to its middle vertices a; t, but not to its end-vertices
b; d. However, there is no such vertex, since all the neighbors of t are among a; c; d; f.
This shows that Case 1 leads to a contradiction, as illustrated in Fig. 8.
Case 2: G0 has no red edge adjacent to a green edge at each end. Since G0 has
green and red edges, it has a green edge adjacent to a red edge by connectivity. At
the other end of the red edge there is another red edge, by the 2-connectivity of G0
and Case 2. This is illustrated in Fig. 9.
We deal Drst with the second picture, that of a red–red–green triangle in G0. The
corresponding situation in G is illustrated in Fig. 10.
If d were of degree 2 in G, it would not appear in G0 at all, so d has a neighbor
e = a; b; c. Vertex e can be adjacent to at most one of a and c, for otherwise G would
have a K4.
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Fig. 8. Conclusion of Case 1.
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Fig. 9. Case 2 in G0.
d
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b
Fig. 10. Red–red–green triangle in G0.
Consider the case that e is adjacent to c, but not to a (switching a and c leads to
a symmetric case), as illustrated in Fig. 11.
The vertices b; a; d; e induce a P4. By Lemma 11 there is a common neighbor t of
a; d such that each neighbor of t is a neighbor of b or e. It follows that t = a; b; c; d; e.
The vertex t cannot be adjacent to c, otherwise a; c; d; t induce a K4. But the degree
of t is 3 or more, since the edge ad is red in G0. Therefore t must have a neighbor
s = a; b; c; d adjacent to e. Now the vertices a; c; d; e create a subdivision of K4 (using
the path a; t; s; e), as illustrated in Fig. 12.
This settles the case that e is adjacent to one of a and c. Now consider the case
that e is not adjacent to any of them, illustrated in Fig. 13.
As before, we have a vertex t = a; b; c; d; e adjacent to a and d but not to c,
and a vertex s = a; b; c; d adjacent to t and e. By symmetry we also have a ver-
tex q = a; b; c; d; e adjacent to c and d but not to a, and a vertex p = a; b; c; d
adjacent to q and e. Now the vertices a; c; d; t create a subdivision of K4 (using the
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Fig. 11. First subcase of Case 2.
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Fig. 12. Conclusion of Drst subcase of Case 2.
d
a
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e
c
Fig. 13. Second subcase of Case 2.
not-necessarily-simple path t; s; e; p; q; c, which does not go through a or d). Fig. 14
illustrates the situation.
This settles the case that G0 has a red–red–green triangle. The remaining case is
that G0 has no triangle with both colors, and no green–red–green path. Under these
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Fig. 14. Conclusion of second subcase of Case 2.
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P
c e
Fig. 15. The remaining case in G0.
conditions, consider again a green edge ac adjacent to a red edge cd in G0. Since c
is not a cut vertex, there is a path P from d to a that does not go through c. The Drst
edge de of P is red, and therefore e = a. The path P and the path a; c; d constitute a
closed path C. We choose the vertices a; c; d and the path P with the above properties
in such a way that C is as short as possible. In particular, C is a simple cycle.
Fig. 15 illustrates the situation in G0.
The situation in G looks similar, and there is a vertex b of degree 2 adjacent to a
and c. The edge ad does not exist, because it would close a red–red–green or green–
green–red triangle in G0. The edge ce does not exist, because if it is green, it would
close a red–red–green triangle in G0, and if it is red, it would constitute a shortcut
enabling a choice of a shorter cycle than C.
The vertices b; c; d; e induce a P4 in G. By Lemma 11 there is a vertex t adjacent
to c and d such that each neighbor of t is adjacent to b or e. Therefore t = a; b; c; d; e.
Since edge cd is red in G0, the degree of t in G is 3 or more. Therefore t remains
a vertex in G0 and the triangle cdt is red. It follows that t does not lie on the path
P, for otherwise ct would constitute a shortcut in C. The edge ta does not exist in
G, otherwise the vertices a; c; d; t would create a subdivision of K4 (using the path P).
Since the degree of t is 3 or more, it has a neighbor s = a; b; c; d, which must be a
neighbor of e (since it cannot be a neighbor of b). If s lies on P, then the vertices
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Fig. 16. Conclusion of the proof.
c; d; s; t create a subdivision of K4 (using the paths d; e; s and the subpath of P from
s to a followed by ac). If s does not lie on P, then the vertices c; d; e; t create a
subdivision of K4 (using the paths e; s; t and the subpath of P from e to a followed by
ac). This concludes the proof, as illustrated in Fig. 16.
Now we relax the 2-connectivity assumption of Theorem 12 to simple connectivity.
Theorem 14. Let G be a connected series–parallel graph. Then the following condi-
tions are equivalent.
(1) G is equistable;
(2) G is strongly equistable;
(3) either G is a multisquare, or else each 2-connected component C of G satis:es
the following:
(1) the simplicial cliques of C cover the edges of C;
(2) if C is a clique (necessarily of cardinality at most 3), then some vertex of
C is not a cut-vertex of G, and otherwise the vertices of degree 2 in C are
not cut-vertices of G.
Proof. Once again, Condition 2 always implies Condition 1 by Theorem 3.
We show that Condition 3 implies Condition 2 as follows. If G is a multisquare,
then it is a cograph and therefore strongly equistable. Otherwise consider a 2-connected
component C of G. If C is a clique, then by Condition 3(b) some vertex of C is not a
cut-vertex of G. This vertex remains simplicial in G and its simplicial clique is still the
entire C, so the edges of C are covered by the simplicial cliques of G. Now assume
C is not a clique. The simplicial vertices of C (considered as a graph by itself) are
precisely the vertices of degree 2 in C by Remark 13. Their simplicial cliques cover
the edges of C by Condition 3(a). These vertices are not cut-vertices in G by Condition
3(b), and therefore remain simplicial in G. Hence again the edges of C are covered
by the simplicial cliques of G. Thus in all cases, the simplicial cliques of G cover all
the edges of G, and G is strongly equistable by Theorems 6 and 7.
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Fig. 17. C is not a clique in Condition 3(b), yet a is a cut-vertex.
It remains to show that Condition 1 implies Condition 3. We know that Condition
1 implies (1) by Theorem 5. It is easy to see that since (1) holds for G, it also holds
for each 2-connected component of G, considered as a graph by itself. In the proof of
Theorem 12 we showed that as a consequence, each 2-connected component of G is a
multisquare or else it has the property that its simplicial cliques cover its edges. It is
easy to see that if a 2-connected component C is a multisquare and any vertex of C is
a cut-vertex of G, then there is a bad P4 in G. Therefore if a 2-connected component
of G is a multisquare, it is the entire graph G by connectivity, and Condition 3 holds.
Now assume no connected component of G is a multisquare. Then in each 2-connected
component C, the simplicial cliques of C cover the edges of C, and Condition 3(a)
holds.
We continue to show Condition 3(b). Suppose C is a K2 with vertices a and b.
If a; b have neighbors a′; b′ respectively in other (necessarily distinct) 2-connected
components, then a′; a; b; b′ is a bad P4, because there is no common neighbor of a; b.
Therefore one of a and b is not a cut-vertex, as stated by Condition 3(b). Suppose
C is a K3 with vertices a; b; c. If a; b; c have neighbors a′; b′; c′ respectively in other
(necessarily distinct) 2-connected components, then the P4 a′; a; b; b′ is bad, because the
stable set a′; b′; c′ can be extended to a maximal stable set, which cannot contain the
only common neighbor of a; b, namely c. Therefore one of a; b; c is not a cut-vertex,
as stated by Condition 3(b).
Finally suppose C is not a clique. We have to show that the simplicial vertices of
C are not cut-vertices of G. We assume that a simplicial vertex a of C (necessarily
of degree 2 in C) is a cut-vertex in G and derive a contradiction. Let b; c be the two
neighbors of a in C, and let x be a neighbor of a not in C, as shown in Fig. 17, where
a gray circle indicates a vertex having degree 2 in C.
We consider the same reduction of C as in the proof of Theorem 12, transforming
C into a graph C0 with green edges only. We distinguish two cases depending on the
number of edges of C0.
If C0 has only one edge (namely bc), then every vertex of C other than b and c is
a neighbor of b and c. Since C is not a clique, it has another vertex d of degree 2
adjacent to b and c, and we see that x; a; b; d is a bad P4 in G, as illustrated in Fig. 18.
If C0 has more than the edge bc, then by 2-connectivity it has edges of the form bd
and ce. The situation in C is then as shown in Fig. 19, where vertices d and e might
coincide.
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Fig. 18. C0 has only one edge.
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Fig. 19. C0 has more than one edge.
We have a P4 x; a; c; g, and the only vertex of G adjacent to its middle vertices is
b. However, the stable set {x; g; f} containing its end-vertices can be extended to a
maximal stable set, and the latter cannot contain b, so our P4 is bad.
We can now do away with the connectivity assumption in Theorem 14.
Theorem 15. Let G be a series–parallel graph. Then the following conditions are
equivalent.
(1) G is equistable;
(2) G is strongly equistable;
(3) each connected component of G satis:es Condition 3 of Theorem 14.
Proof. Condition 2 always implies Condition 1 by Theorem 3.
Condition 1 implies (1) by Theorem 5. It is easy to see that since (1) holds for G,
it also holds for each connected component of G when considered as a graph by itself.
Since in proving Theorem 14 we used its Condition 1 only to establish (1), the fact
that (1) holds for each connected component implies Condition 3.
Condition 3 implies that each connected component of G is strongly equistable by
Theorem 14. Since the strongly equistable graphs are closed under disjoint union, this
implies Condition 2.
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