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En esta tesis se abordan posibles soluciones para la navegación reactiva del robot
móvil terrestre Andábata, cuyo principal sensor exteroceptivo es un escáner láser
tridimensional (3D), a baja velocidad en entornos naturales, donde se presentan
numerosos retos debido a la complejidad del terreno.
Con este fin, se emplea el Robot Operating System (ROS) para organizar el
software del robot y procesar la información procedente de los sensores a bordo y
llevar a cabo diversas estrategias de navegación.
La primera estrategia consiste en construir mapas de elevación borrosos que
describan el entorno cercano al veh́ıculo. Dicha estrategia es bastante novedosa pero
conlleva una alta carga computacional que reduce la reactividad del robot.
Para aliviar esta carga, se propone el entrenamiento clasificadores de transitabi-
lidad del terreno mediante aprendizaje supervisado. Para ello es necesario disponer
de nubes de puntos 3D etiquetadas sin error que se han generado de forma sintética
en el simulador robótico Gazebo.
Finalmente, se analiza una nueva estrategia de navegación local basada en la cla-
sificación de los puntos obtenidos por el telémetro láser 3D. Para ello, se construyen
mapas de transitabilidad bidimensionales (2D) que permiten que Andábata evite de




This thesis addresses possible solutions for reactive navigation of the ground
mobile robot Andábata, whose main exteroceptive sensor is a three-dimensional
(3D) laser scanner, at low-speed in natural environments, where numerous challenges
arise due to the complexity of the terrain.
To this end, the Robot Operating System (ROS) is used to organize the robot’s
software and to process the information from the on-board sensors in order to carry
out various navigation strategies.
The first strategy consists on building fuzzy elevation maps that describe the
environment close to the vehicle. This strategy is quite novel but implies a high
computational load that reduces robot’s reactivity.
To alleviate this load, training ground traversability classifiers using supervised
learning is proposed. For this purpose, it is necessary to have 3D point clouds labeled
without errors that have been synthetically generated with the robotic simulator
Gazebo.
Finally, a new local navigation strategy based on the classification of the points
obtained by the 3D rangefinder is analyzed. To do so, two-dimensional (2D) traver-








ANFIS Adaptive Network based Fuzzy Inference System.
BA Balanced Accuracy .
BDT Bagged Decision Tree.
CC Corriente Continua.
DEM Digital Elevation Map.
DT Decision Tree.
FEM Fuzzy Elevation Map.
FN False Negative.
FP False Positive.
FRM Fuzzy Reliability Mask .
GB Giga Byte.
GBT Gradient Boosted Tree.
GNB Gaussian Naive Bayes .
GPS Global Positioning System.
ICR Instantaneous Center of Rotation.
IMU Inertial Measurement Unit .
ix
JCR Journal Citation Reports .
KNN K-Nearest Neighbors .
LIDAR Laser Imaging Detection And Ranging .
LSVM Linear Support Vector Machine.
MCC Mathews Correlation Coeficient .
ODE Open Dynamics Engine.
PCA Principal Components Analysis .
PR Precision.
RAM Random Access Memory .
RE Recall .
RF Random Forest .
RGB Red, Green and Blue.
ROS Robot Operating System.
RPC Remote Procedure Call .
SLAM Simultaneous Localization And Mapping .
SVM Support Vector Machine.
TN True Negative.
TOF Time of Flight .
TP True Positive.
UAV Unmanned Aerial Vehicle.
UGV Unmanned Ground Vehicle.
UKF Unscent Kalman Filter .
USB Universal Serial Bus .
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2.2.1. Telémetro láser 3D . . . . . . . . . . . . . . . . . . . . . . . . 13
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1.1. Robótica de campo
Hoy en d́ıa, los veh́ıculos terrestres no tripulados o Unmanned Ground Vehicle
(UGV) pueden emplearse en tareas cada vez más exigentes en aplicaciones robóticas
de campo (field robotics) tales como mineŕıa [1], búsqueda y rescate [2] [3], agricul-
tura [4] [5], operaciones militares [6], navegación fuera de carretera [7] o exploración
de otros planetas [8] [9] (ver Figura 1.1). Pueden desenvolverse en estos entornos
complejos gracias a la percepción que le proporcionan sus sensores a bordo [10].
Para la navegación en entornos naturales, es necesario establecer un compro-
miso entre eficiencia en la navegación y la seguridad detectando obstáculos en la
dirección de movimiento [11]. El análisis del entorno en exteriores es más comple-
jo que en interiores, como en un camino rural donde se pueden encontrar árboles,
piedras o socavones [12]. Además, algunos elementos del entorno pueden ser consi-
derados como obstáculo o transitable, dependiendo de la configuración del robot y
de sus capacidades de navegación [13]. Aśı, por ejemplo, una determinada pendiente
puede superarse por algunos robots pero para otros puede suponer que sus ruedas
comiencen a perder tracción.
No hace mucho, los robots autónomos deb́ıan procesar la información de los
sensores durante minutos para tomar la decisión de hacia donde navegar. El aumento
de la capacidad de proceso computacional y el abaratamiento de los componentes
1
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electrónicos en los últimos años ha permitido el desarrollo de complejos sistemas de
navegación que permiten completar los cálculos durante el desplazamiento.
(a) (b) (c)
Figura 1.1: (a) Robot de búsqueda y rescate iRap, ganador de la Robocap de 2016
[14]. (b) Robot para agricultura Robotanist [15]. (c) Robot Curiosity, enviado a
Marte en 2011 [16].
Para la navegación autónoma es fundamental que el UGV disponga de sensores
a bordo que faciliten información actualizada del entorno (sensores exteroceptivos)
y del comportamiento del propio robot (sensores propioceptivos) [17]. Los tipos de
sensores empleados más comúnmente son: unidades de medida inercial o Inertial
Measurement Unit (IMU) [18], cámaras RGB [19], cámaras estéreo [20], cámaras de
tiempo de vuelo o Time of Flight (TOF) [21], telémetros o LIDAR bidimensionales
[22] o tridimensionales [23] y GPS [24] entre otros. Resulta habitual utilizar distintos
tipos de sensores de forma combinada para obtener información fiable sobre la que
planificar los movimientos del robot [25].
Los sensores visuales (cámaras RGB, estéreo y TOF), proporcionan gran canti-
dad de información pero tienen un rendimiento que vaŕıa con la intensidad lumı́nica
[26]. Por el contrario, los LIDAR presentan un comportamiento más confiable, pero
tienen una densidad de puntos desigual que decae con la distancia al sensor [27] y
también requieren de procesamiento previo [28]. En interiores, los sensores bidimen-
sionales suelen ser suficientes para desenvolverse adecuadamente, pero en aplicacio-
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nes de campo son necesarios sensores que proporcionen información tridimensional
del entorno.
Los datos de profundidad del entorno se pueden obtener con cámaras estéreo
[29] o cámaras de tiempo de vuelo [30]. Se logran rangos más lejanos combinando
barridos láser 2D sucesivos mientras el veh́ıculo avanza [31, 32, 33] o con un LIDAR
[34]. En el último caso, el sensor puede ser un modelo comercial multihaz [35, 36], que
tiene una alta frecuencia de exploración, o un escáner 2D actuado más asequible, que
admite una resolución más alta pero requiere más tiempo de adquisición [37, 38, 39].
El procesamiento de escenas al aire libre adquiridas con un escáner láser 3D
es muy diferente del de objetos [40], ya que en cualquier dirección y a cualquier
distancia se pueden encontrar datos relevantes. Además, puede haber oclusiones,
rangos erróneos o numerosos puntos de áreas no conectadas. Sin embargo, estos pro-
blemas no han obstaculizado la navegación autónoma procesando nubes de puntos
directamente [39, 41].
En áreas urbanas y en interiores, el procesamiento de la información del sen-
sor láser puede emplearse el reconocimiento de caracteŕısticas geométricas comunes
como planos [42]. La clasificación del terreno natural se puede realizar calculando
caracteŕısticas destacadas sobre la distribución espacial local de puntos 3D [43] [44].
A partir de las nubes de puntos 3D o de datos visuales se pueden generar tanto
mapas de transitabilidad [45] como mapas digitales de elevación o Digital Elevation
Map (DEM) [46].
En los últimos años, la adquisición de datos 3D de UGV se realizaba generalmente
deteniendo el robot [47] [48], pero, hoy en d́ıa, se puede realizar en movimiento
utilizando algún tipo de localización y mapeo simultáneos (SLAM) combinando
datos de odometŕıa [38] o de una unidad inercial [49].
Las nubes de puntos como datos de entrada para la navegación de veh́ıculos te-
rrestres pueden usarse directamente y descartarse inmediatamente [50, 51] o pueden
almacenarse de forma incremental usando SLAM y emplearse más tarde [52]. En
general, la última opción implica construir y mantener una representación expĺıcita
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del entorno a través de un mapa global 3D [39].
1.1.1. Reactividad
La reactividad es un componente necesario en la navegación autónoma para tra-
tar evitar los obstáculos en el entorno [53]. Se pueden encontrar peligros desconocidos
en terrenos naturales por encima y por debajo del nivel del suelo del veh́ıculo, lo
que comúnmente se conocen como obstáculos positivos y negativos, respectivamente
[7, 27, 35].
Los comportamientos reactivos son de uso común para los veh́ıculos terrestres
para evitar obstáculos locales en terreno accidentado [54], terreno con vegetación
[55], escenarios de desastre [52] o exploración planetaria [47, 56] mientras se intenta
alcanzar los puntos objetivo previamente planificados [57]. En este contexto, el riesgo
o interés asociado a los movimientos inmediatos del veh́ıculo [58], tales como ĺıneas
rectas [31, 51], arcos circulares [7, 59] o ambos [56], deben ser evaluados para producir
comandos de velocidad y dirección adecuados [50, 60].
La planificación del movimiento y la evaluación de la capacidad de desplaza-
miento pueden ocurrir directamente sobre la nube de puntos 3D [36, 41] o en una
representación compacta de datos de profundidad 3D como un DEM [37, 54] o una
cuadŕıcula horizontal 2D [61, 62]. La rugosidad y las pendientes del terreno se suelen
considerar para evaluar la transitabilidad de DEM [31, 47]. Las celdas de los mapas
2D pueden contener datos de transitabilidad borrosos [60] o valores de ocupación
precisos como libre, obstáculo o desconocido [62].
1.2. Motivaciones de la tesis
En esta tesis se han estudiado algunos de los múltiples problemas que tiene
todav́ıa abiertos la robótica móvil en exteriores. En concreto, la navegación de robots
terrestres sobre entornos naturales plantea numerosos desaf́ıos debido a la presencia
de terrenos irregulares con desniveles, vegetación diversa y otros tipos de obstáculos
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tanto positivos como negativos. Por esta razón, la integridad del veh́ıculo dependerá
de la adecuada localización y ejecución de movimientos durante sus desplazamientos.
Los LIDAR son sensores exteroceptivos que han visto reducido su coste en los
últimos años por lo que la comunidad cient́ıfica ha incrementado su uso en robótica
por la gran cantidad de información fiable que proporcionan. Sin embargo, es nece-
sario fusionar dicha información con otros sensores si se desea que el UGV continúe
moviéndose durante las capturas de los barridos, y procesarla adecuadamente para
determinar por donde podŕıa circular el robot con seguridad.
1.3. Objetivos
Teniendo en cuenta las anteriores motivaciones, los objetivos que se han plan-
teado para esta tesis son los siguientes:
Diseño y ajuste de un sistema completo de navegación para entornos naturales
desarrollado con el Robot Operating System (ROS) [63] para que el robot móvil
Andábata puede operar sin detenerse.
Desarrollo e implementación de reactividad mediante mapas locales de nave-
gación construidos a partir de barridos láser 3D adquiridos desde el veh́ıculo
en movimiento.
Aplicación de la lógica borrosa y del aprendizaje supervisado para la determi-
nación de la transitabilidad del terreno cercano al robot móvil.
1.4. Marco de realización
Esta tesis se enmarca dentro del grupo de investigación de Robótica y Mecatróni-
ca del Departamento de Ingenieŕıa de Sistemas y Automática de la Universidad de




Proyecto de la Junta de Andalućıa P10-TEP-6101-R con t́ıtulo: Navegación
autónoma de un robot móvil 4x4 en entornos naturales mediante GPS diferen-
cial y telémetro láser tridimensional (2013-2017). Investigador principal: Dr.
Jorge L. Mart́ınez Rodŕıguez.
Proyecto nacional DPI 2015-65186-R con t́ıtulo: Sistema multi-robot para
cooperación con equipos de rescate de primera respuesta humanos y caninos en
escenarios de catástrofe FIRST-ROB (2016-2019). Investigadores principales:
Dr. Alfonso Garćıa Cerezo y Dr. Antonio Mandow Andaluz.
Proyecto de la Junta de Andalućıa UMA18-FEDERJA-090 con t́ıtulo: Desa-
rrollo de técnicas de control inteligente con aprendizaje para navegación de
veh́ıculos autónomos en entornos no estructurados DIOMEDES (2019-2021).
Investigadores principales: Dr. Jesús Fernández Lozano y Dr. Jesús Morales
Rodŕıguez.
Proyecto nacional RTI2018-093421-B-100 con t́ıtulo: Hacia equipos resilientes
de manipuladores UGV y UAV para tareas robóticas de búsqueda y resca-
te TRUST-ROB (2019-2021). Investigadores principales: Dr. Alfonso Garćıa
Cerezo y Dr. Antonio Mandow Andaluz.
1.5. Estructura de la tesis
La memoria de esta tesis se encuentra dividida en seis Caṕıtulos y las corres-
pondientes referencias bibliográficas. Cada Caṕıtulo, a excepción del primero y del
último, comienza con un apartado introductorio y finaliza con otro donde se presen-
tan las conclusiones alcanzadas.
El presente Caṕıtulo “1” denominado “Introducción” se encarga de proporcionar
una visión general de esta tesis doctoral, incluyendo sus motivaciones, sus objetivos
y la estructura que se ha seguido.
El Caṕıtulo 2, titulado “El robot móvil Andábata”, presenta el robot que ha
6
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sido empleado en los experimentos realizados en esta tesis. Se desarrollan sus ca-
racteŕısticas, su hardware, todos sus componentes software y la comunicación entre
ellos en ROS.
El Caṕıtulo 3, bajo el eṕıgrafe “Navegación reactiva con mapas de elevación
borrosos’, aborda el desarrollo e implementación de la navegación reactiva a baja
velocidad en entornos naturales mediante mapas locales de elevación borrosos cons-
truidos a partir de barridos láser 3D adquiridos desde el veh́ıculo en movimiento.
En el Caṕıtulo 4, denominado “Clasificación de transitabilidad mediante apren-
dizaje supervisado”, analiza la determinación de la transitabilidad de terrenos na-
turales mediante aprendizaje supervisado. Para ello se generan nubes de puntos
sintéticas para entrenar los modelos que se utilizarán en la clasificación de nubes de
puntos reales.
El siguiente Caṕıtulo 5, con t́ıtulo “Navegación reactiva mediante clasificación de
transitabilidad” explica cómo puede implementarse la navegación reactiva emplean-
do la clasificación de la transitabilidad. Para ello, se han realizado simulaciones con
Gazebo para conseguir ajustar los parámetros de la navegación y pruebas de campo
reales con el robot.
El Caṕıtulo 6, titulado “Conclusiones”, se dedica a presentar las conclusiones del
trabajo realizado, aśı como a establecer las posibles ĺıneas futuras de investigación




El robot móvil Andábata
2.1. Introducción
Andábata es un robot móvil terrestre para exteriores que pesa 41 kg y funciona
con bateŕıas (ver Figura 2.1). Fue diseñado y construido en el ámbito del proyecto
de investigación Navegación autónoma de un robot móvil 4x4 en entornos naturales
mediante GPS diferencial y telémetro láser tridimensional [64].
Figura 2.1: Vistas esquemáticas del robot móvil Andábata [65].
9
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El resto del Caṕıtulo está organizado de la siguiente forma. La siguiente sec-
ción 2.2 introduce el Hardware del robot y sus elementos principales, incluyendo su
telémetro láser 3D en el apartado 2.2.1. Los componentes software del robot Andába-
ta se explican en la sección 2.3, el modelo cinamético aproximado en el apartado
2.3.1 y la obtención de nubes de puntos niveladas en el apartado 2.3.2. Se continua
con la navegación global en la sección 2.4. El Caṕıtulo finaliza con las conclusiones
en la sección 2.5.
2.2. Hardware de Andábata
Andábata es un veh́ıculo eléctrico rodado para la navegación al aire libre, que
tiene 0.67 m de largo, 0.54 m de ancho y 0.81 m de alto [51]. Es un robot con trac-
ción por deslizamiento (skid-steering) y tiene como sensor exteroceptivo principal
un telémetro láser 3D centrado en la parte superior (ver Figura 2.2), que se basa
en la rotación sin restricciones de un telémetro láser bidimensional (2D) comercial
alrededor de su centro óptico [66].
Andábata dispone de cuatro ruedas de diámetro 20 cm. Cada rueda tiene un
Figura 2.2: Componentes de Andábata en la parte superior.
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sistema de suspensión pasiva (con dos resortes y una gúıa lineal con una carrera
de 6.5 cm) y es accionada por su propio motor de CC con un codificador y una
reductora (ver Figura 2.3).
Figura 2.3: Suspensión pasiva acoplada a la rueda [65].
El chasis del robot tiene tres niveles: el inferior para los motores y la bateŕıa,
el intermedio para la electrónica y la computadora, y el superior para los sensores
y un enrutador WiFi (ver Figura 2.2). La computadora tiene un disco duro de
estado solido de 250 GB de capacidad y un procesador Intel Core i7 4771 de 4
núcleos, 3.5 GHz, 8 MB de caché y 16 GB de RAM. Se utiliza una tableta para la
supervisión remota y la teleoperación del robot a través del enrutador WiFi (ver
Figura 2.4). Además, Andábata porta un teléfono inteligente para obtener datos de
su GPS, inclinómetro, acelerómetro, magnetómetro y de su cámara.
Los motores son impulsados por dos etapas de potencia Sabertooth 2x32 que
están conectadas a la bateŕıa de 29.6 V (ver Figura 2.5 ) y son controladas por dos
tarjetas Kangaroo [65]. Estos controladores, reciben comandos de velocidad para
las bandas de rodadura izquierda y derecha, y env́ıan mediciones de los encoders
de los motores a la computadora a través de un puerto USB (ver Figura 2.4). La
velocidad máxima del veh́ıculo es vmax = 0.68 m s
−1 para movimiento en ĺınea recta,
pero disminuye hasta llegar a cero a medida que se reduce el radio de giro.
El teléfono inteligente incorporado a Andábata es un LG Nexus 4 E960 que
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Figura 2.4: Comunicación entre los componentes hardware de Andábata.
presenta las siguientes caracteŕısticas: localización por GPS con una precisión de
10 m, cuenta con magnetómetro para ubicar el robot respecto al norte magnético y
dispone inclinómetros para poder evaluar en que postura se encuentra el robot.
El robot móvil utiliza los datos de los sensores proporcionados por el teléfono
inteligente. Estos datos, junto con las imágenes de v́ıdeo de la cámara, se env́ıan
a la tableta Samsung Galaxy Tab 3 mediante la red WiFi establecida por el enru-
Figura 2.5: Sistema eléctrico de Andábata.
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tador de abordo para supervisar y teleoperar de forma remota el movimiento del
robot. Además, el teléfono se conecta v́ıa USB a la computadora como interfaz de
la aplicación Andábata con la tableta.
2.2.1. Telémetro láser 3D
El telémetro láser 3D de Andábata está construido a partir de un escáner bi-
dimensional (2D) Hokuyo UTM-30LX-EW [66], pesa 1.9 kg y sus dimensiones son
125 mm, 170 mm y 122 mm. Las principales partes de este sensor láser son la cabeza
giratoria, donde se ubica el telémetro láser 2D y la base que proporciona el giro
adicional (ver Figura 2.6).
Figura 2.6: Partes del telémetro láser 3D.
El eje de rotación del sensor láser coincide con el centro óptico del sensor 2D. De
esa forma, el sensor 3D resultante no requiere de desplazamientos de coordenadas.
La transmisión de enerǵıa y datos entre la base y la cabeza se realiza mediante un
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anillo deslizante que permite una rotación sin restricciones [66].
En la Figura 2.7 se muestra el diagrama funcional del telémetro láser 3D. La
computadora a bordo puede acceder al sensor 2D y al controlador de movimiento a
través de diferentes puertos de comunicaciones. El enlace Ethernet del sensor láser
2D se utiliza para el env́ıo continuo de barridos y para su configuración. La señal de
sincronización del sensor es capturada por el controlador de movimiento, que env́ıa la
lecturas del codificador junto con las lecturas temporales a la computadora a través
de USB. La computadora ordena la velocidad de giro al controlador de movimiento
a través de USB. La rotación de la base se consigue mediante un servomotor dirigido
por una controladora cuyo objetivo es mantener constante la velocidad de giro de la
cabeza y sincronizar la rotación con la adquisición de datos 2D [66].
Figura 2.7: Diagrama funcional del telémetro láser 3D. [66]
El sensor 3D ha heredado del escáner 2D su campo de visión de 270°, su resolución
vertical de 0.25°, su precisión de ±3 cm y su rango de mediciones desde 0.1 m a 15 m
bajo la luz solar directa.
La resolución horizontal del telémetro 3D depende de la velocidad de giro de la
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Figura 2.8: Zona ciega del escáner láser 3D.
cabeza. La zona ciega del sensor 2D es 90°, que se sitúa debajo para evitar inter-
ferencias con el robot. Aśı, la zona ciega del telémetro láser 3D es un cono con el
radio de la base igual a la altura h de su centro óptico sobre el suelo (ver Figura
2.8) [51]. Cuando el escáner láser 3D está instalado en Andábata la altura del cono
equivale h= 0.723 m.
2.3. Software de Andábata
El continuo avance de la robótica en el ámbito de la investigación y su aplicación
práctica supone, a menudo, un reto debido a su creciente complejidad. El software
para los sensores y actuadores de un robot deben ser reutilizable y facilitar su inte-
gración en nuevos proyectos. Robot Operating System (ROS) [63] ofrece un entorno
para el desarrollo libre que ofrece herramientas y libreŕıas que facilitan la puesta en
marcha de sistemas robóticos complejos.
ROS no es un sistema operativo, pero provee de los servicios estándar de éste,
tales como abstracción de hardware, control de dispositivos de bajo nivel, implemen-
tación de funcionalidades usadas habitualmente, paso de mensajes entre procesos y
mantenimiento de paquetes. También ofrece la posibilidad de ejecutar código de
forma distribuida entre múltiples computadoras.
ROS engloba una red peer-to-peer (entre iguales) de nodos, que pueden estar
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distribuidos entre varias computadoras y que se comunican libremente usando la
infraestructura de comunicaciones de ROS. La comunicación puede realizarse de di-
ferentes formas, incluyendo la forma śıncrona (petición/respuesta) cuando se utilizan
services (servicios) y la transmisión aśıncrona de datos mediante topics (temas).
El sistema completo de navegación de Andábata está ı́ntegramente implementado
con ROS bajo Linux. La Figura 2.9 muestra el esquema general de los nodos ROS
empleados por Andábata.
Figura 2.9: Esquema de software de Andábata.
Andábata puede ser teleoperado por una persona a través de la aplicación de An-
droid en la tableta llamada Andabata, que es una adaptación de la App Mover-Bot
[67] que se ejecuta tanto en la tableta como en el teléfono inteligente de a bordo. La
interfaz de la tableta tiene dos controles deslizantes para ambas manos para indicar
la velocidad de las bandas de rodadura izquierda y derecha, que se env́ıan a través
de la red WiFi local a la aplicación Andabata en el teléfono inteligente (ver Figura
2.10).
Durante la teleoperación, la aplicación Andabata en el teléfono inteligente re-
transmite los comandos de velocidad lateral desde la tableta al nodo Teleoperation
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a través de USB (ver Figura 2.10).
Figura 2.10: Interfaz de usuario en la tableta.
El teléfono inteligente proporciona la retroalimentación de video, la posición del
GPS y la inclinación del robot a la tableta a través de WiFi. Otra aplicación en el
teléfono inteligente, llamada Android_sensors_driver [68], publica un topic ROS
directamente al ordenador con todos los datos sensoriales del teléfono inteligente a
través de WiFi.
El nodo Navigation_mode selecciona los comandos para controlar la velocidad
de las ruedas mediante teleoperación o con navegación autónoma, que se env́ıan a
las controladoras de los motores a través del nodo Motor_control. El resto de nodos
se comentan en las siguientes secciones.
2.3.1. Modelo cinemático aproximado
Andábata utiliza un modelo cinemático aproximado que explota la equivalencia
entre la tracción por deslizamiento y la tracción diferencial (ver Figura 2.11). El
nodo Kinematic_model se encarga de calcular las velocidades longitudinales y an-
gulares reales del veh́ıculo (ver Figura 2.9). Para este propósito, emplea las lecturas
de los codificadores de los motores (obtenidas por el nodo Motor_control de los
controladores del motor) en un modelo cinemático 2D aproximado de skid-steering
[69].
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El modelo cinemático simétrico directo relaciona las velocidades longitudinal y
angular del veh́ıculo (v y ω, respectivamente) con las velocidades de las bandas de










donde yICR = 0.386 m es el valor medio del Instantaneous Center of Rotation (ICR)
de las bandas de rodadura [51].
Por el contrario, las entradas de control vspl y v
sp
r se pueden obtener a partir de
las velocidades deseadas vsp y ωsp a partir del modelo cinemático simétrico inverso
como:
vspl = v
sp − yICR ωsp, (2.3)
vspr = v
sp + yICR ω
sp. (2.4)
Si alguna de las entradas de control excede los ĺımites de vmax = ±0.68 m s−1,
Figura 2.11: Equivalencia entre un veh́ıculo con tracción por deslizamiento (izquier-
da) y diferencial (derecha).
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De esta manera, la velocidad lineal máxima del veh́ıculo vmax solo se puede lograr
durante el movimiento en ĺınea recta, y se aproxima a cero cuando se reduce rsp [51].
Para realizar un movimiento, el nodo Dir_selection env́ıa las velocidades lon-
gitudinales vsp y angular ωsp deseadas al nodo Kinematic_model, que se convierten
en velocidades de la motores izquierdo y derecho utilizando el modelo cinemático
inverso.
2.3.2. Obtención de nubes de puntos niveladas
Esta sección describe la adquisición de nubes de puntos 3D niveladas en Andába-
ta mientras se mueve sobre terreno irregular. Para este propósito, es necesario sin-
cronizar el movimiento del veh́ıculo con la adquisición de los barridos 2D. Con todo,
representa un esquema de SLAM local implementado a bajas velocidades sin cierre
de bucle [70]
Sea XY Z el sistema de referencia asociado con el robot, que se encuentra en el
centro geométrico del rectángulo definido por los puntos de contacto de las ruedas
con el suelo. El eje X coincide con el eje longitudinal del veh́ıculo apuntando hacia
adelante, el eje Z es normal al plano de soporte y apunta hacia arriba y el eje Y
completa este sistema de coordenadas ortogonales apuntando hacia la izquierda (ver
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Figura 2.12).
Las coordenadas Cartesianas para una nube de puntos 3D nivelada se expresan
en un sistema de referencia XpYpZp cuyo origen coincide con el del veh́ıculo al
comienzo de cada barrido 3D. El eje Xp equivale a la proyección de X en el plano
horizontal, Yp = Y y Zp se define con la misma dirección que la gravedad pero en
sentido opuesto (ver Figura 2.12).
Figura 2.12: Sistemas de referencia para el robot (XY Z) y para un barrido 3D
nivelado (XpYpZp).
El nodo Local_positioning (ver Figura 2.9) emplea un Unscent Kalman Filter
(UKF) [71] para ubicar el veh́ıculo respecto a XpYpZp durante la adquisición de todo
el barrido 3D. Con este objetivo, el nodo fusiona los ángulos de alabeo y cabeceo,
la velocidad de guiñada del veh́ıculo (proporcionada por el teléfono inteligente y
publicada por la aplicación Android_sensors_driver), y las velocidades lineal y
angular del veh́ıculo proporcionadas por el nodo Kinematic_model.
Para la adquisición de un barrido láser 3D, el nodo Spinning_head ordena una
velocidad de rotación constante para la cabeza y recibe periódicamente (cada 25
ms) el ángulo relativo entre la cabeza y la base al comienzo de cada barrido 2D a
través de la conexión USB. De esta manera, este nodo puede publicar la transfor-
mación entre el sistema de referencia del sensor láser 2D y XY Z. Además, el nodo
2D_laser_scanner permite configurar el sensor Hokuyo y publica los barridos 2D
que la computadora recibe a través de la conexión Ethernet.
Finalmente, el nodo Cloud_maker publica la nube de puntos nivelada 3D combi-
nando los sucesivos barridos verticales 2D (publicados por el nodo 2D_laser_scanner)
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con las transformaciones relativas entre el sistema de referencia del escáner láser 2D
y XY Z (provisto por el nodo Spinning_head) y entre XY Z y XpYpZp (publicado
por el nodo Local_positioning).
Con Andábata detenido, un giro horizontal de 180° de la cabeza del escáner
3D es suficiente para capturar todo el entorno del robot, pero con el veh́ıculo en
movimiento, es necesario realizar un giro completo de 360°. En la Figura 2.13 pueden
observarse dos ejemplos de barridos de giros de 180° y 360° respectivamente, siendo
en esta última donde se evitan las áreas no muestreadas alrededor del robot y se
reduce la zona ciega del sensor 3D.
(a) (b)
(c)
Figura 2.13: Barridos láser 3D nivelados obtenidos con una rotación de 180° (a) y
360° (b) mientras Andábata se mov́ıa a lo largo de una carretera en pendiente (c).
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2.4. Navegación global
La navegación en terrenos naturales se puede realizar siguiendo puntos de ob-
jetivos distantes dados por sus coordenadas geográficas [72] [73]. Estos puntos de
referencia se pueden planificar en base a mapas terrestres 2D o a imágenes aéreas
[74], y representan la trayectoria que, en términos generales, debe seguir el veh́ıculo.
Pero para navegar entre puntos de objetivo distantes, el robot debe evitar obstáculos
locales [60].
Una misión de navegación para Andábata se define mediante una lista ordenada
de puntos objetivo distantes, cada uno determinado por sus coordenadas GPS de
latitud y longitud. La estrategia de navegación consiste en acercarse a los puntos
objetivo mientras se evitan los obstáculos locales de manera reactiva. La misión
finalizará cuando se alcance el último punto objetivo (finalización de la misión) o
cuando los ángulos de alabeo o cabeceo del veh́ıculo superen 20° (abortar misión
debido a una inclinación excesiva). La velocidad longitudinal durante la navegación
vsp es un valor constante que depende de la dificultad del terreno.
Se ha utilizado el paquete de ROS actionlib [75] para implementar esta es-
trategia de navegación, ya que la misión debe contar con varios objetivos y tarda
cierto tiempo en completarse y debe poder cancelarse o interrumpirse en cualquier
momento.
Una vez determinada la dirección de movimiento hacia el punto objetivo dj, se
obtiene el error de orientación δj (ver Figura 2.14). La velocidad angular deseada
ωsp se calcula empleando la ley de control de movimiento que corrige δj, actuando
sobre la velocidad angular deseada :
ωsp = Gδj, (2.8)
donde G = 1 es una ganancia proporcional que regula los cambios de orientación
del veh́ıculo [73].
La posición relativa y la orientación del robot móvil con respecto al punto obje-
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Figura 2.14: Control de la orientación respecto de un punto objetivo.
tivo actual se obtienen mediante el nodo Global_positioning. Este nodo procesa
los datos del GPS y el magnetómetro del teléfono inteligente publicados por la apli-
cación Android_sensors_driver (ver Figura 2.9).
Antes de comenzar la navegación, es necesario calibrar el magnetómetro, ya que
sus mediciones pueden verse afectadas por el entorno y por el propio robot móvil. La
calibración consiste en girar el robot sobre si mismo durante una vuelta completa
sobre un plano horizontal. Luego, las medidas magnéticas en los ejes X e Y , Bx
y By, respectivamente, se ajustan para parecerse a una circunferencia (ver Figura
2.15).
Posteriormente, la orientación del veh́ıculo con respecto al norte, es decir, el







con lo que se deduce la orientación relativa del veh́ıculo con respecto al objetivo
actual.
Cuando la distancia entre la posición actual de Andábata, dada por sus coorde-
nadas GPS, y el punto objetivo es menor que un cierto umbral, el punto objetivo
se considera ya visitado y el siguiente punto objetivo de la lista se convierte en el
punto objetivo actual. Ésto puede provocar un giro brusco para compensar el nuevo
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(a) (b)
Figura 2.15: Mediciones de campo magnético antes (a) y después de una calibración
(b).
error de orientación.
Los nodos Filter, Map y Dir_selection de la Figura 2.9 se explican en los
siguientes caṕıtulos, porque dependen de la estrategia reactiva que se elija a la hora
de analizar la información proporcionada por los barridos láser y el resto de sensores.
2.5. Conclusiones
En este caṕıtulo se ha presentado al robot móvil Andábata para navegar en
exteriores. En los diferentes apartados se han descrito de forma pormenorizada los
distintos componentes hardware del robot, haciendo hincapié en los más relevantes,
como su sistema de suspensión pasiva y su telémetro láser 3D.
Posteriormente se ha introducido los componentes software de Andábata, cuyo
código está enteramente desarrollado bajo el entorno ROS. El esquema software
comprende la implementación de un modelo cinemático aproximado y la obtención
de nubes de puntos 3D niveladas en movimiento.
Finalmente, se presenta la navegación global punto a punto, que se realiza me-
diante los sensores GPS y el magnetómetro que porta Andábata para desplazarse de
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forma autónoma y alcanzar una lista de objetivos indicados previamente mediante
sus coordenadas GPS.
Sin embargo, los puntos objetivos están muy alejados unos de otros, por lo que
el robot debe reaccionar ante posibles obstáculos que encuentre a su paso. Aśı, la
parte a desarrollar en los siguientes caṕıtulos comprende la forma de elaborar algún
tipo de mapa local del entorno y determinar la dirección a seguir a partir de las
información proporcionada por las nubes de puntos.
El autor de esta tesis ha participado en el desarrollo de los componentes soft-
ware presentados en este Caṕıtulo, empleando libreŕıas en ROS y realizando las
pruebas necesarias para comprobar el correcto funcionamiento del sistema completo




Navegación reactiva con mapas de
elevación borrosos
3.1. Introducción
La lógica borrosa se ha utilizado desde hace tiempo en robótica móvil [76] [77].
El objetivo que se persigue con su uso es manejar la incertidumbre inherente a los
entornos y a los sensores. Aśı, el modelado borroso se ha utilizado en el diseño de
comportamientos [78] [79], en la planificación de caminos [80] y en la clasificación
de información proporcionada por los sensores.
Una nube de puntos 3D nivelada es una representación del entorno que se puede
utilizar para la navegación local [81]. Los DEM son mapas divididos en celdas 2D
que contienen la altura media del terreno que encierran [82]. Los mapas de elevación
ofrecen una forma compacta de representar las nubes de puntos 3D con una estructu-
ra de datos 2,5-dimensional [83]. Sin embargo, estos mapas no permiten representar,
por ejemplo, obstáculos colgantes como puentes o copas de árboles.
Los mapas de elevación borrosos o Fuzzy Elevation Map (FEM) emplean la lógi-
ca borrosa para evitar las discontinuidades inherentes a la discretización del suelo
y para funcionar con incertidumbres en la medida de los sensores [84] [85]. Sin em-
bargo, la interpolación difusa puede producir soluciones poco confiables en áreas
donde las medidas son dispersas, y es necesario usar una máscara de confiabilidad
o Fuzzy Reliability Mask (FRM) para cada FEM [37] [86]. Este Caṕıtulo describe
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la navegación reactiva en entornos naturales utilizando mapas de elevación borrosos
con el robot móvil Andábata.
La Figura 3.1 ilustra el proceso que se va a seguir para realizar la navegación
autónoma de Andábata. Tras la obtención de la barridos 3D, se realizará un filtrado.
Los puntos resultantes del filtrado se emplean para la construcción del FEM y de la
FRM, sobre los que se analiza la transitabilidad y se elige la dirección para realizar
la navegación local.
Figura 3.1: Pasos para la navegación mediante mapas de elevación borrosos.
El Caṕıtulo está organizado de la siguiente manera. La siguiente sección 3.2
aborda el filtrado de la nubes de puntos. La construcción de FEM y FRM a partir
de la nube de puntos 3D filtrada se describe en la sección 3.3. La computación
multiproceso de FEM y FRM en ROS se analiza en la subsección 3.3.1. La sección
3.4 presenta la estrategia de navegación reactiva y en la sección 3.5 se presentan
algunos resultados experimentales. El Caṕıtulo termina con las conclusiones en la
sección 3.6.
3.2. Filtrado de nubes de puntos
Antes de comenzar el procesamiento, es necesario filtrar las nubes de puntos
3D niveladas. Estos pasos son realizados por el nodo Filter (ver Figura 2.9), y
su salida es procesada por el nodo Map para construir mapas de navegación locales.
Finalmente, el nodo Dir_selector escoge la dirección de movimiento más adecuada.
El filtrado se compone de tres pasos consecutivos: eliminación de puntos lejanos,
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eliminación de voladizos y normalización de la altura máxima.
El primer paso es eliminar los puntos lejanos, concretamente aquellos cuya pro-
yección en el plano horizontal está más lejos de dmax= 10 m desde el origen del
barrido 3D. Este paso es necesario por la baja visibilidad del terreno desde el punto
de vista del escáner láser 3D, que está limitado a h en Andábata (ver sección 2.2.1)
y porque las zonas distantes se muestrean con un menor densidad que las más cer-
canas. Además, la cantidad de puntos a procesar se reduce y la nube de puntos 3D
resultante se enfoca en el área donde tendrán lugar los próximos movimientos del
veh́ıculo.
Los voladizos que no constituyen un obstáculo para Andábata, como el techo de
un túnel o la copa de un árbol, deben eliminarse. Para este propósito, el segundo
paso del filtro, emplea el método de cubos abatibles con cubos binarios de arista de
E=0.5 m [87]. Básicamente, se descartan los cubos 3D ocupados por encima de un
espacio de paso vertical mı́nimo. Por lo tanto, los puntos dentro de cubos abatidos se
eliminan de la nube de puntos. Dos cubos vaćıos son suficientes para que Andábata
navegue de manera segura por debajo de los voladizos.
En el tercer paso, la altura máxima de los obstáculos se limita a 3 m sobre el suelo.
El objetivo de este paso es que la altura de los obstáculos altos y pequeños pueda
ser comparable. Para este propósito, se reducen las coordenadas z de los puntos 3D
dentro de cubos gruesos con cinco o más cubos por encima del cubo suelo.
La Figura 3.2 muestra un barrido 3D nivelado obtenido mientras Andábata se
mov́ıa en un parque urbano (ver Figura 3.9). Se puede observar en la Figura 3.2
que los puntos lejanos (azul) y los voladizos del dosel de los árboles (verde) se
descartan del barrido 3D filtrado (rojo). También es visible que la altura máxima de
los árboles ha sido limitada con la consiguiente reducción de los puntos a procesar
posteriormente.
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(a)
(b)
Figura 3.2: Vistas lateral (a) y aérea (b) de una nube de puntos 3D filtrada (rojo)
obtenida de una nube de puntos 3D nivelada. Los colores azul y verde representan
puntos lejanos y voladizos, respectivamente.
3.3. Construcción de FEMs y FRMs
Esta sección describe el cálculo de un FEM y su FRM a partir de una nube de
puntos 3D filtrada. En lugar de utilizar ANFIS para la identificación [84][37][86], se
ha empleado el modelado borroso de mı́nimos cuadrados [88] para mejorar el tiempo
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de cálculo. Además, se han empleado coordenadas ciĺındricas (α, r, z) en lugar de
coordenadas Cartesianas (x, y, z).
Se supone que la superficie del suelo alrededor del robot puede ser representada
como una función continua:
z = H(α, r), (3.1)
donde la proyección de un punto 3D de coordenadas (x, y, z) en el plano XpYp (ver
Figura 2.12) se describe mediante el ángulo α y la distancia r:
α = arctan(y/x), (3.2)
r =
√
x2 + y2. (3.3)
De manera similar, una FRM se define como una función continua v = V (α, r),
donde los valores de v cercanos a uno y cero, representan los valores de confiabilidad
máximos y mı́nimos para el FEM, respectivamente. FEM y FRM se definen ambos
en el universo Uα = [0°, 360°] para la variable α y Ur = [0 m, dmax = 10 m] para r,
que corresponde a un ćırculo centrado en el origen de XpYp.
Un total de dieciséis conjuntos difusos han sido definidos uniformemente sobre
Uα (ver Figura 3.3 a). En este caso, las funciones triangulares de pertenencia µi para





i−1 ≤ α < αi,
αi+1−α
αi+1−αi si α
i ≤ α < αi+1,
0 en otro caso,
(3.4)
donde αi = (i− 1)22.5° representa los valores máximos, es decir, µi(αi) = 1.
Para la distancia r, se han definido diez conjuntos difusos distribuidos desigual-
mente sobre Ur para proporcionar un mayor detalle a las regiones más cercanas al
robot (ver Figura 3.3 b). Concretamente, el parámetro de pico rj para j = 1, 2, . . . 10
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donde τ = 1,0624 es una relación de expansión que cumple que r1 = h/2. Las
funciones de pertenencia µj para r se definen como:
µj(r) =

1 si r ≤ r1 o r ≥ r10,
r−rj−1
rj−rj−1 si r
j−1 ≤ r < rj,
rj+1−r
rj+1−rj si r
j ≤ r < rj+1,




Figura 3.3: Funciones de pertenencia para las variables α (a) y r (b).
La pertenencia combinada para ambas variables µi,j se calcula con el operador
producto para un punto 3D dado:
µi,j(α, r) = µi(α)µj(r), (3.7)
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Caṕıtulo 3. Navegación reactiva con mapas de elevación borrosos
donde se cumple la siguiente condición:
∑
∀i,j
µi,j(α, r) = 1. (3.8)
Sea m un vector de fila que contenga todas las pertenencias posibles:
m(α, r) = (µ1,1(α, r), µ1,2(α, r), . . . , µ16,10(α, r)) , (3.9)
donde la mayoŕıa de sus 160 elementos son nulos. Los elementos no nulos correspon-
den a las celdas donde la proyección de un punto 3D cae en el plano XpYp y en sus
celdas adyacentes (ver Figura 3.4).
Figura 3.4: Celdas definidas por las funciones de pertenencia borrosas.
El uso de consecuentes de Sugeno de orden cero para la regla que relaciona
el conjunto borroso i para α y el conjunto borroso j para r requiere de solo un
parámetro zi,j para el FEM, y otro vi,j para la FRM. Sean θz y θv los vectores
columna que contienen todos los parámetros desconocidos:
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Dadas las ecuaciones algebraicas: z = m(α, r) θz y 1 = m(α, r) θv para el FEM y
la FRM, respectivamente, el método de mı́nimos cuadrados encuentra los parámetros
θz y θv, respectivamente, que minimizan la suma de los cuadrados de los residuos:
z −m(α, r) θz y 1 −m(α, r) θv, respectivamente, realizado sobre cada punto 3D en
coordenadas ciĺındricas (α, r, z).
Al principio, θz y θv se inicializan con ceros, con la excepción de los parámetros
asociados con el primer conjunto difuso para r, es decir, aquellos numerados j = 1.
Estas zonas pueden no contener ningún punto 3D debido a la zona ciega del escáner
láser 3D. Por lo tanto, los parámetros zi,1 se completan con las alturas deducidas de
los ángulos de cabeceo y alabeo del robot móvil en XpYpZp. Además, para todo i,
vi,1 = 1 para indicar que estas zonas en el FEM son confiables porque Andábata ya
ha pasado sobre en ellas.




1 +mT P1 m
, θz = θz + L1 (z −mθz), P1 = P1 − L1 m P1, (3.11)
donde L1 es un vector de ganancia y P1 es la matriz de covarianza, que se elige
inicialmente como la matriz de identidad multiplicada por un gran número positivo
para indicar que no hay confianza en los parámetros iniciales de zi,j. Del mismo




1 +mT P2 m
, θv = θv + L2 (1−mθv), P2 = P2 − L2 m P2, (3.12)
donde L2 y P2 son el vector de ganancia y la matriz de covarianza, respectivamente.
Inicialmente, P2 se elige como la matriz de identidad multiplicada por un pequeño
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número positivo para indicar que existe confianza en los parámetros iniciales vi,j (lo
que significa que no hay confiabilidad en el FEM inicial).
Una vez identificados los parámetros difusos en θz y θv, es posible estimar por
cada (α, r) la altura en el FEM: ẑ = m(α, r) θz y el valor de confiabilidad en la
FRM: v̂ = m(α, r) θv.
La Figura 3.5 muestra el FEM y la FRM obtenidos de la nube de puntos 3D
filtrada construida a partir de la Figura 3.2. Puede observarse cómo los árboles
aparecen como dos salientes del FEM destacados como zonas moradas y como el
entorno cercano al centro del barrido tiene una mayor confiabilidad debido la mayor
densidad de puntos en la zona alrededor al robot.
(a) (b)
Figura 3.5: Vistas laterales (arriba) y aéreas (abajo) del FEM (a) y la FRM (b)
asociadas con la nube de puntos 3D filtrada de la Figura 3.2.
3.3.1. Cálculo multiproceso de FEM y FRM
La computadora a bordo de Andábata tiene un procesador con cuatro núcleos f́ısi-
cos, pero emplea procesos múltiples simultáneos (multithreading) para dividir cada
núcleo en dos unidades virtuales, lo que resulta en ocho núcleos virtuales indepen-
dientes. A continuación, se discute cómo emplear esta capacidad de procesamiento
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múltiple con ROS para mejorar la tiempo de cálculo y la tasa de creación de los
FEM y FRM.
Con una resolución horizontal de 2.4° para el escáner láser 3D, se obtiene una
nube de puntos 3D filtrada cada 3.75 s, con 60,000 puntos láser aproximadamente
(este número depende en gran medida de visibilidad del cielo, que reduce el número
de puntos válidos). Pero el cálculo del FEM y su FRM (realizado por el nodo Map)
lleva mucho más tiempo que el de adquisición de una nubes de puntos 3D. Este
tiempo depende del número total de puntos 3D y de la carga de trabajo que tenga
el procesador.
Para aumentar la tasa de salida, el cálculo del FEM y el FRM se ha paralelizado
en dos hilos de ejecución para el nodo Map separando el cálculo de (3.11) al de (3.12).
Para mejorar aún más, el nodo Map se puede iniciar dos o más veces trabajando en
diferentes nubes de puntos 3D.
Para decidir qué nubes de puntos 3D se procesarán y cuáles se descartarán, se
ha desarrollado el nodo Cloud_selector (ver Figura 2.9). En el instante que está
disponible un nodo Map, es necesario decidir si procesar la nube de puntos 3D recibida
anteriormente o esperar a la recepción de la nube de puntos 3D actual. Además, en
caso de usar múltiples nodos Map, también puede ser interesante esperar futuros
barridos 3D para evitar el procesamiento de barridos consecutivos (introduciendo
uno o más huecos).
Las Figuras 3.6 y 3.7 muestran la temporización con las tasas de salida de las
nubes de puntos 3D, FEM y FRM usando los barridos 3D anteriores y actuales,
respectivamente. En estas Figuras, el nodo cloud_selector ha empleado diferentes
estrategias de selección. Las nubes de puntos 3D procesadas se colorean y se emplea el
mismo color para indicar cuándo se han obtenido sus FEM y FRM (marca superior)
de una nube de puntos 3D determinada (marca inferior) correspondientes. Las nubes
de puntos 3D descartadas no están coloreadas.
La Tabla 3.1 compara la edad del mapa (es decir, el tiempo empleado para
producir un FEM y su FRM a partir de una nube de puntos 3D filtrada), el inter-
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Figura 3.6: Tasa de salida para nubes de puntos 3D, FEM y FRM usando la última
nube de puntos 3D recibida con 1 nodo Map (a), 2 nodos Map sin espaciado forzado
(b) y 2 nodos Map con un espaciado forzado (c).
Figura 3.7: Tasa de salida para nubes de puntos 3D, FEM y FRM usando la nube
de puntos 3D actual con 1 nodo Map (a), 2 nodos Map sin espaciado forzado (b) y
2 nodos Map con un espaciado forzado (c)
valo entre mapas de elevación borrosos consecutivos y sus respectivas desviaciones
estándar para diferentes estrategias de selección. Cuando se usa la nube de puntos
3D actual, la antigüedad del mapa es menor, pero el intervalo entre mapas es mayor
que cuando se usa la nube de puntos 3D anterior. La mejor edad del mapa se puede
obtener procesando la nube de puntos 3D actual con un solo nodo Map. Por otro
lado, el intervalo entre mapas se puede mejorar mediante el uso de más nodos Map.
La estrategia ideal seŕıa la que minimiza la edad del mapa y el intervalo entre mapas.
Se puede lograr un compromiso entre ambos objetivos usando dos nodos Map y un
espaciado forzado con la nube de puntos anterior. En consecuencia, esta última es
la estrategia de selección adoptada para la navegación autónoma de Andábata.
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Nube de Nodos Espaciado Edad del Desviación Intervalo Desviación
puntos 3D Map forzado mapa (s) estándar (s) (s) estándar (s)
previo
1 0 14.20 1.31 12.56 0.48
2
0 18.21 1.90 8.27 5.76
1 15.30 1.08 7.45 1.37
2 15.73 1.62 11.37 0.50
3
0 27.34 3.41 6.60 6.09
1 20.21 0.45 7.55 0.77
2 23.95 2.11 11.13 2.30
actual
1 0 13.81 0.68 14.91 0.98
2
0 14.83 1.79 8.36 4.50
1 15.21 1.33 8.13 2.20
2 12.06 1.58 11.70 2.40
3
0 28.44 4.16 6.88 2.65
1 20.89 1.24 7.70 0.98
2 23.18 0.72 11.35 0.59
Tabla 3.1: Comparación entre diferentes estrategias multiproceso.
3.4. Selección de la dirección de movimiento
Cada vez que un FEM y su FRM son entregados por un nodo Map, el nodo
Dir_selection calcula una nueva dirección de movimiento (ver Figura 2.9). Para
ello, se analizan un total de 32 direcciones posibles di desde la proyección del actual
sistema de referencia del robot XY Z sobre el plano XpYp (ver Figura 3.8). La





donde ∆i es la diferencia entre di y la dirección hacia el punto objetivo, δi es la
diferencia angular entre di y la proyección del eje X, g = 0,02 es un factor que
penaliza cambios de dirección, y Di es la distancia máxima que el robot podŕıa
recorrer sobre el FEM siguiendo di (ver Figura 3.8).
Para calcular Di, inicialmente se fija su valor a cero, y se evalúan varios puntos
(x, y) en el FEM y FRM a lo largo de di con pasos de 0.1 m comenzando desde
la posición actual del robot. Siempre que el punto analizado tenga un valor de
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Figura 3.8: Ilustración de la selección de dirección sobre el FEM.
confiabilidad en el FRM menor que 0,75, o una magnitud de gradiente en el FEM
mayor a 0,35, o se alcancen los bordes del FEM, la distancia Di no se incrementará
más.
El gradiente del FEM ∇H se utiliza para detectar áreas no transitables [37]. La
magnitud del gradiente en un punto con coordenadas ciĺındricas (α, r) en el FEM
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j ≤ r < rj+1,
0 en otro caso.
(3.18)
3.5. Resultados experimentales
El rendimiento del sistema de navegación anteriormente propuesto se ha probado
en un parque urbano con farolas, bancos de piedra y diversos árboles (ver Figura 3.9).
El parque contiene pendientes suaves y diferentes terrenos como césped y caminos
de arena.
El experimento que se muestra en la Figura 3.10 consiste en un misión desde un
punto de inicio (cruz blanca) para alcanzar dos objetivos GPS (puntos azules), que
se completan cuando el robot está a una distancia menor de 10 m (ćırculos rojos).
El camino seguido por Andábata se muestra con puntos amarillos que representan
las posiciones GPS obtenidas por el teléfono inteligente de a bordo. La velocidad
longitudinal del robot se estableció en vsp = 0.34 m s−1 y el viaje duró 540 s, aproxi-
madamente. La Figura 3.10 se ha generado con la ayuda de Google Earth [89].
Los cambios en el ángulo de guiñada, obtenido con el magnetómetro del teléfono
40
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Figura 3.9: Andábata navegando en un parque urbano.
Figura 3.10: Posiciones GPS de Andábata durante la navegación (vista superior).
a bordo, se pueden observar en la Figura 3.11. Se producen cambios notables cuando
el robot cambia entre objetivos. Este efecto puede observarse cuando comienza la
misión y entre el primer y el segundo punto objetivo al principio y a mitad de la
trayectoria, respectivamente. Una vez que se obtiene la dirección del objetivo, se
observan algunas correcciones para cruzar por áreas transitables.
La Figura 3.12 muestra un FEM local y su FRM generados durante la nave-
gación autónoma. Se han superpuesto pequeñas flechas negras para representar las
posiciones sucesivas del robot móvil en coordenadas locales (proporcionadas por el
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Figura 3.11: Variaciones de guiñada (yaw) durante el experimento.
(a) (b)
Figura 3.12: Vista superior de la ruta local seguida por Andábata (flechas negras)
sobre un FEM (a) y su correspondiente FRM (b).
nodo Local_positioning). Se puede observar cómo se evita un obstáculo cercano
mientras se mueve hacia el punto objetivo.
3.6. Conclusiones
En este Caṕıtulo se ha descrito el sistema de navegación en exteriores del robot
móvil Andábata a bajas velocidades con mapas de elevación borrosos (FEM). Al-
gunos barridos 3D nivelados obtenidos en movimiento se emplean para producir un
FEM y su máscara de confiabilidad borrosa (FRM) de los alrededores, que se proce-
42
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san para elegir la mejor dirección de movimiento para alcanzar un punto de objetivo
distante mientras se cruzan áreas transitables. Todo ello se ha implementado con
diferentes nodos ROS.
Es la primera vez que un robot móvil navega con FEM obtenidos de barridos láser
3D en exteriores. A diferencia de los DEM convencionales, los FEM proporcionan
una representación continua del terreno cercano al robot, lo que permite una mayor
resolución para escoger los próximos movimientos.
Sin embargo, la navegación con FEM y FRM exige una gran carga computacional
que impide que se procesen todos los barridos 3D disponibles, lo que va en detrimento
de la reactividad del robot, especialmente en entorno naturales más complejos. Por
ello, en los siguientes caṕıtulos se van a desarrollar clasificadores de transitabilidad
del terreno que reduzcan en buena medida el esfuerzo computacional, pudiendo aśı
procesar todos los barridos láser 3D para mejorar la reactividad.
El autor de esta tesis ha participado en el desarrollo del software necesario para
la implementación de las distintas técnicas presentadas en Andábata, en la planifi-
cación, ejecución y análisis de los experimentos necesarios para probar su correcto







La detección del suelo navegable resulta fundamental para la navegación en en-
tornos naturales [90]. Para desarrollar un clasificador que cumpla esta misión es
necesario entrenar un modelo predictivo que etiquete cada punto 3D en función de
sus caracteŕısticas espaciales.
La extracción de qué parte del terreno es navegable es un proceso relacionado
con la evaluación de la capacidad de desplazamiento del veh́ıculo, que se realiza
comúnmente justo antes de la segmentación de escena [91]. Los procedimientos para
evaluar la transitabilidad del terreno se pueden diseñar espećıficamente [92, 93], pero
también se pueden entrenar con datos reales [94, 95] o por medio de datos sintéticos
[96, 97]. Este relevante análisis generalmente se realiza con nubes de puntos 3D de
los alrededores adquiridas por un sensor a bordo del robot móvil [28, 41]. En lugar de
diseñar procedimientos de segmentación espećıficos para la detección de suelo [98],
se pueden entrenar diferentes técnicas de aprendizaje automático con caracteŕısticas
espaciales calculadas directamente desde la nube de puntos 3D [43] [99].
Algunos de los métodos empleados para determinar la transitabilidad son cade-
nas de Markov [100], filtros Bayesianos [101], máquinas de vectores soporte o Sup-
port Vector Machine (SVM) [102], modelado borroso [10], redes neuronales [103] o
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aprendizaje supervisado [104]. Para la construcción de modelos predictivos median-
te técnicas de aprendizaje supervisado es necesario disponer de conjuntos de datos
perfectamente clasificados y etiquetados libres de errores para entrenarlos [105] [106].
El aprendizaje supervisado generalmente emplea puntos etiquetados a mano para
obtener modelos predictivos que se pueden aplicar a nuevos datos [107]. De esta
manera, la aplicación Classification Learner de Matlab se ha empleado para extraer
el suelo de nubes de puntos 3D de un conjunto de datos urbano [90]. Asimismo, se
ha utilizado el algoritmo SVM para detectar carreteras urbanas y rurales con visión
estéreoscópica [95].
Sin embargo, el etiquetado de datos 3D reales punto a punto de veh́ıculos terres-
tres en entornos naturales requiere un gran esfuerzo y es propenso a errores [108].
Además, no hay repositorios etiquetados con este tipo de datos que reúnan escenas
de diferentes entornos naturales. Como alternativa a los datos etiquetados manual-
mente, el aprendizaje por demostración con nubes de puntos 3D adquiridas por un
veh́ıculo teleoperado en zonas transitables puede emplearse mediante un clasificador
Positive Naive Bayes [28], un proceso Gaussiano [30] o con SVM [94].
Los datos de profundidad sintéticos son interesantes para entrenar la detección
de transitabilidad [109]. En este sentido, datos virtuales de LIDAR generados con
Matlab se han empleado para construir una red neuronal que clasifica el terreno
transitable de superficies planetarias [110]. De manera similar, en [96] se ha entre-
nado una red neuronal convolucional para distinguir parches transitables de mapas
de elevación obtenidos con el simulador robótico Gazebo [111].
La Figura 4.1 explica las fases necesarias para la generación de modelos mediante
aprendizaje supervisado. Una vez se cuenta con datos para el entrenamiento etique-
tados, es necesario realizarles un preprocesado, que puede comprender algunas de las
fases que aparecen representadas. Posteriormente, se aplican algoritmos de regresión
o clasificación para entrenar los modelos.
En la Figura 4.2 se explica el proceso para realizar una predicción de datos a
partir de un modelo previamente entrenado. De nuevo, el primer paso es realizar un
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preprocesamiento previo. Con los datos preprocesados, se aplica el modelo entrenado
para obtener la predicción.
Figura 4.1: Fases para la generación de modelos entrenados mediante aprendizaje
supervisado [112].
Figura 4.2: Fases para la clasificación de datos a partir de modelos entrenados [112].
En este caṕıtulo, las nubes de puntos 3D sintéticas generadas en el entorno
Gazebo son etiquetadas automáticamente sin errores [108] y se emplean para el
entrenamiento y la validación de clasificadores de transitabilidad.
El caṕıtulo está organizado de la siguiente manera. La siguiente sección resume
el procedimiento para etiquetar individualmente los puntos procedentes de barridos
láser 3D sintéticos según su transitabilidad. La sección 4.3 presenta el entrenamiento
de varios clasificadores con estas nubes de puntos etiquetadas. Luego, las secciones
4.4 y 4.5 contienen resultados de validación para datos simulados y reales, respecti-
vamente. El capitulo termina con la sección de conclusiones.
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4.2. Obtención de barridos láser 3D sintéticos eti-
quetados
En esta sección se emplea el simulador robótico Gazebo [111] para obtener nubes
de puntos realistas de terreno irregular generadas por LIDAR virtuales [36, 109].
La Figura 4.3 muestra el esquema general de la aplicación desarrollada, la cual
involucra al simulador robótico Gazebo, al entorno Matlab y a ROS [108]. Gazebo se
emplea para construir un modelo de entorno natural y para simular las medidas del
telémetro láser 2D. Matlab se utiliza para proporcionar una rotación al sensor 2D
y para componer la nube de puntos 3D etiquetada. ROS sirve como interfaz entre
Gazebo y Matlab.
Figura 4.3: Diagrama de la aplicación desarrollada [108].
La Figura 4.4 muestra una vista general del entorno natural generado con Gaze-
bo, cuyas dimensiones máximas son 150 m de largo, 150 m de ancho y 20 m de alto
[108]. Contiene elementos naturales tales como terreno irregular, hierba, arbustos,
rocas, árboles y agua. Sin embargo, también tiene elementos artificiales como me-
sas, bancos, cercas, ĺıneas eléctricas y pavimento. Se pueden distinguir cinco zonas
diferentes: colinas (A), una cueva (B), un bosque (C), un lago (D) y un parque (E).
En la Figura 4.5 puede verse el interfaz empleado en Matlab. El usuario indica
la posición desde la cual se adquirirá el barrido 3D en el suelo sobre una interfaz
que incluye una vista aérea del entorno sintético.
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Figura 4.4: Vista general del entorno natural construido con Gazebo. Cinco zonas
diferentes están marcadas con letras mayúsculas.
Figura 4.5: Vista aérea del entorno natural generado en Gazebo. La intersección entre
las dos ĺıneas negras perpendiculares indica la posición desde la que se adquirirá el
barrido 3D.
Además de modelar el entorno natural, Gazebo simula las mediciones de rango
e intensidad del sensor láser 2D Hokuyo [111], con el que está construido el sensor
3D de Andábata. Esta simulación incluye medidas con ruido y el escáner láser 2D
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obtiene estimaciones de intensidad que dependen de los valores asignados a cada
elemento del entorno virtual. Precisamente, estos datos permiten etiquetar cada
punto 3D dentro de su correspondiente clase.
La Tabla 4.1 indica las etiquetas de color y los valores de reflectividad asignados
a cada elemento del entorno virtual. Para emular un rayo láser que es desviado por
la superficie del agua, los rangos con reflectividad del agua se eliminarán de la nube
de puntos 3D.
Material Etiqueta de color Reflectividad
Agua 120
Terreno o suelo Marrón 100
Tronco o ramas Magenta 90





Hierba baja Naranja 50
Roca Gris 40
Hierba altas Rojo 30
Cable Azul 20
Poste Cián 15
Tabla 4.1: Etiquetas de color y reflectividad asignadas a cada elemento.
En lugar de emplear un modelo completo para Andábata, se ha desarrollado
una estructura más simple para llevar su escáner láser 3D. La estructura contiene
dos brazos para los ejes X e Y locales y una columna para el eje Z que apunta
hacia arriba (ver Figura 4.6 a). El escáner láser 2D se une al extremo superior de la
columna con su centro óptico alineado con el eje Z. Al aplicar ángulos de rotación
de 180° a la columna se obtiene un barrido 3D completo [108]. Luego, Matlab une
los sucesivos barridos 2D a partir de la simulación Gazebo del escáner láser 2D con
diferentes ángulos de rotación y los combina en una nube de puntos 3D completa.
En los cuatro extremos de los brazos hay telémetros láser unidimensionales que
apuntan hacia abajo. Estos sensores emplean el mismo modelo de Hokuyo, pero
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con el número de rayos láser restringido a uno. Las distancias proporcionadas por
los cuatro escáneres unidimensionales se emplean para colocar la estructura con
ángulos de alabeo y cabeceo similares a los que tendŕıa Andábata y para ajustar
la altura h sobre el suelo del sensor 3D (ver Figura 4.6 b). Las cuatro medidas de
los láser unidimensionales se utilizan para comprobar que la estructura está ubicada
ı́ntegramente en el suelo.
(a) (b)
Figura 4.6: La estructura para situar el telémetro láser 3D (a) y su colocación sobre
el terreno (b).
En la Figura 4.7 se puede observar la representación de un barrido 2D simulado,
una vez que la estructura se ha colocado correctamente en el suelo del entorno
virtual.
La Figura 4.8 muestra el grafo computacional ROS, que incluye dos nodos y siete
topics. El nodo Gazebo se generó utilizando los paquetes Gazebo ros [113], mientras
que el nodo Matlab se creó con la libreŕıa Robotics System Toolbox [114].
Los topics del /laser1D1 al /laser1D4 contienen los rangos e intensidades de
cada barrido láser unidimensional de cada sensor de los situados en los brazos de la
estructura. De manera similar, el topic /laser2D contiene barridos 2D completos,
cada uno compuesto por 1,080 mediciones de rango y de reflectividad.
Gazebo env́ıa mensajes con la orientación global 3D actual del sensor láser 2D
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Figura 4.7: Simulación de un barrido 2D en el entorno virtual.
Figura 4.8: Nodos ROS (elipses) y topics (rectángulos) empleados en la simulación
.
a través del topic /gazebo/model states. Por otro lado, Matlab emplea el topic
/gazebo/set model states para colocar la estructura del sensor 3D en el suelo y
para proporcionar los ángulos de rotación sucesivos para el sensor 2D.
Teniendo en cuenta los ángulos de alabeo y cabeceo en el terreno [108], toda
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la nube de puntos se nivela para operar tal y como Andábata las construye [51].
Las mediciones de intensidad se utilizan para etiquetar cada punto 3D de forma
independiente asignando diferentes valores de reflectividad a cada elemento natural o
artificial. Se han obtenido tres barridos láser sintéticos con una resolución horizontal
de un grado en cada zona del entorno natural colocando Andábata en diferentes
puntos del suelo. En total, quince barridos láser 3D etiquetados sin errores.
Posteriormente, estos barridos sintéticos se binarizan de la siguiente manera;
aquellos puntos que pertenecen al suelo, al pavimento o al la vegetación baja (con
una altura máxima de 5 cm) se etiquetan como transitables y el resto como no tran-
sitables. Además, la inclinación de cada punto transitable se obtiene calculando la
normal al plano local formado por los veinte vecinos transitables más cercanos. Fi-
nalmente, todos los puntos transitables con una pendiente mayor que 20° (inclinación
máxima que Andábata puede navegar) se reetiquetan como no transitables.
La Figura 4.9 resume las diferentes etapas requeridas en el etiquetado de los
puntos:
(a) Representa una vista de la zona de colinas (A) construida con Gazebo [111].
(b) Muestra un barrido 3D simulado. El ćırculo vaćıo en el suelo en el centro del
barrido láser corresponde al área ciega del sensor 3D.
(c) Representa el barrido anterior una vez que ha sido nivelado y sus puntos 3D
etiquetados con diferentes colores según sus valores de intensidad [108].
(d) Muestra los puntos transitables del barrido láser en color verde y el resto en rojo.
En este caso, los puntos no transitables se corresponden con árboles, arbustos,
una ĺınea eléctrica y terreno muy inclinado.
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(a) (b)
(c) (d)
Figura 4.9: Una vista de las colinas generadas con Gazebo (a), un barrido 3D sintéti-
co tomado de esta zona (b), su nube de puntos nivelada y etiquetada con intensidad
(c) y los datos 3D etiquetados según su transitabilidad (d).
4.3. Entrenamiento de clasificadores de transita-
bilidad del terreno
El primer paso es extraer las caracteŕısticas espaciales o features apropiadas para
la clasificación de transitabilidad. Luego, se pueden entrenar diferentes técnicas de
aprendizaje supervisado.
4.3.1. Cálculo de caracteŕısticas espaciales
Las caracteŕısticas espaciales se extraen para cada punto 3D a partir de su vecin-
dario, que comprende todos los puntos contenidos en un radio de proximidad fijo de
0.3 m. Los puntos Cartesianos con menos de cinco vecinos se descartan del cálculo de
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Caṕıtulo 4. Clasificación de transitabilidad mediante aprendizaje supervisado
caracteŕısticas para garantizar un mı́nimo de información espacial. La búsqueda de
vecinos más cercanos para cada nube de puntos nivelada se acelera mediante el uso
de una estructura de datos en árbol 3D, que se construye con la función de Python
KDTree de la libreŕıa Scikit-learn [115].
La distribución espacial se puede estudiar a través del análisis de componentes
principales o Principal Components Analysis (PCA) [116]. PCA emplea la matriz
n × 3 denominada Pi que contiene las coordenadas Cartesianas en un sistema de
referencia XY Z de un punto pi y de todos sus vecinos. Entonces, la matriz Si de
covarianza simétrica 3× 3 asociada a pi se calcula como:
Si =
(Pi − Pi)T (Pi − Pi)
n
, (4.1)
donde T representa la operación de transposición y Pi es la matriz n × 3 que
contiene el valor medio de Pi: (x̄i, ȳi, z̄i) en cada una de sus n filas. Los autovalores
λ asociados a Si pueden calcularse con la ecuación caracteŕıstica:
|Si − λ I| = 0, (4.2)
donde I es la matriz identidad 3 × 3. Los autovalores son números reales positivos
que pueden ser ordenados:
0 < λ1 ≤ λ2 ≤ λ3. (4.3)
Los autovectores v asociados con cada autovalor λ son calculados mediante la si-
guiente ecuación:
Si v = λ v. (4.4)
Este análisis puede realizarse con las funciones Matlab cov y eig.
Se emplean tres caracteŕısticas {f1, f2, f3} que son comúnmente empleadas en la
detección de suelo [108]. Para nubes de puntos niveladas, la mı́nima altura (f1) es la
caracteŕıstica geométrica más relevante para la clasificación del terreno [99]. Además,
la orientación vertical (f2) y la rugosidad (f3) pueden emplearse para detectar el
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suelo transitable [30].
Estas tres caracteŕısticas pueden calcularse como:




2. Orientación vertical : La pendiente que se obtiene del autovector v1 con el
menor autovalor λ1:
f2(Pi) = arc cos((0, 0, 1) · v1). (4.6)
3. Rugosidad : El menor de los autovalores puede emplearse directamente como
ı́ndice de dispersión espacial:
f3(Pi) = λ1. (4.7)
El cálculo del PCA de cada vecindario de puntos se acelera con el compilador
Python y la libreŕıa Numba [117]. Aun aśı, el tiempo de procesamiento del PCA
sigue dependiendo del número de puntos del barrido láser 3D. De esta forma, para
un barrido sintético promedio de 76,000 puntos, donde aproximadamente el 3 % de
los puntos no tiene suficientes vecinos, este preprocesamiento de datos se realiza en
3.16 s. Para mejorar este tiempo, aprovechando los cuatro núcleos del procesador
de Andábata, se ha probado la libreŕıa de Python multithreading [118], pero con
resultados decepcionantes, por lo cual ha sido descartada.
4.3.2. Aprendizaje supervisado
Se han elegido diferentes algoritmos de clasificación de la libreŕıa de Python
Scikit-learn [115] para predecir la transitabilidad de los puntos 3D utilizando el con-
junto de caracteŕısticas espaciales anteriormente introducido. Esta libreŕıa de apren-
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dizaje automático fue diseñada para operar con las libreŕıas numéricas y cient́ıficas
de Python NumPy y SciPy, respectivamente [115].
Teniendo en cuenta que no es necesario emplear métodos de clasificación com-
plejos para extraer el suelo con precisión de los barridos 3D [90], se han seleccionado
siete técnicas de aprendizaje supervisado relevantes para el entrenamiento: Decision
Tree (DT), Gaussian Naive Bayes (GNB), K-Nearest Neighbors (KNN), Linear Sup-
port Vector Machine (LSVM), Bagged Decision Tree (BDT), Random Forest (RF)
y Gradient Boosted Tree (GBT). Los tres últimos son métodos combinados que
emplean varios estimadores básicos.
Diez de las quince nubes de puntos 3D generadas con Gazebo están dedicadas
exclusivamente al entrenamiento. Estos datos sintéticos libres de errores contienen
un total de 743,346 puntos, donde 721,616 cumplen con la restricción mı́nima de ve-
cindad. Los datos de entrenamiento no están equilibrados porque aproximadamente
el 70 % de los puntos pertenecen a la clase transitable. Esto sucede principalmente
porque la mayoŕıa de los puntos láser se obtienen del suelo cerca de Andábata.
La Tabla 4.2 muestra los tiempos de entrenamiento requeridos por cada esti-
mador ajustado con sus opciones predeterminadas. Los métodos que requieren más
tiempo son LSVM y GBT, mientras que los métodos menos exigentes son GNB y
KNN. Es notable la gran brecha de 136 s entre los mejores y los peores tiempos. Sin
embargo, estos tiempos no son cŕıticos para la navegación porque el entrenamiento
sólo se realiza una vez fuera de ĺınea.
Estimador Acrónimo Tiempo (s)
Decision Tree DT 3.3
Gaussian Naive Bayes GNB 0.1
K-Nearest Neighbors KNN 1.1
Linear Support Vector Machine LSVM 136.3
Bagged Decision Tree BDT 21.0
Random Forest RF 8.1
Gradient Boosted Tree GBT 41.3
Tabla 4.2: Tiempos de entrenamiento para la clasificación de transitabilidad.
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4.4. Validación de los clasificadores de transitabi-
lidad
Cinco nubes de puntos 3D sintéticas, una por cada zona del entorno virtual, que
no han sido utilizadas durante el entrenamiento, se emplean exclusivamente para
fines de validación. Estos datos contienen un total de 397,426 puntos donde 385,959
tienen al menos cinco vecinos y están desequilibrados con aproximadamente el 68 %
de puntos en la clase transitable.
Para todos los clasificadores, el tiempo de predicción de un barrido sintético
completo es, en promedio, insignificante respecto a su tiempo de preprocesamiento
con la excepción del estimador KNN que requiere de 0.2 s.
La Tabla 4.3 contiene los componentes de la matriz de confusión de cada cla-
sificador entrenado, donde TP, FP, TN y FN representan el número de verdaderos
positivos, falsos positivos, verdaderos negativos y falsos negativos, respectivamente.
Verdadero se refiere a puntos clasificados correctamente y falso al opuesto, mientras
que positivo se refiere a la clase no transitable y negativo a la clase transitable.
Estimador TP TN FP FN
Decision Tree 111,912 252,446 10,007 11,594
Gaussian Naive Bayes 89,890 259,351 3102 33,616
K-Nearest Neighbors 111,538 256,915 5538 11,968
Linear Support Vector Machine 97,559 21,8384 44,069 25,947
Bagged Decision Tree 113,111 254,622 7831 10,395
Random Forest 112,547 257,396 5057 10,959
Gradient Boosted Tree 111,335 258,922 3531 12,171
Tabla 4.3: Componentes de las matrices de confusión para los datos sintéticos.
Para comparar el rendimiento de los clasificadores binarios, se consideran cinco
ı́ndices para datos desequilibrados, calculados por las funciones de la libreŕıa Scikit-
learn [115]: Precision (PR), Recall (RE) y F1 Score son el primer, segundo y tercer
ı́ndice, respectivamente:
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Todos los ı́ndices anteriores vaŕıan entre 0 y 1 para el peor y mejor resultado de clasi-
ficación, respectivamente. El último ı́ndice es el coeficiente de correlación Matthews
o Mathews Correlation Coeficient (MCC):
MCC =
TP · TN − FP · FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
, (4.10)
cuyo rango oscila entre −1 a 1, donde −1 indica una clasificación inversa, 0 una
predicción aleatoria y 1 una predicción perfecta.
La Tabla 4.4 incluye los cinco ı́ndices de precisión para cada estimador. En gene-
ral se logra una alta precisión, pero el mejor rendimiento proviene de los clasificadores
RF y GBT y el peor resultado de los estimadores GNB y LSVM.
Estimador PR RE F1 BA MCC
Decision Tree 0.918 0.906 0.912 0.934 0.871
Gaussian Naive Bayes 0.967 0.728 0.830 0.858 0.781
K-Nearest Neighbors 0.953 0.903 0.927 0.941 0.895
Linear Support Vector Machine 0.689 0.790 0.736 0.811 0.602
Bagged Decision Tree 0.935 0.916 0.925 0.943 0.891
Random Forest 0.957 0.911 0.934 0.946 0.904
Gradient Boosted Tree 0.969 0.901 0.934 0.944 0.906
Tabla 4.4: Índices de precisión para los datos sintéticos.
Las Figuras 4.10–4.14 ilustran los resultados de aplicar el clasificador RF a los
cinco barridos de validación. Se pueden observar excelentes estimaciones de ambas
clases en colores rojo y verde. El color azul representa puntos 3D que no se han
clasificado debido a la falta de vecinos. Estos puntos no clasificados generalmente se
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Caṕıtulo 4. Clasificación de transitabilidad mediante aprendizaje supervisado
encuentran lejos de Andábata, donde disminuye la densidad de puntos y el número
de vecinos de cada punto es menor que el umbral definido.
(a) (b)
Figura 4.10: Barrido de validación en las colinas (a) y los resultados de la predicción
con RF (b).
(a) (b)
Figura 4.11: Barrido de validación en la entrada de la cueva (a) y los resultados de
la predicción con RF (b).
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(a) (b)
Figura 4.12: Barrido de validación dentro del bosque (a) y los resultados de la
predicción con RF (b).
(a) (b)
Figura 4.13: Barrido de validación cerca de la orilla del lago (a) y los resultados de
la predicción con RF (b).
(a) (b)
Figura 4.14: Barrido de validación en el parque (a) y los resultados de la predicción
con RF (b).
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4.5. Experimentos de clasificación con barridos
láser 3D reales
Las Figuras 4.15 a–4.17 a muestran un parque, un camino rural y un paso sub-
terráneo donde Andábata ha sido teleoperado. Para cada escena, se ha obtenido
una nube de puntos 3D nivelada con una resolución horizontal de 1.2° sin datos de
intensidad en 3.75 s [51]. La visibilidad del cielo determina el número de puntos para




Figura 4.15: Imagen de un parque urbano (a), una nube de puntos 3D real etiquetada
manualmente (b) y clasificada con RF (c).
Todos estos datos reales han sido etiquetados manualmente para servir como
ground truth (ver Figuras 4.15 b–4.17 b). Se puede observar que el área ciega en
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el suelo se reduce porque Andábata se estaba moviendo durante la adquisición del
barrido. Los datos etiquetados a mano contienen un total de 162,999 puntos, donde
90,074 pertenecen a la clase transitable.
La extracción de caracteŕısticas y la predicción de transitabilidad para cada
barrido se pueden obtener en 2.5 s para todos los estimadores con la excepción de
KNN que requiere de 2.7 s. En cualquier caso, estos tiempos de clasificación hacen
posible procesar cada barrido láser 3D por separado para la navegación autónoma.
Solo 3,215 puntos no se han clasificado debido a la falta de cinco vecinos.
La Tabla 4.5 contiene las componentes de las matrices de confusión de cada
clasificador. Los ı́ndices de precisión equilibrados correspondientes a esta tabla se
pueden encontrar en la Tabla 4.6. Con datos reales, se logra una precisión ligeramente
peor que con datos sintéticos, pero aún es muy alta. Los estimadores peor calificados
— GNB y LSVM — coinciden con los señalados en la sección anterior. También se
repite como mejor clasificado RF, esta vez acompañado por KNN.
Clasificador TP TN FP FN
Decision Tree 66,060 80,747 6918 6059
Gaussian Naive Bayes 51,110 83,541 4123 21,010
K-Nearest Neighbors 64,810 84,887 6679 3408
Linear Support Vector Machine 69,630 74,623 13,192 2339
Bagged Decision Tree 66,423 81,624 6027 5710
Random Forest 67,390 81,175 6475 4744
Gradient Boosted Tree 65,025 80,657 7893 6209
Tabla 4.5: Componentes de las matrices de confusión para los datos reales.
Las Figuras 4.15 c–4.17 c ilustran los resultados de aplicar el clasificador RF a las
tres nubes de puntos reales. Se pueden observar buenos resultados de clasificación
para todas estas escenas. Sin embargo, contienen errores como algunos puntos verdes
aislados en la pendiente cerca del camino rural y en las paredes verticales del túnel.
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Caṕıtulo 4. Clasificación de transitabilidad mediante aprendizaje supervisado
Clasificador PR RE F1 BA MCC
Decision Tree 0.905 0.916 0.911 0.919 0.836
Gaussian Naive Bayes 0.925 0.709 0.803 0.831 0.692
K-Nearest Neighbors 0.907 0.950 0.928 0.939 0.873
Linear Support Vector Machine 0.841 0.968 0.900 0.909 0.814
Bagged Decision Tree 0.917 0.921 0.920 0.926 0.852
Random Forest 0.912 0.934 0.923 0.930 0.859
Gradient Boosted Tree 0.892 0.913 0.902 0.912 0.822
Tabla 4.6: Índices de precisión equilibrados para los datos reales.
(a)
(b) (c)
Figura 4.16: Imagen de un camino rural (a), una nube de puntos 3D real etiquetada
manualmente (b) y clasificada con RF (c).
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(a)
(b) (c)
Figura 4.17: Imagen de un paso subterráneo (a), una nube de puntos 3D real eti-
quetada manualmente (b) y clasificada con RF (c).
4.6. Conclusiones
En este caṕıtulo se ha descrito la obtención de clasificadores de transitabilidad
del terreno para los barridos láser 3D adquiridos por el robot móvil Andábata en
entornos naturales. Para este propósito, se han empleado siete potentes métodos
de aprendizaje supervisado de la libreŕıa Python Scikit-learn. Además de ser un
software libre muy completo, esta libreŕıa también ha facilitado el flujo de trabajo
en gran medida.
Para el entrenamiento y validación, se han empleado nubes de puntos 3D con
etiquetas binarias obtenidas automáticamente mediante el simulador robótico Ga-
zebo. Estos datos nivelados se parecen mucho a los obtenidos por el sensor 3D de
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Andábata en terreno sólido no resbaladizo. Sin embargo, cada punto sintético tiene
asociado una etiqueta de transitabilidad que depende del valor de intensidad medida
y que puede emplearse como modelo de datos para el entrenamiento.
Para la evaluación de la transitabilidad, se han calculado tres caracteŕısticas
espaciales simples para cada punto Cartesiano. Sin embargo, la extracción de ca-
racteŕısticas es un proceso que requiere mucho tiempo en Python y que ha sido
necesario acelerar mediante compilación. Por el contrario, los tiempos de predicción,
una vez obtenidas las caracteŕısticas, son generalmente insignificantes. Con todo,
Andábata podŕıa determinar la transitabilidad de cada punto de un barrido láser
3D completo mucho antes de que esté disponible el siguiente barrido 3D.
Se ha obtenido una alta precisión en los ı́ndices de validación de datos desequi-
librados con la mayoŕıa de los estimadores, destacando el método Random Forest
para nubes de puntos 3D sintéticas y reales. También se ha confirmado que los clasi-
ficadores de transitabilidad, entrenados solo con datos simulados, pueden funcionar
bastante bien con los datos reales adquiridos mientras Andábata se teleoperaba en
entornos naturales.
El autor de esta tesis ha contribuido elaborando material para la publicación







La transitabilidad del terreno debe evaluarse continuamente en los robots móvi-
les para planificar movimientos de forma segura [13] con recursos computacionales
limitados [56, 119]. Si los resultados de la transitabilidad son muy limitados, los
movimientos del robot se restringirán innecesariamente, pero, por otro lado, si son
muy permisivos, la seguridad del veh́ıculo estará en peligro [28].
En el Caṕıtulo anterior se han entrenado varios clasificadores para obtener la
transitabilidad de nubes de puntos 3D niveladas. Esta evaluación confiable del te-
rreno puede emplearse para construir mapas de transitabilidad 2D locales [97]. Un
mapa de transitabilidad en coordenadas polares se construye proyectando sobre un
mismo plano los puntos clasificados del barrido 3D y asignando valores de transita-
bilidad a cada región del mapa. Después es necesario seleccionar la dirección haćıa
donde dirigirse en función del terreno y de la ubicación del objetivo, evitando zonas
no navegables. Se emplean simulaciones robóticas con Gazebo [111] para ajustar la
reactividad antes de las pruebas reales.
La Figura 5.1 ilustra el proceso que se va a seguir para realizar la navegación
autónoma del robot Andábata empleando los clasificadores previamente entrenados.
Tras la obtención de la barridos 3D, se realizará un filtrado de las nubes de puntos
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3D. Los puntos resultantes del filtrado se clasifican, para construir el mapas local
de transitabilidad del entorno cercano. A partir de este mapa, se realiza la selección
de dirección evitando zonas no navegables intentando alcanzar el objetivo.
Figura 5.1: Pasos para realizar navegación reactiva mediante clasificadores de tran-
sitabilidad.
El resto del Capitulo está organizado de la siguiente forma. En la sección 5.2 se
describe la simulación de Andábata en Gazebo [111] que se utiliza para ajustar la
navegación reactiva, cuyo esquema se propone en la sección 5.3. Los experimentos
simulados y reales se comentan en las secciones 5.4 y 5.5, respectivamente. Final-
mente, las conclusiones completan el Caṕıtulo.
5.2. Simulación de Andábata en Gazebo
Las plataformas de simulación robótica que incluyen un motor de f́ısica como
V-REP [120] o Gazebo [111] permiten obtener información realista de un veh́ıculo
terrestre moviéndose en su entorno. Por lo tanto, se pueden emplear para evaluar
movimientos elementales [54], para evaluar la transitabilidad [36, 96] o para ajustar
manualmente los parámetros de navegación [52].
Todo el software de Andábata se puede simular en Gazebo a través de un conjunto
de paquetes ROS llamado gazebo ros pkgs [121], que proporcionan las interfaces
necesarias mediante el uso de servicios y mensajes ROS. Con ellos se pueden construir
plugins para la salidas de los sensores y las entradas de los motores tal y como
funcionan en el mundo real. De esta manera, es posible probar los mismos nodos
ROS en el robot o en el simulador de manera intercambiable.
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En el Caṕıtulo 4 sólo se simulaba en Gazebo el sensor láser 3D pero ahora es
necesario un modelado completo para evaluar su comportamiento en experimentos
en movimiento. En la Figura 5.2 puede observarse el chasis de Andábata desarrollado
en detalle en Gazebo [122].
El modelo de suspensión de Andábata en Gazebo supone ruedas ŕıgidas, de cons-
tante de elasticidad 3976.6 N m−1 y un coeficiente de amortiguación de 75.76 kg s−1.
La respuesta de las velocidades de las bandas de rodadura (vl y vr) a los comandos
de velocidad (vspl y v
sp
r ) desde la computadora no es instantánea y se modela en
Gazebo como un sistema de primer orden con una constante de tiempo de 35 ms.
Figura 5.2: Modelo Andábata en Gazebo [122].
Se ha adjuntado una columna al chasis principal en la parte superior y centrada
(ver Figura 5.2). En el lado frontal de la columna, se fija un cuboide rectangular para
representar el teléfono inteligente a bordo de Andábata. Los datos de giroscopios e
inclinómetros se pueden simular directamente del motor de f́ısica predeterminado
de Gazebo Open Dynamics Engine (ODE). Los datos del GPS y del magnetómetro
se simulan agregando ruido Gaussiano a la posición y rumbo exactos del robot
móvil en el entorno virtual, respectivamente. Los plugings hector gazebo [123] se han
empleado para incorporar todos estos sensores a Gazebo con sus correspondientes
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tasas de adquisición.
La Figura 5.3 muestra una vista general del entorno natural generado con Gazebo
[122], que es un cuadrado de 50 m de lado donde navega Andábata. Contiene muchos
obstáculos positivos como hierba alta, rocas, árboles, una cerca y una barrera. Pero
también contiene varias zanjas que actuan como obstáculos negativos.
Figura 5.3: Vista general del entorno natural construido en Gazebo.
La Figura 5.4 muestra la simulación de Andábata moviéndose sobre el entorno
virtual. En ella se representa la adquisición de uno de los barridos 2D verticales
que componen un barrido 3D completo mediante ĺıneas azules. Las ĺıneas gruesas
representan rangos detectados, mientras que las ĺıneas delgadas indican falta de
medición.
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Figura 5.4: Simulación en Gazebo de Andabata moviéndose sobre el entorno virtual.
Las ĺıneas azules representan la adquisición de un solo barrido 2D vertical.
5.3. Selección de la dirección de movimiento
En el Caṕıtulo 2 se presentó el esquema software de Andábata empleando nodos
en ROS (ver Figura 2.9). El empleo de nodos hace que el software sea reutilizable y
que se pueda modificar el comportamiento de un nodo sin afectar al resto, gracias a
la propiedad de encapsulación de los nodos.
En esta sección se presentan las modificaciones llevadas a cabo en algunos nodos
para mejorar la reactividad de Andábata. El nodo map, que en el Caṕıtulo 3 gene-
raba los FEM y FRM, ahora realiza la construcción de mapas 2D de transtibilidad
empleando los modelos entrenados presentados en el Caṕıtulo 4. Del nodo filter
sólo se usa el primer paso, que se ha modificado aumentando el rango máximo de la
proyección al plano horizontal de los puntos del barrido hasta 12m en lugar de 10m.
Esto se ha realizado porque aunque el mapa de transitabilidad sigue teniendo un
radio de 10m ahora esta centrado en la posición actual del robot en lugar del inicio
del barrido como en el Caṕıtulo 3.
El nodo cloud_selector deja de ser necesario porque el tiempo de cómputo
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de los nodos filter, map y dir_selection serán menores que la generación de un
barrido nivelado y no será necesario elegir cuál se procesa dado que se utilizarán
todos los barridos disponibles.
Para la navegación local, el telémetro láser 3D se ha configurado para propor-
cionar un barrido 3D nivelado de los alrededores cada ts = 3.3 s con 32,000 puntos
aproximadamente, mientras Andábata se mueve. El radio de proximidad alrededor
del punto objetivo utilizado para cambiar al siguiente se ha reducido de 10 m a 3 m
debido a la incorporación a bordo del veh́ıculo de un módulo GPS de bajo coste
modelo Ublox ZED F9P [124] con una precisión de 1m.
La transitabilidad se evalúa para puntos individuales con el clasificador Random
Forest previamente entrenado [97]. De esta manera, cada punto a menor distancia
de 12 m desde el centro del barrido 3D se clasifica individualmente como transitable,
no transitable o indefinido. Este procesamiento toma tc = 1.23 s aproximadamente
por cada barrido 3D, siendo la mayoŕıa de este tiempo dedicado a la extracción de
caracteŕısticas.
Una vez clasificado cada barrido 3D, se construye un mapa de transitabilidad 2D
proyectando cada punto 3D en un plano horizontal centrado en la posición actual
del robot, la cual es diferente del centro del barrido 3D debido al movimiento del
robot durante la adquisición del barrido 3D. El mapa de navegación consta de una
rejilla polar dividida en 32 sectores de 11.25° y nueve coronas circulares formadas
por diez radios desiguales sucesivos r:
rj = 10
τ j − 1
τ 10 − 1
, j = 1 . . . 10, (5.1)
donde la relación de expansión τ = 1,0682 permite un radio de creciente de h a 10 m
(ver Figura 5.5). Además, estos mapas locales están alineados con el Oeste y con el
Sur a 180° y 270°, respectivamente.
Luego, cada celda de la rejilla 2D, con la excepción del ćırculo central, se etiqueta
según los puntos proyectados que le cayeron dentro de la siguiente manera:
Si la celda no contiene ningún punto, se etiqueta como vaćıa en color blanco.
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Con al menos un 15 % de puntos no transitables, la celda se clasifica como no
transitable en color rojo.
Con al menos un 85 % de puntos transitables, la celda se etiqueta como tran-
sitable en color verde.
En cualquier otro caso, la celda se clasifica como indefinida en color gris.
Figura 5.5: Direcciones relevantes sobre un mapa de transitabilidad 2D.
Todas las ĺıneas di desde el centro de cada celda i son posibles direcciones de
movimiento para Andábata (ver Figura 5.5). La dirección seleccionada dj será la




, i = 1 . . . 32, (5.2)
que tiene en cuenta tanto la coincidencia con la dirección al objetivo G como la
transitabilidad T de la celda.
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La coincidencia con la dirección objetivo G para cada di se calcula como:
G(di) = |∆i|+ k1 |δi|+ k2 |γi|, (5.3)
donde k1, k2 son ganancias ajustables, y ∆i, δi y γi son las diferencias angulares de
di respecto a la dirección del punto objetivo, la orientación actual del veh́ıculo y la
dirección anteriormente escogida, respectivamente (ver Figura 5.5).
La transitabilidad T para cada sector i se calcula como:
T (i) = k3 (1 + n(i)) + k4 (n(i+ 1) + n(i− 1)− |n(i+ 1)− n(i− 1)|), (5.4)
donde n(i) es el número de celdas transitables en el sector i desde el centro hasta
que se alcanza una celda no transitable o la celda más externa (ver Figura 5.6), k3
y k4 son ganancias ajustables que recompensan las direcciones sin obstáculos en el
sector y en los dos sectores adyacentes, respectivamente.
Figura 5.6: Evaluación de transitabilidad para el sector i.
En resumen, es necesario ajustar cuatro parámetros de navegación k1, k2, k3 y k4
para la función de coste J . La evaluación de las direcciones es relativamente simple
y solo toma tm = 0.15 s aproximadamente en la computadora de a bordo.
La Figura 5.7 muestra el cronograma de tareas para la navegación local reactiva.
Se introduce un retraso td intencionalmente para proporcionar actuaciones tres veces
por cada barrido láser 3D construyendo tres mapas de transitabilidad 2D, cada
ts/3 = 1.1 s, aproximadamente. Para este propósito, la demora debe cumplir:
tm + td ≈ ts/3⇒ td ≈ 0.95 s. (5.5)
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Sin embargo, el intervalo entre los cambios de dirección no es del todo constante
porque tc depende fuertemente del número de puntos de cada barrido 3D. También se
puede observar en la Figura 5.7 que la adquisición de una nube de puntos 3D ocurre
simultáneamente con la clasificación de la transitabilidad de la nube de puntos previa
porque se ejecutan en paralelo en distintos nodos ROS.
Figura 5.7: Cronograma de tareas y nodos encargados para la navegación reactiva.
5.4. Experimentos en simulación
La estrategia reactiva para la navegación local se ha probado ampliamente con
simulaciones de Gazebo para ajustar sus cuatro parámetros. El parámetro de mayor
relevancia es k3 que regula cómo se combinan los comportamientos de perseguir el
objetivo y el de evitar obstáculos. Los parámetros k1 y k2 intentan evitar cambios
de dirección y k4 favorece las direcciones libres de obstáculos. Como resultado de
un proceso de prueba y error, los siguientes parámetros se han seleccionado manual-
mente: k1 = k2 = 0,15, k3 = 1, y k4 = 0,3.
La Figura 5.8 muestra con una ĺınea azul el camino global seguido por Andábata
mientras persigue tres puntos objetivo distantes en el entorno natural con vsp =
0.3 m s−1. En esta figura, los datos del GPS se representan con puntos rojos, los
objetivos se dibujan con un pequeño ćırculo verde rodeado por un ćırculo verde
discontinuo de proximidad de 3 m y la equis negra marca el comienzo del camino.
Se puede observar en la Figura 5.8 que el componente reactivo del sistema de
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Figura 5.8: Vista aérea del camino seguido por Andábata en el entorno simulado.
navegación permite evitar obstáculos tanto positivos como negativos. Concretamen-
te, en el camino hacia el primer objetivo, Andábata evita una barrera artificial y
una zanja profunda. Luego, cuando intenta alcanzar el segundo objetivo, rodea un
árbol y una gran roca. Finalmente, elude la hierba alta cerca del último punto de
objetivo.
La Figura 5.9 contiene la trayectoria de 161 m de longitud de la Figura 5.8
junto con marcas de tiempo y coordenadas horizontales. En total se han adquirido
186 nubes de puntos 3D y se han construido sus correspondientes 558 mapas de
navegación local 2D.
La altura a la que se encuentra el robot y sus cambios en orientación durante esta
trayectoria, se representan en la Figura 5.10. Se pueden observar cambios suaves de
rumbo con la excepción del giro de 180° cuando se alcanza el segundo objetivo a los
480 s. La elevación máxima que ascendió y descendió el robot móvil fue de 2.15 m.
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Figura 5.9: Trayectoria seguida por Andábata con marcas de tiempo.
Figura 5.10: Altura y cambios en la orientación del robot durante la prueba simulada.
En la Figura 5.11 se muestra un ejemplo de barrido 3D clasificado por su transita-
bilidad. Esta nube de puntos nivelada se adquirió en el camino hacia el primer punto
objetivo cerca de la zanja. Los tres mapas consecutivos de transitabilidad creados
a partir de este barrido 3D se representan en la Figura 5.12. La zanja aparece en
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estos mapas como una gran región blanca a la izquierda y arriba atravesada por la
dirección objetivo al Noroeste. Sin embargo, la dirección seleccionada mantiene al
robot lejos de este obstáculo negativo como se puede observar en los tres mapas,
donde la orientación del veh́ıculo apunta al Noreste.
Figura 5.11: Un barrido 3D obtenido durante la navegación y clasificado según su
transitabilidad.
(a) (b) (c)
Figura 5.12: Primer (a), segundo (b) y tercer mapas de transitabilidad para la nube
de puntos 3D de la Figura 5.11
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5.5. Experimentos reales
Una vez ajustados los parámetros del control reactivo mediante simulaciones, se
ha probado con Andábata en experimentos reales en el sendero que atraviesa una
hondonada y en un parque urbano descuidado.
5.5.1. Sendero en una hondonada
Se han elegido dos puntos objetivo para atravesar un sendero con pendientes en
el interior de una hondonada. En general, los bordes del sendero consisten en maleza
seca y colinas (ver Figura 5.13).
(a) (b) (c)
(d) (e) (f)
Figura 5.13: Andábata avanzando por el sendero dentro de la hondonada. Se mues-
tran fotograf́ıas sucesivas desde el comienzo (a) hasta el final (f) de la trayectoria.
La Figura 5.14 muestra una vista aérea de la ruta seguida por el robot móvil
según lo registrado por los datos del GPS. Con vsp = 0.3 m s−1, la trayectoria fue
133 m de largo y duró 462 s. En total, se adquirieron 137 barridos 3D de un promedio
de 27,694 puntos.
En la Figura 5.15 se muestra la vista superior de una nube de puntos en 3D real
clasificada por transitabilidad. Este barrido en particular se adquirió en el camino
hacia el segundo punto objetivo, unos metros después superar el primer objetivo (ver
Figura 5.13 d). Los tres mapas de transitabilidad consecutivos construidos a partir
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Caṕıtulo 5. Navegación reactiva mediante clasificación de transitabilidad
Figura 5.14: Mediciones GPS donde se indica el lugar donde se tomó cada fotograf́ıa
de la Figura 5.13.
de este barrido 3D se representan en la Figura 5.16. En ellos, aparece una colina y
vegetación en dirección al segundo objetivo, por lo que el robot debe desviarse de su
dirección actual, como se puede comprobar por el cambio de rumbo entre el primer
y los sucesivos mapas de transitabilidad.
Figura 5.15: Vista superior de un barrido 3D real clasificado por transitabilidad.
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(a) (b) (c)
Figura 5.16: Primer (a), segundo (b) y tercer mapas de transitabilidad para el barrido
real de la Figura 5.15.
5.5.2. Parque urbano
También se ha probado la navegación autónoma en un parque urbano descuidado
utilizando tres puntos objetivo (ver Figura 5.17). El punto intermedio aparece dos
veces en el camino hacia los puntos extremos en el Oeste y en el Este. La vista aérea
de la Figura 5.17 muestra la trayectoria GPS cuando la velocidad lineal del robot
estaba fijada a vsp = 0.3 m s−1.
Figura 5.17: Mediciones GPS durante la navegación en el parque. Se indica el lugar
que corresponde a cada fotograf́ıa de la Figura 5.18
La superficie casi plana del parque contiene obstáculos tanto naturales (árboles,
arbustos y malas hierbas) como artificiales (farolas, vallas y papeleras). La mayor
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(a) (b) (c)
(d) (e) (f)
Figura 5.18: Fotograf́ıas de Andábata en el parque urbano desde el inicio (a) hasta
el final (f) de la trayectoria.
parte de la trayectoria se realiza sobre el camino amarillo con la excepción del último
tramo, donde el robot atraviesa una zona irregular con árboles y malezas mientras
persigue el último punto objetivo al Este (ver Figura 5.18).
La trayectoria del parque fue 181 m de largo y duró 660 s. En total, Andába-
ta adquirió 183 barridos 3D. El valor promedio de 34,498 puntos por barrido 3D
es mayor que en el experimento anterior porque la visibilidad del cielo se reduce
principalmente debido a las copas de los árboles.
5.5.3. Discusión de los resultados
La selección de la ubicación de los puntos objetivos es muy relevante para com-
pletar los navegación. Para probarlo, se ha intentado repetir el recorrido del parque
urbano eliminando el punto intermedio. En este caso, Andábata no logra alcanzar el
objetivo al Oeste (ver Figura 5.19 a). Este fallo se debe a que el robot no encontró
un camino hacia el objetivo a través de la maleza y permaneció dando vueltas.
En este caso, existe un conflicto de comportamientos en el controlador reactivo:
si el veh́ıculo avanza en una dirección libre de obstáculos di sobre el camino amarillo,
aumenta la diferencia angular con respecto a la dirección objetivo ∆i. Por lo tanto,
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(a) (b)
Figura 5.19: Navegación reactiva en el parque urbano sin el punto objetivo interme-
dio: fracaso (a) y éxito (b).
valores altos de G(di) (5.3) y T (i) (5.4) se obtienen a la vez en el numerador y
denominador de la función de coste J(di, i) (5.2), respectivamente. De hecho, si el
punto de objetivo al Oeste se mueve unos metros hacia el Noreste, el robot logra
alcanzarlo circunnavegando las malezas y los cipreses (ver Figura 5.19 b).
Generalmente, un veh́ıculo no tripulado debe evitar los cuerpos de agua (charcos,
lagos, etc) durante la navegación para evitar daños eléctricos o quedarse atascado
dentro [125]. Las aguas profundas se pueden detectar indirectamente con un escáner
láser 3D por la falta de medidas provocadas por las deflexiones de los rayos láser,
que los hacen comportarse como obstáculos negativos [35].
Sin embargo, Andábata no pudo evitar los charcos que encontró en su camino.
Esto se debe a que es suficiente con tener un punto clasificado como transitable
dentro de una celda cerca del charco en el mapa de transitabilidad para etiquetar
toda la celda casi vaćıa como verde (ver Figura 5.20).
Otro tema relevante para la navegación exterior son los voladizos como las copas
de los árboles o los túneles [87]. La Figura 5.21 a muestra una nube de puntos 3D
tomada del experimento del parque urbano donde el robot estaba cerca de un olivo.
Se puede observar que los puntos de la copa de los árboles están correctamente
clasificados como no transitables en color rojo. Sin embargo, la proyección de estos
puntos en el mapa de transitabilidad 2D de la Figura 5.21 b provoca que la mayoŕıa
de las celdas del suelo alrededor del veh́ıculo se consideren como no transitables,
reduciendo considerablemente el espacio navegable. En la Figura 5.21 c se muestra
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(a) (b)
Figura 5.20: Vista cercana de barrido 3D desde arriba que contiene un charco frente
al veh́ıculo indicado por un ćırculo negro (a) y su primer mapa de transitabilidad
(b).
el mapa de transitabilidad si se hubieran eliminado voladizos como en la Sección
3.2. En este caso se pueden observar un mayor número de celdas verdes alrededor
del veh́ıculo y de celdas blancas lejos del robot.
Un veh́ıculo también puede encontrar obstáculos dinámicos, como animales o
personas, en entornos naturales. Con esto en mente, se ha probado la navegación
autónoma mientras Andábata se cruzaba con un peatón. Sin embargo, el robot no
pudo prevenir la colisión correctamente porque la tasa de adquisición de barridos
3D es claramente insuficiente para este propósito.
5.6. Conclusiones
En este Caṕıtulo se ha descrito cómo Andábata distingue suelo transitable en
las nubes de puntos 3D adquiridas en movimiento de su entorno cercano mediante el
uso de un clasificador de transitabilidad previamente entrenado con datos sintéticos.
Se ha propuesto un esquema de navegación reactiva a baja velocidad para alcanzar
puntos objetivo GPS mientras se evitan obstáculos tanto positivos como negativos
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(a)
(b) (c)
Figura 5.21: Un barrido láser 3D clasificado con Andábata debajo de un árbol (a), su
primer mapa de transitabilidad (b) y el mapa 2D resultante de eliminar los voladizos
(c).
en entornos naturales.
Se han empleado simulaciones robóticas realistas con Gazebo para ajustar los
parámetros reactivos de manera apropiada. De esta forma, se han evitado numero-
sos experimentos con Andábata, lo que representa una ganancia considerable en el
tiempo de pruebas y en la integridad del robot. Además, se han presentado expe-
rimentos de campo, en los que Andábata ha seguido con éxito diferentes caminos
utilizando solo unos pocos puntos objetivo GPS distantes.
En este Caṕıtulo se ha mejorado la estrategia de navegación presentada ante-
riormente en el Caṕıtulo 3. Ésto se ha logrado procesando todos los barridos láser
3D adquiridos por el robot en movimiento. Además, la reactividad se ha mejora-
do sustancialmente mediante la construcción de tres mapas de transitabilidad 2D
para cada nube de puntos 3D nivelada a medida que el robot se mueve a través
de ella. Aún aśı, el tiempo de adquisión de los barridos láser 3D de 3.3 s limita
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considerablemente poder desarrollar comportamientos reactivos más rápidos.
El autor de esta tesis en este Caṕıtulo ha participado en el desarrollo y prue-






En esta tesis, el robot móvil terrestre Andábata ha sido empleado como caso
de estudio para abordar varios aspectos necesarios para la navegación autónoma en
entornos naturales. Se han descrito sus sensores, la arquitectura software en ROS y la
generación de nubes de puntos 3D niveladas durante el movimiento del veh́ıculo. La
navegación global empleada durante los experimentos se realiza mediante el uso de
GPS para poder seguir puntos objetivo distantes y la navegación local se implementa
de forma reactiva. Para cada una de las estrategias de navegación reactiva se han
aportado soluciones originales y se han estudiado los resultados que proporcionan.
Aśı, se ha desarrollado la generación de mapas de elevación borrosos (FEM)
y su uso en la navegación en Andábata. Cada barrido 3D nivelado se emplea para
producir un FEM y su correspondiente máscara de confiabilidad borrosa (FRM), que
se procesan para elegir la mejor dirección de movimiento para alcanzar un punto de
objetivo distante mientras se cruzan áreas transitables.
Ha sido necesario filtrar las nubes de puntos 3D y la ejecución multiproceso
para aumentar la frecuencia de construcción de FEM y FRM, ya que su tiempo
de cálculo promedio es superior a la tasa de adquisición de los barridos. Se han
presentado resultados experimentales de Andábata navegando de forma autónoma
en un parque urbano.
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Caṕıtulo 6. Conclusiones
También se han desarrollado clasificadores de transitabilidad para barridos láser
3D adquiridos por el robot móvil Andábata en entornos naturales. Para este propósi-
to, se han probado siete potentes métodos de aprendizaje supervisado de la libreŕıa
Python Scikit-learn. Además de ser muy completo y ser software libre, esta libreŕıa
también ha facilitado el flujo de trabajo en gran medida.
Para realizar el entrenamiento y la validación ha sido necesario utilizar nubes
de puntos 3D con etiquetas binarias obtenidas automáticamente con el simulador
robótico Gazebo. Estos datos se parecen mucho a los obtenidos por el sensor 3D de
Andábata en la realidad, pero cada punto sintético tiene etiqueta de transitabilidad,
que depende de su medición de intensidad.
Para el cómputo de la transitabilidad, se han calculado tres caracteŕısticas espa-
ciales simples para cada punto Cartesiano. Sin embargo, la extracción de caracteŕısti-
cas es un proceso que requiere mucho tiempo y ha sido necesario acelerar mediante
compilación. Los tiempos de predicción, una vez obtenidas las caracteŕısticas, son
generalmente insignificantes. Con todo, se ha logrado que Andábata determine la
transitabilidad de un barrido completo con alta fiabilidad mucho antes de que esté
disponible el siguiente.
Se ha propuesto un método de generación de mapas de transitabilidad 2D a
partir de puntos clasificados de las nubes de puntos 3D adquiridas en movimiento
para la navegación reactiva evitando obstáculos tanto positivos como negativos en
terrenos naturales.
Se ha empleado Gazebo para ajustar los parámetros reactivos en simulación. De
esta forma se han evitado numerosos experimentos con Andábata, lo que representa
una ganancia considerable en el tiempo y en la integridad del robot. Finalmente, se
han realizado pruebas de navegación reales con Andábata en entornos naturales con
resultados satisfactorios y se han analizado en qué situaciones existe la posibilidad
de mejorar el comportamiento.
El tiempo de adquisición de barridos láser 3D limita considerablemente la adop-
ción de comportamientos más rápidos para poder trabajar con obstáculos dinámicos
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como podŕıan ser, otros veh́ıculos, animales o peatones.
6.1.1. Comparativa con otros trabajos
Otros trabajos realizan investigaciones similares en las que se proponen sistemas
de navegación autónomos. Sin embargo, es dif́ıcil de comparar en términos absolutos
las soluciones propuestas porque los parámetros utilizados en cada experimento son
diferentes y tienen un gran impacto en los resultados como podŕıan ser el sensor 3D
empleado y su tasa de generación de nubes de puntos, los obstáculos del entorno o
la velocidad del veh́ıculo.
En cualquier caso, se ha incluido la Tabla A.1 en el Apéndice A que ilustra una
comparativa con trabajos previos realizados por otros autores.
6.2. Publicaciones derivadas
Como fruto del trabajo realizado en esta tesis, el autor ha obtenido las siguientes
publicaciones en congresos internacionales y revistas cient́ıficas.
En revistas indexadas en el JCR se han publicado los siguientes art́ıculos (en
orden cronológico):
J. L. Mart́ınez, M. Morán, J. Morales, A. J. Reina y M. Zafra (2018). Field
Navigation using Fuzzy Elevation Maps Built with Local 3D Laser Scans. En
Applied Sciences. Vol. 8 (3), 397. Año JCR 2018: Factor de Impacto 2’217,
segundo cuartil. puesto 67 de 148 revistas en la categoŕıa F́ısica Aplicada [51].
J. L. Mart́ınez, M. Morán, J. Morales, A. Robles y M. Sánchez (2020). Su-
pervised Learning of Natural-Terrain Traversability with Synthetic 3D Laser
Scans. En Applied Sciences. Vol. 10 (3), 1140. Año JCR 2019: Factor de Im-




J. L. Mart́ınez, J. Morales, M. Sánchez, M. Morán, A. Reina y J. Fernández-
Lozano (2020). Reactive Navigation on Natural Environments by Continuous
Classification of Ground Traversability. En Sensors. Vol. 20 (22), 6423. Año
JCR 2019: Factor de Impacto 3’275, primer cuartil, puesto 15 de 64 en la
categoŕıa Instrumentos e Instrumentación [122].
Por otra parte, en congresos internacionales se han presentado los siguientes
art́ıculos (en orden cronológico):
A. Pomares, J. L. Mart́ınez, A. Mandow, M. A. Mart́ınez, M. Morán y J.
Morales (2018). Ground Extraction from 3D Lidar Point Clouds with the Clas-
sification Learner App. En 26th Mediterranean Conference on Control and
Automation (MED). Pag. 400-405. Zadar, Croacia [90].
M. Sánchez, J. L. Mart́ınez, J. Morales, A. Robles y M. Morán (2019). Auto-
matic Generation of Labeled 3D Point Clouds of Natural Environments with
Gazebo. En IEEE International Conference on Mechatronics (ICM). Pag. 161-
166. Ilmenau, Alemania [108].
6.3. Trabajos futuros
Existen numerosas formas de continuar los temas tratados a lo largo de esta
tesis. Entre las ĺıneas futuras de investigación más prometedoras caben destacar las
siguientes:
La inclusión de sensores adicionales como cámaras podŕıa reducir la incertidum-
bre que presenta el hecho de utilizar sólo el LIDAR como fuente de datos del entorno
para el cómputo de la transitabilidad. Aśı, se podŕıa incluir mejoras para detectar
obstáculos dinámicos frente al veh́ıculo procesando las imágenes de la cámara del
teléfono inteligente a bordo.
La generación de un mapa global incremental a medida que el robot navegara
aprovechaŕıa la información de regiones espaciales ya visitadas en algún barrido
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previo. También se podŕıa estudiar la detección de cuándo el robot se atasca en un
bucle intentado encontrar ua camino seguro y sea capaz de suspender la misión.
Otra posibilidad seŕıa utilizar otras fuentes de datos para la evaluación de la
transitabilidad como imágenes por satélite o realizadas desde un dron, ya fueran
con un LIDAR o con cámaras, para complementar la información disponible para la
navegación. Si se dispusiera de un mapa global, se podŕıan poner en funcionamiento
técnicas de planificación de camino globales que podŕıan arrojar un resultado más
eficiente en la navegación.
Respecto los métodos de clasificación empleados, se podŕıa ampliar utilizando
redes neuronales con algoritmos de deep-learning (aprendizaje profundo) para com-
parar sus prestaciones y resultados con los empleados en esta tesis. Se ha observado
que, en los escenarios reales, hay menos espacios libres que en el entorno simulado,
por lo que es necesario trabajar con un escenario simulado más complicado inclu-





En la Tabla A.1 de este Apéndice se incluyen los trabajos de otros autores más
cercanos a esta tesis doctoral. Para cada uno de éstos, se comentan el sensor 3D
empleado, el mapa 2D utilizado, el entorno en el que se encuentra el robot móvil,
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real de obtáculos positi-
vos, negativos y de agua



























Ref. Sensor Mapa 2D Procedimientos Entorno Funcionamiento


















Se navega con un mapa
previo generado con nu-
bes de puntos




Clasificación de puntos y crea-












Generación de mapas, análisis
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