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Abstract
We provide an example of a convex infinite horizon problem with a linear objective functional where the different interpretations
of the improper integral
∫∞
0 f (t, x(t), u(t)) dt in either Lebesgue or Riemann sense lead to different but finite optimal values.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Optimal control; Infinite horizon; Convex problem; Lebesgue integral; Improper Riemann integral
1. An infinite horizon optimal control problem and its properties
1.1. Introduction
Control problems with infinite horizon have been investigated since the 1970s in the context of models from
economics as well as from natural sciences (cf. Endnote 1). Nevertheless, the need to make a systematic distiction
between the different interpretations of an objective of the form
F(x,u) =
∞∫
0
f
(
t, x(t), u(t)
)
dt −→ sup! (1)
as either Lebesgue integral or improper Riemann integral has been pointed out only quite recently by the authors
(cf. [21, p. 220] and [22, pp. 14 ff.]). In the majority of the publications and even in the textbooks [9] and [14], the
applied integral notion has not been made precise (cf. Endnote 2).
In the literature, one can observe a remarkable inconsistency between the assumptions formulated in order to
prove existence theorems, always enforcing the convergence of the improper integral as an Lebesgue integral (cf.
Endnote 3), and the common approach to derive necessary optimality conditions by means of the limit passage
limT →∞
∫ T
0 f (t, x(t), u(t)) dt (cf. Endnote 4) which implies, to the contrary, that the integral
∫∞
0 f (t, x(t), u(t)) dt
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von Weizsäcker, Gale and Halkin are based on a Riemannian interpretation of the objective as well (cf. Endnote 6).
In applications, different models as well as different purposes of investigation may lead to different choices of the
appropriate integral notion. In view of the inconsistency of the notions of the Lebesgue and improper Riemann integral
for unbounded time intervals [13, p. 151 f., Theorem 6.3], however, we are convinced that the precise mathematical
formulation of an infinite horizon problem must comprise the specification of the underlying integral notion as well
(cf. Endnote 7).
The results of the present paper will confirm this last statement. We provide for the first time an example of a convex
infinite horizon problem with a linear objective functional where the different interpretations of the improper integral
in the Lebesgue or Riemann sense lead to different but finite optimal values (cf. Endnote 8). For both interpretations,
we prove the existence of global maximizers as well.
1.2. Statement of the problem
Let Ω = [0,∞) ⊂ R and 1 < p < ∞. We study the “incompletely formulated” infinite horizon control problem
with state constraints:
(P)∞: F∞(x, y,u) =
∞∫
0
sin t · x(t) dt −→ sup!; (3.1)
x˙(t) = y(t) (∀)t ∈ Ω; (3.2)
y˙(t) = u(t) (∀)t ∈ Ω; (3.3)
x(0) = 2; (3.4)
0 x(t) g1(t) ∀t ∈ Ω; (3.5)
g2(t) · x(t) + g3(t) y(t) 0 ∀t ∈ Ω; (3.6)
0 u(t) 5 (∀)t ∈ Ω (3.7)
with continuous functions g1(t), g2(t), g3(t) : Ω → R defined by
g1(t) =
{
2 − t, 0 t  1,
1/t, 1 t < ∞; (4.1)
g2(t) =
{−t, 0 t  1,
−1/t, 1 t < ∞; (4.2)
g3(t) =
{
4(t − 1), 0 t  1,
0, 1 t < ∞. (4.3)
An exact formulation of (P)∞ must comprise the explanation of the integral notion used in (3.1).
Definition 1.1. We denote by B∞ the set of all triples (x, y,u) ∈ W 1,ploc (Ω) × W 1,ploc (Ω) × Lploc(Ω) satisfying (3.2)–
(3.7), by B∞,L ⊆ B∞ the subset of those (x, y,u) ∈ B∞ for which the integral
F∞,L(x, y,u) = L-
∞∫
0
sin t · x(t) dt (5)
exists as Lebesgue integral, and by B∞,R ⊆ B∞ the subset of (x, y,u) ∈ B∞ making the integral
F∞,R(x, y,u) = lim
T →∞
T∫
0
sin t · x(t) dt = R-
∞∫
0
sin t · x(t) dt (6)
convergent as an improper Riemann integral.
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now:
(P)∞,L: F∞,L(x, y,u) = L-
∞∫
0
sin t · x(t) dt −→ sup!, (x, y,u) ∈ B∞,L;
(P)∞,R : F∞,R(x, y,u) = R-
∞∫
0
sin t · x(t) dt −→ sup!, (x, y,u) ∈ B∞,R.
For both problems, the feasible set and the objectives are convex (see Lemma 2.1 below).
1.3. Main results
About the problems (P)∞,L and (P)∞,R , the following main theorem can be stated:
Theorem 1.2.
(1) For the maximal values μL and μR of the problems (P)∞,L and (P)∞,R , the inequality
0 < μL < μR < ∞ (7)
holds. Therefore the different interpretations of the improper integral objective in (P)∞ lead to different but finite
maximal values.
(2) The problem (P)∞,L admits a global maximizer (xL, yL,uL).
(3) The problem (P)∞,R admits a global maximizer (xR, yR,uR) as well.
(4) No global maximizer of (P)∞,L can be that of (P)∞,R and vice versa.
In Section 3, we will determine global maximizers (xL, yL,uL) and (xR, yR,uR) of (P)∞,L respectively (P)∞,R
explicitly.
1.4. Related finite horizon problems (P)T
If one tries to “approximate” (P)∞,L or (P)∞,R through a limit passage T → ∞, the following finite horizon
problems for T > 0 arise:
(P)T : FT (x, y,u) =
T∫
0
sin t · x(t) dt −→ sup!; (8.1)
x˙(t) = y(t) (∀)t ∈ [0, T ]; (8.2)
y˙(t) = u(t) (∀)t ∈ [0, T ]; (8.3)
x(0) = 2; (8.4)
0 x(t) g1(t) ∀t ∈ [0, T ]; (8.5)
g2(t) · x(t) + g3(t) y(t) 0 ∀t ∈ [0, T ]; (8.6)
0 u(t) 5 (∀)t ∈ [0, T ]. (8.7)
The continuous functions g1(t), g2(t), g3(t) : [0, T ] → R are defined by (4.1)–(4.3) as above (for T  1, the second
alternatives have to be dropped). About the problems (P)T , the following statements hold:
Proposition 1.3. Let 1 < p < ∞ and 1 < T < ∞.
(1) The maximal values μL and μT of the problems (P)∞,L and (P)T satisfy the inequality
0 < μL < μT < ∞. (9)
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(3) No global maximizer (xT , yT ,uT ) of (P)T allows an extension to a feasible process (˜xT , y˜T , u˜T ) ∈ B∞,L
of (P)∞,L.
1.5. Organization of the paper; notations
In Section 2, we start with the proof of the statement about the maximal values of (P)∞,L and (P)∞,R . Then we
prove the existence of global maximizers in both problems, and finally turn to the propositions about the finite horizon
problems (P)T . In Section 3, we find global maximizers of (P)∞,L and (P)∞,R . In both problems, this turns out to be
possible without invoking the Pontryagin’s maximum principle.
Let k ∈ {0,1, . . . ,∞} and 1  p  ∞. Then Ck(Ω) denotes the space of k-times continuously differentiable
functions whose derivatives can be extended continuously to ∂Ω . Lp(Ω) is the space of (equivalence classes of)
functions which are integrable in the sense of Lebesgue in the pth power (1  p < ∞) respectively are measurable
and essentially bounded, while W 1,p(Ω) is the space of Sobolev functions belonging to Lp(Ω) together with its
first generalized derivatives. The spaces W 1,ploc (Ω) and L
p
loc(Ω) consist of all functions f whose restrictions f | [a, b]
to an arbitrary compact interval [a, b] ⊂ Ω belong to W 1,p[a, b] respectively Lp[a, b]. When integrating over an
unbounded interval, we distinguish between the Lebesgue integral L-
∫∞
a
f (t) dt and the improper Riemann integral
R-
∫∞
a
f (t) dt even in the notation. f | A denotes the restriction of f to A; the abbreviation “(∀)t ∈ A” has to be read
as “for almost all t ∈ A” respectively “for all t ∈ A except some Lebesgue null set.” Finally, we denote by
Si(t) = R-
t∫
0
sin τ
τ
dτ =
∞∑
k=0
(−1)k t
2k+1
(2k + 1) · (2k + 1)! (10)
the sine-integral function (cf. [17, vol. 2, p. 322, Nos. 8.230 and 8.232]; the function is depicted in [1, p. 60]). All
numerically computed values are given with precision to the sixth decimal.
2. Maximal values and existence of global maximizers
2.1. The maximal values of the problems (P)∞,L and (P)∞,R
Lemma 2.1.
(1) The sets B∞, B∞,L and B∞,R are nonempty and convex.
(2) For each value c ∈ [0,1], there exists a feasible process (x(c), y(c), u(c)) ∈ B with x(c)(1) = c, defined by
x(c)(t) =
{
c(2 − t) + (1 − c)2(t − 1)2, 0 t  1,
c/t, 1 t < ∞; (11.1)
y(c)(t) =
{−c + (1 − c)4(t − 1), 0 t  1,
−c/t2, 1 t < ∞; (11.2)
u(c)(t) =
{
4(1 − c), 0 t  1,
2c/t3, 1 < t < ∞. (11.3)
Proof. (1) The convexity of the sets B, BL and BR is evident since the equations and inequalities (3.2)–(3.7) are
piecewise affine-linear with respect to all entries. The triple (x(0), y(0), u(0)) with
x(0)(t) =
{
2(t − 1)2, 0 t  1,
0, 1 t < ∞; (12.1)
y(0)(t) =
{
4(t − 1), 0 t  1,
0, 1 t < ∞; (12.2)
u(0)(t) =
{
4, 0 t  1,
0, 1 < t < ∞, (12.3)
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all 1 t < ∞. For this reason, it belongs to B∞,L and B∞,R as well.
(2) Obviously, the triple (x(1), y(1), u(1)) with
x(1)(t) =
{
2 − t, 0 t  1,
1/t, 1 t < ∞; (13.1)
y(1)(t) =
{−1, 0 t  1,
−1/t2, 1 t < ∞; (13.2)
u(1)(t) =
{
0, 0 t  1,
2/t3, 1 < t < ∞, (13.3)
belongs to B as well. Together with (x(0), y(0), u(0)) and (x(1), y(1), u(1)), its convex combinations (x(c), y(c), u(c)) =
c · (x(1), y(1), u(1)) + (1 − c) · (x(0), y(0), u(0)) satisfy the constraints (3.2)–(3.7). 
Lemma 2.2.
(1) If the triple (x, y,u) belongs to B then y belongs to C0(Ω) and is monotone increasing, and x belongs to C1(Ω)
and is monotone decreasing and convex.
(2) The inclusion B∞,L ⊆ B∞,R holds.
Proof. (1) The statements are obvious, except the convexity of x on (0,∞). To confirm the latter, choose at first
t0, t ∈ (0,∞) with t0  t . Then it holds that x(t) − x(t0) =
∫ t
t0
x˙(τ ) dτ Minτ∈[t0,t] x˙(τ ) · (t − t0) = x˙(t0) · (t − t0)
since x˙ = y is monotone increasing. For t < t0 one considers x(t0)−x(t) =
∫ t0
t
x˙(τ ) dτ Maxτ∈[t,t0] x˙(τ ) · (t0 − t) =
x˙(t0) · (t0 − t). Due to the continuity of x, the Jensen’s inequality can be extended to [0,∞).
(2) Let (x, y,u) ∈ B∞ be given. Then by part (1) the function sin(·)x(·) is continuously differentiable and thus
Riemann integrable on every compact subinterval of Ω . Then by [13, p. 151 f., Theorem 6.3], the existence of
L-
∫∞
0 sin t · x(t) dt implies the convergence of R-
∫∞
0 sin t · x(t) dt . 
Lemma 2.3.
(1) If the triple (x, y,u) belongs to B∞ then the function h : [1,∞) → R, defined by h(t) = t · x(t), is monotone
increasing. Consequently, x satisfies for any 1 t0  t the inequality
t0 · x(t0) t · x(t) 1. (14)
In particular, it holds for all t  1:
x(1)/t  x(t) 1/t. (15)
(2) A triple (x, y,u) ∈ B∞ belongs to B∞,L iff x(1) = 0. In this case, it is moreover x(t) = 0 for all t > 1.
(3) A triple (x, y,u) ∈ B∞ belongs to B∞,R \B∞,L iff 0 < x(1) 1. In this case, the following estimate holds:
F∞,R(x, y,u) 3 − sin(1) = 2.158529 . . . . (16)
Proof. (1) We will use the following lemma about differential inequalities:
Lemma 2.4. (See [24, p. 102, Theorem VIII, together with p. 100, Definition VI].) Let Ω ⊆ R be a closed ( finite or
infinite) interval with the left boundary point t0 ∈ Ω . We consider the initial value problem
(D): x˙(t) = g(t, x(t)) ∀t ∈ Ω, x(t0) = ξ0, x ∈ C1(Ω),
with a continuous function g(t, ξ) :Ω ×R →R together with the initial value problem for the differential inequality
(D)′: x˙(t) g
(
t, x(t)
) ∀t ∈ Ω, x(t0) ξ0, x ∈ C1(Ω).
If (D) admits a unique solution xˆ then every solution x of (D)′ satisfies x(t) xˆ(t) for all t ∈ Ω .
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C1[t0,∞) with x(t0) = ξ has for any ξ ∈ [0,1] the unique solution xˆ(t, ξ) = ξ/t . Then the claimed inequalities
follow from Lemma 2.4 and (3.5).
(2) By [13, p. 151 f., Theorem 6.3], the triple (x, y,u) ∈ B∞ belongs to B∞,L iff the improper Riemann integral
R-
∞∫
0
sin t · x(t) dt (17)
converges absolutely. If x(1) = 0 then in view of (3.5), the monotone decreasing function x will stay on the value
x(t) = 0 for all t > 1, and the integral (17) is absolutely convergent. If, however, x(1) > 0, then it follows from
part (1):
R-
∞∫
0
∣∣sin t · x(t)∣∣dt  1∫
0
∣∣sin t · x(t)∣∣dt + x(1) · R- ∞∫
1
| sin t |
t
dt; (18)
but according to [13, p. 152, Example 6.4], the last integral diverges.
(3) We show that in this case the improper Riemann integral (17) is conditionally convergent. Since x ∈ C1(Ω) we
obtain
R-
∞∫
1
sin t · x(t) dt = lim
T →∞
T∫
1
sin t · x(t) dt = lim
T →∞
(
− cos(T ) · x(T ) + cos(1) · x(1) +
T∫
1
cos t · x˙(t) dt
)
.
(19)
On the one hand, it holds that
0 lim
T →∞
(− cos(T ) · x(T ))Max
T1
(− cos(T )) · lim
T →∞
1
T
= 0, (20)
on the other hand, from x(t)  1/t it follows that x˙(t)  −x(t)/t  −1/t2 and therefore the improper Riemann
integral
R-
∞∫
1
∣∣cos t · x˙(t)∣∣dt R- ∞∫
1
1
t2
dt = 1 (21)
converges absolutely. Thus in (17), the integration by parts is justified [15, p. 550, No. 488], the integral R- ∫∞1 sin t ·
x(t) dt is conditionally convergent, and (x, y,u) belongs to B∞,R \B∞,L. Together with∣∣∣∣∣
1∫
0
sin t · x(t) dt
∣∣∣∣∣
1∫
0
sin t · (2 − t) dt = 2 − sin(1) − cos(1) (22)
we arrive at
F∞,R(x, y,u)
∣∣∣∣∣R-
∞∫
0
sin t · x(t) dt
∣∣∣∣∣ 3 − sin(1).  (23)
Remark. By Lemma 2.3(3), all triples (x(c), y(c), u(c)) with 0 < c 1 from Lemma 2.1(2) belong to B∞,R \B∞,L.
Proof of Theorem 1.2. (1) Let (x, y,u) ∈ B∞,L be given. By Lemma 2.3(2), x(t) = 0 for all t  1. Then we have
the estimate
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1∫
0
sin t · x(t) dt 
1∫
0
sin t · (2 − t) dt = 2 − sin(1) − cos(1)

⇒ μL  2 − sin(1) − cos(1) = 0.618226 . . . . (24)
The process (x(1), y(1), u(1)) from Lemma 2.1(2) belongs to B∞,R and gives the objective value
F∞,R
(
x(1), y(1), u(1)
)= 1∫
0
sin t · (2 − t) dt + R-
∞∫
1
sin t
t
dt = 2 − sin(1) − cos(1) +
(
π
2
− Si(1)
)
. (25)
Since Si(1) = 0.946083 . . . < 1.570796 . . . = π/2 we obtain
μL  2 − sin(1) − cos(1) < F∞,R
(
x(1), y(1), u(1)
)= 2 − sin(1) − cos(1) +(π
2
− Si(1)
)
 μR.  (26)
2.2. Existence of global maximizers for (P)∞,L and (P)∞,R
Proof of Theorem 1.2 (continued). (2) Consider the problem (P)1 with T = 1 and add to (8.1)–(8.7) the boundary
conditions
x(1) = y(1) = 0 (27)
which leads to a problem (˜P)1. By (8.5)–(8.7), the feasible domain of (˜P)1 is bounded in W 1,p[0,1] × W 1,p[0,1] ×
L∞[0,1]-norm, and by (22), the objective in (˜P)1 is bounded from above. Consequently, (˜P)1 admits a maximizing
sequence {(xN , yN,uN)}, W 1,p[0, 1] ×W 1,p[0,1] ×L∞[0,1] with limN→∞ F1(xN , yN,uN) = μ1 < (+∞), where
μ1 denotes the maximal value of (˜P)1. From the Rellich–Kondrachev embedding theorem [2, p. 144, Theorem 6.2,
Part III] we deduce the existence of a subsequence {(xN ′ , yN ′ , uN ′)} ⊆ {(xN, yN,uN)} and functions xˆ ∈ W 1,p[0,1]∩
C0[0,1], yˆ ∈ W 1,p[0,1] ∩ C0[0,1] and uˆ ∈ L∞[0,1] with the following properties:
xN
′
⇀W
1,p[0,1] xˆ, yN ′ ⇀W 1,p[0,1] yˆ, uN ′ ∗⇀ L∞[0,1] uˆ, (28.1)
xˆ˙(t) = yˆ(t), yˆ˙(t) = uˆ(t) ∀t ∈ (0,π) and 0 uˆ(t) 5 (∀)t ∈ [0,1], (28.2)
lim
N ′→∞
∥∥xN ′ − xˆ∥∥
C0[0,1] = 0, limN ′→∞
∥∥yN ′ − yˆ∥∥
C0[0,1] = 0 (28.3)
(cf. [23, p. 223]). In consequence of (28.3), the triple (xˆ, yˆ, uˆ) satisfies the boundary conditions (8.4) and (27) and the
state constraints (8.5)–(8.6) as well. From the uniform convergence of {xN ′ },C0[0,1], we deduce further that
μ1  F1(xˆ, yˆ, uˆ) =
1∫
0
sin t · xˆ(t) dt = lim
N ′→∞
1∫
0
sin(t) · xN ′(t) dt = lim
N ′→∞
F1
(
xN
′
, yN
′
, uN
′)
= lim
N→∞F1
(
xN,yN,uN
)= μ1. (29)
Thus (xˆ, yˆ, uˆ) is a global maximizer of (˜P)1. In view of Lemma 2.3(2), we get a global maximizer (xL, yL,uL) of
(P)∞,L when extending the components of (xˆ, yˆ, uˆ) to (1,∞) by zero.
(3) Step 1. By Lemma 2.3(3), the problem (P)∞,R admits a maximizing sequence {(x(N), y(N), u(N))}, B∞,R . Let
T > 0 be given. Then the restrictions (x(N), y(N), u(N)) | [0, T ] belong to W 1,p[0, T ] × W 1,p[0, T ] × L∞[0, T ], and
the sequences {x(N)}, W 1,p[0, T ], {y(N)},W 1,p[0, T ] and {u(N)},L∞[0, T ] are bounded in norm. In the following, the
explicit notation of the restrictions will be suppressed, writing x(N) ∈ W 1,p[0, T ] instead of x(N) | [0, T ] ∈ W 1,p[0, T ]
etc. Let us now choose T = π . Applying the Rellich–Kondrachev embedding theorem, we deduce the existence
of subsequences of {(x(N), y(N), u(N))} and functions xˆ1 ∈ W 1,p[0,π] ∩ C0[0,π], yˆ1 ∈ W 1,p[0,π] ∩ C0[0,π] and
uˆ1 ∈ L∞[0,π] with the following properties:
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x(N
(1)), y(N
(1)), u(N
(1)))}⊆ {(x(N), y(N), u(N))} with (30.1)
x(N
(1)) ⇀W
1,p[0,π] xˆ1, y(N
(1)) ⇀W
1,p[0,π] yˆ1, u(N
(1)) ∗⇀ L∞[0,π] uˆ1, (30.2)
xˆ 1˙(t) = yˆ1(t), yˆ 1˙(t) = uˆ1(t) ∀t ∈ (0,π) and 0 uˆ1(t) 5 (∀)t ∈ [0,π], (30.3)
lim
N(1)→∞
∥∥x(N(1)) − xˆ1∥∥C0[0,π] = 0, lim
N(1)→∞
∥∥y(N(1)) − yˆ1∥∥C0[0,π] = 0 (30.4)
as in part (2) of the proof. For k ∈ N, k > 1, we successively construct further subsequences with the following
properties:{(
x(N
(k)), y(N
(k)), u(N
(k))
)}⊆ {(x(N(k−1)), y(N(k−1)), u(N(k−1)))} with (31.1)
x(N
(k)) ⇀W
1,p[0,kπ] xˆk, y(N
(k)) ⇀W
1,p[0,kπ] yˆk, u(N
(k)) ∗⇀ L∞[0,kπ] uˆk, (31.2)
xˆ k˙(t) = yˆk(t), yˆ k˙(t) = uˆk(t) ∀t ∈ (0, kπ) and 0 uˆk(t) 5 (∀)t ∈ [0, kπ], (31.3)
lim
N(k)→∞
∥∥x(N(k)) − xˆk∥∥C0[0,kπ] = 0, lim
N(k)→∞
∥∥y(N(k)) − yˆk∥∥C0[0,kπ] = 0. (31.4)
From this construction we get the identities xˆk(t) = xˆk−1(t) and yˆk(t) = yˆk−1(t) ∀t ∈ [0, (k − 1)π] as well as uˆk(t) =
uˆk−1(t) (∀)t ∈ [0, (k − 1)π] for all k  1. Thus we arrive at a limit element (xˆ, yˆ, uˆ) ∈ (W 1,ploc (Ω) ∩ C0(Ω)) ×
(W
1,p
loc (Ω) ∩ C0(Ω)) × L∞loc(Ω) with the restrictions xˆ | [0, kπ] = xˆk , yˆ | [0, kπ] = yˆk and uˆ | [0, kπ] = uˆk .
Step 2. Now let us construct a diagonal sequence in the following way: From {(x(N(1)), y(N(1)), u(N(1)))} we take
the first triple (x(N1), y(N1), u(N1)) with∥∥x(N1) − xˆ1∥∥C0[0,π]  1/2 and ∥∥y(N1) − yˆ1∥∥C0[0,π]  1/2; (32)
from {(x(N(2)), y(N(2)), u(N(2)))} we take the first triple (x(N2), y(N2), u(N2)) with N2 > N1 and∥∥x(N2) − xˆ2∥∥C0[0,2π]  1/4 and ∥∥y(N2) − yˆ2∥∥C0[0,2π]  1/4; (33)
for k ∈N, k > 1, we take from {(x(N(k)), y(N(k)), u(N(k)))} the first triple (x(Nk), y(Nk), u(Nk)) with Nk > Nk−1 and∥∥x(Nk) − xˆk∥∥C0[0,kπ]  1/2k and ∥∥y(Nk) − yˆk∥∥C0[0,kπ]  1/2k. (34)
The diagonal sequences {x(Nk)} and {y(Nk)} converge on [0,∞) everywhere pointwise to the continuous limit func-
tions xˆ and yˆ which, moreover, satisfy the initial condition xˆ(0) = 2 and the state constraints (3.5) and (3.6). The
diagonal sequence {u(Nk)} converges almost everywhere pointwise, and its limit function uˆ fulfils the control con-
straint (3.7). Using the representation of the objective from (19)
F∞,R(x, y,u) = cos(1) · x(1) +
1∫
0
sin t · x(t) dt + L-
∞∫
1
cos t · y(t) dt. (35)
Lebesgue’s dominated convergence theorem can be applied to the second integral along the diagonal sequence
{(x(Nk), y(Nk), u(Nk))} since, by (3.5)–(3.6), the integrable function 1/t2 majorizes all |y(Nk)|. Therefore we have
μR = lim
k→∞F∞,R
(
x(Nk), y(Nk), u(Nk)
)
= lim
k→∞ cos(1) · x
(Nk)(1) + lim
k→∞
1∫
0
sin t · x(Nk)(t) dt + lim
k→∞L-
∞∫
1
cos t · y(Nk)(t) dt
= cos(1) · xˆ(1) +
1∫
0
sin t · xˆ(t) dt + L-
∞∫
1
cos t · yˆ(t) dt, (36)
and (xˆ, yˆ, uˆ) is a global maximizer of (P)∞,R .
(4) Since we proved the existence of global maximizers for (P)∞,L and (P)∞,R , the statement is an immediate
consequence of part (1) of the theorem. 
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Proof of Proposition 1.3. (1) Let T > 1 be given. Then the restriction of the above defined triple (x(1), y(1), u(1)) to
[0, T ] is feasible for (P)T , and it holds:
FT
(
x(1), y(1), u(1)
)= 1∫
0
sin t · (2 − t) dt +
T∫
1
sin t
t
dt = 2 − sin(1) − cos(1) + Si(T ) − Si(1). (37)
From the relations Si(T ) − Si(1) > 0 for all 1 < T  π and Si(T ) − Si(1)  infτ∈(π,∞) Si(τ ) − Si(1) = Si(2π) −
Si(1) = 1.418734 . . . − 0.946083 . . . > 0 for all π < T < ∞, we get with (26):
μL  2 − sin(1) − cos(1) < 2 − sin(1) − cos(1) + Si(T ) − Si(1) = FT
(
x(1), y(1), u(1)
)
 μT . (38)
(2) The proof is identical with that of Theorem 1.2(2).
(3) It follows from Lemma 2.3(2) that precisely the feasible solutions of (P)T with x(1) = 0 admit extensions to
feasible solutions of (P)∞,L. For such a solution, it remains x(t) = 0 for all 1 t  T . Consequently, we have
FT (x, y,u) =
1∫
0
sin t · x(t) dt  μL < μT , (39)
and thus it is impossible to extend any global maximizer of (P)T to a feasible solution of (P)∞,L. 
3. Global maximizers of (P)∞,L and (P)∞,R
3.1. A global maximizer for (P)∞,L
Lemma 3.1. We add to the problem (P)1 the boundary conditions x(1) = y(1) = 0 and denote the resulting problem
by (˜P)1. For all feasible solutions (x, y,u) of (˜P)1, it holds that:
g4(t) = Max
(
0,
(
2 + 4
t∫
0
(s − 1)es2/2 ds
)
· e−t2/2
)
 x(t) g5(t)
= Min
(
2 − t,
(
C1 + 4
t∫
0
(s − 1)es2/2 ds
)
· e−t2/2
)
(40)
for all 0 t  1, where
C1 = −4
1∫
0
(s − 1)es2/2 ds = 2.184945 . . . . (41)
Proof. Let us consider the linear initial value problem (D) for x ∈ C1[0,1] with x˙(t) = −tx(t)+ 4(t − 1) ∀t ∈ [0,1],
x(0) = ξ and its solution
xˆ(t, ξ) = e−t2/2
(
ξ + 4
t∫
0
(s − 1)es2/2 ds
)
. (42)
By Lemma 2.4, it follows from (8.4) and (8.6)
e−t2/2
(
2 + 4
t∫
(s − 1)es2/2 ds
)
 x(t) ∀t ∈ [0,1] (43)0
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one, we remark that the function
xˆ(t,C1) =
(
C1 + 4
t∫
0
(s − 1)es2/2 ds
)
· e−t2/2 = −4
1∫
t
(s − 1)es2/2 ds · e−t2/2 (44)
takes the boundary value xˆ(1,C1) = 0. By Lemma 2.4, we argue that from the existence of a point t0 ∈ [0,1] with
x(t0) > xˆ(t0,C1), it follows that x(t) > xˆ(t,C1) ∀t ∈ [t0,1], which implies that x cannot belong to a feasible process
(x, y,u) of (P)1. Together with (8.5), this proves the second inequality. 
Proposition 3.1.
(1) The feasible solution (x, y,u) ∈ B∞,L
x(t) =
{
C2t + 2, 0 t  t0,
(C1 + 4
∫ t
0 (s − 1)es
2/2 ds) · e−t2/2, t0  t  1,
0, 1 t < ∞;
(45.1)
y(t) =
{
C2, 0 t  t0,
−t (C1 + 4
∫ t
0 (s − 1)es
2/2 ds) · e−t2/2 + 4(t − 1), t0  t  1,
0, 1 t < ∞;
(45.2)
u(t) =
{0, 0 t  t0,
(t2 − 1)(C1 + 4
∫ t
0 (s − 1)es
2/2 ds) · e−t2/2 − 4t (t − 1) + 4, t0 < t  1,
0, 1 < t < ∞,
(45.3)
with C1 from (41), C2 = −3.006012 . . . and t0 = 0.331662 . . . according to (50) and (51) below is a global
maximizer of (P)∞,L.
(2) The problem (P)∞,L has the maximal value μL = 0.072839 . . . .
Proof. (1) Since xˆ(t,C1) solves the linear differential equation xˆ˙(1,C1) = −1 · xˆ(1,C1) = 0 from the proof of
Lemma 3.1, the function g5 satisfies the additional boundary conditions x(1) = y(1) = 0. Therefore, the x-component
of a global maximizer of (˜P)1 can be characterized as the largest continuously differentiable, monotone decreasing
and convex function x(t) within the strip region described by inequality (40). Thus we can avoid the application of
the Pontryagin’s principle for state-constrained control problems [19, p. 208, Theorem 1]: x is the convex envelope of
g5 and can be completed to a feasible process.
The convex envelope x(t) of
g5(t) = Min
(
2 − t,
(
C1 + 4
t∫
0
(s − 1)es2/2 ds
)
· e−t2/2
)
(46)
consists of an affine-linear piece
x(t) = C2t + 2, t ∈ [0, t0] (47)
and a subarc
x(t) = −4
1∫
t
(s − 1)es2/2 ds · e−t2/2, t ∈ [t0,1], (48)
where C2 ∈ R and t0 ∈ (0,1) are uniquely determined from the conditions
x(t0) = C2t0 + 2 = −4
1∫
(s − 1)es2/2 ds · e−(t0)2/2 and (49)t0
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1∫
t0
(s − 1)es2/2 ds · e−(t0)2/2 + 4(t0 − 1) (50)

⇒ −4(t20 + 1)
1∫
t0
(s − 1)es2/2 ds · e−(t0)2/2 + 4t0(t0 − 1) + 2 = 0. (51)
We obtain t0 = 0.331662 . . . and C2 = −3.006012 . . . .
Let us check whether we have arrived at a feasible triple. From the construction of C2 and t0 we see that x ∈
C1[0,1]. In consequence of Lemma 3.1, the triple (x, y,u) with y(t) = x˙(t) ∀t ∈ (0,1) and u(t) = x¨(t) (∀)t ∈ [0,1]
satisfies (8.2)–(8.6) as well as the additional boundary conditions x(1) = y(1) = 0. Since x is convex, it holds further
that x¨(t) = u(t) 0 for all t ∈ (t0,1). Finally, the estimate
u(t) = 4(t2 − 1) 1∫
t
(1 − s)es2/2 ds · e−t2/2 − 4t (t − 1) + 4 4(1 + t − t2) 5 (52)
holds true for all t ∈ (t0,1), and (8.7) is satisfied as well.
(2) Substituting the global maximizer from part (1) into the objective, we obtain as maximal value of (P)∞,L
μL =
1∫
0
sin t · x(t) dt
=
t0∫
0
sin t · (C2t + 2) dt +
1∫
t0
sin t
(
C1 + 4
t∫
0
(s − 1)es2/2 ds
)
· e−t2/2 dt
= 0.072839 . . . .  (53)
3.2. A global maximizer for (P)∞,R
Proposition 3.2.
(1) The triple (x(1), y(1), u(1)) ∈ B∞,R from Lemma 2.1(2) is a global maximizer of (P)∞,R .
(2) The problem (P)∞,R has the maximal value μR = 1.242940 . . . .
Proof. (1) By Lemma 2.4(1), the function h(t) = t · x(t)  1 is monotone increasing on [1,∞) for each feasible
solution (x, y,u) ∈ B∞,R . Applying the mean value theorem [13, p. 154, Theorem 6.6], we get:
h(1)
π∫
1
sin t
t
dt 
π∫
1
sin t
t
· (tx(t))dt  h(π) π∫
1
sin t
t
dt and (54.1)
h(2π)
2π∫
π
sin t
t
dt 
2π∫
π
sin t
t
· (tx(t))dt  h(π) 2π∫
π
sin t
t
dt (54.2)
which together gives
2π∫
1
sin t · x(t) dt  π · x(π)
2π∫
1
sin t
t
dt, (55)
and for a general index k ∈ N
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(2k+1)π∫
2kπ
sin t
t
dt 
(2k+1)π∫
2kπ
sin t
t
· (tx(t))dt  h((2k + 1)π) (2k+1)π∫
2kπ
sin t
t
dt and (56.1)
h
(
(2k + 2)π) (2k+2)π∫
(2k+1)π
sin t
t
dt 
(2k+2)π∫
(2k+1)π
sin t
t
· (tx(t))dt  h((2k + 1)π) (2k+2)π∫
(2k+1)π
sin t
t
dt (56.2)
what gives together
(2k+2)π∫
2kπ
sin t · x(t) dt  (2k + 1)π · x((2k + 1)π) (2k+2)π∫
2kπ
sin t
t
dt. (57)
Summing up, we obtain
∞∫
1
sin t · x(t) dt =
2π∫
1
sin t · x(t) dt +
∞∑
k=1
(2k+2)π∫
2kπ
sin t · x(t) dt
 π · x(π)
2π∫
1
sin t
t
dt +
∞∑
k=1
(2k + 1)π · x((2k + 1)π) (2k+2)π∫
2kπ
sin t
t
dt. (58)
Substituting x(1)(t) = 1/t into (58), the estimate becomes sharp. Together with (24), we derive F∞,R(x, y,u) 
F∞,R(x(1), y(1), u(1)), and (x(1), y(1), u(1)) turns out to be a global maximizer of (P)∞,R .
(2) With (25) we find μR = F∞,R(x(1), y(1), u(1)) = 1.242940 . . . . 
4. Endnotes
Endnote 1. See the introductions in [9, pp. vii–ix] and [14, pp. 5–15]; we mention [10,11] and [20] as examples for
particular investigations in physics, biology and economics.
Endnote 2. In [9, p. 10, Definition 1.2(i)], for instance, a feasible process (xˆ, uˆ) is called “strongly optimal” if the
condition
lim sup
T →∞
T∫
0
f
(
t, x(t), u(t)
)
dt  lim
T →∞
T∫
0
f
(
t, xˆ(t), uˆ(t)
)
dt =
∞∫
0
f
(
t, xˆ(t), uˆ(t)
)
dt < ∞ (2)
is satisfied for all feasible processes (x,u). Condition (2) implies that ∫∞0 f (t, xˆ(t), uˆ(t)) dt has to be re-
garded as (at least conditionally) convergent improper Riemann integral while the improper Riemann integrals∫∞
0 f (t, x(t), u(t)) dt for the processes (x,u) in comparison may converge, definitely (with value (−∞)) or even
indefinitely diverge. In the formulation of the corresponding existence theorem, however, the feasible set is restricted
to processes (x,u) which make
∫∞
0 f (t, x(t), u(t)) dt convergent as an Lebesgue integral (ibid., p. 187, Theorem 7.17,
Assumption (iii)). [14, p. 39] write: “setzen wir voraus, daß das uneigentliche Integral . . . für jede zulässige Lösung
konvergiert.” Convergence with respect to which integral notion?
Endnote 3. [4, p. 99, Theorem 6.1] and [9, p. 187, Theorem 7.17] assume that f (t, x(t), u(t)) can be majorized by a
Lebesgue integrable function for all feasible processes (x,u), while [3, p. 204, Theorem 3.6, (3.21)] and [12, p. 468,
Assumption A8, and p. 469, Theorem 1] make use of uniform integrability conditions.
Endnote 4. See, for instance, [9, p. 24 f., Theorem 2.3] and [14, p. 187 f., Theorem 7.5].
Endnote 5. [5, p. 979], [6, p. 280] and [7, p. 341] are among the rare instances where the Riemann notion is explicitly
mentioned.
510 V. Lykina et al. / J. Math. Anal. Appl. 340 (2008) 498–510Endnote 6. Cf. [16, p. 2 f.], [18, p. 269] and [25, p. 85]; summarized in [14, p. 186, Definition 7.2]. The same
observation applies to the optimality notion used in Zaslavski’s recent textbook (cf. [26, p. 2]). Loc. cit., p. 271, Halkin
states more precisely: “In the formulation . . . we do not require that either limT →∞ xˆ(T ) or limT →∞
∫ T
0 L(xˆ(t),
uˆ(t), t) dt exist.”
Endnote 7. Even in a finite horizon control problem it may happen that R-
∫ T
0 f (t, x(t), u(t)) dt does not exist for
an admissible pair (x,u) where u ∈ L∞[0, T ] admits only completely discontinuous representatives (cf. [8, p. 406,
Theorem 5, and p. 407 f.]). Consequently, the proof of existence theorems for the generalized optimality notions from
Endnote 6 and their comparison with the “usual” optimality notions require a specification of the integral notion as
well.
Endnote 8. In [22, p. 14 f., Example 3.5] there exists no feasible solution making the objective convergent as Lebesgue
integral; ibid., p. 15 f., Example 3.6., the Riemann interpretation of the objective leads to an infinite optimal value.
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