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Abstract. We continue an earlier study of the shape parameter c contained in the famous mul-
tiquadrics (−1)⌈β⌉(c2 + ‖x‖2)β , β > 0, and the inverse multiquadrics (c2 + ‖x‖2)β , β < 0. Instead
of the space of bandlimited functions, we are going to treat a more general function space which
roughly speaking is the same as the native space of gaussians. A totally different set of criteria for
the optimal choice of c will be provided.
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1 Introduction
As before, we are going to adopt a seemingly more complicated definition
h(x) := Γ
(
−β
2
)
(c2 + ‖x‖2)β2 , β ∈ R\2N≥0, c > 0, (1)
where ‖x‖ is the Euclidean norm of x in Rn, Γ is the classical gamma function, and c, β are
constants. This definition will relieve our pain of manipulating its Fourier transform and developing
useful criteria.
Recall that h(x) is conditionally positive definite (c.p.d.) of order m = max
{⌈
β
2
⌉
, 0
}
where⌈
β
2
⌉
denotes the smallest integer greater than or equal to β2 . This will be used in the text.
For the reader’s convenience we review some basic features of the development in [5]. For any
interpolated function f , the interpolating function will be of the form
s(x) :=
N∑
i=1
cih(x− xi) + p(x) (2)
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where p(x) ∈ Pm−1, the space of polynomials of degree less than or equal to m − 1 in Rn, X =
{x1, · · · , xN} is the set of centers (interpolation points). For m = 0, Pm−1 := {0}. We require that
s(·) interpolate f(·) at data points (x1, f(x1)), · · · , (xN , f(xN )). This leads to a linear system of the
form
N∑
i=1
cih(xj − xi) +
Q∑
i=1
bipi(xj) = f(xj) , j = 1, · · · , N
(3)
N∑
i=1
cipj(xi) = 0 , j = 1, · · · , Q
to be solved, where {p1, · · · , pQ} is a basis of Pm−1.
The sovability of the linear system is guaranteed by the c.p.d. property of h. However if c is very
large, h will be numerically constant, making the linear system numerically unsolvable. Moreover, as
pointed out by Madych in [8], if c is very large, the coefficient matrix of the linear system will have a
very large condition number, making the interpolating function s unreliable when f(x1), · · · , f(xN )
are not accurately evaluated.
Each function of the form (1) induces a function space called native space denoted by Ch,m(Rn),
abbreviated as Ch,m, where m denotes its order of conditional positive definiteness. For its definition
and characterization we refer the reader to [2],[3],[6],[7] and [9]. This space is closely related to our
space of interpolated functions and has to be used.
As in [5], we need the following basic definitions for our development of the criteria.
Definition 1.1 For n = 1, 2, 3, · · · , the sequence of integers γn is defined by γ1 = 2 and γn =
2n(1 + γn−1) if n > 1.
Definition 1.2 Let n and β be as in (1). The numbers ρ and ∆0 are defined as follows.
(a) Suppose β < n− 3. Let s =
⌈
n−β−3
2
⌉
. Then
(i) if β < 0, ρ = 3+s3 and ∆0 =
(2+s)(1+s)···3
ρ2 ;
(ii) if β > 0, ρ = 1 + s
2⌈β2 ⌉+3 and ∆0 =
(2m+2+s)(2m+1+s)···(2m+3)
ρ2m+2
where m =
⌈
β
2
⌉
.
(b) Suppose n− 3 ≤ β < n− 1. Then ρ = 1 and ∆0 = 1.
(c) Suppose β ≥ n− 1. Let s = −
⌈
n−β−3
2
⌉
. Then
ρ = 1 and ∆0 =
1
(2m+ 2)(2m+ 1) · · · (2m− s+ 3) where m =
⌈
β
2
⌉
.
The following theorem is cited directly from [5].
Theorem 1.3 Let h be defined as in (1) and m = max
{
0,
⌈
β
2
⌉}
. Then given any positive number
b0, there are positive constants δ0 and λ, 0 < λ < 1, which depend completely on b0 and h for which
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the following is true: For any cube E in Rn of side length b0, if f ∈ Ch,m and s is the map defined
as in (2) which interpolates f on a finite subset X of E, then
|f(x)− s(x)| ≤ 2n+β+14 π n+14 √nαnc
β
2
√
∆0(λ)
1
δ ‖f‖h (4)
holds for all 0 < δ ≤ δ0 and all x in E provided that δ = d(E,X) := supy∈E infx∈X |y − x|. Here,
αn denotes the volume of the unit ball in R
n, and c, ∆0 were defined in (1) and Definition 1.2
respectively. Moreover δ0 =
1
6Cγn(m+1)
, and λ = (23 )
1
6Cγn where
C = max
{
2ρ′
√
ne2nγn ,
2
3b0
}
, ρ′ =
ρ
c
.
The integer γn was defined in Definition 1.1, and ‖f‖h is the h-norm of f in Ch,m. The constant ρ
was defined in Definition 1.2.
Remark. Obviously the domain E in Theorem 1.3 can be extended to a more general set Ω ⊆ Rn
which can be expressed as the union of rotations and translations of a fixed cube of side b0.
In this paper the space of interpolated functions is defined as follows.
Definition 1.4 For any positive number σ,
Eσ := {f ∈ L2(Rn) :
∫
|fˆ(ξ)|2e|ξ|2/σdξ <∞}
where fˆ denotes the Fourier transform of f .
Remark. It’s easily seen that Eσ is just the well-known native space of gaussian. For each f in Eσ,
we define its norm by
‖f‖Eσ :=
{∫
|fˆ(ξ)|2e|ξ|2/σdξ
}1/2
.
2 Fundamental Theory
It’s easily seen from Theorem 1.3 that the error bound (4) is greatly influenced by the choice of
c. This is indeed the starting point of our theory. However, in order to develop useful criteria for
the choice of c, some technical manipulation and theoretical analysis are necessary.
Lemma 2.1 Let σ > 0 and β < 0. If |n+ β| ≥ 1 and n+ β + 1 ≥ 0, then Eσ ⊆ Ch,m(Rn) and for
any f ∈ Eσ,
‖f‖h ≤ 2−n−
1+β
4 π−n−
1
4 c
1−n−β
4
{
sup
|ξ|∈Rn
|ξ|(n+β+1)/2ec|ξ|−|ξ|2/σ
}1/2
‖f‖Eσ
where ‖f‖h is the h-norm of f in the native space Ch,m(Rn).
Proof. Let f ∈ Eσ. By [7] and [2],
‖f‖h =
{
1
(2π)2n
∫ |fˆ(ξ)|2
hˆ(ξ)
dξ
}1/2
3
=

1
(2π)2n
∫ |fˆ(ξ)|2
21+
β
2
(
|ξ|
c
)− β2−n2 Kn+β
2
(c|ξ|)
dξ


1/2
(Theorem 8.15 of [9])
≤


1
(2π)2n
∫ |fˆ(ξ)|2√c|ξ|ec|ξ|
21+
β
2
(
|ξ|
c
)− β+n2 √pi
2
dξ


1/2
(Corollary 5.12 of [9])
=
c
1−n−β
4
2n+
1+β
4 πn+
1
4
{∫
|fˆ(ξ)|2|ξ|n+β+12 ec|ξ|dξ
}1/2
≤ c
1−n−β
4
2n+
1+β
4 πn+
1
4
{
sup
|ξ|∈Rn
|ξ|n+β+12 ec|ξ|
e
|ξ|2
σ
}1/2
‖f‖Eσ
< ∞.
Hence Eσ ⊆ Ch,m(Rn) by Corollary 3.3 of [7] and the lemma follows. ♯
In the preceding proof we didn’t find the supremum of the function in the braces. Let’s try it.
Suppose
G(ξ) := ξ
n+β+1
2 ecξ−
ξ2
σ , ξ > 0.
Then
G′(ξ) =
n+ β + 1
2
ξ
n+β−1
2 ecξ−
ξ2
σ + ξ
n+β+1
2 ecξ−
ξ2
σ
(
c− 2
σ
ξ
)
= ecξ−
ξ2
σ ξ
n+β−1
2
[
n+ β + 1
2
+ ξ
(
c− 2
σ
ξ
)]
= 0
iff
n+ β + 1
2
+ cξ − 2
σ
ξ2 = 0
iff
ξ =
cσ +
√
c2σ2 + 4σ(n+ β + 1)
4
=: ξ∗.
So,
‖f‖h ≤ 2−n−
1+β
4 π−n−
1
4 c
1−n−β
4
[
(ξ∗)
n+β+1
2 ecξ
∗− (ξ∗)2σ
]1/2
‖f‖Eσ .
We sum it up in the following theorem.
Theorem 2.2 Under the conditions of Lemma 2.1, any f ∈ Eσ satisfies
‖f‖h ≤ 2−n−
1+β
4 π−n−
1
4 c
1−n−β
4
{
(ξ∗)(n+β+1)/2ecξ
∗−(ξ∗)2/σ
}1/2
‖f‖Eσ
where
ξ∗ :=
cσ +
√
c2σ2 + 4σ(n+ β + 1)
4
.
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Corollary 2.3 Let σ > 0 and β < 0. If |n + β| ≥ 1 and n + β + 1 ≥ 0, then (4) in Theorem 1.3
has the form
|f(x)− s(x)| ≤ 2− 34nπ− 34n√nαn
√
∆0c
1+β−n
4
{
(ξ∗)(n+β+1)/2ecξ
∗−(ξ∗)2/σ
}1/2
(λ)
1
δ ‖f‖Eσ
whenever f ∈ Eσ, where ξ∗ := cσ+
√
c2σ2+4σ(n+β+1)
4 .
Remark. Note that Corollary 2.3 covers the most useful cases β = −1 and n ≥ 2. However the
case β = −1 and n = 1 is excluded. For β = −1 and n = 1 we need a different approach.
Lemma 2.4 Let σ > 0, β = −1 and n = 1. Then Eσ ⊆ Ch,m(Rn) and for any f ∈ Eσ,
‖f‖h ≤ 1
2n+
1
4πn
{
1
ln2
+ 2
√
3 sup
|ξ|> 1c
√
c|ξ|ec|ξ|−|ξ|2/σ
}1/2
‖f‖Eσ .
Proof. Let f ∈ Eσ. By [7] and [2],
‖f‖h =
{
1
(2π)2n
∫ |fˆ(ξ)|2
hˆ(ξ)
dξ
}1/2
=
1
(2π)n
{∫ |fˆ(ξ)|2√
2K0(c|ξ|)
dξ
}1/2
(Theorem 8.15 of [9])
=
1
(2π)n2
1
4
{∫
|ξ|≤ 1c
|fˆ(ξ)|2
K0(c|ξ|)dξ +
∫
|ξ|> 1c
|fˆ(ξ)|2
K0(c|ξ|)dξ
}1/2
.
Here,∫
|ξ|≤ 1c
|fˆ(ξ)|2
K0(c|ξ|)dcξ ∼
∫
|ξ|≤ 1c
|fˆ(ξ)|2
−ln c|ξ|2
dξ (K0(z) ∼ −{(lnz
2
) + r}I0(z) as z → 0 where r ∼ 0.577
by p. 255, p. 374 and p. 379 of [1])
=
∫
|ξ|≤ 1c
|fˆ(ξ)|2e |ξ|
2
σ
1
e
|ξ|2
σ |ln c|ξ|2 |
dξ
≤ sup
|ξ|≤ 1c
{
1
e
|ξ|2
σ |ln c|ξ|2 |
}
·
∫
|ξ|≤ 1c
|fˆ(ξ)|2e |ξ|
2
σ dξ
≤ 1
e
|ξ∗|2
σ |ln c|ξ∗|2 |
· ‖f‖2Eσ where 0 < |ξ∗| ≤
1
c
for some ξ∗
≤ 1|ln2| · ‖f‖
2
Eσ .
Also, since Γ(12 ) =
√
π,∫
|ξ|> 1c
|fˆ(ξ)|2
K0(c|ξ|)dξ ≤ 2
√
3
∫
|ξ|> 1c
|fˆ(ξ)|2e |ξ|
2
σ
√
c|ξ|ec|ξ|
e
|ξ|2
σ
dξ
≤ 2
√
3 sup
|ξ|> 1c
√
c|ξ|ec|ξ|
e
|ξ|2
σ
· ‖f‖2Eσ .
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Our lemma thus follows immediately. ♯
Theorem 2.5 Let σ > 0, β = −1 and n = 1. For any f ∈ Eσ,
‖f‖h ≤ 2−(n+ 14 )π−n
{
1
ln2
+ 2
√
3M(c)
}1/2
‖f‖Eσ
where M(c) := e1−
1
σc2 if c ≤ 2√
3σ
and M(c) := g
(
cσ+
√
c2σ2+4σ
4
)
if c > 2√
3σ
, where g(ξ) :=
√
cξecξ−
ξ2
σ .
Proof. The maximum of g(ξ) on [ 1c ,∞) obviously exists. In order to find its exact value, we first
find g′(ξ). Note that
g′(ξ) =
e
ξ2
σ [Dξ
√
cξecξ]−√cξecξDξe ξ
2
σ
e
2ξ2
σ
=
e
ξ2
σ [ c
2
√
cξ
ecξ +
√
cξecξc]−√cξecξe ξ
2
σ
2ξ
σ
e
2ξ2
σ
=
c
2
√
cξ
ecξ + c
√
cξecξ − 2σ ξ
√
cξecξ
e
ξ2
σ
=
ecξ
[ √
c
2
√
ξ
+ c
√
cξ − 2σ ξ
√
cξ
]
e
ξ2
σ
= 0
iff √
c
2
√
ξ
+ c
√
cξ − 2
σ
ξ
√
cξ = 0
iff
ξ2 − cσ
2
ξ − σ
4
= 0
iff
ξ =
cσ +
√
c2σ2 + 4σ
4
.
Let ξ∗ := cσ+
√
c2σ2+4σ
4 . Then ξ
∗ ≤ 1c iff c ≤ 2√3σ . Also, limξ→0+ g(ξ) = limξ→∞ g(ξ) = 0. This gives
that
sup
ξ> 1c
g(ξ) =


g(1c ) = e
1− 1
σc2 if c ≤ 2√
3σ
,
g(ξ∗) = g
(
cσ+
√
c2σ2+4σ
4
)
if c > 2√
3σ
.
The theorem then follows from Lemma 2.4. ♯
Corollary 2.6 Let σ > 0, β = −1 and n = 1. For any f ∈ Eσ, formula (4) in Theorem 1.3 can be
expressed as
|f(x)− s(x)| ≤ 2−1
√
∆0(λ)
1
δ
1√
c
{
1
ln2
+ 2
√
3M(c)
}1/2
‖f‖Eσ .
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Now we begin the study of the case β > 0.
Lemma 2.7 Let σ > 0, β > 0 and n ≥ 1. Then Eσ ⊆ Ch,m(Rn) and for any f ∈ Eσ,
‖f‖h ≤ d0c
1−β−n
4
{
sup
ξ∈Rn
|ξ|(1+β+n)/2ec|ξ|
e|ξ|2/σ
}1/2
‖f‖Eσ
where d0 is a constant depending on n, β only.
Proof. By definition,
‖f‖h =


∑
|α|=m
m!
α!
‖(Dαf)∧‖2L2(ρ)


1/2
(by Corollary 3.3 of [7] and [2])
=


∑
|α|=m
m!
α!
∫
|(Dαf)∧(ξ)|2dρ


1/2
=


∑
|α|=m
m!
α!
∫
|(Dαf)∧(ξ)|2 · 1
(2π)2n|ξ|2mhˆ(ξ)dξ


1/2
(by [7])
=


∑
|α|=m
m!
α!
∫
|imξαfˆ(ξ)|2 · 1
(2π)2n|ξ|2mhˆ(ξ)dξ


1/2
=
(m!)
1
2
(2π)n


∑
|α|=m
1
α!
∫
ξ2α|fˆ(ξ)|2
|ξ|2mhˆ(ξ)
dξ


1/2
≤
√
m!
(2π)n
√
21+
β
2

C(m,n)
∫
|fˆ(ξ)|2 |ξ|
β+n
2
c
β+n
2 Kn+β
2
(c|ξ|)
dξ


1/2
(by [9])
where C(m,n) denotes the number of terms in
∑
≤
√
m!C(m,n)
(2π)n
√
21+
β
2 c
β+n
4


∫
|fˆ(ξ)|2|ξ| β+n2 · 1√
pi
2 · e
−c|ξ||√
c|ξ|
dξ


1/2
(by [9])
=
√
m!C(m,n)
(2π)n
√
21+
β
2
· c 1−(β+n)4
(√
2
π
) 1
2 {∫
|fˆ(ξ)|2|ξ| 1+β+n2 ec|ξ|dξ
}1/2
≤ d0c
1−β−n
4
{
sup
ξ∈Rn
|ξ| 1+β+n2 ec|ξ|
e
|ξ|2
σ
}1/2
‖f‖Eσ where d0 :=
√
m!C(m,n)
(2π)n
√
21+
β
2
·
(
2
π
)1/2
.
Since ‖f‖h <∞, f ∈ Ch,m. ♯
Theorem 2.8 Under the conditions of Lemma 2.7,
‖f‖h ≤ d0c
1−β−n
4
{
(ξ∗)(1+β+n)/2ecξ
∗
e(ξ
∗)2/σ
}1/2
‖f‖Eσ
7
where ξ∗ = cσ+
√
c2σ2+4σ(1+β+n)
4 .
Proof. Let g(x) := x
1+β+n
2 ecx
e
x2
σ
, x > 0. Then
g′(x) = e−
2x2
σ
{
e
x2
σ
[
1 + β + n
2
x
β+n−1
2 ecx + x
1+β+n
2 ecxc
]
− x 1+β+n2 ecxe x
2
σ
2
σ
x
}
= e−
x2
σ ecx
[
1 + β + n
2
x
β+n−1
2 + cx
1+β+n
2 − x 1+β+n2 2
σ
x
]
= ecx−
x2
σ x
β+n
2
[
1 + β + n
2
x−
1
2 + cx
1
2 − x 12 2
σ
x
]
= 0
iff
1 + β + n
2
· 1√
x
+ c
√
x− 2
σ
x
√
x = 0
iff
1 + β + n+ 2cx− 4σx2
2
√
x
= 0
iff
4x2 − 2cσx− σ(1 + β + n) = 0
iff
x =
2cσ +
√
4c2σ2 + 16σ(1 + β + n)
8
iff
x =
cσ +
√
c2σ2 + 4σ(1 + β + n)
4
.
Then the theorem follows immediately from the preceding lemma. ♯
Corollary 2.9 Let σ > 0, β > 0 and n ≥ 1. For any f ∈ Eσ, (4) in Theorem 1.3 can be expressed
as
|f(x) − s(x)| ≤ 2n+β+14 π n+14 √nαn
√
∆0(λ)
1
δ d0c
1+β−n
4
{
(ξ∗)(1+β+n)/2ecξ
∗
e(ξ
∗)2/σ
}1/2
‖f‖Eσ
where d0 is defined as in Lemma 2.7, and ξ
∗ is defined as in Theorem 2.8.
3 How to choose c ?
Theoretically 0 < λ < 1 and δ can be arbitrarily small. Therefore λ
1
δ of (4) is very influential. The
value of λ had been unknown for a long time. Fortunately it’s clarified in [4]. This is a breakthrough
and makes it possible to assess the influence of c on the error bound. However the value of λ
1
δ highly
depends on whether b0 in Theorem 1.3 is fixed or not. Hence we discuss it separately.
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3.1 b0 fixed
Let b0 in Theorem 1.3 be fixed. Then the requirement δ ≤ δ0 forces c ≥ c0 where c0 :=
12ρ
√
ne2nγnγn(m+ 1)δ if we require c ≤ c1 defined below. Now,
C =
{
2ρ′
√
ne2nγn if c ∈ [c0, c1],
2
3b0
if c ∈ [c1,∞),
where c1 := 3b0ρ
√
ne2nγn . Since λ =
(
2
3
) 1
6Cγn , we have
λ
1
δ =
{
eη(δ)c if c ∈ [c0, c1],(
2
3
) b0
4γnδ if c ∈ [c1,∞),
where η(δ) :=
ln 23
12ρ
√
ne2nγnγnδ
.
It’s easily seen that λ
1
δ is a continuous function of c and is independent of c whenever c ≥ c1.
Obviously λ
1
δ is influential only when δ is very small. The number γn grows very fast as n
increases. Therefore λ
1
δ ≈ 1 for high dimensions; unless δ is extremely small.
With these understandings we can now begin our theoretical analysis of the optimal c.
Case 1. β = −1 and n = 1 Let f ∈ Eσ and h be the map defined in (1) with β = −1 and
n = 1. Corollary 2.6 shows that
|f(x)− s(x)| ≤MN(c) · ‖f‖Eσ
where
MN(c) :=
{
1
2 · (23 )
c
24δe4 · 1√
c
· { 1ln2 + 2
√
3M(c)}1/2 if 24δe4 ≤ c ≤ 3b0e4,
1
2 · (23 )
b0
8δ · 1√
c
· { 1ln2 + 2
√
3M(c)} if c ≥ 3b0e4,
where b0 is the side length of the domain cube and δ is the fill distance defined in Theorem 1.3, and
M(c) :=
{
e1−
1
σc2 if c ≤ 2√
3σ
,
g( cσ+
√
c2σ2+4σ
4 ) if c >
2√
3σ
,
where g(ξ) :=
√
cξecξ−
ξ2
σ . The value c minimizing MN(c) in the interval [24δe4,∞) is then the
optimal choice of c.
The restriction c ≥ 24δe4, which is just c0 defined in the beginning of this subsection, is a draw-
back. However, empirical results show that the optimal value of c never lies in the interval (0, 24δe4).
It’s the same for Cases 2 and 3. Hence we essentially have dealt with all positive c in the interval
(0,∞). We call MN(c) the MN function and its graph the MN curve, in honor of Professors W.
R. Madych and S. A. Nelson for their outstanding contributions to the development of RBF. Some
examples are given in Figs. 1-5, where Nd denotes the number of data points used.
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5.0×1020 5.5×1020 6.0×1020 6.5×1020
c
2.22×10-11
2.24×10-11
2.26×10-11
2.28×10-11
2.3×10-11
2.32×10-11
MN(c)
MN curve for =2E17
Figure 1: Here n = 1, β = −1, σ = 1E−42, b0 = 1E18 and Nd = 4.
5.0×1020 5.5×1020 6.0×1020 6.5×1020
c
1.72×10-11
1.74×10-11
1.76×10-11
1.78×10-11
1.8×10-11
MN(c)
MN curve for δ=1E17
Figure 2: Here n = 1, β = −1, σ = 1E−42, b0 = 1E18 and Nd = 6.
5.0×1020 5.5×1020 6.0×1020 6.5×1020
c
1.8×10-13
1.82×10-13
1.84×10-13
1.86×10-13
1.88×10-13
MN(c)
MN curve for δ=1E16
Figure 3: Here n = 1, β = −1, σ = 1E−42, b0 = 1E18 and Nd = 51.
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5.0×1020 5.5×1020 6.0×1020 6.5×1020
c
2.8×10-33
2.85×10-33
2.9×10-33
MN(c)
MN curve for δ=1E15
Figure 4: Here n = 1, β = −1, σ = 1E−42, b0 = 1E18 and Nd = 501.
5.0×1020 5.5×1020 6.0×1020 6.5×1020
c
2.75×10-55
2.8×10-55
2.85×10-55
MN(c)
MN curve for δ=0.5E15
Figure 5: Here n = 1, β = −1, σ = 1E−42, b0 = 1E18 and Nd = 1001.
Case 2. |n+ β| ≥ 1, β < 0 and n+ β + 1 ≥ 0 Let f ∈ Eσ and E be the domain cube in Theorem
1.3 with side length b0. Let h be the map defined in (1) with 1 + β + n ≥ 0, β < 0 and |n+ β| ≥ 1.
Corollary 2.3 shows that
|f(x)− s(x)| ≤MN(c) · ‖f‖Eσ
where
MN(c) :=
{
(2π)−
3
4n
√
nαn∆0c
1+β−n
4 {(ξ∗)n+β+12 ecξ∗− (ξ
∗)2
σ }1/2(23 )
c
12ρδγn
√
ne2nγn if c ∈ [c0, c1],
(2π)−
3
4n
√
nαn∆0c
1+β−n
4 {(ξ∗)n+β+12 ecξ∗− (ξ
∗)2
σ }1/2(23 )
b0
4γnδ if c ∈ [c1,∞),
where δ is the fill distance, αn is the volume of the unit ball in R
n, and γn, and ∆0, ρ were defined
in Defintions 1.1 and 1.2, respectively. The optimal value of c is just the value minimizing MN(c)
in [c0,∞). The MN curves of Case 2 are given in Figs. 6-10.
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1.4×1024 1.5×1024 1.6×1024 1.7×1024
c
1.08×10-25
1.1×10-25
1.12×10-25
1.14×10-25
1.16×10-25
MN(c)
MN curve for δ=9
Figure 6: Here n = 2, β = −1, σ = 1E−48, b0 = 480 and Nd = 784.
1.4×1024 1.5×1024 1.6×1024 1.7×1024
c
1.02×10-25
1.04×10-25
1.06×10-25
1.08×10-25
MN(c)
MN curve for δ=8
Figure 7: Here n = 2, β = −1, σ = 1E−48, b0 = 480 and Nd = 961.
1.4×1024 1.5×1024 1.6×1024 1.7×1024
c
9.6×10-26
9 ×10-26
1.×10-25
1.02×10-25
MN(c)
MN curve for δ=7
Figure 8: Here n = 2, β = −1, σ = 1E−48, b0 = 480 and Nd = 1296.
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1.4×1024 1.6×1024 1.8×1024 2.0×1024
c
9.×10-26
9.5×10-26
1.×10-25
1.05×10-25
1.1×10-25
MN(c)
MN curve for δ=6
Figure 9: Here n = 2, β = −1, σ = 1E−48, b0 = 480 and Nd = 1681.
1.4×1024 1.6×1024 1.8×1024 2.0×1024
c
8.×10-26
8.5×10-26
9.×10-26
9.5×10-26
MN(c)
MN curve for δ=5
Figure 10: Here n = 2, β = −1, σ = 1E−48, b0 = 480 and Nd = 2041.
Case 3. β > 0 and n ≥ 1 Let f ∈ Eσ and E be the domain cube in Theorem 1.3 with side length
b0. Let h be the map defined in (1) with β > 0 and n ≥ 1. Corollary 2.9 shows that
|f(x)− s(x)| ≤ d0 ·MN(c) · ‖f‖Eσ
where
MN(c) :=

 2
n+β+1
4 π
n+1
4
√
nαn∆0c
1+β−n
4 { (ξ∗)(1+β+n)/2ecξ
∗
e(ξ∗)2/σ
}1/2(23 )
c
12ρ
√
nγnδe
2nγn if c ∈ [c0, c1],
2
n+β+1
4 π
n+1
4
√
nαn∆0c
1+β−n
4 { (ξ∗)(1+β+n)/2ecξ
∗
e(ξ∗)2/σ
}1/2(23 )
b0
4γnδ if c ∈ [c1,∞),
where δ is the fill distance, αn is the volume of the unit ball in R
n, and γn, and ∆0, ρ were defined
in Defintions 1.1 and 1.2, respectively. The constant d0 was defined in Lemma 2.7 and depends on
n and β only. Then we choose c which minimizes MN(c) in [c0,∞). The MN curves appear in Figs.
11-15.
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2×1024 3×1024 4×1024 5×1024
c
1.6×10-25
1.65×10-25
1.7×10-25
1.75×10-25
1.8×10-25
1.85×10-25
1.9×10-25
MN(c)
MN curve for δ=4
Figure 11: Here n = 2, β = 1, σ = 1E−50, b0 = 480 and Nd = 3025.
2×1024 3×1024 4×1024 5×1024
c
1.5×10-25
1.6×10-25
1.7×10-25
1.8×10-25
MN(c)
MN curve for δ=4
Figure 12: Here n = 2, β = 1, σ = 1E−50, b0 = 480 and Nd = 3721.
2×1024 4×1024 6×1024 8×1024
c
1.3×10-25
1.4×10-25
1.5×10-25
1.6×10-25
1.7×10-25
1.8×10-25
MN(c)
MN curve for δ=3.5
Figure 13: Here n = 2, β = 1, σ = 1E−50, b0 = 480 and Nd = 4900.
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2×1024 4×1024 6×1024 8×1024
c
1.1×10-25
1.2×10-25
1.3×10-25
1.4×10-25
1.5×10-25
1.6×10-25
1.7×10-25
MN(c)
MN curve for δ=3
Figure 14: Here n = 2, β = 1, σ = 1E−50, b0 = 480 and Nd = 6561.
2×1024 4×1024 6×1024 8×1024
c
1.×10-25
1.2×10-25
1.4×10-25
1.6×10-25
MN(c)
MN curve for δ=2.5
Figure 15: Here n = 2, β = 1, σ = 1E−50, b0 = 480 and Nd = 9409.
Something amazing in Cases 2 and 3 is that increasing the number of data points does not
improve the MN function values much. What’s important is the choice of c. Although in Case 1 the
essential error bound MN(c) for the interpolation greatly depends on the fill distance δ, very small
MN(c) can be achieved by using very few data points. For example, in Fig 1, only 4 data points
are used in a huge domain of length 1E18. In fact, this kind of results is frequently seen in our c
theory, as long as c is chosen well.
3.2 b0 not fixed
As explained in [5] and [8], some domains are invariant under dilation. Any point in such a
domain is contained in a cube of side b0 where b0 can be made arbitrarily large and the cube is still
contained in the domain. For example,
Ω := {(x1, · · · , xn) : xi ≥ 0 for i = 1, · · · , n}
is such a domain. So is Ω = Rn.
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In Theorem 1.3, if b0 can be made arbitrarily large, then both C and λ can be made arbitrarily
small by increasing c and b0. The optimal choice of c will hence be very different.
In this paper every approximated function f belongs to Eσ. The domain of f is of course R
n.
However the interpolation occurs in a cube as required in Theorem 1.3. In practical problems the
interpolation often can occur only in some subset Ω of Rn, even if the domain of the approximated
function is the entire Rn. In this subsection the dilation-invariant domain Ω denotes the subset of
Rn where interpolation can occur.
We begin with the case β = −1 and n = 1.
Case 1. β = −1 and n = 1 Let f ∈ Eσ be the interpolated function and Ω ⊆ R1 be such that for
any x ∈ Ω and b0 > 0, there exists a cube E of side b0 such that x ∈ E ⊆ Ω and interpolation can
occur in E. Let h be the map defined in (1) with β = −1 and n = 1. For any δ > 0, the optimal
choice of c in the interval [24δe4,∞) is the number minimizing MN(c) where MN(c) was defined
in Case 1 of section 3 for c ∈ [24δe4, 3b0e4] .
Reason: Since C in Theorem 1.3 can be kept equal to 2ρ′
√
ne2nγn by increasing b0. ♯
What’s noteworthy is that we only increase b0 to keep C = 2ρ
′√ne2nγn . We never decrease b0
because it will only increase C and make λ and δ0 in Theorem 1.3 worse. With the same reason as
Case 1, we have the following two cases.
Case 2. |n+ β| ≥ 1, β < 0 and n+ β + 1 ≥ 0 Let f ∈ Eσ and be the interpolated function and
Ω ⊆ Rn be such that for any x ∈ Ω and b0 > 0, there exists a cube E of side b0 such that x ∈ E ⊆ Ω
and interpolation can occur in E. Let h be the map defined in (1) with 1 + β + n ≥ 0, β < 0 and
|n+ β| ≥ 1. Then for any fixed δ > 0, the optimal choice of c in the interval [c0,∞) is the number
minimizing MN(c) where MN(c) was defined in Case 2 of Section 3. for c ∈ [c0, c1].
Case 3. β > 0 and n ≥ 1 Let f ∈ Eσ and be the interpolated function and Ω ⊆ Rn be such
that for any x ∈ Ω and b0 > 0, there exists a cube E of side b0 such that x ∈ E ⊆ Ω and interpo-
lation can occur in E. Let h be the map defined in (1) with β > 0 and n ≥ 1. Then for any fixed
δ > 0, the optimal choice of c in the interval [c0,∞) is the number minimizing MN(c) whereMN(c)
was defined in Case 3 of Section 3. for c ∈ [c0, c1].
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