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Abstract
We consider the problem of calculating the size of the union of Cartesian products of 1nite
sets of integers Sij , |⋃i=1; :::; n Si1 × · · · × Sim|, where m denotes the dimension of the space and
n the number of Cartesian products. This problem, denoted by SUCP, contains as a special
case the problem of counting the number of satisfying assignments of the satis1ability problem
(SAT). We present an algorithm to solve the problem SUCP, called the grouping method. For
the average running time analysis, Sij are constructed by randomly selecting each element in set
D = {1; 2; : : : ; d} with probability p. We show that the average running time of the grouping
method is O(mnd · min{(nd(1 − p) + 1)m−1; dm−1}), which is more e7cient than the time
complexity O(mndm) of the naive method if n(1− p)1 holds.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The problem SUCP (size of the union of Cartesian products) is de1ned as follows.
SUCP: Given 1nite sets of integers Dj = {1; 2; : : : ; dj} and their subsets Sij(⊆ Dj),
where i = 1; : : : ; n and j = 1; : : : ; m, calculate the size of the union of m-dimensional
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Cartesian products Ci = Si1 × · · · × Sim; i.e., |C1 ∪ · · · ∪ Cn|= |{(x1; : : : ; xm)|(x1 ∈ S11 ∧
· · · ∧ xm ∈ S1m) ∨ · · · ∨ (x1 ∈ Sn1 ∧ · · · ∧ xm ∈ Snm)}|.
Example 1. If a problem instance is given by
D1 = D2 = D3 = {1; : : : ; 4};
S11 = {1; 2; 3; 4}; S12 = {1; 3}; S13 = {1; 3; 4};
S21 = {1; 4}; S22 = {1; 2; 3; 4}; S23 = {1; 2; 4};
S31 = {1; 4}; S32 = {2; 4}; S33 = {1; 4};
then it holds |C1 ∪C2 ∪C3|= |S11 × S12 × S13 ∪ S21 × S22 × S23 ∪ S31 × S32 × S33|= 40,
as we shall see later.
An application of problem SUCP may be found in the clothing industry. A manufacturer
produces n goods (e.g., sweater#1, sweater#2, shirt#3, : : :, suit#n) and wants to know
how widely the whole list of goods can satisfy tastes of its customers. Let the taste
of each customer be expressed by a tuple, such as (rounded-neck sweater, red, wool,
small, 100–200 dollars), of m attributes representing the shape, the color, the material,
the size and the price range. Let the domain of values for each attribute j be denoted
by Dj = {1; 2; : : : ; dj} (e.g., the values blue, black, : : : ; red for the attribute color are
coded as 1; 2; : : : ; dj, respectively). We assume that each good i (e.g., sweater#1) can
have values in Sij (⊆ Dj) (e.g., Sij = {blue; green; yellow}) for each attribute j (e.g.,
color), and that the set of customers’ tastes which good i can satisfy is expressed
by Ci = Si1 × Si2 × · · · × Sim. Then, the total number of customers’ tastes which the
manufacturer can satisfy by goods i = 1; 2; : : : ; n can be obtained by calculating |C1 ∪
C2 · · · ∪ Cn|.
A form of the satis1ability problem (SAT) asks to determine whether there exists
a solution (∈{true; false} × · · · × {true; false}) satisfying a DNF propositional logical
equation such as (x1∧x2∧x3)∨ (x2∧x3)∨ (x1∧x3)=false. If d1= · · ·=dm=2, problem
SUCP reduces to the problem of counting the number of satisfying solutions of SAT,
which is expressed by |D1 × · · · ×Dm| − |C1 ∪ · · · ∪Cn|= 2m − |C1 ∪ · · · ∪Cn|, where,
for the above equation (x1 ∧ x2 ∧ x3) ∨ (x2 ∧ x3) ∨ (x1 ∧ x3) = false, C1 = {2} × {1} ×
{2}; C2 = {1; 2}× {2}× {1} and C3 = {1}× {1; 2}× {2} under the coding of “false”
as 1 and “true” as 2. This case of dj = 2 for all j has been intensively studied in
conjunction with problem SAT, and the average time complexities of some algorithms
have been analyzed [1–5]. However, the general SUCP with dj¿ 3 has received less
attention so far. This paper is concerned with an algorithm which solves SUCP with
large dj e7ciently.
In this paper we present an algorithm to solve problem SUCP, called the grouping
method, and analyze its average running time. Assume that Dj = D = {1; 2; : : : ; d} for
all j=1; : : : ; m and that, for all i=1; : : : ; n and all j=1; : : : ; m, Sij(⊆ D) are constructed
by randomly selecting each element in D with probability p. We show that the average
running time of the grouping method is O(mnd·min{(nd(1−p)+1)m−1; dm−1}), where
O(mndm) in the expression is the worst-case running time of the grouping method.
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If we consider the naive method that solves problem SUCP by checking weather each
cell (x1; : : : ; xm)∈D × · · · × D is contained in
⋃n
i=1 Ci =
⋃n
i=1 Si1 × · · · × Sim or not,
its average running time is O(mndm), where O(mndm) is also its worst-case running
time. The comparison between the average running time of the grouping method and
that of the naive method shows that the grouping method is more e7cient than the
naive method when n(1−p)1 holds. In the problem SUCP for the clothing industry
that we mentioned above, the condition n(1−p)1 holds for problem instances such
that the number of goods produced by a manufacturer (i.e., n) is not large and each
of those goods can satisfy almost the whole set of customers’ tastes D× · · · ×D (i.e.,
Sij  D; i = 1; : : : ; n; j = 1; : : : ; m).
2. Idea of the grouping method
Let Chi denote the h-dimensional Cartesian product C
h
i = Si;m−h+1 × · · · × Sim that
consists of the rear part of Ci=Si1×· · ·×Sim. In Example 1 of Section 1, for instance,
C21 = S12 × S13 = {1; 3} × {1; 3; 4}. For a set R of indices i of Cartesian products Ci
and an element k in the union Uj(R) =
⋃
i∈R Sij, let Rj(k; R) denote the set of indices
i such that i∈R and k ∈ Sij. For instance, U1({1; 2; 3}) = S11 ∪ S21 ∪ S31 = {1; 2; 3; 4}
and R1(2; {1; 2; 3}) = {1}.
Now, we consider calculating the size of the union of 3-dimensional Cartesian prod-
ucts |C1 ∪ C2 ∪ C3| of Example 1 by decomposing it into the sum of the sizes of
the unions of Cartesian products of lower dimensions. Consider the case where R is
R∗= {1; : : : ; n}= {1; 2; 3}, and j=1. Then, for each element k in U1(R∗)= {1; 2; 3; 4},
R1(1; R∗)= {1; 2; 3}; R1(2; R∗)= {1}; R1(3; R∗)= {1} and R1(4; R∗)= {1; 2; 3}. There-
fore, |⋃i∈R∗ Ci| = |C1 ∪ C2 ∪ C3| can be decomposed into the sum of the following
four (=|U1(R∗)|) sizes |
⋃
i∈R1(k;R∗) C
2
i |:
|C1 ∪ C2 ∪ C3|= |{1}| · |C21 ∪ C22 ∪ C23 |+ |{2}| · |C21 |+ |{3}| · |C21 |
+ |{4}| · |C21 ∪ C22 ∪ C23 |: (1)
Each term |⋃i∈R1(k;R∗) C2i |; k=1; 2; 3; 4, in the above Eq. (1) can also be decomposed in
the similar manner by considering U2(R1(k; R∗))=
⋃
i∈R1(k;R∗) Si2 and R2(k
′; R1(k; R∗))=
{i | i∈R1(k; R∗); k ′ ∈ Si2} for each k ′ ∈U2(R1(k; R∗)). For example, the 1rst term
|⋃i∈R1(1;R∗) C2i |= |C21 ∪ C22 ∪ C23 | is decomposed as follows:
U2({1; 2; 3}) = S12 ∪ S22 ∪ S32 = {1; 2; 3; 4};
R2(1; {1; 2; 3}) = {1; 2}; R2(2; {1; 2; 3}) = {2; 3};
R2(3; {1; 2; 3}) = {1; 2}; R2(4; {1; 2; 3}) = {2; 3};
|C21 ∪ C22 ∪ C23 |= |{1}| · |C11 ∪ C12 |+ |{2}| · |C12 ∪ C13 |+ |{3}| · |C11 ∪ C12 |
+ |{4}| · |C12 ∪ C13 |; (2)
214 S. Suzuki, T. Ibaraki / Discrete Mathematics 273 (2003) 211–220
and the second term |⋃i∈R1(2;R∗) C2i |= |C21 | as follows:
U2({1}) = S12 = {1; 3}; R2(1; {1}) = {1}; R2(3; {1}) = {1};
|C21 |= |{1}| · |C11 |+ |{3}| · |C11 |: (3)
In (2) and (3), each of the resulting equations of |⋃i∈R1(k;R∗) C2i | contains terms
|⋃i∈R2(k′ ;R1(k;R∗)) C1i |=|⋃i∈R2(k′ ;R1(k;R∗)) Si3|, which can be directly computed. For exam-
ple, the 1rst term |⋃i∈R2(1;{1;2;3}) C1i |=|C11∪C12 | and the second term |⋃i∈R2(2;{1;2;3}) C1i |
= |C12 ∪ C13 | in (2) are computed respectively as follows:
|C11 ∪ C12 |= |S13 ∪ S23|= |{1; 2; 3; 4}|= 4;
|C12 ∪ C13 |= |S23 ∪ S33|= |{1; 2; 4}|= 3; (4)
and the 1rst term |⋃i∈R2(1;{1}) C1i |= |C11 | in (3) as follows:
|C11 |= |S13|= |{1; 3; 4}|= 3: (5)
In this way, the size of the union of three-dimensional Cartesian products |C1∪C2∪C3|
can be calculated by decomposing it into the sum of the sizes of the unions of Cartesian
products of lower dimensions.
By the way, since each of the above decomposition equations (1)–(3) contains com-
mon terms |⋃i Chi | in two or more positions in its right hand side, such terms can be
aggregated. Since equation (1) contains terms |C21 ∪ C22 ∪ C23 | and |C21 | repeatedly, it
can be aggregated as follows:
|C1 ∪ C2 ∪ C3|= |{1; 4}| · |C21 ∪ C22 ∪ C23 |+ |{2; 3}| · |C21 |: (6)
Similarly, for Eq. (2), expressing the 1rst term in the right hand side of (6), we have
|C21 ∪ C22 ∪ C23 |= |{1; 3}| · |C11 ∪ C12 |+ |{2; 4}| · |C12 ∪ C13 |; (7)
and, for Eq. (3), expressing the second term in (6), we have
|C21 |= |{1; 3}| · |C11 |: (8)
|C1∪C2∪C3| can be calculated not only by using straightforward equations such as (1)–
(3), but also by using these aggregated equations. Namely, by combining the aggregated
equations, (6)–(8), and the directly computed equations, (4) and (5), |C1 ∪C2 ∪C3| is
calculated as follows:
|C1 ∪ C2 ∪ C3|= |{1; 4}|(|{1; 3}| · 4 + |{2; 4}| · 3) + |{2; 3}|(|{1; 3}| · 3)
= 2(2 · 4 + 2 · 3) + 2(2 · 3) = 40:
This is an illustration of how the grouping method works. The grouping method calcu-
lates |C1∪· · ·∪Cn| by decomposing it into the weighted sum of the sizes of the unions
of Cartesian products of lower dimensions while aggregating common terms that ap-
pear in the process of decompositions. The power of the grouping method comes from
the aggregation.
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Fig. 1. The grouping method.
3. Grouping method
We present the grouping method in Fig. 1. GPM is a main-routine and we may
execute this routine to solve problem SUCP. GPS(R; h) is a sub-routine and is written
recursively. GPS(R; h) receives, as arguments, a set R(⊆ {1; : : : ; n}) of indices i of
Cartesian products Ci and a dimension h(16 h6m), calculates the value of |
⋃
i∈R C
h
i |
by executing itself recursively, and returns it as a return value.
We explain step2 of sub-routine GPS(R; h) in detail, using the example in Sections
1 and 2. For example, when GPS({1; 2; 3}; 3) is executed, step2 generates Eq. (6) in
Section 2, i.e.,
|C1 ∪ C2 ∪ C3|= |C31 ∪ C32 ∪ C33 |= |E1| ·
∣∣∣∣∣
⋃
i∈R1
C2i
∣∣∣∣∣+ |E2| ·
∣∣∣∣∣
⋃
i∈R2
C2i
∣∣∣∣∣ ;
E1 = {1; 4}; R1 = {1; 2; 3}; E2 = {2; 3}; R2 = {1}: (9)
This process proceeds as follows. (i) Calculate set Um−h+1(R)=U1({1; 2; 3})=S11∪S21∪
S31 = {1; 2; 3; 4}. (ii) Decompose the set U1({1; 2; 3}) = {1; 2; 3; 4} gradually from the
root towards the leaves of the tree in Fig. 2, as follows. By using S11, decompose the set
U1({1; 2; 3}) into the set of elements contained in S11 and the set of the other elements,
i.e., set {1; 2; 3; 4} and the empty set . Then, by using S21, decompose an obtained
nonempty set, i.e., {1; 2; 3; 4} into the set of elements contained in S21 and the set of
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Fig. 2. Calculation of sets E1; E2; R1 and R2.
the other elements, i.e., {1; 4} and {2; 3}. Repeat such a decomposition until every set
at leaves has been decomposed by all Si;m−h+1=Si1 such that i∈R (={1; 2; 3}), or has
become the empty set . After all of those decompositions have been 1nished, each
set Ej in the equation (i.e., (9)) generated in step2 of GPS(R; h) =GPS({1; 2; 3}; 3) is
obtained as a nonempty set at a leaf, i.e., E1 = {1; 4} and E2 = {2; 3}. (iii) Calculate
Rj corresponding to Ej as the set of indices i of Si1 that contain the set Ej. Since set
E1 is contained in three sets S11; S21 and S31 in Fig. 2, R1 = {1; 2; 3}. Similarly, since
set E2 is done in set S11, R2 = {1}.
The grouping method is similar to the Davis–Putnam algorithm [1,3–5] for the satis-
1ability problem (SAT) and to the recursive algorithms for other well known problems
(e.g., the traveling salesman problem) in the sense that these method and algorithms
solve a given problem instance by decomposing it into many problem instances of
lower dimensions.
4. Running time analyses
4.1. Worst-case running time
Assume that Dj =D= {1; 2; : : : ; d} for all j = 1; : : : ; m. The execution time of step1
of main-routine GPM, denoted by T †, is
T † =O(mnd): (10)
When h = 1, sub-routine GPS(R; h) executes step1 only. Therefore, the worst-case
running time to execute once GPS(R; h) with h= 1, denoted by T ∗(|R|), is
T ∗(|R|) = O(|R|d): (11)
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Consider the worst-case running time to execute once GPS(R; h) with h¿ 2, denoted
by T (|R|), assuming that T (|R|) does not include the time for step3. Step2 of GPS(R; h)
proceeds as explained in (i), (ii) and (iii) in Section 3 to generate the decomposition
equation |⋃i∈R Chi |=∑j |Ej| · |⋃i∈Rj Ch−1i |. In step2, (i) the worst-case running time
to calculate set Um−h+1(R) is O(|R|d). (ii) The worst-case running time to decompose
the set Um−h+1(R) gradually, as illustrated with Fig. 2, to obtain all sets Ej is O(|R|d).
(iii) That of computation of all Rj is O(|R|d). Therefore, the worst-case running time of
step2 becomes O(|R|d). The worst-case running time of step4 is O(d). Consequently,
T (|R|) becomes
T (|R|) = O(|R|d): (12)
The number of sets Ej generated in step2 when GPS(R; h) with h¿ 2 is executed
once is d or less. Therefore, the total number of executions of GPS(R; h) with h¿ 1,
denoted by N , is 1 + d+ · · ·+ dm−1 or less:
N6 1 + d+ · · ·+ dm−1 = O(mdm−1): (13)
By combining the above (10)–(13), the worst-case running time of the grouping
method, denoted by T ∗GP(n; d), is bounded from above as follows:
T ∗GP(n; d)6 T
† +max
R
{T (|R|); T ∗(|R|)} × N
= O(mnd) + O(nd)× O(mdm−1) = O(mndm): (14)
4.2. Average running time
We generate problem instances as follows. Assume that Dj = D = {1; 2; : : : ; d} for
all j = 1; : : : ; m. Sij (⊆ D), for all i = 1; : : : ; n and all j = 1; : : : ; m, are constructed by
randomly selecting each element in D with probability p.
Consider the probability that a subset R′ of R (R′ ⊆ R) appears as Rj in the decom-
position equation |⋃i∈R Chi | =∑j |Ej| · |⋃i∈Rj Ch−1i | of step2 of GPS(R; h), denoted
by P(|R|; |R′|). R′ appears as Rj in the equation if and only if set E′= {e | e∈ Si;m−h+1
for i∈R′; e ∈ Si;m−h+1 for i∈R− R′} (⊆ Dm−h+1) de1ned by R′ is not empty, where
the E′ is Ej in the equation. Since P(|R|; |R′|) is equal to the probability that E′ = ,
it becomes
P(|R|; |R′|) = 1− {1− p|R′|(1− p)|R|−|R′|}d: (15)
Using T † ((10)), T ∗ ((11)), T ((12)) in Section 4.1 and the above P, the average
running time of the grouping method, denoted by TGP(n; d; p), is given by
TGP(n; d; p) = T † + T (n) +
n∑
i1=1
(
n
i1
)
P(n; i1)T (i1) + · · ·
+
n∑
i1=1
i1∑
i2=1
· · ·
im−h−1∑
im−h=1
(
n
i1
)(
i1
i2
)
· · ·
(
im−h−1
im−h
)
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×P(n; i1)P(i1; i2) · · ·P(im−h−1; im−h)T (im−h)
+ · · ·
+
n∑
i1=1
i1∑
i2=1
· · ·
im−3∑
im−2=1
(
n
i1
)(
i1
i2
)
· · ·
(
im−3
im−2
)
×P(n; i1)P(i1; i2) · · ·P(im−3; im−2)T (im−2)
+
n∑
i1=1
i1∑
i2=1
· · ·
im−2∑
im−1=1
(
n
i1
)(
i1
i2
)
· · ·
(
im−2
im−1
)
×P(n; i1)P(i1; i2) · · ·P(im−2; im−1)T ∗(im−1); (16)
where
∑n
i1=1 · · ·
∑im−h−1
im−h=1(
n
i1
) · · · ( im−h−1im−h )P(n; i1) · · ·P(im−h−1; im−h)T (im−h); h=m−1; : : : ;
2, is the average of the total time to execute all GPS(R; h) such that its second ar-
gument has the value h (however, it does not include the execution time of step3),
and
∑n
i1=1 · · ·
∑im−2
im−1=1(
n
i1
) · · · ( im−2im−1 )P(n; i1) · · ·P(im−2; im−1)T ∗(im−1) is the average of
the total time to execute all GPS(R; 1) such that its second argument has the value 1.
We consider 1nding out a simple upper bound of the right hand side of (16). For
T ∗(k) in (11) and T (k) in (12), it holds
T ∗(k) = O(kd) = O(nd);
T (k) = O(kd) = O(nd); k = 1; : : : ; n: (17)
Let
∑k
i=1 (
k
i )P(k; i) in (16) be denoted by (k):
(k) =
k∑
i=1
(
k
i
)
P(k; i); k = 1; : : : ; n:
Since (k) is the average of the number of sets Ej generated in step2 of GPS(R; h)
with |R|= k, it holds
16 (k)6 (n); k = 1; : : : ; n: (18)
(n) has an upper bound nd(1− p) + 1 as follows:
(n) =
n∑
i=1
(
n
i
)
P(n; i) =
n−1∑
i=1
(
n
i
)
[1− {1− pi(1− p)n−i}d] + 1− (1− pn)d
¡
n−1∑
i=1
(
n
i
)
dpi(1− p)n−i + 1
= d
[
n∑
i=0
(
n
i
)
pi(1− p)n−i − (1− p)n − pn
]
+ 1
¡d[1− pn] + 1 = d[1− (1− (1− p))n] + 1¡nd(1− p) + 1: (19)
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By substituting (10) in Section 4.1 and the above (17)–(19) into (16), TGP(n; d; p) can
be evaluated as follows:
TGP(n; d; p) = O(mnd+ nd+ nd · (n) + · · ·+ nd · (n)m−1)
= O(mnd · (n)m−1) = O(mnd(nd(1− p) + 1)m−1): (20)
By combining the upper bound (14) of the worst-cast running time of the grouping
method, which is also an upper bound of the average running time, and the above (20),
we 1nally obtain the following upper bound of the average running time TGP(n; d; p):
TGP(n; d; p) = O(mnd ·min{(nd(1− p) + 1)m−1; dm−1}): (21)
By the way, it is possible to generalize the above analysis a little. If we assume that
domains Dj may be diPerent (Dj={1; 2; : : : ; dj}; j=1; : : : ; m), we can show that the av-
erage running time of the grouping method becomes O(n(
∑m
j=1 dj)·min{
∏m−1
j=1 (ndj(1−
p) + 1);
∏m−1
j=1 dj}), by the similar analysis to the above one for the same domains
Dj (Dj = D = {1; 2; : : : ; d}; j = 1; : : : ; m).
5. Supplement
By using sets Ej generated in step2 of GPS(R; h) of the grouping method, the union⋃
i Ci=
⋃
i Si1×· · ·×Sim of Cartesian products Ci=Si1×· · ·×Sim can be expressed as
the union
⋃
k Ek1×· · ·×Ekm of disjoint Cartesian products Ek1×· · ·×Ekm, where each
Ekl is some Ej in step2; i.e.,
⋃
i Ci =
⋃
k Ek1 × · · · × Ekm. For example, C1 ∪ C2 ∪ C3
of Example 1 in Section 1 can be expressed as
C1 ∪ C2 ∪ C3 = {1; 4} × {1; 3} × {1; 2; 3; 4} ∪ {1; 4} × {2; 4} × {1; 2; 4}
∪{2; 3} × {1; 3} × {1; 3; 4};
where {1; 4}×{1; 3}×{1; 2; 3; 4}; {1; 4}×{2; 4}×{1; 2; 4} and {2; 3}×{1; 3}×{1; 3; 4}
are disjoint. The grouping method can also compute the expression
⋃
k Ek1× · · · ×Ekm
that expresses
⋃
i Ci as the union of disjoint Cartesian products, not only the size of⋃
i Ci, within the same time bounds, if it is modi1ed a little.
6. Conclusion
In this paper, we have considered the problem of calculating the size of the union
of Cartesian products of 1nite sets of integers Sij, |
⋃
i=1; :::; n Si1 × · · · × Sim|, where
m denotes the dimension of the space and n the number of Cartesian products. This
problem has received less attention so far. We have presented an algorithm to solve
the problem, called the grouping method, and have analyzed that its average running
time is O(mnd ·min{(nd(1−p) + 1)m−1; dm−1}), where d denotes the size of domain
D for the sets Sij and p the probability that each element in D is selected randomly
as an element in Sij. From the analysis, we have shown that the grouping method is
more e7cient than the naive method if n(1− p)1 holds.
220 S. Suzuki, T. Ibaraki / Discrete Mathematics 273 (2003) 211–220
Acknowledgements
We wish to express our gratitude to the referees sincerely for their valuable and
constructive comments which resulted in the improvements to the 1rst version of the
paper.
References
[1] C.A. Brown, P.W. Purdom, An average time analysis of backtracking, SIAM J. Comput. 10 (1981)
583–593.
[2] K. Iwama, CNF satis1ability test by counting and polynomial time, SIAM J. Comput. 18 (1989)
385–391.
[3] P.W. Purdom, Search rearrangement backtracking and polynomial average time, Artif. Intell. 21 (1983)
117–133.
[4] P.W. Purdom, C.A. Brown, An analysis of backtracking with search rearrangement, SIAM J. Comput.
12 (1983) 717–733.
[5] P.W. Purdom, C.A. Brown, Polynomial-average-time satis1ability problems, Inform. Sci. 41 (1987)
23–42.
