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ASSOCIATED PRIMES OF POWERS OF EDGE IDEALS
AND EAR DECOMPOSITIONS OF GRAPHS
HA MINH LAM AND NGO VIET TRUNG
Abstract. In this paper, we give a complete description of the associated
primes of every power of the edge ideal in terms of generalized ear decompo-
sitions of the graph. This result establishes a surprising relationship between
two seemingly unrelated notions of Commutative Algebra and Combinatorics.
It covers all previous major results in this topic and has several interesting
consequences.
Introduction
This work is motivated by the asymptotic properties of powers of a graded ideal
Q in a graded algebra S over a field. It is known that for t sufficiently large, the
depth of S/Qt is a constant [3] and the Castelnuovo-Mumford regularity of Qt is
a linear function [6], [24]. These results have led to recent works on the behavior
of the whole functions depthS/Qt [16] and regQt [9], [10]. Inevitably, one has to
address the problem of estimating depthS/Qt and regQt for initial values of t.
This problem is hard because there is no general approach to study a particular
power Qt. In order to understand the general case one has to study ideals with
additional structures.
Let R = k[x1, ..., xn] be a polynomial ring over a field k. Given a hypergraph Γ
on the vertex set V = {1, ..., n}, one calls the ideal I generated by the monomials∏
i∈F xi, where F is an edge of Γ, the edge ideal of Γ. This notion has provided a
fertile ground to study powers of ideals because of its link to combinatorics (see
e.g. [17], [19], [28], [32]). However, there were only a few works on the behavior
of the functions depthR/I t and reg I t for special classes of edge ideals [1], [15],
[20], [27], [36].
It is known that the depth and the Castelnuovo-Mumford regularity can be
defined in terms of the local cohomology modules. By a result of Takayama
[34], the local cohomology modules of R/I t can be computed by means of the
reduced homology of certain simplicial complexes. The facets of these simplicial
complexes correspond to associated primes of I t [35]. Therefore, it is necessary
to know the associated primes of I t in order to compute depthR/I t and reg I t.
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Associated primes I t are of interest in their own right. For instance, Simis,
Vasconcelos and Villarreal [32] or Francisco, Ha and Van Tuyl [11] showed that
they can be used to detect odd cycles in a graph or to give an algebraic charac-
terization of perfect graphs without using the Strong Perfect Graph Theorem.
For an ideal I in a noetherian ring, let Ass(I t) denote the associated primes of
I t. Brodmann [2] showed that there is an integer t0 such that Ass(I
t) = Ass(I t+1)
for all t ≥ t0. Let Ass
∞(I) denote the stable set Ass(I t0), and let astab(I) be
the least number t0 with this property. In general, it is very hard to compute
Ass∞(I) and astab(I), even for a monomial ideal I [23].
Let I be the edge ideal of a graph Γ. Chen, Morey and Sung [5] gave an algo-
rithmic construction of Ass∞(I) and an upper bound for astab(I). The problem
here is to describe the associated primes of initial powers of I in terms of Γ. The
associated primes of I t are of the form PF = (xi| i ∈ F ), where F is a (vertex)
cover of Γ. In particular, the minimal associated primes of I t correspond to the
minimal covers of Γ. Therefore, it remains to describe the covers F of Γ for which
PF is a non-minimal associated prime of I
t. Such a prime ideal is usually called
an embedded prime of I t.
For t = 2, the above problem was solved by Terai and Trung [35]. They showed
that PF is an embedded prime of I
2 if and only if F is minimal among the covers
containing the closed neighborhood of a triangle. A somewhat weaker result was
obtained independently by Herzog and Hibi in [18], who proved that the maximal
homogeneous ideal m is an associated prime of I2 if and only if Γ has a dominating
triangle. Recently, Hien, Lam and Trung [22] and Hien and Lam [21] succeeded
in giving a complete classification of the embedded primes of I3 and I4 in terms
of Γ. These results are so complicated that a classification for t ≥ 5 appears to be
impossible. Associated primes of powers of the more general class of squarefree
monomial ideals have been described by Ha and Morey [14] and Francisco, Ha
and Van Tuyl [11] from a different point of view. However, their works could not
be used to describe the associated primes of I t in terms of Γ.
In this paper we will give a complete description of the embedded primes of I t
for every t ≥ 2 by using the following combinatorial notion. We call a sequence
of walks without repetition of the vertices other than the endpoints a generalized
ear decomposition of the graph if the first walk is closed, the endpoints of each
subsequent walk are the only vertices of that walk belonging to earlier walks, and
the walks pass through all vertices of the graph. This notion is a modified version
of ear decomposition, a well-known notion in graph theory (see e.g. [25, 30]). Note
that a walk without repetition of the vertices other than the endpoints is a path
or a cycle or a closed walk of length 2 (a repetitive edge), which look like ears
when pasting them together. Generalized ear decompositions always exist in a
connected graph. In particular, every cycle can be used as the first walk of a
generalized ear decomposition.
We call a graph strongly non-bipartite if every connected component is non-
bipartite or, equivalently, contains an odd cycle. If the first walk of a generalized
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ear decomposition is an odd cycle, we call it an odd-beginning generalized ear
decomposition. For a strongly non-bipartite graph Γ, we introduce the invariant
µ∗(Γ) := (ϕ∗(Γ) + n− c)/2,
where ϕ∗(Γ) is the minimal number of walks of even length in families of odd-
beginning generalized ear decomposition of the connected components, and c is
the number of the connected components of Γ. The notation µ∗(Γ) is inspired by
the invariant µ(Γ), which was introduced in coding theory by Sole and Zaslavsky
[33] and studied in hypergraph theory by Frank [12].
Our main result can be stated as follows.
Theorem 4.4. Let F be a cover of Γ. Then PF is an associated prime of I
t if and
only if F is either a minimal cover or F is minimal among the covers containing
the closed neighborhood N [U ] of a subset U ⊆ V such that the induced subgraph
ΓU is strongly non-bipartite with µ
∗(ΓU) < t.
By Theorem 4.4, every embedded associated prime of I t originates from a
strongly non-bipartite induced subgraph. To find these subgraphs one only need
to look at the odd cycles of Γ. This provides a simple way to determine the
embedded primes of every power I t at the same time.
Example. Let Γ be the graph in Figure 1. Then Γ has only two odd cycles on
the sets U1 = {1, 2, 3} and U2 = {2, 3, 4, 5, 6}.
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Figure 1.
Any subset U ⊆ V such that ΓU is strongly non-bipartite must contain U1 or U2.
It is clear that N [U ] is either F1 = {1, 2, 3, 4, 5} or F2 = {1, 2, 3, 4, 5, 6}. Since F1
and F2 are covers of Γ, which are minimal among the covers containing themselves,
the embedded primes of I t can be only PF1 = (x1, ..., x5) or PF2 = (x1, ..., x6).
We have µ∗(ΓU1) = 1, µ
∗(ΓU2) = 2, and µ
∗(ΓU) ≥ 2 for all other such U . Since
F1 = N [U1] and F2 = N [U2], we conclude that I
2 has only an embedded prime
PF1 and I
t, t ≥ 3, has two embedded primes PF1 and PF2 .
It is easy to see that the triangle is the only strongly non-bipartite graph whose
µ∗-invariant equals 1. Therefore, the aforementioned results of Herzog and Hibi
[18] and of Terai and Trung [35] on embedded primes of I2 are special cases
of Theorem 4.4. We also give a recursive description of strongly non-bipartite
graphs with a given µ∗-invariant, which can be used to classify embedded primes
of I t for t ≥ 3.
In a pioneering paper on edge ideals [32], Simis, Vasconcelos, and Villarreal
showed that I t has no embedded primes for all t if and only if Γ is a bipartite
graph. This result is a straightforward consequence of Theorem 4.4 because the
existence of embedded primes of I t for some t ≥ 1 depends on the existence of
an odd cycle.
From Theorem 4.4 it immediately follows that if PF ∈ Ass(I
t), then PF ∈
Ass(I t+1). That means Ass(I t) ⊆ Ass(I t+1) for all t ≥ 1. This property was a
major result on Ass(I t) obtained by Martinez-Bernal, Morey and Villarreal [26].
Another immediate consequence of Theorem 4.4 is that Ass∞(I) is the set of the
prime ideals PF for which F is either a minimal cover or minimal among the covers
containing the closed neighborhood of a subset U ⊆ V with the property that ΓU
is strongly non-bipartite. This explicit description of Ass∞(I) was found recently
by Hien, Lam and Trung [22]. Furthermore, we can give a precise formula for
astab(I) and even for the index of stability of every associated prime of Ass∞(I),
thereby answering a question raised by Sharp [31] for edge ideals.
The proof of Theorem 4.4 occupies most of our paper. The basic idea comes
from [22], where embedded primes of I t are characterized by the existence of (ver-
tex) weighted graphs with special matching properties. Our new idea is that these
weighted graphs can be replaced by matching-critical weighted graphs, which are
modifications of matching-critical graphs in graph theory. By results of Gallai [13]
and Lovazs [25], matching-critical graphs can be characterized by means of ear
decompositions. Using their results we can describe the existence of matching-
critical weighted graphs in terms of generalized ear decompositions of the base
graph. Matching-critical graphs have been also used to describe irreducible de-
compositions of powers of I t [7].
We believe that generalized ear decompositions are an useful new tool for the
study of edge ideals. The combinatorial description of the associated primes of
I t is only the first step in the computation of depthR/I t and reg I t. The next
step is to describe the simplicial complexes appearing in Takayama’s formula for
the local cohomology modules of R/I t by using the results of this paper.
The paper is organized as follows. In Section 1 we describe the monomials of
the socle of the ring R/I t in terms of weighted graphs. The existence of such
a monomial is a criterion for m ∈ Ass(I t). This description leads to the study
of matching-critical weighted graphs and their relationship with generalized ear
decompositions in Section 2. In Section 3 we use generalized ear decompositions
to characterize the base graphs of matching-critical weighted graphs with a given
matching number. The characterization of the embedded primes of I t and its
applications are given in Section 4. We conclude the paper with Section 5, where
we recursively describe the minimal strongly non-bipartite graphs with a given
µ∗-invariant and show how to use this description to classify the associated primes
of I t.
Throughout this paper, Γ denotes a simple graph on the vertex set V =
{1, ..., n} and I the edge ideal of Γ in the polynomial ring R = k[x1, ..., xn].
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For unexplained terminology in commutative algebra and in graph theory we
refer to [8] and [37], respectively.
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1. Socle of powers of edge ideals
Let m denote the maximal homogeneous ideal of R. The ideal (I t : m)/I t is
called the socle of the quotient ring R/I t. It is well known that m ∈ Ass(I t)
if and only if (I t : m)/I t 6= 0. In this section, we will express this condition
in combinatorial terms and deduce necessary and sufficient conditions for m ∈
Ass(I t).
Let N denote the set of non-negative integers. For a vector a = (a1, ..., an) ∈ N
n
we denote by xa the monomial xa11 · · ·x
an
n . Since I
t and I t : m are monomial ideals,
(I t : m)/I t 6= 0 if and only if there exists a monomial xa ∈ (I t : m) \ I t. This
condition means xa 6∈ I t and xa+ei ∈ I t for all i ∈ V , where ei denotes the i-th
unit vector in Nn. These relations can be translated in combinatorial terms by
using the following notions.
Let Γa denote the weighted graph on V in which every vertex i is assigned the
weight ai and whose edges are edges of Γ having vertices of positive weights.
Definition 1.1. A matching of Γa is a family of not necessarily different edges
such that ai is greater than or equal to the number of times the vertex i appears
in these edges for all i ∈ V . The largest possible number of edges in a matching
of Γa is called the matching number of Γa and denoted by ν(Γa).
If a = (1, ..., 1), the edges of a matching of Γ(1,...,1) are disjoint because every
vertex appears at most once in these edges. Therefore, a matching of Γ(1,...,1) is a
usual matching of Γ and we may identify Γ(1,...,1) with Γ.
Lemma 1.2. xa ∈ I t if and only if ν(Γa) ≥ t.
Proof. We have xa ∈ I t if and only if there is a family of t edges {i1, j1}, ..., {it, jt}
of Γ such that xa is divisible by
∏t
r=1 xirxjr . Comparing the exponents of these
two monomials, we can express this condition as
a ≥
t∑
r=1
(eir + ejr)
componentwise. This relation is satisfied if and only if ai is greater than or equal
to the number of times the vertex i appears in the edges {i1, j1}, ..., {it, jt} for all
i ∈ V . Therefore, xa ∈ I t if and only if Γa has a matching of t edges. 
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When dealing with matchings of the weighted graph Γa we can pass to the
following simple graph.
Definition 1.3. (see e.g. [26]) The parallelization Γa of Γ is the graph on a1 · · · an
vertices 11, ..., 1a1 ,...,n1, ..., nan , where {ir, js} is an edge of Γ
a if {i, j} is an edge
of Γ.
Simply speaking, Γa is obtained from Γ by replacing each vertex i of Γ by
ai new vertices i1, ..., iai and each edge {i, j} of Γ by aiaj new edges {ir, js},
r = 1, ..., ai, s = 1, ..., aj.
Example 1.4. Let Γ be the following graph on 4 vertices and a = (1, 1, 2, 1).
Then Γa and Γ
a can be illustrated as in Figure I.
Γ
4
1
2
3
Γa
4
1
2
3(2×)
Γa
4
1
2
31
32
Figure 2.
We call the map which sends every vertex ir of Γ
a to the vertex i of Γ the
projection of Γa to Γ. Note that if {ir, js} is an edge of Γ
a , then its projection
{i, j} is an edge of Γ. Using this map one can deduce properties of the weighted
graph Γa from those of the simple graph Γ
a.
Lemma 1.5. ν(Γa) = ν(Γ
a).
Proof. We only need to show that there is a correspondence between matchings
of Γa and Γ
a with the same cardinality. For every matching M of Γa, we know
that ai is greater than or equal to the number of times the vertex i appears in
M for all i ∈ V . Using this fact, we can easily find a matching N of Γa with
the same cardinality such that M is the projection of N . Conversely, for every
matching N of Γa, the projection of N is a family of edges in Γ. Since the edges
of N are disjoint, ai is greater than or equal to the number of times the vertex i
appears in the projection of N . Therefore, the projection of N is a matching of
Γa with the same cardinality. 
Let supp(a) := {i ∈ V | ai 6= 0} be the support of a. We may consider supp(a)
as the vertex set of Γa. Let Γsupp(a) denote the induced graph of Γ on supp(a).
We say that Γa has no isolated vertex if Γsupp(a) has no isolated vertex. For every
i ∈ supp(a), we have a weighted graph Γa−ei because a− ei ∈ N
n.
For a subset U of V we denote by N [U ] the closed neighborhood of U in Γ, i.e.
the union of U and the set of the vertices adjacent to vertices of U . If V = N [U ],
one calls U a dominating set of Γ.
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Lemma 1.6. Assume that xa ∈ (I t : m) \ I t, t ≥ 2. Then
(i) supp(a) is a dominating set of Γ,
(ii) Γa has no isolated vertex,
(iii) ν(Γa) = t− 1,
(iv) either ν(Γa−ei) = t− 1 for all i ∈ supp(a) or x
a−ei ∈ (I t−1 : m) \ I t−1 for
some i ∈ supp(a).
Proof. The assumption implies xa 6∈ I t and xa+ei ∈ I t for all i ∈ V . By Lemma
1.2, these conditions can be expressed as ν(Γa) < t and ν(Γa+ei) ≥ t for all i ∈ V .
(i) For all i ∈ V , we have ν(Γa+ei) > ν(Γa). From this it follows that there
exists a matching of Γa+ei which has an edge containing i. Hence, i is adjacent
to a vertex of supp(a). This shows that V = N [supp(a)].
(ii) Assume that Γa has an isolated vertex i. Since there is no edge of Γa
containing i, we get ν(Γa+ei) = ν(Γa), which is a contradiction.
(iii) By Lemma 1.5, ν(Γa) = ν(Γ
a) and ν(Γa+ei) = ν(Γ
a+ei) for all i ∈ V .
Since Γa can be obtained from Γa+ej by deleting a vertex, ν(Γa) ≥ ν(Γa+ei)− 1.
Therefore, ν(Γa) ≥ ν(Γa+ei)−1 ≥ t−1. Since ν(Γa) < t, this implies ν(Γa) = t−1.
(iv) Similarly as above, we have ν(Γa−ei+ej) ≥ ν(Γa+ej ) − 1 ≥ t − 1 for all
i ∈ supp(a) and j ∈ V . By Lemma 1.2, this implies xa−ei+ej ∈ I t−1. Hence,
xa−ei ∈ I t−1 : m. Since every matching of Γa−ei is also a matching of Γa, we
have ν(Γa−ei) ≤ ν(Γa) = t − 1. If ν(Γa−ei) 6= t − 1 for some i ∈ supp(a),
we have ν(Γa−ei) < t − 1. Hence, x
a−ei 6∈ I t−1 by Lemma 1.2. In this case,
xa−ei ∈ (I t−1 : m) \ I t−1. 
Using the non-vanishing of the socle of R/I t we obtain the following necessary
and sufficient conditions for m ∈ Ass(I t), which are based on the existence of
weighted graph Γa with special properties.
Proposition 1.7. Assume that m ∈ Ass(I t) \Ass(I t−1), t ≥ 2. Then there exists
a weighted graph Γa without isolated vertices such that supp(a) is a dominating
set of Γ and ν(Γa−ei) = ν(Γa) = t− 1 for all i ∈ supp(a).
Proof. As observed at the beginning of this section, the condition m ∈ Ass(I t)
implies the existence of a monomial xa ∈ (I t : m) \ I t. Similarly, the condition
m 6∈ Ass(I t−1) implies that there does not exist i ∈ supp(a) such that xa−ei ∈
(I t−1 : m) \ I t−1. Therefore, the conclusion follows from Lemma 1.6. 
Proposition 1.8. Assume that there exists a weighted graph Γa without isolated
vertices such that supp(a) is a dominating set of Γ and ν(Γa−ei) = ν(Γa) = t− 1
for all i ∈ supp(a). Then m ∈ Ass(I t).
Proof. As observed at the beginning of this section, we only need to show that
xa ∈ (I t : m) \ I t. By Lemma 1.2, ν(Γa) = t − 1 implies x
a 6∈ I t. It remains to
show that xa ∈ I t : m or, equivalently, xa+ei ∈ I t for all i ∈ V . Since supp(a)
is a dominating set of Γa and Γa has no isolated vertices, we can find a vertex
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j ∈ supp(a) adjacent to i. Since ν(Γa−ej ) = t− 1, Γa−ej has a matching of t− 1
edges. Adding the edge {i, j} to this matching we obtain a matching of Γa+ei.
Thus, ν(Γa+ei) ≥ t. By Lemma 1.2, this implies x
a+ei ∈ I t. 
Remark 1.9. By [18, Proposition 2.1], the condition xa ∈ (I t : m) \ I t implies
ai ≤ t − 1 for all i ∈ V . (Using [34, Theorem 1] one can also prove this fact for
the edge ideal of a hypergraph.) If t = 2, we have ai ≤ 1 for all i ∈ V . Hence,
we may identify Γa with the induced graph Γsupp(a). This explains why the case
t = 2 can be studied without involving weighted graphs [18], [35]. If t ≥ 3, we
really need to investigate weighted graphs [21], [22]. The new idea here is that
we take into account the weighted graphs Γa−ei. This idea allows us to relate the
condition m ∈ Ass(I t) to well known notions in graph theory as we shall see in
the next section.
2. Matching-critical weighted graphs
In the previous section we have found necessary and sufficient conditions for
m ∈ Ass(I t). The aim of this section is to turn these conditions into a single
criterion for m ∈ Ass(I t).
First, we observe that these conditions involve the existence of a weighted
hypergraph Γa with the property ν(Γa−ei) = ν(Γa) for all i ∈ supp(a). In graph
theory, one calls a graph Γ matching-critical if ν(Γ − i) = ν(Γ) for every i ∈ V ,
where Γ − i denotes the subgraph of Γ obtained by deleting the vertex i. This
leads us to the following weighted version of this notion.
Definition 2.1. A weighted graph Γa is called matching-critical if ν(Γa−ei) =
ν(Γa) for all i ∈ supp(a).
Now we are going to study properties of matching-critical weighted graphs.
Lemma 2.2. Γa is a matching-critical weighted graph if and only if Γ
a is a
matching-critical graph.
Proof. By Lemma 1.5, ν(Γa) = ν(Γ
a) and ν(Γa−ei) = ν(Γ
a−ei). By the definition
of a parallelization, the graphs Γa−ei and Γa − ir are isomorphic for all i ∈ V
and r = 1, ..., ai. Hence, Γa is a matching-critical weighted graph if and only if
ν(Γa − ir) = ν(Γ
a) for all i ∈ supp(a) and r = 1, ..., ai. The latter condition just
means that Γa is a matching-critical graph. 
We say that Γa is a connected weighted graph if the induced subgraph Γsupp(a)
is connected. Let Γ1, ...,Γc be the connected components of Γsupp(a). Then there
exists unique vectors a1, ..., ac ∈ N
n such that a = a1+ · · ·+ac and Γi = Γsupp(ai),
i = 1, ..., c. We call the weighted graphs Γa1, ...,Γac the connected components of
Γa.
Lemma 2.3. A weighted graph is matching-critical if and only if its connected
components are matching-critical.
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Proof. Let Γa1, ...,Γac be the connected components of Γa. It is easy to see that
ν(Γa) = ν(Γa1) + · · ·+ ν(Γac).
For every i ∈ supp(a), there is a unique ar such that i ∈ supp(ar). Hence
ν(Γa−ei) = ν(Γa1) + · · ·+ ν(Γar−ei) + · · ·+ ν(Γac).
Consequently, ν(Γa) = ν(Γa−ei) for all i ∈ supp(a) if and only if ν(Γar) =
ν(Γar−ei) for all i ∈ supp(ar) and r = 1, ..., c. 
Connected matching-critical graphs have some remarkable characterizations.
Recall that a matching of a graph is called perfect if every vertex is incident to
exactly one edge of the matching. Gallai [13] showed that Γ is a matching-critical
connected graph if and only if Γ− i has a perfect matching for all i ∈ V . A graph
with this property is called factor-critical [25]. Gallai’s result can be extended to
the weighted case as follows.
Definition 2.4. A matching of a weighted graph Γa is called perfect if ai is the
number of times the vertex i appears in the edges of the matching for all i ∈ V .
Definition 2.5. A weighted graph Γa is called factor-critical if Γa−ei has a perfect
matching for all i ∈ supp(a).
Proposition 2.6. A connected weighted graph is matching-critical if and only if
it is factor-critical.
Proof. As we have seen in the proof of Lemma 1.5, there is a correspondence
between matchings of a weighted graph and its parallelization. By this corre-
spondence, a weighted graph Γa is factor-critical if and only if Γ
a−ei has a perfect
matching for all i ∈ supp(a). Since Γa−ei and Γa− ir are isomorphic for all i ∈ V
and r = 1, ..., ai, this is equivalent to the condition that Γ
a is factor-critical.
By the result of Gallai mentioned above, Γa is factor-critical if and only if Γa is
matching-critical. Hence the assertion follows from Lemma 2.2. 
Let |a| = a1+ · · ·+ an. It is clear that |a|/2 is an upper bound for the number
of edges of a matching of Γa. If Γa has a perfect matching, this bound is attained
and we have ν(Γa) = |a|/2.
Corollary 2.7. Let Γa be a matching-critical weighted graph. Then ν(Γa) =
(|a| − c)/2, where c is the number of connected components of Γ.
Proof. By Lemma 2.3, every connected component of Γa is matching-critical.
Since the matching number is additive on the connected components, we only
need to show the assertion for the case Γa being connected. In this case, Γa is
factor-critical by Proposition 2.6. By definition, Γa−e1 has a perfect matching.
Hence ν(Γa−e1) = |a − e1|/2. Since ν(Γa−e1) = ν(Γa) and |a − e1| = |a| − 1, we
obtain ν(Γa) = (|a| − 1)/2, 
The following less known notions in graph theory will play an important role
in the characterization of factor-critical weighted graph.
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Definition 2.8. An ear is a path or a cycle with a specified vertex as endpoints.
An ear decomposition of a graph is a partition of the edges into a sequence of ears
such that the first ear is a cycle and the endpoints of each subsequent ear are the
only vertices belonging to earlier ears in the sequence. An ear decomposition is
called odd if all ears have odd lengths.
It is known that a graph has an ear decomposition if and only if it is connected
and has no bridge, i.e. an edge whose deletion disconnects the graph [30].
By a beautiful result of Lovasz [25], a connected graph with more than one
vertex is factor-critical if and only if it has an odd ear decomposition. To prove
a similar result for weighted graphs, we need to modify the above notions.
Recall that a walk in a graph is a sequence of vertices i1, ..., ir (repetition
possible) such that {i1, i2}, ..., {ir−1, ir} are edges. A walk can be also defined as
such a sequence of edges. The first and the last vertices of the sequence are called
the endpoints of the walk. A walk is closed if its endpoints coincide. The length
of a walk is the number of its edges. A walk is called odd or even if its length is
odd or even, respectively.
Definition 2.9. A generalized ear decomposition of a weighted graph Γa is a
sequence E of walks in Γ such that the first walk is closed, the endpoints of each
subsequent walk belong to earlier walks, and for all i ∈ V , ai is the number of
times the vertex i appears as inner points of E . Here, we call a vertex of the
walks of E an inner point of E if it is neither the last vertex of the first walk nor
the endpoints of the subsequent walks (we count the first vertex of the first walk
as an inner point of E). A generalized ear decomposition is called odd if all walks
are odd.
For a = (1, ..., 1), each vertex of Γ appears only once as an inner point of a
generalized ear decomposition of Γ(1,...,1). Using this fact, it is easy to see that a
generalized ear decomposition of Γ(1,...,1) is a sequence of walks without repetition
of the vertices other than their endpoints such that the first walk is closed, the
endpoints of each subsequent walks are the only vertices belonging to earlier walks
in the sequence, and the walks pass through all vertices of Γ. This is the definition
of generalized ear decomposition of Γ given in the introduction.
Since ears are walks or closed walks without repetition of the edges, an ear
decomposition of Γ is a generalized ear decomposition of Γ. Unlike ear decom-
positions, the walks of a generalized ear decomposition need not be a partition
of the edges of the graph. It does not need to involve all edges of the graph.
In particular, it may contain closed walks of length 2 (repetitive edges). This
allows us to construct generalized ear decompositions in any connected graph.
For simplicity, we call a closed walk of length 2 a 2-cycle.
Lemma 2.10. A connected graph always has a generalized ear decomposition.
Moreover, any cycle of the graph can be the first walk of a generalized ear decom-
position.
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Proof. We just need to put all edges of the graph into a sequence such that at
least a vertex of each subsequent edge belong to earlier edges. If an edge has
only a vertex which belongs to earlier edges, we consider this edge as a 2-cycle. If
an edge has both vertices belonging to earlier edges, we consider this edge as an
1-path. By this way, this sequence of edges forms a generalized ear decomposition
of the graph. Similarly, we can construct a generalized ear decomposition which
begins with any cycle of the graph. 
Example 2.11. Consider the graphs of Example 1.4 (see Figure 2). Then Γ has
no ear decomposition because it has a bridge {3, 4}. However, Γ has a generalized
ear decomposition consisting of the triangle {1, 2, 3, 1} and the 2-cycle {3, 4, 3}.
Moreover, the weighted graph Γa has an odd generalized ear decomposition con-
sisting of only the closed walk {1, 2, 3, 4, 3, 1}. The parallelization Γa has an odd
generalized ear decomposition consisting of only the cycle {1, 2, 31, 4, 32, 1}, which
does not involve the edges {1, 31} and {2, 32} of Γ
a. If we add {1, 31} and {2, 32}
to this cycle, we get an odd ear decomposition of Γa.
With the notion of generalized ear decompositions, Lovasz’s characterization
of factor-critical graphs can be extended to the weighted case as follows.
Proposition 2.12. A connected weighted graph with more than one vertex is
factor-critical if and only if it has an odd generalized ear decomposition.
Proof. Let Γa be a connected weighted graph with more than one vertex. By
Lemma 2.2 and Proposition 2.6, Γa is factor-critical if and only if Γ
a is factor-
critical. By the afore mentioned result of Lovasz, Γa is factor-critical if and only
if it has an odd ear decomposition. Therefore, it suffices to show that Γa has an
odd ear decomposition if and only if Γa has an odd generalized ear decomposition.
Assume that Γa has an odd ear decomposition E . By the projection of Γa to
Γ we obtain from every ear of E a walk in Γ of the same length. Let F be the
sequence of these walks. It is clear that the first walk is closed and that the
endpoints of each subsequent walk belong to earlier walks. By the definition of
ear decomposition, every vertex ir of Γ
a appears only once as an an inner point
of E . From this it follows that ai is the number of the inner points of the form ir
of E . Since every inner point i of F is the image of an inner point ir of E , ai is
the number of times the vertex i appears as an inner point of F . Therefore, F is
an odd generalized ear decomposition of Γa.
Conversely, assume that Γa has an odd generalized ear decomposition F . We
associate to every walk of F an odd ear of Γa such that its projection to Γ is the
given walk. Let E be the sequence of these odd ears. Obviously, the first ear is a
cycle and the endpoints of subsequent ears belong to earlier ears. Note that for
every vertex i ∈ V , there are ai vertices of Γ
a which can be projected to i. Since
ai is the number of times the vertex i appears as an inner point of F , we can
choose the ears of E such that every vertex of Γa appears only once as an inner
point of E . From this it follows that the endpoints of each subsequent ear are the
only vertices belonging to earlier ears in E .
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As a consequence, the edges of an ear of E are different. However, an edge of
Γa may belong to two different ears of E . In this case, the later ear consists of
only this edge because the vertices of this edge are the only vertices of that ear
belonging to earlier ears. Therefore, one can remove this ear from E to obtain
a sequence of ears with similar properties. By this way, we get a new sequence
E ′ of ears whose edges are all different. There may exist edges of Γa which are
not contained in any ear of E ′. Since the ears of E ′ involve all vertices of Γa, the
vertices of all missing edges belong to the ears of E ′. Therefore, we can add all
missing edges as paths of length one to E ′ to obtain an ear decomposition of Γa.
Obviously, this ear decomposition of Γa is odd. 
As an application of the above weighted versions of the results of Gallai and
Lovasz we show how to construct from a matching-critical weighted graph a
matching-critical weighted graph of any higher matching number on the same
vertex set.
Corollary 2.13. Let Γa be a matching-critical weighted graph. Let {i, j} be an
arbitrary edge of Γsupp(a). Then Γa+ei+ej is a matching-critical weighted graph
with ν(Γa+ei+ej ) = ν(Γa) + 1.
Proof. By Lemma 2.3, we may assume that Γa is connected. Then Γa is factor-
critical by Proposition 2.6. By the proof of the necessary part of Proposition 2.12,
Γa has an odd generalized ear decomposition E which is the projection of an odd
ear decomposition of Γa. Therefore, E involves all edges of Γsupp(a). Let C be an
odd walk of E containing the edge {i, j}. Let D be the odd walk obtained from
C by replacing {i, j} by the sequence {i, j}, {j, i}, {i, j}. Replacing C by D we
obtain from E an odd generalized ear decomposition of Γa+ei+ej . Hence, Γa+ei+ej
is matching-critical by Proposition 2.6 and Proposition 2.12. By Corollary 2.7,
we have
ν(Γa+ei+ej ) = (|a+ ei + ej | − 1)/2 = (|a|+ 1)/2 = ν(Γa) + 1.

Now we can give a criterion for m ∈ Ass(I t) by means of matching-critical
weighted graphs.
Theorem 2.14. m ∈ Ass(I t) if and only if there exists a matching-critical
weighted graph Γa without isolated vertices such that supp(a) is a dominating
set of Γ and ν(Γa) < t.
Proof. Since I is a radical ideal with dimR/I ≥ 1, m 6∈ Ass(I). Assume that
m ∈ Ass(I t), t ≥ 2. Let s be the largest integer < t such that m 6∈ Ass(Is).
Then m ∈ Ass(Is+1) \ Ass(Is). By Proposition 1.7, this condition implies the
existence of a matching-critical weighted graph Γa without isolated vertices such
that supp(a) is a dominating set of Γ and ν(Γa) = s.
Conversely, assume that there exists a matching-critical weighted graph Γa
without isolated vertices such that supp(a) is a dominating set of Γ and ν(Γa) < t.
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Using Corollary 2.13, we can construct a matching-critical weighted graph Γb
without isolated vertices such that supp(b) = supp(a) and ν(Γb) = t − 1. By
Proposition 1.8, this implies m ∈ Ass(I t). 
Remark 2.15. All notions of Theorem 2.14 can be extended in a straightforward
way to hypergraphs. However, we could not prove a similar criterion for m ∈
Ass(I t) when I is the edge ideal of a hypergraph.
3. Base graphs
We have obtained with Theorem 2.14 a combinatorial criterion for m ∈ Ass(I t).
However, the criterion relies on the existence of a matching-critical weighted
graph Γa with additional properties. The existence of such Γa can not be checked
effectively. The aim of this section is to deduce a criterion for m ∈ Ass(I t) solely
in terms of Γ.
First, we investigate the problem what impact a matching-critical weighted
graph Γa may have on the induced graph Γsupp(a). For simplicity, we call Γsupp(a)
the base graph of Γa.
By Proposition 2.6 and Proposition 2.12, a connected weighted graph Γa with
more than one vertex is matching-critical if and only it has an odd generalized
ear decomposition. Since the graph Γsupp(a) can be obtained from Γa by lowering
the weights one by one, we want to see what happen with a generalized ear
decomposition in passing from Γa to Γa−ei for i ∈ supp(a) with ai ≥ 2.
For a sequence E of walks, we denote by ϕ(E) the number of even walks in E .
Lemma 3.1. Let Γa be a connected weighted graph and E a generalized ear de-
composition of Γa. Let i ∈ supp(a) with ai ≥ 2. By breaking suitable walks of E
we can turn E into a generalized ear decomposition F of Γa−ei such that
(i) ϕ(F) ≤ ϕ(E) + 1,
(ii) If the first walk of E is odd, then so is the first walk of F .
Proof. Let C be the earliest walk of E containing i as an inner point. We distin-
guish the following cases.
Case 1: C passes the vertex i as an inner point once.
Since ai ≥ 2, there exists another walk of E containing i as an inner point. Let
C ′ be the next walk of E containing i as an inner point. Let u, v be the endpoints
of C ′ (which may be the same). We break C ′ at an inner point i of C into a
walk D from u to i and a walk D′ from i to v (or to u if u = v). See Figure
3. Replacing C ′ by D,D′ we obtain from E a new sequence F of walks. The
breaking inner point i of C ′ is no more an inner point of F , while other inner
points in F are the same as in E . Therefore, ai − 1 is the number of times the
vertex i appears as inner points of F and aj, j 6= i, is the number of times the
vertex j appears as inner points of F . It is now clear from our construction that
F is a generalized ear decomposition of Γa−ei.
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Figure 3.
Note that the number of the edges of C ′ is the sum of the numbers of the edges
of D and D′. If C ′ is an even walk, then both D and D′ are odd or even walks.
Since E and F share all other walks, we get ϕ(F) ≤ ϕ(E) + 1. If C ′ is an odd
walk, then one of the walks D or D′ is odd and the other even. In this case, we
have ϕ(F) = ϕ(E) + 1.
Since C ′ is not the first walk of E , the sequences E and F share the same first
walk.
Case 2: C passes the vertex i as an inner point at least twice.
Let u, v be the endpoints of C (which may be the same). Let D be the walk in
C which goes from u to i, where i appears the first time as an inner point in C,
and then from i, where i appears the last time as an inner point in C, to v (or to
u if u = v); see Figure 3. Let D′ be the remaining closed walk in C. Replacing
C by D,D′ we obtain from E a new sequence F of walks. It is clear i appears as
inner point in F one time less than in E , while other inner points in F are the
same as in E . Similarly as in Case 1, we can show that F is a generalized ear
decomposition of Γa−ei with ϕ(F) ≤ ϕ(E) + 1.
If C is not the first walk of E , the sequences E and F share the same first walk.
If C is the first walk of E , then D is the first walk of F . Since C is a closed
walk, u = v. Hence, D is a closed walk. If C is odd, one of the closed walks D
and D′ is odd. If D is not odd, we replace the sequence D,D′ by D′, D in the
construction of F . Then F is still a generalized ear decomposition of Γa−ei with
ϕ(F) ≤ ϕ(E) + 1, whose first walk D′ is odd.
Thus, if the first walk of E is odd, then so is the first walk of F . 
Let us now extend the notion of generalized ear decomposition to the case
where Γ may be a disconnected graph.
Definition 3.2. We call a family of generalized ear decompositions of the con-
nected components of Γ a generalized ear decomposition of Γ. If the generalized
ear decompositions of such a family begin with odd cycles, we call it an odd-
beginning generalized ear decomposition.
Recall that Γ is called a strongly non-bipartite graph if every connected com-
ponent is non-bipartite or, equivalently, if every connected component contains
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an odd cycle. By Lemma 2.10, every cycle of a connected graph can be chosen to
be the first walk of a generalized ear decomposition. Therefore, a strongly non-
bipartite graph Γ always has an odd-beginning generalized ear decomposition,
and we can introduce the following invariants.
Definition 3.3. We denote by ϕ∗(Γ) the minimal total number of even walks in
odd-beginning generalized ear decompositions of Γ and define
µ∗(Γ) := (ϕ∗(Γ) + n− c)/2,
where c is the number of connected components of Γ.
Example 3.4. Let Γ be an odd cycle of length 2t+ 1. The cycle forms an odd-
beginning generalized ear decomposition of Γ. Hence, ϕ∗(Γ) = 0 and µ∗(Γ) = t.
Using the notion µ∗(Γ) we can give a characterization of the base graph of a
matching-critical weighted graph as follows.
Theorem 3.5. Let Γ be a graph without isolated vertices. Then Γ is the base
graph of a matching-critical weighted graph Γa with ν(Γa) = t if and only if Γ is
strongly non-bipartite with µ∗(Γ) ≤ t.
Proof. It is easy to see that the invariant µ∗(Γ) is additive on the connected
components of Γ. Therefore, using Lemma 2.3 we only need to prove the assertion
for a connected graph Γ with more than one vertex.
Assume that Γ is the base graph of a matching-critical weighted graph Γa with
ν(Γa) = t. By Proposition 2.6, Γa is factor-critical. Hence, Γa has an odd ear
decomposition E , i.e. ϕ(E) = 0, by Proposition 2.12. Since Γ is the base graph
of Γa, supp(a) = V . Hence ai ≥ 1 for all i = 1, ..., n. Since Γ = Γ(1,...,1) and since
(1, ..., 1) can be obtained from a by |a| − n subtractions by unit vectors, we can
apply Lemma 3.1 successively to obtain from E an odd-beginning generalized ear
decomposition F of Γ with
ϕ(F) ≤ ϕ(E) + |a| − n = |a| − n.
This implies ϕ∗(Γ) ≤ |a| − n. Therefore, Γ is a non-bipartite graph with
µ∗(Γ) = (ϕ(Γ) + n− 1)/2 ≤ (|a| − 1)/2.
By Corollary 2.7, we have (|a| − 1)/2 = ν(Γa) = t. Hence, µ
∗(Γ) ≤ t.
Conversely, assume that Γ is a non-bipartite graph with µ∗(Γ) ≤ t. By Corol-
lary 2.13, we only need to show that Γ is the base graph of a matching-critical
weighted graph Γa with ν(Γa) ≤ t.
Let E be an odd-beginning generalized ear decomposition of Γ with ϕ(E) =
ϕ∗(Γ). Let C be an arbitrary even walk of E . Then C is not the first walk of E .
Let i be the first vertex of C and v an adjacent vertex of i in an earlier walk of
E . Adding the edge {v, i} to C at the beginning we obtain from C a walk C ′ of
length one more than that of C. If we replace every even walk C of E by such a
walk C ′, we obtain from E a sequence F of odd walks.
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It is obvious that the first walk of F is the first walk of E and that the endpoints
of each subsequent walk of F belong to earlier walks. By our construction, we
have only a new inner point i every time we replace an even walk C by C ′, where
i is the starting vertex of C. Other inner points of C remains the same in C ′. By
the definition of generalized ear decomposition, every vertex i ∈ V appears only
once as an inner point of E . Therefore, if ci is the number of even walks of E
whose starting vertex is i, then ci+1 is the number of times the vertex i appears
as inner points of F . Define the vector a ∈ Nn by setting ai = ci+1 for all i ∈ V .
Then F is an odd generalized ear decomposition of Γa.
So Γa is a matching-critical weighted graph by Proposition 2.6 and Proposition
2.12. By Corollary 2.7,
ν(Γa) = (|a| − 1)/2 = (
∑
i∈V
ci + n− 1)/2.
On the hand, we have
∑
i∈V ci = ϕ(E) = ϕ
∗(Γ). Hence,
ν(Γa) = (ϕ
∗(Γ) + n− 1)/2 = µ∗(Γ) ≤ t,
as required. 
Now we are able to give a criterion for m ∈ Ass(I t) in terms of Γ without
involving a weighted graph.
Theorem 3.6. m ∈ Ass(I t) if and only if there exists a dominating set U of Γ
such that ΓU is strongly non-bipartite with µ
∗(ΓU) < t.
Proof. By Theorem 2.14, m ∈ Ass(I t) if and only if there exists a matching-critical
weighted graph Γa without isolated vertices such that supp(a) is a dominating
set of Γ and ν(Γa) < t. By Theorem 3.5, this condition is satisfied if and only if
Γsupp(a) is strongly non-bipartite with µ
∗(Γsupp(a)) < t. 
From Theorem 3.6 we immediately obtain the following criterion for m ∈
Ass∞(I) (see [5, Lemma 2.1 and Corollary 3.4] or [19, Corollary 3.6]).
Corollary 3.7. m ∈ Ass(I t) for some t ≥ 1 (or for all t≫ 0) if and only if Γ is
a strongly non-bipartite graph.
We even have an exact formula for the least number t such that m ∈ Ass(I t).
This formula can not be deduced from [5] or [19].
Corollary 3.8. Let Γ be a strongly non-bipartite graph. Let s(Γ) denote the
minimum of µ∗(ΓU), where U is a dominating set of Γ such that ΓU is strongly
non-bipartite. Then m ∈ Ass(I t) if and only if t ≥ s(Γ) + 1.
By definition, we always have s(Γ) ≤ µ∗(Γ). The following lemma shows that
the difference µ∗(G)−s(Γ) is no less than the number of leaf vertices, i.e. vertices
of degree one of Γ.
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Lemma 3.9. Let Γ be a strongly non-bipartite graph. Let W be a set of leaf
vertices of Γ. Then V \ W is a dominating set of Γ and the induced subgraph
ΓV \W is a strongly non-bipartite graph with µ
∗(Γ) = µ∗(ΓV \W ) + |W |.
Proof. Since every connected component of Γ is not an edge, each leaf vertex is
adjacent to a vertex of degree at least two. Hence, V \W is a dominating set
of Γ. It is also clear that ΓV \W contains all odd cycles of Γ. Hence, ΓV \W is a
strongly non-bipartite graph.
To show that µ∗(Γ) = µ∗(ΓV \W ) + |W |, we only need to show that µ
∗(Γ) =
µ∗(Γ− i) + 1 for any leaf vertex i. Let j be the vertex adjacent to i. Then every
generalized ear decomposition of Γ must contain the 2-cycle of the edge {i, j}.
From this it follows that ϕ∗(Γ) = ϕ∗(Γ− i) + 1, which implies the assertion. 
In the following example we show that µ∗(Γ)−s(Γ) can be arbitrary large even
if Γ has no leaf vertex.
Example 3.10. Let Γ be the graph on 2t+1 vertices which consists of t triangles
having a common vertex (see Figure 4 for the case t = 2).
Figure 4.
It is clear that the triangles form an odd ear decomposition of Γ. Hence,
ϕ∗(Γ) = 0. This implies
µ∗(Γ) = (ϕ∗(Γ) + 2t)/2 = t.
Let U be the vertices of a triangle of Γ. Then U is a dominating set of Γ and ΓU
is this triangle. Since µ∗(ΓU) = 1, the smallest possible value for the µ
∗-invariant
of a graph, we have s(Γ) = 1.
Remark 3.11. The invariant µ∗(Γ) is inspired by the invariant µ(Γ) of a con-
nected graph Γ having no bridge, which was introduced by Sole and Zaslavsky in
coding theory [33]. Frank [12] showed that
µ(Γ) = (ϕ(Γ) + n− 1)/2,
where ϕ(Γ) denotes the minimal number of even ears in ear decompositions of Γ.
We do not know whether ϕ∗(Γ) = ϕ(Γ) for every non-bipartite graph Γ having
no bridge.
4. Associated primes of powers of edge ideals
For a subset F of V we set PF = (xi| i ∈ F ). It is well known that every
associated prime of I t is of the form PF , where F is a (vertex) cover of Γ, i.e. F
meets every edge of Γ. In particular, PF is a minimal associated prime of I
t if
and only if F is a minimal cover of Γ (see e.g. [19]). The remaining problem is
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to find a combinatorial criterion for PF to be an embedded prime of I
t in terms
of Γ. The aim of this section is to deduce from Theorem 3.6 such a criterion.
The above problem can be reduced to the case PF = m by using the following
notion from [22].
Definition 4.1. Let c(F ) denote the set of vertices of F which are not adjacent
to any vertex of V \ F . We call c(F ) the core of F .
It is easy to check that c(F ) = ∅ if and only if F is a minimal cover of Γ.
Lemma 4.2. Let F be a cover of Γ. Let S = k[xi| i ∈ c(F )]. Let n be the
maximal homogeneous ideal of S and J the edge ideal of the induced subgraph
Γc(F ) in S. Then PF ∈ Ass(I
t) if and only if n ∈ Ass(Js) for some s ≤ t.
Proof. Let A = R[x−1j | j ∈ V \ F ]. Since A is a localization of R, PF is an
associated prime of I t if and only if PFA is an associated prime of I
tA. If
i ∈ F \c(F ), then i is adjacent to a vertex j ∈ V \F . Hence xi = (xixj)x
−1
j ∈ IA.
From this it follows that IA is the ideal generated by J and the variables xi,
i ∈ F \ c(F ).
Let B = k[xi| i ∈ F ]. Let p be the maximal homogeneous ideal of B and Q ⊂ B
the ideal generated by J and the variables xi, i ∈ F \ c(F ). Then PFA = pA and
I tA = QtA. Since A = B[x±1j | j ∈ V \ F ] is a Laurent polynomial ring over B,
PFA is an associated prime of I
tA if and only if p is an associated prime of Qt.
Note that p and Q are the extensions of the ideals n and J in S by the variables
xi, i ∈ F \ c(F ), in the polynomial ring B = S[xi| i ∈ F \ c(F )]. Then we can
apply [14, Lemma 3.4], which shows that p is an associated prime of Qt if and
only if n is an associated prime of Js for some s ≤ t. 
By Theorem 3.6, to check the condition n ∈ Ass(Js) we have to deal with
dominating sets of Γc(F ). Such a set can be described in terms of Γ as follows.
Lemma 4.3. Let F be a cover of Γ. A subset U ⊆ V is a dominating set of Γc(F )
if and only if F is minimal among the covers containing N [U ].
Proof. By definition, U is a dominating set of Γc(F ) if and only if U ⊆ c(F ) and
c(F ) ⊆ N [U ]. It is clear that U ⊆ c(F ) if and only if every vertex of U is not
adjacent to any vertex of V \ F if and only if F ⊇ N [U ]. Now we may assume
that F ⊇ N [U ]. Then c(F ) ⊆ N [U ] if and only if F \N [U ] ⊆ F \ c(F ), which is
the set of the vertices i ∈ F adjacent to a vertex of V \ F . This condition means
F \ i is not a cover of Γ. Hence, c(F ) ⊆ N [U ] if and only if F is minimal among
the covers containing N [U ]. Therefore, U is a dominating set of Γc(F ) if and only
if F is minimal among the covers containing N [U ]. 
Now we are able to prove the main result of this paper, which is a characteri-
zation of the associated primes of I t in terms of Γ.
Theorem 4.4. Let F be a cover of Γ. Then PF is an associated prime of I
t if and
only if F is either a minimal cover or minimal among the covers containing N [U ]
for some subset U ⊆ V such that ΓU is strongly non-bipartite with µ
∗(ΓU) < t.
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Proof. We may assume that F is not a minimal cover. Then c(F ) 6= ∅. Let
S = k[xi| i ∈ c(F )]. Let n be the maximal homogeneous ideal of S and J the
edge ideal of the induced subgraph Γc(F ) in S. By Lemma 4.2, PF ∈ Ass(I
t) if
and only if n ∈ Ass(Js) for some s ≤ t. By Theorem 3.6, this is equivalent to
the condition that there is a dominating set U of Γc(F ) such that ΓU is a strongly
non-bipartite graph with µ∗(ΓU) ≤ t− 1. Now we only need to apply Lemma 4.3
to obtain the assertion. 
By Theorem 4.4, PF is an embedded prime of I
t if and only if F is minimal
among the covers containing N [U ] for some subset U ⊆ V such that ΓU is strongly
non-bipartite with µ∗(ΓU) < t. As a consequence, I
t has no embedded prime for
all t ≥ 1 if and only if Γ has no odd cycles or, equivalently, Γ is a bipartite graph.
This is a celebrated result of Simis, Vasconcelos, and Villarreal [32, Theorem
5.9]. Furthermore, we can easily deduce the following criterion for the existence
of embedded primes of I t, which was given by Rinaldo, Terai and Yoshida [29,
Lemma 3.10].
Corollary 4.5. I t has no embedded prime if and only if Γ has no odd cycle of
length ≤ 2t− 1.
Proof. By Theorem 4.4, I t has an embedded prime if and only if there exists a
strongly non-bipartite induced subgraph ΓU with µ
∗(ΓU) ≤ t − 1. If I
t has an
embedded prime, such a subgraph ΓU has an odd cycle C. If C has length 2s−1,
we have
2s− 1 ≤ |U | ≤ 2µ∗(ΓU) + 1 ≤ 2t− 1.
Conversely, if Γ has an odd cycle C of length ≤ 2t− 1, we let U to be the vertex
set of C. Then C is an odd-beginning generalized ear decomposition (of one walk)
of ΓU . From this it follows that ϕ
∗(ΓU) = 0. Hence,
µ∗(ΓU) = (ϕ
∗(ΓU) + |U |+ 1)/2 ≤ t− 1.
By Theorem 4.4, this implies that I t has an embedded prime. 
It is clear from Theorem 4.4 that if PF ∈ Ass(I
t), then PF ∈ Ass(I
t+1). Hence,
we immediately obtain the following result of Martinez-Bernal, Morey and Vil-
larreal [26, Theorem 2.15].
Corollary 4.6. Ass(I t) ⊆ Ass(I t+1) for all t ≥ 1.
Let Ass∞(I) denote the stable set Ass(I t) for t ≫ 0. Another immediate
consequence of Theorem 4.4 is that PF ∈ Ass
∞(I) if and only if F is either
a minimal cover or minimal among the covers containing N [U ] for some subset
U ⊆ V such that ΓU is strongly non-bipartite. This explicit description of Ass
∞(I)
was obtained recently by Hien, Lam and Trung [22, Corollary 3.6]. If Γ is a
connected graph, it can be also deduced from an algorithmic construction of
Ass∞(I) by Chen, Morey and Sung [5]. We give below a simpler description of
Ass∞(I).
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Let A(Γ) denote the set of the minimal covers and the non-minimal covers F
of Γ such that Γc(F ) is a strongly non-bipartite graph.
Corollary 4.7. PF ∈ Ass
∞(I) if and only if F ∈ A(Γ).
Proof. We may assume that F is not a minimal cover. If PF ∈ Ass
∞(I), then
F is minimal among the covers containing N [U ] for some subset U ⊆ V such
that ΓU is strongly non-bipartite. By Lemma 4.3, we have U ⊆ c(F ) ⊆ N [U ].
Hence, every connected component of Γc(F ) contains a connected component of
ΓU . Therefore, Γc(F ) is also strongly non-bipartite. Conversely, if F ∈ A(Γ), we
let U = c(F ). Then F is a minimal cover of N [U ] by Lemma 4.3. Since ΓU is
strongly non-bipartite, F ∈ Ass∞(I). 
Sharp [31] asked the following question (in a more general setting): Given a
prime ideal PF ∈ Ass
∞(I), can one identify an integer s such that PF ∈ Ass(I
t)
for all t ≥ s. We can give a positive answer to this question by using the notion
s(Γ) introduced in Corollary 3.8.
Note that c(F ) = ∅ if F is a minimal cover of Γ. In this case, we set s(Γc(F )) :=
0. If F is a not a minimal cover of Γ, c(F ) 6= ∅. In this case, s(Γc(F )) is the
minimum of µ∗(ΓU), where U is a dominating set of Γc(F ) such that ΓU is strongly
non-bipartite.
Theorem 4.8. Let PF ∈ Ass
∞(I). Then PF ∈ Ass(I
t) if and only if t > s(Γc(F )).
Proof. If F is a minimal cover of Γ, PF is a minimal prime of I. Hence, PF ∈
Ass(I t) for t > 0. Assume that F is not a minimal cover of Γ. By Theorem 4.4,
PF ∈ Ass(I
t) if and only if t > µ∗(ΓU) for a set U ⊆ V such that F is minimal
among the covers containing N [U ] and ΓU is strongly non-bipartite. Let s be the
minimum of such µ∗(ΓU). Then PF ∈ Ass(I
t) if and only if t > s. By Lemma 4.3,
F is minimal among the covers containing N [U ] if and only if U is a dominating
set of Γc(F ). Therefore, s = s(Γc(F )). 
From Corollary 4.7 and Theorem 4.8 we immediately obtain the following
precise formula for astab(I), which is defined as the least number t0 such that
Ass(I t) = Ass(I t+1) for t ≥ t0.
Corollary 4.9. astab(I) = max{s(Γc(F ))| F ∈ A(Γ)}+ 1.
We can also deduce the following simple upper bound for astab(I). Let B(Γ)
denote the sets of all subsets U ⊆ V such that ΓU is strongly non-bipartite and
has no leaf vertices.
Corollary 4.10. Let Γ be a non-bipartite graph. Then
astab(I) ≤ max{µ∗(ΓU)| U ∈ B(Γ)}+ 1.
Proof. We only need to show that for all PF ∈ Ass
∞(I), there exists U ∈ B(Γ)
such that PF ∈ P
t if t ≥ µ∗(ΓU) + 1. We may assume that F is not a minimal
cover. Then Γc(F ) is strongly non-bipartite. Let c
′(F ) denote the set of the vertices
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of degree ≥ 2 of Γc(F ). Since Γc′(F ) is also strongly non-bipartite, c
′(F ) ∈ B(Γ).
By Lemma 3.9, we have µ∗(Γc(F )) ≥ µ
∗(Γc′(F )) ≥ s(Γc(F )). Therefore, PF ∈ P
t if
t ≥ µ∗(Γc′(F )) + 1 by Theorem 4.8. 
Remark 4.11. Chen, Morey and Sung [5, Corollary 4.3] showed that if Γ is a
connected non-bipartite graph, then
astab(I) ≤ m− ℓ,
wherem is the number of the vertices of degree≥ 2 and 2ℓ+1 is the smallest length
of an odd cycle in Γ. This formula is an immediate consequence of Corollary 4.10.
In fact, if we let U to be the set of vertices of degree ≥ 2, then U ∈ B(Γ). Since
ΓU has generalized ear decompositions beginning with a cycle of length 2ℓ + 1,
we have ϕ∗(ΓU) ≤ m−2ℓ−1. Hence, µ
∗(ΓU) ≤ m− ℓ. As shown in [22, Example
3.8], the bound astab(I) ≤ m− ℓ is far from being optimal.
The construction of Ass∞(I) by Chen, Morey and Sung in [5] gives, for each
PF ∈ Ass
∞(I), a number s such that PF ∈ Ass(I
t) for t ≥ s. In the following
example, we show that this number s can be arbitrarily larger than s(Γc(F )) + 1,
the least number with this property.
Example 4.12. Let Γ be the union of a triangle C with the vertices 1, 2, 3, an
even cycle D with the vertices 3, 4, ..., 2r, and the edges {i, 2r+i−3}, i = 4, ..., 2r,
where r ≥ 3 (see Figure 5 for the case r = 3). Then Γ is a non-bipartite connected
graph. Since c(V ) = V , we have Γc(V ) = Γ. Hence, m = PV ∈ Ass
∞(I) by
Corollary 4.7.
1
2
3
4
6
5 8
7
9
C D
Figure 5.
Let s be the number given by the construction of Chen, Morey and Sung such
that m ∈ Ass(I t) for t ≥ s. It is easy to check that s = 4r − 5. We refer the
reader to [5] because their construction is too complicated to be recalled here.
Now, we are going to compute s(Γ), which is the minimum of all µ∗(ΓU),
where U is a dominating set of Γ such that ΓU is strongly non-bipartite. Such
an induced graph ΓU must contain C because C is the unique odd cycle of Γ.
Moreover, U must contain the vertices 4, ..., 2r. Indeed, if U does not contain i
for some i = 4, ..., 2r, then U contains 2r+i−3, which becomes an isolated vertex
of ΓU . That cannot happen because ΓU is strongly non-bipartite. Therefore, ΓU
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contains the graph C ∪D. If 2r+ i− 3 ∈ U for some i = 4, ..., 2r, then 2r+ i− 3
is a leaf vertex of ΓU . From this it follows that C ∪D is the graph obtained from
ΓU by removing all leaf vertices. By Lemma 3.9, µ
∗(C ∪D) ≤ µ∗(ΓU). We may
also put U = {1, ..., 2r}. In this case, ΓU = C ∪D. Therefore,
s(Γ) = µ∗(C ∪D).
The sequence C,D form an odd-beginning generalized decomposition E of C ∪D
with ϕ(E) = 1. For every other odd-beginning generalized decomposition F of Γ,
we have ϕ(F) ≥ 1 because F contains at least a 2-cycle. Therefore, ϕ∗(C∪D) = 1,
which implies
µ∗(C ∪D) = (ϕ∗(C ∪D) + 2r − 1)/2 = r.
So we get s(Γ) = r ≤ 4r − 5 = s.
5. Minimal s-bases
By Theorem 4.4, to find the associated primes of I t we have to look for strongly
non-bipartite reduced subgraphs ΓU of Γ with µ
∗(ΓU) < t. Therefore, it is of
interest to classify all strongly non-bipartite graphs whose µ∗-invariant is less
than t for every t ≥ 2. The aim of this section is to show that we can recursively
describe these graphs.
Lemma 5.1. Let Γ′ be a subgraph of Γ with the same vertex set. Then µ∗(Γ) ≤
µ∗(Γ′).
Proof. The assumption implies that every odd-beginning generalized ear decom-
position of Γ′ is also an odd-beginning generalized ear decomposition of Γ. From
this it follows that ϕ∗(Γ) ≤ ϕ∗(Γ′). Hence, µ∗(Γ) ≤ µ∗(Γ′). 
This lemma shows that we only need to classify the minimal strongly non-
bipartite graphs whose µ∗-invariant is equal a given number s, s ≥ 1. For sim-
plicity, we introduce the following notions.
Definition 5.2. We call a strongly non-bipartite graph Γ with µ∗(Γ) = s an
s-base. An s-base is minimal if it doesn’t contain any other s-base with the same
vertex set.
We can describe the minimal associated primes of I t for any graph Γ if we
know all minimal s-bases for s < t.
In the following, the closed neighborhood of a subgraph means the closed neigh-
borhood of its vertex set.
Theorem 5.3. Let F be a cover of Γ. Then PF is an associated prime of I
t if
and only if F is a minimal cover or F is minimal among the covers containing
the closed neighborhood of a minimal s-base in Γ, s < t.
Proof. By Theorem 4.4, it suffices to show that a reduced graph ΓU is strongly
non-bipartite with µ∗(ΓU) < t if and only if ΓU contains a minimal s-base with
the same vertex set U , s < t. By definition, ΓU contain a minimal µ
∗(ΓU)-base
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with the same vertex set U . Therefore, we only need to show that µ∗(ΓU) ≤ t if
ΓU contains a minimal s-base with the same vertex set U , s < t. But this follows
from Lemma 5.1. 
Lemma 5.4. The triangle is the only 1-base.
Proof. By definition, µ∗(Γ) = (ϕ∗(Γ) + n − c)/2, where ϕ∗(Γ) is the minimum
number of even walks in odd-beginning ear decompositions of Γ and c is the
number of connected components of Γ. Since every connected component of Γ
contains an odd cycle, n ≥ 3c. Therefore, µ∗(Γ) = 1 if and only if ϕ∗(Γ) = 0,
n = 3, c = 1, which means Γ is a triangle. 
Since the triangle is the only 1-base, we immediately obtain from Theorem 5.3
the following results of Herzog and Hibi [18] and Terai and Trung [35] on the
associated primes of I2.
Theorem 5.5. [35, Theorem 3.8] Let F be a cover of Γ. Then PF is an associated
prime of I2 if and only if F is a minimal cover or F is minimal among the covers
containing the closed neighborhood of a triangle.
Corollary 5.6. [18, Theorem 3.1] [35, Theorem 2.8] m ∈ Ass(I2) if and only if
Γ has a dominating triangle.
The following observation shows that we only need to describe connected min-
imal s-bases.
Lemma 5.7. A graph Γ with connected components Γ1, ...,Γc is a minimal s-base
if and only if every component Γi is a minimal si-base for some number si and
s = s1 + · · ·+ sn.
Proof. This follows from the additivity of the µ∗-invariant on the connected com-
ponents of a graph. 
Connected minimal bases can be described recursively as follows.
Proposition 5.8. Let Γ be a connected minimal s-base, s ≥ 2. Then Γ belongs
to one of the following classes of graphs:
(i) Γ is an odd cycle of length 2s+ 1,
(ii) Γ is a union of a connected minimal (s − 1)-base ∆ with an edge meeting
∆ at only one vertex,
(iii) Γ is a union of a connected minimal r-base ∆, r < s, with an ear of length
2(s− r) or 2(s− r) + 1 meeting ∆ only at the endpoints.
Proof. Let E be an odd-beginning generalized ear decomposition of Γ with ϕ(E) =
ϕ∗(Γ). If E consists of only one walk, then this walk is an odd cycle of length n
and ϕ(E) = 0. Therefore, µ∗(Γ) = (n − 1)/2 = s. Hence n = 2s + 1. Since this
odd cycle is a s-base, Γ must be this odd cycle. This is case (i).
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Assume that E has more than one walk. Let C be the last walk of E . Let ∆
be the induced graph on the vertices of the other walks of E . Then ∆ is non-
bipartite because it contains the first odd cycle of E . Let F be the odd-beginning
generalized ear decomposition of ∆ obtained from E by removing C. For every
odd-beginning generalized ear decomposition F ′ of ∆, we denote by E ′ the odd-
beginning generalized ear decomposition of Γ obtained by adding C to F ′. Then
ϕ(E) = ϕ∗(Γ) ≤ ϕ(E ′). This implies ϕ(F) ≤ ϕ(F ′). Therefore, ϕ(F) = ϕ∗(∆).
Let r = µ∗(∆). If ∆ is not a minimal r-base, ∆ contains another r-base ∆′
with the same vertex set. Since µ∗(∆′) = µ∗(∆), we have ϕ∗(∆′) = ϕ∗(∆). Let
Γ′ denote the union of ∆′ with C. Then Γ′ is a strongly non-bipartite proper
subgraph of Γ with the same vertex set. Let F ′ be an odd-beginning generalized
ear decomposition of ∆′ with ϕ(F ′) = ϕ∗(∆′). Then F ′ is also an odd-beginning
generalized ear decomposition of ∆ with ϕ(F ′) = ϕ∗(∆). From this it follows
that ϕ(F ′) = ϕ(F). Since E ′ and E are obtained from F ′ and F by adding the
walk C, this implies ϕ(E ′) = ϕ(E) = ϕ∗(Γ). Hence, ϕ∗(Γ′) ≤ ϕ∗(Γ). On the other
hand, since Γ′ has the same vertex set as Γ, every odd-beginning generalized ear
decomposition of Γ′ is also an odd-beginning generalized ear decomposition of Γ.
Hence, ϕ∗(Γ′) ≥ ϕ∗(Γ). So we get ϕ∗(Γ′) = ϕ∗(Γ). This implies µ∗(Γ′) = µ∗(Γ) =
s, which contradicts the minimality of Γ as an s-base. Therefore, ∆ is a minimal
r-base.
Let m be the number of vertices of ∆. If m = n, C must be an edge connecting
two vertices of ∆. Hence ϕ(F) = ϕ(E). This implies ϕ∗(∆) = ϕ∗(Γ). Therefore,
∆ is an s-base with the same vertex set V , contradicting the minimality of Γ as
an s-base. Thus, m < n. Since ϕ∗(∆) = ϕ(F) ≤ ϕ(E) = ϕ∗(Γ), we have
r = µ∗(∆) = (ϕ∗(∆) +m− 1)/2 < (ϕ∗(Γ) + n− 1)/2 = µ∗(Γ) = s.
Let ℓ be the length of C. Then
ℓ = n−m+ 1 = (2s− ϕ∗(Γ) + 1)− (2r − ϕ∗(∆) + 1) + 1
= 2(s− r)− ϕ(E) + ϕ(F) + 1.
If C is an even ear or a 2-cycle, ϕ(E) = ϕ(F) + 1. Hence ℓ = 2(s − r), which
implies r = s− 1 if C is a 2-cycle. This is case (ii) and (iii) for an even ear. If C
is an odd ear, ϕ(E) = ϕ(F). Hence ℓ = 2(s− r) + 1. This is case (iii) for an odd
ear. The proof of Proposition 5.8 is now complete. 
Proposition 5.8 only gives necessary conditions for connected minimal s-bases.
The following proposition shows that in most cases, these necessary conditions
are also sufficient.
Proposition 5.9. Γ is a minimal s-base if Γ belongs to one of the following cases:
(i) Γ is an odd cycle of length 2s+ 1,
(ii) Γ is a union of a connected minimal (s − 1)-base ∆ with an edge meeting
∆ at only one vertex,
(iii) Γ is a union of a connected minimal r-base ∆ for some r ≤ s− 2 with an
even cycle of length 2(s− r) meeting ∆ only at a vertex.
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(iv) Γ is a union of a connected minimal r-base ∆ which is factor-critical for
some r < s with an odd cycle of length 2(s− r) + 1 meeting ∆ only at a vertex.
Proof. (i) We know that µ∗(Γ) = s. Since the cycle has no non-bipartite proper
subgraph, Γ is a minimal s-base.
(ii) Let E be the given edge. The vertex of E not in ∆ is a leaf vertex of Γ.
Hence, µ∗(Γ) = µ∗(∆) + 1 = s by Lemma 3.9. If Γ′ is a strongly non-bipartite
proper subgraph of Γ with the same vertex set, then Γ′ contains E. Let ∆′ be
the induced graph of Γ′ on the vertex set of ∆. Then ∆′ is a strongly non-
bipartite subgraph of ∆ with the same vertex set. By the minimality of ∆, we
have µ∗(∆′) 6= s−1. Applying Lemma 3.9 to Γ′, we have µ∗(Γ′) = µ∗(∆′)+1 6= s.
Therefore, Γ is a minimal s-base.
(iii) Let E be an arbitrary odd-beginning generalized ear decomposition of Γ.
Let C be the given even cycle. Since C meets ∆ only at the endpoint, E can be
decomposed as a union of an odd-beginning generalized ear decomposition F of
∆ with a generalized ear decomposition G of C. It is clear that G is either C or
a sequence of more than 2-cycles. If we assume furthermore that ϕ(E) = ϕ∗(Γ),
then F and G must have the smallest possible number of even walks. Therefore,
ϕ(F) = ϕ∗(∆) and ϕ(G) = 1 (i.e. C is a walk of E). From this it follows that
ϕ∗(Γ) = ϕ(E) = ϕ(F) + ϕ(G) = ϕ∗(∆) + 1.
Let m denote the number of the vertices of ∆. Then r = (ϕ∗(∆) + m − 1)/2.
Hence, n = m+ 2(s− r)− 1 = 2s− ϕ∗(∆). Therefore,
µ∗(Γ) = (ϕ∗(Γ) + n− 1)/2 = (ϕ∗(∆) + n)/2 = s.
Assume that Γ contains another s-base Γ′ with the same vertex set. Then
µ∗(Γ′) = µ∗(Γ). Hence, ϕ∗(Γ′) = ϕ∗(Γ). By definition, every odd-beginning
generalized ear decomposition E ′ of Γ′ is also an odd-beginning generalized ear
decomposition of Γ. Choose E ′ such that ϕ(E ′) = ϕ∗(Γ). Similarly as above, we
can show that C is a walk of E ′. Hence, Γ′ contains C. Let ∆′ denote the induced
subgraph of Γ′ on the vertex set of ∆. Then Γ′ is a union of ∆′ and the even cycle
C. Since Γ′ is a strongly non-bipartite proper subgraph of Γ, ∆′ is a strongly
non-bipartite proper subgraph of ∆ with the same vertex set. Similarly as above,
we can show that ϕ∗(Γ) = ϕ∗(∆′) + 1. This implies ϕ∗(∆′) = ϕ∗(∆). Hence,
µ∗(∆′) = µ∗(∆), which contradicts the minimality of ∆ as an r-base. Therefore,
Γ is a minimal s-base.
(iv) By Proposition 2.12, ∆ has a generalized odd ear decomposition E . From
this it follows that ϕ∗(∆) = 0. Let m be the number of the vertices of ∆. Then
r = µ∗(∆) = (m − 1)/2. Let C be the given odd cycle of length 2(s − r) + 1.
Since Γ is the union of ∆ and C, which meet only at a vertex,
n = m+ 2(s− r) = 2s+ 1.
Adding C to E , we obtain an odd generalized ear decomposition of Γ. From this
it follows that ϕ∗(Γ) = 0. Hence µ∗(Γ) = (n− 1)/2 = s.
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Assume that Γ contains another s-base Γ′ with the same vertex set. Then
ϕ∗(Γ′) = ϕ∗(Γ) = 0. Hence, Γ′ has an odd generalized ear decomposition E ′. By
definition, E ′ is also an odd generalized ear decomposition of Γ. As in (iii), we
can show that C is a walk of E ′. Let ∆′ denote the induced subgraph of Γ′ on
the vertex set of ∆. Then Γ′ is the union of ∆′ and C. Hence, ∆′ is a proper
subgraph of ∆ with the same vertex set. The walks of E ′ other than C form
an odd generalized ear decomposition of ∆′. Hence, ϕ∗(∆′) = 0 = ϕ∗(∆). This
implies that µ∗(∆′) = µ∗(∆), which contradicts the minimality of ∆ as an r-base.
Therefore, Γ is a minimal s-base. 
In view of Proposition 5.8 (ii) and (iii), one may ask whether the addition of
an ear of length 2(s − r) or 2(s − r) + 1 for some s > r to a minimal r-base ∆
always yields a minimal s-base. Proposition 5.9(iii) gives a positive answer to
this question if the ear is an even cycle, whereas Proposition 5.9(iv) only gives a
partial positive answer if the ear is an odd cycle. If the ear is a path, the answer
is negative by the following example.
Example 5.10. Let Γ1 and Γ2 be the union of a triangle ∆ with a path of length
2 or 3 meeting ∆ at the endpoints (see Figure 6). It is easy to check that Γ1 and
Γ2 are 2-bases. If we delete from Γ1 an edge of the path or from Γ2 the edge of ∆
sharing the same endpoints with the path, we obtain subgraphs Γ′1 and Γ
′
2 with
the same vertex sets, which are 2-bases. Therefore, Γ1 and Γ2 are not minimal
2-bases.
∆
Γ1 Γ′1
∆
Γ2 Γ′2
−→ −→
Figure 6.
Using the above results we can easily find all minimal 2-bases.
Lemma 5.11. The minimal 2-bases are the four graphs in Figure 7.
+
Figure 7.
Proof. By Proposition 5.8, a connected minimal 2-base can be only one of the
following graphs: a pentagon, a union of a triangle with an edge meeting the
triangle at only a vertex, or a union of the triangle with an ear of length 2 or 3
meeting the triangle only at the endpoints (or endpoint if the ear is a cycle). The
first two graphs and the union of two triangles meeting at only one vertex are
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minimal 2-bases by Proposition 5.9 (i), (ii), and (iv), respectively. The remained
graphs are the unions of a triangle with a path of length 2 or 3, which are not
minimal 2-bases by Example 5.10. By Lemma 5.7, a disconnected minimal 2-base
must be the union of two disjoint triangles because the triangle is the only 1-base.
Thus, a minimal 2-base must be one of the four graphs in Figure 7. 
Combining Theorem 5.3 with Lemma 5.4 and Lemma 5.11 we immediately
obtain the following results of Hien, Lam and Trung [22] on the associated primes
of I3.
Theorem 5.12. [22, Theorem 4.4] Let F be a cover of Γ. Then PF is an asso-
ciated prime of I3 if and only if F is a minimal cover or F is minimal among
the covers containing the closed neighborhood of a triangle or of one of the four
graphs in Figure 7.
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