Accurate diagnosis of cancer plays an importance role in order to save human life. The results of the diagnosis indicate by the medical experts are mostly differentiated based on the experience of different medical experts. This problem could risk the life of the cancer patients. From the literature, it has been found that Artificial Intelligence (AI) machine learning classifiers such as an Artificial Neural Network (ANN) and Support Vector Machine (SVM) can help doctors in diagnosing cancer more precisely. Both of them have been proven to produce good performance of cancer classification accuracy. The aim of this study is to compare the performance of the ANN and SVM classifiers on four different cancer datasets. For breast cancer and liver cancer dataset, the features of the data are based on the condition of the organs which is also called as standard data while for prostate cancer and ovarian cancer; both of these datasets are in the form of gene expression data. The datasets including benign and malignant tumours is specified to classify with proposed methods. The performance of both classifiers is evaluated using four different measuring tools which are accuracy, sensitivity, specificity and Area under Curve (AUC). This research has shown that the SVM classifier can obtain good performance in classifying cancer data compare to ANN classifier.
1.0 INTRODUCTION
Cancer is one of the leading causes of death in most countries around the world. The survival rate is strongly influenced by stage of the malignancy (malignant tumour) at the point of diagnosis [1] . Thus, an early diagnosis is needed in order to give the proper treatment to the patients and to help reduce the mortality and morbidity rate. Accurate diagnosis for different types of cancer plays an important role to the doctors to assist them in determining and choosing the proper treatment [2] . Undeniably, the decisions made by the doctors are the most important factors in diagnosis but lately, application of different AI classification techniques have been proven in helping doctors to facilitate their decision making process [3] . Recently, the use of AI classification techniques in the cancer classification in the medical field has increased gradually. Possible errors that might occur due to unskilled doctors can be minimized by using classification techniques. This technique can also examine medical data in a shorter time and more precisely [3] . The aim of the classification is to develop a set of models that are able to correctly classify the class of different objects. There are three types of inputs to such models, which are; a set of objects or commonly described as training data, the dependent variables or classes which these objects belong to and the independent variables, which is a set of variables describing different characteristics of the objects. Once a classification model is built, it can be used to classify the class of the objects for which class information is unidentified [4] .
There are many types of classification algorithm or commonly known as classifiers have been used for cancer diagnosis. Some of them are Artificial Neural Network (ANN), Support Vector Machine (SVM), Genetic Algorithm (GA), Fuzzy Set (FS) and Rough Set (RS). They are used to classify cancer dataset as malignant tumours (cancerous) and benign tumours (non-cancerous). However, ANN and SVM are the classifiers that received attention from most researchers. Both of them have been proven to produce good classification accuracy performance. Several comparative studies on ANN and SVM have been conducted by the researchers [3, 5, 6, 7] , however the result reported are inconsistent.
Due to the inconsistent result obtained, the aim of this study is to further validate the performance of both ANN and SVM in cancer classification. The performance of both classifiers will be tested and evaluate on four different cancer datasets which are divided into two type of cancer data namely; standard data and gene expression data. These four datasets are obtained from UCI Machine Learning Repository and National Cancer Institute (NCI). This paper is organized as follows. Section 2 provides the related studies carried out on cancer classification using ANN and SVM classifier and basic concept of ANN and SVM. In section 3, the explanation on dataset used will be explained. Section 4 described on the methodology of this study. In section 5, the results and discussion are summarized on tables to show the performance and the comparison of applied classifiers. Finally, the paper is concluded in section 6.
2.0 LITERATURE REVIEW

Related Work
ANN and SVM classifiers have been the most useful AI techniques for the researchers' community to classify cancer. Both of them have obtained excellence performance in classifying cancer. For ANN, there are some studies that had proven the excellent performance of this classifier. In [8] , a study on liver biopsy images using Probabilistic Neural Network (PNN) has been done. The result expresses high performance of PNN classifier with 92% of accuracy for testing set. Besides that, ANN classifier was also used for breast cancer classification for Wisconsin Breast Cancer Database (WBCD) dataset [9] . A neural network with feed-forward back propagation algorithm was used to classify the cancerous tumours from a symptom that causes the breast cancer disease. This model produces a correct classification rate of 96.63% for the testing set. In 2010, [10] applied ANN classifier to the lung cancer dataset. The dataset is in the type of CT images. They obtained 84.6% accuracy for the unknown samples of the dataset. [11] in 2006 focused on classifying the ovarian cancer dataset. A novel Radial Basis Function (RBF) neural network is used to classify the data. The results in the dataset show that the RBF neural network is able to achieve 100% accuracy.
SVM classifiers have also gained the attention of the researchers in classifying cancer. Recently, [12] , proposed a cancer classification model using SVM for prostate magnetic resonance spectra dataset. The result stress that the SVM classifier can obtain high accuracy (95.85%). In the same year, [13] applied SVM classifier to the breast cancer dataset using digital ultrasound image database. They obtained 86.92% accuracy with 321 samples. In addition, the SVM classifier was also used for cancer classification of prostate cancer datasets by [14] in 2010. SVM classifier was used to classify the cancer dataset into two classes namely; normal and cancer samples. This model produces an accurate classification rate of 95.09%. In 2007, [15] successfully classified the breast cancer dataset by using LS-SVM classifier with an accuracy rate of 98.53%.
Several comparative studies have been done by the researchers in cancer classification in order to select the best techniques to classify cancer. However, the result obtains from the previous studies are inconsistent. Some studies state that ANN is better compare to SVM. In the study conducted by [5] , which compare the performance of ANN and SVM on Dynamic Magnetic Resonance Imaging (MRI) of breast cancer data, had found that Probabilistic Neural Network (PNN) obtained the maximum accuracy among all classifiers. [6] also found that ANN outperforms SVM in the classification of Microclacification Clusters (MCCs) in mammogram imaging. [7] studied the performance of ANN and SVM classifier on Wisconsin Breast Cancer Database (WBCD). The research has demonstrated that Radial Basis Function Neural Network (RBFNN) outperformed the polynomial SVM for correctly classifying the tumours.
In contrast, some studies had found that SVM has better performance than ANN. In the study conducted by [16] , the result obtained showed that Polynomial SVM gives better result than ANN in classifying the prostate cancer data. All of the results are determined based on the value of accuracy for each classifier. In 2011, [13] compared the performance of SVM and ANN in classifying breast cancer dataset. The experimental result demonstrate that the SVM classifier gives the best performance. Besides that, studied done by [14] also stressed that SVM results ineffectual and powerful classification of a prostate cancer dataset compare to ANN. Table 1 summarizes the result obtain for each comparative study and from this table it can be concluded that both of the classifiers can obtain good percentages performance in classifying cancer. However, all of the previous studies only compared the performance of both classifiers on one type of cancer data whether standard data or gene expression data. Thus, this study is conducted to further validate the performance of both classifiers in both type of cancer data in order to verify which classifier could performed better for both type of cancer data. 
Artificial Neural Network (ANN) Classifier
Artificial Neural Network (ANN) is a branch of computational intelligence that employs a variety of optimization tool to learn from past experiences and use that prior training to classify new data, identify new patterns or predict. Artificial Neural Networks (ANNs) are gross simplifications of real (biological) networks of neurons. Inspired by the structure of the brain, a neural network consists of a set of highly interconnected entities, called nodes or units. Each unit is designed to mimic its biological counterpart, the neuron. Each accepts a weighted set of inputs and responds with an output [17] . Figure 1 shows the working of nodes in Artificial Neural Network (ANN).
Figure 1 Working of node in ANN
The Back Propagation Neural Network (BPNN), also called multi-layer feed-forward neural network or multi-layer perceptron, is very popular and is most widely used [9, 17] . The BPNN is based on the supervised procedure whereas the network constructs a model based on examples of data with known outputs [17] . Back propagation algorithm is a training algorithm where signals travel in one direction from input neuron to an output neuron without returning to its source [9] . Back propagation algorithm consists of at least three layers of units which are input layer, at least one hidden layer and output layer. The number of nodes in the input layer is corresponded to the number of input variables while for the number of nodes in the output layer is determined by the number of output variables [5] . In the context of cancer classification, the values of output variables are either zero for benign tumour or 1 for malignant tumours.
The term back propagation refers to the way the error computed at the output side is propagated backward from the output layer, to the hidden layer, and finally to the input layer. Each of the iteration in back propagation constitutes two sweeps: forward activation to produce a solution, and a backward propagation of the computed error to modify the weights. The forward and backward sweeps are performed repeatedly until the ANN solution agrees with the desired value within a pre-specified tolerance. The back propagation algorithm provides the needed weight adjustments in the backward sweep [9] . Table 2 shows the nine steps in BP algorithm.
Support Vector Machine (SVM) Classifier
Support Vector Machine (SVM) is a machine learning which has been extensively used as a classification tool and has found a great deal of success in many applications. Originally, SVM is developed based on the Vapnik-Chervonenkis (VC) theory and structural risk minimization (SRM) principle [18, 19] which is trying to find the trade-off between minimizing the training set error and maximizing the margin, in order to achieve the best generalization ability and remains resistant to over fitting. SVM is a method to estimate the function classifying the data into two classes [16] . For cancer classification, the classes will be divided into two which are benign and malignant tumours. A very brief review of SVM will be concentrated in this section. There are two types of SVM classifier which are linear SVM and non-linear SVM.
For linear SVM, consider N pairs of training samples:
Where
is a k-dimensional feature vector and
is the class label of i x . A hyperplane in the feature space can be described as 0 .
(2) where w is an orthogonal vector while b is a scalar. For linearly separable cases of training samples, SVM generate the optimal hyperplane that separates two classes with maximum margin and no training error [16, 20] . The hyper plane is placed midway between the two classes to maximize the margin [2] . Now maximizing the separating margin is equivalent to maximize the minimum value of signed distance d(i) from a point i x to the hyperplane [20, 21] . The value of d(i) can be obtained by
The parameter pairs of w and b that corresponding to the optimal hyperplane is the one that minimize
When the training samples are linearly non-separable, there is no such a hyperplane that is able to classify every training point correctly [20] . In order to solve the imperfect separation, the optimization idea can be generalized by introducing the concept of soft margin [21] . Thus, the new optimization problem becomes:
where i  are called as slack variables which are related to the soft margin, and C is the tuning parameter used to balance the margin and the training error. The optimization problem in (5) and (7) can be solved by using the Lagrange multipliers i  that transform to quadratic optimization problem, for which there exist a unique solution. According to the KuhnTucker theorem of optimization theory [22] , the optimal solution satisfy 
The most commonly used kernel functions are the Radial Basis Function (RBF)
where  is the parameter controlling the width of the kernel and the Polynomial Function
where the parameter, p is the polynomial order. In this study, the RBF kernel function is used. Table 2 The summarized steps in BPNN algorithm
Step 1
Obtain a set of training patterns.
Step 2 Set up ANN model that consist of number of input neurons, hidden neurons and output neurons Step 3 Set learning rate (h) and momentum rate (a)
Step Step 5 Set the minimum error, min E .
Step 6 Start training by applying input patterns one at a time and propagate through the layers then calculate total error.
Step 7 Back propagate error through output and hidden layer and adapt weights, jk W and k q .
Step 8 Back propagate error through hidden and input layer and adapt weights, The prostate cancer dataset namely, JNCI Data (7-3-02) consists of 322 serum spectra composed of peak amplitude measurements at 15154 points stated by corresponding values in the range 0-20000 Da. There are 253 benign and 69 malignant samples in the dataset. The ovarian cancer dataset is labelled as "Ovarian 8-7-02", and consists of 253 dataset. An upgraded PBSII SELDI-TOF mass spectrometer was employed to generate the spectra, which include 91 benign samples and 162 malignant samples. Each spectrum includes peak amplitude measurements at 15154 points defined by corresponding m/z values in the range 0-20000 Da.
From the Table 3 , we can see that each dataset is different in terms of number of features. For example, the breast cancer and liver cancer dataset have less number of features while prostate and ovarian cancer dataset have bigger number of features. The features of breast cancer is based on physical appearance of the tumours such as clump thickness, uniformity of cell size, uniformity of cell shape, marginal adhesion and single epithelial cell size for breast cancer dataset. For liver cancer, the features that influence the tumours whether it is benign or malignant tumours is based on blood tests and number of half-pint equivalents of alcoholic beverages drunk per day. 4.0 METHODOLOGY
Development of SVM and ANN Classification Model
The development of ANN and SVM classification models consist of four steps which are input variable selection, data preprocessing and partitioning, setting of model parameter and model implementation. The difference between ANN and SVM classification models are lies in the setting of model parameter and model implementation. Figure 2 shows the summary of the steps involves in developing the classification model using ANN and SVM classifier. To facilitate the performance of the classifiers, Matlab R2012a Neural Network Toolbox is used to develop ANN classification model and LIBSVM package introduced by [24] is implemented in Matlab R2012a to develop the SVM classification model. The first steps in developing the classification models are input variable selection. The network input variables are vary for each type of datasets. The second step is data preprocessing and partitioning. Data is usually pre-processed before it can be used for training to accelerate convergence. Hence, data are normalized using a linear transformation. The actual data is transformed in the range of 0 to 1 using equation (20):
where n X is the new value of X, 0 X is the initial value of X, min X is the minimum value of X in the sample data and max X is the maximum value of X in the sample data. Besides the data normalization, data preprocessing also involves the process of data conversion which requires that each data instance is represented as a vector of real numbers. Thus, data have to be converted into numeric data if they are categorical attributes. In the case of data conversion, [25] recommend using m numbers to represent a m-category attribute. For in tumours classification, it is usually classified to be whether benign or malignant, so it should be represented as (0,1) before it can be supplied into the classifiers.
Then the data are divided into two partitions which are training and testing set. There is no specific rule to determine the data division of training dataset and testing dataset [3] . In most cases, the researchers used different combinations of data division and it varies according to the problems. In this study, the datasets are split into training-test partitions namely, 70-30% respectively. The training set contains 70% of data from each tumour which are benign and malignant tumours while another 30% of the data used for testing set. For example WBCD dataset, 70% (311) of benign tumours data and 70% (133) of malignant tumours data are grouped as testing set. The other 30% of each tumours data in WBCD dataset are used for testing set. The division of data for all datasets are summarized in Table 4 .
The third step is setting the model parameter and it is very important. The proper model parameters setting can improve the ANN and SVM classification accuracy performance. There are three types of parameters that should be considered for training the Back Propagation Neural Network (BPNN) that is network architecture, transfer function and learning parameters. The network architecture of the BPNN model consists of three layers; input, hidden and output. The number of hidden nodes in the hidden layer is different for each dataset; usually it depends on the number of input nodes used. The number of hidden nodes applied are important because it could effect the results of the experiments. Tangent sigmoid has been used in input and hidden layers as the transfer function. The scale-conjugate gradient (SCG) back propagation neural network was selected as learning parameter in this study. In SCG, the value of weight update is calculated as follows:
Where i is the iteration count,  is the learning rate, and   i  is the step direction taken in the th i  iteration step. For SVM classification model, there are two parameters that should be considered in RBF kernel function, namely regularization parameter, C and gamma parameter,  . C determines the tradeoff cost between minimizing the training error and the complexity of the model, while  defines the non-linear mapping from the input space to some high dimensional space [21] . For this study, a parameter search is conducted in order to identify the best values of parameters   
Performance Measure
The performance of the classifiers was evaluated by the percentage of accurately assigned new samples of cancer data to its correct class such as benign and malignant. There are several measuring tools to evaluate the performance of the classifiers that have been proposed. They are sensitivity, specificity, accuracy and area under receiving operating characteristic curve (AUC). Each of them are used to measure different aspects of performance for example, or in other word, the performance of ANN is quantified based on how accurate the ANN could classify the benign and malignant tumours correctly on the dataset that never been used in training. Sensitivity which is also defined as True Positive Rate (TPR) is the percentage of benign tumours data classified as benign by the classifier. The classifier that can correctly classify benign tumours will have a higher result in sensitivity. Sensitivity is defined as follows [5, 7] :
Specificity is the percentage of malignant tumours data classified as malignant by the classifiers. The classifier that can correctly classify malignant tumours will have a better result in specificity. Specificity was also known as the True Negative Rate (TNR) and was calculated as follows [6, 16] :
Accuracy evaluates the performance of the classifier that can correctly classify both types of tumours. The higher value of accuracy indicates better performance of the classifier. It is given by [9, 11, 13, 14] :
AUC represents a common measure of sensitivity and specificity over all possible thresholds. The AUC value of 100% represents perfect discrimination (the classifier can classify the tumours correctly), whereas an AUC value of 50% is equivalent to random model. AUC was calculated as follows [5] : (20) Even though there are several measuring tools used to evaluate the performance of the classifiers but the best classifiers is chosen based on the classification accuracy [5, 6, 7] .
5.0 RESULTS AND DISCUSSION
In this study, 8 different classification models have been built by using two different classifiers (i.e., ANN and SVM). The best classifiers for each dataset are determined based on four measuring tools such as accuracy, sensitivity, specificity and AUC. The result obtains is summarized in Table 5 . Based on the result obtained, the best classification techniques vary for each dataset. In terms of accuracy (Figure 3 ), SVM classifier outperforms ANN classifier for WBCD and BUPA dataset. On the other hand, ANN classifier obtains higher performance in accuracy for JNCI (7-3-02) and Ovarian 8-7-02 dataset. This indicates that, SVM has the highest capability in classifying dataset with a smaller number of input features while ANN has better performance of accuracy in classifying dataset with larger number of input features. Figure 4 and Figure 5 showed the performance of ANN and SVM classifiers in terms of sensitivity and specificity. Based on Figure 4 , ANN classifier has better result for BUPA and Ovarian 8-7-02 dataset. Both of the classifier obtains the same result in sensitivity for WBCD and JNCI (7-3-02). For specificity ( Figure  5 ), SVM classifier outperforms ANN classifier for WBCD and BUPA dataset while ANN classifier gives better results in specificity for JNCI (7-3-02) dataset compare to SVM. Both of the classifiers obtains similar results for Ovarian 8-7-02 dataset.
From this result, it can be seen that SVM classifier is better than ANN in classifying the dataset that represent malignant tumours (specificity). This is because the SVM classifier has obtained 100% in specificity performance for three dataset which is WBCD, BUPA and Ovarian 8-7-02 dataset. Even though, ANN classifier has higher performance of sensitivity in two dataset which are BUPA and Ovarian 8-7-02 dataset compared to SVM classifier, but both of the classifier obtains similar results in the other two dataset. Thus, it can be said that the SVM classifier can also obtain good result in sensitivity or in other word; SVM can correctly classify the dataset which belongs to benign tumours.
For JNCI (7-3-02) and Ovarian 8-7-02 dataset, which have bigger number of input features, the imbalanced distribution of data for benign and malignant tumours has a big effect on the performance of the SVM classifier in sensitivity and specificity. This can be proven in Figure 4 and Figure 5 , where the percentage of sensitivity (correct classification of benign tumours) for Ovarian 8-7-02 dataset and the percentage of specificity (correct classification of malignant tumours) for JNCI (7-3-02) dataset obtained by SVM classifier is zero. However, for the datasets which have less number of input features such as WBCD and BUPA dataset, the imbalanced distribution of data for both tumours did not affect the performance of the SVM classifier in sensitivity and specificity. Unlike SVM classifier, the number of input features and the imbalanced distribution of data for both tumours affected the performance of ANN classifiers in sensitivity and specificity. The sensitivity and specificity value obtain by ANN classifier are higher in the class of tumours which contain more data.
Lastly, as it can be seen in Figure 6 , ANN obtains higher performance in terms of AUC value for JNCI (7-3-02) and Ovarian 8-7-02 dataset while SVM classifier outperforms ANN classifiers in terms of AUC for the other two datasets. Similar to accuracy, SVM has higher value of AUC for classifying dataset with a smaller number of input features while ANN has better performance of AUC in classifying dataset with bigger number of input features.
As the conclusions, it can be seen that both of the AI classification techniques can do well in classifying cancer dataset. Both of the classifiers obtained good performances in accuracy based on the datasets used. ANN classifier can obtain good classification performance in the dataset with bigger amount of input features (prostate and ovarian cancer dataset) while SVM classifier can have better performance in the dataset with smaller amount of input features (breast cancer and liver cancer dataset). Although both of the classifiers have good result in accuracy and AUC but the SVM classifier is better in classifying data which belongs to each tumours (sensitivity and specificity). 
6.0 CONCLUSIONS
Accurate cancer classification is important in order to save human's life. Despite using common diagnosis tools, most of the researchers nowadays are interested in using AI classification techniques to classify cancer. This study is conducted in order to compare the performance of two AI classification techniques which are SVM and ANN in classifying cancer data. Both of the techniques can be effective tools in order to classify cancer data. In the future study, different training rules can be used for training ANN while SVM classifier can also be train by using different kernel functions in order to improve the performance of the classifiers.
