Local mountain pass for a class of elliptic system  by Alves, Claudianor O.
J. Math. Anal. Appl. 335 (2007) 135–150
www.elsevier.com/locate/jmaa
Local mountain pass for a class of elliptic system
Claudianor O. Alves 1
Universidade Federal de Campina Grande, Departamento de Matemática, 58109-970 Campina Grande, PB, Brazil
Received 27 November 2005
Available online 31 January 2007
Submitted by W.L. Wendland
Abstract
In this paper we are concerned with the existence and concentration of positive solutions for the following
class of elliptic system
(S)
⎧⎪⎪⎨
⎪⎪⎩
−2u+W(x)u = Qu(u, v) in RN,
−2v + V (x)v = Qv(u, v) in RN,
u(x), v(x)→ 0 as |x| → ∞,
u, v > 0 in RN,
where V , W are nonnegative Hölder continuous functions and Q is a p-homogeneous function with 2 <p <
2N/(N − 2) for N  3.
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1. Introduction
In this paper we are concerned with the existence of positive solutions for the following class
of elliptic system
(S)
⎧⎪⎨
⎪⎩
−2u+W(x)u = Qu(u, v) in RN,
−2v + V (x)v = Qv(u, v) in RN,
u(x), v(x) → 0 as |x| → ∞,
u(x), v(x) > 0 in RN,
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V (x),W(x) α > 0 for all x ∈ RN (V1)
and there exist an open bounded set Λ ⊂RN , x0 ∈ Λ and ρ0 > 0 such that
(i) W(ξ),V (ξ) ρ0 ∀ξ ∈ ∂Λ and (ii) W(x0),V (x0) < ρ0. (V2)
The function Q ∈ C1(Θ,R) is a homogeneous function of degree p, with 2 < p < 2N/
(N − 2), N  3 and Θ = [0,+∞)× [0,∞). Let us state the hypotheses on the nonlinearity Q:
(Q1) There exists C > 0 such that{|Qu(u, v)|C(up−1 + vp−1) ∀(u, v) ∈ Θ,
|Qv(u, v)|C(up−1 + vp−1) ∀(u, v) ∈ Θ;
(Q2) Qu(0,1) = Qv(1,0) = 0;
(Q3) Qu(1,0) = Qv(0,1) = 0;
(Q4) Q(u,v) > 0 ∀u,v > 0;
(Q5) Qu(u, v),Qv(u, v) 0 ∀u,v  0.
Since Q is a C1 homogeneous function of degree p > 2, then
1. pQ(u,v) = uQu(u, v)+ vQv(u, v);
2. ∇Q is a homogeneous function of degree p − 1.
Some examples of this type of homogeneous functions can be found in [8] and [10].
Following a well-know device used to obtain a solution of (S), let us extend the function Q
to the whole plane as a C1-function in the following way
Q(s, t) =
{
Q(s, t), s, t  0,
0, otherwise. (1.1)
In the last years, many papers have considered the scalar equation
(P) −2u+ V (z)u = |u|p−2u, RN
which arises in different models, for example, they are related with the existence of standing
waves of the nonlinear Schrödinger equation
ih
∂Ψ
∂t
= −h2Ψ + (V (z)+E)Ψ − f (Ψ ) for all z ∈RN, (NLS)
when f (s) = |s|q−2s, 2 < q < 2∗ = 2N/(N − 2). A standing wave of (NLS) is a solution of the
form Ψ (z, t) = exp(−iEt/h)u(z). We would like to cite the works of Floer and Weinstein [11],
Oh [12,13], Rabinowitz [14], Wang [15], Alves and Souto [4], del Pino and Felmer [9], Alves,
do Ó and Souto [5], and references therein. For elliptic systems, we cite the papers of Alves [1],
Alves and Soares [2], Alves, Soares and Yang [3] and Avila and Yang [7].
In this paper, motivated by [9], we study the existence and concentration of positive solutions
for system (S). Our study completes the results obtained in [9], in the sense that we are working
with elliptic systems. To prove our main result, we adapt some ideas explored in [9] and also use
arguments developed in [2] and [3].
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(Aξ )
⎧⎪⎪⎨
⎪⎪⎩
−u+W(ξ)u = Qu(u, v) in RN,
−v + V (ξ)v = Qv(u, v) in RN,
u(x), v(x) → 0 as |x| → ∞,
u(x), v(x) > 0 in RN.
Associated to system (Aξ ) is the energy functional
Iξ (u, v) = 12
∫
RN
(|∇u|2 + |∇v|2 +W(ξ)u2 + V (ξ)v2)dx − ∫
RN
Q(u, v) dx,
which is well defined for (u, v) ∈ X where X = H 1(RN)×H 1(RN) endowed with the norm∥∥(u, v)∥∥2
ξ
=
∫
RN
(|∇u|2 + |∇v|2 +W(ξ)u2 + V (ξ)v2)dx.
By (V1), (Q1)–(Q2) the functional Iξ satisfies the geometric conditions of the Mountain Pass
theorem, with mountain pass minimax value C(ξ) characterized as
C(ξ) = inf
γ∈Γ maxt∈[0,1]
Iξ
(
γ (t)
)
,
where Γ = {γ ∈ C([0,1],X), γ (0) = 0, and Iξ (γ (1))  0}. From a result proved in [2], it
follows that ξ 	→ C(ξ) is a continuous function. Moreover, as observed in [16], with few modi-
fications this number can also be characterized as
C(ξ) = inf
(u,v)∈X supt0
Iξ
(
t (u, v)
)
.
Our main result is the following
Theorem 1.1. If (V1) and (V2) hold, then there exists an ¯0 > 0 such that for every 0 <  < ¯0
a positive solution (u, v) ∈ H 1(RN) × H 1(RN) to system (S) exists. Moreover, if P and Q
are maximum points of u and v respectively, then P,Q ∈ Λ and C(P),C(Q) → infΛC as
 → 0.
Remark 1.1.
• A positive solution (u, v) to system (S) is a weak solution verifying u(x), v(x) > 0 in RN .
• Using bootstrap arguments, it is possible to prove that the weak solutions are classical solu-
tions.
2. Notations and preliminary result
Lemma 2.1. If (V1)–(V2) hold, the minimax function ξ 	→ C(ξ) satisfies the following inequality
c∗ = inf
ξ∈ΛC(ξ) < minξ∈∂ΛC(ξ). (C0)
Proof. Hereafter, we denote by bρ0 the minimax level of Mountain Pass theorem associated to
the functional Fρ0 :X → R given by
Fρ0(u, v) =
1
2
∫
N
(|∇u|2 + |∇v|2 + ρ0u2 + ρ0v2)dx − ∫
N
Q(u, v) dx.R R
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Fρ0(u, v) Iξ (u, v) ∀(u, v) ∈ X
thus from condition (V2)(i), it follows that
bρ0  C(ξ) ∀ξ ∈ ∂Λ
or equivalently
bρ0  min
ξ∈∂ΛC(ξ). (2.1)
On the other hand, from (V2)(ii),
Fρ0(u, v) > Ix0(u, v) ∀(u, v) ∈ X \ {0}
from where we can conclude
C(x0) < bρ0
and so
inf
ξ∈ΛC(ξ) < bρ0 . (2.2)
From (2.1) and (2.2)
inf
ξ∈ΛC(ξ) < minξ∈∂ΛC(ξ)
finishing the proof of lemma. 
Hereafter, let us fix a > 0 and denote by χ :R → R a function of class C1 with χ(t) = 1
∀t ∈ (−∞, a], χ(t) = 0 ∀t ∈ [5a,+∞), χ ′(t) 0 and |χ ′(t)| C/a for all t ∈ R where C is a
constant independent of a. Moreover, we consider the function
Q̂(u, v) = χ(∣∣(u, v)∣∣)Q(u,v)+ (1 − χ(∣∣(u, v)∣∣))A(u2 + v2),
where
A = max
{
Q(u,v)
u2 + v2
∣∣∣ a  ∣∣(u, v)∣∣ 5a}. (2.3)
It is very important to remark, that A tends to 0 as a tends to 0 and therefore one may assume
A ∈ (0, α/4).
Denoting by IΛ the characteristic function related to the set Λ, we define
H(x,u, v) = IΛ(x)Q(u, v)+
(
1 − IΛ(x)
)
Q̂(u, v).
Lemma 2.2. The function H satisfies the following estimates:
pH(x,u, v) = uHu(x,u, v)+ vHv(x,u, v) ∀x ∈ Λ (2.4)
and
2H(x,u, v) uHu(x,u, v)+ vHv(x,u, v) ∀x ∈ RN \Λ. (2.5)
Moreover, for each k > 0 fixed, we can choose the constant a sufficiently small such that
C.O. Alves / J. Math. Anal. Appl. 335 (2007) 135–150 139uHu(x,u, v)+ vHv(x,u, v) 1
k
[
W(x)u2 + V (x)v2] ∀x ∈ RN \Λ (2.6)
and
|Hu(x,u, v)|
a
,
|Hv(x,u, v)|
a
 α
4
∀x ∈RN \Λ. (2.7)
Proof. From definition of the function Q̂
uQ̂u + vQ̂v = χ ′
(∣∣(u, v)∣∣)(u2 + v2) 12 [Q(u,v)−A(u2 + v2)]+ pχ(∣∣(u, v)∣∣)Q(u,v)
+ (1 − χ(∣∣(u, v)∣∣))2A(u2 + v2)
from where follows
uQ̂u + vQ̂v  pχ
(∣∣(u, v)∣∣)Q(u,v)+ (1 − χ(∣∣(u, v)∣∣))2A(u2 + v2)
and thus,
uQ̂u + vQ̂v  2Q̂(u, v). (2.8)
From definition of H , we have that H(x,u, v) = Q(u,v) for all x ∈ Λ, consequently
pH(x,u, v) = uHu(x,u, v)+ vHv(x,u, v) ∀x ∈ Λ
showing (2.4).
On the other hand, using the fact that H(x,u, v) = Q̂(u, v) for all x ∈ RN \ Λ and the in-
equality (2.8), we get
2H(x,u, v) uHu(x,u, v)+ vHv(x,u, v) ∀x ∈RN \Λ
proving (2.5).
Once that H(x,u, v) = Q̂(u, v) for all x ∈RN \Λ, from (2.8)
uHu + vHv
u2 + v2 = χ
′(∣∣(u, v)∣∣)(u2 + v2) 12 [Q(u,v)
u2 + v2 −A
]
+ pχ(∣∣(u, v)∣∣)Q(u,v)
u2 + v2
+ (1 − χ(∣∣(u, v)∣∣))2A.
Since Q(u,v) is p-homogeneous, the support of χ , denoted by sptχ , verifies sptχ ⊂ [0,5a],
and A tends to 0 as a tends to 0, for a sufficiently small
uHu + vHv
u2 + v2 
α
k
∀(u, v) ∈R2 ∖ {(0,0)}.
Thus,
uHu(x,u, v)+ vHv(x,u, v) α
k
(
u2 + v2)
hence from (V1),
uHu(x,u, v)+ vHv(x,u, v) 1
k
(
W(x)u2 + V (x)v2) ∀x ∈ RN \Λ
showing that (2.6) holds.
140 C.O. Alves / J. Math. Anal. Appl. 335 (2007) 135–150Since H(x,u, v) = Q̂(u, v) for all x ∈ RN \Λ, from definition of Q̂, we obtain
Hu(x,u, v) = χ
′(|(u, v)|)uQ(u, v)√
u2 + v2 + χ
(∣∣(u, v)∣∣)Qu(u, v)− χ ′(|(u, v)|)uA(u2 + v2)√
u2 + v2
+ (1 − χ(∣∣(u, v)∣∣))2uA
consequently, using the above estimates of the functions χ , χ ′ and (Q1), for a sufficiently small
we have that∣∣∣∣Hu(x,u, v)a
∣∣∣∣ α4 .
Using similar arguments, it is possible to prove that∣∣∣∣Hv(x,u, v)a
∣∣∣∣ α4
proving (2.7). 
3. An auxiliary system
In this section, we will prove the existence of positive solution for the following class of
elliptic systems
(S),a
⎧⎨
⎩
−2u+W(x)u = Hu(x,u, v) in RN,
−2v + V (x)v = Hv(x,u, v) in RN,
u(x), v(x) → 0 as |x| → ∞.
Note that if (u, v) is a nontrivial solution of (S)a with |(u(x), v(x))| a for every x ∈RN \Λ,
then (u, v) is a positive solution of (S).
In what follows, we will consider only the case  = 1, the general case follows with a few
modifications.
Associated to system
(S˜)a
⎧⎨
⎩
−u+W(x)u = Hu(x,u, v) in RN,
−v + V (x)v = Hv(x,u, v) in RN,
u(x), v(x) → 0 as |x| → ∞,
we have the functional J :H→ R given by
J (u, v) = 1
2
∫
RN
(|∇u|2 + |∇v|2 +W(x)u2 + V (x)v2)dx − ∫
RN
H(x,u, v) dx,
where
H=
{
(u, v) ∈ X
∣∣∣ ∫
RN
(
W(x)u2 + V (x)v2)dx < +∞}
is a Hilbert space with the following inner product〈
(u, v), (w, z)
〉= ∫
RN
[∇u∇w + ∇v∇z+W(x)uw + V (x)vz]dx.
Hereafter, we denote by ‖ ‖ the norm related to the above inner product. Moreover, it is well
known that the critical points of J are weak solution to (S),a .
C.O. Alves / J. Math. Anal. Appl. 335 (2007) 135–150 141Lemma 3.1. If (u, v) is a critical point of J , we have that (u, v) is nonnegative, then u(x), v(x)
0 a.e. in RN .
Proof. If (u, v) is a critical point of J , for all (φ,ψ) ∈ X we have that J ′(u, v)(φ,ψ) = 0, hence∫
RN
(∇u∇φ + ∇v∇ψ +W(x)uφ + V (x)vψ)dx − ∫
RN
(φHu +ψHv)dx = 0.
Choosing φ = u−, ψ = v−, where u−, v− are the nonpositive parts of the functions u and v,
respectively, we get∫
RN
(|∇u−|2 + |∇v−|2 +W(x)|u−|2φ + V (x)|v−|2)dx − ∫
RN
(u−Hu + v−Hv)dx = 0.
Note that for x ∈ RN \Λ,
Hu(x,u, v) = χ
′(|(u, v)|)uQ(u, v)√
u2 + v2 + χ
(∣∣(u, v)∣∣)Qu(u, v)− χ ′(|(u, v)|)uA(u2 + v2)√
u2 + v2
+ (1 − χ(∣∣(u, v)∣∣))2uA
and
Hv(x,u, v) = χ
′(|(u, v)|)vQ(u, v)√
u2 + v2 + χ
(∣∣(u, v)∣∣)Qv(u, v)− χ ′(|(u, v)|)vA(u2 + v2)√
u2 + v2
+ (1 − χ(∣∣(u, v)∣∣))2vA
from where follows
u−Hu(x,u, v)+ v−Hv(x,u, v)
= χ
′(|(u, v)|)(u−)2Q(u,v)√
u2 + v2 −
χ ′(|(u, v)|)(u−)2A(u2 + v2)√
u2 + v2
+ (1 − χ(∣∣(u, v)∣∣))2(u−)2A+ χ ′(|(u, v)|)(v−)2Q(u,v)√
u2 + v2
− χ
′(|(u, v)|)(v−)2A(u2 + v2)√
u2 + v2 +
(
1 − χ(∣∣(u, v)∣∣))2(v−)2A,
thus
u−Hu(x,u, v)+ v−Hv(x,u, v)
= χ
′(|(u, v)|)[(u−)2 + (v−)2]Q(u,v)√
u2 + v2 −
χ ′(|(u, v)|)[(u−)2 + (v−)2]A(u2 + v2)√
u2 + v2
+ (1 − χ(∣∣(u, v)∣∣))2[(u−)2 + (v−)2]A.
Using the last equality, the definition of A and χ , there exists C > 0 such that∣∣u−Hu(x,u, v)+ v−Hv(x,u, v)∣∣CA[(u−)2 + (v−)2] ∀x ∈ RN \Λ.
Since A goes to zero as a goes to zero, for a sufficiently small, the last inequality implies∫
N
(|∇u−|2 + |∇v|2 +W(x)|u−|2 + V (x)|v−|2)dx  C ∫ (u−Qu + v−Qv)dx
R Λ
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Qu(u
−, v) = Qv(u, v−) = 0
it follows that∫
Λ
(
u−Qu(u, v)+ v−Qv(u, v)
)
dx =
∫
Λ
(
u−Qu(u−, v)+ v−Qv(u, v−)
)
dx = 0
and thus∥∥(u−, v−)∥∥2 = 0,
from where follows that u− = v− = 0, showing that (u, v) is nonnegative. 
Lemma 3.2. Let {(un, vn)} be a sequence in H such that {J (un, vn)} is bounded and
J ′(un, vn) → 0. Then, {(un, vn)} has a strongly convergent subsequence in H.
Proof. First of all, we will prove that {(un, vn)} is bounded in H. In fact, using conditions
(2.4)–(2.6), it follows that∫
RN
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)dx

∫
Λ
unHu(x,un, vn)+
∫
Λ
vnHv(x,un, vn)+ o
(∥∥(un, vn)∥∥). (3.1)
On the other hand,
1
2
∫
RN
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)dx =
∫
RN
H(x,un, vn) dx +O(1),
then
1
2
∫
RN
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)dx

∫
Λ
H(x,un, vn) dx + 12k
∫
RN\Λ
[
W(x)u2n + V (x)v2n
]+O(1). (3.2)
From (3.1) and (3.2)(
1
2
− 1
p
) ∫
RN
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)dx
 1
2k
∫
RN\Λ
[
W(x)u2n + V (x)v2n
]+ o(∥∥(un, vn)∥∥)+O(1).
Fixing k verifying k > 2( 12 − 1p )−1, it follows that {(un, vn)} is bounded. Since H is reflexive,
there exists (u, v) ∈ H and a subsequence, still denoted by {(un, vn)}, such that {(un, vn)} is
weakly convergent to (u, v).
Now, we will prove that {(un, vn)} converges strongly to (u, v). It suffices to this end to show
the following claim.
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lim sup
n→∞
∫
RN\BR
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)dx  δ, (3.3)
where BR denotes the ball with center 0 and radius R.
Assuming Claim 1 for a moment, for each δ > 0, there exists R > 0 sufficiently large satisfy-
ing
lim sup
n→∞
∫
RN\BR
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)dx  δ, (3.4)
∫
RN\BR
(|∇u|2 + |∇v|2 +W(x)u2 + V (x)v2)dx  δ (3.5)
and ∫
RN\BR
uQu(u, v) dx,
∫
RN\BR
vQv(u, v) dx 
δ
6
. (3.6)
Using (3.4), (Q1) and Sobolev embedding, there exists n0 ∈ N such that∣∣∣∣
∫
RN\BR
unQu(un, vn) dx
∣∣∣∣,
∣∣∣∣
∫
RN\BR
vnQv(un, vn) dx
∣∣∣∣ δ6 ∀n n0. (3.7)
On the other hand, using again (Q1) and Sobolev embedding
lim
n→∞
∫
BR
(
unQu(un, vn)+ vnQv(un, vn)
)= ∫
BR
(
uQu(u, v)+ vQv(u, v)
)
. (3.8)
From (3.6)–(3.8), there exists n1  n0 such that∣∣∣∣
∫
RN
(
unQu(un, vn)+ vnQv(un, vn)
)− ∫
RN
(
uQu(u, v)+ vQv(u, v)
)∣∣∣∣ δ ∀n n1,
from where follows
lim
n→∞
∫
RN
(
unQu(un, vn)+ vnQv(un, vn)
)= ∫
RN
(
uQu(u, v)+ vQv(u, v)
)
. (3.9)
Since J ′(un, vn)(un, vn) = on(1), by (3.9)
lim
n→∞
∫
RN
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)=
∫
RN
(
uQu(u, v)+ vQv(u, v)
) (3.10)
and using the equality J ′(un, vn)(u, v) = on(1), we have also∫
N
(|∇u|2 + |∇v|2 +W(x)u2 + V (x)v2)dx = ∫
N
(
uQu(u, v)+ vQv(u, v)
)
dx, (3.11)R R
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lim
n→∞
∥∥(un, vn)∥∥2 = ∥∥(u, v)∥∥2
from where follows that {(un, vn)} converges strongly to (u, v).
Proof of Claim 1. First of all, we may assume that R is chosen so that Λ ⊂ BR/2. Let ηR be
a cut-off function such that ηR = 0 on BR/2, ηR = 1 on RN \ BR,0 η  1 and |∇ηR| c/R.
Since {(un, vn)} is a bounded (PS) sequence, we have〈
J ′(zn), ηRzn
〉= on(1), zn = (un, vn).
Thus ∫
RN
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)ηR dx +
∫
RN
(un∇un + vn∇vn)∇ηR dx
=
∫
RN
(
unHu(x, zn)+ vnHv(x, zn)ηR
)+ on(1)
 1
k
∫
RN
(
W(x)u2n + V (x)v2n
)
dx + on(1),
hence ∫
RN\BR
(|∇un|2 + |∇vn|2 +W(x)u2n + V (x)v2n)dx  C1R + on(1)
proving the claim. 
Lemma 3.3. The functional J satisfies the Mountain Pass geometry, then
(i) there exist r, ρ > 0 such that J (u, v) r for ‖(u, v)‖ = ρ;
(ii) there exists e ∈H \Bρ(0) such that J (e) < 0.
Proof. From (2.4)–(2.6),∫
RN
H(x,u, v) dx 
∫
Λ
H(x,u, v) dx + 1
2k
∫
RN\Λ
[
W(x)u2 + V (x)v2]dx
thus,
J (u, v)C1
∥∥(u, v)∥∥2 − ∫
Λ
Q(u,v) dx
and hence by (Q1)
J (u, v)C1
∥∥(u, v)∥∥2 −C2 ∫
RN
(|u|p + |v|p)dx.
Using the Sobolev embedding
J (u, v)C1
∥∥(u, v)∥∥2 −C3∥∥(u, v)∥∥p,
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J (u, v) r for
∥∥(u, v)∥∥= ρ.
Fixing (φ1, φ2) ∈H with Q(φ1, φ2) 0 and Q(φ1, φ2) = 0, we have that
J
(
t (φ1, φ2)
)→ −∞ as t → +∞,
and the proof of the lemma is over. 
Theorem 3.1. The functional J has a nontrivial critical point.
Proof. From Lemmas 3.2, 3.3 and Mountain Pass theorem due Ambrosetti and Rabinowitz [6],
it follows that J has a critical point (u, v) ∈H with J (u, v) > 0. 
From the above arguments, we can conclude that for each  > 0, the functional J :H→ R
given by
J(u, v) = 12
∫
RN
[
2
(|∇u|2 + |∇v|2)+W(x)u2 + V (x)v2]dx − ∫
RN
H(x,u, v) dx,
has a critical point (u, v) ∈H with J(u, v) = c > 0, where
c = inf
γ∈Γ
max
t∈[0,1]
J
(
γ (t)
)
and Γ = {γ ∈ C([0,1],H), γ (0) = 0, and J(γ (1)) 0}.
To show the existence of the above critical point, we use in H the norm related with the inner
product〈
(u, v), (w, z)
〉

=
∫
RN
[
2(∇u∇w + ∇v∇z)+W(x)uw + V (x)vz]dx
and repeat the same type of arguments developed in Lemmas 3.2, 3.3 and Theorem 3.1.
Lemma 3.4. The number c satisfies the inequality
c  inf
(u,v)∈H\{0}
sup
t0
J
(
t (u, v)
)
. (3.12)
Proof. To get the above inequality, we need to consider only functions (u, v) ∈H satisfying
sptH(x,u, v)∩Λ = ∅, (3.13)
because for the contrary case, we have
sup
t0
J
(
t (u, v)
)= +∞.
From (3.13) and definition of H , we have
J
(
t (u, v)
)
 t
2
2
∫
RN
(|∇u|2 + |∇v|2 +W(x)u2 + V (x)v2)dx − tp ∫
Λ
Q(u,v) dx
∀t ∈ [0,+∞).
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J
(
t (u, v)
)→ −∞ as t → +∞ (3.14)
and by definition of H ,
J
(
t (u, v)
)
> 0 for t ≈ 0. (3.15)
From (3.14) and (3.15) there exist 0 < t1 < t2 such that
J
(
t1(u, v)
)= max
t0
J
(
t (u, v)
)
and J
(
t2(u, v)
)
< 0
and thus γ ∗(t) = t2(tu, tv) belongs to Γ , and we can conclude that
c max
t0
J
(
γ ∗(t)
)
and hence
c  sup
t0
J
(
t (u, v)
)
finishing the proof of the lemma. 
The next lemma establishes an important estimate involving the minimax levels c and c∗.
Lemma 3.5. The minimax level c verifies the following inequality
c  N
{
c∗ + o(1)
}
where o(1) → 0 as  → 0.
Proof. From a result proved in [2], fixed ξ0 ∈ Λ satisfying C(ξ0) = c∗, there exits a least energy
solution (w1,w2) ∈H to system
(Aξ0)
⎧⎪⎪⎨
⎪⎪⎩
−u+W(ξ0)u = Qu(u, v) in RN,
−v + V (ξ0)v = Qv(u, v) in RN,
u(x), v(x) → 0 as |x| → ∞,
u, v > 0 in RN,
(3.16)
then (w1,w2) is a critical point of the functional Iξ0 given by
Iξ0(u, v) =
1
2
∫
RN
(|∇u|2 + |∇v|2 +W(ξ0)u2 + V (ξ0)v2)dx − ∫
RN
Q(u, v) dx,
with Iξ0(w1,w2) = c∗. Defining the functions u(x) = η(x)w1((x − ξ0)/) and v(x) =
η(x)w2((x − ξ0)/) where η is a smooth function with compact support and with η ≡ 1 in a
neighborhood of ξ0, by direct manipulations involving the Change Variable Theorem, it easy to
check the equalities∫
N
|∇u|2 dx = N
( ∫
N
|∇w1|2 dx + o(1)
)
,R R
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|∇v|2 dx = N
( ∫
RN
|∇w2|2 dx + o(1)
)
,
∫
RN
H(x,u, v) dx = N
( ∫
RN
Q(w1,w2) dx + o(1)
)
,
∫
RN
W(x)u2 dx = N
( ∫
RN
W(ξ0)w
2
1 dx + o(1)
)
,
and ∫
RN
V (x)v2 dx = N
( ∫
RN
V (ξ0)w
2
2 dx + o(1)
)
,
which imply
sup
t0
J
(
t (u, v)
)= N{c∗ + o(1)}.
From the above equalities together with Lemma 3.4, it follows
c  N
{
c∗ + o(1)
}
. 
Proposition 3.1. Let {n} be a sequence with n → 0, {(un, vn)} be a solution of (Sn,a) and
{xn} ⊂ Λ¯ be a sequence verifying lim infn→∞ |(un(xn), vn(xn))| δ > 0. Then,
lim
n→∞C(xn) = c
∗.
Proof. In the next, we adapt for our case, some arguments developed by del Pino and Felmer [9].
Since {xn} is bounded, we can assume that for some subsequence, still denoted by {xn}, there
exists x¯ ∈ Λ¯ such that xn → x¯, thus using the definition of minimax function, we have C(x¯) c∗.
Moreover, we will assume, without loss of generality, that |un(xn)| δ2 .
Defining the sequence {(wn,hn)} given by
wn(x) = un(xn + nx) and hn(x) = vn(xn + nx),
it easy to check that {(wn,hn)} is bounded in H and verifies the following system
(Sn)a
⎧⎨
⎩
−wn +W(xn + nx)wn = Hu(xn + nx,wn,hn) in RN,
−hn + V (xn + nx)hn = Hv(xn + nx,wn,hn) in RN,
wn(x),hn(x) → 0 as |x| → ∞,
which has the following associated energy functional
Jn(u, v) = 12
∫
RN
[|∇u|2 + |∇v|2 +W(xn + nx)u2 + V (xn + nx)v2]dx
−
∫
RN
H(xn + nx,u, v) dx.
In the next, we will divide our arguments in two cases:
Case 1: x¯ ∈ Λ and Case 2: x¯ ∈ ∂Λ.
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Case 1. Using bootstrap argument, up to a subsequence, we can assume that {(wn,hn)} con-
verges in the C2 sense over compacts to (w,h) ∈H with w = 0. Hence, (w,h) is a solution of
the following system
(Ax¯)
⎧⎪⎪⎨
⎪⎪⎩
−w +W(x¯)w = Qu(w,h) in RN,
−h+ V (x¯)h = Qv(w,h) in RN,
w(x),h(x) → 0 as |x| → ∞,
w,h > 0 in RN.
Considering the functional Ix¯ :H→ R given by
Ix¯(u, v) = 12
∫
RN
[|∇u|2 + |∇v|2 +W(x¯)u2 + V (x¯)v2]dx − ∫
RN
Q(u, v) dx,
and repeating the same type of arguments developed by del Pino and Felmer [9], it is possible to
show that
lim inf
n→∞ Jn(wn,hn) Ix¯(w,h) = maxt0 Ix¯
(
t (w,h)
)
 C(x¯).
From Lemma 3.5 and last inequality, it follows that
c∗  C(x¯).
Recalling that C(x¯) c∗, we can conclude that C(x¯) = c∗.
Case 2. In this case, let us consider a sequence {βk} ⊂RN such that
x¯ + βk ∈ Λ and βk → 0 as k → ∞.
For each k fixed, let us consider the sequence yn = xn − βk . Thus,
yn → x¯ + βk ∈ Λ as n → ∞.
From Case 1,
C(x¯ + βk) = c∗ ∀k,
consequently taking the limit of k → ∞, we get the equality
C(x¯) = c∗
which is a contradiction with condition (C0). Therefore Case 2 does not hold. 
Corollary 3.1. Let {(u, v)} be a solution of (S,a) and m given by m = maxx∈∂Λ |(u(x),
v(x))|. Then lim→0 m = 0.
Proof. Assume by contradiction, that there exists a sequence {(un, vn)} with n → 0 and δ > 0
such that mn  δ ∀n ∈N. Denoting by {xn} ⊂ ∂Λ a sequence verifying∣∣un(xn), vn(xn)∣∣= mn
and assuming that xn → x¯ ∈ ∂Λ, from Proposition 3.1 (see Case 2), we get a contradiction with
condition (C0). 
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By Corollary 3.1, there exists 0 > 0 such that
m <
a
2
∀ ∈ (0, 0). (4.1)
Once that (u, v) is a solution for (S),a , for each  ∈ (0, 0)∣∣u(x)∣∣, ∣∣v(x)∣∣→ 0 as |x| → ∞. (4.2)
Supposing by contradiction that there exists z ∈RN \Λ such that u(z) a2 , it follows from
(4.1)–(4.2) that u has a local maximum point γ ∈ RN \Λ. Hence, the differential equation for
u implies
W(γ)u(γ)Hu
(
γ,u(γ), v(γ)
)
from where follows,
α  2 |Hu(γ, u(γ), v(γ))|
a
which is a contradiction with (2.7). Thus,
u(x)
a
2
∀x ∈RN \Λ and  ∈ (0, 0). (4.3)
The same type of conclusion also is true for v , that is,
v(x)
a
2
∀x ∈ RN \Λ and  ∈ (0, 0). (4.4)
From (4.3) and (4.4),∣∣(u(x), v(x))∣∣ a ∀x ∈RN \Λ
showing that (u, v) is a solution of (S), because in this case χ(|(u(x), v(x))|) = 1 for all
 ∈ (0, 0).
5. Behavior of the maximum points
In the following let {(un, vn)} be a positive solution of (Sn,a) with n → 0 and Pn, Qn
denote the maximum points of un and vn , respectively.
It follows from Lemma 2.2, more precisely (2.7), that Pn,Qn ∈ Λ¯ when a is sufficiently small.
Moreover, using similar arguments explored in [2], it is possible to prove that there exists δ > 0
and a subsequence, still denoted by denoted by {n}, such that
un(Pn), vn(Qn) δ ∀n ∈N.
Consequently,∣∣(un(Pn), vn(Pn))∣∣, ∣∣(un(Qn), vn(Qn))∣∣ δ ∀n ∈N.
Applying Proposition 3.1 with xn = Pn and xn = Qn, we can conclude that
lim
n→∞C(Pn) = limn→∞C(Qn) = c
∗.
The last limit implies that the maximum points of un and vn are concentrated around the setM
given by
M= {ξ ∈ Λ¯ ∣∣ C(ξ) = c∗}.
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