Consistance d'un estimateur de minimum de variance \'etendue by Rynkiewicz, Joseph
ar
X
iv
:0
80
2.
31
90
v1
  [
ma
th.
ST
]  
21
 Fe
b 2
00
8
Statistique
Consistane d'un estimateur de minimum de variane étendue
Consisteny of a least extended variane estimator
Joseph Rynkiewiz
a
a
SAMOS/MATISSE, Université de ParisI, 72 rue Regnault 75013 Paris, Frane, Tél. et Fax : 01-44-07-87-05
Abstrat
We onsider a generalization of the riterion minimized by the K-means algorithm, where a neighborhood struture
is used in the alulus of the variane. Suh tool is used, for example with Kohonen maps, to measure the quality
of the quantiation preserving the neighborhood relationships. If we assume that the parameter vetor is in
a ompat Eulidean spae and all it omponents are separated by a minimal distane, we show the strong
onsisteny of the set of parameters almost realizing the minimum of the empirial extended variane. To ite this
artile:
Résumé
On onsidère une généralisation du ritère minimisé par l'algorithme des K-moyennes [K-means℄, où une struture
de voisinage est introduit dans le alul de la variane. Un tel outil est utilisé, par exemple ave des artes de
Kohonen, pour mesurer la qualité de la quantiation respetant les strutures de voisinage. Si on suppose que
le veteur paramètre est dans un ompat d'un espae eulidien et que toutes ses omposantes sont séparées par
une distane minimale, on montre la onsistane forte de l'ensemble des paramétres assez prohes du minimum
de variane étendue. Pour iter et artile :
1. Introdution
Nous onsidérons une généralisation de la variane intra-lasse qui est onsidérée omme le prinipal
ritère de mesure de qualité des artes de Kohonen (f Kohonen [4℄), bien que l'algorithme de Kohonen
ne minimise pas exatement e ritère (f Cottrell et al. [1℄). La variane étendue est la somme de la
variane intra-lasse et d'un terme qui dépend des lasses voisines. Sa minimisation permet notamment
d'obtenir une lassiation qui respete les relations de voisinage et qui donne lieu à des interprétations
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aisées, puisque la proximité des lasses orrespond à la proximité des données réelles représentées par es
lasses.
Nous onsidérons dans toute la suite que les observations i.i.d. sont dans le ompat [0, 1]d, qu'elles ont
pour mesure de probabilité P qui admet une densité par rapport à la mesure de Lebesque, bornée par
une onstante B. Dans la suite, on appelera entroïde un veteur de [0, 1]
d
qui représente une lasse
d'observations ω.
Dénition 1.1 Pour e ∈ N∗, e ≤ d, soit un ensemble ni I ⊂ Ze et Λ la fontion de voisinage dénie de
I − I := {i− j, i, j ∈ I} dans [0, 1] telle que Λ(k) = Λ(−k) et Λ(0) = 1.
Dénition 1.2 Notons ‖.‖ la norme eulidienne, soit
DδI :=
{
x := (xi)i∈I ∈
(
[0, 1]d
)I
tels que ‖xi − xj‖ ≥ δ, si i 6= j
}
l'ensemble des entroïdes xi séparés par une distane d'au moins δ.
Dénition 1.3 La tessellation de Voronoï (Ci(x))i∈I est dénie par
Ci(x) :=
{
ω ∈ [0, 1]d tels que ‖xi − ω‖ < ‖xj − ω‖ si j 6= i
}
En as d'ex-aequo, on assigne ω ∈ Ci(x) grâe à l'ordre lexiographique sur I. On remarquera alors que
(Ci(x))i∈I est une partition borélienne dont l'intérieur oinide ave la mosaïque de Voronoï ouverte.
Réiproquement, l'indie de la tesselation de Voronoï pour une observation ω est dénie par
C−1x (ω) := i ∈ I tel que ω ∈ Ci(x)
Dénition 1.4 La variane étendue est : V (x) := 12
∑
i,j∈I Λ(i− j)
∫
Ci(x)
‖xj − ω‖2dP (ω)
De même, lorsqu'il y a un nombre ni n d'observations, on dénit la variane étendue empirique :
Vn(x) :=
1
2n
∑
i∈I
∑
ω∈Ci(x)
(∑
j∈I Λ(i− j)‖xj − ω‖2
)
Si une observation se trouve sur un hyperplan médiateur entre deux entroïdes, tout déplaement d'un de
es deux entroïdes entrainera un saut de la variane étendue à moins que la mesure de ette observation
ne soit nulle (par exemple, si la mesure ne harge pas les traes d'hyperplan). La fontion de variane
étendue empirique Vn(x) n'est don pas ontinue et il n'existe pas, en général, d'ensemble de entroïdes
réalisant son minimum. Cependant, si on onsidère les suites xn telles que Vn(x
n) soit susamment prohe
de son minimum, on peut se demander si es suites onvergent vers l'ensemble des entroïdes minimisant
la variane théorique V (x). Pour ela, nous proédons selon le même shéma de démonstration que Pollard
[5℄ et nous ommençons par montrer que les fontions de variane étendue vérient une loi uniforme des
grands nombres.
2. Loi uniforme des grands nombres
Soit la famille de fontions
G :=

gx(ω) :=
∑
j∈I
Λ
(
C−1x (ω)− j
) ‖xj − ω‖2 pour x ∈ DδI


Pour montrer la loi uniforme des grands nombres, il sut de montrer que
sup
x∈Dδ
I
∣∣∣∣
∫
gx(ω)dPn(ω)−
∫
gx(ω)dP (ω)
∣∣∣∣ p.s.−→ 0 (1)
2
puisque, pour toute mesure de probabilité Q sur [0, 1]d :∫
gx(ω)dQ(ω) =
∫ ∑
j∈I
Λ
(
C−1x (ω)− j
) ‖xj − ω‖2dQ(ω) = 1
2
∑
i,j∈I
Λ(i− j)
∫
Ci(x)
‖xj − ω‖2dQ(ω)
d'après Gaenssler et Stute [3℄, une ondition susante pour que l'équation (1) soit vériée est que :
∀ε > 0, ∀x0 ∈ DδI il existe un voisinage S(x0) de x0 tel que∫
gx0(ω)dP (ω)− ε <
∫ (
inf
x∈S(x0)
gx(ω)
)
dP (ω) ≤
∫ (
sup
x∈S(x0)
gx(ω)
)
dP (ω) <
∫
gx0(ω)dP (ω) + ε
On peut d'abord prouver le résultat suivant, en utilisant une tehnique similaire à la preuve du lemme
11 de Fort et Pagès [2℄.
Lemme 2.1 Soit x ∈ DδI et λ la mesure de Lebesgue sur [0, 1]d. Notons Ec le omplémentaire de l'en-
semble E dans [0, 1]d et |I| le ardinal de l'ensemble I. Pour 0 < α < δ2 , soit
Uαi (x) =
{
ω ∈ [0, 1]d/∃y ∈ DδI , xj = yj si j 6= i et ‖xi − yi‖ < α et ω ∈ Cci (y) ∩ Ci(x)
}
l'ensemble des ω hangeant de ellule de Voronoï lorsque le entroïde xi se déplae d'une distane d'au
plus α. Alors
supx∈Dδ
I
λ (Uαi (x)) < (|I| − 1)
(
2α
δ
+ α
)(√
2
)d−1
Considérons maintenant x0 ∈ DδI et S(x0) un voisinage de x0 inlus dans une boule de rayon α, pour
la distane eulidienne sur DδI . Soit W (x
0) l'ensemble des ω restant dans leur ellule de Voronoï lorsque
on déplae x0 vers n'importe quel x ∈ S(x0). Pour tout ω ∈ W (x0) on a
inf
x∈S(x0)
gx(ω) ≥ gx0(ω)−
∑
j∈I
Λ
(
C−1
x0
(ω)− j)(‖x0j − ω‖2 − inf
x∈S(x0)
‖x0j − ω‖2
)
≥ gx0
j
(ω)−
∑
j∈I
(
‖x0j − ω‖2 − inf
x∈S(x0)
‖x0j − ω‖2
)
Pour tout ω ∈ [0, 1]d, on a, pour α susamment petit, (‖x0j − ω‖2 − infx∈S(x0) ‖xj − ω‖2) < ε2B|I| ainsi∫
W (x0)
∑
j∈I
(
‖x0j − ω‖2 − inf
x∈S(x0)
‖xj − ω‖2
)
dP (ω) <
ε
2
et
∫
W (x0)
(
gx0(ω)− inf
x∈S(x0)
gx(ω)
)
<
ε
2
Soit, maintenant W (x0)c, l'ensemble des ω hangeant de ellule de Voronoï quand les entroïdes vont
de x0 vers un x ∈ Sx0 . Si α < δ2|I| , alors en déplaçant séquentiellement les omposantes x0i de x0 vers xi
de x, haque onguration intermédaire reste dans D
δ
2
I . Comme, pour tout i ∈ I, ‖xi−ω‖2 est borné par
1 sur [0, 1]d, le lemme 2.1, assure alors que∫
W (x0)c
gx(ω)dP (ω) < B|I|(|I| − 1))
(
4α
δ
+ α
)(√
2
)d−1
Finalement, si on hoisit α susamment petit pour que B|I|(|I| − 1)) ( 4α
δ
+ α
) (√
2
)d−1
< ε2 , on obtient∫
Dδ
I
gx0(ω)dP (ω)− ε <
∫
Dδ
I
(
inf
x∈S(x0)
gx(ω)
)
dP (ω)
3
Exatement de la même façon, pour α susamment petit, on obtient :∫
Dδ
I
(
sup
x∈S(x0)
gx(ω)
)
dP (ω) <
∫
Dδ
I
gx0(ω)dP (ω) + ε
Ainsi, la ondition susante pour la loi uniforme des grands nombres est vraie pour la variane étendue.
3. Consistane
On veut montrer la onsistane des entroïdes qui minimisent presque la variane étendue dans DδI .
Soit l'ensemble des quasi-estimateurs de minimum de variane étendue :
χ¯βn :=
{
x ∈ DδI tels que Vn(x) < inf
x∈Dδ
I
Vn(x) +
1
β(n)
}
ave β(n) une fontion stritement positive tel que limn→+∞ β(n) = ∞. Soit χ¯ = argminx∈Dδ
I
V (x)
l'ensemble qui minimise la variane étendue théorique, omme la fontion x 7−→ V (x) est ontinue et non
onstante sur DδI , pour tout voisinage N de χ¯, il existe η (N ) > 0 tel que
∀x ∈ DδI\N , V (x) > min
x∈Dδ
I
V (x) + η (N )
Pour montrer la onsistane forte, il sut de montrer que pour tout voisinage N de χ¯ on a
lim
n→∞
χ¯βn
p.s⊂ N ⇐⇒ lim
n→∞
V
(
χ¯βn
)− V (χ¯) p.s.≤ η (N )
ave V (E)− V (F ) := sup {V (x)− V (y) pour x ∈ E et y ∈ F}.
Par dénition Vn
(
χ¯βn
) p.s.≤ Vn (χ¯) + 1β(n) , de plus la loi uniforme des grands nombres assure que
limn→∞ Vn (χ¯) − V (χ¯) p.s= 0, on obtient ainsi limn→∞ Vn
(
χ¯βn
) p.s.≤ V (χ¯) + η(N )2 , de même on aura
limn→∞ V
(
χ¯βn
)− Vn (χ¯βn) p.s.= 0 et
lim
n→∞
V
(
χ¯βn
)− η (N )
2
p.s.
< lim
n→∞
Vn
(
χ¯βn
) p.s.≤ V (χ¯) + η (N )
2
nalement limn→∞ V
(
χ¯βn
) − V (χ¯) p.s.≤ η (N ) e qui prouve la onsistane forte du quasi-estimateur de
minimum de variane étendue.
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