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Abstract
This article is the first one in a suit of three articles exploring connections between dynami-
cal systems of Sta¨ckel type and of Painleve´ type. In this article we present a deformation of au-
tonomous Sta¨ckel-type systems to non-autonomous Frobenius integrable systems. First, we consider
quasi-Sta¨ckel systems with quadratic in momenta Hamiltonians containing separable potentials with
time dependent coefficients and then we present a procedure of deforming these equations to non-
autonomous Frobenius integrable systems. Then, we present a procedure of deforming quasi-Sta¨ckel
systems with so called magnetic separable potentials to non-autonomous Frobenius integrable systems.
We also provide complete classification of all 2- and 3 -dimensional Frobenius integrable systems, both
with ordinary and with magnetic potentials, that originate in our construction. Further, we prove
the equivalence between both classes of systems. Finally we show how Painleve´ equations I-IV can
be derived from our scheme.
Corresponding author: Maciej B laszak, tel. +48 618295057, e-mail: blaszakm@amu.edu.pl
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1 Introduction
Among all second order nonlinear ordinary differential equations (ODE’s) there are two distinguished
classes, playing important roles in modern mathematics and physics. The first class is represented by
nonlinear equations of Sta¨ckel-type, with an autonomous Hamiltonian representation (see [10] and refer-
ences therein). The second class is represented by nonlinear ordinary differential equations of Painleve´-
type, with a non-autonomous Hamiltonian representation (see [16] and references therein). In both cases
Hamiltonian functions are quadratic in momenta. This paper is a first paper in a suit of three papers
exploring the so far unknown — to the best knowledge of the authors — connections between both types
of systems.
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Let us briefly characterize the systems under consideration. On a 2n-dimensional Poisson manifold
(M,pi), where pi is a non-degenerated Poisson bi-vector, consider a set of n autonomous evolution equa-
tions (autonomous dynamical systems) of the form
dξ
dtr
= Xr(ξ) ≡ pidhr(ξ), r = 1, . . . , n, (1.1)
where ξ ∈ M denotes points on M, hr are Hamiltonian functions (smooth real-valued functions on M)
and Xr = pidhr are the related Hamiltonian vector fields on M . The set of n equations (1.1) constitutes
an autonomous Sta¨ckel-type system if the following two conditions are satisfied:
1. All n Hamiltonian functions Poisson-commute
{hr, hs} := pi(dhr, dhs) = 0, r, s = 1, . . . , n, (1.2)
so the system is Liouville integrable. In consequence all the vector fields Xr commute as well
[Xr, Xs] = 0, r, s = 1, . . . , n
and hence the system (1.1) has a common, unique (at least local) solution ξ(t1, . . . , tn, ξ0) through
each point ξ0 ∈M, depending in general on all the evolution parameters ts.
2. The autonomous equations (1.1) are represented by (i.e. are differential consequences of) the Lax
equations
d
dtk
L(x; ξ) = [Uk(x; ξ), L(x; ξ)], k = 1, . . . , n, (1.3)
where
d
dtk
=
∂
∂tk
+ { · , hk}
is the evolutionary derivative along the flow k in (1.1) and with L(x; ξ) and Uk(x; ξ) being matrices
belonging to some Lie algebra, depending rationally on the parameter x called a spectral parameter.
Equations (1.3) are called the isospectral deformation equations, as the eigenvalues of the matrix L
are independent of all times tk, k = 1, . . . , n. The Lax representation (1.3) allows to find an explicit form
of transformation to the so called separation coordinates and in consequence to solve all the evolution
equations (1.1) in quadratures.
Now, on the same Poisson manifold (M,pi), consider a set of n non-autonomous evolution equations
(non-autonomous dynamical systems) of the form
dξ
dtr
= Yr(ξ, t) = pidHr(ξ, t), r = 1, . . . , n. (1.4)
where t = (t1, . . . , tn). The set of n equations (1.4) constitutes a non-autonomous Painleve´-type system
if the following two conditions are satisfied:
1. Hamiltonian functions Hr fulfill the Frobenius integrability condition
∂Hr
∂ts
−
∂Hs
∂tr
+ {Hr, Hs} = frs(t1, . . . , tn), r, s = 1, . . . , n, (1.5)
(cf. (1.2)). In consequence, the non-autonomous Hamiltonian vector fields YHk(ξ, t) satisfy
∂Yr
∂ts
−
∂Ys
∂tr
+ [Ys, Yr] = 0, r, s = 1, . . . , n, (1.6)
as pid{Hr, Hs} = − [Yr, Ys]. Therefore, the set of non-autonomous evolution equations (1.4) has
again common (at least local) solutions ξ(t1, . . . , tn, ξ0) through each point ξ0 of M [13, 16, 19].
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2. The non-autonomous Hamiltonian equations (1.4) are represented by the so-called isomonodromic
Lax deformations. This means that their solutions can be obtained from a system of linear equations
∂Ψ
∂x
= L(x; ξ, t)Ψ,
d
dtk
Ψ = Uk(x; ξ, t)Ψ, (1.7)
where matrices L and U have rational singularities in x, for which the compatibility condition
d
dtk
L(x; ξ, t) = [U(x; ξ, t), L(x; ξ, t)] +
∂Uk(x; ξ, t)
∂x
(1.8)
is a differential consequence of the corresponding Painleve´-type equation (1.4).
The analytic continuation of a fundamental matrix for the first equation in (1.7) defines the mon-
odromy data that are independent of all times tk, which is ensured by the second equation in (1.7), hence
the system (1.7) is called an isomonodromy problem. Note also that the isomonodromic Lax representa-
tion (1.8) is only a necessary condition for the Painleve´ property [12]; this is why the system (1.4) with
the property (1.5) and the representation (1.8) is called Painleve´-type.
Nowadays we have a thorough knowledge of the separable Sta¨ckel-type systems (1.1). We know for
example how to construct them from appropriate separation relations, together with their Lax represen-
tations for arbitrary n (see [9, 10] and references therein). On the other hand, very little is known about
the Painleve´-type systems (1.4) for n > 1.
Some progress in constructing new multi-component Painleve´-type equations took place since the
modern theory of nonlinear integrable PDE’s has been born (the so-called soliton theory). It was found
that Painleve´ equations are strongly connected with the soliton systems and they share many of their
properties (see [11, 14, 17, 18, 23, 24] and references therein). Painleve´ equations are constructed under
particular similarity reductions of soliton PDE’s hierarchies but mostly only a single equation from the
family (1.4) is derived.
As we mentioned above, this paper is the first in a suit of papers that exploit relations between
both type of systems. The main objective of this paper is a systematic construction of already known
and new Painleve´-type systems by appropriate deformations of Sta¨ckel-type systems. This method has
been introduced in [7] (see also [8] for a simple illustration of this method). However, neither in [7]
nor in the present paper we discuss the isomonodromy representations of the obtained Painleve´-type
systems (the observation that the deformed systems do indeed possess the isomonodromy representation
was made in [8]). In the next paper in the suit we will construct the isomonodromy representations
for all non-autonomous Frobenius integrable systems derived in the following sections, as an appropriate
deformations of (already known [9]) Lax representations of the related Sta¨ckel-type systems. In the third
paper we will address the issue of quantization of the obtained systems. To be more precise, we will
search for an appropriate Hilbert space H such that the self-adjoint operators Ĥr, obtained through the
so called minimal quantization [10] of our classical Hamiltonians Hr, will satisfy the quantum Frobenius
condition
iℏ
∂Ĥr
∂ts
− iℏ
∂Ĥs
∂tr
+
[
Ĥr, Ĥs
]
= 0, r, s = 1, . . . , n,
that is a necessary condition for the set of Schro¨dinger equations
iℏ
∂Ψ
∂tr
= ĤrΨ, r = 1, . . . , n
(where n ∈ N) to posses a common multi-time solution Ψ(t1, . . . , tn).
Let us now take a closer look at the content of this paper. In [20] we introduced and investigated the
so called geodesic quasi-Sta¨ckel Hamiltonians. These Hamiltonians constitute a non-commuting finite-
dimensional Lie algebra with respect to the Poisson bracket and thus evolution equations they generate are
not Frobenius integrable. Then, in [7] we proved how to deform this algebra to a set of non-autonomous
Hamiltonians such that related systems are integrable in the Frobenius sense and such that both sets of
associated Hamiltonian vector fields, these before the deformation and these after the deformation, span
the same distribution on M . In this paper we apply our formalism to quasi-Sta¨ckel systems equipped
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with basic separable potentials with times-dependent coefficients. In consequence, we construct multi-
parameter families of non-autonomous Frobenius integrable systems. We also apply our formalism to
quasi-Sta¨ckel systems equipped with basic separable magnetic potentials (magnetic in the sense that they
depend linearly on momenta) with times-dependent coefficients, constructing another multi-parameter
families of non-autonomous Frobenius integrable systems. Further, we investigate equivalence maps
(times-dependent canonical transformations) between these two families of ODE’s. We conclude the
paper with a section devoted to reproducing the Painleve´ equations I-IV from our construction.
This paper is organized as follows. In Section 2 we briefly remind the definition and main proper-
ties of Liouville integrable systems of Sta¨ckel-type. In Section 3 we describe, following the results in
[7, 20], the construction of autonomous geodesic quasi-Sta¨ckel systems as well as their non-autonomous
deformations preserving Frobenius integrability. In Section 4 we introduce quasi-Sta¨ckel systems with
admissible separable potentials and present a procedure of their deformation into non-autonomous Frobe-
nius integrable systems. In Section 5 we present a classification of two- and three-dimensional Frobenius
integrable non-autonomous Hamiltonian ODE’s with potentials obtained in this way. In Section 6 we
introduce quasi-Sta¨ckel systems with admissible separable magnetic potentials and present a procedure
of their deformation into non-autonomous Frobenius integrable equations. In Section 7 we present a
classification of two- and three-dimensional Frobenius integrable non-autonomous Hamiltonian systems
with magnetic potentials. In Section 8 we construct a times-dependent canonical transformation between
non-autonomous systems with magnetic potentials and those with ordinary potentials. The final sec-
tion of this paper is devoted to constructing Painleve´ I-IV equations in the framework of the presented
formalism.
2 Geodesic Sta¨ckel systems
Fix n ∈ N. Consider a 2n-dimensional Poisson manifold (M,pi) and a particular set (λ, µ) = (λ1, . . . , λn,
µ1, . . . , µn) of almost global Darboux (canonical) coordinates on M (here we simply assume that they
exist), so that {µi, λj}pi = δij , {λi, λj}pi = {µi, µj}pi = 0, i, j = 1, . . . , n. Consider also the separation
relations
n∑
r=1
Erλ
n−r
i =
1
2
λmi µ
2
i , i = 1, . . . , n, m ∈ Z, (2.1)
linear in Er. Solving (2.1) with respect to Er requires inverting the Sta¨ckel matrix Sir = λ
n−r
i that in
this case has a form of the Vandermonde matrix.
Lemma 1 If S is the n× n Vandermonde matrix given by Sij = λ
n−j
i then[
S−1
]
ij
= −
1
∆j
∂ρi
∂λj
where
ρi = (−1)
iσi(λ), ∆j =
∏
k 6=j
(λj − λk)
and where σr (λ) are elementary symmetric polynomials.
This lemma can be proved by direct calculation. By the above lemma, solving (2.1) with respect to
Er yields n functions (Hamiltonians) Er on M
Er = −
1
2
n∑
i=1
∂ρr
∂λi
λmi µ
2
i
∆i
≡
1
2
µTKrGµ, r = 1, . . . , n (2.2)
where
G = diag
(
λm1
∆1
, . . . ,
λmn
∆n
)
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and
Kr = (−1)
r+1diag
(
∂σr
∂λ1
, · · · ,
∂σr
∂λn
)
, r = 1, . . . , n.
The Hamiltonians Er depend on m through the m-dependent matrix G that can be interpreted as a
contravariant metric tensor on an n-dimensional manifold Q such that M = T ∗Q. It can be shown that
the metric G is flat for m = 0, . . . , n and of constant curvature for m = n + 1. Matrices Kr — note
that they do not depend on m — can be shown to be (1, 1)-Killing tensors for the metric G for arbitrary
m ∈ Z. The first Hamiltonian E1 can then be interpreted as the Hamiltonian of a free particle in the
pseudo-Riemannian configuration space (Q, g = G−1) [4, 5, 10].
By their very construction from separation relations, the Hamiltonians Er (for any fixed m) Poisson-
commute for all r, s = 1, . . . , n
{Er, Es}pi = pi(dEr , dEs) = 0
so that [Xr, Xs] = 0 where Xr denote n related Hamiltonian vector fields Xr = pidEr, r = 1, . . . , n. Thus,
for each fixed choice of m, the n Hamiltonians Er, r = 1, . . . , n, constitute a geodesic Sta¨ckel system from
the so called Benenti class [1, 2, 4]. The Darboux coordinates (λ, µ) are separation coordinates for Er.
3 Frobenius integrable deformations of geodesic quasi-Sta¨ckel
systems
In this section we briefly remind, following [20] and [7], the construction of autonomous geodesic quasi-
Sta¨ckel systems and their non-autonomous Frobenius integrable deformations.
Fix m ∈ {0, . . . , n + 1} and consider the following system of quasi-separation relations (cf. also [22]
and compare with [21]) on M
n∑
r=1
λn−ri Er =
1
2
λmi µ
2
i +
n∑
k=1
vik(λ)µk, i = 1, . . . , n, (3.1)
where vik are some, unspecified so far, functions of all λi. Solving (3.1) with respect to E
W
r yields, for
each choice of m ∈ {0, . . . , n+ 1}, n Hamiltonians on M :
Er = Er +Wr =
1
2
µTGKrµ+ µ
TJr, r = 1, . . . , n. (3.2)
with Er exactly as in (2.2). The additional terms Wr = µ
T Jr =
n∑
i=1
J irµi contain components of vector
fields Jr = J
i
r
∂
∂λi
on Q.
Let us impose two conditions on Hamiltonians (3.2):
1. W1 = 0 and {E1, Er} = 0, r = 2, . . . , n, which means that the vector fields Jr are Killing vector
fields for G.
2. The Hamiltonians Er constitute a Lie algebra.
The first condition is met only for m ∈ {0, . . . , n + 1}, as then the metric tensor G has a sufficient
number of Killing vectors. Further, both conditions are met if (a sufficient condition) the functions vik
are chosen as
n∑
k=1
vik(λ)µk =

−
∑
k 6=i
µi − µk
λi − λk
, for m = 0,
−λm−1i
∑
k 6=i
λiµi − λkµk
λi − λk
+ (m− 1)λm−1i µi, for m = 1, . . . , n,
−λn−1i
∑
k 6=i
λ2iµi − λ
2
kµk
λi − λk
+ (n− 1)λni µi, for m = n+ 1.
(3.3)
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With this choice of vik (note that vik depend on m) the components of Killing vector fields Jr are given
explicitly by [20]
J ir = −
r−1∑
k=1
k ρr−k−1
λm+k−1i
∆i
, r ∈ Im1 (3.4)
and
J ir = −
n−r+1∑
k=1
k ρr+k−1
λm−k−1i
∆i
, r ∈ Im2 , (3.5)
where for each m ∈ {0, . . . , n+ 1} the index sets Im1 and I
m
2 are defined as follows:
Im1 = {2, . . . , n−m+ 1}, I
m
2 = {n−m+ 2, . . . , n}, m = 0, . . . , n+ 1. (3.6)
(with the obvious degenerations for m = 0 and for m = n+ 1). With this choice of vik the Hamiltonians
Er in (3.2) span a (m-dependent) Lie algebra g = span{Er ∈ C
∞(M) : r = 1, . . . , n} with the following
commutation relations [20]:
{E1, Er} = 0, r = 2, . . . , n,
and
{Er, Es} =

0, for r ∈ Im1 and s ∈ I
m
2 ,
(s− r)Er+s−(n−m+2), for r, s ∈ I
m
1 ,
−(s− r)Er+s−(n−m+2), for r, s ∈ I
m
2 ,
(3.7)
Throughout the whole article we use the convention that Er = 0 as soon as r ≤ 0 or r > n. The algebra
g has an Abelian subalgebra
a = span {E1, . . . , Eκ1 , En−κ2+1, . . . , En} (3.8)
where
κ1 =
[
n+ 3−m
2
]
, κ2 =
[m
2
]
.
(so that a depends on m as well). Note that g = a precisely when κ1 + κ2 = n as dim a =κ1 + κ2.
In what follows we will often work in the so called Viete´ canonical coordinates
qi = ρi(λ), pi = −
n∑
k=1
λn−ik µk
∆k
, i = 1, . . . , n (3.9)
in which all functions Er(q, p) are polynomial functions of their arguments. Explicitly
Gij =

qi+j+m−n−1, i, j = 1, . . . , n−m
−qi+j+m−n−1, i, j = n−m+ 1, . . . , n
0, otherwise
m = 0, . . . , n
Gij = qiqj − qi+j , i, j = 1, . . . , n, m = n+ 1
and
(Kr)
i
j =

qi−j+r−1, i ≤ j and r ≤ j
−qi−j+r−1, i > j and r > j
0, otherwise
where we set q0 = 1, qk = 0 for k < 0 or k > n. Moreover, the linear in momenta terms in (3.2) attain
in Viete´ coordinates the form
Wr =
n−m∑
k=n−m−r+2
(n+ 1−m− k)qm+r−n−2+k pk, r ∈ I
m
1
Wr = −
2n−m+2−r∑
k=n−m+2
(n+ 1−m− k)qm+r−n−2+k pk, r ∈ I
m
2 .
(3.10)
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As the Hamiltonians Er in (3.2) do not commute, they do not constitute a Liouville integrable system.
In particular, there is no reason to expect that they will possess a common, multi-time solution for a
given initial data ξ0. However, in [7] we found polynomial-in-times deformations Hr(t1, . . . , tn) of the
Hamiltonians Er such that the Hamiltonians Hr satisfy the Frobenius integrability condition
∂Hr
∂ts
−
∂Hs
∂tr
+ {Hr, Hs} = 0, r, s = 1, . . . , n (3.11)
(cf. (1.5)). More specifically, the deformed Hamiltonians Hr are given by
Hr = Er −
n∑
j1=1
(
adEj1Er
)
tj1 +
n∑
j1=1
n∑
j2=j1
αrj1j2
(
adEj2 adEj1Er
)
tj1tj2
+
n∑
j1=1
n∑
j2=j1
n∑
j3=j2
αrj1j2j3
(
adEj3 adEj2 adEj1Er
)
tj1tj2tj3 + · · · , (3.12)
where adEiEj = {Ei, Ej} and where the real constants αrj1···jk can be uniquely determined from the
Frobenius integrability condition (3.11). Due to the structure of (3.7) the expressions on the right hand
side of (3.12) terminate. From (3.7) and (3.8) it follows that for r ∈ {1} ∪ Im1
Hr = Er, for r = 1, . . . , κ1,
Hr =
r∑
j=1
ζr,j(t1, . . . , tr−1)Ej , ζr,r = 1, for r = κ1 + 1, . . . , n−m+ 1
(3.13)
and for r ∈ Im2
Hr =
n−r∑
j=0
ζr,r+j(tr+1, . . . , tn)Er+j , ζr,r = 1, for r = n−m+ 2, . . . , n− κ2,
Hr = Er, for r = n− κ2 + 1, . . . , n.
(3.14)
where ζj are polynomial functions that can be determined from Frobenius conditions (3.11). For details
of this construction, we refer the reader to [7].
The functions Hr define n non-autonomous Hamiltonian systems on M
ξtr = Yr(ξ, t) = pidHr(ξ, t), r = 1, . . . , n (3.15)
which by (3.11) are integrable in the Frobenius sense. It means that the systems (3.15) have a unique
(local) common multi-time solution ξ = ξ(t1, . . . , tn, ξ0) for any initial condition ξ0 [13, 19]. From (3.11)
it follows that vector fields Yr satisfy the Frobenius condition (1.6).
Remark 1 Due to (3.12) and (3.7) the set of n autonomous vector fields Xr = pidhr and the set of n
non-autonomous vector fields Yr = pidHr span the same distribution on M .
Another consequence of these formulas is that the Hamiltonians from the Abelian subalgebra a given
by (3.8) remain undeformed, i.e. Hr = Er for Er ∈ a. In particular, as it follows from (3.13) and (3.14),
for n = 2 we have that Hr = Er for all r = 1, 2 as then g = a. For n = 3 the formulas (3.13) and (3.14)
yield that g = a for m = 0, 2, 4 and in these cases again Hr = Er for all r. For n = 3 and m = 1 we have
a = span {E1, E2} and
Hr = Er for r = 1, 2, H3 = E3 + t2E1 (3.16)
while for n = 3 and m = 3 we have a = span {E1, E3} and
Hr = Er for r = 1, 3, H2 = E2 + t3E3. (3.17)
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Example 1 Let us now present a higher dimensional example when n = 11, m = 6. Then κ1 = 4, κ2 = 3
and a =span {E1, . . . , E4, E9, . . . , E11}. From (3.13) and (3.14) it follows that the deformed Hamiltonians
are given by
Hr = Er, r = 1, . . . , 4, 9, . . . , 11,
H5 = E5 + t4E2 + 2t3E1,
H6 = E6 + 4t2E1 + (3t3 −
1
2 t
2
5)E2 + 2t4E3 + t5E4,
H7 = E7 + t8E8 + 2t9E9 + (3t10 + t8t9)E10 + (4t11 + 2t8t10)E11,
H8 = E8 + t9E10 + 2t10E11.
and one can verify that the Hamiltonians H1, . . . , H11 do satisfy the Frobenius condition (3.11).
Finally, let us remark that the non-autonomous Hamiltonian equations (3.15) are conservative, as by
(3.13)–(3.14) the r-th Hamiltonian Hr does not depend in explicit way on its own evolution parameter
tr.
4 Frobenius integrable deformations of quasi-Sta¨ckel systems
with potentials
In this section we are going to construct, in a systematic way, multi-parameter families of Frobenius
integrable non-autonomous Hamiltonian systems with potentials. We will achieve it through appropriate
times-dependent deformations of quasi-Sta¨ckel systems with potentials. Let us thus consider the following
quasi-separation relations∑
α∈A
cα(t1, . . . , tn)λ
α
i +
n∑
r=1
λn−ri h
A
r =
1
2
λmi µ
2
i +
n∑
k=1
vik(λ)µk, i = 1, . . . , n, (4.1)
where as before m ∈ {0, . . . , n+ 1}, A ⊂ Z is a fine subset of integers and where vik are again given by
(3.3). The system (4.1) naturally generalizes (3.1). Solving this system with respect to hAr we obtain
hAr = Er + V
A
r = Er +Wr + V
A
r , r = 1, . . . , n (4.2)
where Er, Wr are given respectively by (2.2) and (3.10). The functions
V Ar =
∑
α∈A
cα(t1, . . . , tn)V
(α)
r
on the base manifold Q are times-dependent linear combinations of the so called basic (elementary)
separable potentials V
(α)
r . By linearity of (4.1), the potentials V
(α)
r satisfy the relations
λαi +
n∑
r=1
V (α)r λ
n−r
i = 0, i = 1, . . . , n, α ∈ Z,
(we stress that they do not depend on m) so, by Lemma 1, they are given by
V (α)r =
n∑
i=1
∂ρr
∂λi
λαi
∆i
, r = 1, . . . , n (4.3)
and can be explicitly constructed by the recursion formula [6]
V (α) = RαV (0), V (α) = (V
(α)
1 , . . . , V
(α)
n )
T , (4.4)
where
R =

−q1 1 0 0
... 0
. . . 0
... 0 0 1
−qn 0 0 0
 (4.5)
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and with V (0) = (0, . . . , 0,−1)T . The formulas (4.4)–(4.5) are non-tensorial in the sense that they are
true in any coordinate system on the base manifold Q. The first n basic separable potentials are trivial
V
(α)
k = −δk,n−α, α = 0, . . . , n− 1. (4.6)
The first nontrivial positive potential is
V (n) = (q1, . . . , qn)
T
and higher potentials are more complicated polynomials in qi. The first negative potential is
V (−1) =
(
1
qn
, . . . ,
qn−1
qn
)T
and the higher negative potentials are more complicated rational functions of all qi.
In this section, we will solve the following problem.
Problem 1 For an arbitrary m ∈ {0, . . . , n + 1}, determine the set A as well as the explicit form of
the coefficients cα(t1, . . . , tn) such that the system (4.1), can be deformed by formulas (4.6)–(3.13) to a
Frobenius integrable non-autonomous system satisfying (3.11).
In order to solve this problem we will first consider Hamiltonians (4.2) containing a single basic
separable potential V
(α)
r with a fixed α ∈ Z
h(α)r = Er + V
(α)
r = Er +Wr + V
(α)
r , r = 1, . . . , n. (4.7)
The following commutation relations are valid between the Hamiltonians h
(α)
r (we focus only on cases
when α ≥ n or α < 0 as otherwise the potentials V
(α)
r are trivial and the system becomes simply the
geodesic quasi-Sta¨ckel system, analyzed in the previous section):
Theorem 1 Consider the Hamiltonians (4.7). The following commutation relations hold:
(i) when r, s ∈ {1} ∪ Im1{
h(n+k)r , h
(n+k)
s
}
= (s− r)h
(n+k)
r+s+m−n−2
+ (2r + k +m− n− 2)V (r+k+m−2)s − (2s+ k +m− n− 2)V
(s+k+m−2)
r (4.8)
for k = 0, . . . , n−m+ 2 and {
h(−k)r , h
(−k)
s
}
= (s− r)h
(−k)
r+s+m−n−2 (4.9)
for k = 1, . . . ,m,
(ii) when r, s ∈ Im2 {
h(n+k)r , h
(n+k)
s
}
= (r − s)h
(n+k)
r+s+m−n−2 (4.10)
for k = 0, . . . , n−m+ 2 and{
h(−k)r , h
(−k)
s
}
= (r − s)h
(−k)
r+s+m−n−2
+ (2s− k +m− 2n− 2)V (s−k+m−n−2)r − (2r − k +m− 2n− 2)V
(r−k+m−n−2)
s (4.11)
for k = 1, . . . ,m,
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(iii) when r ∈ {1} ∪ Im1 , s ∈ I
m
2{
h(n+k)r , h
(n+k)
s
}
= (2r + k +m− n− 2)V (k+r+m−2)s (4.12)
for k = 0, . . . , n−m+ 2 and{
h(−k)r , h
(−k)
s
}
= (2s− k +m− 2n− 2)V (−k+s+m−n−2)r (4.13)
for k = 1, . . . ,m.
For other combinations of indices r, s,m and k there are no formulas allowing to express the commu-
tator (Poisson bracket) of two Hamiltonians h
(α)
r as a linear combination of a Hamiltonian h
(α)
j and basic
separable potentials. The proof of this theorem can be found in Appendix A.
As we see, for a given α = n + k ∈ {n, . . . , 2n−m+ 2}, the additional potentials V
(δ)
r on the right
hand sides of (4.8) and (4.12) are such that δ ∈ {n, . . . , 2n−m+ 2} as well. The same is true for α =
−k ∈ {−m, . . . ,−1} in (4.11) and (4.13). This leads to the conclusion, that for a given m ∈ {0, . . . , n+1}
the set A must be of the form
A = Aτ1τ2 = {τ1, . . . , τ2} , τ1 ≥ −m, τ2 ≤ 2n−m+ 2, τ1 ≤ τ2.
Having chosen τ1 ≥ −m, τ2 ≤ 2n−m+ 2 we obtain h
A
r in (4.2) of the form
hAr = Er + V
A
r = Er +Wr +
τ2∑
α=τ1
cα(t1, . . . , tn)V
(α)
r , r = 1, . . . , n. (4.14)
We can now establish the sought functions cα, α = τ1, . . . , τ2, using the following procedure.
1. We deform the Hamiltonians hAr given by (4.14) through the formulas (3.13) and (3.14) to Hamil-
tonians HAr .
2. We impose the Frobenius condition (3.11) on the hamiltonians HAr which leads to a complicated
system of first order PDE’s for the unknown functions ζr,j(t1, . . . , tr−1), ζr,r+j(tr+1, . . . , tn) and all
cα(t1, . . . , tn). This system contains a subsystem not involving cα(t1, . . . , tn), that is identical to
the system that originates during deforming the geodesic quasi-Sta¨ckel system and the remaining
part, that also involves cα(t1, . . . , tn).
3. The subsystem not involving cα(t1, . . . , tn) yields a unique solution on the functions ζr,j(t1, . . . , tr−1),
ζr,r+j(tr+1, . . . , tn) (provided that we choose all the integration constants equal to zero). These so-
lutions are exactly the same as calculated for geodesic quasi-Sta¨ckel systems in Section 3.
4. Finally, we find the explicit form of functions cα(t1, . . . , tn), recursively solving the remaining part
of the system.
Note that the potential in (4.14) contains in general also trivial separable potentials (for α between 0
and n− 1) that do not influence the dynamics of the systems. The system of PDE’s obtained in the last
step is underdetermined in the functions cα for α ∈ {0, . . . , n− 1}. Note also that the maximal possible
set Aτ1τ2 is A = {−m, . . . , 2n−m+ 2}. Le us illustrate these statements through the following example.
Example 2 Consider the case n = 3, m = 1 and τ1 = 0, τ2 = 5 so that A = Aτ1τ2 = {0, . . . , 5}. Then,
the quasi-Sta¨ckel Hamiltonians hAr in (4.14) are
hAr = Er +
5∑
α=0
cα(t1, . . . , tn)V
(α)
r .
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where in Viete´ coordinates
E1 = p1p2 +
1
2
q1p
2
2 −
1
2
p3
2q3,
E2 = p2q1p1 +
1
2
p21 − q3p2p3 +
1
2
(
q21 − q2
)
p2
2 −
1
2
q1q3p
2
3 + p2,
E3 = −q3p1p3 −
1
2
q3p
2
2 − q1q3p2p3 −
1
2
q2q3p
2
3 + q1p2 + 2p1
(4.15)
while V
(α)
r are given by formulas (4.3) or by (4.4). For example
V
(5)
1 = q
3
1 − 2 q1q2 + q3, V
(5)
2 = q
2
1q2 − q1q3 − q
2
2 , V
(5)
3 = q
2
1q3 − q2q3.
As κ1 + κ2 < n we have to perform the first three steps of our procedure, resulting in the deformation of
the Hamiltonians hAr to the Hamiltonians H
A
r , exactly as given by (3.16):
HA1 = h
A
1 , H
A
2 = h
A
2 , H
A
3 = h
A
3 + t2h
A
1 . (4.16)
In the last step we find the functions cα from the Frobenius condition (3.11). Inserting (4.16) into the
left hand side of (3.11) we obtain a compatible underdetermined (in the functions c0,c1, c2) set of first
order PDE’s on cα that can be solved recursively, starting from c5. The set of PDE’s for c5 is
∂c5
∂ti
= 0
for i = 1, 2, 3 so that c5(t) = a5 ∈ R. Further we obtain
∂c4
∂t1
= 0,
∂c4
∂t2
= 0,
∂c4
∂t3
= 4a5
and integrating it we obtain c4 = 4a5t3+a4. Plugging this solution (with a4 chosen to be 0 for simplicity)
again to our set of PDE’s we obtain the set of PDE’s for c3
∂c3
∂t1
= 0,
∂c3
∂t2
= 2a5,
∂c3
∂t3
= 12a5t3
with the solution c3 = 2a5(3t
2
3 + t2) + a3 where we again choose a3 = 0. With these solutions found, the
remaining PDE’s for c0, c1 and c2 attain the underdetermined form
4a5t3 −
∂c2
∂t2
+
∂c1
∂t1
= 0,
12a5t
2
3 + 4a5t2 −
∂c2
∂t3
+ t2
∂c2
∂t1
+
∂c0
∂t1
= 0,
−4a5t2t3 + c2 +
∂c0
∂t2
−
∂c1
∂t3
+
∂c2
∂t2
t2 = 0.
(4.17)
If for example we choose c0 = 0, then the remaining PDE’s yield c1 = a5(t2 + t3)
2, c2 = 4a5(t2 + t3)
2t3.
In general our procedure leads to a (n+3)-parameter family of Frobenius integrable non-autonomous
systems with potentials. Although the obtained systems are parametrized by 2n+3 integration constants
a−m, . . . , a2n−m+2, the n constants a0, . . . , an−1 are integration constants that originate in the trivial
potentials V
(0)
r , . . . , V
(n−1)
r and as such enter the Hamiltonians only in a trivial way, through some
undetermined functions of times only, not affecting the dynamics of the systems. We can thus say that
our systems are parametrized by n+ 3 dynamical parameters (a−m, . . . , a−1, an, . . . , a2n−m+2) and by n
non-dynamical parameters (a0, . . . , an−1).
5 Classification of Frobenius integrable deformations of two-
and three-dimensional quasi-Sta¨ckel systems with potentials
In this section we present the complete list of Frobenius integrable (satisfying (3.11)) deformations of
two- and three-dimensional quasi-Sta¨ckel systems with potentials. We present here only the results and
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we always make use of the maximal set A = {−m, . . . , 2n−m+ 2}. Each obtained Hamiltonian HAr is
determined up to a function (given by a compatible but underdetermined set of PDE’s) of t1, . . . , tn and
of the non-dynamic integration constants a0, . . . , an−1. The basic separable potentials in the formulas
below are given by (4.3) or equivalently by (4.4), (4.5).
Let us first consider the case n = 2. As it was explained in Section 3 in this case HAr = h
A
r and
for each m = 0, . . . , 3 we obtain a 2n+ 3 = 7-parameter family of Frobenius integrable non-autonomous
Hamiltonian systems satisfying (3.11), with two non-dynamical parameters (a0, a1) an five dynamical
parameters a = (a−m, . . . , a−1, a2, . . . , a6−m).
For m = 0 we have A = {0, . . . , 6 } and explicitly, in Viete´ coordinates we get
hAr = Er + a6V
(6)
r + a5V
(5)
r + (a4 + 4a6t2)V
(4)
r + (a3 + 3a5t2 + 2a6t1)V
(3)
r
+ (a2 + 2a4t2 + a5t1 + 4a6t
2
2)V
(2)
r − cn−r(t1, t2,a0,a1, a) (5.1)
(the form of the non-dynamic part follows from (4.1)) where
E1 = p1p2 +
1
2
q1 p
2
2, E2 = q1p1p2 +
1
2
p21 +
1
2
(
q21 − q2
)
p22 + p2. (5.2)
For m = 1 we have A = {−1, . . . , 5} and we get
hAr = Er + a5V
(5)
r + (a4 + 4a5t2)V
(4)
r + [a3 + 3a4t2 + 2a5(t1 + 3t
2
2)]V
(3)
r
+ [a2 + 2a3t2 + a4(t1 + 3t
2
2) + 4a5(t1t2 + t
3
2)]V
(2)
r + a−1V
(−1)
r − cn−r(t1, t2,a0,a1, a) (5.3)
where
E1 =
1
2
p21 −
1
2
q2p
2
2, E2 = −q2p2p1 −
1
2
q1q2p
2
2 + p1. (5.4)
For m = 2 we have A = {−2, . . . , 4} and
hAr = Er + a4V
(4)
r + (a3 + 2a4t1)V
(3)
r + (a2 + a3t1 + a4t
2
1)V
(2)
r
+ a−1e
t2V (−1)r + a−2e
2t2V
(−2)
r − cn−r(t1, t2,a0,a1, a) (5.5)
where
E1 = −
1
2
q1 p
2
1 − q2p2p1, E2 = −
1
2
q2p
2
1 +
1
2
q22 p
2
2 + q2p2. (5.6)
For m = 3 we have A = {−3, . . . , 3} and
hAr = Er + a3e
2t1V (3)r + a2e
t1V (2)r + (a−1 + a−2t2 + a−3t
2
2)V
(−1)
r
+ (a−2 + 2a−3t2)V
(−2)
r + a−3V
(−3)
r − cn−r(t1, t2,a0,a1, a) (5.7)
where
E1 =
1
2
(
q21 − q2
)
p21 +
1
2
q22 p
2
2 + q1q2p1p2, E2 = q
2
2p1p2 +
1
2
q1q2p
2
1 + q2p1. (5.8)
As the metric G is flat form = 0, 1, 2, for these cases we can express all the formulas in flat coordinates
(x, y) (see for example [5]).
Consider now the case n = 3 where A = {−m, . . . , 2n−m+ 2} = {−m, . . . , 8−m}. For each
m = 0, . . . , 4 we obtain a 9-parameter family with 3 non-dynamical parameters (a0, a1, a2) and 6 dynam-
ical parameters a = (a−m, . . . , a−1, a2, . . . , a8−m), of Frobenius integrable non-autonomous Hamiltonian
systems satisfying (3.11).
For m = 0 we have a = g so HAr = h
A
r for all r and our procedure yields
hAr = Er + a8V
(8)
r + a7V
(7)
r + (6 a8t3 + a6) V
(6)
r + (5 a7t3 + 4 a8t2 + a5)V
(5)
r
+ [a4 + 2 a8
(
6 t23 + t1
)
+ 3 a7t2 + 4 a6t3]V
(4)
r
+ [a3 + 12 a8t2t3 + a7(t1 +
15
2 t
2
3) + 2 a6t2 + 3 a5t3]V
(3)
r − cn−r(t1, t2, t3, a0, a1, a2, a) (5.9)
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where in Viete´ coordinates
E1 = p1p3 +
1
2
p22 + p3q1p2 +
1
2
q2p
2
3,
E2 = q1p1p3 + q1p
2
2 + p1p2 +
1
2
(q1q2 − q3) p
2
3 + q
2
1p2p3 + p3,
E3 = q2p1p3 +
1
2
q21p
2
2 + q1p1p2 +
1
2
p21 +
1
2
(
q22 − q3q1
)
p23
+ (q1q2 − q3) p2p3 + 2p2 + q1p3.
(5.10)
For m = 1 we have, by (3.16), HA1 = h
A
1 , H
A
2 = h
A
2 and H
A
3 = h
A
3 + t2h
A
1 where
hAr = Er + a7V
(7)
r + (a6 + 6a7t3)V
(6)
r + [a5 + 5a6t3 + a7(4t2 + 15t
2
3)]V
(5)
r
+ [a4 + 4 a5t3 + a6(3t2 + 10t
2
3) + 2a7(t1 + 9t2t3 + 10t
3
3)]V
(4)
r
+ [a3 + 3 a4t3 + 2 a5(t2 + 3t
2
3) + a6
(
t1 + 10t2t3 + 10t
3
3
)
+ a7(4t
2
2 + 6t1t3 + 30t2t
2
3 + 15t
4
3)]V
(3)
r + a−1V
(−1)
r − cn−r(t1, t2, t3, a0, a1, a2, a) (5.11)
and
E1 = p1p2 +
1
2
q1p
2
2 −
1
2
p3
2q3,
E2 = p2q1p1 +
1
2
p21 − q3p2p3 +
1
2
(
q21 − q2
)
p2
2 −
1
2
q1q3p
2
3 + p2,
E3 = −q3p1p3 −
1
2
q3p
2
2 − q1q3p2p3 −
1
2
q2q3p
2
3 + q1p2 + 2p1.
(5.12)
Note that the system from Example 2 is a particular case of the system (5.11) obtained by putting
a−1 = a3 = a4 = a6 = a7 = 0.
For m = 2 we have a = g so HAr = h
A
r for all r with
hAr = Er + a6V
(6)
r + (a5 + 4a6t2)V
(5)
r + [a4 + 3a5t2 + 2a6(t1 + 3t
2
2)]V
(4)
r
+ [a3 + 2a4t2 + a5(t1 + 3t
2
2) + 4a6(t1t2 + t
3
2)]V
(3)
r + a−1e
t3V
(−1)
r + a−2e
2t3V
(−2)
r
− cn−r(t1, t2, t3, a0, a1, a2, a),
where
E1 =
1
2
p21 −
1
2
q2 p
2
2 − q3p2p3,
E2 = −q2p1p2 − q3p1p3 − q1q3p2p3 −
1
2
(q1q2 + q3) p
2
2 + p1,
E3 = −q3p1p2 −
1
2
q1q3p
2
2 +
1
2
q23p
2
3 + q3p3.
(5.13)
For m = 3 we have, due to (3.17), HA1 = h
A
1 , H
A
3 = h
A
3 and H
A
2 = h
A
2 + t3h
A
3 with
hAr = Er + a5V
(5)
r + (a4 + 2a5t1)V
(4)
r + (a3 + a4t1 + a5t
2
1)V
(3)
r
+ [a−1e
2t2 + a−2(e
2t2 + t3e
3t2) + a−3t
2
3e
4t2 ]V
(−1)
r + (a−2e
3t2 + 2a−3e
4t2)V
(−2)
r
+ a−3e
4t2V
(−3)
r − cn−r(t1, t2, t3, a0, a1, a2, a),
where
E1 = −
1
2
q1p
2
1 − q2p1p2 − q3p1p3 − q3
1
2
p22,
E2 =
1
2
q23p
2
3 + q2q3p2p3 −
1
2
q2p
2
1 +
1
2
(
q22 − q1q3
)
p22 − q3p1p2,
E3 = −
1
2
q3p
2
1 +
1
2
q2q3 p
2
2 + q
2
3p2p3.
(5.14)
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Finally, for m = 4, we have a = g, so HAr = h
A
r for all r and
hAr = Er + a4e
2t1V (4)r + (a3e
t1 + a4e
t1)V (3)r + [a−1+2a−2t2 + a−3(t3 + 3t
2
2)
+ 4a−4(t2t3 + t
3
2)]V
(−1)
r + [a−2 + 3a−3t2 + 2a−4(t3 + 3t
2
2)]V
(−2)
r
+ (a−3 + 4a−4t2)V
(−3)
r + a−4V
(−4)
r − cn−r(t1, t2, t3, a0, a1, a2, a), (5.15)
where
E1 =
1
2
(
q21 − q2
)
p21 +
1
2
q22p
2
2 +
1
2
q23p
2
3 + (q2q1 − q3) p1p2 + q1q3p1p3 + q2q3p2p3,
E2 =
1
2
(q1 q2 − q3) p
2
1 + p
2
2q3q2 + q
2
2p1p2 + q2q3p1p3 + q
2
3p2p3 + q2p1 + 2q3p2,
E3 = q2q3p1p2 + q
2
3p1p3 +
1
2
q3q1p
2
1 +
1
2
q23p
2
2 + q3p1.
(5.16)
The metric G is flat for m = 0, 1, 2, 3, so for these cases we can also express all the formulas in flat
coordinates (x, y).
Example 3 Non-autonomous He´non-Heiles system. Consider the system generated by Hamiltonians
(5.3) with a5 = a3 = a2 = 0, a−1 = −
1
4α and a4 = −1
h1 =
1
2
p21 −
1
2
q2p
2
2 − q
3
1 + 2q1q2 + 3t2(q
2
1 − q2)− (t1 + 3t
2
2)q1 −
1
4
α q−12 − c1(t1, t2,a0,a1),
h2 = −q2p2p1 −
1
2
q1q2p
2
2 + p1 + q
2
2 − q
2
1q2 + 3t2q1q2 − (t1 + 3t
2
2)q2 −
1
4
α q1q
−1
2 − c0(t1, t2,a0,a1),
where the functions cr are such that hr satisfy the Frobenius condition (3.11). For example, a possible
choice is
a0 = 0, a1 = 0, c0 =
1
2
t21 + 3t1t
2
2, c1 = 0. (5.17)
Another choice is
a0 = a1 = 1, c1 = −t
3
2, c0 =
1
2
t21.
In flat orthogonal coordinates (x, y)
q1 = −x1, q2 = −
1
4
x22, p1 = −y1, p2 = −
2y2
x2
,
the Hamiltonians hi take the form
h1 =
1
2
y21 +
1
2
y22 + x
3
1 +
1
2
x1x
2
2 + αx
−2
2 + 3t2(x
2
1 +
1
4
x22) + (t1 + 3t
2
2)x1 − c1
= hHH1 + 3t2(x
2
1 +
1
4
x22) + (t1 + 3t
2
2)x1 − c1,
h2 =
1
2
x2y1y2 −
1
2
x1y
2
2 − y1 +
1
16
x42 +
1
4
x21x
2
2 − αx1x
−2
2 +
1
4
3t2x1x
2
2 +
1
4
(t1 + 3t
2
2)x
2
2 − c0
= hHH2 +
1
4
3t2x1x
2
2 +
1
4
(t1 + 3t
2
2)x
2
2 − c0
and constitute a non-autonomous deformation of the integrable case of the extended He´non-Heiles system
hHHr . Moreover, the flow generated by h
HH
1 is exactly the stationary flow of the 5th-order KdV [15].
6 Frobenius integrable deformations of quasi-Sta¨ckel systems
with magnetic potentials
In this section we are going to construct, in a systematic way, multi-parameter families of Frobenius
integrable (satisfying (3.11)) non-autonomous Hamiltonian systems with the so called magnetic potentials.
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This will be achieved through appropriate times-dependent deformations of quasi-Sta¨ckel systems with
magnetic potentials. Consider the following quasi-separation relations
∑
γ∈B
dγ(t1, . . . , tn)λ
γ
i µi +
n∑
r=1
λn−ri h
B
r =
1
2
λmi µ
2
i +
n∑
k=1
vik(λ)µk, i = 1, . . . , n, B ⊂ Z, (6.1)
(compare with (4.1)) where as before m ∈ {0, . . . , n+ 1} while vik are given by (3.3). The system (6.1)
again naturally generalizes (3.1). Solving (6.1) with respect to hBr we obtain n Hamiltonians
hBr = Er +Wr +M
B
r = Er +M
B
r , r = 1, . . . , n (6.2)
where Er, Wr are given respectively by (2.2) and (3.10). The functions
MBr =
∑
γ∈B
dγ(t1, . . . , tn)M
(γ)
r
are times-dependent linear combinations of what we will call basic magnetic separable potentials M
(γ)
r .
By linearity of (6.1), the potentials M
(γ)
r satisfy the relations
λ
γ
i µi +
n∑
r=1
λn−ri M
(γ)
r = 0, i = 1, . . . , n
and by Lemma 1 they have the linear in momenta µi form
M (γ)r =
n∑
i=1
∂ρr
∂λi
λ
γ
i µi
∆i
. (6.3)
Using the relations
∂ρr
∂λi
= −
r−1∑
s=0
ρsλ
r−s−1
i ,
n∑
i=1
λki µi
∆i
=
n∑
j=1
V
(k)
j pj , (6.4)
we can immediately rewrite (6.3) in Viete´ coordinates (3.9) as
M (γ)r = −
n∑
j=1
[
r−1∑
s=0
qsV
(r+γ−s−1)
j
]
pj .
We will now formulate the following problem: (cf. Problem 1).
Problem 2 For an arbitrary m ∈ {0, . . . , n + 1}, determine the set B, as well as the explicit form of
the coefficients dγ(t1, . . . , tn) such that the system (6.2) can be deformed by formulas (4.6)–(3.13) to a
Frobenius integrable non-autonomous system satisfying (3.11).
In order to solve this problem let us first consider Hamiltonians (6.2) with a single basic magnetic
potential M
(γ)
r with an arbitrary γ ∈ Z:
h(γ)r = Er +M
(γ)
r , r = 1, . . . , n (6.5)
(which corresponds to choosing the monomial λγi µi in the left hand side of (6.1)). It can be proved that
h
(γ)
r satisfy a magnetic analogue of Theorem 1:
Theorem 2 Denote
aγ,k =
{
max {0, γ + k − n− 1} if k ∈ {1} ∪ Im1
min {0, γ + k − n− 1} if k ∈ Im2 .
For any γ ∈ {0, . . . , n+ 1} the following commutation relations (Poisson brackets) between the Hamilto-
nians (6.5) hold:
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(i) for r, s ∈ {1} ∪ Im1{
h(γ)r , h
(γ)
s
}
= (s− r)h
(γ)
r+s+m−n−2 − aγ,sM
(γ+s+m−n−2)
r + aγ,rM
(γ+r+m−n−2)
s (6.6)
(ii) for r, s ∈ Im2{
h(γ)r , h
(γ)
s
}
= −(s− r)h
(γ)
r+s+m−n−2 + aγ,sM
(γ+s+m−n−2)
r − aγ,rM
(γ+r+m−n−2)
s (6.7)
(iii) for r ∈ {1} ∪ Im1 , s ∈ I
m
2
{
h(γ)r , h
(γ)
s
}
=

aγ,sM
(γ+s+m−n−2)
r if aγ,s, aγ,r < 0
aγ,rM
(γ+r+m−n−2)
s if aγ,s, aγ,r > 0
0 otherwise
(6.8)
For other combinations of indices r, s,m and γ there are no formulas allowing to express the commu-
tator of two Hamiltonians h
(γ)
m,r as a linear combination of a Hamiltonian and basic separable magnetic
potentials. One can prove this theorem analogously to the proof of Theorem 1, i.e. by direct calcula-
tion, but the validity of this theorem follows also from the relations, described in Section 8, between the
magnetic systems considered in the present section and the non-magnetic systems considered in Section 4.
As we see from the above theorem, for an arbitrary γ ∈ {0, . . . , n + 1} the additional magnetic
potentials M
(δ)
r on the right hand sides of (6.6)–(6.8) are such that δ always belongs to {0, . . . , n + 1}.
This leads to the conclusion, that no matter what m ∈ {0, . . . , n+ 1} is, the set B must be of the form
B = Bγ = {0, . . . , γ} , γ ≤ n+ 1
so that the maximal possible set B is B = {0, . . . , n+ 1}. Having chosen γ ≤ n+1 we obtain hBr in (6.2)
of the form
hBr = Er +M
B
r = Er +Wr +
γ∑
k=0
dk(t1, . . . , tn)M
k
r , r = 1, . . . , n
whereB = {0, . . . , γ}. The functions dk(t) can now be determined from our four-step procedure, presented
in Section 4. This procedure will in the magnetic case yield a compatible and determined (contrary to
the non-magnetic case) system of PDE’s for dk.
Example 4 Let us illustrate this procedure in the case n = 3, m = 1 and γ = 3. Then the magnetic
quasi-Sta¨ckel Hamiltonians h
(3)
r in (6.2) attain the form
hBr = Er +
3∑
k=0
dk(t1, . . . , tn)M
(k)
r .
where in Viete´ coordinates Er are exactly as in the non-magnetic case, i.e. given by (4.15) and where
M
(k)
r are given by (6.3) and (7.4). In the first three steps of our procedure we deform the Hamiltonians
hBr to the Hamiltonians H
B
r given by (4.16). In the last step we find the functions dk from the Frobenius
condition (3.11). Inserting HBr given by (4.16) into the left hand side of (3.11) and demanding that the
results do not depend on the phase space coordinates we obtain a compatible set of first order PDE’s on
d0, . . . , d3 that can be again solved recursively. The solution is as follows
d0(t) = 0, d1(t) = b3(t2 + t
2
3), d2(t) = 2b3t3, d3(t) = b3 ∈ R,
where we choose the integration constants b0 = b1 = b2 = 0.
In general, applying our procedure we obtain a (n + 2)-parameter family of Frobenius integrable
systems, parametrized by the integration constants (b0, . . . , bn+1) (in Example 4 above we have b0 = b1 =
b2 = b4 = 0 and b3 ∈ R). In the magnetic case the Hamiltonians have no “tails” depending on some
non-dynamical variables, contrary to the non-magnetic case.
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7 Classification of Frobenius integrable deformations of two-
and three-dimensional quasi-Sta¨ckel systems with magnetic
potentials
In this section we present the complete list of Frobenius integrable deformations of two- and three-
dimensional quasi-Sta¨ckel systems with magnetic potentials. We always use the maximal set B =
{0, . . . , n+ 1}.
Let us first consider the case n = 2. As it was explained in Section 3 in this case HBr = h
B
r for each
m = 0, . . . , 3 and for each m we obtain a 4-parameter family of Frobenius integrable non-autonomous
Hamiltonian systems satisfying (3.11).
Explicitly, for m = 0 in Viete´ coordinates we get
hBr = Er + b3M
(3)
r + b2M
(2)
r + (b1 + 2b3t2)M
(1)
r + (b0 + b2t2 + b3t1)M
(0)
r ,
where Er are given by (5.2).
For m = 1
hBr = Er + b3M
(3)
r + (b2 + 2b3t2)M
(2)
r + [b1 + b2t2 + b3(t1 + t
2
2)]M
(1)
r + b0M
(0)
r ,
where Er are given by (5.4).
For m = 2
hBr = Er + b3M
(3)
r + (b2 + b3t1)M
(2)
r + b1M
(1)
r + b0 exp(t2)M
(0)
r ,
where Er are given by (5.6).
For m = 3
hBr = Er +M
(4)
r + b3 exp(t1)M
(3)
r + b2M
(2)
r + (b1 + b0t2)M
(1)
r + b0M
(0)
r ,
where Er are given by (5.8). Moreover, in Viete´ coordinates,
M
(0)
1 = p2, M
(0)
2 = p1 + q1p2,
M
(1)
1 = p1, M
(1)
2 = −q2p2,
M
(2)
1 = −q1p1 − q2p2, M
(2)
2 = −q2p1,
M
(3)
1 = (q
2
1 − q2)p1 + q1q2p2, M
(3)
2 = q1q2p1 + q
2
2p2.
The metric G is flat form = 0, 1, 2, so for these cases we can express all the formulas in the flat coordinates
(x, y).
Let us now consider the case n = 3. For eachm = 0, . . . , 4 we obtain a 5-parameter family of Frobenius
integrable non-autonomous Hamiltonian systems satisfying (3.11). For m = 0 we have a = g so HBr = h
B
r
for all r and our procedure yields
hBr = Er + b4M
(4)
r + b3M
(3)
r + (b2 + 3b4t3)M
(2)
r + (b1 + 2b3t3 + 2b4t2)M
(1)
r
+ [b0 + b2t3 + b3t2 + b4(
3
2
t23 + t1)]M
(0)
r , (7.1)
where Er are given by (5.10).
For m = 1, we have, by (3.16), HB1 = h
B
1 , H
B
2 = h
B
2 and H
B
3 = h
B
3 + t2h
B
1 where
hBr = Er + b4M
(4)
r + (b3 + 3b4t3)M
(3)
r + [b2 + 2b3t3 + b4(3t
2
3 + 2t2)]M
(2)
r
+ [b1 + b2t3 + b3(t
2
3 + t2) + b4(t
3
3 + 3t2t3 + t1)]M
(1)
r + b0M
(0)
r , (7.2)
where Er are given by (5.12).
For m = 2 we have a = g so HBr = h
B
r for all r with
hBr = Er + b4M
(4)
r + (b3 + 2b4t2)M
(3)
r + [b2 + b3t2 + b4(t
2
2 + t1)]M
(2)
r
+ b1M
(1)
r + b0 exp(t3)M
(0)
r ,
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where Er are given by (5.13).
For m = 3 we have, due to (3.17), HB1 = h
B
1 , H
B
3 = h
B
3 and H
B
2 = h
B
2 + t3h
B
3 with
hBr = Er + b4M
(4)
r + (b3 + b4t1)M
(3)
r + b2M
(2)
r
+ [b0t3 exp(2t2) + b1 exp(t2)]M
(1)
r + b0 exp(2t2)M
(0)
r ,
where Er are given by (5.14).
Finally, for m = 4 we have a = g so HBr = h
B
r for all r with
hBr = Er + b4 exp(t1)M
(4)
r + b3M
(3)
r + [b2 + b1t2 + b0(t
2
2 + t3)]M
(2)
r
+ (b1 + 2b0t2)M
(1)
r + b0M
(0)
r , (7.3)
where Er are given by (5.16).
Moreover, in Viete´ coordinates,
M
(0)
1 = p3, M
(0)
2 = p2 + q1p3, M
(0)
3 = p1 + q1p2 + q2p3,
M
(1)
1 = p2, M
(1)
2 = p1 + q1p2, M
(1)
3 = −q3p3,
M
(2)
1 = p1, M
(2)
2 = −q2p2 − q3p3, M
(2)
3 = −q3p2,
M
(3)
1 = −q1p1 − q2p2 − q3p3, M
(3)
2 = −q2p1 − q3p2, M
(3)
3 = −q3p1,
M
(4)
1 = (q
2
1 − q2)p1 + (q1q2 − q3)p2 M
(4)
2 = (q1q2 − q3)p1 + q
2
2p2 M
(4)
3 = q1q3p1 + q2q3p2
+ q1q3p3, + q2q3p3, + q
2
3p3.
(7.4)
As previously, the metric G is flat for m = 0, 1, 2, 3, so for these cases we can express all the formulas
in the flat coordinates (x, y).
8 Canonical transformations between both classes of non-au-
tonomous Frobenius integrable systems
In this section we construct a times-dependent canonical transformations (rational symplectic transfor-
mations [16]) between Frobenius integrable systems constructed in Section 4 and Frobenius integrable
systems constructed in Section 6. A major bonus of this construction is that it will allow us to find the set
of first order PDE’s, described in our four-step procedure, for the functions dγ(t1, . . . , tn), ζr,j(t1, . . . , tr−1)
and ζr,r+j(tr+1, . . . , tn) in an explicit form.
In the case of the ordinary potentials, considered in Section 4, we have constructed a (2n+3)-parameter
family of non-autonomous Frobenius integrable systems with n + 3 dynamical parameters (and n non-
dynamical parameters) and in the case of systems with magnetic potentials, considered in Section 6, we
obtained a (n+ 2)-parameter family. In order to relate both classes through a canonical transformation
we have thus to extend the systems with magnetic potentials by an additional parameter. Instead of (6.1),
we consider thus the following quasi-separation relations, extended by the simplest nontrivial ordinary
separable potential generated by e(t1, . . . , tn)λ
n
i ,
e(t1, . . . , tn)λ
n
i +
n+1∑
γ=0
dγ(t1, . . . , tn)λ
γ
i µi +
n∑
r=1
λn−ri h
B
r =
1
2
λmi µ
2
i +
n∑
k=1
vik(λ)µk, i = 1, . . . , n, (8.1)
so that, as before, B = {0, . . . , n+ 1} but now
hBr = Er +Wr +
n+1∑
γ=0
dγ(t1, . . . , tn)M
(γ)
r + e(t1, . . . , tn)V
(n)
r , r = 1, . . . , n. (8.2)
Let us first discuss the dependence of e(t1, . . . , tn) on times tr. From Theorem 1 and the Frobenius
condition (3.11) it follows that for the time-dependent coefficient e at λni in the non-magnetic system
∂e(λ)
∂tr
= 0 for m = 0, . . . , n,
∂e(λ)
∂tr
= e(λ)δ1,r for m = n+ 1. (8.3)
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Thus, e(t1, . . . , tn) = b = const for m = 0, . . . , n and e(t1, . . . , tn) = b exp(t1) for m = n+ 1.
Rearranging terms in (8.1), we obtain
2n−m+2∑
α=−m
c′α(t)λ
α
i +
n∑
r=1
λn−ri h
B
r =
1
2
λmi
(
µi −
n+1∑
γ=0
dγ(t)λ
γ−m
i
)2
+
n∑
k=1
vik(λ)µk, i = 1, . . . , n, (8.4)
where 2n+ 3 functions c′α(t) are uniquely defined through the polynomial relation
2n−m+2∑
α=−m
c′αλ
α =
1
2
λm
(
n+1∑
γ=0
dγλ
γ−m
)2
+ eλn. (8.5)
Rewriting (8.4) in new variables λ′i, µ
′
i defined through the canonical transformation depending on all
times
λ′i =
∂F (λ, µ′, t)
∂µ′i
= λi, µi =
∂F (λ, µ′, t)
∂λi
= µ′i +
n+1∑
γ=0
dγ(t1, . . . , tn)λ
γ−m
i , i = 1, . . . , n, (8.6)
and generated by
F (λ, µ′, t) =
n∑
i=1
(
λiµ
′
i +
n+1∑
γ=0
1
γ −m+ 1
dγ(t)λ
γ−m+1
i
)
, (8.7)
(we stress that this transformation depends onm) we obtain that Hamiltonians hBr in the new coordinates
are given by
hBr (λ, µ
′, t) = E′r +W
′
r +
2n−m+2∑
α=−m
c′α(t)V
(α)
r + Sr(t, λ), (8.8)
where E′r and W
′
r are obtained from Er, Wr by replacing each µi by µ
′
i, and where Sr =Wr −W
′
r.
Let us introduce the following notation:
Zk =
n∑
i=1
λki , k ∈ Z
and further
Z1 = dn+1Z1
Zr =
r∑
k=1
dn−r+1+kZk, r ∈ I
m
1 ,
Zr = −
n−r+1∑
k=1
dn−r+1−kZ−k, r ∈ I
m
2 .
(8.9)
Note that contrary to Zk the functions Zr on Q do depend both on ts and on m. We are now in position
to formulate the following theorem.
Theorem 3 The functions Sr =Wr −W
′
r are given by
S1 = −Z1 − dn+1V
(n)
1 = 0, (8.10a)
Sr = −(r − 1)dn−r+1 −Zr − dn+1V
(n)
r , r ∈ I
m
1 , (8.10b)
Sr = (n− r + 1)dn−r+1 −Zr − dn+1V
(n)
r , r ∈ I
m
2 , (8.10c)
The proof of this theorem can be found in Appendix B.
Let us now demand that the Frobenius integrable systems, defined by the deformations (3.13) and
(3.14) of Hamiltonians (4.2) and (8.2), are related by the times-dependent canonical transformation (8.6).
Thus, according to the Hamilton-Jacobi theory of time-dependent canonical transformations (rational
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symplectic transformations [16]), we demand that, at least up to terms independent of the phase space
coordinates (and for the same m)
HAr (λ, µ
′, t) = HBr (λ, µ
′, t) +
∂F (λ, µ′, t)
∂tr
, (8.11)
where, due to (8.7),
∂F (λ, µ′, t)
∂tr
=
n+1∑
γ=0
1
γ −m+ 1
∂dγ(t)
∂tr
Zγ−m+1. (8.12)
Consider first the Hamiltonians hBr for whichH
B
m,r = h
B
m,r (i.e. when r ∈ {1, . . . , κ1}∪{n− κ2 + 1, . . . , n},
see again (3.13) and (3.14)). In such cases, according to (8.8) and (8.11), we demand that
2n−m+2∑
α=−m
c′α(t)V
(α)
r + Sr(t, λ) +
∂F (λ, µ′, t)
∂tr
=
2n−m+2∑
α=−m
cα(t)V
(α)
r , r = 1, . . . , n. (8.13)
In order to satisfy this demand, it is necessary and sufficient to demand (since the terms in (8.13) that
contain basic separable potentials must cancel on their own)
2n−m+2∑
α=−m
c′α(t)V
(α)
r − dn+1V
(n)
r =
2n−m+2∑
α=−m
cα(t)V
(α)
r (8.14)
which due to the functional independence of V
(α)
r yields the map between cα and c
′
α:
cα = c
′
α for α 6= n, cn = c
′
n − dn+1 (8.15)
and moreover that, according to (8.10a)–(8.10c) and (8.9)
∂F
∂tr
= Zr, r ∈ {1, . . . , κ1} ∪ {n+ 1− κ2, . . . , n} (8.16)
For the remaining values of r we have to take in (8.16) an appropriate time dependent linear combinations
of Zr derived for geodesic parts in Section 3 (given by (3.13) and (3.14)). Thus, we have to require that
∂F
∂tr
=
r∑
j=1
ζr,j(t1, . . . , tr−1)Zj , r ∈ {κ1 + 1, . . . , n−m+ 1} ⊂ I
m
1 ,
∂F
∂tr
=
n−r∑
j=0
ζr,r+j(tr+1, . . . , tn)Zn+j , r ∈ {n−m+ 2, . . . , n− κ2} ⊂ I
m
2 .
(8.17)
Comparing coefficients at Zk in (8.16) and in (8.17) on one side and in (8.12) on the other side we
obtain, after some calculations, the following theorem.
Theorem 4 The Frobenius integrable systems defined by the deformations (3.13) and (3.14) of Hamil-
tonians defined by (4.2) and by (8.2) are related by the canonical transformation (8.6) provided that
functions dγ satisfy the following set of linear first-order PDE’s:
1. For r ∈ {1, . . . , κ1} ⊂ {1} ∪ I
m
1
∂dγ
∂tr
= 0, γ 6= m, . . . ,m+ r − 1
∂dγ
∂tr
= (γ −m+ 1)dn−m+2+γ−r, γ = m, . . . ,m+ r − 1.
(8.18)
2. For r ∈ {κ1 + 1, . . . , n−m+ 1} ⊂ I
m
1
∂dγ
∂tr
= 0, γ 6= m, . . . ,m+ r − 1
∂dγ
∂tr
= (γ −m+ 1)
r∑
j=γ−m+1
ζr,j(t1, . . . , tr−1)dn−m+2+γ−j, γ = m, . . . ,m+ r − 1.
(8.19)
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3. For r ∈ {n−m+ 2, . . . , n− κ2} ⊂ I
m
2
∂dγ
∂tr
= 0, γ 6= r − (n−m+ 2), . . . ,m− 2
∂dγ
∂tr
= −(γ −m+ 1)
n−m+2+γ−r∑
j=0
ζr,r+j(tr+1, . . . , tn)dn−m+2+γ−r−j, γ = r − (n−m+ 2), . . . ,m− 2.
(8.20)
4. For r ∈ {n+ 1− κ2, . . . , n} ⊂ I
m
2
∂dγ
∂tr
= 0, γ 6= r − (n−m+ 2), . . . ,m− 2
∂dγ
∂tr
= −(γ −m+ 1)dn−m+2+γ−r, γ = r − (n−m+ 2), . . . ,m− 2.
(8.21)
Besides, the functions ζr,j(t1, . . . , tr−1) and ζr,r+j(tr+1, . . . , tn) in (3.13)–(3.14) can be calculated from
the system of first-order PDE’s resulting from the compatibility conditions
∂2dγ
∂tr∂ts
=
∂2dγ
∂ts∂tr
, r, s = 1, . . . , n (8.22)
if we choose all integration constants in (8.22) to be zero.
The above system of first order PDE’s for coefficients ζr,j , ζr,r+j and dγ can be solved recursively,
giving explicit time dependence for each ζr,j(t1, . . . , tr−1) and ζr,r+j(tr+1, . . . , tn) from (3.13) and (3.14)
and for each dγ(t1, . . . , tn) from (8.1). The same coefficients were derived in Sections 3, 6 and 7, separately
for each case, directly from Frobenius conditions (3.11). Finally, the coefficients cα(t1, . . . , tn), α =
−m, . . . , 2n−m+ 2 from (4.14) are reconstructed by the relations (8.5), (8.14) and allow us to express
the dynamical and non-dynamical parameters ak as functions ak = ak(b0, . . . , bn+1, b), k = −m, . . . , 2n−
m+ 2.
Let us illustrate this transformation for n = 3 and m = 0, 1 and 4. For m = 0 as HBr = h
B
r for all r
so, according to (8.18), we get the following set of first order PDE’s for d0, . . . , d4:
∂d4
∂tk
= 0,
∂d3
∂tk
= 0, k = 1, 2, 3,
∂d2
∂t1
= 0,
∂d2
∂t2
= 0,
∂d2
∂t3
= 3d4,
∂d1
∂t1
= 0,
∂d1
∂t2
= 2d4,
∂d1
∂t3
= 2d3,
∂d0
∂t1
= d4,
∂d0
∂t2
= d3,
∂d0
∂t3
= d2,
which are solved recursively to
d4(t) = b4, d3(t) = b3, d2(t) = b2 + 3b4t3, d1(t) = b1 + 2b3t3 + 2b4t2,
d0(t) = b0 + b2t3 + b3t2 + b4(t1 +
3
2 t
2
3)
obtained previously in (7.1). Moreover, using the combined maps (8.5) and (8.14) (or (8.15)) we easily re-
construct the coefficients cα(t1, t2, t3) in Hamiltonians (5.9), which yields the map ak = ak(b0, . . . , bn+1, b)
that for dynamical parameters ak read:
a8 =
1
2
b24, a7 = b3b4, a6 =
1
2
b23 + b2b4, a5 = b1b4 + b2b3,
a4 =
1
2
b22 + b0b4 + b1b3, a3 = b0b3 + b1b2 + b− b4.
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For m = 1, as HB1 = h
B
1 , H
B
2 = h
B
2 and H
B
3 = h
B
3 + ζ1(t1, t2)h
B
1 + ζ2(t1, t2)h
B
2 , so, according to
(8.22), (8.18) and (8.19), we get the following set of first order PDE’s
∂ζ2
∂t1
= 0,
∂ζ2
∂t2
= 0,
∂ζ1
∂t1
= 0,
∂ζ1
∂t2
= 1,
∂d4
∂tk
= 0,
∂d0
∂tk
= 0, k = 1, 2, 3,
∂d3
∂t1
= 0,
∂d3
∂t2
= 0,
∂d3
∂t3
= 3d4,
∂d2
∂t1
= 0,
∂d2
∂t2
= 2d4,
∂d2
∂t3
= 2d3 + 2ζ2d4,
∂d1
∂t1
= d4,
∂d1
∂t2
= d3,
∂d1
∂t3
= d2 + ζ2d3 + ζ1d4,
which are solved recursively to
ζ2(t) = 0, ζ1(t) = t2, d4(t) = b4, d0(t) = b0,
d3(t) = b3 + 3b4t3, d2(t) = b2 + 2b3t3 + b4(3t
2
3 + 2t2),
d1(t) = b1 + b2t3 + b3(t
2
3 + t2) + b4(t
3
3 + 3t2t3 + t1),
(8.23)
obtained previously in (7.2). Again, the formulas (8.5) and (8.14) reconstruct coefficients cα(t1, t2, t3) of
the case (5.11), and the map ak = ak(b0, . . . , bn+1, b) becomes:
a7 =
1
2
b24, a6 = b3b4, a5 =
1
2
b23 + b2b4, a4 = b1b4 + b2b3, (8.24)
a3 =
1
2
b22 + b0b4 + b1b3 + b− b4, a−1 =
1
2
b20.
Finally, for m = 4, as again HBr = h
B
r for all r so, according to (8.18) and (8.21) we get the following
set of first order PDE’s
∂d3
∂tk
= 0,
∂d0
∂tk
= 0, k = 1, 2, 3,
∂d4
∂t1
= d4,
∂d4
∂t2
= 0,
∂d4
∂t3
= 0,
∂d1
∂t1
= 0,
∂d1
∂t2
= 2d0,
∂d1
∂t3
= 0,
∂d2
∂t1
= 0,
∂d2
∂t2
= d1,
∂d2
∂t3
= d0,
which are solved to
d0(t) = b0, d3(t) = b3, d4(t) = b4 exp(t1), d1(t) = 2b0t2 + b1, d2(t) = b0(t3 + t
2
2) + b1t2 + b2,
obtained previously in (7.3). The formulas (8.5) and (8.14) reconstruct the coefficients cα(t1, t2, t3) of the
case (5.15), yielding the map ak = ak(b0, . . . , bn+1, b) given by
a4 =
1
2
b24, a3 = −
1
2
b24+b3b4+b−b4, a−1 = b0b3+b1b2, a−2 =
1
2
b21+b2b0, a−3 = b1b0, a−4 =
1
2
b20.
An elementary calculation using Lemma 1 shows that in the Viete´ coordinates (3.9) the transformation
(8.6) takes the form
qi = q
′
i, pi = p
′
i +
n+1∑
γ=0
dγ(t1, . . . , tn)V
(n−m−i+γ)
1 . (8.25)
Also the functions Zk are expressible by basic separable potentials (see B.3).
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Example 5 Let us relate the Hamiltonian system from Example 4 with the Hamiltomian system from
Example 2. For n = 3, m = 1 and b0 = b1 = b2 = b4 = b = 0, b3 ∈ R, the relation (8.23) becomes
d0(t) = 0, d1 = b3(t2 + t
2
3), d2(t) = 2b3t3, d3(t) = b3, d4(t) = 0.
Moreover, in accordance with (B.3)
Z1 = −q1, Z2 = q
2
1 − 2q2, Z3 = −q
3
1 + 3q1q2 − 3q3,
so that (8.16) and (8.17) become
∂F
∂t1
= Z1 = d4Z1 = 0,
∂F
∂t2
= Z2 = d3Z1 + d4Z2 = −b3q1,
∂F
∂t3
= Z3 + t2Z1 = d3Z2 + d2Z1 = b3(q
2
1 − 2q2)− 2b3t3q1,
while the transformation (8.25) specifies to
qi = q
′
i, i = 1, 2, 3,
p1 = p
′
1 + b3V
(4)
1 + 2b3t3V
(3)
1 + b3(t2 + t
2
3)V
(2)
1 = p
′
1 + b3(q2 − q
2
1) + 2b3t3q1 − b3(t2 + t
2
3),
p2 = p
′
2 + b3V
(3)
1 + 2b3t3V
(2)
1 + b3(t2 + t
2
3)V
(1)
1 = p
′
2 + b3q1 − 2b3t3,
p3 = p
′
3 − b3.
Then, according to our theory (cf. (8.11)) and provided that (see (8.24)) a5 =
1
2b
2
3:
HAr (q, p
′, t) = HBr (q, p
′, t) +
∂F (q, p′, t)
∂tr
, r = 1, . . . , n
while the non-dynamical parameters in HAr are given by
c0 = 2b3(t2 + t
2
3)t3, c1 =
1
2
b23(t
2
2 + t
4
3 + 2t2t
2
3) + 2b3t3, c2 = 2b
2
3(t2 + t
2
3)t3,
which is another particular solution of (4.17) in Example 2.
As the map (b0, . . . , bn+1, b) → (a−m, . . . , a−1, an, . . . , a2n−m+2) is not bijective, not every system
with ordinary potential has a representation with magnetic potential. To illustrate such a case, let us
consider the non-autonomous He´non-Heiles system from Example 3. For the case n = 2 and m = 1 we
get
d3(t) = b3, d2(t) = b2 + 2b3t2, d1(t) = b1 + b2t2 + b3(t1 + t
2
2), d0 = b0
and the map (b0, . . . , b3, b)→ (a−1, a2, . . . , a5) is
a5 =
1
2
b23, a4 = b2b3, a3 =
1
2
b22 + b1b3, a2 = b0b3 + b1b2 + b− b3, a−1 =
1
2
b0. (8.26)
For the non-autonomous He´non-Heiles system in Example 3 we have a5 = a3 = a2 = 0, a4 = −1,
a−1 = −
1
4α and for such a choice the system (8.26) has no solutions for (b0, . . . , b3, b). In consequence,
the non-autonomous He´non-Heiles system has no equivalent representation with magnetic potentials.
Remark 2 Let us observe that for non-autonomous Hamiltonians Hk, k ∈ I
m
2 , the evolution parameter
tn+2−m enters through the exponential function. Thus we can introduce new evolution parameter
t′n+2−m = exp(tn+2−m)→
d
dtn+2−m
= t′n+2−m
d
dt′n+2−m
so that
ξt′
n+2−m
= Yn+2−m(ξ, t1, . . . , t
′
n+2−m, . . . , tn) = pid
(
1
t′n+2−m
Hr(ξ, t1, . . . , t
′
n+2−m, . . . , tn)
)
.
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9 One-dimensional magnetic systems and Painleve´ equations
We will now demonstrate how the trivial case n = 1 with m = 0, 1, 2 leads to the well known Painleve´
equations PI − PIV . The magnetic separation relations (8.1) take in this case the simple form
e(t)λ1 +
[
d0(t) + d1(t)λ1 + d2(t)λ
2
1
]
µ1 + h
B =
1
2
λm1 µ
2
1
with m being either 1, 2 or 3 (note that the quasi-Sta¨ckel term is absent now) and thus, the Hamiltonian
with magnetic potential written in the Viete´ coordinates λ1 = −q and µ1 = p is
hB =
1
2
(−q)mp2 −
[
d0(t)− d1(t)q + d2(t)q
2
]
p+ e(t)q. (9.1)
The formulas (8.16) and (8.17) reduce to
dF
dt
= d2Z1 = −d2q
while the set of PDE’s (8.18)–(8.21) in Theorem 4 has the solution
for m = 0: d2(t) = b2, d1(t) = b1, d0(t) = b2t+ b0, with e(t) = b,
for m = 1: d2(t) = b2, d0(t) = b0, d1(t) = b2t+ b1, with e(t) = b,
for m = 2: d0(t) = b0, d1(t) = b1, d2(t) = b2 exp(t), with e(t) = b exp(t).
Let us now compute, with the help of Theorem 4 and the transformation formula (8.11), the non-
magnetic representations of the Hamiltonian (9.1). Consider first the case m = 0. Applying in this case
the transformation formula (8.11) to (9.1) we get (up to terms independent on q and p), the non-magnetic
Hamiltonian
hA =
1
2
p2 − a4q
4 + a3q
3 − (2a4t+ a2)q
2 + (a3t+ a1)q
where, according with our theory
a4 =
1
2
b22, a3 = b1b2, a2 =
1
2
b21 + b0b2, a1 = b0b1 + b− b2.
Eliminating p from the corresponding Hamiltonian equations of motion we get
qtt = 4a4q
3 + 3a3q
2 + 2(2a4t+ a2)q + (a3t+ a1). (9.2)
For a4 = a2 = a1 = 0 and a3 = 1 this equation reduces to
qtt = 3q
2 + t, (9.3)
which after rescaling q → 2
3
5 q, t→ 2
1
5 t becomes the Painleve´ I equation
qtt = 6q
2 + t,
while for a4 =
1
4 , a3 = a2 = 0 and a1 = α the equation (9.2) reduces to
qtt = q
3 + tq + α, (9.4)
which up to the rescaling q → 2
1
2 q, α→ 2−
1
2α is the Painleve´ II equation
qtt = 2q
3 + tq + α.
Observe that from (8.5) it follows that Painleve´ I equation (9.3) does not have any representation with
magnetic potential, while Painleve´ II equation (9.4) has the magnetic representation (9.1) with b0 = b1 =
0, b2 = 2
1
2 , b = α.
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For m = 1, the corresponding non-magnetic Hamiltonian attains the form
hA = −
1
2
qp2 + a3q
3 − (2a3t+ a2)q
2 + (a3t
2 + a2t+ a1)q + a−1q
−1, (9.5)
(again up to terms independent on q and p) where
a3 =
1
2
b22, a2 = b1b2, a1 =
1
2
b21 + b0b2 + b − b2, a−1 =
1
2
b20. (9.6)
Eliminating p from Hamiltonian equations of motion we obtain
qqtt =
1
2
q2t + 3a3q
4 − 2(2a3t+ a2)q
3 + (a3t
2 + a2t+ a1)q
2 − a−1. (9.7)
For a3 = 1 and a2 = 0 the equation (9.7) reduces to
qqtt =
1
2
q2t + 3q
4 − 4tq3 + (t2 + a1)q
2 − a−1 (9.8)
which after rescaling t→ 2
1
4 t, q → −2−
3
4 q, 2−
1
2 a1 = α and 4a−1 = β is the Painleve´ IV equation
qqtt =
1
2
q2t +
3
2
q4 + 4tq3 + 2(t2 − α)q2 + β.
Observe that from (9.6) it follows that the equation (9.8), and thus so Painleve´ IV, has the magnetic
representation (9.1) for b1 = 0 and
1
2 b
2
2 = 1.
Finally, for m = 2, the corresponding non-magnetic Hamiltonian becomes
hA =
1
t′
(
1
2
q2p2 − a2t
′2q2 + a1t
′q + a−1q
−1 − a−2q
−2
)
,
where
a2 =
1
2
b22, a1 = b1b2 + b− b2, a−1 = b0b1, a−1 =
1
2
b20
and
t′qqt′t′ = t
′q2t′ − qqt′ + 2a2t
′q4 − a1q
3 + a−1
1
t′
q − 2a−2
1
t′
, (9.9)
where, according to Remark 2, t′ = exp(t). The transformation
t′ =
1
2
t2, q →
1
t
q,
turns (9.9) to the form
tqqtt = tq
2
t − qqt + 2a4tq
4 − 2a3q
3 + 4a2q − 8a1t
with the Hamiltonian
h =
1
t
(
1
2
q2p2 − a4t
2q2 + 2a3tq + 4a2tq
−1 − 4a1t
2q−2
)
which is exactly the Painleve´ III equation
tqqtt = tq
2
t − qqt + γtq
4 + αq3 + βq + δt
with
−8a1 = δ, 4a2 = β, −2a3 = α, 2a4 = γ.
Thus, within our formalism, we have rediscovered the first four one-field Painleve´ equations PI − PIV .
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Appendix A
In this Appendix we prove Theorem 1. We prove only the case (i) of the theorem as other cases can
be treated similarly. We start by proving (4.9), that is, we will prove that for any r, s ∈ {1} ∪ Im1 =
{1, 2, . . . , n−m+ 1} and for any k = 1, . . . ,m{
h(−k)r , h
(−k)
s
}
= (s− r)h
(−k)
r+s+m−n−2, (A.1)
where
h(−k)r = hr + V
(−k)
r = Er +Wr + V
(−k)
r .
Note first that 0 < m ≤ n − 1 in this case as for m = 0 there is no k. We have, due to (3.7) and since
the Sta¨ckel Hamiltonians Er + V
(−k)
r and Es + V
(−k)
s Poisson commute,{
h(−k)r , h
(−k)
s
}
=
{
hr + V
(−k)
r , hs + V
(−k)
s
}
=
{
Er +Wr + V
(−k)
r , Es +Ws + V
(−k)
s
}
= (s− r) (Er+s+m−n−2 +Wr+s+m−n−2) +
{
Wr, V
(−k)
s
}
+
{
V (−k)r ,Ws
}
so in order to prove (A.1) it suffices to prove that for any r, s ∈ {1} ∪ Im1 = {1, 2, . . . , n−m+ 1} and for
any k = 1, . . . ,m {
Wr, V
(−k)
s
}
+
{
V (−k)r ,Ws
}
= (s− r)V
(−k)
r+s+m−n−2. (A.2)
Note first that the following relations hold:
for k = 1, 2, . . .
∂V
(−k)
r
∂qi
=
∂V
(−k+1)
r
∂qi+1
+ δr,i+1V
(−k)
1 , i = 1, 2, . . . , n− 1, (A.3)
for r = 1, . . . , n and k ∈ Z
V (−k)r = V
(−k+1)
r−1 −
qr−1
qn
V (−k+1)n (A.4)
and
V
(−k)
1 = −
1
qn
V (−k+1)n , (A.5)
where of course (A.5) follows from (A.4). The recursion (A.4) can be reversed yielding for r = 1, . . . , n
and k ∈ Z
V (k+1)r = V
(k)
r+1 − qrV
(k)
1 . (A.6)
Further
∂Wr
∂pi
= (n+ 1−m− i)qr+i+m−n−2, where qj = 0 if j > n or j < 0. (A.7)
For r, s ∈ Im1 = {2, . . . , n −m + 1} and 0 < m < n − 1 we will prove (A.2) by induction. Since in the
process of induction we will pass between systems with different m, we will in the rest of the proof denote
Wr with a given m by Wm,r and likewise h
(−k)
r with a given m by h
(−k)
m,r and h
(n+k)
r with a given m by
h
(n+k)
m,r . We start from the easy proved relations for k = 1 and 0 < m < n− 1{
V (−1)r ,Wm,s
}
+
{
Wm,r, V
(−1)
s
}
= (s− r)V
(−1)
r+s+m−n−2.
Assuming now that (A.2) is true for a pair (k,m) such that k ≤ m ≤ n− 2, we will prove that the same
formula is valid for the pair (k+1,m+1) for all r, s ∈ Im+11 , which will prove that (A.2) is valid for any
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r, s ∈ Im1 = {2, . . . , n −m + 1} and for any k = 1, . . . ,m. The induction terminates when m = n − 2.
Observe also that the functions Wm,s do not depend on pn−m+1, . . . , pn. Then, for r, s = 2, . . . , n−m{
V (−k−1)r ,Wm+1,s
}
+
{
Wm+1,r, V
(−k−1)
s
}
(A.7)
=
n−(m+1)∑
i=1
(n−m− i)
[
qs+i+m−n−1
∂V
(−k−1)
r
∂qi
− qr+i+m−n−1
∂V
(−k−1)
s
∂qi
]
(A.3)
=
n−(m+1)∑
i=1
(n−m− i)
[
qs+i+m−n−1
(
∂V
(−k)
r
∂qi+1
+ δr,i+1V
(−k−1)
1
)
− qr+i+m−n−1
(
∂V
(−k)
s
∂qi+1
+ δs,i+1V
(−k−1)
1
)]
=
n−(m+1)∑
i=1
(n−m− i)
[
qs+i+m−n−1
∂V
(−k)
r
∂qi+1
− qr+i+m−n−1
∂V
(−k)
s
∂qi+1
]
+ (s− r)qr+s+m−n−2V
(−k−1)
1
=
n−m∑
i=2
(n+ 1−m− i)
[
qs+i+m−n−2
∂V
(−k)
r
∂qi
− qr+i+m−n−2
∂V
(−k)
s
∂qi
]
+ (s− r)qr+s+m−n−2V
(−k−1)
1
=
{
V (−k)r ,Wm,s
}
+
{
Wm,r, V
(−k)
s
}
− (n−m)
[
=0
qs+m−n−1
∂V
(−k)
r
∂q1
−
=0
qr+m−n−1
∂V
(−k)
s
∂q1
]
+ (s− r)qr+s+m−n−2V
(−k−1)
1
(A.2)
= (s− r)
[
V
(−k)
r+s+m−n−2 + qr+s+m−n−2V
(−k−1)
1
]
(A.5)
= (s− r)
[
V
(−k)
r+s+m−n−2 −
qr+s+m−n−2
qn
V (−k)n
]
(A.4)
= (s− r)V
(−k−1)
r+s+m−n−1,
thus (A.2) is valid for (k + 1,m+ 1) which concludes the inductive proof. The fact that qs+m−n−1 = 0
in the third line from below is since s+m− n− 1 ≤ −1. For the same reasons we have qr+m−n−1 = 0.
Finally we have {
h
(−k)
m,1 , h
(−k)
m,s
}
=
{
V
(−k)
1 ,Wm,s
}
= 0, 1 ≤ k ≤ m, s ∈ Im1
as V
(−k)
1 = V
(−k)
1 (qn, . . . , qn−k+1) and Wm,s functions do not depend on pn−m+1, . . . , pn.
Let us now prove (4.8), i.e. for any r, s ∈ Im1 and for any k = 0, . . . , n−m+ 2 we have{
h(n+k)m,r , h
(n+k)
m,s
}
= (s− r)h
(n+k)
m,r+s+m−n−2
+ (2r + k +m− n− 2)V (r+k+m−2)s − (2s+ k +m− n− 2)V
(s+k+m−2)
r . (A.8)
By a reasoning analogous to the one above, the proof of (A.8) boils down to proving that the following
relation is valid for any r, s ∈ {1} ∪ Im1 and for any k = 0, . . . , n−m+ 2:{
V (n+k)r ,Wm,s
}
+
{
Wm,r, V
(n+k)
s
}
= (s− r)V
(n+k)
r+s+m−n−2 + (2r +m+ k − n− 2)V
(r+m+k−2)
s
− (2s+m+ k − n− 2)V (s+m+k−2)r . (A.9)
Again, we will proceed by induction. We start by noting that the formula (A.9) is easily proved for
k = 0, . . . , 4, 0 ≤ m ≤ n − 1 and r, s ∈ {1} ∪ Im1 = {1, 2, . . . , n −m + 1}. Assuming now that (A.9) is
true for a pair (k,m) such that 0 ≤ k ≤ n−m+ 2 we prove below that the same formula is valid for the
pair (k − 1,m + 1) and for r, s ∈ {1} ∪ Im+11 . The induction terminates if either k = 0 or m = n − 1.
We also remind that Wm,s do not depend on pn−m+1, . . . , pn. So, for r, s ∈ {1} ∪ I
m+1
1 , m ≤ n− 2 and
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k ≤ n−m+ 2{
V (n+k−1)r ,Wm+1,s
}
+
{
Wm+1,r, V
(n+k−1)
s
}
(A.7)
=
n−(m+1)∑
i=1
(n−m− i)
[
qs+i+m−n−1
∂V
(n+k−1)
r
∂qi
− qr+i+m−n−1
∂V
(n+k−1)
s
∂qi
]
(A.3)
=
n−(m+1)∑
i=1
(n−m− i)
[
qs+i+m−n−1
(
∂V
(n+k)
r
∂qi+1
+ δi+1,rV
(n+k−1)
1
)
− qr+i+m−n−1
(
∂V
(n+k)
s
∂qi+1
+ δi+1,sV
(n+k−1)
1
)]
=
n−(m+1)∑
i=1
(n−m− i)
[
qs+i+m−n−1
∂V
(n+k)
r
∂qi+1
− qr+i+m−n−1
∂V
(n+k)
s
∂qi+1
]
+ (s− r)qr+s+m−n−2V
(n+k−1)
1
=
n−m∑
i=2
(n+ 1−m− i)
[
qs+i+m−n−2
∂V
(n+k)
r
∂qi
− qr+i+m−n−2
∂V
(n+k)
s
∂qi
]
+ (s− r)qr+s+m−n−2V
(n+k−1)
1
=
{
V (n+k)r ,Wm,s
}
+
{
Wm,r, V
(n,n+k)
s
}
− (n−m)
[
=0
qs+m−n−1
∂V
(n+k)
r
∂q1
−
=0
qr+m−n−1
∂V
(n+k)
s
∂q1
]
+ (s− r)qr+s+m−n−2V
(n+k−1)
1
(A.9)
= (s− r)V
(n+k)
r+s+m−n−2 + (2r +m+ k − n− 2)V
(r+m+k−2)
s − (2s+m+ k − n− 2)V
(s+m+k−2)
r
+ (s− r)qr+s+m−n−2V
(n+k−1)
1
= (s− r)
[
V
(n+k)
r+s+m−n−2 + qr+s+m−n−2V
(n+k−1)
1
]
+ (2r +m+ k − n− 2)V (r+m+k−2)s
− (2s+m+ k − n− 2)V (s+m+k−2)r
(A.6)
= (s− r)V
(n+k−1)
r+s+m−n−1 + (2r +m+ k − n− 2)V
(r+m+k−2)
s − (2s+m+ k − n− 2)V
(s+m+k−2)
r
which is exactly (A.9) for the pair (k − 1,m+ 1). Again, qs+m−n−1 = 0 since s+m− n− 1 ≤ −1. This
concludes the proof.
Appendix B
The proof of (8.10a) is immediate. In what follows we will present the proof of (8.10b). Formula (8.10c)
can be proved analogically. With the help of (8.5) we have that
Sr =Wr −W
′
r =
n∑
i=1
(µi − µ
′
i)J
i
r =
n∑
i=1
n+1∑
γ=0
J irdγλ
γ−m
i ,
where according to (3.4)
J ir = −
r−1∑
k=1
kρr−k−1
λm+k−1i
∆i
, r ∈ Im1 .
Thus
Sr = −
n∑
i=1
n+1∑
γ=0
r−1∑
k=1
kρr−k−1dγ
λ
γ+k−1
i
∆i
. (B.1)
Next, observe that by virtue of (4.3) the basic potentials V
(γ)
k can be written in the following way
V
(γ)
k =
n∑
i=1
∂ρk
∂λi
λ
γ
i
∆i
= −
n∑
i=1
k−1∑
s=0
ρs
λ
γ+k−s−1
i
∆i
,
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where we have used the first identity in (6.4):
∂ρk
∂λi
= −
k−1∑
s=0
ρsλ
k−s−1
i .
Thus, the formula (B.1) takes the form
Sr = −
n∑
i=1
n+1∑
γ=0
r−2∑
s=0
(r − s− 1)dγρs
λ
γ+r−s−2
i
∆i
= −
n∑
i=1
n+1∑
γ=0
r−1∑
k=1
k−1∑
s=0
dγρs
λ
γ+r−s−2
i
∆i
=
n+1∑
γ=0
r−1∑
k=1
dγV
(γ+r−k−1)
k
=
r∑
γ=−n+r−1
dγ+n−r+1
r−1∑
k=1
V
(n+γ−k)
k , (B.2)
where we have used the identity
r−2∑
s=0
(r − s− 1)as =
r−1∑
k=1
k−1∑
s=0
as.
From (4.6) we get that V
(n−k)
k = −1 for k = 1, . . . , n and V
(n+γ−k)
k = 0 for k = 1, . . . , r − 1 and
γ = −n+ r−1, . . . ,−1 or k = 1, . . . , n and γ = 1, . . . , k−1. With the help of these formulas the equation
(B.2) can be written in the form
Sr = −(r − 1)dn−r+1 +
r∑
γ=1
dγ+n−r+1
r−1∑
k=1
V
(n+γ−k)
k
= −(r − 1)dn−r+1 +
r∑
γ=1
dγ+n−r+1
r∑
k=1
V
(n+γ−k)
k −
r∑
γ=1
dγ+n−r+1V
(n+γ−r)
r
= −(r − 1)dn−r+1 +
r∑
γ=1
dγ+n−r+1
γ∑
k=1
V
(n+γ−k)
k − dn+1V
(n)
r .
Assuming that
γ∑
k=1
V
(n+γ−k)
k = −Zγ , γ = 1, . . . , r (B.3)
we get (8.10b). In what follows we will show that formula (B.3) indeed holds.
We will prove (B.3) by induction. For γ = 1 this formula clearly holds since
V
(n)
1 = ρ1 = −λ1 − · · · − λn = −Z1.
Now, let us fix s ∈ {2, 3, . . . } and assume that formula (B.3) holds for every γ < s. We will show that it
holds for γ = s. Using the recursive formula (A.6)
V
(α)
k = V
(α−1)
k+1 − ρkV
(α−1)
1 (B.4)
we get that
s∑
k=1
V
(n+s−k)
k = V
(n+s−1)
1 + V
(n+s−2)
2 + V
(n+s−3)
3 + · · ·+ V
(n+1)
s−1 + V
(n)
s
= −ρ1V
(n+s−2)
1 + 2V
(n+s−2)
2 + V
(n+s−3)
3 + · · ·+ V
(n+1)
s−1 + V
(n)
s
= −ρ1V
(n+s−2)
1 − 2ρ2V
(n+s−3)
1 + 3V
(n+s−3)
3 + · · ·+ V
(n+1)
s−1 + V
(n)
s
= · · · = −ρ1V
(n+s−2)
1 − 2ρ2V
(n+s−3)
1 − 3ρ3V
(n+s−4)
1 − · · · − (s− 1)ρs−1V
(n)
1 + sV
(n)
s
= sρs −
s−1∑
k=1
kρkV
(n+s−k−1)
1 = −
s∑
k=1
kρkV
(n+s−k−1)
1 .
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Again using (B.4) and the inductive hypothesis we get
s∑
k=1
V
(n+s−k)
k = sρs −
s−1∑
k=1
kρkV
(n+s−k−1)
1 = sρs + ρ1
s−1∑
k=1
kρkV
(n+s−k−2)
1 −
s−2∑
k=1
kρkV
(n+s−k−2)
2
= sρs + ρ1Zs−1 −
s−2∑
k=1
kρkV
(n+s−k−2)
2
= sρs + ρ1Zs−1 + ρ2
s−2∑
k=1
kρkV
(n+s−k−3)
1 −
s−3∑
k=1
kρkV
(n+s−k−3)
3
= sρs + ρ1Zs−1 + ρ2Zs−2 −
s−3∑
k=1
kρkV
(n+s−k−3)
3
= · · · = sρs + ρ1Zs−1 + ρ2Zs−2 + · · ·+ ρs−2Z2 −
1∑
k=1
kρkV
(n−k+1)
s−1
= sρs + ρ1Zs−1 + ρ2Zs−2 + · · ·+ ρs−2Z2 + ρs−1Z1 = −Zs,
where the last equality follows from the Newton’s identity relating power sums and elementary symmetric
polynomials.
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