Abstract. The notion of treewidth is of considerable interest in relation to NP-hard problems. Indeed, several studies have shown that the tree-decomposition method can be used to solve many basic optimization problems in polynomial time when treewidth is bounded, even if, for arbitrary graphs, computing the treewidth is NP-hard. Several papers present heuristics with computational experiments. For many graphs the discrepancy between the heuristic results and the best lower bounds is still very large. The aim of this paper is to propose two new methods for computing the treewidth of graphs: a heuristic and a metaheuristic. The heuristic returns good results in a short computation time, whereas the metaheuristic (a Tabu search method) returns the best results known to have been obtained so far for all the DIMACS vertex coloring / treewidth benchmarks (a well-known collection of graphs used for both vertex coloring and treewidth problems.) Our results actually improve on the previous best results for treewidth problems in 53% of the cases. Moreover, we identify properties of the triangulation process to optimize the computing time of our method.
Introduction
The tree-decomposition method was introduced by Robertson and Seymour as part of their research into graph minors [17] . The approach decomposes the representative graph G = (V, E) into separating vertex subsets, called separators, connected in a tree. It uses the property that several states of a subgraph can be summarized by the state of a separator. For instance, in the graph coloration problem, the state of a subgraph can be summarized by a coloration of the separator [16] . In the all-terminal reliability problem, it is summarized by the decomposition of the separator into connected components [6] . The complexity of the method becomes exponential when the maximum size of a separator is not bounded by a constant.
The maximum size of a separator minus one in an optimal tree-decomposition is called treewidth, and is denoted tw(G). The tree-decomposition method can be used to tackle NP-hard problems in large graphs with a bounded treewidth, using dynamic programming methods. It has numerous applications, including classical optimization problems [6, 15] such as graph coloration [16] , probabilistic networks [11] , and the frequency assignment problem [13] .
Computing the treewidth of a graph is NP-hard [3] . Several exact methods deal with the decision problem tw(G) ≤ k, but their practical interest is restricted to small values of k (see [4] for k = 1, 2, 3 and [5] for an arbitrary k). A reasonable way to tackle the problem is to compute good solutions using heuristic methods. The most recent papers propose approximate methods and computational experiments. It would appear that the distance between the lower and upper bounds is still large for several instances [14] , and so the design of more efficient heuristics is a real challenge.
In this paper we focus on upper bounds with a greedy algorithm and a Tabu search method. We apply them using the well known DIMACS benchmark for graph coloring [12] . The results of the greedy algorithm are better on average than those obtained by the most recent methods, and require substantially less computation time. For each graph constituting the benchmark, our Tabu Search finds the best upper bound known so far. Moreover, our results are strictly better in 53% of the cases. The value returned by our method can be 25% lower than the previous best upper bound.
In Section 2 we give the notation and the definitions of the notions used in this paper. We propose a new heuristic in Section 3 and our Tabu Search Method in Section 4. The computational experiments are presented in Section 5, and finally concluding remarks and some ideas for future work in Section 6.
Definitions and notation
Let G = (V, E) be an undirected graph with vertex set V and edge set E ⊂ V × V . Let n = |V | and m = |E|. Let v be a vertex. u is a neighbor of v in G if [v, u] ∈ E. The set of neighbors of v is called the neighborhood of v, Figure 1 . A graph and a (non optimal) tree-decomposition for this graph.
A set of vertices Q is called a clique if there is an edge between each pair of distinct vertices of Q. The maximum cardinality of a clique in G is denoted ω(G).
A chord is an edge between two non-consecutive vertices in a cycle. A graph is connected if for each u, v ∈ V , there is a chain between u and v. A tree T = (V, E) is a connected graph with no cycle. Definition 2.1 (see [17] ). A tree-decomposition D T of G = (V, E) is a pair (X, T ), where T = (I, F ) is a tree with node set I and edge set F , and X = {X i : i ∈ I}, is a family of subsets of V such that:
(
The width of a tree-decomposition is max i∈I |X i | − 1. The treewidth of a graph G, denoted by tw(G), is the minimum width over all possible tree-decompositions of G. A graph G is triangulated if for every cycle of length k > 3, there is a chord joining two non-consecutive vertices [18] . Many heuristics use the properties of triangulated graphs to find upper bounds for the treewidth, since computing the treewidth is linear in time for triangulated graphs. Proposition 2.1 (see [8] 
computing ω(G) and thus tw(G) has complexity O(n + m).
For an arbitrary graph G = (V, E), it is interesting to look for a triangulated graph which contains G. A triangulated graph H = (V, E T ), with E ⊂ E T , is called a triangulation for G.
Proposition 2.2 (see [19]). For every graph G there exists a triangulation H
Computing the treewidth of a graph G is therefore equivalent to finding such a graph H * , and also equivalent to finding the triangulation minimizing the size of the maximum clique. This problem is NP-hard, as computing the treewidth is NP-hard, but each triangulation H of G gives an upper bound of tw(G) in linear time.
Some definitions are needed to explain how a triangulation can be built. A vertex is said to be simplicial if its neighborhood is a clique [18] . An ordering
Proposition 2.3 (see [10] ). G is triangulated if and only if it has a perfect elimination ordering.
Let G = (V, E) be an arbitrary graph and σ an elimination ordering of G. We denote H = (V, E(σ)) the triangulation for G obtained by applying Algorithm 2.1 [20] . The vertices are eliminated in the elimination ordering σ. At each step i of the algorithm, the necessary edges to make v = σ(i) be a simplicial vertex are added to the current graph. Then the vertex is deleted. Let m = |E(σ)|. This algorithm can be implemented in O(n + m ) time [20] . We denote M (v) the set of neighbors of v in H, and succ 
So, computing the treewidth can be solved the following way: find an elimination ordering which minimizes the clique size of the triangulated graph obtained by Algorithm 2.1. The treewidth is equal to max v∈V |succ(v)|, the maximum degree of a vertex when it is eliminated. Thus, the difficulty is finding such an ordering.
A new heuristic for computing treewidth
Several heuristics have been proposed to compute treewidth [14] . Most of them are greedy algorithms, and the quality of the results is highly dependent on the structure of the input graph.
We propose a new heuristic which constructs an elimination ordering step by step. It is close to the well-known minimum degree algorithm, a classical method for triangulating a graph. Let G = (V, E) be a graph. A vertex v with minimum degree is chosen. v is then eliminated after connecting its neighborhood to make a clique as in Algorithm 2.1. The process is repeated until the vertex set is empty. Locally, the choice of the vertex with minimum degree is suitable, as the size of the clique composed of its neighborhood is minimized, but the resulting overall decomposition is not optimal, globally speaking.
We propose an improvement to this method by adding a more global criterion (cf. Algorithm 3.1). The idea is to compute for each vertex v a lower bound for the treewidth of the graph H Before using any heuristics the following pretreatment can be applied. The simplicial vertices are recursively deleted, and the maximum degree found is recorded. The result returned is the maximum between the maximum degree of a vertex deleted during the pretreatment and the value returned by Algorithm 3.1 applied to the remaining graph.
An elimination ordering σ and the width associated with this ordering. 
Metaheuristic: Tabu treewidth (TW)
Another way to find good upper bounds is to use a metaheuristic method such as a Tabu Search, which has been successfully applied to numerous combinatorial optimization problems [1] .
The Tabu TW
Tabu search [9] is a neighborhood search algorithm which starts with a feasible solution and tries to improve on it iteratively. The improved solution s is found in some neighborhood of s. The complete neighborhood is often very large. So techniques are generally used to reduce the number of neighbors actually inspected [2, 9] . To be efficient, a neighborhood search algorithm has to avoid cycling. One technique used in the Tabu search method is to keep a list L of the latest moves. If a move is in L, it is Tabu (i.e. forbidden), and it will not be tested until a fixed number of iterations has been reached.
Initialization
The initial solution is provided by algorithm MCS [21] , which is a linear time algorithm. As in Section 3, the simplicial vertices can be deleted from the initial graph without modifying the treatment for the remaining graph. So the same pretreatment is applied.
Solution structure
A solution σ is an elimination ordering of V . From σ we can obtain a triangulation H for G, and thus an upper bound for tw(G) in linear time (see Algorithm 2.1). Two orders σ and σ are said to be equivalent if H = H , where H (resp. H ) is the graph obtained by applying the elimination process associated with σ (resp. σ ).
Neighborhood
An insertion neighborhood is used. A solution σ is a neighbor of the current solution σ if it can be obtained from σ by translating a vertex v from position i to position j = i. The size of the complete neighborhood is bounded by n 2 . In the final version of our Tabu method we use a smaller neighborhood whose size is bounded by 2n.
Cost function
The aim is to minimize the maximum cardinality of a clique in the triangulated graph H obtained by applying Algorithm 2.1. Computing ω(H) takes O(n + m ) time, where m is the number of edges in H. If we use this cost function, there are too many solutions with the same cost, so we have added a second criterion. It is computed from the size of all subsets of the decomposition. Recall that succ(v) is the neighbor set of v when it is eliminated (see Algorithm 2.1). The cost function is
Decompositions with few large subsets are thus preferred. The first criterion always dominates the second, so the function never favors a solution with a higher value of ω(H).
Parameters
The size of the Tabu list is 7. Several translations of the same vertex induce the same solution, so each move involving the last vertex inserted is Tabu, even if the new position is different from the initial one. In fact, the vertex remains Tabu during 7 iterations. The maximum number α of iterations allowed is 20000, and the algorithm stops after 10000 non-improving solutions. These values are large, and the best solution is often found after less than 500 iterations, but they are necessary for very large graphs. After having reduced the computation time of our method, the time required actually remains reasonable, even with these constants.
Diversification
If the current solution is a local optimum (i.e. there is no improving solution in its neighborhood) a diversification process is launched. A vertex is inserted at a random position in the ordering. As a large number of moves can be inefficient, we choose a vertex with the largest set of successors. The obtained ordering is therefore substantially different when compared to the previous ordering, but we do not resume the search from a completely different solution, which would be equivalent to restarting the method from scratch. Although our choice of a diversification is exceedingly simple, the rest of the approach is such that this choice works acceptably well.
Properties of the triangulation process
During our work on the Tabu TW, we stated properties of the triangulation process (Algorithm 2.1). We use these to optimize the size of the neighborhood and the computing time of the cost function. Indeed, in the version of TS finally selected, we only consider O(n) moves for each ordering. A vertex may be exchanged with only two candidates, namely its nearest predecessor and successor in σ. The aim of this section is to justify this method.
Let
• G = (V, E) be a graph, and v, z ∈ V ;
• σ be an elimination ordering for V , and i be an index, 1 ≤ i < n such that σ(i) = v and σ(i + 1) = z; • σ be the elimination ordering obtained from σ by exchanging the positions of the vertices v and z. So σ (i) = z and σ (i + 1) = v; • H (resp. H ) be the triangulated graph obtained by the triangulation process with σ (resp. σ );
be the current graph after step i of the triangulation process with the elimination ordering σ (resp. σ ) (see Algorithm 2.1);
be the successor set of v at step i with the elimination ordering σ (resp. σ ). We show that after step i of the triangulation algorithm the graph H i is independent of the ordering of the vertices previously eliminated. It depends only on the set of vertices eliminated.
Recall that at each step i, if t, u ∈ succ i (σ(i)), [t, u] is added to the graph H i . As the two elimination orderings σ and σ are equal until index i, for each j < i and p ∈ V, succ j (p) = succ j (p).
We now define the existence of edge [t, u] in H i+1 .
[t, u] ∈ E i+1 means either that [t, u] was added at step i + 1, or that it existed before. At least one of the following three conditions obtains, corresponding respectively to the situation where [t, u] existed before step i, or was added at step i or i + 1.
[
Now consider the existence of [t, u] at the same step with σ . Symmetrically, its existence implies that one of these conditions obtains, corresponding respectively to the situation where [t, u] existed before step i, or was added at step i or i + 1.
We consider two cases, depending on the existence of [v, z] in H i−1 .
Proposition 4.1. Suppose we have G, σ, σ (obtained by exchanging two consecutive vertices v and z in σ), H and H as defined above. If v and z are not neighbors in H i−1 (and thus not in H)
and succ i (z) = succ i−1 (z). Given this condition, (3) is equivalent to (7), and (4) is equivalent to (6) .
As the elimination orderings are equal after index i + 1, it follows that the graphs obtained with σ and σ are identical. 
(u ∈ succ i−1 (z)) and (t ∈ succ i−1 (v)) (10) 
t, u ∈ succ i−1 (z).
From these cases, it can easily be verified that [t, u] ∈ E i+1 if and only if [t, u] ∈ E i+1 . Indeed, (2), (3), (8) , (9), (10) and (11) correspond respectively to (5), (12) , (15) , (14), (13) and (12) . So E i+1 = E i+1 . As the two sets are equal and σ(j) = σ (j) for j > i, no other following intermediate graph is modified.
In the next section we explain how Proposition 4.2 can be used to reduce the size of the neighborhood actually explored. Moreover, we generalize this property using a simple inductive proof, and we apply it to the computation of the cost function. is therefore the first significant move to a lower position in the elimination ordering. This observation also applies to minSucc(v). This property can be recursively applied to reduce the size of the neighborhood. We have described a large number of classes of solutions which are strictly equivalent. Thus, a new neighborhood is: for each vertex, the only necessary translations to test are those at the position of its neighbors in the current graph H obtained with σ.
Proposition 4.3. Using the same notation as above, if vertex v is translated from position i to position j in σ, then we have
When a translation is tested at position minSucc(v), v could have new neighbors added by the elimination of σ(minSucc(v)). Consequently we have to determine the new set of neighbors for each translation after minSucc(v). Another solution is simply to ignore these new neighbors in order to shorten the computation time. This produces a neighborhood whose size is bounded by m (one move for each edge), but some information is lost. It makes the method scalable. Note that a translation at maxP red(v) cannot increase the number of neighbors of v.
An O(n) Neighborhood
In the previous paragraph we defined the smallest significant move as the translation of v at the position of its nearest neighbors (minSucc and maxPred). Every move can be broken down into several smallest significant moves. So we can design a new neighborhood: for each vertex v, the translations tested are those at minSucc(v) and maxP red (v) . The size of the neighborhood is bounded by 2n. This last method has a time complexity bounded by αn(m + n), where prefixed parameter α is the maximum number of iterations allowed. It finds upper bounds for the treewidths of large graphs, and our computing times are not significantly different from those of the well known Lex greedy heuristics, and from the MSVS heuristic [14] which uses network flow techniques to find minimal separating vertex sets.
Application for the computation of the cost function
Let σ be an elimination ordering of V , and σ the ordering obtained from σ by the translation of vertex v from position i to position j. Let succ(v) (resp. succ (v)) be the successors of v with σ (resp. σ ). We have, from Proposition 4.3, that for each z such that σ
. Thus, by recording the previous values of |succ(z)| for each z in V , the only ones to compute again for σ are those related to the vertices in [min{i, j}, max{i, j}].
As a quadratic sum is involved (cf. Eq. (1) 
List of non improving neighbors
The idea is to avoid testing moves that have been tested in a previous iteration. 
Computational analysis
We have tested our methods on the DIMACS benchmarks for vertex coloring. So, we can compare them to the most recent heuristics (Lex and MSVS) [14] . The lower bound is provided by algorithm LB P [7] which returns the best lower bounds known for this benchmark. Our algorithm is implemented in C on a Pentium III 1GHz, whereas the computation time of Lex and MSVS were obtained with a C++ implementation on a Pentium III 800 Mhz.
The results of the heuristic are on average as good as those returned by MSVS and Lex, and our computing times are far smaller for the large instances, even taking into account the different speeds of the two computers. It finds good upper bounds in a short computation time.
As far as we know, the results returned by the Tabu TW method are the best upper bounds achieved for the DIMACS benchmarks. Note that the values returned by the Tabu search are never larger than the previous bests. Moreover, a better upper bound is found in 53% of the cases, with improvements as high as 25%. The computation time of this method is longer than for the other methods, in view of the high value of the constant α. The best value is often found after several iterations, and although this constant may be reduced for small graphs, results may be less impressive. Our computational experiments are reported in Table 1 . 
Conclusion
We propose two methods for computing upper bounds for graph treewidths. The heuristic gives good results in a short computation time, whereas the Tabu search returns the best upper bounds known so far for the DIMACS benchmarks. Our results, even in the worst case, are at least as good as the previous best results. In addition, we note that the Tabu search includes strategies that we have not examined, and taking these into account may improve our results yet further.
The gap between our upper bounds and the best lower bounds is still large. The exact value of treewidth is still unknown for most of the benchmarks. In order to reduce the distance between the bounds we need first to raise the value of the lower bound, before we set about developing an exact method.
In the future we also plan to adapt the Tabu TW for computing the pathwidth of graphs. We need to modify the cost function and to identify new properties involving interval graphs instead of triangulated graphs.
