Polynomial systems occur in many areas of science and engineering. Unlike general nonlinear systems, the algebraic structure enables to compute all solutions of a polynomial system. We describe our massively parallel predictor-corrector algorithms to track many solution paths of a polynomial homotopy. The data parallelism that provides the speedups stems from the evaluation and differentiation of the monomials in the same polynomial system at different data points, which are the points on the solution paths. Polynomial homotopies that have tens of thousands of solution paths can keep a sufficiently large amount of threads occupied. Our accelerated code combines the reverse mode of algorithmic differentiation with double double and quad double arithmetic to compute more accurate results faster.
I. INTRODUCTION
Many problems in computational algebraic geometry can be solved by computing solutions of polynomial systems. As the number of solutions can grow exponentially in the degrees, the number of variables and equations, the computational complexity of these problems are hard. GPUs provide a promising technology to deliver significant speedups over traditional processors, but may require a complete overhaul of the algorithms we use in our polynomial system solvers. This paper describes the application of numerical continuation methods to track many solution paths defined by a polynomial homotopy. A polynomial homotopy is a family of polynomial systems in which the solutions depend on one real parameter t. Starting at t = 0, there are many solution paths originating at known solutions of a start system. These paths end at t = 1, at solutions of a polynomial system we want to solve. A common homotopy links the start system g(x) = 0 to the target system f (x) = 0 linearly as γ(1 − t)g(x) + tf (x) = 0, (1) where γ is a random complex constant. The random γ ensures that paths originating at the regular solutions of g(x) = 0 will stay regular for all t < 1. For this regularity result to hold, all arithmetic must be complex. Our problem is the tracking of m solution paths in complex n-space.
The difficulty with implementing the predictor-corrector algorithms to track solution paths defined by polynomial homotopies is that the traditional formulation of the algorithms does not match the data parallelism for which GPUs are designed for. For instance, while each solution path can be tracked independently, the number of predictor-corrector stages may fluctuate significantly depending on the geometric shape of the path. The type of high level parallelism that is applied in distributed memory message passing or shared memory multithreaded processing does not apply to our problem. On GPUs, a relatively small number of multiprocessors independently launch a large number of threads that perform the same synchronized sequences of instructions.
Applying Newton's method as a corrector, in every step, we evaluate all polynomials and all their derivatives in the system. To achieve a high level of parallelism for this task, the terms in each polynomial are decomposed as the product of the variables that occur in the term with a positive exponent and the factor that is common in all derivatives of the term. The reverse mode of algorithmic differentiation [7] applied to each product of variables then reaches a high level of parallelism. Its cost matches optimal complexity bounds for the evaluation and differentiation problem. The linear systems in each Newton step we solve in the least squares sense via the modified Gram-Schmidt method. In [23] and [24] our computations were executed on randomly generated regular data sets. In [26] , we integrated and improved the evaluation and differentiation codes to run Newton's method on some selected benchmark polynomial systems. We extended this in [25] to track one single path of a polynomial homotopy on a GPU. The focus in this paper is on the tracking of many paths.
For applications, achieving speedup is not enough, the numerical results must be accurate as well. As the degrees and the number of solution paths increase, the numerical conditioning is likely to worsen as well. To improve the quality, we calculate with double double and quad double arithmetic, using the QD library [10] on the host and its CUDA version [16] on the device. While for complex double arithmetic, the evaluation and differentiation algorithms are memory bound, for complex double double and quad double arithmetic, these algorithms become compute bound. The double digit speedups compensate for the extra cost overhead caused by the extended precision. With the accelerated versions of our code we are often able to obtain more accurate results faster than without the use of GPUs. We obtain speedup and quality up.
Although solving polynomial systems may seem a very specific problem (we refer to [15] for a survey), many software packages have been developed for this problem, e.g.: Bertini [1] , HOM4PS [6] , HOM4PS-2.0 [13] , HOM4PS-3 [3] , PHoM [8] , NAG4M2 [14] , and HOMPACK [27] , [28] . Many of these packages are still under active development. To the best of our knowledge, our code provides the first path tracker for polynomial systems for a GPU.
Related research in computer algebra concerns the implementation of polynomial operations on GPUs. Reports on this research are [9] and [17] . Computer algebra is geared towards exact computations, often over finite number fields. Our approach is numerical and we improve the accuracy of our results with double double and quad double arithmetic. This type of arithmetic is described in the section of errorfree transformations in [19] . Interval arithmetic on GPUs [4] is an alternative approach to improve the quality of numerical computations.
The description of our path tracker consists of two parts. First we define the scheduling of the threads and then we outline the organization of the memory. Polynomial systems with ten of thousands of solutions are at the bottom of the threshold for which we start to notice the beneficial effect of our accelerated codes.
II. SIMT PATH TRACKING
The Single Instruction Multiple Threads (SIMT) execution model in GPUs implies that threads are either executing the same instruction or they are idle. In our application, the threads are evaluating and differentiating the same polynomial system, at different approximations for the solutions along the path. In the SIMT model, we run the same arithmetic circuit at different data. Table I shows a simplified model. We distinguish three stages in a predictor-corrector algorithm. The first stage is called predict in Table I . The predictor consists in the application of an extrapolation algorithm, applied to each coordinate of the solution separately. Typically, a fourth order predictor uses the current and four previous points on the path to predict the coordinates of the solution. This stage is naturally parallel and has a linear cost in the dimension. In the evaluate stage, the polynomial system is evaluated and differentiated at the solution. As this stage can have a cost that is cubic (or higher) in the dimension, it is separate from the correct stage. In the correct stage, a linear system is solved to compute the update to the solution.
For every path we execute a prediction step and at least one evaluate-correct step. Some paths may need two or even three such steps for Newton's method to converge so the residuals and size of the updates are sufficiently small. While the instructions are the same, it is important that all the data are distinct. Not only the coordinates of each solution, but also the value for the continuation parameter t and the step size differ. The length of the total execution time is bounded from below by the time required for the most difficult solution path.
For memory considerations, paths that have been tracked to their end are relabeled and their work space in memory is swapped to the end. In the schematic of Table II, the paths of  Table I are reordered.   TABLE II. SIMPLIFIED SIMT PREDICTOR-CORRECTOR STEPS ON THREE PATHS, EXECUTED BY THREE JOBS. TO EACH STAGE THE PATH NUMBER IS ATTACHED. EMPTY JOBS ARE REMOVED.
When tracking one single path, as in [25] , the step size control can be performed by the host. When tracking many solution paths, every solution path has its own step size and current value of the continuation parameter t. In this situation, the step size control is executed on the device.
After each evaluation and correction, there is a check kernel to determine the success status, represented as 0 (continue), −1 (fail) and 1 (success). A parallel scan to count the zeros for all paths generates the path numbers path idx and job numbers job idx for the next round, as illustrated in Table III.   TABLE III. GENERATED PATH NUMBERS path idx FROM THE
Thus, the only number passed between the CPU and the GPU in each step is the total number of paths to continue, as determined from the last element of the scan.
III. SIMT EVALUATION AND DIFFERENTIATION
The speedups we obtain are mainly thanks to the fine granularity of the arithmetic circuits to evaluate and differentiate the polynomials in the system. Table IV outlines the major differences in the organization of the algorithms for the host (CPU) and the device (GPU).
For the evaluation of a single path, the evaluated and differentiated monomials are the operands in a long summation operation, executed to calculate the evaluated polynomials and the evaluated Jacobian matrix of the system. The values of the evaluated and differentiated monomials are positioned in an irregular pattern in memory. Therefore to the sum kernel, it appears as if the data are at random positions in memory. But for the evaluation of multiple paths, all terms, at the same position of the Jacobian matrix, follow the same instructions to sum at the same positions for each path. If the  TABLE IV.   AT THE TOP IS PSEUDO CODE FOR THE HOST TO EVALUATE  AND DIFFERENTIATE A POLYNOMIAL SYSTEM. AT THE BOTTOM IS THE   CORRESPONDING PSEUDO CODE FOR THE DEVICE. Pseudo code on the host: for each polynomial do for each monomial do 1. compute the coefficient c(t) for this monomial; 2. evaluate the monomial and its derivative; 3. add the values to the polynomials and to the Jacobian matrix.
Pseudo code on the device: launch the following three kernels 1. compute the coefficient c(t) for all monomials in all polynomials; 2. evaluate the monomial and its derivatives for all monomials in all polynomials; 3. add to the value of the polynomial and to the Jacobian matrix for all monomials in all polynomials.
matrix of evaluated and differentiated monomials is transposed, then the sum kernel benefits from memory coalescing. The transposition is illustrated in Table V .
Instead of transposing the matrix after the monomial evaluation, consider the following redesign of the monomial kernel. The reverse mode [7] is used to generate vertical values and the same monomial of multiple paths are computed jointly in blocks. This directly fits our goal to transpose the monomial values. Also, all threads in each block share the same instructions to evaluate monomials, which saves the instruction reading time. The organization of the evaluation of a monomial and its derivatives is illustrated in Table VI.   TABLE VI. THE STEPS IN EVALUATING THE SAME MONOMIAL AND ITS DERIVATIVES AT DIFFERENT POINTS (a 1 , a 2 , a 3 , a 4 ), Compared to the tree mode in [26] , this consecutive mode exploits the memory bandwidth better. Although this monomial evaluation part has now twice number of memory accesses than the tree mode, the summation yields a better speedup thanks to the consecutive memory accesses. Moreover, multiple threads in a single block use the same instruction and thus avoid redundant reading. Therefore, this consecutive mode is better suited for the evaluation at multiple paths. All paths join their work space of evaluation vertically, and a relatively small matrix transpose of Jacobian is used before correction. Linear systems in the corrector are solved with a QR decomposition. Table VIII shows the organization of the memory. Instructions to evaluate and differentiate a polynomial system are defined by stored indices (idx) and coefficients (cff). We store the coefficients (cff), evaluated at the value of the continuation parameter t, the evaluated monomials (mon), and the Jacobian matrix (Jac), vertically for all paths. For the corrector, we store the transpose of Jac, R and the update Δx. 
IV. COMPUTATIONAL RESULTS
We developed and executed our code on a Linux workstation. Our benchmark applications were selected for the diversity of the research areas and their size. Because our applications benefit mostly from the accelerated evaluation and differentiation algorithms, we report first on those computations done separately from the path tracking.
A. Hardware and Software
Our code is compiled with version 6.5 of the CUDA Toolkit and gcc -O2. A Red Hat Enterprise Linux workstation of Microway, with Intel Xeon E5-2670 processors at 2.6 GHz is the host for the NVIDIA Tesla K20C, which has 2496 cores with a clock speed of 706 MHz. This computer also hosts our web interface [2] . To prepare the benchmark data we used Python, in particular phcpy [22] , the Python interface to PHCpack [21] .
The double double and quad double arithmetic is provided by the QD library [10] . This QD library has been ported to GPUs, we used the code available at [16] .
B. Applications
We selected three examples of polynomial systems, which arose in different applications. The examples can be formulated for any number of equations and variables. We selected three systems and in each case we applied the homotopy (1) to solve the systems. Below is a brief description of each system:
(1) cyclic10: the cyclic 10-roots problem is a 10dimensional system with 34,940 isolated complex solutions. Except for the last equation (which has two terms), every polynomial has 10 monomials. The k-th polynomial in this system is of degree k. These roots appear in the study of complex Hadamard matrices [20] .
(2) nash8: the solutions of this system give all totally mixed Nash equilibria in a game with 8 players, where each player has two pure strategies, see [5] , [18] . For generic payoff matrices, this 8-dimensional system has 14,833 equilibria. Every polynomial in this system has 130 monomials of degrees ranging from one till seven.
(3) pieri44: there are 24,024 four dimensional planes that meet 16 four dimensional planes, given in general position. This system is a 16-dimensional problem and a start system is provided by Pieri homotopies, see [11] , [12] . Every polynomial in the system is of degree 4 and has 246 monomials.
As is typical for polynomial systems, the number of isolated solutions grows exponentially in the dimensions and the degrees. The systems we selected are large enough to notice a benefit of the accelerated code and small enough so we can still compute all isolated solutions. The number of isolated solutions equals the number of solution paths in the polynomial homotopy. In a massively parallel application we launch about 10,000 of threads. In these applications, the parallelism comes from evaluating the same system at about 10,000 different solution paths.
C. Evaluations
In Tables X, we list times and speedups for the evaluation of the cyclic 10-roots system. Timings for the other two systems can be found in the arXiv preprint version of the paper (arXiv:1505.00383v1). With the number of simultaneous evaluations we go as far as the memory of the device allows us. The speedups were computed by taking the time on the K20C over the time on one 2.6 GHz CPU. With the NVIDIA profiler, times on the GPU are reported for the three kernels (defined in Table IV), in the columns with headers mon, sum, and coeff.
Although the number of variables is small (10, 8, and 16) , there are already sufficiently many monomials to achieve a large enough parallelism to obtain good speedups. For double arithmetic, the problem is memory bound. The speedups become really good in complex double double and quad double arithmetic, because then the problem is compute bound.
The corresponding speedups are shown in Figure 1 . Observe that the more monomials the system has, the fewer number of evaluations (respectively the fewer number of paths) are required to reach double digit speedups.
D. path tracking
Results for tracking many paths for the cyclic 10-roots problem are summarized in Table XI . Observe the quality up. Tracking 10,000 paths in double double arithmetic takes 10 seconds on the GPU, while on the CPU it takes 26.562 seconds in double arithmetic. With our accelerated code we obtain solutions in a precision that is twice as large in a time that is more than twice as fast.
Table XI is visualized in Figure 2 . Compared to the speedups for evaluation and differentiation, the speedups for path tracking are roughly about half of those of evaluation and differentiation, for double double and quad double arithmetic. Figure 3 visualizes the speedups for tracking many paths of the Nash equilibrium system. Notice that, as the Nash equilibrium system has more monomials than the cyclic 10roots system, the speedup for nash8 are better than those form cyclic10. The speedups improve slightly for the Pieri problem, but with a larger of number of monomials the memory allows for fewer paths to be tracked simultaneously. 
V. CONCLUSIONS AND OUTLOOK
When the number of solution paths in polynomial homotopies reaches several ten thousands, acceleration with GPUs achieves speedup and quality up. Future work includes the automatic determination of the required level of precision and the integration with message passing and multicore parallelism. speedups of accelerated path tracking on the hypersurface Pieri problem double double double quad double Fig. 3 . The speedups for tracking many paths of the cyclic 10-roots problem, the Nash equilibrium system, and the hypersurface Pieri system, in complex double, double double, and quad double arithmetic.
