Abstract: Software defect prediction is a highly studied domain in Software Engineering research due to its importance in software development. In literature, various classification methods with static code attributes have been used to predict defects. However, defected instances are very few compared to non-defected instances and as such lead to imbalanced data. Traditional machine learning techniques give poor results for such data. In this paper an anomaly detection technique for software defect prediction, is proposed which is not affected by imbalanced data. The technique incorporates both univariate and multivariate Gaussian distribution to model non-defected software module. The defected software modules are then predicted based on their deviation from the generated model. To evaluate our approach, we implemented the algorithm and tested it on the NASA datasets from the PROMISE repository. By utilizing this approach, we observed an average balance of 63.36% and 69.06% in univariate model and multivariate model respectively. Without utilizing optimization or filter, this approach yield better result than industry standard of 60%.
Introduction
Software is generally divided into a number of modules. Due to time and resource constraints, often faulty modules are given higher priority during testing. If fault-prone modules can somehow be identified and testing can be focused more on those areas, it will greatly decrease cost and time. Researchers found that 80% of the problems reside in only 20% of the modules [1] , [2] . Identification of the defect-prone modules is thus extremely beneficial since those few modules are statistically proven to be most bug-prone and testers can therefore test those modules thoroughly. Because of these reasons, software defect prediction has been an important field in software engineering for more than 20 years [3] . Defect prediction techniques help the software teams to ensure quality product incurring minimal cost [4] , [5] .
Software Defect prediction can be challenging for a number of reasons. One of the major challenges is the Class imbalance problem. It is a problem that we face when the distribution of classes (defected or non-defected) in train data is heavily skewed and one or more classes are over-represented [6] . This leads to negative influence on decision of classifiers. It has been observed that the majority of the defects in software are limited to a small percentage of modules [7] , [8] . In any software, the number of defected instances is very few. As a result, classifiers are often unable to detect the faulty modules since the data is imbalanced with majority of the modules being fault-free. This is a well-known problem in machine learning often referred to as learning from imbalanced datasets.
There have been numerous approaches proposed in literature with merits and limitations. Most state-of-the-art techniques use some variant of machine learning. In [8] , [9] , the authors used Neural Networks in predicting defects. The authors in [9] , [10] made comparative studies on the different state-of-the-art approaches to determine which work best. The work in [11] is particularly noteworthy because of the authors' contribution to developing a baseline experiment that most researchers followed since. This allowed a direct comparison of the different approaches proposed in literature [12] , [13] . Six issues with existing state-of-the-art techniques were discussed in [14] and while there have been a few papers that try to address the issues raised in the paper, some of the core problems still remain. However, these approaches did not address imbalanced data, thus being less effective for real world problems.
In this paper, we present an Anomaly Detection technique for predicting defects in software. Anomaly detection techniques do not suffer from the Class imbalance problem since it works quite well with skewed distribution. While considering this problem, we consider the hypothesis that defects can be considered as anomalies since they contain anomalous properties. We use both univariate and multivariate Gaussian distribution models as our anomaly detection scheme. Univariate Gaussian distribution is less computationally expensive and for general cases work well. However, there is often correlation between attributes where univariate model has issues to flag anomalies since it does not take correlation into consideration. On the other hand, the multivariate model is more computationally expensive and works well when there is sufficiently large data, but it does consider the correlation between attributes and adjusts accordingly.
We have implemented our proposed framework and compared its performance against state-of-the-art classifiers. We have presented our findings and showed that anomaly detection techniques perform as well as state-of-the-art classifiers without enhancements or optimization. For the univariate model, we get an average balance of 63.36% and for the multivariate model, we get an average balance of 69.06% which is much higher than industry standards of 60% [11] . The results obtained is positive even compared to state-of-the-art techniques considering we used only anomaly detection without any data preprocessing. Thus our hypothesis that defects can be considered as anomalies is justified and moreover, anomaly detection techniques can be used to predict software defects.
The rest of the paper is organized as follows: Section 2 contains summaries of existing literature on the domain. Section 3 discusses the methodology of the proposed research. Section 4 discusses the experimental setup. Section 5 gives the overview of our findings that are most notable. Section 6 reaches some conclusions based on the results and the assumptions we had and discusses scope of future work.
Related Work
Software defect prediction is a widely studied field in Software Engineering and hence there have been numerous works by researchers who have proposed a variety of approaches to predict defects in software. Most commonly used methods are statistical methods and statistical machine learning techniques, which are generally used in combination with some other methods to obtain improved performance. Neural networks have also been used by various researchers alongside traditional statistical methods. Many of the papers discuss limitations of the state-of-the-art techniques and many try to propose ways to remedy the issues. A number of state-of-the-art approaches have been studied. A synopsis of the papers studied, followed by a discussion with pros and cons of the approaches have been given below.
Some of the pioneering works in this domain were done in [15] - [17] . For predicting software defects the authors used multivariate analysis [16] , [17] and showed that the accuracy of software quality prediction was not affected by decreasing independent factors. The authors also used zero-inflated Poisson Regression In paper [14] , an aggregate of problems was discussed with existing state-of-the-art defect prediction approaches. The authors identified the problems as follows: i) they found the set of attributes to be correlated with fault, ii) there is an absence of standard measures for performance assessment, iii) there are problems with cross project defect prediction, iv) there are inconsistencies with the economics of software defect prediction, v) the class imbalance problem and vi) the absence of any general framework for the software defect prediction.
In [13] the authors proposed the use of a dictionary learning technique to predict software defect in a way that reduces the effect of misclassification cost issue. The authors used open source software from where they mined metrics and thus learned multiple dictionaries. The authors proposed that one module in software can be represented by a small proportion of other modules because the nature of software is that most modules of a new software are similar to some other module of a known software. The authors also took the misclassification cost issue into account and proposed a cost-sensitive discriminative dictionary learning approach for software defect prediction. The authors implemented their approach and evaluated it for the NASA datasets.
There have been various papers that only improve the performance by optimizing existing techniques. In [24] , the authors proposed an approach that improves the performance of an existing state-of-the-art technique. The authors identify the optimal set of software features by using different feature selection techniques for defect prediction. Next, the authors identify a predictor that gives maximum accuracy. Although the author shows promising results, the authors did not consider the class imbalance problem. In [25] , the authors suggested a framework. The framework supports neutral and inclusive comparison between competing prediction systems. The framework includes (i) scheme assessment and (ii) defect prediction components. The scheme evaluation analyses the performance of different learning techniques. The defect prediction component uses the evaluated technique and constructs a new model. The authors demonstrated the performance of their framework on publicly available software defect datasets as well as simulated sets and presented that it performs better than most state-of-the-art techniques.
Various other papers discuss which attributes are best for defect prediction. In [26] , the authors addressed the problem of selection of attributes. The authors proposed a Log Filtering solution to select an attribute set. The authors implemented their proposed approach and showed that their technique can effectively improve existing techniques. Since the paper discussed only on feature selection, it did not discuss which learner or classifier will give best results. Often, a subset that gives good results for one learner may not work as well for another. The authors' approach overlooked this in their approach. In [12] , Qiao et al. proposed a feature weighted approach based on a distance measure for software defect prediction. The authors designed a ranking algorithm that maintains a rank list of the features. The ranking algorithm updates the feature weights according to sample similarity of different classes. Subsets are then picked from the list and KNN is used to evaluate them. The authors implemented their proposed approach on the NASA dataset and the selected features give good results. However, the authors tackle one problem of selecting features. Often times the same feature subset can perform very well for one learner but not as well for another. No such learners were proposed in this study.
As mentioned in [8] , [27] , statistical machine learning algorithms for defect prediction have issues due to the class imbalance problem since the number of defected modules is far less than the number of non-defected ones. Classifiers are then unable to detect faulty modules since they work well when there are almost equal number of instances for all the classes in the training data. The classifier can have very high accuracy but give misleading results due to the bias in the training data. In our paper, we look to address the class imbalance problem. Most state-of-the-art techniques either do not account for this issue or they look to address the issue by using a combination of methods. In our approach, we explore the use of anomaly detection techniques to counter the class imbalance problem.
Defect Prediction Based on Anomaly Detection
In this section, an approach based on anomaly detection is proposed for software defect prediction. By anomaly detection, we refer to the identification of events that result in unexpected behavior. Anomaly detection algorithms typically work by finding a general pattern from the data attributes. Cases that deviates from the general pattern i.e. quite different from the mean or norm are considered as exceptional cases or anomalies. In case of a software, some modules exhibit unusual and unexpected behavior, which are anomalies of the system. Those modules are considered as defected whereas other modules are non-defected. The primary objective of the proposed anomaly detection approach is to find out the general pattern of the non-defected modules. Based on their deviation from the pattern, some modules can be identified as either defected or non-defected.
Software Defects as Anomalies
In software, generally, a very small portion of the code-base is defected with the rest being non-defected. The small portion of the codebase that contains defects can be considered anomalous. In figure 1 , we plotted two code attributes -Lines of Code (LOC) and Operator Count of every modules of a synthetically developed defected software. It is observed that the some modules are clustered in the middle and can be considered as non-anomalous while the other modules that reside outside of that area are anomalous. In the context of defect prediction, the cluster contains the non-defected modules while the outliers are the defected modules. Software defect prediction is generally done using either static code attributes or runtime attributes. Runtime attributes are more difficult to work with and do not always reproduce the same results. Static code attributes are more commonly used for defect prediction because they are easy to use, can be mined directly from the code with minimal effort and they have been proven to give good results in defect prediction [11] . Like most other state-of-the-art techniques, static code attributes have been used for anomaly detection in this paper. If a particular software module is defected, it is expected that static code attributes based on LOC (Lines of Code), McCabe [9] , Halstead [11] , [22] metric will exhibit anomalous behavior and patterns for that software module.
case, we used the Gaussian distribution to detect defected software module. To be more precise, we utilized two different models for detecting software defects. These models are based on univariate and multivariate Gaussian distribution respectively.
Univariate gaussian distribution based model
In terms of statistics and probability theory, a univariate distribution is a probability distribution of a single random variable. In this case a Gaussian or normal distribution is used, which allows to identify outliers easily since most of the values of a normal distribution are clustered around the mean. Using an attribute (like LOC) of the non-defected modules of a software, a Gaussian distribution based model can be created using the probability density function of equation 1.
( 1) where, is the mean or expected value of the distribution and is the variance of the distribution.
The mean and variance should be calculated from all the values of a particular attribute of the non-defected modules. This will actually establish a pattern for the non-defected modules. Thus the defected modules can be identified based on the deviation from the pattern. To be more precise, the model will determine anomalies depending on a threshold value (e). The further the value of the attribute of a new module is from the mean value, the more likely it is to be an anomaly. That is the approach will calculate , where x is the value of a particular attribute of a module, and if then that module will be flagged as defected. This threshold can be derived through trial and error basis over the cross validation dataset.
However, in most of the cases a single attribute will not yield a satisfactory result. In that case, multiple attributes should be used. In order to find the probability density of multiple features, the product of each probability density of the selected attributes can be used according to equation (4) . The product of the density is used because the features are considered independent.
In equation (4) x represents a vector of attributes (x1, x2, x3, … xn). As stated earlier, each individual mean and variance for all those attributes should be calculated from the non-defected modules only. The model will be based on those pre-calculated means and variances. Fig. 2 represents an example of univariate Gaussian distribution with only one p(x). The normal distribution has a mean of 0 and a standard deviation of 1. This is an ideal case where all non-anomalous instances occur very close to the mean and anomalous instances occur two standard deviations away from the mean. An appropriate threshold can identify those instances as anomalies.
Multivariate Gaussian distribution
Multivariate Gaussian distribution can take into account the correlation between the features. This is the strength of multivariate Gaussian distribution in anomaly detection because features are often correlated and factoring in the correlation is necessary for getting good results. In figure 3 , a multivariate Gaussian distribution for two attributes is shown. Fig. 2 . Anomaly detection using univariate Gaussian distribution. It is a 3-D representation of the bell-curve. multivariate Gaussian distribution can be used for any number of attributes so long as the number of instances is higher than the number of attributes selected for the distribution. The probability density of the normal distribution for multivariate Gaussian distribution is:
Here x is a vector of attributes and there are two parameters mean ( ) and the covariance matrix ( ). The mean and covariance matrix should be calculated from the attributes of the non-defected modules. The mean can be calculated for each attribute using equation (2) . The covariance matrix, for number of instances, can be calculated using equation (6) .
In the approach presented, unlike univariate Gaussian distribution, in multivariate, the for a module is calculated directly. If the is less than a calculated threshold value , it is flagged as an anomaly.
Because multivariate Gaussian distribution takes into account the covariance matrix rather than simple variance, it can capture correlation, as stated before. This can result to a better performance compared to the univariate model because the attributes could be correlated.
Experimental Setup
We implemented our framework and evaluated it using publicly available datasets. We used static code attributes and followed the attribute selection scheme from a state-of-the-art technique. To determine threshold, we used cross-validation set and used the threshold that gives best performance. These are elaborated in the following subsections.
Data Preparation
For the experiments, datasets come from several NASA projects and are available at the PROMISE Repository (http://openscience.us/repo/defect/) of Software Engineering Databases. Those projects have been developed in C, C++ and Java programming languages. The data is collected from various projects including spacecraft instrument, storage management, flight software, scientific data processing and real time projects. The collection of those publicly available datasets is useful for creating predictive software models. There were 10 datasets but we used only 7 datasets as other 2 datasets are in different formats and one dataset was unavailable from the repository. The datasets along with their various properties are shown in Table 1 .
For anomaly detection algorithms, it is important that non-defected classes are used for train dataset. This is the reason there are no defected classes in the train data. To prepare data, the defected classes are separated from the non-defected classes. Next, the data is divided into three classes by selecting from the non-defected class randomly and then from the defected class randomly. The algorithm was run multiple times to ensure that output is not biased. The three classes are:
 Train data contains 60% non-defected randomly picked modules.
 Cross-validation data file has 50% of rest of the non-defected modules picked randomly and 50% defected modules picked randomly.
 Test data contains 50% of rest of the non-defected modules picked randomly and 50% defected modules picked randomly. 
Attribute Selection
Selecting good attributes is an important step. Any machine learning technique requires proper identification of attributes that can be used to train the learning framework. Initially, we used all attributes for predicting defects but we found that the results can be further improved. In paper [11] , the authors had addressed this issue. They found that using too many attributes that are not relevant or are dependent may lead to reduced performance. Dependent attributes are an indication that the attribute may be redundant i.e. one attribute may be highly correlated with another and the use of one attribute in the predictor already accounts for the other dependent attribute. The authors in [11] showed that selecting a subset of the attributes give best results in predicting defects. They used Exhaustive subsetting and Iterative subsetting to select attributes. We followed their approach for selecting attributes. For our datasets, based on the work in [11] , the selected attributes are listed in Table 2 . 
Result Analysis
To measure the performance of our proposed approach, we determined the accuracy, probability of detection ( ), probability of false alarm ( ) and balance. Accuracy is not a good measure for predicting defects. Most of the methods are likely to be non-defected and as such, an algorithm that classifies all methods as non-defected will still yield moderately high accuracy which is misleading [11] . Rather, balance, and are more standard measures for measuring the performance of a defect prediction scheme. The equation for finding balance is as follows: Balance = For univariate Gaussian distribution, we found the accuracy, , and balance for selected few attributes that we found from our attribute selection step. They are shown in Table 3 for the various datasets. Here, average balance is 63.36% which is a good performance compared to existing state-of-the-art machine learning techniques. We observed the highest balance for the mw1 dataset. The dataset kc3 shows lowest and pc2 shows highest . To show that the selected attributes give optimal result, the most occurred attributes in the datasets along with the attributes selected previously and we calculate balance, , and accuracy for these attributes. They are presented in Table 4 . The average balance is 61.96%. It is seen that the average balance has gone down so we can say we were right when we select the attributes following the method in [11] . Previously, results were obtained for univariate Gaussian distribution. However, there exists correlation between attributes as shown in Table 7 . univariate Gaussian distribution cannot account for the correlation. This is why we use multivariate Gaussian distribution with our selected attributes for the datasets. We determine the accuracy, , and balance. They are presented in Table 5 . We can see a significant increase in balance for the multivariate Gaussian distribution. Here average balance is 69.06% which is much higher than that found in univariate method. This serves to strengthen the hypothesis that the high correlation between various attributes is a significant factor in predicting defects using anomaly detection algorithms. As a result, multivariate Gaussian distribution generally performs better than univariate Gaussian distribution method. Therefore we use multivariate Gaussian distribution to detect anomalies using the most occurred attributes in the datasets along with the selected attribute set. We find that the average balance has gone down. The results are shown in Table 6 . Here average balance is 65.99%, which is lower than the average balance obtained when only selected attributes are used. Table 8 shows a comparative study of the results of our technique with that of other state-of-the-art techniques. We see that our approach generally performs better than other approaches where classifiers are used without any optimization or additional steps. And even for techniques that have higher performance, the difference is not very high. Out target was to determine whether anomaly detection algorithm would work for defect prediction and if it does, can it perform better than classifiers. We see that it does. Thus, we can say that defects can be considered as anomalies and anomaly detection algorithms can predict defects. 
Conclusion and Future Work
Software defect prediction is continuously being explored as a software engineering research topic due to its importance. Various classifiers and machine learning techniques have been applied in recent literature that predicts defects in software using static code attributes. However, majority of these approaches are affected by imbalanced data. This type of data is regularly observed in real world software data and must be considered while predicting defects. Therefore, our objective was to propose an approach that should be unaffected by imbalanced data while predicting defects. It is established that Gaussian methods are appropriate for handling such data. We hypothesized that defected software modules will contain anomalous properties. Considering this approach, we experimented with NASA datasets collected from PROMISE repository and have shown that our approach produces better result compared to traditional classifiers without any optimization or filter. Therefore, defected software modules are representable as anomalies and can be used in this way for defect prediction. Furthermore, if we preprocess data with the goal of anomaly detection our approach may perform even better. Finally, whether or not anomaly detection can be considered while selecting attributes of software data to further enhance the performance can be explored in future.
