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Abstract: Flood resilience is an emerging concept for tackling extreme weathers and minimizing the
associated adverse impacts. There is a significant knowledge gap in the study of resilience concepts,
assessment frameworks and measures, and management strategies. This editorial introduces the
latest advances in flood risk and resilience management, which are published in 11 papers in the
Special Issue. A synthesis of these papers is provided in the following themes: hazard and risk
analysis, flood behaviour analysis, assessment frameworks and metrics, and intervention strategies.
The contributions are discussed in the broader context of the field of flood risk and resilience
management and future research directions are identified for sustainable flood management.
Keywords: flood risk; flood resilience; machine learning; management strategy; metrics
1. Introduction
Flooding has been widely recognized as a global threat due to the extent and magnitude of damage
it poses around the world each year. Globally, flooding affected 2.3 billion people with an estimated
economic loss of USD 662 billion from 1995 to 2015 [1]. Flooding can occur from fluvial, pluvial,
coastal or groundwater sources, and the economic costs and disruption to communities are expected to
increase as a result of urbanization, economic growth and climate change [2,3]. For example, flood
risk is the top risk for the UK among 60 risks arising from climate change; 2.6 million people are
projected to live in areas of significant risk (i.e., 1 in 75 or more annual change of flooding) by the
2050s under a 2 ◦C scenario and 3.3 million under a 4 ◦C scenario with according to the UK Climate
Change Risk Assessment. Flood risk management has proven an effective and successful approach to
assess risks and support informed decisions on flood measures and thus reduce economic losses and
social-environmental damage.
Risk assessment is now a well-established paradigm in flood management in many countries
worldwide. In general, flood risk is perceived as the magnitude of loss, calculated as a function of
consequence and probability of flood events. The flood risk assessment process can be represented
using the Source-Pathway-Receptor-Consequence conceptual model [4], involving the following key
components: (1) understanding the frequency, magnitude and location of one or more hazards (such as
storms or cyclones) that can lead to flooding, (2) identifying the route that hazards take to reach the
receptors, (3) assessing the vulnerability of the receptors, i.e., people, assets and environment, which
could be directly or indirectly affected by flooding, and (4) quantifying the damages that occur to those
receptors. Scientific advances have been made in all the above components, such as understanding
the impacts of climate change on rainfall [5], representation of rainfall variable dependency [6],
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development of hydrodynamic or data-driven flood models for flood extent and depth estimation [7,8],
as well as flood damage data [9]. However, major research challenges remain in many aspects, in
particular, in improving accurate representation and modelling of future uncertainties, capture of system
interdependency, and understanding the impacts of human behaviours and stakeholder interactions.
Flood resilience has been gradually recognised as a key aspect in flood management. The term
of resilience originated from the field of ecology [10] and was then introduced as a property of a
water system which has the ability to prepare for and adapt to changing conditions and absorb,
respond to, and recover rapidly from disruptions [11,12]. Conceptual frameworks and metrics were
proposed for quantitative and qualitative assessment of flood resilience. On one hand, multi-criteria
approaches are commonly used for multi-level and -system assessments; for example, considering
physical, and economic and social indicators in failure and recovery phases [13]. On the other hand,
performance-based metrics are defined to measure the capacity of a water system in response to specific
extreme events in terms of failure duration and magnitude [14,15]. Key to these assessments is the
concept of rapid recovery which is contrasted to traditional risk concepts and measures.
To tackle the huge challenges in reducing flood consequences and improving flood emergence
planning and preparedness, a Special Issue on flood risk and resilience management was proposed to
review the latest developments in the field of flood management. The special issue consists of 11 papers
and focuses on the following themes: hazard and risk analysis, flood behavior analysis, assessment
frameworks and metrics, and intervention strategies, as introduced in Section 2. This Special Issue
will help researchers and practical engineers understand the current challenges in flood management
and develop an effective intervention strategy based on the current state-of-the-art knowledge and
technologies to tackle these challenges.
2. Overview of the Special Issue
This special issue reports some key advances in flood risk and resilience management.
The 11 articles compiled in this issue provide the readers an overview of modelling, optimization, and
analytical tool studies for building flood resilience as described below.
(1) Hazard and Risk Analysis
A matrix-based multi-risk assessment methodology is proposed in Barria et al. [16] to assess the
risk of natural hazards such as floods and tsunami. The proposed method can support urban planning
and flood mitigation. Stakeholders are closely engaged in the development of the risk assessment,
which is an important aspect for enhancing local flood resilience.
Change in land use and rapid urbanization are widely considered as contributory factors for urban
flooding. Areu-Rangel et al. [17] performs a quantitative analysis for Villahermosa, Tabasco (Mexico),
which shows that the change in land use can increase flood depth by 7% to 22% and urban growth
(until 2050) can raise inundation level by up to 0.7 m. The conclusions from this case study reinforced
our current understanding that the current way of urban development is lack of sustainability and
resilience from the perspective of flood management.
(2) Flood Behavior Analysis
Our current flood frequency analysis is usually based on stationarity that the probability
distributions derived from the historical data is applicable to the future. This can yield misleading
results as the temporal and spatial distribution of flood is constantly changing especially under
climate change and intensified human activities. Zhang et al. [18] proposes a nonstationary flood
frequency analysis for a more accurate representation of flooding. Saravi et al. [19] uses Machine
Learning techniques to study the impact of different types of flood based on a big database in the
U.S.A. The findings are useful in guiding planning and management to enhance flood resilience.
(3) Analytical Frameworks and Indices
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Fenner et al. [20] presents the latest research outputs from the Urban Flood Resilience research
project, where methodologies and tools are developed to facilitate transformative change against
extreme rainfall events driven by climate change and rapid urbanization. A roadmap is proposed in
this project for urban drainage adaptation over the next 40 years. A Natural Capital Planning Tool is
also developed to calculate the theoretical minimum and maximum possible scores of a given site with
respect to the natural capital and associated multiple benefits, which is useful in guiding the selection,
planning and design of various blue-green infrastructures.
Chen and Leandro [21] propose a novel time-varying index to assess flood resilience at household
level during and after a flooding event, based on physical factors, and social and economic factors,
respectively. The proposed assessment method is tested on a real-life case in Munich, Germany.
Cascading failures caused by flooding are not uncommon, e.g., critical infrastructures such as
a water supply network can be knocked down by a flooding event. Joannou et al. [22] proposes a
systems-of-systems approach to identify how resilience can be improved to enhance the performance
of a water supply system during times of flooding.
(4) Intervention Strategies
The reasonable determination of floodway is key to strike a balance between enhancing resilience
towards riverine flooding and maximizing the area of land for human activities. Cho et al. [23] provides
a contribution to the literature by the study of optimization of floodway using advanced modeling and
optimization tools.
Flood control material and emergency logistics play an important role in enhancing flood resilience
by providing resources to prepare for, respond to, and recover from flooding. Wang et al. [24] develops
an allocation model to maximize the retrieval efficiency and shelf stability.
Unmanned Aircraft Systems (UAS) are increasingly used by emergency responders to acquire core
information pre-, during- and post-events. Salmoral et al. [25] develops a guideline on the use of UAS
to maximize its benefits for responding to flood and enhancing system resilience that is transferable to
multiple countries.
The public reception of flood risk and resilience is of vital importance to the delivery of flood
resilience studies, which is surveyed and analysed in Wang et al. [26] by a case study in Jingdezhen,
China. Results show that gender, age, education level, experience and knowledge of flooding, income
level, and the attitude/level of trust in the governance have influences on public risk perception of
flooding. The findings are useful for developing targeted activities to actively engage public in building
flood resilience.
3. Conclusions
The research articles in this Special Issue addressed the challenges in flood management and
proposed new methods, models and tools for understanding and improve flood resilience in the
following four themes: hazard and risk analysis, flood behavior analysis, assessment frameworks and
metrics, intervention strategies. Their contributions are discussed in the broader context of the field of
flood management and help move towards integrate risk and resilience management.
Research challenges in achieving sustainable flood management remain in many aspects,
including developing fast, accurate, high-resolution flood models, characterizing various uncertainties
including deep uncertainty, developing integrated risk and resilience frameworks and effective
metrics, understanding the relationships between flood risk and resilience, and developing adaptive
management strategies with innovative technologies including machine learning technologies.
Funding: This research received no external funding.
Acknowledgments: We acknowledge the financial support from the EPSRC Building Resilience into Risk
Management project (EP/N010329/1).
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Abstract: Multi-hazard evaluations are fundamental inputs for disaster risk management plans
and the implementation of resilient urban environments, adapted to extreme natural events.
Risk assessments from natural hazards have been typically restricted to the analysis of single hazards
or focused on the vulnerability of specific targets, which might result in an underestimation of the
risk level. This study presents a practical and effective methodology applied to two Chilean coastal
cities to characterize risk in data-poor regions, which integrates multi-hazard and multi-vulnerability
analyses through physically-based models and easily accessible data. A matrix approach was used
to cross the degree of exposure to floods, landslides, tsunamis, and earthquakes hazards, and two
dimensions of vulnerability (physical, socio-economical). This information is used to provide the
guidelines to lead the development of resilience thinking and disaster risk management in Chile
years after the major and destructive 2010 Mw8.8 earthquake.
Keywords: multi-risk matrix; resilience; flood risk; multi-hazard; risk reduction
1. Introduction
Deficient urban planning together with a lack of integrated disaster risk management plans
may result in important economic and social costs for a community [1]. The continuous population
growth, the major growth and urban development trend of coastal cities during the last decades [2],
the unregulated urban immigration along with climate change induced extreme hydroclimatic
events [3], are likely to strengthen geo-risks derived from natural hazard [1]. Particularly concerning is
the case of port cities that concentrate most of the world commercial trade, tourism, and recreation
activities [4]. These factors impact what are considered to be the three components interacting to
explain disaster risks: the threatening physical phenomena—hazard; the population, infrastructure,
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economic, and social assets exposed to the hazard—exposure; and the predisposition of society to deal
with the event—vulnerability [1,5–7].
The Intergovernmental Panel on Climate Change (IPCC) highlights that suitable methodologies
to evaluate the different risk components depend on the local decision-making context, and include
qualitative and quantitative approaches [1]. An appropriate risk evaluation methodology for a given region
should effectively provide the information about the physical and social-environmental characteristics
needed to reduce the risk and to increase resilience through the design and application of disaster risk
management plans. Although several studies have investigated disaster risk evaluations worldwide,
two limitations are still identified: (1) different hazard events threatening the same region are typically not
integrally assessed (e.g., [8,9]), and (2) these studies do not comprehensively contemplate the complexity
of all the components that define the risk (e.g., [10,11]), which may result in an underestimation of risk.
Thereby, multi-risk approaches, which involve the analysis of multiple hazards and their interactions with
exposure and vulnerability are an active area of research and development.
According to [12], multi-risk assessments have been mostly assessed through quantitative tools that
aggregate the hazards and vulnerability from a probabilistic perspective. In the frame of the MATRIX
project, which aims to set the stages for the multi-risk evaluation for Europe, [13] suggested three tools
to address multi-risk assessments: events trees, Bayesian networks and time stepping Monte Carlo
simulations. Events trees consider the conditional probability of occurrence of different discrete scenarios
of hazards and vulnerabilities, the Bayesian approach analyses the cascade effect of multi-hazard events
and time-dependent vulnerability from a probabilistic perspective. Finally, the Monte Carlo approach
incorporates the concept of uncertainty in risk evaluation through the generation of multiple random
parameters, hazards, and vulnerability scenarios for a given period of time with an associated probability
of occurrence. These methodologies require a large and detailed amount of data typically unavailable in
many developing countries. Adhering to [14] who stated that multi-risk analyses must acknowledge the
vision of stakeholders in the evaluation of all the risk components and the local characteristics of the region
under study, this work proposes a simple methodology which fits the needs of regions prone to be affected
by multiple natural disasters with insufficient data.
Natural hazards and risk assessment are of extreme relevance for Chile, a country whose
average annual economic losses between 1980 and 2011 due to multiple natural disasters have been
estimated to represent 1.2% of the gross domestic product, more than for any other country of the
G20 group [15]. Moreover, Chile is ranked among the 30 countries under highest water-related risk
by 2025, including drought and flood risk [16]. Despite all the territory is highly exposed to multiple
natural threats [17], a regulatory framework to support risk management and increase resilience is
still under development [11,18,19]. Indeed, the 526 deaths and ~200,000 severely damaged houses
caused by the 8.8 Mw Maule earthquake and the subsequent tsunami on 27 February 2010 [20,21],
revealed the serious limitations of hazard risk assessments in Chile [22]. Because of these catastrophic
losses, and the record of previous hazardous floods and landside episodes in the coastal zone of central
Chile [23–25], the Ministry of Housing and Urban Planning (MINVU) and local governments started
the development of integrated disaster risk management plans for these areas. These plans must
integrate multiple hazards, covering their complex interactions, along with the vulnerability and level
of exposure of the community and the infrastructure. Moreover, they must consider the large number
of visitors these cities host during the summer season.
This paper presents the development of a multi-risk approach to be applied in urban planning,
using two Chilean coastal cities, characterized by low levels of information availability, El Quisco and
San Antonio, as a case study. The methods used in the approach are adapted to the local differences
of qualitative and quantitative information details. These urban settlements are touristic cities that
concentrate a high floating population during summer and are highly exposed to a variety of natural
threats that can have large impacts on the local community and economy. This is particularly important,
as tourism has experienced continuous growth in the Chilean economy, currently contributing to a 3.3%
of the total domestic gross product (GDP), and the number of foreign visitors has doubled between
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2010 and 2016 [26]. A matrix-based multi-risk assessment methodology within the Chilean context
is proposed, which integrates the risk associated with different natural hazards including floods,
landslide, and tsunami processes. Likewise, as earthquakes act as a triggering factor to tsunamis,
the earthquake risk has also been estimated. Despite the lack of detailed data, and the differences
in qualitative and quantitative information available for the two cities under analysis, disaster risk
is addressed comprehensively considering three different components: the physical characteristics
of the hazards, the exposure to single and aggregated hazards, and the physical and socio-economic
vulnerability of crucial three elements (i.e., housing, urban infrastructure, and facilities). A mitigation
plan orientated to increase the resilience in the cities, using integrated quantitative and qualitative
tools to support urban planning in the region is designed and proposed.
2. Materials and Methods
2.1. Study Area
El Quisco and San Antonio are nearby coastal cities located 120 km west of Santiago, the capital of
Chile (Figure 1). Both cities have a temperate Mediterranean climate, with a mean annual precipitation
of about 500 mm [27]. Because of their proximity to Santiago, these cities are of high touristic interest,
especially during summer season, when the population of El Quisco increases up to 8 times [28].
On the other hand, San Antonio is the most important port of the country and the economic hub of the
province to which it belongs [29]. The majority of the ~90,000 San Antonio and the ~10,000 El Quisco
inhabitants [30] belong to low-income groups identified as highly vulnerable to natural hazards [31,32].
Furthermore, the lack of appropriate regulatory and mitigation plans has led to an unregulated
continuous urban development, which has increased the exposure levels to natural hazards.
 
Figure 1. Location of El Quisco and San Antonio. Rivers and streams are presented in blue lines.
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Because its location on the subduction area between the Nazca and the South American plates,
several strong tsunamis and earthquakes have occurred in the region [33]. The tsunami of 27 February
2010 [20,34] was particularly destructive and produced severe damages (Figure 2). Furthermore, both
cities have developed along the coastal floodplains and near rivers or streams, which enhances the risk
to floods and landslide events. Because El Quisco is crossed by five ephemeral creeks (i.e., Las Petras,
El Batro, Pinomar, Seminario, and Córdova), there are areas in the city prone to be affected by floods
and landslides (Figure 1). On the other hand, San Antonio is crossed by Maipo River and El Sauce
stream, and limits to the south with the San Juan stream. According to the [23] report, several fluvial
floods and landslide events have affected San Antonio precisely because of the proximity of urban
areas to these water bodies.
Figure 2. Damage in the San Antonio area caused by the 27 February 2010 tsunami [35].
2.2. Data and Methodology for Multi-Risk Assessment
Following [1,36] recommendations, a scenario-based multi-risk assessment methodology was
developed, which integrates hazard and vulnerability degrees (scores) into a risk matrix, designed
to meet the local needs using available local data. Then, MINVU and the local governments
provided the information needed to design disaster risk management plans through hazard risk
zoning. The methodology schematized in Figure 3 considers the analysis of different degrees of
risk for each natural hazard, which are finally overlapped to obtain the multi-risk zoning using
Geographic Information System (GIS) tools. First, the natural hazards that have historically affected
the study region are identified and characterized, while the exposure to each natural hazard is spatially
determined and a level of exposure ranging between 0 (low exposure) to 2.5 (high exposure) is
assigned. Based on the standard of recent coastal cities vulnerability studies [37–39], and when
qualitative information is available, physical and socio-economical dimensions were considered in
the vulnerability assessment of the different components analyzed. Then, a level of vulnerability
ranging between 0 (no vulnerability) and 4 (high vulnerability) was assigned to every component
evaluated using a matrix. When information about materiality is not suitable to assess the physical
vulnerability, only socio-economical dimension is considered, which can be adapted and updated
when new information is collated for coastal management plans. Finally, the multi-risk zoning is
produced by crossing this matrix and the natural hazard exposure assessment. The range of exposure
levels (0 to 2.5), and the vulnerability levels (0 to 4) were defined with the local decision-making
authority (i.e., the Chilean Secretary of Regional and Administrative Development, hereafter the
SUBDERE), to standardize the level under a 0–10 range. The models and the data used to assess the
hazard exposure to the different natural phenomena, the vulnerability and risk characterization are
presented in the following sections.
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Figure 3. Scheme of the multi-risk assessment methodology. The hazard risk is calculated for each
hazard independently, and the overlapping of all the hazards risk determines the multi-risk zoning.
2.2.1. Natural Hazard Characterization
The hazard characterization is developed by constructing scientific physically-based models for
each natural phenomenon, extensively used in Chile, to evaluate the exposure to the corresponding
hazard (i.e., degree of hazard) considering conservative scenarios and boundary conditions.
To standardize the analysis, the degree of hazard is assigned quantitatively using a score or class which
was chosen to range from 0 to 2.5, where high (2.5), medium (1–2), and low (0–1.5) degrees of hazard
are identified for each natural phenomenon evaluated. Detailed information is provided below.
2.2.2. Flood Hazard
Rainfall-runoff and hydraulic models have commonly been used to characterize the probability of
occurrence and the impacts of floods (e.g., [40]). This involves simulating riverine floods associated
with precipitation events of different return periods (T), and route them in a hydraulic model. A central
assumption then is that T of the flood equals that of the rainfall event that produces it [41]. Based upon
the hydraulic design criteria for urban infrastructure specified by the Ministry of Public Works in
Chile [23], values of T = 2, 5, 10, 20, 25, 50, and 100-year are considered.
Several rainfall-runoff models developed for ungauged basins extensively used in Chile are
implemented to simulate the peak flow discharges for different T. These models include (1) the
rational method as defined by [41] using the Kirpich formula for computing the time of concentration,
(2) the Snyder synthetic unit hydrograph method [42], (3) the Storm Water Management Model
(SWMM; [43]); as well as (4) the Verni-King method [44] and (5) the Modified Verni-King Method [45].
These last two models are local methods defined for Chilean catchments, which consider a non-linear
relationship between peak flow and contributing area, similar to that of the Espey 10-Min Synthetic
Unit Hydrograph [46] and the Colorado Urban Hydrograph Procedure [47]. Parameters for all
these models are obtained from the 30 m digital elevation model [48], local studies [35,45,49] and
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the literature [41,47]. Local intensity–duration–frequency (IDF) curves and daily precipitation data
recorded between 1986 to 2011 at Lagunillas station (33◦26′22” S, 71◦27′02” W) for El Quisco and
between 1972–2010 at Punta Panul (33◦34′29” S, 71◦37′30” W) for San Antonio, are utilized to define
the rainfall events used in the rainfall-runoff modeling and landslide analysis described later.
The peak flows for the different return periods are propagated using HEC-GeoRAS [50],
an ArcGIS® based platform to run the 1D hydraulic model Hec-Ras (Hydrologic Engineering Center
River Analysis System; [51]), and display its results. Hec-Ras solves the energy equation (Equation (1))
using an iterative procedure
Z2 + Y2 +
a2V22
2g




where Z is the elevation of the river or channel bed, Y is the water depth, V is the average velocity
in the river or the channel, α is the velocity weighting coefficient, and hc is the energy head loss.
Subscript 1 and 2 indicate two sections in the river.
The water surface elevation, the flow velocity and the riverine flooded areas for each stream and
return period are obtained from the model. Cross sections measured in the field, contours maps and the
30 m DEM are combined to generate the streambed and floodplain topography, whereas high-tide data
from the SHOA (National Hydrographic and Oceanic Service) nautical charts are used to set a conservative
downstream boundary condition that maximizes the flooded area (i.e., a water surface elevation of 1.6 m).
Finally, the flow discharge record for the period between 1986 and 2011 from the Maipo at Cabimbao
gauge (33◦43′19” S, 71◦33′18” W), as well as the topography and other relevant information obtained from
local reports [23,29,49,52], are used to calibrate the hydraulic model for the Maipo River.
The level of exposure to flood hazard is categorized based on different scenarios depending on
the frequency of the events and following the Organization of American States recommendation [53].
Then, the level of flood hazard exposure was defined as ‘low’ for a 50-year flood (low frequency),
‘medium’ for a 20-year flood (medium frequency) in El Quisco (estimated) and 25-year flood in San
Antonio (obtained from [23]), and ‘high’ for a 10-year flood (more frequent).
2.2.3. Landslide Hazard
Landslides are caused by the downward and outward movement of slope-forming materials
triggered by the interaction of different conditioning factors. These factors can be the physical
characteristics of the terrain (e.g., geomorphology, vegetation, or land use), or external factors
such as earthquakes and storms [54], with the last factor being considered in this study.
Meteorological variables, particularly precipitation, have the largest impact as a triggering factor
of landslides in Chile [55]. The rainfall magnitude and intensity affect the soil moisture before the
landslide, increasing the pore pressures and reducing the slope stability. Moreover, precipitation can
induce a change in the water table and enhances surface runoff [54].
In this study, landslide hazard is defined by identifying a critical precipitation threshold above
which a landslide can occur under a given soil type and topography [56]. This approach allows linking
the probability of occurrence of the precipitation event (storm) to the probability of occurrence of the
landslide at a specific site. Adapting to the data availability in each city, a physical and a statistical
method are used to identify the precipitation threshold in El Quisco and San Antonio respectively.
In particular, there was a record of historical landslide events for San Antonio. The physical method
used in El Quisco is based on the shallow slope stability (SHALSTAB) model [57], which relates the





where W (dimensionless) is the wetness, defined as the ratio of the local flux at a given steady
state rainfall to that at soil profile saturation. W defines when the saturation overland flow occurs,
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which depends on the net rainfall rate (P, precipitation less evapotranspiration and deep drainage
into bedrock), the contributing area (A), the contour length (b), the soil transmissivity (Ts), and the
slope θ. The stability in response to a critical precipitation is calculated using the method proposed
by [58], which was used to calculate the probability of occurrence of a landslide under different
precipitation thresholds.
The statistical method used in San Antonio considers the analysis of the precipitation record
and historical landslide events, as suggested by [55]. The method considers the following steps:
(1) characterization of historical landslide events by identifying their date, type (debris or mudflow)
and triggering factor (precipitation or other factors), (2) analysis of daily precipitation, land use
and physical characteristics of the landslide site (conditioning factors), and (3) identification of the
magnitude of the triggering precipitation depth and modeling of the conditioning factors that generate
the landslides to identify the potentially hazardous areas.
Since the instability of the slope can be the result of either intense precipitation or the saturation
of the soil profile because of successive small rainfall events, both the daily rainfall on the day of
the event and the cumulative precipitation during the last 20 days are selected as the triggering
factors in the statistical method. We also identified the terrain slope and the soil water retention
as conditioning factors to landslides. Nineteen different landslide events occurring in San Antonio
between 1986 and 2010 are evaluated [23,59,60]. The soil layer depth is obtained from the Chilean
Hydrogeologic Map [27], and the land use from the Territorial Master Plan of San Antonio [29].
Both in San Antonio and El Quisco, the level of exposure to landslide hazard is evaluated
considering three scenarios based on the return period of the event [61]. Thus, the 50- (less frequent),
20- (medium frequency), and 10- year (more frequent) landslide events are associated with low,
medium, and high levels of exposure, respectively.
2.2.4. Tsunami Hazard
Tsunamis represent a threat to coastal cities because the incoming waves have the potential to
flood inland areas [62]. A three-step numerical methodology is used to characterize the tsunami
hazard, in which (1) the rupture mechanism that originates the tsunami, (2) the regional propagation
of the tsunami to the Chilean coast, and (3) the local inundation in the study area, are simulated.
The rupture mechanism was simulated using the Okada model [63], which analytically calculates
the surface deformation ui due to a fault dislocation Δuj
(
εn, εk, ε j
)
across a three dimensional surface

















where δjk is the Kronecker delta, λ and μ are elasticity constants, and υk is the direction cosine of the
normal to the surface element d ∑. The parameter values (Table 1) were obtained from a local study
developed by [64].
Table 1. Seismic design parameters used in the tsunami modeling, obtained from [65].
Parameter Tsunami 2010 Scenario 1 Scenario 2
Seismic momentum magnitude (Mw) 8.8 8.6 8.8
Rupture length (km) 550 500 500
Rupture width (km) 100 150 150
Strike 10◦ N 10◦ N 10◦ N
Dip angle 10◦ to 22◦ 18◦ 18◦
Slip length (m) 6 to 10 5 10
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The regional propagation of the tsunami through the Chilean coast was modeled using the SWAN
model (SWAN 41.20AB, Delft University of Technology, Delft, The Netherlands) [66], which solves the
non-linear shallow water equations (Equations (4)–(6)) considering Coriolis forces (Fu, Fv), frictional








































where η is the vertically averaged flow in terms of horizontal velocity (u,v) and water depth
variation (h), and g is the gravity acceleration. The inundation areas at the local level are
determined using the nonlinear shallow water model developed by [67] and modified by [68], which
propagates rapidly evolving flows over complex topographies using a finite volume approach and a
non-orthogonal generalized curvilinear coordinate framework. Topo-bathymetric profiles from the
General Bathymetric Chart of the Oceans (GEBCO, http://www.gebco.net), the nautical charts from
the SHOA and the study by [65] are used in the regional propagation model.
The regional model for tsunami propagation is coupled with the inundation model by entering
the tsunami waves to the local domain using an absorbing-generating boundary condition [69] through
a nested grid scheme. To assure numerical convergence, a grid of 0.025◦ and a time step of 5 s was
used in the regional propagation model (i.e., the Courant number is less than 1), and a 30-m resolution
grid, restricted by the resolution of the digital elevation model ASTER GDEM (version 2, METI &
NASA, USA) [48], is used in the local propagation model. For the whole domain a Manning roughness
coefficient of n = 0.020 is adopted, representative of smooth natural floodplains [70]. In addition to the
information used by the regional propagation model, local topography provided by the cities [29,49]
and field data were used in the local inundation model.
We consider inundated areas for one historical and two potential scenarios. The historical
scenario used for validation purposes is based on the field measurements taken after the 8.8 Mw
Maule earthquake and tsunami [34]. The potential scenarios consider two additional earthquakes of
magnitude 8.6 Mw y 8.8 Mw respectively, originated by a rupture located in North-Central Chile, from
Santo Domingo to La Serena (33.5◦ S to 30◦ S), each with maximum vertical displacements of 1.6 m
and 3.2 m, respectively. The regional tsunami model is run in a north–south direction covering ~25◦
latitude (from Iquique 20◦ S to Chaitén 45◦ S), and East-West direction covering 25◦ longitude of the
Chilean coast (~75◦ W–100◦ W).
Following [71] recommendations, three scenarios of tsunami degree of hazard are defined:
low, medium, and high when the flood depth is less than 0.5 m, between 0.5 and 2 m, and over
2 m respectively.
2.2.5. Earthquake Hazard
Although this work mainly focuses on risks associated with floods, and in order to accomplish the
multi-risk assessment for the study area, the earthquake hazard to the extent allowed by the available data
and records was also studied. Surface waves from are the main cause of infrastructure damage during
large earthquakes. It is well known that the predominant soils and topographic characteristics of an area
determine the seismic amplification of these waves [72,73]. As a proxy for seismic amplification, this study
considers four soil types (i.e., I, II, III, and IV), where I is a stiff foundation soil, such as rock, characterized
by a low seismic amplification, and IV corresponds to a soft deposit, such as soft clays, characterized by a
high seismic amplification. Location and information about the soil types in the study area are obtained
from [52], while recommendations from Eurocode EN 1998-5:2004 [74] are used to evaluate the topographic
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effects on the seismic classification. Hence, topographic effects are neglected when the local slope is lower
than 15◦, whereas the seismic classification of sectors located within 20 m from areas with slopes ranging
between 15◦ and 30◦ is increased in one level. Finally, the seismic classification of sectors located near
topographic slopes larger than 30◦ is increased in two levels.
This assessment evaluates the exposure to seismic hazard according to the [53] recommendations,
considering three scenarios, which assigns a low, medium, and high degree of hazard to areas with
low, medium, and high seismic amplification respectively.
2.3. Vulnerability Characterization
Vulnerability refers to the susceptibility of a community or system of being negatively impacted by a
hazard [75,76]. Based upon the results of technical studies developed by the UNESCO-RAPCA (Regional
Action Program Central America) project, which since 1999 has been working on the use of GIS and
remote sensing tools to assess the impact of natural hazard on human and physical infrastructure in Latin
America [77], vulnerability of three components were assessed: housing, facilities (i.e., public and private
buildings, equipment, and services) and infrastructure. Table 2 lists the elements considered and evaluated
in each component. Depending on the component evaluated, the vulnerability of each element is assessed
considering a physical (hazard dependent) and/or a socio-economical (non-hazard dependent) dimension.
The physical vulnerability refers to the susceptibility of an element to suffer physical damage because
of a hazard. On the other hand, although the socio-economic vulnerability is generally defined as the
predisposition of social groups in the context of a natural disaster [78,79], the concept has multiple and
complex different definitions [76]. In this study, the socio-economic vulnerability refers to the capacity to
respond to a hazard given its relevance and hierarchy in the system [75], which are proxies of the intangible
losses of elements at risk in society.
Table 2. Elements at risk.
Housing Facilities Infrastructure
Houses Health services Roads
Residential buildings Schools Bridges
Police stations Public lighting
Naval units Drinking water infrastructure











The physical dimension was considered for housing in both study cities, and thus the vulnerability
is evaluated in terms of the materials, the quality and the height of the construction [77], whereas
for the facilities, the socio-economical vulnerability is evaluated in San Antonio and El Quisco.
Nevertheless, as of more detailed information about the building materials and constructions
of facilities in El Quisco is available, the physical dimension is also considered in the latter.
Finally, the socio-economical dimension is used to evaluate the infrastructure vulnerability in both
cities, although the physical vulnerability of roads is also assessed, as information about material and
the construction is available. Following the local Chilean Secretary of Regional and Administrative
Development criteria (Governmental Office in charge of development of risk plans in Chile), a larger
weight to the physical dimension is given through a 3 to 2 proportion. This decision was made
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because, under a natural hazard scenario, the physical vulnerability is considered to be more critical
than the socio-economical vulnerability when both are estimated for an element. It is worth noting
that, although vulnerability definitions normally acknowledge its multi-dimension and site-specific
nature [80], most of the scientific studies explore only one of the dimensions of vulnerability of the
elements at risk (either the social or physical dimension). Both together, as it is in the case of our study,
are rarely considering in the literature [76].
The level of vulnerability is determined based on qualitative parameters following the criteria
defined with the Chilean Secretary of Regional and Administrative Development [81] and MINVU,
which were then used to be crossed against hazard exposure degrees. To homogenize the evaluation,
values of vulnerability level or classes of vulnerability are assigned as 0 (non-vulnerable), 1 (low),
2 (medium-low), 3 (medium-high), or 4 (high) for each element under the physical and the
socio-economical dimension separately. Then, the aggregated vulnerability of the elements evaluated
under the physical dimension is calculated as the average of the vulnerabilities to the different hazards.
The values used to assess the physical vulnerability to every natural hazard are presented in Table 3.
Table 3. Matrix of natural hazards risk scores arisen from the hazard degree and the vulnerability scores.
Hazard
Tsunami Fluvial Flood Landslide Seismic Wave Amplification
High Medium Low High Medium Low High Medium Low High Medium Low
Vulnerability Score 2.5 2 1.2 2.5 2 0.7 2.5 1 0.4 2.5 2 1.5
High 4 10 8 4.8 10 8 2.8 10 4 1.6 10 8 6
Medium-High 3 7.5 6 3.6 7.5 6 2.1 7.5 3 1.2 7.5 6 4.5
Medium-Low 2 5 4 2.4 5 4 1.4 5 2 0.8 5 4 3
Low 1 2.5 2 1.2 2.5 2 0.7 2.5 1 0.4 2.5 2 1.5
N/V 0 0 0 0 0 0 0 0 0 0 0 0 0
On the other hand, when the socio-economical dimension is evaluated, single vulnerability values
for each element are assigned [82]; these values are not hazard dependent and consider the role of
the elements during and after a catastrophic event. The function and characteristics of each element
are analyzed, such as the number of students enrolled in each school, the capacity and complexity of
health services, among others. For instance, as complex health services have larger capacity to provide
medical care during natural disasters than ambulatory health care centers, they are characterized by a
larger level of vulnerability. Detailed information about the characteristics considered in the evaluation
of each element is presented in Table 4.
Table 4. Vulnerability of facilities, evaluated according to the type of facility and the role they have
during and after catastrophic disasters (adapted from [82]).
Health Services Characteristics-Definition Socio-Economic Vulnerability
Tertiary health care center High complexity health service, up to 500 beds 4
Secondary health care center Medium complexity health service, specialist or referral services 3
Urgency primary health care center Urgent care center 2
Ambulatory primary health care center Low complexity health service for ambulatory care 1
Educational Services Characteristics-Definition Socio-Economic Vulnerability
Educational services T1 More than 500 enrolled students 4
Educational services T2 Between 251 and 500 enrolled students 4
Educational services T3 Between 101 and 250 enrolled students 3
Educational services T4 Between 0 and 100 enrolled students 2
Security services Characteristics-definition Socio-economic Vulnerability
Police station T1 (“Comisaría”) High complexity police unit 4
Police station T2 (“Tenencia”) Medium complexity police unit 3
Police station T3 (“Retén”) Low complexity police unit 2
Navy Facilities Characteristics-Definition Socio-Economic Vulnerability
Harbormaster facilities Ultimate navy regional authority 4
Water bailiff facilities Local navy authorities controlled by the Harbormaster 3
Navy staff offices Local navy facilities 2
Local Government Facilities Characteristics-Definition Socio-Economic Vulnerability
Town hall Local Government administration office 4
Town hall offices Various governmental agencies controlled by the Town Hall 2
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Table 4. Cont.









Sport Facilities Characteristics-Definition Socio-Economic Vulnerability
Stadium Large capacity sport facility 4
Fitness center Medium to low capacity sport facility 2
Football court Medium to low capacity sport facility 2
Other Facilities Characteristics-Definition Socio-Economic Vulnerability
Government offices Provide shelter and help during and after disasters 2
Churches Provide shelter during and after disasters 2
Child care facilities Provide shelter and services during and after disasters 2
Neighborhood council Provide shelter and services during and after disasters 2
Other services Provide shelter and services during and after disasters 2
Housing vulnerability to tsunami and fluvial floods was assessed following the [77,81]
recommendations. Thereby, higher buildings present lower vulnerability than single-story ones. The level
of vulnerability to landslides of building is defined as high for all the constructions. Regarding seismic
amplification, the assessment considers lower vulnerabilities for lower buildings, as they typically have
larger seismic resistance. Table 5 shows the values used to characterize housing vulnerability.
Table 5. Housing level of vulnerability to natural hazards in San Antonio (SA) and El Quisco (EQ) (I:
inundation due to tsunami and fluvial flood, LS: landslide, SA: seismic amplification). Note that values







Height I LS SA
SA EQ SA EQ SA EQ
Concrete 0 0
4
0 Good 0 0
4
1 0 >2 Story 1
4
4
Bricks 0 1 1 Regular-Good - 1 - 1 2 Story 2 2
Clay 2 2 2 Regular 2 2 2 2 1 Story 4 1
Wood 3 3 3 Regular Bad - 3 - 3
Waste 4 4 4 Bad 4 4 4 4
Following [81] recommendations to assess infrastructure vulnerability, medium-low and low
physical vulnerability are considered for paved roads under different natural hazards, whereas
unpaved roads have medium-high physical vulnerability to all the hazards (Table 6). All the
infrastructure and facilities elements were considered to have a High physical vulnerability
to landslides. Likewise, because road surfaces materials do not provide seismic resistance
information, all the infrastructure is evaluated with high physical vulnerability level to this hazard.
The socio-economical vulnerability of roads was assessed considering their hierarchy in the city road
system, which depends on their size (Table 6).
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Table 6. Infrastructure physical and social-economical vulnerability (adapted from [83]).




























Regarding facilities, the socio-economical vulnerability is evaluated for every single element
considering its importance or role within the city under a given hazard. Detailed information for each
element is presented in Table 4. Finally, the demographic and economic characteristics of the study
area are obtained from national and regional studies and entities (i.e., [23,30], the Traffic Headquarters
of the Ministry of Public Works, the Communal Planning department and the Education Ministry).
2.4. Risk Characterization
Following the matrix approach, risk is characterized using risk scores calculated as the
multiplication of the level of vulnerability and the exposure [6,83] of each evaluated element (i.e.,
housing, facilities, and infrastructure). Four different risk levels are defined for each hazard in each
location: high, medium-high, medium-low, and low, and the scores of these levels are presented in
Table 7. Finally, as shown in Figure 3, the integrated multi-risk zoning is defined as the overlapping of
the level of risk associated with every hazard, which is presented for each of the elements evaluated
separately (i.e., one multi-risk zoning is considered for housing, for facilities, and for infrastructure
independently). To be conservative with the results of the risk assessment and following the local
decision-making authority (SUBDERE) goal of informing the aggregated risk level (although the
hazards do not necessarily have the same probability of occurrence), when overlapping the level of
risk associated with each hazard, the highest level of risk predominates for each element.
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Table 7. Risk scores for each natural hazard.










The regional tsunami model is validated by the [65] study using the observations of the
27 February 2010 tsunami. The far-field wave simulated by the SWAN model were compared to
the DART (Deep-ocean Assessment and Reporting of Tsunamis) buoy measures located in the coast of
Perú (Figure 4a). The near-field waves simulated by the SWAN model were validated by comparing the
simulated times of arrival of waves to different Chilean coastal cities against observations published in
local media (i.e., La Tercera newspaper, 26 March 2010, Figure 4b).
The fluvial flood model for the Maipo river was validated by comparing the simulated flooded
area produced on 8 October 2009 by the flow discharge measured at the Cabimbao station, against a
digital photography of the river retrieved from Google Earth (Figure 4c) on the same day. Also, other
historical floods reported by [23] are used to validate the models for other streams. On the other
hand, the SHALSTAB landslide model is validated in San Antonio through its ability to simulate the
location of a landslide event in the ‘Talud 21 de Mayo’ sector that took place on 28 May 2013, which
was produced by a 5- to 10-year rainfall event (Figure 4d).
Finally, the seismic wave amplification classification could not be quantitatively validated due to
the lack of proper instrumentation in the zone. Nonetheless, because the soil type II representative of a
low level of amplification is predominant in both cities under study, significant uncertainty in the risk
assessment is not expected.
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Figure 4. Validation of natural hazard models. (a) Validation of the SWAN model by comparing the
far-field wave simulation to the DART buoy measures located in the coast of Perú. (b) Validation of the
near-field SWAN model waves by comparing simulated times of arrival to different Chilean coastal
cities against observations published in local media. (c) Validation of the flood inundation model using
the flooded area retrieved from Google Earth V 6.2 for 8 October 2009. (d) Validation of the landslide
model through the simulation of the landslide occurred on 28 May 2013 in Talud 21 de Mayo zone
under the 5- to 10-year precipitation event.
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3.1.2. Natural Hazards Model Results
Results of the regional tsunami propagation model toward the coastline of El Quisco and San
Antonio indicate that, for the 8.6 Mw scenario, the first tsunami wave has a maximum amplitude of
1.5 m and reaches the coastline within the first hour of simulation. Simulations under the 8.8 Mw
scenarios indicate that the first tsunami wave has a maximum amplitude of 4 m arriving to the Chilean
coast within 30 min after the rupture. According to the simulations, inundation extents obtained from
the local propagation model over El Quisco are relatively small under both the 8.8 Mw and 8.6 Mw
scenarios. Only the beaches, the mouth of streams and some coastal streets are flooded in the model,
with inundation depths of ~2 m and ~0.5 m under the 8.8 Mw and 8.6 Mw scenarios respectively
(Figure 5a). On the other hand, larger inundations areas are obtained in San Antonio. The harbor,
downtown, and some residential sectors located along the streams and the Maipo river are flooded
due to the tsunami propagation upstream. As expected, a larger inundation extent is obtained under
the 8.8 Mw scenario. The maximum water depths under the 8.8 Mw and 8.6 Mw scenarios are 5 m and
4 m respectively along the coast of San Antonio (Figure 5b).
Figure 5. Integrated degree of hazard due to seismic wave amplification (SA) and tsunami inundation
at (a) El Quisco and (b) San Antonio.
Regarding the fluvial flood modeling, simulated inundation areas due to fluvial floods are larger
for San Antonio than for El Quisco (Figure 6a,b). Large flooded areas are simulated in the urban sectors
bordering the streams and the Maipo river. Maximum velocities of ~5 m/s are reached under the
100-year flood. Urban areas adjacent to El Sauce stream and the Maipo river become flooded with the
2-year flood and the 10-year flood respectively, whereas considerable large flooded areas are obtained
for events larger than the 25-year flood. Furthermore, inundations are simulated for flood events with
a recurrence interval of 2-years or larger near the San Juan stream and in the crops yields located
between this stream and the Maipo River. On the other hand, simulations at El Quisco show that
the streams banks start overflowing in some urban sectors for events larger than the 2-year flood.
Floods are simulated at the Cordova stream for events larger than the 5-year flood.
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Figure 6. Integrated degree of hazard due to fluvial flood inundations and landslides triggered by 10-,
20-, 25-, and 50-year rainfall at (a) El Quisco and (b) San Antonio.
San Antonio is more likely to be affected by landslides than El Quisco (Figure 6a,b).
Landslide events are prone to occur only in the north part of the main beach of El Quisco, which are
expected to be initiated by a 5-year rainfall critical threshold. In the case of San Antonio, the simulations
indicate that Llolleo, the Tejas Verdes sectors and the road to San Juan, all located in the southern
part of the city, are prone to landslides triggered by a 5-year rainfall threshold. On the other hand,
in downtown area landslide events can be initiated by a 50-year rainfall event.
Finally, the analysis of the seismic wave amplification shows that a large part of El Quisco is
founded on soils type II which are associated with a low hazard degree, while San Antonio is majorly
founded on soils type II and III (i.e., medium degree of hazard), and soils type IV (high degree
of hazard) in some locations. Sectors with steep slopes in both cities are prone to be affected by
topographic amplification, which increases the hazard degree (Figure 5a,b).
3.2. Vulnerability Evaluation
The housing elements at El Quisco and San Antonio have similar vulnerability to natural hazards
(Figure 7a,b). According to the results, housing at El Quisco predominately has a medium-high
vulnerability (65%) and medium-low (30%) vulnerability to tsunami and flood inundations respectively.
Furthermore, housing in El Quisco has High vulnerability (95%) to landslides and low and
medium-Low (50% and 48%, respectively) vulnerability to seismic amplification. The vulnerability
of facilities at El Quisco ranges from Low to High considering different elements and hazards.
Mostly medium-high to high vulnerability to landslides and medium-low and low vulnerability
to seismic amplification is observed. Most vulnerable facilities are those related to health and the
educational services, which are crucial as they provide support and shelter in the aftermath of natural
disasters. In El Quisco these elements are located in areas prone to fluvial inundations.
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Figure 7. Integrated vulnerability of housing in (a) El Quisco and (b) San Antonio.
The evaluation of housing at San Antonio indicates that the city presents mostly medium-low
(46%) and medium-high (28%) vulnerability to tsunami and flood inundations, high (94%) vulnerability
to landslides processes and low and medium-low (62% and 33%, respectively) vulnerability to seismic
amplification. Likewise, depending on the evaluated element, facilities have vulnerabilities ranging
between high to low.
The vulnerability in both cities ranges from low to medium-high for electricity and
telecommunication infrastructure, and from medium-high to high for water supply systems.
Major differences are observed for road networks, as El Quisco has mostly unpaved roads and
the vulnerability to inundations and to landslides ranges from high to medium-high. On the other
hand, roads at San Antonio have a low vulnerability to tsunami and fluvial inundations.
3.3. Risk Evaluation
As indicated in Section 2.2.3, although is very unlikely that the four hazards here considered have
the same probability of occurrence, with the purpose of informing and designing conservative mitigation
plans, the local authority SUBDERE recommends aggregating the levels of risk of all the natural hazards.
Despite that, the levels of risk of every hazard in an independently manner was also assessed (not showed).
Overall, San Antonio is more at risk to natural hazards than El Quisco when considering housing
and facilities, but both cities have a similar risk with respect to infrastructure elements. Because of
the low exposure of houses at El Quisco, they have a low risk to tsunami and flood inundations and
landslides processes. Regarding facilities, only little harbors have a medium-high risk to inundations
(Figure 8a). Furthermore, housing and facilities risk to seismic amplification waves range between low
to medium-low and between medium-low to medium-high, respectively.
Housing risk to tsunamis at San Antonio ranges between medium-low to medium-high.
In particular, a high risk is identified in the Llolleo lagoon sector (North of the Maipo estuary, Figure 8b),
where the inundation depth exceeds 2.5 m and houses are highly vulnerable to the threat. The San
Antonio housing sector has all the levels of risk to fluvial floods depending on the location. Because of
the high vulnerability and the high degree of hazard to inundation of the sectors bordering the streams
in San Antonio, they have high level of risk. On the other hand, the housing sector is at medium-low
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to low risk to landslides, except for the Tejas Verdes and San Juan locations, where a high risk is
identified due to their High exposure to the hazard. Regarding facilities, a medium-high risk to
tsunami is observed in the city, and only around the Llolleo area a high risk to fluvial flood is detected.
A high, medium-low, and low risk to landslide events is identified for the facility sector, whereas a
medium-low, medium-high, and high risk to seismic amplification is detected in different zones of
the city. Finally, no risk to inundations or landslides is detected for the infrastructure in both cities,
as there is no exposure. On the contrary, almost all the infrastructure sector is at high risk to seismic
amplification in both cities.
Figure 8. Housing integrated level of risk in (a) El Quisco and (b) San Antonio. The figures consider the
Tsunami inundation (TI), landslide (LS), seismic amplification (SA), and fluvial inundation (FI) risk levels.
3.4. Multi-Risk Analysis
The threats analyzed in this study can potentially occur simultaneously, increasing the risk to
natural hazards in the region. For instance, a large earthquake in the coastal sector can trigger a
tsunami, or a strong rainfall event might cause floods and landslides simultaneously. The results for
exposure to seismic amplification and tsunami hazards are presented in Figure 5a,b. El Quisco has
a low degree of exposure to tsunami and seismic wave amplification, excepting some regions like
the coastal line (Figure 5a). Figure 5b shows that the port and the coastline of San Antonio is highly
exposed to these natural hazards. Despite half of the population is in areas with a low degree of
exposure to these hazards, large urban sectors are located in areas with a medium degree of exposure
to the combined effect of tsunami and seismic wave amplification. On the other hand, the aggregated
analysis of landslides and fluvial flood hazards is presented in Figure 6. High exposure to fluvial
flood and landslide is identified along the streams at El Quisco; however, no urban areas are involved
(Figure 6a). On the contrary, significant urban areas are affected by one of the two natural hazards
in San Antonio (Figure 6b); the sector bordering the Maipo river and streams are highly exposed to
landslide and fluvial flood hazards.
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Regarding a crossed vulnerability analysis, both cities have a medium-high housing (Figure 7)
and facility vulnerability. The assessment of the multi-hazard risk for housing (Figure 8) indicates
that risk is mainly low and medium-low in both cities. A larger risk is detected in some sectors of
San Antonio, because of the large exposure to floods and landslide previously discussed. Despite the
high facility vulnerability, facilities in El Quisco are at low risk, as they are not exposed to floods
or landslides (Figure S1, Supplementary Material). Conversely, the facilities in San Antonio are at
high risk because of their high exposure to these hazards. Out of the possible risks, the seismic wave
amplification risk is the highest in both cities due to the high vulnerability to this hazard.
Overall, El Quisco is better prepared than San Antonio to deal with natural hazards (Figure 8).
However, some of the low risk areas correspond to uninhabited places such as location 1 in Figure S2
(Supplementary Material), where future urban development might increase the risk to natural hazards.
Finally, note that the risk analysis is carried out at a block (i.e., polygon) scale, while the exposure to
the hazard is calculated at the grid-cell level. Thus, every block is given the highest risk computed for
each of the grid-cells belonging to that block.
3.5. Mitigation and Evacuation Plans
The results of the multi-risk assessment show that integrated risk management plans to reduce life and
properties losses and to increase resilience, are to be undertaken urgently in the study area. Although the
risk zoning presented in this paper can be used to design and evaluate engineering measures to alleviate
the risk, this is out of the scope of this research, which mostly focuses on characterizing the current risk
state. This characterization provides the basis for the subsequent planning and assessment of mitigation
measures. Recommendations from the literature [62,84] are adapted to the local conditions to design a risk
mitigation plan, which considers the following main guidance:
• Relocation of the population living nearby the Llolleo lagoons (estuary of Maipo river) in San
Antonio. Such action will enhance the development of dune systems, creating a buffer zone
against tsunamis.
• Local and regional impact assessment and definition of mitigation infrastructure in case that any
expansion of the San Antonio port is planned. Furthermore, a safe location of the stacking areas
must be ensured, along with a contingency plan to control the damage caused by ships that can
be dragged during tsunamis events.
• Restriction to new developments near streams and the Maipo River. In addition, mitigation
infrastructure should be considered to protect existing constructions in the area. Special attention
should be drawn to south Llolleo, which is highly exposed to landslides events.
• More control over the extraction of aggregates from the Cordova stream in El Quisco to reduce
flood and tsunami risks.
In addition to these measures, the development of evacuation plans for both cities to cope with
tsunamis becomes essential [85]. Using the risk zoning previously identified along with the topography
and the existent road infrastructure, we identify evacuation routes and characterize traveling times to
safe zones for both cities (Figure 9). For this purpose, four steps are considered:
1. Construction and updating of the information of road axes, including the road impedance and
traveling times in each road.
2. Definition of safe areas and evacuation times under the worst modeled scenario (i.e., an 8.8 Mw
earthquake and tsunami with critical evacuation times of 10, 15, and 60 min [86].
3. Definition of evacuation roads based on the urban layout, the relief and the safe zones in the city,
which were located in open and flat areas able to receive a large number of people [87].
4. Identification of evacuation roads with slopes lower than 12%, in which stairs must be avoided.
Areas with evacuation times over 15 min must be considered as uninhabitable zones in the urban
design of the cities.
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Overall, El Quisco is better prepared than San Antonio for an evacuation due to Tsunami,
as the majority of the most distant locations to the safe zone are not residential (Figure 9).
Nevertheless, alternative routes to the main roads and clear signals indicating the evacuation roads must
be considered for El Quisco in order to facilitate the possible evacuation of summer floating population.
Figure 9. Tsunami evacuation plan at (a) El Quisco and (b) San Antonio.
4. Conclusions
This study successfully performs a simplified multi-risk evaluation of areas prone to be affected
by natural hazard in El Quisco and San Antonio, two coastal cities in Central Chile. The natural
hazards considered include tsunamis, fluvial floods, landslides, and seismic amplification, with the
aim of supporting urban planning instruments and mitigation plans to increase resilience. Using simple
calculations based on available data, a cross-analysis of multiple hazards and the multi-vulnerability
estimation of housing, facilities, and infrastructure from a physical and socio-economical perspective was
conducted. Adhering to [1,14], a matrix-based multi-risk methodology was designed that considers the
local needs incorporated through the experience and opinion of the regional stakeholders. Such approach
increases local level engagement in building and implementing disaster risk reduction and resilience
thinking plans. Finally, mitigation measures for both cities were recommended based on the results of
the assessment. Although the methodology implemented in this study was based on local-level data and
stakeholder appreciation, we hope the results can be extended to other coastal cities and regions in Chile
and other areas prone to be affected by the hazards here considered. The main conclusions of the study are:
1. Despite the short distance between the cities and similar vulnerability to the evaluated natural
hazards, their local characteristics produce very different levels of risk. This highlights the importance
of local characteristics when assessing the risk and developing suitable mitigation plans.
2. Disaster risk management plans should consider multi-risk methodologies instead of a single
hazard approach. The multi-risk approach demonstrates that exposure to hazards and the risk
increase when multiple hazards are considered.
3. Evacuation plans for tsunamis are particularly important for these cities. Plans should consider
clear and safe routes that can be used during summer, when floating population increases the
vulnerability to natural disaster. Another relevant aspect is the development of urban planning
tools that restrict future urban development near streams to reduce flood and landslide risks.
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The lack of extensive and detailed data is an important shortcoming when implementing
physically based hazard models. Thus, future assessments should consider a probabilistic approach
such as the FEMA P-58 frame [88] to account for uncertainties in the calculations and improve the
characterization and evaluation of hazards and vulnerability. Furthermore, seismic instrumentation,
detailed soil characterization, and bathymetric profiles of streams and the shore should also be
incorporated. On the other hand, if the qualitative information used to characterize the vulnerability is
improved, the methodology here presented should be updated to consider both the physical and the
socio-economical dimensions of vulnerability for every component under assessment.
Despite risk management in Chilean coastal cities is critical, the country lacks a methodology
and criteria to assess and manage risk. Next stages in Chilean risk management should focus on
(1) the consolidation of a methodology like the one presented here, which considers a probabilistic
and cascade effect of the multi-hazard and multi-vulnerability; and on (2) the implementation of risk
mitigation plans oriented to exposure and vulnerability reduction, to be prepared for the next disaster.
These plans should be constantly evaluated and updated as new natural disasters take place and new
data are available.
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Abstract: The city of Villahermosa, a logistical center in the State of Tabasco’s economy, is affected by
recurrent river floods. In this study, we analyzed the impact of two factors that are the most probable
causes of this increase in flood hazard: changes in land use in the hydrological catchments upstream of
the city, and the uncontrolled urbanization of the floodplains adjacent to the main river channels. Flood
discharges for different return periods were evaluated, considering land uses of the catchments, both as
they were in 1992 and as they are today. These flood discharges were then used in a 2D shallow water
model to estimate the increase of water depths in the city from 1992 to the present day. To evaluate the
influence of urban expansion on inundation levels, three future urbanization scenarios were proposed
on the basis of the urban growth rate forecast for 2050. Results confirm that the change in land use in
the hydrological catchments is the main factor that explains the increase in inundation events observed
over recent years. This study also provides useful insights for future city planning that might help to
minimize the flood impact on Villahermosa.
Keywords: flood hazard; land use; urban growth; Villahermosa
1. Introduction
River floods due to excessive rainfall–runoff are responsible for recurrent damage to basins where
soil surface characteristics have been modified as a consequence of deforestation and urban growth.
A decrease in the connectivity of river networks and the loss of fluvial floodplains, in combination with
the conversion of agriculture land to less permeable urban surfaces, can significantly reduce the basin’s
response time during storm events, which in turn increases peak discharges and the risk of flooding.
The State of Tabasco (Mexico) recurrently experiences inundation events throughout its territory.
It is located within the delta of two main rivers: the Grijalva and the Usumacinta. These rivers account
for approximately 30% of the total runoff in Mexico, and converge in the same system along their
course towards the Gulf of Mexico, about 40 km downstream of the city of Villahermosa. A lack of
environmental planning has drastically modified the characteristics of the terrain of this state over
recent decades. The elimination of vegetable cover has led to a loss of soils and a reduction in
infiltration capacity, causing higher volumes of surface runoff, silting, and hillslope erosion. In the
whole territory of Mexico, from 1970, there have been substantial changes in land use, which have
drastically increased the number of floods [1]. The rapid transformation of the territory has led to
significant loss of vegetation [2] that, together with an increase in the frequency of extreme weather
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phenomena, has increased the flood risk throughout the country. Zúñiga and Magaña [3] analyzed the
frequency of floods in Mexico by comparing observed and modeled frequency values for the period
1970–2010, finding that most flood events had occurred as a result of the rapid process of deforestation
that affected the basins of the main rivers of the country. Results of this study show that the regions
experiencing substantial increases in flood frequency over recent years are located mainly along the
coasts, although the authors also stressed that the spatial distribution of floods depends to a great
extent on the vulnerability of the regions in which rainfall occurs. In the specific case of the State of
Tabasco, Aparicio et al. [4] pointed out that the change of land use from forest to agriculture leads to
the transport of large quantities of sediments due to the increased erosion of basins, and they found
that this can be considered to be one of the major causes of disasters in the region. The grass cover of
the basins increases the roughness of the soil and reduces the runoff coefficient [5], which determines
the magnitude of the discharges downstream. Grassland can significantly reduce runoff, compared to
bare and agriculture land [6].
Over the last 40 years, the construction of housing complexes and containment bridges within
Villahermosa have not only modified the landscape, but have also caused a phenomenon of irregular
settlements on the margins of the same embankments. This process is expected to continue in the years
to come: for the next 30 years, the city’s growth rate is expected to be greater than 0.50%. In addition,
the exposure of the population to river flooding has dramatically increased in recent years due the
presence of hurricanes in the coastal areas of the Pacific and Atlantic oceans, which produce heavy
rainfall, leading to the transportation and deposition of large quantities of silts in the Tabasco plain [7].
From 1940 to 1990, the State of Tabasco lost 97% of its forest resources due to excessive exploitation of
forests, causing wind and water erosion to affect almost 50% of the territory. In October 2007, Tabasco
was hit by an intense flooding event. Extraordinary rains in the Grijalva basin generated intense runoff
throughout the Tabasco plain, flooding about 70% of the state. The capital city, Villahermosa, was
especially badly hit, suffering economic losses of more than three billion dollars. From 2008 to 2011,
the city was continuously affected by the flooding of the rivers that traverse it [8].
In recent decades, the analysis of floods in urban areas has improved considerably with the
introduction of accurate numerical models [9–11] and advanced methodologies, which aim in particular
at the combination and integration of land use change forecasting models with hydrological models,
with the objective of being able to determine increasingly precise peak discharge rates as a function of
the predicted urbanization [12,13]. In particular, Wang et al. [13] presented the application of a cellular
automata based model (Celular Automata Dual-DraInagE Simulation, CADDIES) to a small study
area to analyze flood inundation, and demonstrate the importance of identifying and using key urban
features, obtained from terrain data, to better reproduce high resolution flood processes. The effect of
urbanization and changes in land use on floods has been studied from different perspectives, focusing
both on river feeding catchments and on potentially floodable areas [14–17], with the conclusion that
an appropriate study of land use and consequent management are crucial in flood attenuation.
This study analyzed two of the main causes of the increase in flood frequency and magnitude
in Villahermosa: changes in land use in the hydrological basins located upstream of the city, and the
expansion of the urban area in the city.
In the present study, we first analyzed the effect of the changes in land use of the catchments that
drain to Villahermosa. Flood discharges for different return periods were calculated using both the
oldest information on the basin’s land use (up until 1992) and the most recent (2013). The scenarios
obtained were numerically simulated with the 2D flood inundation model Iber [18]. Secondly, the
effect of the increase in the area occupied by buildings in the city was analyzed by comparing the
inundation depths for three possible future urbanization scenarios.
The remainder of this paper is organized as follows. Section 2 presents the estimation of flood
discharges for different return periods, considering both the land uses of the basins as they were in
1992 and the present ones. The inundation model used to evaluate the flood depths in the city for past
and present scenarios is described in Section 3. The results of the numerical simulations are presented
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and discussed in Section 4. The influence of changes in land use (from 1992 to the present day) on
inundation levels in the city was quantified and analyzed. Then, three possible future urbanization
scenarios were proposed, and their effects on inundation hazard were analyzed.
2. Estimation of Flood Discharges
The city of Villahermosa is found in the municipality of Centro and is located within the
hydrological zone of Grijalva-Usumacinta [1], which has a territorial extension of 102,456 km2.
This hydrological zone is divided into 83 basins, eight of which drain into the city of Villahermosa.
Four rivers are responsible for the flood events in the urban area of the city: the Carrizal, the Viejo
Mezcalapa, the Pichucalco, and the de la Sierra rivers. Figure 1 shows the catchments of these rivers,
while their hydrological characteristics are listed in Table 1.
Figure 1. Map of the basins that drain into Villahermosa.
Table 1. Hydrological characteristics of the main rivers that drain into Villahermosa.
Carrizal V. Mezcalapa Pichucalco de la Sierra
Basin area (km2) 133.71 566.13 1314.23 1073.57
Length of the main channel (m) 51,524 98,544 155,134 145,102
Minimum elevation of the main channel (m) 8 7 5 4
Average elevation of the main channel (m) 12 33 1071 1188
Maximum elevation of the main channel (m) 17 60 2137 2373
Average slope of the main channel (%) 0.017 0.054 1.37 1.63
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Flood discharges of each river for different return periods were estimated with Chow’s
method [19], including two adjustment factors to account for the spatial and temporal variability of
extreme rainfall in large catchments. The flood discharge for a given return period is calculated as:
Qd = 2.78 · A · X · Z · K · KA (1)
where A is the basin area (km2), X is the runoff factor (cm/h), Z is the peak reduction factor, K is
a correction coefficient to account for the temporal variability of extreme rainfall, and KA is an areal
reduction factor that relates extreme area-averaged rainfall with extreme point rainfall. Factor Z relates
to the morphological parameters of each basin, and is calculated according to a relationship between
the concentration time and the retrace time with the support of a nomogram [19]. For the Carrizal
and Mezcalapa basins, this was estimated to 1, and for the Pichucalco and De La Sierra basins to 0.95.





where Pe is the excess precipitation depth (given in cm) for a given storm duration and return period,
and Tc is the catchment concentration time (given in hours). The concentration time was calculated as
the average of the values obtained with Kirpich’s formula [20].
The coefficients K and KA are given as:




KA = 1 − ( log10(A)
15
) (4)
where the concentration time (Tc) is given in hours and the area of the catchment (A) in km2.
Following the recommendations of the Soil Conservation Service, the excess precipitation depth
was computed from the total precipitation by means of the Curve Number (N), which is based mainly
on land use:
Pe =
(P − 508N + 5.08)2
P + 2032N − 20.32
(5)
where P is the total precipitation depth associated with a given return period, given in cm. The precipitation
depths (P) were obtained from the rainfall database of the Secretary of Communications and Transportation
(SCT, Mexico).
Information on the land uses of the catchments under study over recent years was provided
by the National Institute of Statistics and Geography (INEGI) [1]. Geospatial Information provided
by INEGI [1] shows the distribution of agricultural land use, natural land, and induced vegetation
in the country. It also indicates livestock and forestry uses and other uses that occur in the territory
related to vegetation cover. The use of agricultural land is represented according to the availability
of water for different types of crops during their agricultural cycle. The vegetation is represented in
accordance with the provisions of the Guidelines for the use of the Catalog of Types of Natural and
Induced Vegetation of Mexico for statistical and geographic purposes. INEGI’s information comprises
five series that provide the spatial distribution of land use until 1992 (Series I), from 1993 to 1996
(Series II), from 2000 to 2004 (Series III), from 2007 to 2010 (Series IV) and from 2011 to 2013 (Series V).
From the analysis of these data, it was observed that, from 1992 to 2013, the terrains located upstream
of Villahermosa mainly changed from pasture cover to agriculture cover. Figure 2 shows thematic
maps of land use that have been reconstructed from all the available land use data. Table 2 shows the
correspondence of land use types with their curve numbers, as well as the medium curve numbers for
Series I and V.
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Figure 2. Thematic maps of land use distribution in the basins located upstream of Villahermosa:
(a) land use of Series I (until 1992); (b) land use of Series II (1993–1996); (c) land use of Series III
(2000–2004); (d) land use of Series II (2007–2010); and (e) land use of Series II (2011–2013) [1].
Table 2. Correspondence of land use types with their curve number, for SI and SV.
Land Use Curve Number (N)
Series I
Normal forest with medium transpiration 76




Forest with low transpiration 91
Agriculture in flat areas 90
Poor pastureland 89
Little permeable urban area 92
Average 91
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To analyze the impact that changes in land use have on the inundation levels, the flood discharges
for the return periods of 10, 25, 50 and 100 years were calculated using the curve numbers (N)
corresponding to the land uses of Series I (1992) and Series V (2011–2013). Table 3 summarizes
the parameters and coefficients used in Equation (1). The effective precipitation depths and flood
discharges calculated for each return period are shown in Table 4.
Table 3. Parameters used to calculate flood discharges from Equation (1).
Carrizal V. Mezcalapa Pichucalco de la Sierra
Average N—Series I 80 80 80 80
Average N—Series V 91 91 91 91
Tc (h) 38.7 41.3 16.8 14.9
K 1.87 1.88 1.71 1.68
KA 0.86 0.82 0.79 0.76
Table 4. Excess precipitation depths and flood discharges estimated for every basin and each return
period. Flood discharges are estimated for Series I (SI) and Series V (SV) land use in the catchments.
Return Period SI SI SV SV
(years) Pe (mm) Qd (m3/s) Pe (mm) Qd (m3/s)
Carrizal
T = 5 years 12.6 227 15.8 284.9
T = 10 years 13.3 240 16.6 298.6
T = 25 years 22.7 409 26.4 474.5
T = 50 years 23.4 421 27.1 486.7
T = 100 years 30.2 544 34.1 612.7
V. Mezcalapa
T = 5 years 12.9 924 16.1 1155.5
T = 10 years 13.6 977 16.9 1210.8
T = 25 years 23.2 1661 26.8 1922.8
T = 50 years 23.8 1710 27.5 1972.5
T = 100 years 30.8 2209 34.6 2482.4
Pichucalco
T = 5 years 3.1 1070 5.1 1793.7
T = 10 years 3.3 1152 5.4 1895.3
T = 25 years 6.5 2285 9.1 3225.0
T = 50 years 6.7 2369 9.4 3318.9
T = 100 years 9.2 3245 12.1 4287.3
de la Sierra
T = 5 years 2.2 2623 4.1 4763.4
T = 10 years 2.4 2838 4.3 5044.2
T = 25 years 5 5475 7.5 8745.8
T = 50 years 5.2 6101 7.7 9008.3
T = 100 years 7.2 8492 10.0 11,720.5
3. Flood Inundation Model
The inundation scenarios in Villahermosa were modeled with the software Iber [18]. This numerical
model solves the 2D shallow water equations to compute the spatial distribution of the water depth
and the two horizontal components of the depth-averaged velocity. The shallow water equations were
solved with an explicit unstructured finite volume solver. The performance of the software Iber could
not be validated in the study area because there are no available historical data to do so. However,
the model has been extensively validated and applied in previous studies related to river inundation,
tidal currents in estuaries, and rainfall–runoff modeling [21–27], showing its ability to represent 2D
free surface shallow flows and river inundation processes. The 2D shallow water equations solved by
the software Iber are a high-fidelity physically-based model, and they were assumed to be the best
representation of the inundation process for the purposes of this work. The only parameter to calibrate
in the equations is the Manning coefficient. Plausible values of this parameter can be established from
36
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River Engineering Manuals, considering the land uses in the study area. Those values are expected to
give a good approximation of the inundation extent [28,29].
Figure 3 shows the location map of the area under study. In the figure, the city of Villahermosa
plus water networks and water bodies are presented. The computation domain, which is delimited
by a red line, extends over an area of 290 km2. It encompasses the entire city and the rural areas
surrounding it that have been most affected by historical inundation events.
Figure 3. Location map of the area under study. Limits of the city, as well as water networks, are shown.
The computation domain is limited by a red square.
The study area was discretized with an unstructured mesh to obtain different levels of spatial
resolution in the different zones of the spatial domain. After some preliminary tests to evaluate
the effect of the mesh size on the results, an unstructured triangular mesh of 281,289 elements was
generated, with element sizes of 50 m in the urban areas, 100 m in the agricultural areas, and 15 m in
the main river channels.
Three land uses were considered within the simulation domain to characterize surface roughness:
urban, agricultural and river main channel. Given the dense and complex urbanization pattern of
the city, it was not possible to define in the numerical model an explicit representation of buildings.
As an alternative, the effect of buildings on drag resistance was accounted for using an augmented
Manning coefficient to characterize the surface roughness in the urban districts. This kind of approach
has been used in previous studies, such as by Liang et al. [30], Neelz and Pender [31] and Huang et al.
[32]. Here, we used the formulation proposed by Huang et al. [32] to obtain the augmented Manning
roughness based on the blockage percentage of buildings. From airborne photography, the buildings’
blockage percentage ratio was estimated to be 75–80%, which, according to the formulation of Huang
et al. [32], gives a Manning roughness of 0.20 in the urban area. In the agricultural areas and in the
river’s main channel, the Manning coefficients used were set to 0.12 and 0.035, respectively.
4. Results
4.1. Land Use Changes in the Catchments
Figure 4 shows water depth differences computed for the flood discharges obtained with the
basin’s land use of Series I and Series V, for different return periods. From a general qualitative
observation of the maps, it is clear that, for lower return periods (10 and 25 years), the change in land
use from mainly pasture soils (Series I) to agricultural soils (Series V) produces a significant increase in
the flood depths, with maximum values between 1.0 and 1.6 m. These values are reduced to increases
between 0.6 and 1.2 m as the return period increases (50 and 100 years).
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(a) (b)
(c) (d)
Figure 4. Maps of water depth differences between flood scenarios constructed with the land use data
of Series I and Series V. Differences are calculated for the return periods: (a) 10 years; (b) 25 years;
(c) 50 years; and (d) 100 years.
In recent years, national news media have reported several floods hitting the city, as a consequence
of tropical depressions and hurricanes. Heavy rainfall caused flood levels of over 1.5 m, especially in the
neighborhoods of Gaviotas (located in the south and southeast of the city) and Tamulte (southwest of the
city), resulting in damage to houses, hospitals and government offices. Maps in Figure 4 show that these
neighborhoods, along with smaller neighborhoods in the south of the city, are the most affected by the
increase in inundation levels due to changes in land use in the catchments upstream. This, in addition to
the increase in frequency of extreme weather phenomena recorded over recent years in the area under
study, increases the likelihood of serious damage due to flooding. Consequently, our results confirm the
predisposition of these districts to be hit by high flood levels.
To quantify the average difference in water depth over the whole study area, the following flood







where hi is the flood depth at the control point i computed from Series I and Series V, and N is the
number of control points, which are shown in Figure 5. To compute DI, the water depth was sampled
at 1104 control points distributed over the flooded areas only, at a distance of 300 m from each other.
Unflooded areas were not considered for the DI calculation. The depth index DI was computed for
each return period considered in the analysis.
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Figure 5. Location of the control points used to evaluate the flood Depth Index (DI).
Table 5 shows the values of DI obtained for each return period. The values of DI indicate that the
influence of changes in land use on the inundation levels is very notable. A measure of the effects of
changes in land use on the flood level is also shown in Figure 6 where flood areas with water depths
greater than 1 m are compared between Series I and Series V, for each return period.
Table 5. Flood Depth Index values obtained as the difference between flood levels calculated for Series







Figure 6. Extension of flood areas with depths greater than 1 m for Series I and Series V. Units in hectares.
4.2. Future Urbanization Scenarios
During the 1970s, the population of Villahermosa had approximately 100,000 inhabitants, settled
in an area of 16 km2. Nowadays, the population is about 350,000 in an area of 50 km2. According to
the population projections for the period 2010–2030 provided by the National Information System
and Housing Indicators of the Secretary of Agrarian, Territorial and Urban Development of Mexico,
in 2030, the population of Villahermosa will have risen at a rate of 0.50% per year. Extrapolating this
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population growth rate to 2050, it was estimated that the population will reach 496,381, settled in
an area of 69.15 km2. This corresponds to an increase in the urban area of about 15 km2.
To analyze the impact on flood inundation of this urban expansion, three urbanization scenarios
have been proposed, taking into account the areas that are most prone to future urbanization. The plain
areas of the city, as well as the land covered by agricultural soil, were considered to be the districts with
the highest probability of being urbanized in the coming years. Figure 7 presents the three proposed
urbanization scenarios, which will be referred to as Scenarios A–C. In Scenario A, the new urban
districts are located to the southwest–northeast of the city, at the entrance of the Carrizal River and at
the exit of the Grijalva River. Scenario B assumes a future expansion of the urban area towards the east
of Villahermosa, at the exit of the Grijalva River. Finally, in Scenario C, it is assumed that the city will
grow towards the south. For each of these scenarios, inundation depths were computed for the flood
discharge corresponding to the return period of 100 years and the land uses of Series V (see Table 4).
Figure 7. Proposed urbanization scenarios in the city of Villahermosa for 2050.
The computational mesh and numerical parameters used in these simulations, as well as the
Manning’s coefficients assigned to each land use, are the same as those described in Section 3. Thus,
the only difference among Scenarios A–C is the extension of the urban districts and, thus, the spatial
distribution of the Manning’s coefficients.
Figure 8 shows the increase in inundation depths in Scenario A with respect to the present
situation. Under this urbanization scenario, a future flood would produce an increase of water levels
of up to 0.3–0.35 m. Figure 9 shows the difference in water depths between Scenario B and the present.
In this case, the increase in water depths would be of 0.55 m at the east of the city, one of the most
affected areas today. Finally, Figure 10 shows that, under Scenario C, the increase in inundation levels
would reach 0.7 m in the rural area to the south of the city, and 0.45 m in the urban area.
Table 6 shows the calculated Depth Index defined by Equation (6). Compared to the present
urbanization of Villahermosa, the relative increase in water depth in the whole city is of 1.5%, 3.3%
and 4% for Scenarios A–C, respectively.
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Figure 8. Differences in the water depth between Scenario A (2050) and the current situation.
Figure 9. Differences in the water depth between Scenario B (2050) and the current situation.
Figure 10. Differences in the water depth between Scenario C (2050) and the current situation.
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Table 7 shows, for each urbanization scenario, the extension of the flood areas where the water
depth exceeds a given threshold of 1, 2, 3 and 4 m. The extension of the flood is similar for urbanization
Scenarios A–C (Figure 11 and Table 7) with a slightly greater increase found in the case of Scenario C.
Although the expansion of the urban area does not seem to have a considerable effect on the increase
of flood levels, especially when compared to the effect of changes in land use in the basins (Table 7 and
Figure 6), urban expansion should not be overlooked. In fact, it is important to bear in mind that, since
the 1980s, flooding events have increased in the city of Villahermosa, causing unprecedented damage.
This was mostly due to uncontrolled demographic growth since the end of the 1970s, which led to the
legal and illegal expansion of the urban area within the districts most prone to flooding [4]. The areas
currently at flood risk, located on the edge of the rivers that cross the city, run the risk of being even
more vulnerable in the event of any further expansion of the urban area.
Table 7. Flood areas in hectares.
CASES Total Flood Depth > 1 m Depth > 2 m Depth > 3 m Depth > 4 m
SI Tr5 9911 6821 3647 2066 1044
SI Tr10 10,122 7238 4360 2254 1280
SI Tr25 12,081 9333 6817 3997 2176
SI Tr50 12,189 9459 6932 4146 2298
SI Tr100 13,362 10,863 7976 5613 2968
SV Tr5 11,319 8433 5960 3002 1669
SV Tr10 11,449 8606 6175 3215 1735
SV Tr25 13,305 10,582 7851 5557 2967
SV Tr50 13,432 10,745 7950 5674 3039
SV Tr100 14,775 11,906 8855 6693 4255
Scenario A 14,794 12,091 9127 6836 4383
Scenario B 15,058 12,139 9191 6922 4462
Scenario C 14,977 12,246 9218 6912 4409
Figure 11. Extension of flood areas with flood depths greater than 1, 2, 3 and 4 m, for Scenarios A–C.
Units in hectares.
5. Conclusions
Results show that, for relatively frequent inundation events (return periods up to 50 years),
changes in the basin’s land use cause an increase of maximum water depths in the city of up to 1.5 m.
For less frequent events (return periods of 50 and 100 years) the maximum increase of water depth
is between 0.7 and 1 m. The areas most affected by the rise of flood levels are those located from the
southwest to the east of the city (e.g., the urban areas of Tamulte, Miguel Hidalgo, Anacleto Canabal,
Ixtacomitan and Gaviotas). Such results are in accordance with recent inundations caused by tropical
weather events that have caused maximum water depths of over 1.5 m in some urban districts.
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The estimations obtained in this study show that during storm events the increase in flood depths
due to changes in land use in the basin can range from 7% to 22%, depending on the frequency of the
storm event.
On the basis of existing estimations of the city’s growth rate, three possible urban expansion
scenarios were proposed for 2050. Results show that, even in the most favorable scenario, flooding
levels could increase by up to 0.3 m. In the worst scenario, inundation levels could rise by up to 0.7 m
in areas already affected by floods every year. As stated by Zhang et al. [33], urban/construction
land will always increase the problem of flooding. In the case of Villahermosa, which is a center for
business and administration for Mexico’s oil industry, as well as the connection between Mexico City
and the largest cities in the southeast of the country, urban land increase will be a growing problem in
years to come. It is important to note here that the present study does not consider climate change for
the 2050 scenarios. According to Jenkins et al. [34], climate change and the rapid urbanization will
be the two main factors responsible for increased flood rates in the coming decades. For this reason,
the application of an approach that determines the impact of climate change on the future flood
scenarios in Villahermosa, similar to the one proposed by Liu et al. [35], is a crucial aspect to be
considered in further developments of this study.
The present study provides an indication of how much the flood levels are expected to increase if
the expansion of the urban area continues in an uncontrolled manner. The model developed can be
considered as a useful tool for future territorial planning and could be used to evaluate alternative
measures to reduce river inundation hazard in Villahermosa. Those could include the design of new
embankments and retaining walls within the city, or a more sustainable management of land uses in
the basins located upstream of the city, to increase the infiltration capacity of the soils, and reduce the
flood river discharges.
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Abstract: With the changing environment, a number of researches have revealed that the assumption
of stationarity of flood sequences is questionable. In this paper, we established univariate and
bivariate models to investigate nonstationary flood frequency with distribution parameters changing
over time. Flood peak Q and one-day flood volume W1 of the Wangkuai Reservoir catchment
were used as basic data. In the univariate model, the log-normal distribution performed best and
tended to describe the nonstationarity in both flood peak and volume sequences reasonably well.
In the bivariate model, the optimal log-normal distributions were taken as marginal distributions,
and copula functions were addressed to construct the dependence structure of Q and W1. The results
showed that the Gumbel-Hougaard copula offered the best joint distribution. The most likely events
had an undulating behavior similar to the univariate models, and the combination values of flood
peak and volume under the same OR-joint and AND-joint exceedance probability both displayed
a decreasing trend. Before 1970, the most likely combination values considering the variation of
distribution parameters over time were larger than fixed parameters (stationary), while it became the
opposite after 1980. The results highlight the necessity of nonstationary flood frequency analysis.
Keywords: nonstationarity; univariate model; GAMLSS; bivariate model; copulas
1. Introduction
Flood frequency analysis is the premise and foundation of water conservancy project planning
and construction. The current flood frequency analysis methods usually assume that the flood series
satisfies consistency, that is, that the distribution form or the statistical law of the flood sequence
is fixed [1]. However, with climate change and intensification of human activities, especially the
construction of large-scale water conservancy and water conservation engineering and the urbanization
process, the runoff yield and concentration mechanism, and the temporal and spatial distribution of
flooding have been changed [2]. This results in the inconsistency of flood series and the unreliability
of the frequency obtained from current frequency analysis methods [3]. Therefore, it is of great
significance to study the nonstationary flood frequency analysis methods [4].
Existing nonstationary flood frequency analysis methods in literature include mixture distribution
methods, conditional probability distribution methods, and time-varying moment methods. The main
idea of the nonstationary flood frequency analysis methods based on mixture distribution is that the
individuals of the extreme series are not from the same population [5]. That is, the series formed
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Water 2018, 10, 819
by different hydrological processes does not follow the same distribution, thus it was assumed to
consist of several sub-distributions. The nonstationary flood frequency analysis methods based on
conditional probability distribution divide the flood into several periods based on the differences
in flood formation mechanism, analyze the occurrence probability of annual maximum value in the
different periods, and then obtain the probability density function of the extreme series [6].
Different from the mixture distribution models and conditional probability distribution models,
models with time-varying moment consider the change of climate and land surface to have resulted in
a change in the physical processes and mechanism of flood generation, such that the parameters of the
distribution followed by the flood sequence are functions of time rather than constant. Much attention
has been paid to time-varying moment models [7]. Vasiliades et al. [8] applied a time-varying moment
model based on Generalized Extreme Value (GEV) distribution to analyze nonstationary frequency,
through assuming the parameters of GVE distribution to be the functions of time or other factors and
conducting a goodness-of-fit test to the model, thus verifying the significance of the nonstationarity of
hydrological sequences.
This study addressed models with time as covariate for nonstationary flood frequency analysis
based on GAMLSS (Generalized Additive Models for Location, Scale, and Shape) theory. GAMLSS
was first proposed by Rigby and Stasinopoulos [9,10]. This model overcomes the limitations of the
GLM and GAM models, greatly expands the range of the distribution types, and provides a variety of
ways to produce different distributions, including a series of continuous and discrete distributions
with high skewness and/or high peak. In addition, the systematic components provide more plentiful
content. For example, it can introduce more complex parametric (linear or non-linear), semi parametric,
non-parametric, or random-effect terms to establish models between the distribution parameters (mean,
variance, etc.) and the explanatory variables. The GAMLSS model has been widely applied in the
military, economics, medicine, and other fields [11–13]. Hydrologists have also done many researches
using GAMLSS in recent years. Serinaldi and Kilsby [14] used the GAMLSS model to analyze the
monthly rainfall data of 6 stations in England and Wales. They found that the model could better
describe the characteristics of rainfall series, and had better performance for fitting the relation between
extreme rainfall events, rainfall and atmospheric circulation index, and sea surface temperature. López
and Francés [15] proposed two methods based on the GAMLSS model to investigate the nonstationary
frequency analysis of the annual maximum flood records of 20 Spanish inland rivers. The results
illustrate that the nonstationarity of flood series caused by the effects of climate change and human
activities can not to be ignored, and GAMLSS provides a convenient and flexible model framework
for considering the influence of climate factors and human activities in the analysis of non-stationary
flood frequency.
In flood frequency analysis, univariate probability distribution functions are usually used to
estimate the occurrence probability or magnitude of the flood peak or volume in a certain region.
However, flood events involve more than one characteristic variable such as flood peak discharge,
flood volume, flood water level, etc. In order to estimate the probability of flooding, one needs to
know not only the high and extreme values of each variable, but also the likelihood of their occurring
simultaneously [16]. The main issue of the univariate models is their difficulties in capturing the
underlying joint probability among multiple physical processes, and this will lead to underestimation
of the associated occurring probability [17]. For instance, if only the rainfall is considered to estimate
the flood risk for a catchment, the resultant estimation would be significantly lower than its true risk,
when there is a statistically significant dependence between the rainfall on the catchment and the
downstream high water levels. To this end, bivariate models are used to address this issue [18].
Copula functions, for which the marginal distribution of each variable is uniform, were adopted in
the bivariate model with time as covariate in this study. They are popular in high-dimensional statistical
applications because they allow one to easily model and estimate the distribution of random vectors
by estimating marginals and copulae separately. They can describe the linear, non-linear, symmetric,
and asymmetric relations between variables, and are simple, flexible, and adaptable in application.
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Therefore, copulas are effective mathematical tools to construct the multivariate joint distribution
and correlation between variables. In recent years, they have been widely used in multivariate
hydrological frequency analysis. In drought characteristics analysis, Mirabbasi et al. [19] used a
copula function to establish the joint probability distribution between drought duration and drought
degree. In rainfall frequency analysis, Zhang and Singh [20] adopted copula functions to construct
the bivariate joint distribution between rainfall intensity and depth, rainfall intensity and duration,
and rainfall depth and duration, respectively. The results were compared with a Gumbel mixture
model and a two-dimensional normal transformation distribution model. Fu G. and Butler D. [21]
used the copula method to separate the dependence structure of rainfall variables from their marginal
distributions, and analyzed the different impacts of dependence structure and marginal distributions
on system performance.
This paper takes Wangkuai Reservoir, which is undergoing substantial change in climate, land
use/land cover, and increased number of soil-water conservation projects in Daqing River Basin,
to construct both univariate and bivariate time-varying moment models for flood frequency analysis
based on GAMLSS theory. The inflow flood peak and flood volume time series (1956–2004) of Wangkuai
Reservoir were selected as basic data to discuss the nonstationary univariate and peak-volume bivariate
joint flood frequency analysis methods. Flood quantiles and the combined values of flood peak
and flood volume under certain exceedance probabilities have been worked out. This study aims
to provide new ideas and approaches for nonstationary flood frequency analysis method under a
changing environment.
2. Study Region and Data
Wangkuai Reservoir is located in the upstream of Sha River, Daqinghe Catchment (Figure 1).
Its construction started in June 1958 and finished in September 1960. The control area of the reservoir is
3770 km2, and the storage capacity is 13.89 × 108 m3. The currently used design floods were calculated
with flood data series under the assumption of stationarity. The watershed receives an average
precipitation of 626.4 mm annually, mostly in the summer (70–80%). The annual mean temperature
is 7.4 ◦C.
 
Figure 1. The study area: Wangkuai Reservoir in the Daqinghe river basin with the Wangkuai Reservoir
watershed in the upper-left corner.
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Since 1980, a series of water conservation measures have been carried out in the Wangkuai
Reservoir catchment, such as closing land for reforestation and returning farmland to forest.
Meanwhile, a number of small hydraulic structures have been constructed. These factors have
increased the vegetation coverage rate and significantly changed the land surface, which has affected
the flood process in this watershed and thus resulted in nonstationarity of flood series, as revealed by
many studies [22–24].
Flooding runoff data have been monitored for a period of 49 years from 1956 to 2004, and collected
on hourly basis. The data were provided by Hydrology and Water Resources Survey Bureau of Hebei
Province. Maximum flood peak Q and maximum one-day flood volume W1 of each year are selected
in this work.
3. Methods
3.1. Generalized Additive Models in Location, Scale, and Shape (GAMLSS)
In this study, we adopted a general class of regression models which was called the Generalized
Additive Models in Location, Scale, and Shape (GAMLSS) to analyze the nonstationary flood frequency.
In GAMLSS models, one assumes that the vector of actual observation values yT = (y1, y2, · · · , yn)
follows a probability (density) distribution function f (yi|θi ), where θi = (θ1i, θ2i, θ3i, θ4i) =
(μi, σi, υi, τi) is a parametric vector. The first two parameters of the model are usually defined as
position and scale parameters, which are the mean vector and the mean variance vector of random
variables. If there are other parameters in the distribution, such as the skewness vector υi and the
kurtosis vector τi of random variable series, they are all designated shape parameters. In this paper,
we only consider the first two parameters. A GAMLSS model can be expressed as a known monotonic
link function which demonstrates the explanatory variables and random effects:
f (yi|θi) = Xiβi (1)
where θi are n-length vectors, and θi = (θ1i, θ2i, · · · , θni)T , βi =
(
β1i, β2i, · · · , β Ii i
)T is a parameter
vector of length Ii, and Xi is an explanatory matrix of order n × Ii.
There are two basic algorithms for parameter estimation in the GAMLSS models. The first is the
CG algorithm [25], and the other is the RS algorithm [9,10]. The latter algorithm is more suited for
fitting mean and dispersion additive models, thus, it was used herein for parameter estimation.






log f (yi|θi) (2)
Generally, the objective function is that the logarithmic likelihood function takes its maximum
value. Then the regression parameter vector βi can be estimated by RS algorithm.
Analyzing the normality and independence of the residuals of the models can verify the quality
of model fitting when there are no validated models. The model should be adequate with their
mean nearly zero, variance nearly one, coefficient of skewness and kurtosis close to zero and three,
respectively, and the Filliben coefficient [26] greater than the critical value given a certain sample size.
3.2. Univariate Time Varying Model Based on GAMLSS Theory
Four two-parameter distributions can reflect the actual hydrological process, and have thus been
adopted within the framework of GAMLSS. The parametric model is given as:
f (yi|μ) = X1β1, f (yi|σ) = X2β2 (3)
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The four two-parameter distributions for nonstationary flood frequency analysis are expressed
as following:
(1) Gumbel distribution










, −∞ < y < ∞, −∞ < μ < ∞, σ > 0 (4)
(2) Weibull distribution










, y > 0, μ > 0, σ > 0 (5)
(3) Gamma distribution






, y > 0, μ > 0, σ > 0 (6)
(4) Log-normal distribution










, y > 0, μ > 0, σ > 0. (7)
3.3. Bivariate-Joint Time Varying Model Based on Copulas
For modeling the dependence structure of two or more random variables, copula functions are
efficient mathematical tools. They were proposed first by Sklar [27], and have been widely used over
the last decades. Considering a pair of random variables X and Y, with marginal distribution functions
u = FX(x) = P(X ≤ x) and v = FY(y) = P(Y ≤ y), there will be a copula function C to describe the
associated relationship, which can be expressed as:
FX,Y(x, y) = C[FX(x), FY(y)] = C(u, v) (8)
where FX,Y(x, y) is a joint cumulative distribution function (cdf) with margins u and v,
all (u, v) ∈ (0, 1)2 [28].
One kind of frequently-used copula is the Archimedean, which has three types, written as:
(1) Gumbel-Hougaard copula












u−θ + v−θ − 1
) 1
θ , θ ∈ (0, ∞); (10)
(3) Frank copula






, θ ∈ R. (11)
The nonstationary models in this study were constructed through copulas, composed of two
marginal distributions and a copula parameter θ. The marginal distributions were determined by
the best nonstationary univariate models mentioned in Section 3.1, and only the copula parameter
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θ needed to be solved herein. In literature the copula parameter θ was estimated by the inference
function of margins method (IFM), which is given as:
L(u, v; θ) = ∑ ln C[FX(x), FY(y); θ]. (12)
Let ∂L/∂θ = 0, then θ can be calculated.
Two steps were carried out for model selection. Firstly, the Kolmogorov-Smirnov (K-S) test
method was adopted to conduct the test of fit for copulae. Secondly, the models which passed K-S test
were selected optimally according to the goodness-of-fit (GoF), which was represented by ordinary
least squares (OLS) and Akaike information criterion (AIC) [29]. The K-S test statistic D and estimates








where Ck is the copula value of the measured sample series, i is the number of samples which meet the


























where m is the number of model parameters. When the value of AIC is smaller, the model fitting
is better.
The concept of return period in stationary frequency analysis is prone to misconceptions and
misuses. New methods have been adopted to solve this problem, but have not worked well enough [30].
Since the return period is based on the probability, for the present study we explore the effect of
nonstationarity on flood data focusing on the exceedance probability. As the return period is based
on the probability, in the present work we studied the effect of nonstationarity on flood data based
on exceedance probability. In the bivariate model, the OR-joint exceedance probability describes
that at least one of the hydrologic variables X and Y exceed the values x and y respectively, that is,
P∪ = P(X > x ∪ Y > y). The AND-joint exceedance probability describes that X and Y both exceed
the values x and y, that is, P∩ = P(X > x ∩ Y > y). The P∪ and P∩ are written as:
P∪ = 1 − C[FX(x), FY(y)] (17)
P∩ = 1 − FX(x)− FY(y) + C[FX(x), FY(y)] (18)
For a given data set, all the copula C(u, v) at the same probability level have the same exceedance
probability. However, at least one combination of a given probability is more likely than others, namely
the most-likely events. Therefore, the most-likely events can be selected as the point with the largest
joint probability on the level curve, which was given by Gräler et al. [31]:
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where k is a given value of copula, and x and y can be calculated by the inverse cdf of the
marginal distributions.
4. Results
In this study, following the identification of the nonstationarity for the Wangkuai Reservoir inflow
flood sequences, two nonstationary models based on GAMLSS theory were established, in which the
flood peak Q and flood volume W1 were considered as the independent response variables, and time t
was adopted as the explanatory variable.
4.1. Identification of Nonstationarity for Flood Sequences
Firstly, we adopted the pettitt test and Mann-Kendall test to detect the change point and trend of
the annual maximum flood peak Q and one-day flood volume W1 time series. Through pettitt test,
the possible change points for the Q sequence are 1979 and 1996, and for W1 1979 and 1982. Since the
test probability P of 1979 is the largest, and it is among the change points of both Q and W1 sequences,
the most possible change point is 1979. This agrees with the results obtained by other researchers using
different methods [32].
Before the trend analysis, the autocorrelation analysis of the flood sequences should be carried out.
Since the autocorrelation coefficients of both the Q and W1 sequences are less than 0.1, it is considered
that the autocorrelation of these sequences is not significant, so the trend test can be conducted directly.
Without considering the change point, the non-parametric Mann-Kendall test was used to analyze
the trend of the flood sequences. The statics Un of flood sequences Q and W1 are both less than
−1.96, which shows that the flood sequences have passed the test at a significance of 5% and present a
downward trend.
In order to consider the influence of the change point on the trend test, the Q and W1 sequences
were divided into two subsequences and tested by non-parametric Mann-Kendall test method,
respectively. Figure 2 shows the test results of the subsequences: although the subsequence of
Q before 1979 shows a slight upward trend, and the subsequences of Q and W1 after 1979 show a
downward trend, none of them passed the test of significance. Meanwhile, no trend has been found
for the sequence of W1 before 1979.
In the case of full flood sequences presenting a significant downward trend, while the
subsequences with 1979 as the dividing point showing no significant trend, the latter is more suitable
for describing the inconsistency of the flood sequences.
 
Figure 2. Trend test results of the flood subsequences with consideration of change point.
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4.2. Nonstationary Model of Univariate Flood Frequency Analysis with Time as Covariate
4.2.1. Model Fitting Evaluation
A univariate nonstationary model with different distribution functions based on GAMLSS
with time as covariate has been constructed based on the inflow flood sequences of Wangkuai
Reservoir. In order to avoid an over-fitting problem due to excessive freedom degree, this study
only considered the linear relationship between the distribution parameters and time t. The parameters
include the distribution parameter θ1 (mean value of flood sequence) and θ2 (variance of flood
sequence). The optimal fitting distribution, the optimal covariates of the distribution parameters,
and the functional relationship between the distribution parameters and the optimal covariates were
determined by the AIC criterion. Table 1 shows that, for flood peak (Q) and flood volume (W1)
sequences, Weibull distribution and Gamma distribution had similar fitting effect, while log-normal
distribution performed best with a minimum value of AIC. The functional relationships are written as
Equation (20) for Q and Equation (21) for W1. For all the distribution models, the optimal covariates of
the distribution parameters have been proved to satisfy the significant level 0.05 via χ2 test. Besides,
for both Q and W1 time series, the distribution parameter θ1 presents a linear dependent relationship
with time t, whereas θ2 is constant. Therefore, it can be concluded that the variation of the inflow flood
sequences of Wangkuai Reservoir is mainly reflected by the mean value rather than the variance.
θ1 = 77.769 − 0.036t, θ2 = 1.030 ( f or Q) (20)
θ1 = 84.876 − 0.039t, θ2 = 1.193 ( f or W1) (21)
Based on the above analysis, log-normal distribution was selected as the optimal distribution of
both flood peak and volume. The corresponding residuals of the optimal distributions and the Filliben
coefficients are shown in Table 2. For a sample size of 49, when the Filliben coefficients are both greater
than 0.975, they satisfy the significant level 0.05 via T test. Thus, the model residuals of both Q and W1
sequences are acceptable and in normal distribution.
Table 1. The functional relationships of the explanatory variables and distribution parameters.
Distributions
Q W1
AIC θ1 θ2 AIC θ1 θ2
Gumbel 895.80 t - 1074.23 t -
Weibull 786.60 t - 928.57 t -
Gamma 785.99 t - 930.55 t -
Log-Normal 783.92 t - 919.26 t -











Q Log-Normal 0 1.021 −0.357 3.408 0.9895
W1 Log-Normal 0 1.021 0.249 2.402 0.9925
4.2.2. Model Results Analysis
The summary of the associated results of the univariate nonstationary model is shown in Figure 3.
Most of the observed data points are distributed in the grayscale range between 5% to 95% quantiles,
indicating that the model results are able to capture the nonstationarity of the flood data. With time
t as covariate, flood peak and volume time series show a downward trend over time. Especially
when the quantile is larger (such as 95% quantile), the decrease trend is more significant. This proves
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that variation of flood sequences has occurred under the changing environment, and the traditional
“stationarity” hypothesis has become questionable. Thus, use of the traditional hydrological frequency
analysis method may result in inaccurate results. The change of the flood sequences are mainly caused
by climate change, land use change, and construction of Water conservancy projects [33–35]. Besides,
the downward trend is significant before 1980, and tends to be gentle after 1980. This may be due to
the change of land use. As revealed by Li et al. [34], water area, agricultural land, and grassland area
decreased, while the forest area increased significantly in the control basin of Wangkuai Reservoir
during 1970–1980, but from 1980 to 2000, the land use types kept almost invariant.
Figures 4 and 5 show the worm plot and normal QQ of the peak discharge Q and one-day
volume W1. As can be seen, no significant departure from normality has been highlighted. Therefore,




Figure 3. Summary of results of the univariate nonstationary model with Generalized Additive Models
in Location, Scale, and Shape (GAMLSS) implementation. Red points represent the observed time series
of peak discharge Q (A) and flood volume W1 (B). The solid black line represents 0.5 quantile; the dark




Figure 4. Worm plot of the residuals of non-stationary time-varying model with GAMLSS
implementation (Q in A, W1 in B). For a satisfactory fit of worm plot, all the observations should fall
inside the two elliptic curves.
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(A) (B) 
Figure 5. QQ plot of the residuals of non-stationary time-varying model with GAMLSS implementation
(Q in A, W1 in B).
4.3. Nonstationary Model of Bivariate-Joint Flood Frequency Analysis with Time as Covariate
4.3.1. Parameters Calculation, Fitting Test, and Result Optimization of Joint Probability Distribution
With the above two log-normal distributions (Equations (19) and (20)) as marginal distributions,
the joint distribution model of flood peak and volume based on copulas have been constructed
according to Equations (9)–(11). The parameter of Copula functions θ, K-S test statistic D, and values of
OLS and AIC were estimated by Equations (12)–(16). A significance level of α = 0.05 was used for the
K-S test, and the corresponding standard quantile was approximately 0.1943 for n = 49. This means that
when D-value is less than 0.1943, it passes the test. The results of the calculation, test, and optimization
are presented in Table 3.




Indices of Fitting Test and Model Selection
D (K-S) OLS AIC
Gumbel-Hougaard Copula 2.9224 0.1648 0.0404 −312.3751
Clayton Copula 1.6444 0.1940 0.0470 −297.7266
Frank Copula 9.1480 0.2537 0.0469 −297.7374
It can be observed in Table 3 that Gumbel-Hougaard copula function and Clayton copula
function have passed the K-S test, while the Frank Copula has not passed the test. Among them,
the Gumbel-Hougaard copula function has the minimum values of OLS and AIC, indicating that the
Gumbel-Hougaard copula function is more suitable to describe the extreme sequence of hydrological
variables, such as the joint distribution of flood peak and volume. Therefore, the G-H Copula with
parameter θ = 2.9224 was considered as the optimal copula for the bivariate-joint distribution of the Q
and W1 time series of Wangkuai Reservoir.
4.3.2. Most Likely Combination of the Flood Peak and Volume
The “most likely” design events derived from Equation (11) have their maximum value of
likelihood function on each probability-isoline, and all combinations of Q and W1 were illustrated in
Figure 6. They have the similar undulating behavior as the univariate models shown in Figure 3.
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Figure 6. Results of the most likely design events (combinations of flood peak and volume). Case
illustration for P∪ = 0.02, 0.01 (A,B) and P∩ = 0.02, 0.01 (C,D).
Figure 6 shows that, under changing environmental conditions, with time t as the covariate of the
marginal distribution, the combination values of the flood peak and volume under the same OR-joint
and AND-joint exceedance probability both display a decreasing trend. Meanwhile, the combination
values of the nonstationary model intersect with the traditional stationary results between 1970–1980.
That is, before 1970, the most likely combination values considering the variation of distribution
parameters over time were larger than fixed parameters (stationary), however, they were smaller
after 1980.
5. Discussion and Conclusions
The changing environment makes the assumption of stationarity of flood sequences questionable.
In this context, this paper constructed both univariate and bivariate nonstationary models with time as
covariate based on GAMLSS theory for flood frequency analysis. The inflow flood peak Q and flood
volume W1 series of Wangkuai Reservoir were used as basic data.
Within the framework of nonstationary flood frequency, this paper adopted four two-parameter
distributions (Gumbel, Weibull, Gamma, and Log-Normal) as alternative distributions, which have
the characteristics of power distribution and exponential distribution simultaneously. In the univariate
nonstationary model with time as covariate, log-normal distribution performed best according to AIC
criterion. The flood peak and volume time series presented a decreasing trend over time. Especially
when the quantile is high (such as 95% quantile), the downward trend is more significant. Besides,
the decreasing trend is significant before 1980, and tends to be gentle after 1980. This proves that
variation of flood sequences has occurred under the changing environment.
Based on the optimal univariate models, copula functions were addressed to construct the
dependence structure of Q and W1, with the two optimal log-normal distributions as marginal
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distributions. The results showed that only the Gumel-Hougaard copula can provide the best joint
distribution. The most likely events have similar undulating behavior to the univariate models, and the
combination values of the flood peak and volume under the same OR-joint and AND-joint exceedance
probability both display a decreasing trend. Meanwhile, the combination values of the nonstationary
model intersect with the traditional stationary results between 1970–1980. That is, before 1970, the most
likely combinations considering the variation of distribution parameters over time were larger than
fixed parameters (stationary), whereas it became the opposite after 1980.
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Abstract: The main focus of this paper is the novel use of Artificial Intelligence (AI) in natural disaster,
more specifically flooding, to improve flood resilience and preparedness. Different types of flood have
varying consequences and are followed by a specific pattern. For example, a flash flood can be a result
of snow or ice melt and can occur in specific geographic places and certain season. The motivation
behind this research has been raised from the Building Resilience into Risk Management (BRIM)
project, looking at resilience in water systems. This research uses the application of the state-of-the-art
techniques i.e., AI, more specifically Machin Learning (ML) approaches on big data, collected from
previous flood events to learn from the past to extract patterns and information and understand flood
behaviours in order to improve resilience, prevent damage, and save lives. In this paper, various ML
models have been developed and evaluated for classifying floods, i.e., flash flood, lakeshore flood,
etc. using current information i.e., weather forecast in different locations. The analytical results show
that the Random Forest technique provides the highest accuracy of classification, followed by J48
decision tree and Lazy methods. The classification results can lead to better decision-making on what
measures can be taken for prevention and preparedness and thus improve flood resilience.
Keywords: Artificial Intelligence; machine learning; flood; preparedness; resilience; flood resilience
1. Introduction
Climate change is expected to increase the frequency and intensity of extreme events, including
flooding. Across the world, flooding has an enormous economic impact and cost millions of lives.
The number of large scale natural disasters have significantly increased in the past few years; this results
in considerable impact to human lives, environment and buildings, and substantial damage to societies.
During these disasters, vast quantities of data are collected on the characteristics of the event via
governmental bodies, society (e.g., citizen science), emergency responders, loss adjusters and social
media, amongst others. However, there is a lack of research on how this data can be used to inform
how different stakeholders are/can be directly or indirectly affected by large scale natural disasters
pre-, during and post-event disaster management decisions. There is a growing popularity and need
for the use of Artificial Intelligence (AI) techniques [1] that bring large-scale natural disaster data into
real practice and provide suitable tools for natural disaster forecasting, impact assessment, and societal
resilience. This in turn will inform on resource allocation, which can lead to better preparedness and
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prevention for a natural disaster, save lives, minimize economic impact, provide better emergency
respond, and make communities stronger and more resilient.
The majority of the work done in the area of AI in flooding has been on the use of social media [2]
(e.g., Facebook, Twitter or Instagram) where status update, comments and photo sharing have been
used for data mining to improve flood modelling and risk management [3–5]. The author of [6] has
used Artificial Neural Networks (ANN) in flash flood prediction using data from soil moisture and
rainfall volume. Further research [7] has focused on the use of the Bursty Keyword technique combined
with the Group Burst algorithm to retrieve co-occurring keywords and derive valuable information
for flood emergency response. AI has also been used on images provided by citizens affected by
flooding for emergency responders to have situational awareness. In [8], the authors explored the use
of algorithms based on ground photography shared within social networks. Use of specific algorithms
for satellite images or aerial imagery [9] to detect flood extent was also explored. Within this context,
the resolution of the imagery collected is of key relevance to detect features of interest due to the
complexity of the imagery acquired in urban areas [10]. Some studies have focused on the analysis of
high resolution, real-time data processing to derive flood information [11,12].
Overall, the majority of disaster-monitoring methods are based on change detection algorithms,
where the affected area is identified through a complex elaboration on images from pre- and post-event.
Change detection can be applied to the amplitude or intensity, filtered or elaborated versions of the
amplitude [2,13,14]. For example, in [15], a technique based on change detection applied to quantities
related to the fractal parameters of the observed surface was developed to address change detection.
In [16], information extracted from images taken and shared on social media by people in flooded
regions was combined with the embedded metadata within them to detect flood patterns. In this study,
a convolutional inception network was applied on pre-trained weights on ImageNet to extract rich
visual information from the social media imagery. A word embedding was used for the metadata to
represent the textual information continuously and feed it to a bidirectional Recurrent Neural Networks
(RNN). The word embedding was initialized using Glove vectors, and finally, the image and text
features were concatenated to find out probability of the sample, including related information about
flooding. Similarly, in [17], an AI system was designed to retrieve social media images containing
direct evidence of flooding events and derive visual properties of images and the related metadata via
a multimodal approach. For that purpose, an image pre-processing including cropping and test-set
pre-filtering based on image colour or textual metadata and ranking for fusion was implemented.
In [18,19], Convolutional Neural Networks and Relation Networks were used for end-to-end learning
for disaster image retrieval and flood detection from satellite images.
2. Methodology
Flood management strategies and emergency response depend upon the type of area affected
(e.g., agricultural or urban) as well as on the flood type (e.g., fluvial, pluvial or coastal). Resilience
measures are generally deployed by governmental agencies to reduce the impact of flooding. The use
of AI to derive flood information for specific events is well documented in the scientific literature.
However, little is known about how AI could inform future global patterns of flood impact and
associated resilience needs.
The main focus of this paper is on the use of AI and more explicitly Machine Learning (ML)
applied to natural disasters involving flooding to estimate the flood type from the weather forecast,
location, days event lasted, begin/end location, begin/end latitude and longitude, injuries direct/indirect,
death direct/indirect and property and crop damage.
The proposed method uses historical information collected from 1994 to 2018, to learn the patterns
and changes in various parameters’ behaviours in flood events and make remarks for the future events.
This paper focuses only on providing an insight on how floods behave differently in terms of damage.
Using the historic data, the models developed adapt to all the changes over time by learning from
past information and can provide high accuracy of classification. The proposed technique is highly
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adjustable to use for estimating any other desired parameters, providing a detailed set of historic data.
This technique combined with other proposed techniques from literature, such as satellite imagery,
social media information, etc. can provide a very powerful tool for having insight to flood events and
help with preparedness, reduce impact, and better decision making.
The flood pathways and key variables are first described, and data sourcing and ML techniques
used in this study are then explained, and finally the model evaluation metrics are provided.
2.1. Flood Pathways and Key Variables
An important step in the process is to create influence maps as visual aids to illustrate how related
variables interact and affect each other. Figure 1 indicates an overall causal loop diagram for a full
flooding scenario. This map includes all the stakeholders and their interaction i.e., natural climate
change, man-made facilities, businesses, public and governmental sectors, and social media.
Figure 1. An overall causal loop of flood pathways. Green refers to normal conditions, amber refers to
caution for a probability of flooding, and red refers to a very high risk or event of flooding.
The season, temperature, location of the area (highland/inland, coastal/urban), and rain/snowfall
can affect the levels of the sea or river and reservoirs. Usage of water by energy suppliers, human/farming
water demand can change the balance of the reservoirs and river water levels and indicate a warning
sign for flooding. The use of social media and public awareness can help tackle the risks of a flooding
event. When the flooding occurs, many sectors are affected i.e., road/rail way damage, gas/water pipe
damage, power cut, farming damage, etc. Emergency response and access to food and local amenities
are restricted. Grocery prices spike due to lack of supply and businesses are affected by physical
building damage or lack of human resources. In this loop, public awareness, emergency responses
(local/public), early release of sewerage system, and shelters can help save lives.
There are three states in the diagram in Figure 1: Green refers to normal conditions, amber refers
to caution for a probability of flooding, and red refers to a very high risk or event of flooding.
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2.2. Data Collation and Preparation
One of the most important requirements for this research was a detailed historic and inclusive data
set, which was acquired from Federal Emergency Management Agency (FEMA) [20], National Oceanic
and Atmospheric Administration (NOAA) [21] and National Climatic Data Centre (NCDC) [21].
The data used in this study covers the period of 1950 until 2018. However, the data of flooding events is
recorded from the year 1994 onwards and is inclusive of all event types, i.e., heavy snow, thunderstorm,
fog, hail, flood, high wind, etc. Table 1 summarises the different attributes used to build models within
the ML based framework.
Table 1. Description of the attributes used to build models within the ML based framework to inform
flood resilience and resistance actions (Source: NCDC-NOAA [21] and FEMA [20]).
Attributes Description
Begin Date Year, Month, Day
End Date Year, Month, Day
Month Name Jan, Feb, March, . . .
State CA, AZ, TX . . .
County/Zone Name Utah, Leon, Beaver, . . .
Injuries Direct/Indirect Number of direct/indirect injuries
Deaths Direct/Indirect Number of direct/indirect deaths
Weather Forecast /Flood Cause Heavy snow/Rain, Thunderstorm, Fog/Thunderstorm, hail . . .
Days Lasted Total number of days event lasted
Begin/End Location The location where the event started (Name)




Event type Flash food, Lakeshore flood, . . .
The data sets collated were inspected for outliers and extreme values, missing data and redundant
information via a bespoke MATLAB application known as Flood Data Aggregation Tool (FDAT)
developed for this purpose by the authors. FDAT removes all existing outliers and missing data and
re-orders the data based on specific categories chosen for the implementation of the ML techniques
and it converts the alphanumeric and alphabetic data to numeric data using one-hot encoding.
The processed dataset is then divided into training and testing data sets. The training data set is
used to develop the model whereas the testing data set is used to quantify the accuracy of the model
built. A larger portion of data is separated for training and the remaining is used for testing and
validation to ensure accuracy of the classification model built and software performance. Figure 2
shows an overview of the overall analytical process employed in this study. The raw data collected
is fed to FDAT tool for data cleaning, normalisation, aggregation, and other pre-processing steps.
The output data is divided into testing and training data and passed through the ML/data mining tool,
the patterns are extracted, and the model is built, followed by analysis to verify its quality.
 
Figure 2. Work flow summarising the analytical steps followed. “Data” includes both data collation
and extraction.
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Figure 3 illustrates a sample of input data prepared for training, which is an output of the ADAT
application. All the attributes have been described prior to data definitions. The detailed attributes can
be found in Table 1.
 
Figure 3. A sample of input data prepared for training.
2.3. Machine Learning—Model Development
AI is human intelligence demonstrated by machines and ML is an approach to achieve AI.
In this study, the focus will be on supervised ML to learn from historic data, find clustered data,
and build classification model for future events. This type of ML works particularly best when used in
combination with historic data (results included). For this purpose, a number of data mining tools
such as: Weka [22], MATLAB [23] and Orange [24] have been deployed. The reason for using two
softwares (Weka and Orange) for this purpose is to test more ML techniques with various training
and testing dataset sizes. The data is divided into two parts. The first will be used for training and
generating the model, and the second will be used for testing and verification.
Several models were developed using different ML techniques to be able to measure and compare
their performance and accuracy and choose the best. These techniques included Random Forest (RF),
Lazy, J48 tree, Artificial Neural Network (ANN), Naïve Bayes (NB), and Logistic Regression (LR).
The class for the model in all cases was set as “event type” (Table 1), which included flash floods,
coastal floods, lakeshore floods and other kinds of floods. The independent attributes in all models
were weather forecast, location, injuries direct, injuries indirect, death direct, death indirect, property
damage ($) and crop damage ($) (Table 1). Two of these ML methods used i.e., RF and NB, are tested in
both softwares (Weka and Orange) to ensure the accuracy of results.
2.3.1. Random Forest (RF)
RF [25] is a collaborative learning technique. It is a combination of the Bagging algorithm and
the random subspace method and deploys decision trees as the basis for classifier. Each tree is made
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from a bootstrap sample from the original dataset. The key point is that the trees are not exposed to
trimming, allowing them to partly overfit to their own sample of the data. To extend the classifiers at
every branch in the tree, the decision of which feature to divide further is limited to a random sub-data
from the full data set. The random sub-data is chosen again for each branching point.
2.3.2. Lazy
Lazy [25] learning is a ML approach where learning is delayed until testing time. The calculations
within a learning system can be divided as happening at two separate times: training and testing
(consultation). Testing time is the time between when an object is introduced to a system for an action
to be taken and the time when the action is accomplished. Training time is before testing time during
which the system takes actions from training data in preparation for testing time. Lazy learning refers
to any ML process that postpones the majority of computation to testing time. Lazy learning can
improve estimation precision by allowing a system to concentrate on deriving the best possible decision
for the exact points of the instance space for which estimations are to be made. However, lazy learning
must store the entire training set for use in classification. In contrast, eager learning need only store a
model, which may be more compact than the original data.
2.3.3. J48 Decision Tree
A decision tree is an analytical machine-learning model that estimates the target value of a new
test sample data based on several characteristic values of the training data. The nodes within a decision
tree represent the attributes, the branches between the nodes represent the probable values that the
attributes in training data may have, and the terminal nodes represent the final classification value of
the attribute to be estimated.
J48 is an open source Java implementation of the C4.5 algorithm in the Weka data mining tool.
In order to classify a new item, the J48 Decision tree [26] first has to generate a decision tree based on
the training data attributes. Therefore, when it encounters a training set, it categorises the attribute
that separates different samples most clearly. This feature allows most about the data instances to be
classified and contains the highest information gain.
Amongst the possible features, if there is any value for which there is no uncertainty, which the
data instances falling within its category have the same value for the target variable, then that branch
terminates and will be assigned to the target value obtained.
2.3.4. Artificial Neural Networks (ANN)
An ANN [25] is a data processing system that is inspired by the way neurons in biological brain
systems process information, which facilitates a computer to learn from the information provided.
The crucial component of this system consists of a large number of greatly interrelated processing
features (neurones) working uniformly to solve problems. An ANN system is developed without any
precise logic. Basically, an ANN system adapts and changes its configuration based on the pattern
within the information that flows through the network during the learning phase, and very similar
to human beings, it learns by example. An ANN is primarily trained with a large amount of data.
Training involves feeding input data and stating what the output would be. ANN use numerous
principles, including gradient-based training, fuzzy logic, genetic algorithms, and Bayesian methods.
ANNs are designed to identify patterns in the given information. Particularly classification task
which is to classify data into pre-defined classes, clustering task which is to classify data into distinctive
undefined groups), and estimation task which is to use past events to estimate future ones.
One of the challenges of using ANNs is the time it takes to train the networks, which can be
computationally expensive for more complex tasks. Another challenge is that the ANNs are like a black
box, in which the user can feed in information and receive a built model. The user can modify the
model, but they do not have access to the exact decision-making process.
66
Water 2019, 11, 973
2.3.5. Naïve Bayes (NB)
NB [25] is a simple learning algorithm that uses Bayes’ rule along with a theory that the features
are provisionally independent given the class. Although this independence theory is usually affected
in practice, NB usually delivers competitive classification precision. NB is commonly used in practice
because of its computational efficiency and many other desirable features such as low variance,
incremental learning, direct prediction of posterior probabilities, robustness in the face of noise,
and robustness in the face of missing values.
NB provides a system to use the information from training data to estimate the future probability
of each class y given an object x. These estimations can be used for classification or other decision
support applications.
2.3.6. Logistic Regression (LR)
LR [25] is a mathematical model for estimation of the probability of an episode happening based
on the given input data. LR provides a tool for applying the linear regression methods to classification
problems. LR is used when the target variable is categorical. Linear regression estimates the data by
defining a straight-line equation to model or estimate data points. LR does not look at the relationship
between the two variables as a straight line. Instead, LR uses the natural logarithm function to find the
relationship between the variables and uses test data to find the coefficients. The function can then
estimate the future results using these coefficients in the logistic equation. LR uses the concept of odds
ratios to calculate the probability. This is defined as the ratio of the odds of an event happening to its
not happening.
2.4. Model Evaluation Metrics
The system has been trained with several different combinations; however, the final system uses
one based on the selected attributes, which was an output of the classifier attribute evaluation from an
ML tool. All ML models developed were validated using evaluation criteria, i.e., confusion matrix [25],
Mean Absolute Error (MAE) [25] and Root Mean Squared Error (RMSE) [25]. These metrics are used
for summarising and assessing the quality of the ML model.
A confusion matrix summarises the classifier performance with regards to the test data. It is
a two-dimensional matrix, indexed in one dimension by the actual class of an object and in the other
by the class that the classifier allocates, and the cells represent: true positives (TP), false positives
(FP), true negatives (TN) and false negatives (FN) identified in a classification. Multiple measures of
accuracy are derived from the confusion matrix i.e., specificity (SP), sensitivity (SS), positive estimated
value (PPV) and negative estimated value (NPV). These are calculated as follows:
SP = TN / (TN + FP) (1)
SS = TP / (TP + FN) (2)
PPV = TP / (TP + FP) (3)
NPV = TN / (TN + FN) (4)
The MAE is the mean of the absolute value of the error per instance over all samples in the test
data. Each estimation error is the difference between the true value and the estimated value for the







where yi is the true target value for test sample i, yest,i is the estimated target value for test sample i,
and n is the number of test samples.
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The RMSE of a model with respect to a test data is the square root of the mean of the squared
estimation errors over all samples in the test data. The estimation error is the difference between the






where yi is the true target value for test sample i, yest,i is the estimated target value for test sample i,
and n is the number of test samples.
3. Model Training and Testing Results
The original data consisted of 126,315 samples. After removing the outliers and filtering using
ADAT application, 69,558 instances were narrowed down to be used for learning. The data was then
divided into two parts: a larger section (data from 1994 to 2017) for training purposes and the smaller
section (data from 2018) for testing purposes. A scattered plot of the training data for event type can be
seen in Figure 4.
 
Flash Flood    Flood    Coastal Flood    Lakeshore Flood 
Figure 4. Visual distribution of flood types in training data.
The test data for Orange software consists of 164 instances with target feature of “Event-Type”,
of which 44 instances are coastal flood, 58 instances are flash flood, 53 are flood and 9 are lakeshore
flood. The test data for Weka software consists of 3478 instances of which 100 are coastal flood, 2104 are
flash flood, 1266 are flood and 8 are lakeshore flood. The testing dataset size can vary depending on
the user desire and performance of the ML software and hardware capabilities. Four different types
of ML techniques in Orange and four techniques in Weka are tested and evaluated in order to be
able to choose the best performing technique. The techniques tested are RF, Lazy, J48 tree, ANN, NB,
and LR. An overview of the model training and testing process is illustrated in Figure 5, which has been
implemented in Orange. First, the training data is passed through different classification techniques
(i.e., NN, LR, RF and NB) to build the classification models, then the models are tested using the test
data. Finally, the evaluation results are produced and can be analysed and/or visualized (i.e., confusion
matrix and scatter plot).
68
Water 2019, 11, 973
 
Figure 5. Visual overview of the model training and testing process in Orange.
The results of the models and their performance are discussed below.
Based on the confusion matrix, the RF model using Orange software classified 7 out of 9 instances
as Lakeshore Flood, 49 out of 53 as Flood, 32 out of 58 as Flash Flood and 44 out of 44 as Coastal Flood
correctly. The correctly classified instances in total was 132 (80.49%). According to the proportion
of the classifications on the test data, the RF was ahead of all other techniques. Figure 6 shows the
evaluation results and confusion matrix for the RF model based on the supplied test set. Based on the
confusion matrix, the RF model using Weka software classified 1850 out of 2104 as Flash Flood, 820 out
of 1266 as Flood, 100 out of 100 as Coastal Flood and six out of eight instances as Lakeshore Flood
correctly. The correctly classified instances in total are 2776 (79.83%). The MAE is 0.13 and RMSE is
0.27. The RF technique provides best results as compared to the techniques tested in Weka. Figure 7
indicates a visual classifier error for the RF model. The diagram shows the distribution of correctly
classified instances in coloured clusters, where the bigger clusters (shown in crosses) are the correctly
classified instances and the smaller clusters (shown with small squares) are the misclassified instances.
 
Figure 6. Evaluation Results for Random Forest model in Weka.
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Flash Flood    Flood    Coastal Flood    Lakeshore Flood 
Figure 7. Visual classifier error for Random Forest model in Weka. The crosses indicate correctly
classified instances and squares refer to misclassified instances.
The confusion matrix result (Figure 8) indicates that the Lazy model (Weka) correctly classified
1858 out of 2104 as Flash Flood, 809 out of 1266 as Flood, 99 out of 100 as Coastal Flood and six out
of eight instances as Lakeshore Flood. The correctly classified instances in total was 2772 (79.70%).
The MAE was 0.13 and RMSE was 0.27. The Lazy technique provides better results than Naïve Bayes.
 
Figure 8. Evaluation Results for Lazy model in Weka.
The confusion matrix (Figure 9) shows that the J48 model (Weka) classified 1882 out of 2104 as
Flash Flood, 791 out of 1266 as Flood, 100 out of 100 as Coastal Flood and 0 out of 8 instances as
Lakeshore Flood correctly. The correctly classified instances in total is 2773 (79.73% rate of success).
The MAE is 0.14 and RMSE is 0.27; the J48 technique provides very similar results to Lazy.
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Figure 9. Evaluation Results for J48 model in Weka.
Based on the confusion matrix (Figure 10) result for the ANN model (Orange), successful
classifications are 7 out of 9 as Lakeshore Flood, 49 out of 53 instances as Flood, 27 out of 58 as Flash
Flood and 44 out of 44 as Coastal Flood correctly. The total of correctly classified instances is 127
(77.44% rate of success).
 
Figure 10. Evaluation Results for Neural Network model in Orange.
The NB model using Orange software correctly classified nine out of nine instances of Lakeshore
Flood, 45 out of 53 as Flood, 27 out of 58 as Flash Flood and 44 out of 44 as Coastal Flood according to
the resulting confusion matrix (Figure 10). The total of correctly classified instances was 125 (76.22%).
The number of confused instances as Flash Flood and Flood are of a slightly higher proportion compared
to the ANN based on 164 instances considered for validation. Correspondingly the confusion matrix
showed that the NB model built using Weka software (Figure 11) classified 1614 out of 2104 as Flash
Flood, 853 out of 1266 as Flood, 89 out of 100 as Coastal Flood and seven out of eight instances as
Lakeshore Flood correctly. The correctly classified instances in total was 2563 (73.69%). The MAE was
0.18 and RMSE was 0.29. This outcome indicates that the NB has a very high classification accuracy
when trained on a small data set or larger data set as both software have produced similar results when
trained and tested on both large and small data sets.
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Figure 11. Evaluation Results for Naïve Bayes model in Weka.
The LR model (Orange) is completely disregarded as it has provided as small as 27.44% correctly
classified instances (Figure 12).
 
Figure 12. Evaluation Results for Logistic Regression model in Orange.
Table 2 shows the predicative models’ performance using the MAE and RMSE evaluation metrics.
Table 2. Summary of evaluation metrics of all classification models’ performance in Orange and Weka.
Model RMSE MAE % of correctly classified instances
Orange software
RF 2.06 0.19 80.49
NB 2.52 0.24 76.22
ANN 2.45 0.23 77.44
LR 5.52 0.73 27.44
Weka software
Model RMSE MAE % of correctly classified instances
RF 0.27 0.13 79.83
NB 0.29 0.17 73.69
Lazy 0.27 0.13 79.70
J48 0.27 0.14 79.73
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4. Discussion
4.1. Model Performance
This paper takes advantage of historic data (23 years) collected from flood events to classify the
type of the flood that is likely to happen in future. The data was filtered to remove outliers, correct the
missing values, order the data, and more, using ADAT application. 69,558 instances (from years 1994
to 2017) were filtered as an output of the ADAT, which has been used in training the machine and
the remaining 3642 instances (from 2018) were used for testing. 164 instances were used for test data
in Orange software and 3478 instances were used as test data for Weka software with the class of
“Event-Type”. Five types of ML techniques were tested and evaluated in order to be able to choose the
best performing technique. The techniques tested are RF, Lazy, J48 tree, ANN, NB, and LR. Based on the
evaluation metrics resulting from the models, it can be concluded that the best performing technique
used in Orange software (based on the 164 test cases) proves to be the RF, with RMSE result of 2.06,
MAE of 0.19 and correctly classified instance rate of 80.49%, followed by ANN with RMSE result of
2.45, MAE of 0.23 and correctly classified instance rate of 77.44%, NB with RMSE result of 2.52, MAE of
0.24 and correctly classified instance rate of 76.22% and LR with RMSE result of 5.52, MAE of 0.73 and
correctly classified instance rate of 27.44%. The best performing technique used in Weka software
(based on 3478 test cases) proves to be the RF, with RMSE result of 0.27, MAE of 0.1345 and correctly
classified instance rate of 79.83%; followed by J48 with RMSE result of 0.27, MAE of 0.14 and correctly
classified instance rate of 79.73%, Lazy with RMSE result of 0.27, MAE of 0.13 and correctly classified
instance rate of 79.70% and NB with RMSE result of 0.29, MAE of 0.17 and correctly classified instance
rate of 73.69%.
The comparison of the evaluation metrics from the models built using both software tools with
different test data sets indicates that the RF performs best amongst all other techniques followed
by ANN.
Note that the generated model can be used to provide an insight into the number of flooding events.
For example, on using future estimation of weather forecast for the next 10 years from an environment
agency, the built model can provide an understanding of the patterns and number of flooding events,
and type of flood to be expected for that period.
4.2. Awareness, Preparedness and Resilience
The results of most flooding scenarios indicate that the event is a significant threat to people’s lives.
Each of the emergency response elements shown in the influence map (Figure 1) such as emergency
service, health service, community awareness and media coverage serve as a centre for the organisation
of assistance supplies, which involves people who are trained to perform rescue tasks, of which one
is for flood incidents. Flooding may result in the loss of a logistic centre and delay in responding to
rescue operations. In this scenario, other elements must be used for coordination i.e., there may need
to be a collaborative effort amongst response agencies from neighbouring districts and regions to help
bring about normality to the affected areas. Sharing of resources and equipment to deal with a flood
may be required if the local agencies are operating at their absolute capacity. In the UK, there is existing
protocol that agencies adhere to for interagency collaboration and also inter-regional collaboration in
times of crisis.
Flooding of infrastructure such as roads and bridges dramatically affect the ability of road users
to get from a to b. This not only means that people will be unable to access these routes during
a flood, but also that response agencies will be restricted in accessing certain positions, which is clearly
problematic if urgent responses are needed. Even once the water withdraws, the residual deposits
blocks the usage of the roadways and special equipment must be used to clear them. Flooding of
businesses and schools could cause a disruption, preventing employees and students, respectively,
from attending.
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4.2.1. Flood Type Awareness and Classification
Based on the results of this study, which classifies flood type, it can be concluded that most
emergency responders can be alerted of flood type that is likely to happen in the area. If emergency
responders are not local to the area, they may not to be aware of what consequences different flood types
can have and what kind of assistance is needed, specific to that flood type. For example, they might
only envision damage to infrastructure and overlook building damages. Therefore, improvement
measures can be taken to train more qualified staff to reduce the impact flooding may have on homes
and other infrastructure.
4.2.2. Preparedness Planning
Depending on the flood type frequently happening to an area, plans can be set to reduce the threat
and impact from flooding at the local level. The plan, called the preparedness plan, categorises the roles
and responsibilities of each stakeholders i.e., emergency responders, firefighters, police, community
and etc. that must take action in case of an emergency situation. By identifying the flood type that
is likely to happen, the situation can be monitored and if it reaches an alarming level, a warning for
evacuation can be issued to the people local to flood-prone areas. Also, the name of the closest shelter
and evacuation route can be provided during an emergency.
4.2.3. Resilience
Bringing human knowledge and AI together is an important way to build resilience. The advantage
of this research is to help comprehend, prioritise, and respond to the potential impact of flooding based
on flood types and protect the community and environment. Flood type classification based on weather
forecast will allow for key decision- makers such as local councils and emergency response agencies to
take action to put in place mitigation measures to decrease the potential impact of an oncoming event.
This is achieved through better understanding of flood types and to make a long-term strategic
plan to prioritise the need for investment based on flood type risk and consequence to reduce impact
on lives, infrastructures, finances, etc. Solutions that are resilient to a variety of flood types can be
made, mitigation measures can be implemented, and prioritising locations which are at higher risk can
be kept under surveillance leading up to an anticipated flood occurrence.
5. Conclusions
This paper describes a robust evaluation of state-of-the-art ML techniques to classify flood type
based on weather forecast, location, days event lasted, begin/end location (name of the place), begin/end
latitude and longitude, injuries direct/indirect, death direct/indirect and property and crop damage to
classify the flood type. The use of ML on historic data in terms of flood type classification is used for
the first time in this study. Extensive historic data has been filtered and used for training and testing
purposes. Several models were built and compared using evaluation metrics i.e., RMSE, MAE and
confusion matrix. The comparison of the evaluation metrics from the models built suggest that the RF
technique outperforms other techniques in terms of RMSE, MAE and confusion matrix (accuracy rate
of 80.49%), followed by ANN (accuracy rate of 77.44%). One of the benefits of this work is that the
same tools and techniques can be used to classify and estimate many other parameters, which have
been used in currently used training set i.e., location, potential financial damage, etc.
This study has focused on flooding as a sub-branch of natural disasters. Nevertheless, there are
many other possibilities to apply AI in natural disasters and help build resilience. Data mining can be
applied to help insurance companies, estimate level of compensations, estimate damage to crops and
buildings, and estimate number of injuries and death in specific areas. By being able to estimate more
accurately and learn from past events, many lessons can be learned and applied in building resilience
against natural disasters. This will also improve public awareness and preparedness, and save lives,
if faced with an adverse natural condition.
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A constraint in this study is restrictive access to inclusive data. Most of the big data sets are in the
hands of private companies, and there are no principles for data sharing. Accessing and collecting
these data is difficult and expensive.
The results from this study show for the first time that ML can be used to analyze datasets from
historical disaster events to reveal the most likely events that could occur, should similar events be
experienced in the future. From the literature review, to the best of the authors’ knowledge there is
no equivalent set of data as the NCDC NOAA data from a UK source. It would be advantageous for
the UK environmental agency to provide a detailed historic data from past natural disasters similar
to the NCDC NOAA. This work has proven that the application of ML concept and if such data is
made available from the UK, this ML method can be applied, and more advances can be made within
the UK not only for flooding, but any type of natural disaster (based on provided data type) to help
preparedness, raise awareness and build resilience in disaster management, especially in areas more
prone areas to natural disasters.
The results are highly dependent on data quality and precision. If the data is not reliable or
is “bad” data, the ML is trained on wrong information and therefore the results will be completely
misleading. Missing information or parameter limitation can also adversely affect the model built.
For further study, building a predictive model for future events will be considered. Furthermore,
the use of AI in more natural disaster areas and improving resilience in disaster management, especially
in the UK, is strongly suggested.
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Abstract: Preliminary results of the UK Urban Flood Resilience research consortium are presented
and discussed, with the work being conducted against a background of future uncertainties with
respect to changing climate and increasing urbanization. Adopting a whole systems approach, key
themes include developing adaptive approaches for flexible engineering design of coupled grey
and blue-green flood management assets; exploiting the resource potential of urban stormwater
through rainwater harvesting, urban metabolism modelling and interoperability; and investigating
the interactions between planners, developers, engineers and communities at multiple scales in
managing flood risk. The work is producing new modelling tools and an extensive evidence base to
support the case for multifunctional infrastructure that delivers multiple, environmental, societal and
economic benefits, while enhancing urban flood resilience by bringing stormwater management and
green infrastructure together.
Keywords: blue-green infrastructure; flood risk management; sustainable; drainage systems;
resilience; systems
1. Introduction
Achieving Urban Flood Resilience requires solving a number of interrelated engineering,
environmental and socio-political challenges to achieve the transformative change needed in urban
stormwater and flood risk management. This will involve dealing with the future uncertainties
associated with extreme weather events driven by global warming, and the consequences of increasingly
rapid urbanisation. Recognising these constraints, new approaches are urgently needed, which are
based on adaptive and flexible designs of a range of traditional grey infrastructure (e.g., underground
pipes, detention tanks and lined drainage channels) and innovative blue-green solutions (e.g., swales,
rain gardens, wetlands, green roofs and restored urban streams). In moving towards source control
techniques which provide infiltration, attenuation and storage that mimic the predevelopment
hydrology of an area, the paradigm of urban flood management can be switched from threat to
opportunity. This emphasises the resource potential of urban stormwater (for example for water supply
and energy generation), as part of a wider “system of systems” of urban infrastructure which can be
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managed interoperably. However, to deliver these changes planning and adoption barriers must be
overcome and solutions must be embraced by the communities they serve.
The Urban Flood Resilience research project was launched in 2016 and comprises a consortium
of nine UK Universities supported by government agencies, engineering consultants and planning
authorities responsible for managing urban water and flood risk [1] The aim is to provide the
methodologies and tools needed to make transformative change possible through adoption of a whole
systems approach to urban flood and water management. This is being done through the development
of the next generation of hydrosystems models [2] that bridge the interfaces between urban/rural and
engineering/natural hydrological systems. Flexible adaptation pathways are being assessed using a
multiple benefits approach [3] to determine the most effective mix of blue-green and grey systems
for any given location and time. Capturing the resource potential of stormwater through rainwater
harvesting [4] and local energy recovery using micro-hydropower [5] is being examined as part of a
multifunctional systems approach to urban flood management [6]. The consortium is also considering
the importance of the interfaces between planners, developers, engineers and beneficiary communities
by investigating citizen’s interactions with blue-green infrastructure [7]. The results of the research
are being applied and demonstrated in a series of case study locations, including Newcastle and
Ebbsfleet, supported by effective Learning Action Alliances which are helping translate these findings
into practice [8].
2. Preliminary Results
While the work is ongoing this short communication presents a summary of some of the new
research outputs not yet reported elsewhere.
2.1. Contribution of Blue-Green Infrastructure to Improving Natural Capital
The impact of future urban intensification on Natural Capital is being investigated by Heriot
Watt, Cambridge and Newcastle Universities, focusing on the London Borough of Sutton. Natural
Capital refers to the stock of natural features/assets, e.g., freshwater, land, soil, minerals, air, seas,
habitats, biodiversity and processes, which together provide the foundation for the flows of ecosystem
services [9]. The work is calculating the extent to which blue-green infrastructure systems such as
rain gardens, swales and green roofs can mitigate natural resource depletion associated with new
development. This is done using the Natural Capital Planning Tool [10] and a geographic information
system (GIS) analysis to assess natural capital indicators, such as flood risk regulation, at different
spatiotemporal scales.
Research focuses on the residential area of Carshalton, where recent development has led to the
existing drainage network reaching its capacity and extreme storm events have caused local flooding
incidents. The local authority is planning to mitigate additional flood risk associated with a plan for
developing 3000 new homes with new blue-green infrastructure while also providing a ”natural capital
uplift”. Two development approaches to stormwater management have been tested consisting of a
“grey” pipe-based approach and a blue-green approach including green roofs, rainwater harvesting,
rain gardens and street swales. The effectiveness of each approach is assessed using the CityCat
hydrodynamics model [2].
The Natural Capital Planning Tool calculates the impact score for 10 selected ecosystem services
together with an overall aggregated development impact score. The calculated impact scores are based
on a range of indicator data such as population density, soil drainage class, size of green space sites
and spatial land use information for the pre- and post development state of an area. Such information
is automatically translated into impact scores based on an expert informed quantification model
embedded in the Natural Capital Planning Tool. The tool also calculates theoretical minimum and
maximum possible scores which show the potential of the site to lose or gain natural capital and
associated multiple benefits.
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Results show an overall negative development impact score of −17.35 resulting from the
introduction of housing infrastructure on green field sites in Carshalton, with air quality and local
climate regulation particularly affected. Compared to the theoretical minimum possible score of −21.09,
this implies that the “grey” pipe-based approach will result in loss of several multiple benefits as
this approach replaces most natural capital in the area. With the introduction of different blue-green
approaches based on the adoption of sustainable drainage systems (SuDS) the overall development
impact score, although still negative, is significantly reduced to −0.12. This is because some blue-green
options such as road swales will enhance natural capital in some parts of the study area while other
options such as green roofs will negatively impact on predevelopment land uses which have more
potential for multiple benefit delivery compared to the green roofs option. A summary of the nature
of the ecosystem service impact scores for each individual blue-green/SuDS intervention on the
predevelopment land use are shown in Table 1. All blue-green approaches had a positive impact on
aesthetic value and local climate regulation, with swales having the most positive impact overall.
Table 1. Natural capital impact scores of blue-green infrastructure options on ecosystem services.
Ecosystem Service
Impact Score
Swales Green Roofs Rain Gardens
Harvested Products
(rainwater) n/a * negative negative
Biodiversity positive negative positive
Aesthetic Values positive positive positive
Recreation positive negative negative
Water Quality
Regulation n/a negative n/a
Flood Risk Regulation n/a negative n/a
Air Quality Regulation positive negative negative
Local Climate Regulation positive positive positive
Global Climate
Regulation positive negative positive
Soil Contamination n/a n/a n/a
* n/a is not applicable.
For the blue-green/SuDS interventions hydrodynamic modelling showed an increase in water
depth in the swales and a decrease in water depths over the northern part of the area. The interventions
in the southern area were found to be less useful as this has less connectivity with the downstream parts
of the catchment and the outfalls into the Wandle River. Overall the number of floodable properties was
reduced by over 65%. The results highlight the trade-offs and synergies in multiple benefits associated
with different combinations of blue-green options. It was found that grey development options
increased the flood risk downstream compared to a three times reduction using blue-green options.
Overall such Natural Capital assessments can help practitioners, local authorities, planning agencies
and developers understand the interdependencies between the natural and urban environments,
highlight the different environmental and social benefits that strategies may deliver and provide insight
into the relative performance of a range of flood risk management measures.
2.2. Adaptation Pathways for Drainage Infrastructure Planning
Again using Carshalton to demonstrate new assessment procedures, Cambridge University has
developed a roadmap for urban drainage adaptation over the next 40 years, shown conceptually in
relation to changing climate inputs Figure 1.
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Figure 1. Assessment of adaptation pathways to meet uncertainties in future climate.
In comparing each of these possible future pathways additional criteria are used to complement
conventional cost–benefit analysis, such as indicators of adaptiveness, flexibility, ease of implementation
and a monetised and spatial evaluation of the wider multiple benefits that can be delivered by SuDS and
blue-green options. The procedures are using the SWMM dynamic rainfall-runoff-routing simulation
model (as developed by US Environment Protection Agency (EPA)) to identify when service thresholds
are exceeded, triggering the need for further interventions. The integration of a variety of appraisal
techniques offers a new perspective to help inform the timing and placement of blue-green interventions,
while acknowledging future uncertainties. As an envelope of possible climatic and urbanisation rates
are considered, a viable planning horizon becomes evident. The approach provides a pragmatic
response to changing drivers of urban flooding allowing real options evaluation techniques to help
determine the scale of interventions that are required and when they should be implemented.
2.3. Interoperability
Leeds University have introduced the concept “interoperability” to guide transition from local
multifunctionality to city-scale multisystem flood management, through actively managing connections
between infrastructure systems to convey, divert and store flood water. They define interoperability as
“The ability of any water management system to redirect water and make use of other system(s) to
maintain or enhance its performance function during exceedance events” [6].
The work is focusing on achieving a better understanding of how flood prone areas are linked
to flood source areas within urban catchments and how opportunities for capturing or transferring
stormwater along these pathways can be identified. A source to impact analysis is using a transferable
modelling approach based on the CityCAT hydrodynamic model to systematically identify locations
contributing most to flood hazard within a catchment. This is reported using a spatial analysis
framework by synthesising and combing spatial data on (i) flood hazard, (ii) intervention efficiency
and (iii) opportunities for interoperability at the catchment scale. Figure 2 illustrates the application of
these ideas in the case study city of Newcastle.
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Figure 2. Geographic information system (GIS) analysis of flood impacts across Newcastle.
The first image (flood hazard) depicts the potential flood hazard from a 1 in 50 year event mostly
in the middle to lower part of the city centre. The second image (intervention efficiency) shows flood
source areas, which are located mostly in the upper and lower part of the catchment. The third image
(interoperability) illustrates the infrastructure systems that can potentially act as a water management
asset (green) and systems where additional flood water should be avoided.
This approach can help identify different types of flood source areas and, when combined with
information on infrastructure systems, can guide the selection of appropriate flood management
solutions from a catchment perspective. Linking flood hazard to flood source areas provides insights
into the hydrological processes and spatial interactions within the urban catchment, and can help
prioritise locations for flood management intervention.
2.4. Uncovering Implicit Perceptions of Blue-Green Interventions for Flood Resilience
The Universities of Nottingham and the West of England are working to better understand
the attitudes and preferences towards blue-green and grey infrastructure in public open space,
moving beyond stated preference studies where attributes are openly articulated (e.g., through
questionnaires) to developing new Implicit Association Tests (IATs) that measure hidden perceptions
and subconscious attitudes.
Explicit and implicit preferences for SuDS in public greenspace were investigated using,
respectively, a Likert scale test and an IAT, based on the method presented by Greenwald, McGhee,
and Schwartz [11] and using the FreeIAT software (Adam W.Meade, North Carolina State University,
Raleigh, CA, USA) [12]. In the IAT, participants responded to photographs (target concepts) illustrating
public greenspace with and without SuDS and to positive and negative words representing evaluative
attributes. Implicit preferences were calculated based on reaction times. Key findings from a trial with
44 participants in Bristol revealed significant differences between implicit and explicit preferences for
public greenspace with and without SuDS. Overall, respondents tended to explicitly prefer greenspace
without SuDS (70%, compared with 7% who explicitly preferred greenspace with SuDS) (Figure 3).
In contrast, more respondents implicitly preferred public greenspace with SuDS (41%, compared
with 30% who implicitly preferred greenspace without SuDS). This suggests that the respondents’
subconscious attitudes are more favourable towards SuDS, rather than just greenspace. The combined
explicit–implicit tests provide insight into perceptions of attractiveness, safety and tidiness associated
with SuDS and public greenspace which may help blue-green infrastructure be designed in ways that
may improve public acceptability of features.
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Figure 3. Attitudes towards sustainable drainage systems (SuDS) in public greenspace evaluated via
an Implicit Association Tests (IAT) and Likert scale test (explicit measure). Sample population consists
of 44 respondents in Bristol, UK, who completed the tests in May–July 2018.
In related work, the Heriot-Watt University team are investigating the potential for SuDS retrofitting
at the Houston Industrial Estate, Scotland, assessing the public awareness of SuDS technology, relevant
regulations and barriers to retrofit using a questionnaire survey. Most companies were unaware of the
Scottish Environmental Protection Agency’s General Binding Rules, which provide statutory controls
over certain low risk activities that may affect the water environment in Scotland (e.g., diffuse pollution),
although most companies claimed familiarity with some SuDS techniques such as permeable paving
and gravel filter drains. Many of the potential plot scale techniques, such as detention basins and
larger scale rain gardens, were unfamiliar to most companies and there was a lot of confusion in the
understanding of SuDS features. A site survey confirmed the presence or absence of these features on
individual plots and compared them to the claims of the site owners. Approximately 40 SuDS features,
including detention basins, swales, filter strips and gravel filter drains (and more), were claimed
by premises on the industrial estate and yet were not identified as present when the research team
conducted their survey. Conversely permeable block paving was ubiquitous across the development
but not always recognised as present by the respondents. This work suggests that there is a clear need
for sustained engagement and education to raise awareness of SuDS technology and overcome barriers
to their adoption in areas where they need to be retrofitted.
2.5. Urban Metabolism Modelling in Ebbsfleet Garden City
Urban metabolism refers to the combination of the technical and socioeconomical processes
that occur in cities and that result in growth, production of energy and elimination of waste.
The metabolism-based modelling approach led by Exeter University overcomes issues commonly
encountered by independent modelling and management of urban water systems (water supply,
wastewater and surface water collection) by providing an integrated approach that considers the
interconnections and interdependencies of all urban water subsystems. This approach increases
resilience to extreme events, from floods to droughts, by enabling the integrated modelling of future
water management intervention strategies, such as water harvesting and grey water recycling, and
their impact on the performance of downstream infrastructure such as stormwater systems.
The study is using WaterMet2, a mass-balance conceptual urban metabolism modelling tool [13]
to evaluate the sustainability performance of the urban water systems in the Ebbsfleet Garden City,
over a predefined long-term planning horizon and for a range of future possible intervention strategies.
The integrated evaluation of the water and wastewater management master plans of the local water
companies (Thames and Southern Water) through WaterMet2 simulations will aid long-term decision
making by illustrating the impact of different sustainability strategies, including options for wastewater
treatment, on the urban water system.
The ultimate aim is to couple this work with a semi-quantitative system dynamics model
(currently being coproduced by the Ebbsfleet Water Forum) to further assess sustainable water
management options for the Ebbsfleet Garden City. The Ebbsfleet Water Forum, established by
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the Urban Flood Resilience consortium in 2017 and based on a ‘Learning and Action Alliance’
framework [8], is coordinated by Open University team members and the Ebbsfleet Development
Corporation. The vision of the Forum is to incorporate blue-green infrastructure into development
design from the outset, and champion urban flood resilience to encourage the realistic delivery of
sustainable urban water management. The system dynamics model investigates sustainable water
management options for the Garden City, including the reduction of residential potable water use,
increased blue-green space and SuDS, and rainwater harvesting. An early causal loop diagram is
presented in Figure 4. The system dynamics model is currently being codeveloped iteratively by
the project team and Ebbsfleet stakeholders, and will be run under a range of future climate and
socioeconomic conditions, and including a range of policy incentives, to enhance the capacity of local
stakeholders to influence policy in a more sustainable direction.
Figure 4. Early version of the causal loop diagram created by the project team and members of the
Ebbsfleet Water Forum illustrating variables and linkages in response to a discussion of sustainable
water management options for the Ebbsfleet Garden City.
2.6. Further Research
Further research of the consortium not reported here includes work by Newcastle University on
developing a new comprehensive model of urban hydrosystems, a study of suspended particulate
matter and water quality by Heriot-Watt University illustrating ecosystem functioning of SuDS ponds,
challenges associated with implementing SuDS through the strengthened English planning system led
by the Open University, effective approaches to blue-green infrastructure community engagement by
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the University of the West of England and Exeter University’s development of Rainwater Management
Systems that concurrently reduce stormwater discharges and potable water consumption.
3. Conclusions
Achieving urban flood resilience is a multifaceted problem which requires integrated solutions
across a range of disciplines: From advances in modelling the hydrodynamic performance of combined
grey and blue-green interventions, and flexible engineering design, to social insights into public
perceptions and community acceptability. The work reported in this paper has shown that adopting
blue-green approaches which rely on storage and infiltration through vegetated surfaces can contribute
to wider Natural Capital in areas subject to rapid urbanisation. Adaptive design pathways that help
identify the right balance between grey pipe-based approaches and sustainable drainage systems,
and how these can be managed interoperably across urban catchments, are key outputs to date, in
addition to research into SuDS perceptions and sustainable water management options through system
dynamics modelling, that generate insight into how the public and businesses understand the value of
blue-green systems.
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Abstract: In response to the increased frequency and severity of urban flooding events, flood
management strategies are moving away from flood proofing towards flood resilience. The term
‘flood resilience’ has been applied with different definitions. In this paper, it is referred to as the
capacity to withstand adverse effects following flooding events and the ability to quickly recover
to the original system performance before the event. This paper introduces a novel time-varying
Flood Resilience Index (FRI) to quantify the resilience level of households. The introduced FRI
includes: (a) Physical indicators from inundation modelling for considering the adverse effects during
flooding events, and (b) social and economic indicators for estimating the recovery capacity of the
district in returning to the original performance level. The district of Maxvorstadt in Munich city is
used for demonstrating the FRI. The time-varying FRI provides a novel insight into indicator-based
quantification methods of flood resilience for households in urban areas. It enables a timeline
visualization of how a system responds during and after a flooding event.
Keywords: flood resilience index; flood resilience analysis; urban floods; flood risk assessment; flood
inundation modelling
1. Introduction
According to worldwide evidence of the last decades, the frequency and severity of extreme
flooding events in urban areas are increasing [1–3]. The characteristics of an urban environment, such
as the high portion of impervious area and increased population density, raise the vulnerability to
flooding [4,5]. Traditional engineering measures face great challenges in providing sufficient flood
protection when facing a more severe and frequent flooding condition [6,7]. In response, current flood
protection strategies move away from measures to increase flood proofing towards flood resilience [8].
Various approaches to improve resilience to urban flooding have been proposed recently across
different continents, such as the Best Management Practices (BMPs), Low Impact Development (LID),
or Sustainable Urban Drainage Systems (SUDS). Furthermore, policies for improving public awareness
of flood risk, advocating flood insurance, automated warning systems, etc. have also been advocated [9].
These approaches aim to mitigate the flooding impacts in cities by maintaining a high level of system
performance during flooding events and facilitating the recovery stage of the system after flooding,
i.e., its resilience. This study aims to develop a novel methodology to assess the flood resilience level
of households within an urban area with time during and after a flooding event by incorporating
physical, social, and economic factors.
There are numerous studies evaluating the benefits of flood resilience-enhancing strategies.
However, many of them focus on flood impact reduction instead of resilience. Indeed, various flood
impact assessment techniques have been formulated according to a wide diversity of research purposes,
availability of data, and accessibility of resources [10]. On the contrary, the assessment of flood resilience
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faces many challenges, including its definition, dimensions used (e.g., social, economic, or physical
aspects), and methods of quantification [11,12]. Nevertheless, there is a growing number of research
projects and studies aiming at quantifying flood resilience using integrated [13] or multi-criteria [14]
approaches, assessing climate variability [15] or the impact of infrastructure [16,17] while considering
socioeconomic aspects [18]. Governance strategies for improving flood resilience have also been
studied [19].
The study of resilience was originated in the field of ecology [20], where Holling defined it as the
measure of the ability of an ecosystem to absorb changes and persist [21]. Since then, variations of the
resilience concept started to emerge in different research fields. In the context of flood risk and flood
management, various definitions have been introduced recently [22–27]. According to the literature,
the definitions of flood resilience differ from each other. However, they generally comprise two major
elements: 1. The coping capacity in the face of flooding, and 2. the recovery capacity after flooding.
In this paper, these two major elements are adopted. Flood resilience is thus defined as “the capacity to
withstand adverse effects following flooding events and the ability to quickly recover to the original
system performance before the event”.
Resilience assessment can be used to evaluate flood risk management strategies at a city
scale [28–30]. However, there still exists no consensus on how to measure flood resilience [31].
One commonly applied approach to quantify resilience is to utilize indicators that measure the
characteristics of a system facing urban flooding. De Bruijn defined a set of indicators for flood
resilience quantification, which covers three aspects: The amplitude of reaction, the graduality of the
increase of the reaction with increasingly severe flood waves, and the recovery rate [32]. These three
aspects describe the state of system performance when facing flooding events. In addition, the value of
indicators reflects the physical, social, and economic factors regarding flood risk management. Batica
and Gourbesville developed an urban flood vulnerability and resilience assessment tool with indicators
providing a comprehensive overview of vulnerability and resilience of a city and its community [33].
An index is proposed to describe resilience level by assigning grades (0 to 5) to different indicators
according to the availability levels to various urban services when facing a 100-year flooding event.
Mugume et al. quantified the resilience of urban drainage systems in the UK by applying the utility
performance function combined with the depth–damage data for residential properties that relates the
overall performance of a drainage system to flood depths [25]. Analogously, Lee and Kim proposed a
resilience index for urban drainage systems in Korea based on flooding damage that resulted from
damage functions calculated by multi-dimensional flood damage analysis [34]. However, both studies
on urban drainage systems lack socioeconomic aspects when estimating resilience. Bertilsson and
Wiklund developed a spatialized index to measure and visualize flood resilience changes in an urban
area of Rio [35], incorporating five dimensions: Flood level, exposed population, susceptibility, material
recovery, and flood duration.
Despite the already existing studies on flood resilience quantification, there is a lack of methods
for assessing how a system’s resilience level is affected during and after flooding. As discussed, most
existing studies are not time-dependent. Therefore, the aim of this study is to propose a time-dependent
method for quantifying flood resilience of households in urban areas.
Section 2 introduces the study area of Maxvorstadt in Munich city. In Section 3, the structure of the
Flood Resilience Index (FRI) and the computation of each parameter are explained in detail. In Sections 4
and 5, the inundation and FRI modelling results for Maxvorstadt as well as the sensitivity analysis
of the applied reference parameters are provided and discussed. Finally, in Section 6, the conclusion
highlights the main advantage and limitation of the proposed FRI method and consideration for
future work.
2. Study Area and Data
The study area of Maxvorstadt is one of the 25 boroughs within Munich city, located at the city
center. The borough contains an area of 429.79 ha, and is composed of 69% of buildings, 7% of recreation
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area, and 24% of road surface [36]. The geographical range of the study site is trimmed alongside the
roads at the boundary of the administrative area of Maxvorstadt to exclude buildings crossing over
multiple boroughs. Maxvorstadt consists of nine districts, which are Königsplatz, Augustenstraße,
St. Benno, Marsfeld, Josephsplatz, Am alten nördlichen Friedhof, Universität, Schönfeldvorstadt,
and Maßmannbergl (see Figure 1a). Table 1 shows the number of buildings and area within each
district. Figure 1b illustrates the population and age distribution of each district. The population of
Maxvorstadt lies mainly between 20 to 30 years old [36]. Like other urban areas, the majority of the
surface area within Maxvorstadt is sealed. However, there are parks, cemeteries, and lawns composing
7% of the total area as green spaces. Furthermore, some buildings are constructed with green roofs
or roof-top gardens, making up more green surface areas. Figure 1c shows the land use map of the
study site.
The average yearly precipitation from 1981 to 2010 of Munich City was 944 mm [37].
Regarding rainfall events, the German Meteorological Office (Deutscher Wetterdienst, DWD)
provides a dataset storing grids of return periods of heavy rainfall over Germany (Koordinierte
Starkniederschlagsregionalisierung und -auswertung des DWD, KOSTRA-DWD). The dataset contains
statistical rainfall intensity values as a function of the duration and return period. It is often applied
to assess damages caused by severe design rainfalls with regard to their return period [38]. This
paper applies the latest version of the dataset, the KOSTRA-DWD-2010R, which encompasses the time







Figure 1. (a) Location of the nine districts and buildings within Maxvorstadt; and (b) demographic
structure with age distribution of Maxvorstadt. The size of the age pie chart is proportional to the
population amount. (c) Land use map of Maxvorstadt; and (d) Rainfall Intensity Duration Frequency
curve of Maxvorstadt. Data retrieved from KOSTRA-DWD-2010R database (Grid no. 92049) containing
information from 1951 to 2010. This paper applies the 15 min duration rainfall events for various
return periods.
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Table 1. The amount of buildings and area for each district within Maxvorstadt.
District Name N 2 % of Total N Area [ha] % of Total Area D 3
Königsplatz 417 7.48% 62.43 16.83% 6.68
Augustenstraße 1196 21.46% 51.88 13.98% 23.05
St. Benno 620 11.13% 32.52 8.76% 19.07
Marsfeld 630 11.30% 75.96 20.47% 8.29
Josephsplatz 787 14.12% 31.30 8.44% 25.14
Am a- n- Friedhof 1 437 7.84% 21.35 5.75% 20.47
Universität 1195 21.44% 64.84 17.48% 18.43
Schönfeldvorstadt 168 3.01% 13.91 3.75% 12.08
Maßmannbergl 123 2.21% 16.83 4.54% 7.31
Maxvorstadt 5573 100% 371.02 100% 15.02
1 Am alten nördlichen Friedhof. 2 Number of buildings. 3 Building density [building/ha].
3. Methods
3.1. Time-Varying Flood Resilience Index: FRI
3.1.1. Structure of the Flood Resilience Index
A time-varying Flood Resilience Index (FRI) is developed to quantify the resilience level of
households in Maxvorstadt, ranging from 0 to 1 as the minimum and maximum value, respectively.
The FRI quantifies the capacity to withstand the adverse effects during flooding and the ability to
quickly recover from them at each timestep. Indicators reflecting physical, social, and economic
dimensions are considered for computing the FRI.
The evaluation of the FRI is split into two phases: The event phase and the recovery phase,
depending on the indoor water depth (see Figure 2). In the event phase, physical indicators from flood
modelling, i.e., water depth, accumulated water depth, flooding duration, and water accumulation rate
are incorporated to assess the flooding impacts. It is assumed that after each flooding event, when the
indoor water depth recedes to zero, the recovery phase is initiated. Aside from the physical indicators,
social indicators (i.e., percentage of households with children and percentage of elderly population)
and economic indicators (i.e., household income) are considered to evaluate the recovery capacity,
which facilitates the system to bounce back to the original performance level before flooding (FRI = 1).
A description of each indicator and its computation will be introduced in the following section.
Figure 2. Illustration of the Flood Resilience Index (FRI) structure. t* stands for the timestep when the
indoor water depth returns to zero, which separates the event and recovery phases.
3.1.2. Event Phase Indicators
When the indoor water depth is larger than zero, it is considered as an event phase. In this case,
four physical indicators are considered for calculating the FRI: Water depth (Ih(t)), accumulated water
depth (IAWD(t)), flooding duration (ID(t)), and water accumulation rate (IWAR(t)).
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The water depth indicator indicates the severity of flooding at each timestep. The higher the water
depth is, the more a household, human, and items are affected, and thus the less resilient the system
becomes. A value is assigned to a reference parameter, which indicates the maximum water depth that
the building can withstand (hre f [m]). The resilience level decreases as the indoor water depth rises,
and once the indoor water depth exceeds the reference parameter, the water depth indicator becomes
zero. Equation (1) computes the water depth indicator (Ih(t)), where variable hin(t) [m] is the indoor





, i f hre f ≥ hin(t)
0, otherwise
(1)
The water depth indicator shows the severity of the flooding at a certain timestep. However, it is
also important to investigate the full scope of the impact that the flooding event has caused. Hence,
the accumulated water depth indicator is developed. A reference parameter is inserted, stating the
maximum accumulated water depth that the building can withstand (AWDre f [m]). Equation (2)
calculates the accumulated water depth indicator (IAWD(t)) at every time step (every 10 s), where ts [s]













The duration of the flooding event plays an important role in evaluating the FRI. The longer the
flood lasts, the higher damage it will cause. Young points out several impacts that the long-lasting floods
could bring to human health, including toxic chemical exposure, growing mold causing respiratory
problems, and mosquitos carrying a variety of diseases [39]. In addition, financial damage, social losses,
and impacted level of well-being, such as breakdowns of factories and transportations, can have a large
impact on the society leading to a lower resilience level [40–42]. These adverse effects become more
significant when the flood duration increases. The flooding duration indicator (ID(t)) is calculated by
Equation (3), where D(t) [min] stands for the flooding duration until time t. The reference parameter
Dre f [min] presents the maximum flooding duration that a household can withstand, which is assigned





, i f Dre f ≥ D(t)
0, otherwise
(3)
The rising rate of the floodwater is one of the most influential factors which determines the
damage magnitude caused by flooding events. For instance, the evacuation procedure should be
executed within a limited time span. If the rising rate of the floodwater is high, the evacuation might
be incomplete or executed with a reduced efficiency. Facilities with higher vulnerability to fast-rising
water, such as schools and nursing homes, will then have a much lower resilience level. In this paper,
a water accumulation rate indicator is considered at the rising stage of a flood. Equation (4) computes
the water accumulation rate indicator (IWAR(t)), where rrise(t) [cm/min] stands for the water rising rate
during time t and t− 1. The reference parameter WARre f [cm/min] represents the highest water rising





, i f WARre f ≥ rrise(t)
0, otherwise
(4)
3.1.3. Recovery Phase Indicators
When the indoor water depth recedes to zero, the recovery phase is initiated. In this case, not
only the physical indicators, but the social and economic ones are applied for calculating a recovery
91
Water 2019, 11, 830
factor in order to enhance the FRI after flooding. The four physical indicators include flood severity
(I f s), total flooding depth (ITFD), total flooding time (ITFT), and maximum water accumulation rate
(IWRAmax). The two social indicators are households with children (IC) and elderly population (IE). The
economic indicator is household income (II). Seven indicators in total comprise the recovery factor,
which is a product of seven exponential terms.
The concepts of the physical indicators in the recovery phase are similar to those in the event
phase. However, there is a slight difference at the evaluation time frame. Instead of taking values for
the numerators at current time steps, the maximum or the accumulated values during the previous
event phase are considered. For flood severity (I f s) and maximum water accumulation rate indicators
(IWARmax), the maximum value of the indoor water depth and the water accumulation rate within the
previous event phase are considered, respectively. As for total flooding depth (ITFD) and total flooding
time indicators (ITFT), a cumulative value of the indoor water depth and total flooding duration within
the previous event phase are considered. Equations (5)–(8) show the calculation of the four physical
indicators, respectively. Variables ts and te represent the starting and ending timesteps of flooding in
the previous event phase.















































Social and economic indicators are assigned to evaluate the recovery capacity from flooding for each
household according to different districts within Maxvorstadt. The demographic and social–economic
characteristics, such as race, gender, age, and income are principal drivers of a population’s ability to
recover from damaging flooding events [43–45]. The more children and elderly people within a district,
the higher vulnerability to flooding and lower recovery strength the community has. Equations (9) and
(10) show the calculation for the indicators of households with children (IC) and elderly population
(IE), respectively. Furthermore, household income straightforwardly reflects the recovery strength
from a flooding event. The more a household earns, the easier and faster it can recover from flooding
by repairing or replacing the damaged goods. Equation (11) computes the income indicator (II).
IC =
⎧⎪⎪⎨⎪⎪⎩ e
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C [%] and E [%] stand for the percentage of households with children and elderly population,
respectively, in the district that the household is seated in. Reference parameters, Cre f [%] and Ere f [%],
are assigned values 20% and 12%, respectively, which provide the thresholds that the recovery capacity
decreases as C and E increase. I [€] represents the annual household income, and reference parameter
Ire f [€], assigned 80,000€, represents the threshold that the recovery capacity increases as I increases.
3.1.4. Time Series of the Flood Resilience Index
Once the indicators for evaluating FRI in the event phase and the recovery factor in the recovery
phase are calculated, the time series of FRI can be computed. Like the calculation of the indicators,
the computation of the FRI time series should be divided into event and recovery phases.
In the event phase, the calculated indicators of water depth (Ih(t)), accumulated water depth
(IAWD(t)), flooding duration (ID(t)), and water accumulation rate (IWAR(t)) are applied to evaluate the
FRI at time t following Equation (12). WF stands for the weighting factor for each indicator, which
determines the relative level of significance among the indicators. WFh, WFAWD, WFD, and WFWAR
are assigned values of 3, 1, 3, and 2, respectively. ts and te represent the starting and ending timesteps
of flooding in the event phase.
FRI(t) =[
WFh·Ih(tt) + WFAWD·IAWD(t) + WFD·ID(t) +WFWAR·IWAR(t)
(WFh+WFAWD+WFD+WFWAR)
]
i f t ∈ [ts, te]
(12)
In the recovery phase, a recovery factor (RF) is calculated based on the physical characteristics of
flooding in the previous event phase, and the social and economic indicator values of a household and
its corresponding district. Equation (13) computes the recovery factor, applying the indicators of flood
severity (I f s), total flooding depth (ITFD), total flooding time (ITFT), maximum water accumulation rate
(IWARmax), households with children (IC), elderly population (IE), and household income (II). Weighting
factors WF f s, WFTFD, WFTFT, WFWARmax, WFC, WFE and WFI are assigned values of 3, 1, 2, 1, 1, 2,
and 3, respectively. A value of 0.001 is assigned as a scaling constant. At last, the FRI at time t is
computed as the product of the recovery factor and the FRI at the previous timestep t − 1 (see Equation
(14)). Note that the recovery phase will last until the FRI value reaches 1.
x =
{









FRI(t) = FRI(t− 1) ×RF, i f t  [ts, te] (14)
3.2. Indoor Water Depth Modelling
The indoor water depth modelling can be conducted based on a one-way coupling computation
given the inundation modelling result from the 2D surface runoff model Parallel Diffusive Wave
(P-DWave). It is assumed that floodwater flows into the buildings through doors with known location
and it follows the fluid mechanics of discharge over a rectangular weir. Furthermore, the width of the
door for every building is assumed to be 75 cm.
Figure 3 diagrammatizes the flow dynamic of water coming into the building. The flow should be
analyzed by the upper and lower portion. At the upper portion of the flow, the income discharge is
calculated by Equation (15), which describes a free discharge under a head of water equal to (hout − hin).
At the lower portion of the flow, the income discharge is calculated by Equation (16), which describes a
submerged discharge under a head of water equal to hin. Qu [m3/s] and Ql [m3/s] represent the upper
and lower portions of the discharge, respectively. Cd stands for the discharge coefficient, which in this
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case is assigned a value of 1. L (m) is the width of the door, assumed to be 0.75 m. Variable hout (m) and






2g× (hout − hin)
3
2 (15)
Ql = Cd × L× hin ×
√
2g× (hout − hin) (16)
Figure 3. One-way coupling computation of the flow dynamic of water coming into the building. The
upper portion of the flow, in which the water level outside the building is higher than the water depth
inside the building, is marked as 1, and the lower portion, in which the water level outside the building
is equal to the water depth inside the building, is marked as 2. h_outside and h_inside stand for the
water depth outside and inside the building, respectively. When the indoor water depth is higher than
that of the outdoor surroundings, the computation remains the same, whereas the discharge becomes
negative as the flow direction faces the opposite direction.
The total discharge, Qt [m3/s], is calculated by summing up Qu and Ql. When the outdoor water
level recedes, houtside becomes lower than hin, hence, Qu and Ql become negative. From that point,
the water is flowing outwards, shown as a negative value of Qt. After Qt(t) is calculated at time t,
the water volume entering or exiting the building at time t, V f lux(t) [m3], can be calculated by Equation
(17). Then, the water volume inside the house at time t, V(t) [m3], can be computed by Equation (18).
At last, the indoor water depth at time t, hin(t) [m], is computed by Equation (19). Δt [s] represents the
computation time interval, which in this case is 10 s. Area [m2] stands for the building area.
V f lux(t) = Qt(t)· Δt (17)





3.3. Parallel Diffusive Wave Model: P-DWave
The Parallel Diffusive Wave Model, P-DWave, is the surface runoff model applied for flood
inundation modelling in this study. It is a first-order finite volume explicit discretization scheme that
takes the conservative form of the 2D Shallow Water Equations into account and neglects the inertial
terms (see Equations (20) and (21)). h is the water depth [m] and t is the time [s]. Velocity is defined by




stands for the depth-averaged flow velocity vector [-], in which ux is
the flow velocity in the x direction [m/s] and uy is the flow velocity in the y direction [m/s]. R represents
the source/sink term (e.g., rainfall, inflow, surcharge, drainage [m/s]). z is the bed elevation [m]. The
bed friction is approximated by Manning’s formula (Equation (22)), in which S f =
[
S f x S f y
]T
stands for the bed friction vector [-]. S f x is the bed friction slope in the x direction [-] and S f y is the bed
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friction slope in the y direction [-]. n is the Manning’s roughness coefficient [s/m1/3]. The modulus
of the depth-averaged flow velocity vector is given by Equation (23), where Swx = d(h + z)/dx is the
water level gradient in the x direction [-] and Swy = d(h + z)/dy is the water level gradient in the y
direction [-]. Further details of the P-DWave model can be found elsewhere [46]. Note that neither the
sewer system nor the infiltration processes are considered in this study. As such, not all water could be
drained from the surface and the event phase could not be considered complete. Therefore, in order
to enable the start of the recovery phase, we assume that the outdoor water depths after the end of
the 60-min simulation time return automatically to zero. The one-way coupling indoor water depth
simulation for each building is then conducted following this assumption.
dh
dt
+ ∇(uh) = R (20)



















4.1. Flood Inundation Modelling
The maximum inundation modelling of the 15-min rainfall applying the data from the
KOSTRA-DWD-2010R database is conducted for various return periods, providing the information of
locations that are more likely to encounter severe flooding conditions in Maxvorstadt. (see Figure 4).
Table 2 shows the average inundation depth on streets versus different return periods. By applying
the one-way coupling indoor water depth computation, the maximum indoor water depth for each
building can be seen in Figure 5, also showing the information of the percentage of buildings facing
different levels of indoor flooding.
   
Figure 4. Cont.
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Figure 4. Maximum inundation map in Maxvorstadt with various return periods, applying rainfall
data from the KOSTRA-DWD-2010R database. Luisen Street, located at the center of Maxvorstadt, faces
the most extreme flooding condition with the range crossing over two blocks and maximum water
depth over 50 cm in the case of a 100-year flooding event.
Table 2. Average inundation depth on streets versus return periods in Maxvorstadt.
Return Period
(year)
1 2 3 5 10 20 30 50 100
Average Water Depth on Streets
(cm)
4.11 5.19 5.84 6.60 7.67 8.71 9.33 10.08 11.11
   
   
   
   
Figure 5. Maximum indoor water depth modelling given flooding events with various return periods
by applying the one-way coupling computation. The indoor water depth in buildings with color green:
0 cm, yellow: 0–5 cm, orange: 5–10 cm, and red: above 10 cm. Percentage stands for the amount of
building in each level of indoor flooding.
4.2. Parameter Sensitivity Analysis
A sensitivity analysis for the reference parameters is conducted for the building which encounters
the most severe indoor inundation caused by a 100-year flooding in district Königsplatz. The alteration
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of each indicator by changing its corresponding reference parameter is examined by comparing the
case of adding and subtracting 50% from the original values of the reference parameter. The differences
can be detected by comparing the case applying the original set of reference parameters (shown in
blue dashed lines) and the upper edges of the areas. The results of the sensitivity analysis in the event
(see Figure 6) and recovery phase (see Figure 7) are shown below.
    
    
 
Figure 6. Sensitivity analysis of the four reference parameters for each physical indicator in the event
phase by comparing the case of adding and subtracting 50% from the original reference parameters.
Blue dashed line stands for the case when applying the original set of reference parameters. Annotation
in each graph illustrates which reference parameter is examined by either adding or subtracting 50%
from its original value.
 
   
    
    
   
Figure 7. Sensitivity analysis of the seven reference parameters for each physical, social, and economic
indicator in the recovery phase by comparing the case of adding and subtracting 50% from the original
reference parameters. Blue dashed line stands for the case when applying the original set of reference
parameters. Annotation in each graph illustrates which reference parameter is examined by either
adding or subtracting 50% from its original value.
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4.3. Flood Resilience Index
Figure 8 shows the mean FRI curves as an aggregated result for every household in Maxvorstadt
according to different reference parameters (either by adding or subtracting 50% from their original
values) considered in the sensitivity analysis. In addition, the standard deviation curves are provided
to illustrate the level of dispersion of the FRI at each timestep.
    
    
    
    
    
    
    
Figure 8. Mean FRI curves as aggregated results for every household in Maxvorstadt (blue lines) and
standard deviation curves (red lines) showing the level of dispersion of the FRI at each timestep in
face of a 100-year flooding. The simulation considers different multiplication factors of the reference
parameters applied in the sensitivity analysis. Solid lines represent the considered case (either with a
50% increment or decrement of the original reference parameter) and the dashed lines correspond to
the case applying the original set of reference parameters. Black dashed lines at t = 1 h in the zoom-in
graphs (right-hand side) illustrate the end of the outdoor inundation modelling, for which the outdoor
water depth is set to zero to enable the start of the recovery phase.
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5. Discussion
5.1. Flood Inundation Modelling
According to the results of the maximum inundation modelling (see Figure 4), it can be shown
that the scenarios with higher return period as well as rainfall intensity return larger inundation areas
and higher water depths. The average water depth on streets also shows an increasing trend as the
return period increases (see Table 2), which corresponds to the shape of the considered 15 min rainfall
intensity–frequency curve in Figure 1d. In the maximum inundation maps, there are several spots
showing a small area of higher water depths. The reason is that these are areas enclosed by buildings or
tunnels, which have a lower elevation than the surroundings. The surface runoffmodelling applying
the P-DWave model only includes the overland surface routing of rainwater. Hence, in this case,
it is not possible to model the underground drainage of water accumulated at the low-laying areas.
According to the maximum indoor water depth results (see Figure 5), the percentage of buildings
which face a more severe indoor flooding rises as the return period increases.
5.2. Parameter Sensitivity Analysis
According to the results of parameter sensitivity analysis, different reference parameters have an
effect on the corresponding FRI indicator and total FRI. In the event phase (see Figure 6), the higher the
four physical reference parameters are, the higher the indicators and FRI values will be. However,
the sensitiveness of changing different reference parameters differs according to the assigned weighting
factors and the original values of the reference parameters. Not surprisingly, reference parameters
of water depth and flooding duration, which are assigned with the greatest weighting factors, have
the highest impact. The water depth reference parameter controls the water depth indicator when
the building is facing an indoor flooding. As shown in Figure 6, the sensitiveness of altering such a
parameter is obvious within the timeframe from 0 to 100 min, in which the building is encountering
the peak water depth. By increasing this reference parameter, the water depth indicator shows a 0.1
increment at the lowest point of the indicator curve. In contrast, by decreasing this reference parameter,
the water depth indicator decreases and drops to zero during the peak water depth. The sensitiveness
of altering the reference parameter of flooding duration is evident at the tail end of the event phase.
Like the water depth indicator, the flooding duration indicator rises when the reference parameter
increases and falls down to zero at the timestep at 400 min when the reference parameter decreases.
Note that changing the reference parameter of flooding duration will lead to different endpoints of the
FRI in the event phase, which makes different starting points for the recovery phase. The alteration
of the water accumulation rate indicator only appears at the front end of the event phase, which
corresponds to the rising limb of the indoor hydrograph. The altering of the water accumulation
indicator is more evident when the reference parameter decreases. However, when the indoor water is
receding, the water accumulation rate becomes ineffective, and thus changing this reference parameter
does not affect the water accumulation rate indicator. Finally, the reference parameter of accumulated
water depth in this study is set as an extreme case (3 m) to show that by either increasing or decreasing
it by 50%, the indicator will fall down to zero. The difference between these two cases is only at which
timestep the indicator drops to zero. According to Figure 6, the difference between increasing and
decreasing the reference parameter of accumulated water depth is not significant in this case study.
The seven indicators included in the recovery phase constitute the recovery factor which is
responsible for the system to return to the original state (FRI = 1). Similar to the indicators in the event
phase, the effect of reference parameters in the recovery phase depends on the assigned weighting
factors and the original values of the reference parameters (see Figure 7). All indicators, with exception
for the total flooding depth and income indicators, increase as their reference parameters increase.
Below is a short description of the impact of each reference parameter/indicator on the recovery phase:
1. Flood severity indicator—when its reference parameter decreases, the maximum water depth in
the event phase becomes greater than its reference parameter, and thus the indicator is no longer
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contributive to the recovery factor and does not appear in the sensitivity analysis graph in the
recovery phase. In this case, the system requires a longer recovery time (approximately 300 min
longer) with the smaller recovery factor. On the contrary, when the reference parameter of flood
severity increases, the indicator contribution to the recovery factor increases and the recovery of
system is faster (200 min).
2. Total flooding depth indicator—there is no difference between increasing and decreasing the
reference parameter of total flooding depth as the indicator does not appear in both graphs. The
reason is that the altered reference parameter remains in any case below the total water depth
during the event phase, and thus the indicator has no contribution to the recovery factor.
3. Total flooding time indicator—changes in the reference parameter of total flooding time show
different starting points for the FRI curve at the beginning of the recovery phase. This is due
to different endpoints in the event phase, as mentioned in the previous section. In this case,
there will be a higher starting point in the recovery phase according to an increased reference
parameter of total flooding time, and vice versa. When the reference parameter decreases, the total
flooding time in the event phase exceeds the threshold, and thus the indicator is not contributive
to the recovery factor and does not appear in the sensitivity analysis graph for the recovery
phase. In contrast, when the reference parameter increases, not only the starting point of the
recovery phase raises, but the system is able to bounce back to the original state of performance
approximately 500 min faster.
4. Maximum water accumulation rate indicator and households with children indicator—due to
the low weighting factors assigned to both indicators, the differences between increasing or
decreasing their reference parameters is relatively small. However, it can be seen that the degree
of changing is larger when their reference parameters are decreased.
5. Elderly population indicator—this indicator has a slightly higher impact than the two previous
indicators. This is due to a larger weighting factor assigned for it. In addition, the effect of the
indicator is larger when its reference parameter is increased.
6. Income indicator—decreasing/increasing its reference parameter increases/decreases the indicator
impact on the recovery factor. The reference parameter of income could be considered as the
threshold that defines whether the income amount reaches the maximum recovery strength,
at which the income indicator equals to e1. As a result, if the reference parameter decreases,
the threshold decreases, and the household will either reach the maximum recovery strength or
have a larger income indicator.
The sensitivity analysis of the reference parameters provides detailed information of the
FRI composition, which is a powerful tool for decision makers to decide which aspect requires
instant improvement through visual comparison among indicators. The results also allow a better
understanding on how external influencing factors affect the FRI. For instance, when a house is
equipped with water-proof furniture, the reference parameter of water depth should raise, standing
for a higher resilience to flooding depth (i.e., higher FRI).
5.3. Flood Resilience Index
According to the results of the FRI simulation (see Figure 8), the mean FRI curve drops together
with an increment of the standard deviation curve at the beginning. Within the one-hour simulation
duration, buildings within Maxvorstadt experience indoor flooding, and thus the mean FRI decreases
in the event phase. The indoor flooding hydrograph from every building differs quite significantly.
Hence, the standard deviation curve climbs, illustrating a higher level of dispersion of the FRI values.
At the timestep of 1 h, the outdoor water depth is set to recede to zero (see assumptions in Section 3.3.)
and the indoor water depth of each building faces a significant drop according to the one-way coupling
computation, leading to a sudden increase of the mean FRI curve and a sharp drop of the standard
deviation curve. Note that the recovery phase does not start at the timestep of 1 h. It starts at the
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timestep when the indoor water depth recedes to zero, so it differs for each building (see Figure 2).
After the timestep at 1 h, the mean FRI curve climbs following the recession of indoor water depth,
and gradually returns to one during the recovery phase. The standard deviation curve then returns
back to zero along with the increment of the FRI values, reaching one for every building. The impact of
each reference parameter on the FRI is now shortly summarized:
• Increasing/decreasing the reference parameter of water depth (event phase) and flood severity
(recovery phase) increases/decreases the mean FRI curve along with a decreasing/increasing
standard deviation curve.
• The altered reference parameter of accumulated water depth (event phase) and total flooding
depth (recovery phase) slightly changes the mean FRI and standard deviation curve but only
at the beginning of the simulation, at which the accumulated water depth does not exceed the
reference parameter in the event phase.
• The altered reference parameter of flooding duration (event phase) and total flooding time
(recovery phase) makes the most significant changes on the mean FRI and standard deviation
curve among all considered reference parameters.
• The changes on the mean FRI and standard deviation curve due to the altered reference parameter
of water accumulation rate (event phase) and maximum water accumulation rate (recovery phase)
appear within the timestep at 1 h, which lies at the rising limb of all indoor hydrographs for every
building. Aside from this, the effect of changing such a reference parameter is not significant.
• The altered reference parameters for the social and economic indicators can only affect the recovery
phase, in which these indicators are taken into account. They are highly sensitive to the assigned
weighting factors and the original set of reference parameters.
• Regarding the social and economic indicators, the altered reference parameter of income has the
greatest impact on the mean FRI and standard deviation curve, while that of households with
children has the least.
The summary table (see Table 3) provides information of the FRI duration (time lasting from
the system being hit by flooding to a full recovery, including the event and recovery phase) and the
minimum value of the mean FRI considering the effect of the altered reference parameters of each
indicator. The alteration of the reference parameter of income has the highest impact considering the
FRI duration, which is a 7.2 h difference comparing increasing and decreasing the reference parameter
by 50%. The minimum value of the mean FRI is caused by the physical impacts from flooding and thus
lies within the event phase, hence the altered reference parameters of the households with children,
elderly population, and income indicators, which are only considered in the recovery phase and cannot
have an effect on it. Among the four physical indicators, the alteration of the reference parameter of
water depth has the largest effectiveness on the minimum mean FRI.
The aggregated FRI results provide the information of the flood resilience level within the study
area (regarding it as a whole system). Based on this information, it is possible to verify whether: (a)
The severity of the flooding impact hits the system and induces a significant drop of the FRI value,
or (b) the system is undergoing a slow or a fast recovering process. Furthermore, the dispersiveness
of the FRI curves also provides the information of how homogenously the urban components react
to a certain event. If the standard deviation value is high, it means that the urban components react
differently and some districts will need more assistance during low FRI periods than their neighboring
zones, which have a higher FRI value.
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Table 3. Summary table for the FRI simulation considering different multiplication factors of the
reference parameters.
Ref. 1 Original Value
Multiplication
Factor






















Original - 1 107.2 0.83
1 Reference parameter. 2 Total duration including the event and recovery phase.
6. Conclusions
In this paper, we developed an indicator-based flood resilience quantification method by
introducing the time-varying Flood Resilience Index (FRI). The FRI is able to quantify the flood
resilience level for households within an urban area, divided into event and recovery phases. Therefore,
the new FRI embodies the definition of flood resilience as the capacity to withstand adverse effects
following flooding events and the ability to quickly recover to the original system performance before
the event. During the flooding event, the FRI is estimated based on physical indicators, namely the
water depth, accumulated water depth, flooding duration, and water accumulation rate. During the
recovery phase, the FRI is estimated based on social indicators, i.e., the percentage of households with
children and that of elderly population, as well as an economic indicator, i.e., annual household income.
The sensitivity analysis of the parameters (and indicators) provided a useful tool to understand
better how external influencing factors affect the FRI. The aggregated FRI results allow the identification
of fragilities in the urban household as part of a system. It is easy to identify which households have a
slow-recovering process or which are being hit severely by the event. Furthermore, the dispersiveness
of the FRI curves also provides the information of how homogenously the urban components of the
system react to a certain event.
The novel time-varying FRI therefore provides a novel insight into the indicator-based
quantification method of flood resilience level for households in an urban area. The time-dependent
characteristic of the proposed method contributes to advancing the research field by enabling a
quantifiable characterization and visualization of how a system responds during and after a flooding
event. Therefore, the introduced FRI could become a valuable tool for urban planning and public
communication, and promote a better flood risk management plan. Future work will see the inclusion
of the sewer network and possible extension of the urban area of Maxvorstadt, which is considered at
the moment isolated from other boroughs in Munich City.
Author Contributions: Conceptualization, K.-F.C. and J.L.; Data curation, K.-F.C.; Formal analysis, K.-F.C.;
Investigation, K.-F.C.; Methodology, K.-F.C. and J.L.; Project administration, K.-F.C.; Resources, J.L.; Software,
K.-F.C.; Supervision, J.L.; Visualization, K.-F.C.; Writing—original draft, K.-F.C.; Writing—review & editing, J.L.
Funding: This research received no external funding.
102
Water 2019, 11, 830
Acknowledgments: The authors are grateful to Professor Stephan Pauleit from the Centre for Urban Ecology and
Climate Adaptation, TUM for providing GIS data of Maxvorstadt applied in this study.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Barroca, B.; Bernardara, P.; Mouchel, J.M.; Hubert, G. Indicators for identification of urban flooding
vulnerability. Nat. Hazards Earth Syst. Sci. 2006, 6, 553–561. [CrossRef]
2. Campbell, J.; Douglas, I.; Mclean, L.; Mcdonnell, Y.; Alam, K.; Maghenda, M. Unjust waters: Climate change,
flooding and the urban poor in Africa. Environ. Urban. 2008, 20, 187–205.
3. Few, R. Flooding, vulnerability and coping strategies: Local responses to a global threat. Prog. Dev. Stud.
2003, 3, 43–58. [CrossRef]
4. Adelekan, I.O. Vulnerability of poor urban coastal communities to flooding in Lagos, Nigeria. Environ. Urban.
2010, 22, 433–450. [CrossRef]
5. Huong, H.; Pathirana, A. Urbanization and climate change impacts on future urban flooding in Can Tho city,
Vietnam. Hydrol. Earth Syst. Sci. 2013, 17, 379–394. [CrossRef]
6. Hallegatte, S. Strategies to adapt to an uncertain climate change. Glob. Environ. Chang. 2009, 19, 240–247.
[CrossRef]
7. Jones, H.P.; Hole, D.G.; Zavaleta, E.S. Harnessing nature to help people adapt to climate change.
Nat. Clim. Chang. 2012, 2, 504–509. [CrossRef]
8. Leandro, J. Title of Special Issue: Towards more Flood Resilient Cities. Urban Water J. 2015, 12, 1–2. [CrossRef]
9. Robadue, D., Jr. Understanding resistance to resilience in coastal hazards and climate adaptation: Three
approaches to visualizing structural and process obstacles, opportunities and adaptation responses.
In Proceedings of the 52nd Hawaii International Conference on System Sciences, Maui, HI, USA, 8–11
January 2019.
10. Messner, F.; Penning-Rowsell, E.; Green, C.; Meyer, V.; Tunstall, S.; van der Veen, A. Evaluating Flood Damages:
Guidance and Recommendations on Principles and Methods; FLOODsite: Wallingford, UK, 2007.
11. Schelfaut, K.; Pannemans, B.; van der Craats, I.; Krywkow, J.; Mysiak, J.; Cools, J. Bringing flood resilience
into practice: The FREEMAN project. Environ. Sci. Policy 2011, 14, 825–833. [CrossRef]
12. Jones, L. Resilience isn’t the same for all: Comparing subjective and objective approaches to resilience
measurement. Wiley Interdiscip. Rev. Clim. Chang. 2019, 10, e552. [CrossRef]
13. Allen, T.R.; Crawford, T.; Montz, B.; Whitehead, J.; Lovelace, S.; Hanks, A.D.; Christensen, A.R.; Kearney, G.D.
Linking Water Infrastructure, Public Health, and Sea Level Rise: Integrated Assessment of Flood Resilience
in Coastal Cities. Public Work. Manag. Policy 2019, 24, 110–139. [CrossRef]
14. Moghadas, M.; Asadzadeh, A.; Vafeidis, A.; Fekete, A.; Kötter, T. A multi-criteria approach for assessing
urban flood resilience in Tehran, Iran. Int. J. Disaster Risk Reduct. 2019, 35, 101069. [CrossRef]
15. Zhang, Y.; Li, W.; Sun, G.; King, J.S. Coastal wetland resilience to climate variability: A hydrologic perspective.
J. Hydrol. 2019, 568, 275–284. [CrossRef]
16. Karamouz, M.; Taheri, M.; Khalili, P.; Chen, X. Building Infrastructure Resilience in Coastal Flood Risk
Management. J. Water Resour. Plan. Manag. 2019, 145, 4019004. [CrossRef]
17. Murdock, H.; de Bruijn, K.; Gersonius, B. Assessment of Critical Infrastructure Resilience to Flooding Using
a Response Curve Approach. Sustainability 2018, 10, 3470. [CrossRef]
18. Walsh, B.; Hallegatte, S. Measuring Natural Risks in the Philippines: Socioeconomic Resilience and Wellbeing Losses;
World Bank Group: Washington, DC, USA, 2019.
19. Driessen, P.; Hegger, D.; Kundzewicz, Z.; van Rijswick, H.; Crabbé, A.; Larrue, C.; Matczak, P.; Pettersson, M.;
Priest, S.; Suykens, C.; et al. Governance Strategies for Improving Flood Resilience in the Face of Climate
Change. Water 2018, 10, 1595. [CrossRef]
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Abstract: There is a clear and evident requirement for a conscious effort to be made towards
a resilient water system-of-systems (SoS) within the UK, in terms of both supply and flooding.
The impact of flooding goes beyond the immediately obvious socio-aspects of disruption, cascading
and affecting a wide range of connected systems. The issues caused by flooding need to be treated in
a fashion which adopts an SoS approach to evaluate the risks associated with interconnected systems
and to assess resilience against flooding from various perspectives. Changes in climate result in
deviations in frequency and intensity of precipitation; variations in annual patterns make planning
and management for resilience more challenging. This article presents a verified model-based system
engineering methodology for decision-makers in the water sector to holistically, and systematically
implement resilience within the water context, specifically focusing on effects of flooding on water
supply. A novel resilience viewpoint has been created which is solely focused on the resilience aspects
of architecture that is presented within this paper. Systems architecture modelling forms the basis
of the methodology and includes an innovative resilience viewpoint to help evaluate current SoS
resilience, and to design for future resilient states. Architecting for resilience, and subsequently
simulating designs, is seen as the solution to successfully ensuring system performance does not
suffer, and systems continue to function at the desired levels of operability. The case study presented
within this paper demonstrates the application of the SoS resilience methodology on water supply
networks in times of flooding, highlighting how such a methodology can be used for approaching
resilience in the water sector from an SoS perspective. The methodology highlights where resilience
improvements are necessary and also provides a process where architecture solutions can be proposed
and tested.
Keywords: architecture modelling flood resilience; resilience engineering; system-of-systems
water systems
1. Introduction
Water is essential to people, businesses and the environment. The sustainability of water
resources is fundamental to life as we know it and access to clean water is essential to society.
A generalised depiction (rich picture [1]) of the water “system-of-systems” (SoS) can be seen in
Figure 1, which illustrates the complexity and high-level connectivity between stakeholders and
Water 2019, 11, 496; doi:10.3390/w11030496 www.mdpi.com/journal/water107
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constituent systems. An SoS is a large set of interconnected systems which collaborate to bring about
behaviours and capabilities greater than the sum of the individual parts.
Figure 1. Rich picture of UK water sector.
Climate projections (UKP09) [2] suggest that the change in climate [3] and the rise in demand
for water will increase the strain on UK water resources. General trend projections indicate warmer
and drier summers that will result in less water being available for all uses in the coming decades.
Additionally, what is expected is that winters will generally be wetter with heavier downpours of
rain which will increase the risk of flooding [4]. To this end, the water needs of the UK population,
industry and associated dependencies is expected to increase due to forecast population growth [5].
The risks posed by flooding on supply water to demand points ought to be considered just as much
as the immediately obvious and devastating impact flooding has on the lives of people, buildings and
the environment. This would imply that water is successfully supplied to all demand regions (domestic,
industrial and agricultural) whatever the circumstances are of the environment and that the water
SoS holistically demonstrates levels of resilience in different operational scenarios. This entails both
the aforementioned scenario of less water availability and increased temperatures, and also in crisis
scenarios such as natural and man-made disasters, where water may become unavailable or available
only at a depleted level, for a certain period of time. Therefore, when attempting to “engineer
resilience” [6,7] into such systems, there needs to be an understanding of levels of performance,
acceptable levels of performance, and also recovery strategies to mitigate against loss of service.
The objective of this paper is to demonstrate how the resilience methodology created can explore
where resilience improvements are necessary and then increase the resilience of water supply systems
during times of flooding, by adopting an SoS-based approach and applied model-based processes.
A key contribution is the inclusion of a resilience viewpoint within an existing architecture framework
to allow engineers to model certain aspects of SoS resilience using different views and model types.
1.1. Resilience in the Water Sector
‘Resilience’ is a term that has been used for a long time and in many different domains [6,8,9].
The popularity of the concept is currently on the rise [10] and has attracted great interest from
engineers [11] and safety analysts [12] alike. Many variations of the definition exist but the core
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connotation remains constant with the Latin origin of the word “resilire”, to spring back or rebound [13]
i.e., to recover. Traditionally, resilience has been closely linked with safety and risk management
strategy planning, taking a hindsight and “lessons-learnt” approach from past incidents to improve
existing and future systems. For knowledge purposes, there are many advantages in studying past
failures and disasters to gain an insight into why things go wrong, how response systems performed,
taking the positives and negatives from a given instance to inform better decision-making in the future.
That said, a more effective approach is a proactive one, to test possible future scenarios and see how
the system would respond, in order to develop systems with the capability to deal with change prior
to an incident and mitigating the severity of the potential impact.
For the purpose of this research, the water system and the occurrence of a flooding event was
considered as a system-of-systems (SoS) [14] as a means to appreciate the complexity of water supply
systems and associate systems in times of flooding. This permitted the development of model-based
methodology and to propose methods to design future phases of water systems that ensure resilience
strategies are included early on in their lifecycle phases. In this specific case, the methodology supports
increasing the overall resilience of the systems delivering water to consumers in times of flooding.
Literature shows resilience frameworks being developed from an “adaptation” perspective [14]
which is interesting from the standpoint of existing infrastructure having to cope with new threats.
Nelson et al. [14] provide a definition for systems which are resilient as being able to “undergo
change and still retain the same function and structure while maintaining the options to develop.”
This suggests that systems are able to support a degraded level of performance and provide the
core functions required to meet the system’s goals. The notion of “surprises” is introduced by
Hollangel [15] in his definition of resilience which suggests the idea of unanticipated events, making the
challenge for engineering for certain types of events more difficult because they are less predictable.
Certain definitions highlight the importance of time and costs whilst a system is in the recovery
stages of an incident [16] and the significance of reducing these as optimally as possible. With all
definitions, the implications of resilience are all context dependent, therefore defining what is meant
by resilient in any given scenario is a critical part of engineering for resilience. This is equally
true in our scenario of continuing the supply of water during extreme weather events like flooding.
Legacy systems (pumps, for example) may not be able to cope with the changes in flood frequency and
flood severity, and evolutions to existing systems should to be made, say by replacing aging systems,
ensuring sustainability in the UK’s water supply SoS.
The concept of resilience in this instance would attempt to mitigate against this risk of failure
and to ensure the availability of water, even in times of severe conditions, i.e., infrastructure resilience.
The resilience curve [17,18] is a common representation of the responsiveness of a system to undergo
a disturbance and to recover from it in terms of performance; it has four main stages; reliability,
unreliability, recovery, and, recovered steady state [8], as seen in Figure 2a.
 
(a) (b) 
Figure 2. (a) Generic resilience curve; (b) different impacts on resilience.
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The objective when considering the resilience of the water system, and the constituent systems
which enable the supply of water is that when the occurrence of a flood for example occurs, then the
resilience curve is more like profile (i) in Figure 2b, than profile (ii). Profile (ii) shows complete failure
of the system and recovers to a state that is substantially below its original level. Where ideally,
there would be no loss in performance, however profile (i) shows an “acceptable loss” in performance,
and a full recovery to its normal operational state over a period of time. Of course, this is context
dependent, but describing the system resilience in this way enables engineers and architects to apply
the resilience methodology and test future designs against variables which are of importance.
Having a succinct methodology which enables engineers, architects and decision makers
in the water domain to assess the resilience of current systems, and to then propose and test
future architectural designs would be invaluable. The methodology which has been created
within this article demonstrates a workflow which defines the scope of interest, and then models
the elements within a reference architecture using systems modelling languages and architecture
frameworks. Additionally, these static architectures can be examined by migrating them into simulation
environments to assess their performance. Favourably, alternative designs and architectures can be
modelled, simulated and tested to see which provides the most resilient solutions in terms of water
availability and continual supply.
The value of adding the resilience viewpoint within the methodology is to specifically address
aspects of resilience like criticality and vulnerability between certain nodes of the network and to
identify key risks in certain scenarios. This allows the architect to think about strategies which enable
the operational systems to mitigate against certain incidents and remain reliable and resilient at all
times. Assigning metrics to individual constituents within a system is seen to be a step in the right
direction for developing a set of metrics to measure the resilience in the water sector. This is seen to be
another feature of the resilience viewpoint, an ongoing development process and research initiative.
1.2. Systems-of-Systems (SoS) in the Context of Water Supply/Flooding
Several definitions of what constitutes an SoS have been provided by Jamshidi 2005, 2008 [19],
though the most favourable definition from the book is “systems of systems are large-scale integrated
systems that are heterogeneous and independently operable on their own, but are networked together
for a common goal,” [20]. Maier [21,22] claimed that the term ‘system-of-systems’ did not have
a distinct and recognised definition, although he did acknowledge that the SoS idea is widely accepted
and generally recognised. He cited a number of examples such as integrated air defence networks,
the internet, intelligent transport systems, and enterprise information networks, which are an emergent
class of systems comprising large-scale systems in their own right. This has led to the categorisation of
an SoS into five important characteristics:
1. Operational independence of the elements: The constituent systems (CSs) can
operate independently.
2. Managerial independence of the elements: The constituent systems are acquired separately by
different managerial entities.
3. Evolutionary development: An SoS evolves over time, developing its capabilities as the
constituent systems are changed, added or removed.
4. Emergent behaviour: The SoS itself offers additional services above and beyond the capabilities
of the constituent systems. However, it can also exhibit unexpected and potentially
damaging behaviours.
5. Geographic distribution: The geographic extent of the constituent systems is large.
Accordingly, a definition of resilience has been created by the authors in the context of SoS, such as
that of the water supply system, which is of topic in this case; “The dynamic ability of the SoS to
re-adjust and recover when faced with change and disruption, at both the SoS and constituent system
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level. To continue to provide operational capacity at a certain level of (degraded) functionality and
performance.”
There is a clear and evident requirement for a conscious effort to be made towards a resilient
water SoS within the UK, in terms of both supply and in terms of flooding. This effort is as stated, an
‘SoS-wide’ effort which must be supported by a range of stakeholders, including; water companies,
emergency response agencies, wastewater companies, regulators, and consumers of water, to name
a few. Natural disasters (including flooding) increase the probability of the water infrastructure being
damaged which also could jeopardize the supply of water to customers of all types (domestic, industry,
agriculture).
2. Materials and Methods
The SoS Resilience Framework/Methodology
The SoS resilience methodology is an encompassing set of methods and processes which helps
decision makers, engineers and other stakeholders “design” resilience into SoS. The framework has
been developed with the goal of evaluating resilience in the ‘as is’ state of the system and then
implementing changes to target resilience in certain areas of the system which could be improved.
The water scenario is a very useful case to test the methodology as it is representative of these types
of mega-systems. Modelling and simulation (M&S) methods form the basis of the methodology,
however it is a tool independent framework and can be replicated in a different set of modelling
languages and tools, if required.
The methodology is systematic and takes a holistic approach to engineering future resilient
systems. Stakeholder interaction is a fundamental characteristic of the methodology and subject
matter experts (SMEs) from the water sector have been consulted throughout the application of the
methodology at all phases. An overview of the developed framework is shown in Figure 3.
Figure 3. System-of-systems (SoS) resilience methodology.
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Phase 1. CONOPs and Resilience Requirements
Phase 1 commences with deriving a set of requirements specific to the area of concern and
understanding the concept of operations (CONOPs) of the operational systems involved. The tools
applied here are rich picture diagrams—a soft systems method [1]—and causal loop models [23,24]
to understand the dynamic interactions between system elements. Subsequently a reference
architecture [1,4,25] is created using systems modelling languages such as SysML and the Department
of Defense Architecture Framework (DoDAF) [26] which is common language used to create systems
architecture descriptions of systems and enterprises.
Phase 2. SoS Reference Architecture
The reference architecture forms the backbone to the methodology as it defines the interactions
between constituent systems (CS) and sub-elements within the water SoS. A reference architecture,
as the name suggests is a source of reference when regarding systems from different architectural
perspectives. A set of views that form the reference architecture are shown in Figure 4. The architecture
is a resource which is typically shared amongst project stakeholders, and engineering teams in the
development phases of software, a product, a service, a system or an SoS. A common set of information
is one of the key benefits of model-based systems engineering (MBSE) [27–29] and the purpose of
a reference architecture, which is an MBSE practice.
Figure 4. Architecture modelling views process.
Phase 3. Resilience Viewpoint
A novel viewpoint within the framework has been created solely focused on the resilience
aspects of the architecture, and proposes three model types (Figure 4) to address; static structural
analysis of the nodes within a network of systems and to explore the cascading effects of a failure or
disruption; risks and those who are responsible for mitigating against risks, and; resilience attributes
which are being designed into the architecture, for example, non-functional features referred to as
“ilities” [30,31] such as flexibility, robustness, security, and availability. These non-functional properties
are assessed through observation from the subsequent simulation models created in the next phases of
the methodology.
Phase 4. Model-Integration Reference Architecture
The model-integration architecture provides the “big picture” view of the model architecture and
puts it in context with the rest of the stakeholder’s model portfolio, showing how the project’s models
and model platforms fit together. The importance of a modelling and the simulation integration
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framework cannot be overlooked, as it provides details at both high and low levels of granularity,
conditional of the MBSE approach employed. This architecture specifies the tools used to develop
models, data types, and the exchange of models and data between platforms and engineering teams.
This process is highly recommended for when translating architecture to an executable model as
it defines exactly what data is required for setting the parameters in the model. The integration
framework is independent from the simulation tool; therefore, the engineer can select tools which are
apt at a later date from when the architecture was created. The integration framework is beneficial in
communicating requirements between stakeholders, and the “chief architect” and has the responsibility
of gathering the essential information from individual model owners to generate a complete picture of
the integration framework.
Phase 5. SoS/CS Simulation
Determining the resilience of an architecture is not a trivial task. A predominant reason for
this is the nature of the architecture. Architectural designs are essentially static representations of
the SoS whereas the real SoS is a dynamic entity whose behaviour is created from the interactions
of the constituent elements. For successful analysis of SoS resilience to be conducted the SoS
framework must consist of dynamic simulations to explore emergent behaviours which may arise
from alternative architectures. The SoS reference architecture strongly supports the depiction of the
SoS and its constituent systems, but it is desirable to represent the models that can be simulated in
suitable simulation environments. In this case, the platform Simulink (MATLAB_R2018b, MathWorks,
Cambridge, UK) was used—in conjunction with IBM Rhapsody which was used to create the
architecture in phases 2, 3 and 4—to run simulations of supply and demand scenarios within
a particular region of the UK.
Phase 6. Resilience Architecture Selection
This process is illustrated by Figure 5, where IBM Rhapsody architectures are manually translated
into Simulink for simulation, and subsequent analysis in an additional visual analytics tool, in this case
Tableau software (Tableau Desktop 10.5, Seattle, WA, USA). Simulink was selected as it permits the
use of sliders and other parameter controls as the simulation runs in real-time. This enables decision
makers to explore different parameters and immediately visualize the outputs.
Figure 5. Modelling and simulation workflow.
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Although an overall SoS resilience metric is desirable, it gives little information of the resilience
at the local, CS level (or lower) which could be problematic when resilience is required in a specific
area of the SoS. Uncertainty and unknown parameters are likely to make the task of achieving
overall SoS resilience extremely difficult for the architect, hence why targeting resilience at the CS
level is probably more logical. Metrics associated to executable architectures provide insight to the
performance of technical and social systems which assist in the design space exploration process for
more resilience solutions.
3. Case Study Results
3.1. Case Study Overview
This case study considers a scenario where flooding has resulted in pump failure (directly from
flood water or from power failure), where the pump is a constituent system that forms part of the
SoS. If we consider this case and assume that the flood has created a redundancy problem as the
pump supplies multiple demand points within a network, it becomes evident that this challenge is
greater than a redundancy problem and we must consider alternative resilience strategies to overcome
the difficulties. Let us consider demand centres which are supplied by a water source of some kind
(e.g., primary service reservoir) and utilise a pump to feed water up against gravity, to a set of demand
centres via a number of service reservoirs. Of the four demand centres as seen in Figure 6, it is assumed
(for demonstration purposes) that two are for domestic use, one for industrial and one for agriculture.
Figure 6. Case study scenario.
As previously mentioned, the resilience is the capacity of the water supply system to meet
demands during emergency situations like floods, and in this case during the failure of a pump
in the network. As it can be seen from Figure 6, this would cease supply to all four service
reservoirs, enabling supply to the demand points until those service reservoirs completely depleted.
Multiple strategies can be implemented, and numerous architectural variants can be suggested to
increase the resilience here, however before getting to these, the upcoming results section shows the
application of certain phases of the SoS resilience methodology.
3.2. Case Study Results
Following the phases outlined previously in Figure 3, a great understanding of the water SoS is
achieved through applying CONOPs methods such as rich picture diagrams (Figures 1 and 6) and
causal loop models (Figure 7). The advantages of causal loop diagrams are that it helps analyse complex
systems and helps identify key dynamic variables for later simulations. Cause and effect diagrams are
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a crucial aspect of designing resilience systems, particularly for understanding the dynamics between
key variables. The loops which are created show an overall effect on the system and this is one of
the elements of a causal loop diagram as illustrated in Figure 7, where the overall effect is a decrease
in water available due to damaged infrastructure in times of a flood event. Although this seems
a basic construct, reducing to this level of complexity is beneficial in exploring potential solutions,
and determining the types of data sets required for simulating later in the process. Thus, from the
causal loop it can be determined that the solution that needs exploring is the flexibility of the current
systems in place to search for strategies and also architectural solutions which regulate the availability
of water and hence, the supply of water to those that require it.
Figure 7. Causal loop of water problem.
The rich picture and causal loop models helped define the requirements for this case study,
and eliciting requirements for resilience in this case was done in collaboration with a range of
stakeholders via small workshops, including; water companies, water consultancies and academics
interested in water applications.
A subset of architecture models has been provided here to illustrate the type of modelling,
but the reality is there would be numerous instances of some models from different stakeholders’
standpoints to describe the CSs and to elicit further resilience requirements. The two models here show
a general Operational Viewpoint (OV-5b) of the water processing procedure and a Systems Viewpoint
(SV-1) of the water companies’ systems arrangement and connectivity (Figures 8 and 9, respectively).
Figure 8 shows a high-level process model of taking raw water and passing it through a series of
stages such as initial water storage, water screening, filtering etc. prior to being supplied for water
customers and consumption. Figure 9 shows four high level components of a water system; a water
company, distribution network, customers and consumers and waste water distribution network.
Again, these are then populated with further subsystems which must be present to make the systems
functional. Multiple instances of each model type can be created to model specific system structures,
but these are for demonstration purposes.
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Figure 8. OV-5b—Operational view of high-level water treatment process.
 
Figure 9. SV-1 Water Company systems.
Evolutionary development of the SoS architecture should be addressed by iteratively updating
the specific constituent systems with the overall SoS in mind. The reference architecture is only as
good as the quality of the information it holds and therefore, it is crucial that quality information is
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captured in its views/models. These static architectural representations go a long way in the design
phases, allowing effective communication with stakeholders who have an influence on shaping the CS
and the requirements definition process for future phases of the SoS evolution.
Subsequently, modelling the system using the resilience viewpoint (more specifically,
Resilience View 2—RV-2) allows the engineer to highlight which nodes are critically dependent
on each other and also to show which nodes are vulnerable if failure was to occur at some point in the
network. For instance, modelling the case study example, shown in Figure 6, the viewpoint shows
the four demand points being critically dependent on the functioning of the pump, and vice versa,
the demand points being vulnerable on the pump failing. Similarly, the water storage component,
or the primary service reservoir becomes vulnerable if the pump is no longer working, because that
clean water has a set period which it can be stored for before becoming unsafe to distribute. Figure 10
shows the capability of RV-2 to model further details of each SoS component, for instance, the main
supply pipeline has certain attributes which can be assigned to that element. These may include
important parameters such as flow rates, flow direction, capacity, and others which are important in
later simulation phases.
 
Figure 10. Resilience View 2 (RV-2) pump failure.
How would this look on the resilience curve? Referring back to Figure 2, the outage of a pump
in a single pump supply system could result in curve 2b (ii), the performance dropping off to zero
until that pump was restored. Alternatively, an architectural solution to the problem could be to add
a secondary pump (Figure 11), that could be turned on immediately after failure, and performance
would again increase back to a lower level of performance, or back to ideal performance P0. On the
other hand, a decrease in performance could be avoided altogether if the failure of Pump 1 was
anticipated, and Pump 2 switched on prior to failure.
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Figure 11. RV-2—Two pump architecture solution.
At first glance, this may seem like an obvious problem with some obvious solutions to increase
the resilience of supplying water to the consumers. Resilience here is considered as a redundancy issue.
However, resilience can be a set of operational strategies implemented during a time of disruption
to solve the supply problem. For example, prioritizing which demand points are more critical,
decision-makers can set constraints on where to supply water and for which certain periods of time.
For instance, it may be acceptable to supply the two domestic areas from say 6.00 am to 10.00 am and
then from 3.00 pm to 10.00 pm in attempt to cut back on water consumption and resultant water waste.
Another solution would be to decrease the pressure of which water is supplied to these points which
would decrease the overall volume of water available to be used. Furthermore, depending on what is
prioritised, the system may gracefully degrade its capacity to supply the two domestic points and the
industrial point, reducing its supply to agriculture completely for a given period of time. This is one
resilience strategy, although there will be many like this which should be explored architecturally and
simulated to evaluate the feasibility of each one. These are just a few of many strategies which could
be implemented to resolve the problem and, in the short-term at least, solve some issues of increasing
resilience against flood scenarios.
From a risk perspective, the resilience viewpoint offers a model (Resilience View 3, RV-3) to
capture risks which can be communicated with all stakeholder groups. Additionally, the risk view as
illustrated in Figure 12, permits the architect or engineer to allocate the risks to constituent systems or
stakeholders within the water SoS. This allocation of risks establishes responsibility of each identified
risk and provides accountability to whom or to what is responsible for mitigating against that
risk. The advantage from an architectural perspective is that risks can be avoided if mitigation
strategies are embedded within the design of constituent systems. An example of an RV-3—Risk View
Description—is shown in Figure 12. The example shows the risk of failure (or partial failure) of the
water pump from the above example. Although this a simple example for demonstration purposes,
the number of risks in a scenario like this are likely to be in the tens or hundreds, and this is a valued
way to manage these risks as the complexity can be captured in multiple instances. This view (RV-3)
within the resilience view package is a novel inclusion to the architecture framework which historically
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does not consider risks (in this way) as part of the architecture modelling phases of systems lifecycle
modelling or development.
 
Figure 12. Resilience View 3 (RV-3)—Risk view description.
The final phase to be applied is simulation of architectures. Due to the nature of an SoS such
as the water SoS, it is extremely important to simulate as much of the SoS and with as many of the
CSs included as possible. The purpose of simulation in our case is to determine whether the overall
resilience goals of the SoS can be satisfied by evaluating the interactions between the constituent
systems and to understand where the current system falls short in terms of resilience. Since we
cannot always rely on the CSs being modelled with the same tools, special techniques must be
used to transform the architecture into a set of system models that can be executed within the same
co-simulation [32] environment. Whilst it seems convenient for all CSs to be modelled using the
same tool this is not always possible, nor desirable, due to commercial restrictions i.e., different water
companies use different modelling tools and languages to design future capabilities. Also, it is highly
probable that certain existing CSs have already been created and tested using other tools and provision
should be made to use these wherever possible.
System dynamics (SD) [33] is an approach applied to understand the behaviour of complex,
dynamic, nonlinear systems. Defining variables is a key step in creating an SD model, as these are
assigned to specific model elements to simulate how changes in the system occur over time, and thus
provide understanding of the basic structure of a system and the rationale for its behaviours. A positive
of employing such a method in the SoS context comes from the need to understand the behaviour
of the whole through understanding the behaviour of the interconnected parts. Numerical values
can be assigned to the model and the dynamics can be simulated through execution of the variables.
This study used the software tool, Simulink to create the model and simulation for our case study that
stemmed from the specifications defined within IBM Rhapsody.
The Simulink model as seen in Figure 13 shows the element that reflects the problem scenario
outlined in Figure 6, which looks at the use of pumps and valves to carry water from a primary
reservoir, against gravity, to four service reservoirs which supply different types of customers (domestic,
industry and agricultural). The model enables the user to set desired tank levels and the prescribed
levels and to then manipulate the pumps and valves to direct water to specific service reservoirs
depending on the resilience strategy in place. This specific strategy focussed on keeping the supply
high to the two domestic customer groups i.e., service reservoirs 1 and 2, and to drop the amount of
water being supplied to agriculture for the short term in order to maintain water to the domestic and
industry customers. Preliminary results for this simulation run can be seen in Figure 14 where the
domestic customers and their respective service reservoirs remain constantly at a high water capacity
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and the agricultural service reservoir (service reservoir 4) remains low. Service reservoir 3, the industry
service reservoir fluctuates depending on the demand.
Figure 13. Simulink model.
Figure 14. Service reservoir capacity from simulation run.
In order to test the model further, real data from the demand of customer groups and the volume
and capacity of real reservoirs from specific locations will enable more accurate simulations to be
run that are reflective of incidents in times of flooding. A great advantage of running a model like
this is Simulink, in that it enables the engineer or decision maker to manipulate the parameters
and variables using sliders and other input types to assess the response of the system in real time.
Thus, allowing trade offs to be made in real time with respect to the events of a flood and the resilience
strategies which are being tested and implemented.
4. Discussion
The methodology presented provides a means to explore resilience in SoS and to
engineer resilience into systems such as the water SoS at multiple points within its lifecycle.
Engineering resilience is a systematic endeavour and the model-based engineering methodology
shown enables resilience to be evaluated in the ‘as is’ state and to explore future states to proactively
mitigate against certain risks within particular contexts. Overall, the methodology will stipulate
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many outputs which are regarded as tools for engineering resilience in SoS. Such artefacts include;
information about the water SoS which is stored within a reference architecture; architectural designs
which can be stored as architecture patterns [34] for later re-use in design activities; simulation data
which reflects the performance of architectures and helps inform decisions about architecture design;
and finally; a detailed and shared understanding of key resilience challenges and issues, within the
water sector, across a broad range of stakeholders.
In order to avoid commercially sensitive data, generic data was presented in this paper that is
based on real water data to test the methodology. A significant result is the creation of a resilience
viewpoint within an architecture framework that solely focusses on resilience. The anticipated future
results would be to simulate some of the water architectures suggested to see how they perform using
a resilience curve and to assess the responsiveness of certain designs. This would be done using the
workflow as suggested in Figure 5, and data would be analysed to infer resilience measures for future
SoS evolutions.
The intrinsic characteristic of any SoS is its state of constant flux and evolution. This means the
reference architecture and subsequent simulations must be updated on a regular basis, especially when
simulation results depart from the observed operation of the SoS. Attempting to perform this
evaluation on the actual SoS is fraught with danger, because surprise emergent behaviours may
be highly detrimental or unsafe. The reference architecture (blueprint) becomes an essential asset
when considering the evolution of an SoS or where the SoS begins to exhibit unpredicted behaviour.
However, we must always guard against the differences between the real world and the simulated SoS.
Nevertheless, having a reference benchmark is extremely important. Similarly, maintaining a library
of patterns for the constituent systems is very helpful not only in representing complex characteristics
of the constituent systems but also in their reuse.
It was clear from the engagement with water companies and consulting companies that asset
resilience is of high priority to water companies, in ensuring an aging infrastructure can meet
the demands of present and future trends. To solve the challenges of modernizing infrastructure
and maintaining waste water networks, there is an evident need for an interdisciplinary approach
involving experts from water supply companies, systems engineers, climate experts, and key customers
(domestic, industry and agriculture). By treating the water sector as an SoS, it should be possible
to begin to address the more challenging aspects of ensuring resilience in water supply for the
future; for example, the application of a reference architecture for mapping the current resources,
surveying the current condition, analysing the problem areas, and understanding the nexus within all
the stakeholders like geographical and economic implications. Strengthening the links between several
elements from academic research and industry could make an important contribution to solving these
challenges via the application of an SoS reference architecture.
Future work would include generating architectures that can be assessed quantifiably allowing
resilience metrics to be developed for different types of SoS while measuring the performance of
architectures can iteratively be done in modelling and simulation environments bespoke to these kinds
of investigations. To also link the resilience curve with specific data from water supply failures would
provide a way forward for quantifying resilience using some important metrics.
Where a pre-existing model of a constituent system exists, it is not always possible to guarantee
that it will be compatible with the simulation environment. Therefore, care must be taken to understand
the limitations of the model and its context of use. Such requirements place specific demands on
the co-simulation environment, which must be a component-based simulator where system models
are incorporated as the composition of a set of hierarchical modules. Consequently, the reference
architecture must be structured to support a composition of constituent system models. Whilst this task
is straightforward at the reference architectural modelling level, this requirement restricts the choice of
simulation environment and depends on what simulations are needed. However, underlying this is
a complex process of transforming system architectures into executable models [32], and something
which should be looked into in future work.
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5. Conclusions
This paper presents a methodology to explore resilience in the water sector from multiple
perspectives, by adopting an SoS approach to problem solving. Water supply to flooding has been
considered from an SoS standpoint, and the creation of a methodology allows resilience to be explored
in many water scenarios to assess resilience and propose future designs. Resilience is seen as a new
paradigm to risk management. A proactive approach is needed to explore future scenarios which
may cause problems for systems with high dependencies and raise concerns with regards to system
performance. Resilience engineering is seen as an important topic in the domain of systems engineering
and certainly in sectors such as water, where the importance of successful operations is critical to
human life and the environment.
Model-based systems engineering, and a structured framework or methodology allows decision
makers and engineers to; (i) evaluate the resilience of current systems through static and dynamic
methods, and; (ii) to discover future system states and resilience strategies through architecture
exploration and implement them through a tested methodology. The water supply and flooding
example shown within this paper illustrates the practicality of applying a set of MBSE methods to
increase the resilience of systems which deliver water to consumers and demands points within
a supply network. Water systems may suffer impairments and disruptions during times of
severe weather, e.g., floods and droughts, or even failure due to legacy systems aging and failing
naturally. The paper has shown how water may still be made available during a flood scenario,
through architectural alternatives to deliver water prior and during a disruption. However, there are
multiple variations of strategies and architectural alternatives which could provide a solution to this
specific issue. Furthermore, water availability data of a specific region would help validate this process
via informed simulation models, developed in conjunction with subject matter experts from a water
company, however the methodology is a strong step in the right direction to explore resilience in SoS
and the water sector during times of flooding.
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Abstract: The floodway plays an important role in flood modeling. In the United States, the Federal
Emergency Management Agency requires the floodway to be determined using an approved
computer program for developed communities. It is a local government’s interest to minimize
the floodway area because encroachment areas may be permitted for human activities. However,
manual determination of the floodway can be time-consuming and subjective depending on the
modeler’s knowledge and judgments, and may not necessarily produce a small floodway especially
when there are many cross sections because of their correlation. Very little work has been done in
terms of floodway optimization. In this study, we propose an optimization method for minimizing
the floodway area using the Isolated-Speciation-based Particle Swarm Optimization algorithm and
the Hydrologic Engineering Center’s River Analysis System (HEC-RAS). This method optimizes
the floodway by defining an objective function that considers the floodway area and hydraulic
requirements, and automating operations of HEC-RAS. We used a floodway model provided by
HEC-RAS and compared the proposed, manual, and default HEC-RAS methods. The proposed
method consistently improved the objective function value by 1–40%. We believe that this method
can provide an automated tool for optimizing the floodway model using HEC-RAS.
Keywords: floodway; optimization; particle swarm optimization; HEC-RAS; flood mitigation;
hydraulic modeling
1. Introduction
The floodplain and floodway are an essential part of hydrologic and hydraulic studies of riverine
flooding. The floodplain shows any area that will be covered by water when a flood event occurs. In the
United States, the Federal Emergency Management Agency (FEMA) requires the 100-year and 500-year
floodplains as part of the National Flood Insurance Program (NFIP) [1]. For developed communities,
FEMA also requires a floodway to be determined within the 100-year floodplain using a computer
program approved by them [2]. FEMA approved the Hydrologic Engineering Center’s River Analysis
System (HEC-RAS) [3] because it is widely accepted and used for floodplain mapping and flood risk
modeling around the world [4–8]. HEC-RAS was developed by the US Corp of Engineers [3] and is
available to the public at no cost. However, since this computer program is not open source, its source
code is not available to the research community and implementing improvements within HEC-RAS
is very difficult, if at all possible. To address this challenge, HEC-RAS provides the Application
Programming Interface (API) called the HECRASController that allows the user to control its user
interface non-interactively [9].
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The floodway is defined by vertical encroachments on both sides of the main channel area within
the 100-year floodplain as shown in Figure 1 and conveys flood water without raising the water
surface elevation by a regulated threshold, typically set to be 0.305 m (1 ft) in the United States by
FEMA unless a lesser rise criterion is imposed by the state [10]. Figure 1 shows a schematic of the
100-year flood elevation and the floodway elevation before and after encroachment, respectively.
Ideally, development within the floodplain should be avoided. However, in dense urban areas,
development that encroaches into the floodplain is unavoidable because an increase in human
activities often pushes development closer to rivers and streams, and even into floodplains. At the
same time, for safety reasons, many regulations do exist to prohibit excessive encroachments into
natural streams because such encroachments can cause rise in the 100-year flood elevation and result
in severe flooding upstream. The floodway then becomes a boundary to prevent encroachments
from excessively impeding the conveyance of flow and hence excessive rise in the flood elevation.
Since encroachment areas on both sides are often used for human activities such as business, leisure,
parks, etc., it is one of the major interests for landowners and local governments to maximize these
areas. To satisfy their interests in a safe manner, the width of the floodway can be reduced during flood
modeling as long as the hydraulic requirements are met to minimize flood hazards. By optimizing
the floodway, local governments can achieve more sustainable land use planning, better risk and
safety assessment, and will be able to mitigate legal issues due to subjective floodway interpretations.
However, floodway optimization is a difficult task because the floodway boundary can be established
in many different ways [11].
Left encroachment Right encroachment






Valid range of the left encroachment limit Valid range of the right encroachment limit
Figure 1. Schematic of the 100-year flood elevation and floodway.
Protocols in creating the floodway boundary are not well defined [12,13] and are primarily
left to the practitioner [13]. One major problem without well-defined methods of floodway
determination is that floodway boundaries produced by different modelers may vary significantly.
Depending on the modeler’s motivation, experience level, and understanding of the subject matter,
different modelers may produce different floodway boundaries even if given the identical hydraulic
model. This subjectivity may not necessarily result in optimal floodway boundaries and hence
highlights the need and advantage of a computer-aided optimization method.
Selvanathan and Dymond [14] developed an ArcGIS [15] tool that can run HEC-RAS, post-process
the results, and visualize and smooth the floodway from within an ArcGIS environment. Their tool
also allows the modeler to adjust encroachments visually inside ArcGIS and has a limited optimization
routine that tries to satisfy the surcharge requirement. However, the focus of their research was mainly
on automation of iterative HEC-RAS runs and post-processing of its outputs. Franz and Melching
[11] introduced the Full Equations Utilities (FEQUTL) model that uses an iterative trial and error
procedure to determine the left and right encroachment limits. Their model was not developed to
perform reach-wide optimization of the floodway, but it does provide the reader with a glimpse of
the technique used for floodway determination. Majority of focus in floodway modeling revolves
around the criteria and methods used in floodway modeling [12,13,16,17]. Most discussions are
primarily focused on modeling techniques, recommendations to modeling standards and procedures,
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and evaluating the practicality and feasibility of applying one uniform standard for all floodways.
Thomas and Golaszewski [17] suggested an improved iterative procedure that involves a consideration
of non-steady section-averaged velocity, variation of velocity-depth product, topographic and
geomorphic features, control of hydraulic structures, flow conveyance and results of hydraulic models.
They also acknowledged that an experienced practitioner is required to delineate and assess floodways
using the improved iterative procedure.
Lots of effort in optimization of floodplains and floodways have been devoted towards the system
operations of flow control structures within the floodway [18–20] and floodplain management related
issues such as flood risk assessment and cost benefit analysis of different floods and structures [21–31].
Szemis et al. [18] introduced an optimization framework for scheduling environmental flow
management alternatives using ant colony optimization [32]. Bogardi and Balogh [19] developed
a model that calculates the probability of levee failures and optimizes floodway operations.
Luke et al. [20] studied the impact on the floodway and levee damages in the New Madrid floodway in
Missouri of the detonation control during May of 2011 and concluded that passive control would have
greatly reduced the costs of repairing those hydraulic structures. Lund [21] used linear programming
to develop an approach that minimizes the expected flood damages and costs. Shafiei et al. [22]
examined different genetic algorithms (GA) [33] for optimizing the levee encroachment design and
concluded that GAs are acceptable tools for solving the levee design problems while non-GA-based
optimization techniques may not be able to find the global optimum of such problems because
of the non-linear nature of the objective function surface. Mori and Perrings [23] developed a
model for finding optimal floodplain development decisions. Yazdi and Neyshabouri [24] used the
non-dominated sorting GA to find the optimal Pareto solutions of two objective functions minimizing
flood mitigation costs and potential damages to the floodplain. Lu et al. [25] proposed an inexact
sequential response planning approach for optimal management of floodplains. Porse [26] used
linear programming to evaluate decisions for urban floodplain development and assess potential
flood damages. Woodward et al. [27,28] developed a decision support system that generates effective
mitigation measures and optimizes their performance using a multi-objective optimization algorithm.
Lopez-Llompart and Kondolf [29] and Kondolf and Lopez-Llompart [30] studied how floodways in
the Mississippi River had been affected by land use conflicts and management. Czigáni et al. [31]
used the MIKE 21 model [34] for multi-purpose floodway zoning and floodway delineation along the
lower Hungarian Drava section. However, very little has been done to produce an optimized floodway
boundary for the entire stream [35] and an extensive literature review revealed Froehlich’s [36] and
Yu’s [35] works.
Froehlich [36] suggested that delineation of the floodway boundary be done in a fair way.
He pointed out legal issues including violation of the constitution with floodplain regulations and
related those issues towards a need for a just and fair way to delineate a floodway. He further
hinted that a reach-wide optimal solution would be an impartial way to define regulatory floodway
boundaries. Froehlich’s proposed approach uses dynamic programming to delineate the floodway
boundary of the steady-state energy balance equation using the standard step method. His research is
significant in the way that he realized the importance of reach-wide optimization of the floodway and
attempted to use dynamic programming as an optimization tool. However, since the work was done
using hydraulic code that is not approved by FEMA, his floodway optimization technique cannot be
used to generate floodplains and floodways for FEMA.
Yu [35] used a GA to calculate the floodway encroachment limits within HEC-RAS. For the
objective function, he used the sum of the absolute difference of simulated and desired water surface
elevations within the floodway for all cross sections. He attempted to find floodway encroachment
limits that keep the surcharge for all cross sections within an acceptable range, but he did not consider
minimizing the floodway area nor maintaining a subcritical flow state reach-wide. His approach
was not able to produce better results than the default methods in HEC-RAS, but the idea of using a
heuristic algorithm to determine the floodway aligns well with this study.
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In one-dimensional riverine modeling, cross sections are extracted from terrain data along the
river where there are hydraulically important features. For each cross section, the left and right
encroachment limits are assigned, which define the floodway boundaries. In flood modeling, the flood
elevations are interrelated between cross sections. When modeling streams that consist of only a few
cross sections, it may be feasible to manually find optimal encroachment limits based on engineering
judgments, but as the number of cross sections increases, seeking feasible floodway boundaries
becomes more complex and time-consuming. This difficulty usually discourages the modeler from
repeatedly running the model using different combinations of encroachment limits to determine the
best feasible reach-wide solution that would meet the surcharge and hydraulic requirements. Even if
the modeler is willing to put forth the trial and error effort, the floodway determined in this manner
may not be optimized. Further, there is no one structured and uniform procedure that exists in defining
the floodway area [12,13,16], let alone finding the best feasible one. The default methods built in
HEC-RAS are generally used as a starting point [13] and should not be considered a method for
reach-wide optimization. Optimization of the floodway in a reach-wide manner involves generating
the left and right encroachment limits in each cross section that will result in a regulatory rise in the
water surface elevation along the entire stream. At the same time, these encroachment limits should
satisfy certain requirements set by the modeler. As we mentioned above, our interest is to minimize the
footprint area of the floodway to maximize the land use of both encroachments by local governments
while ensuring the hydraulic safety from potential flood hazards.
In this study, we developed software using the HECRASController to communicate with
HEC-RAS and implemented an optimization method for reach-wide floodway determination using a
heuristic algorithm called Isolated-Speciation-based Particle Swarm Optimization (ISPSO) [37] and
the HEC-RAS hydraulic model. In Section 2, we defined the floodway optimization problem and
formulated engineering judgments as an objective function to remove any subjectivity. We also briefly
introduced ISPSO, and combined the objective function and ISPSO to elaborate on the development of
the proposed method called the Automated Floodway Optimizer for HEC-RAS (AFORAS). In Section 3,
we conducted a case study using a universally available floodway model from HEC-RAS and discussed
its results. Finally, in Section 4, we highlighted the main advantages and limitations of AFORAS and
concluded this study with a consideration of future work.
2. Materials and Methods
2.1. Study Area
A floodway model called FLODENCR included in the HEC-RAS 4.1.0 installation was used for this
study. This model was chosen at random to demonstrate the effectiveness of the optimization method.
In addition, since input files for the case study are freely available from the HEC-RAS installation,
researchers may duplicate the simulation if desired. Although this case study may not generalize all
other cases, it serves as a simple but yet applicable case scenario where the floodway can be obtained
using the optimization method and manually for cross-validating if the optimization method is indeed
providing results that mimic the behavior of a manually obtained floodway. This model represents a
1.59 km of Beaver Creek near Kentwood, Louisiana, and consists of total 12 cross sections with a bridge
structure as shown in Figure 2. Figure 3 shows the 9-pier bridge structure on Highway 1049 located
at 8.69 km. The upstream area of the bridge is mostly covered by grass while its downstream area
is dominated by forests. Two cross sections just upstream and downstream of the bridge define the
geometries of the upstream and downstream faces of the structure, respectively. The opening under
the low chord of the bridge is 60.05 m wide and its deck is 12.19 m wide. On both sides of the opening,
ineffective areas are defined to model the embankment area that effectively blocks the water.
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Figure 2. River and cross section geometries for Beaver Creek near Kentwood, Louisiana, in the
FLODENCR model. The arrow indicates the direction of flow. A bridge structure is located at 8.69 km.
Figure 3. Bridge structure on Highway 1049 located at 8.69 km.
2.2. Mathematical Representation of the Problem
In order to optimize the floodway in HEC-RAS using an optimization algorithm, an objective
function needs to be defined that evaluates the fitness of the model parameters objectively because there
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cannot be the modeler’s intervention during an optimization run. The objective function should reflect
the modeler’s knowledge about the model and their engineering judgments about the model outputs.
Figure 4 depicts a floodway in a river with cross sections, channel banks, and 100-year floodplain
extents. The hatched polygon representing the floodway is created by connecting the left and right
encroachment limits in each cross section. The area of the hatched polygon indicates the floodway
footprint area denoted by Afw in this section. In a similar way, the maximum and minimum floodway
areas (Afw,max and Afw,min, respectively) can be calculated by connecting the 100-year floodplain
extents (diamonds) and channel banks (dots), respectively. Our interest is to minimize the floodway










Figure 4. Plan view of a floodway along with a river, cross sections, channel banks, and 100-year
floodplain extents.
In floodway determination, the objective function should consider three criteria: (1) Floodway
surface area, (2) surcharge, and (3) flow state indicating whether or not the flow is subcritical.
The floodway surface area should be minimized while the surcharge is kept within acceptable
limits and the subcritical flow state is maintained. There are many different hydraulic parameters in
HEC-RAS. However, both models for the 100-year floodplain and floodway are required to share the
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same hydraulic parameters including the channel bottom geometry, Manning’s roughness coefficient,
structural parameters, etc. because hydraulic modeling for the floodway should simulate the same
hydraulic conditions as for the 100-year floodplain. Otherwise, the floodway model would not simulate
the 100-year flood condition anymore. The only exception is the left and right encroachment limits
which defines the floodway area. In other words, the optimization algorithm only adjusts the shape of
the hatched polygon in Figure 4 and evaluates the model outputs to calculate the objective function.
The model outputs from HEC-RAS provide the surcharge and cross-sectional Froude number [38],
which can be used to evaluate violations of criteria (2) and (3) stated above. Ideally, the surcharge
should be between 0 and an allowable limit mandated by the FEMA or the state government while the
Froude number should be less than 1 for flow to be subcritical.
Most of the streams in the United States flow at a subcritical state except in the mountainous
area, which is most likely undeveloped and underpopulated. Since FEMA only requires the floodway
analysis for developed communities, the objective function in this study is formulated to handle
subcritical flow conditions. However, if the flow state changes to supercritical, the modeler would
have to choose the flow condition to model within HEC-RAS. In cases where the flow turns from
subcritical to supercritical, HEC-RAS will default to the critical depth [2] to proceed with its calculation
even though the water surface elevation may be erroneous. There are options within HEC-RAS for
simulation of mixed-type or supercritical flows, but either the trial-and-error method or a priori
knowledge of the flow state is required to be able to select these options. While the optimization
algorithm itself does not discriminate between the different flow states, encroaching a stream that
is flowing at a critical or supercritical flow state will, most often than not, result in a decrease in the
water surface elevation and an excessive increase in the flow velocity. Since a negative surcharge is not
allowed by FEMA [39], encroachment analysis is not necessary for the supercritical flow state in most
of the case.
There are also two constraints: (1) The floodway should not be narrower than the area defined
by the left and right channel banks because it should not affect the effective flow conveyance of
the channel; and (2) the floodway limits cannot fall outside the 100-year floodplain by definition.
The first constraint reserves the channel area between the left and right channel banks to carry the
flood water by not impeding this area by floodway encroachment. The second constraint does not
allow the floodway encroachment limits on a non-inundated dry area, which effectively leads to no
encroachment at all in the river. In Figure 4, the left encroachment limit is constrained between the left
channel bank (dots) and the left extent of the 100-year floodplain (diamonds). The same constraints
apply to the right encroachment limit. These valid ranges of the left and right encroachment limits are
shown in the cross-sectional view in Figure 1. From these two constraints, the minimum and maximum
floodway bounds can be defined so that the objective function can compare different floodways by
evaluating how close solutions are to the minimum possible floodway area. Given that the above two
hydraulic conditions including the surcharge and Froude number are satisfactory, the floodway with
the minimum surface area is deemed the optimal floodway.






Afw,max−Afw,min if s and Fr are acceptable,
1 + ∑Ni=1 {max (0 − si/0.305, 0) + max (si/0.305 − 1, 0) + max(Fri − 1, 0)} otherwise
(1)
where x is a parameter sample in a normalized hypercube search space [0, 1]D, D = 2 × n is the
problem dimension, n is the number of cross sections to optimize, g(·) is a mapping function g : x → e
that maps a parameter sample x to encroachment limits e, which the HEC-RAS model takes as its
input parameters to compute s and Fr, M(·) is the HEC-RAS model, f (·) is the objective function,
Afw is the floodway surface area, Afw,min and Afw,max are the minimum and maximum surface areas
of the floodway, respectively as shown in Figure 4, s and Fr are the surcharge and Froude number
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vectors, respectively, for all cross sections, si and Fri are the surcharge and Froude number, respectively,
for cross section i, and N is the total number of cross sections in the model including n cross sections
to optimize and those used as boundary conditions.
If the surcharges and Froude numbers of all cross sections (s and Fr, respectively) are within
acceptable ranges, the objective function evaluates the ratio of the surface area difference between
the current and minimum floodways (Afw and Afw,min, respectively) to the surface area difference
between the maximum and minimum floodways (Afw,max and Afw,min, respectively). Provided that
all the hydraulic conditions are satisfied, the values of this ratio are 0 and 1 when the floodway is
at its minimum and maximum widths, respectively. If one or more of the hydraulic conditions are
violated, the objective function is set to unity and extra penalties are added based on how severely
the surcharge and Froude number are deviating from their respective allowable limits. The penalty
functions are designed so that the magnitude of deviation from the intended surcharge range or
Froude number range is directly correlated to the magnitude of penalty added to the objective function.
Any penalty will force the objective function to take on a larger value, which is an undesirable trait in
a minimization problem. Now, floodway optimization is defined as a mathematical equation that can
be evaluated objectively by computer code. The main goal of the proposed approach is to minimize
the objective function f (M(g(x))) by optimizing the variable vector x that represents encroachment
limits e, using a heuristic algorithm.
To better explain how the objective function works, Table 1 shows example outputs from a simple
hypothetical model and their objective function values in the Equation (1) column as well as Yu’s
objective function values in the Equation (2) column. This hypothetical model consists of two cross
sections (N = 2). Its minimum and maximum floodway areas are 50 km2 and 100 km2, respectively.
Trial 1 evaluates the minimum floodway area, but the surcharges and Froude numbers for both cross
sections violated hydraulic conditions (i.e., si > 0.305 m and Fri ≥ 1 for i = 1, 2). Since there are
hydraulic violations, the penalty case of Equation (1) is used to calculate the objective function value
in the Equation (1) column. That is, f (M(g(x))) = 1 + max(0 − 0.366/0.305, 0) + max(0.366/0.305 −
1, 0) + max(1.1 − 1, 0) + max(0 − 0.397/0.305, 0) + max(0.397/0.305 − 1, 0) + max(1.2 − 1, 0) = 1.8.
Similarly, trials 2–3 have some violations and use the same equation to evaluate the objective function.
Trial 4 does not violate any hydraulic conditions, so the acceptable case of Equation (1) is used to
calculate the objective function value. In this case, f (M(g(x))) = 80−50100−50 = 0.6. Similarly, trials 5–6
do not have any violations and use the same floodway area ratio as their objective function values.
Assuming that there are no more trial simulations, trial 4 would be the best floodway model because it
minimizes the floodway area while satisfying all hydraulic requirements. In actual optimization runs,
trials will evolve based on a heuristic algorithm introduced in Section 2.3.
Table 1. Example model outputs and their objective function values. For all trials, N = 2,
Afw,min = 50 km2, and Afw,max = 100 km2.
Trial Afw s1 (m) s2 (m) Fr1 Fr2 Violations Equation (1) Equation (2)
1 50 0.366 0.397 1.1 1.2 4 1.80 0.50
2 60 0.336 0.366 1.0 0.8 3 1.30 0.30
3 70 0.310 0.320 1.1 0.9 1 1.17 0.07
4 80 0.295 0.295 0.9 0.7 0 0.60 0.07
5 90 0.244 0.214 0.8 0.6 0 0.80 0.50
6 100 0.305 0.305 0.9 0.8 0 1.00 0.00
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This lump-sum way of integrating absolute differences can be problematic because bad
performance in some cross sections with a high surcharge can be compensated for in other cross
sections with a low surcharge. This compensation prohibits Equation (2) from differentiating good
trials from bad ones. For example, both cross sections in trial 3 violated the surcharge requirement
(i.e., si > 0.305 m for i = 1, 2) while the two cross sections in trial 4 did not (i.e., si ≤ 0.305 m for i = 1, 2).
However, Equation (2) evaluates to 0.07 for both trials. As shown above, this objective function cannot
adequately rank different trials for better optimization because information about individual cross
sections gets lost. At the same time, since this objective function evaluates surcharges closer to the
maximum allowed limit (i.e., 0.305 m) favorably, trials with lower surcharges are penalized even if
they are actually more desirable. For example, trial 6 with both surcharges at the maximum 0.305 m
evaluates to 0.00 while trial 5 with lower surcharges evaluates to 0.50. In the end, populations in a GA
will evolve towards the 0.305 m limit and the surcharge requirement can easily be violated when the
surcharge is too close to the allowed limit.
2.3. Isolated-Speciation-Based Particle Swarm Optimization
Isolated-Speciation-based Particle Swarm Optimization (ISPSO) [37] is a multi-modal heuristic
optimization algorithm based on collective intelligence of individual particles in a swarm. In ISPSO,
parameter samples are referred to as particles, which are collectively called a swarm. They fly around
the parameter space and form multiple species based on spatial proximity. Individual particles keep
track of their experience and share information with neighbors in the same species. Their velocities
and next positions are determined by combining their private experience and neighbors’ experience.
In this way, particles in one species converge to a local solution. Since there are multiple species in the
search space, particles are able to find multiple local solutions, possibly including the global solution
as well. More details about how this optimization algorithm works, mathematical examples, and a
practical engineering problem can be found in [37].
Unlike gradient-based techniques, heuristic optimization algorithms do not depend on nor require
local slope evaluation of the objective function surface. Since the HEC-RAS model transforms model
inputs and parameters to model outputs non-linearly, the objective function surface may not be
smooth and can be very complicate. Because of this complicate nature of the objective function
surface, it becomes important to avoid dependency on the landscape gradient of the objective function
surface to prevent solution finding algorithms from falling into inferior local pits. Particles in ISPSO
are able to find multiple solutions in different regions of the search space without getting trapped
into such inferior pits. For this reason, ISPSO has successfully been applied to stochastic rainfall
generation [40–43], storm tracking [44], uncertainty analysis [45,46], and climate change studies [47,48].
The current version of ISPSO is implemented in the R language [49], which was also used to evaluate
the objective function and run the HEC-RAS program.
2.4. Automated Floodway Optimizer for HEC-RAS
The Automated Floodway Optimizer for HEC-RAS (AFORAS) is a tool that automatically
optimizes the floodway in a HEC-RAS model using ISPSO. The system is unique in that the modeler
need not make manual adjustment trying different combinations of encroachment limits until an
acceptable solution is found. For fully automating the optimization procedure, the Application
Programming Interface (API) of HEC-RAS was used to interface the HEC-RAS program and ISPSO’s
R code. A command-line program called the Command-Line Interface for HEC-RAS (CLIRAS)
was developed to control the HEC-RAS program from an R environment. CLIRAS can change
HEC-RAS plans, read cross section information such as river stations, bank stations, encroachment
stations, flood extents, etc., update encroachment stations, and, finally, execute the HEC-RAS program.
These features of CLIRAS are essential in controlling the HEC-RAS program without manual user
interventions and for the ISPSO R code to be able to execute the HEC-RAS model for a specified
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number of times non-interactively. ISPSO executes CLIRAS internally to update and run the HEC-RAS
model and extract results from it to evaluate the objective function.
AFORAS integrates the ISPSO R code, CLIRAS, and HEC-RAS as shown in Algorithm 1.
The maximum number of iterations itermax tells ISPSO the total number of iterations to perform
for optimization. The maximum number of HEC-RAS model runs is defined by itermax times the
swarm size S (itermax × S). The HEC-RAS model is represented by M(·) and requires that two plans
be defined: (1) 100-year floodplain and (2) floodway. The boundary conditions specify how the
downstream or upstream end of the floodway should tie into adjacent existing floodways. There are
four possible boundary conditions: (1) No existing floodways at the upstream and downstream ends of
the study reach (BC = None), (2) floodway only at the downstream end (BC = DS), (3) floodway only
at the upstream end (BC = US), and (4) floodways at both ends (BC = Both). The boundary conditions
fix the encroachment limits at the most upstream, downstream or both cross sections, and therefore
the problem dimension can be determined based on the number of cross sections and the number
of boundary conditions. For example, when there are no upstream or downstream floodways to tie
into (BC = None), all cross sections should be optimized, whereas the number of cross sections to
optimize reduces by either 1 or 2 if one boundary condition (either BC = DS or BC = US) or two
boundary conditions (BC = Both) are specified, respectively. The number of cross sections to optimize
is indicated by n and the problem dimension is the total number of left and right encroachment limits








Algorithm 1 Pseudocode for automated floodway optimization for HEC-RAS.
Require: itermax  Maximum number of iterations
Require: M(·)  HEC-RAS model with 100-year and floodway plans and profiles
Require: BC ∈ {None, DS, US, Both}  Boundary conditions for the encroachment limits
Extract cross section information from M(·)
N ← Number of cross sections
n ← N− Number of boundary conditions
D ← 2 × n  Problem dimension







Afw,min, Afw,max ← Minimum and maximum possible areas of the floodway
X ∈ [0, 1]S×D ← S number of D-tuples randomly sampled from [0, 1]D  Initial population
Let g : [0, 1]D → RD that maps particles to encroachment limits
iter ← 1
repeat  ISPSO loop
for i ← 1, . . . , S do
Xi ← Row i from X  ith trial encroachment limits or particle i in ISPSO
Simulate M(g(Xi)) using CLIRAS  Execute the HEC-RAS program
Evaluate f (M(g(Xi)))  Equation (1)
if i = 1 or f (M(g(Xi))) < f (M(g(Xbest))) then  If Xi is better than Xbest
Xbest ← Xi  Store the best encroachment limits from the current iteration
end if
end for
if iter = 1 or f (M(g(Xbest))) < f (M(g(xbest))) then  If Xbest is better than xbest
xbest ← Xbest  Store the best encroachment limits so far
end if
Evolve X using ISPSO  Evolution of the swarm in ISPSO
iter ← iter + 1
until iter = itermax or other conditions are satisfied
Optimized encroachment limits ← g(xbest)  Found the best encroachment limits
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The valid ranges of the floodway encroachment limits vary from cross section to cross section as
shown in Figure 4 (dot–diamond). As can be seen in Figures 1 and 4, even for the same cross section,
the left and right encroachment limits can have different scales. Because our objective is to find the best
feasible left and right encroachment limits, the problem space is constructed from D encroachment
limits. However, different scales in different encroachment limits highly skew the problem space,
which can negatively affect the performance of optimization. To address this issue, the problem space
is normalized to [0, 1]D using a mapping function g(·). The mapping function g(·) is defined such
that it transforms a particle (i.e., a trial set of normalized encroachment limits) in a hypercube search
space [0, 1]D back to a D-tuple of encroachment limits e, which is a direct input to the HEC-RAS
model M(·). The particle at the lower limits of all dimensions (i.e., xi = 0 for 1 ≤ i ≤ D) defines
the minimum possible floodway (dashed polygon in Figure 4) determined by the bank stations (dots
in Figure 4) while the particle at the upper limits (i.e., xi = 1 for 1 ≤ i ≤ D) defines the maximum
possible floodway (unfilled solid polygon in Figure 4) determined by the 100-year floodplain extents
(diamonds in Figure 4). In other words, bank stations are mapped to xi = 0 while 100-year floodplain
extents are mapped to xi = 1. In this way, the floodway is guaranteed to be wider than the main
channel such that the conveyance of flow is not highly obstructed. At the same time, the floodway
cannot be wider than the 100-year floodplain. Floodway areas including the minimum and maximum
areas Afw,min and Afw,max, respectively, are calculated by straightening the reach and calculating the
area of the polygon defined by the bank stations for Afw,min or the 100-year floodplain extents for
Afw,max. These minimum and maximum floodway areas Afw,min and Afw,max, respectively, are used in
the objective function in Equation (1) to assess the fitness of the floodway defined by trial encroachment
limits g(Xi). Once the problem is defined, ISPSO initializes the swarm and starts evolving the particles
by evaluating trial encroachment limits. The final solution ebest = g(xbest) is a set of optimized left
and right encroachment limits, which then becomes input for the HEC-RAS floodway model.
2.5. Numerical Experiments
Three different approaches of producing the floodway were compared: (1) automated
optimization by AFORAS, (2) manual determination by the authors, and (3) the default floodway in
the model as a reference. For fair comparisons, the model was not modified except that floodway
encroachment limits were updated. To update floodway encroachment limits using Algorithm 1,
the mapping function g(·) is defined to normalize encroachment limits in the HEC-RAS model into
[0, 1]D. To define the mapping function g(·), the bank stations and 100-year flood extents were extracted
and normalized to create a unit hypercube search space [0, 1]D where D is two times the number of
cross sections to be optimized. After each iteration of evolution in Algorithm 1, particles in the problem
space [0, 1]D are transformed back to actual floodway encroachment limits, which are in turn input
into the HEC-RAS model for evaluating the objective function in Equation (1).
The number of cross sections to be optimized varies depending on the boundary condition.
Four encroachment boundary conditions as defined in Section 2.4 were tested: (1) BC = None,
(2) BC = DS, (3) BC = US, and (4) BC = Both. The upstream-most and downstream-most
encroachment limits of the default floodway in the reference model were used as those encroachment
boundaries that an optimized floodway is to be tied into. Only in this way, the default model need not
be updated at all and can be used as a reference model for the other two approaches.
Numerical experiments were conducted using the floodway model to observe how AFORAS
performs in different boundary conditions. A total of 30 independent runs of each boundary condition
were performed. Based on Clerc’s suggestion [50] and the number of dimensions in this problem,
the recommended swarm size of 18 was used for the boundary condition BC = Both while 19 was used
for the other three boundary conditions. For each AFORAS run, total 1000 iterations were performed
resulting in total 18,000 and 19,000 model runs for the boundary condition BC = Both and the other
boundary conditions, respectively.
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3. Results and Discussion
3.1. Comparison of Different Approaches
The first AROFAS run for each boundary condition was used to compare the floodways between
the three approaches. Table 2 shows the problem dimensions and the objective function values of the
final floodways for the three approaches and four boundary conditions. The objective function value
for the HEC-RAS floodway remains the same because its floodway was used as a reference and was
not independently optimized. Since floodway optimization is a minimization problem, a floodway
with the least objective function value is preferred. As can be seen in Table 2, among all the AFORAS
floodway runs, the case with BC = Both yielded the worst objective function value (0.338), it but
still performed better than the best floodway from the other two approaches (0.342). The numbers
inside parentheses show that AFORAS reduced the objective function value by 1–29% from the manual
method and by 12–40% from the HEC-RAS method. In terms of the floodway area, these numbers
indicate the reduction of the floodway area outside the channel (Afw − Afw,min), not the total floodway
area (Afw). On average for all eight cases (i.e., manual and HEC-RAS cases), the reduction of the
floodway area outside the channel was 20%, which can significantly increase encroachment areas
for development.
Table 2. Objective function values for the test cases with different boundary conditions.
Since Automated Floodway Optimizer for HEC-RAS (AFORAS) solves a minimization problem,
lower values represent better models. The numbers inside parentheses indicate what percent of the
objective function value could be improved by running AFORAS.
BC Problem Dimension AFORAS Manual HEC-RAS
None 24 0.270 0.348 (29%) 0.379 (40%)
DS 22 0.278 0.345 (24%) 0.379 (36%)
US 22 0.333 0.347 (4%) 0.379 (14%)
Both 20 0.338 0.342 (1%) 0.379 (12%)
Despite high problem dimensions from 20 to 24, AFORAS performed reasonably well and
even outperformed the manual optimization. An interesting observation is that the performance
improved as the problem dimension increased with more cross sections to optimize. When either the
upstream-most or downstream-most cross section of the floodway is specified as a boundary condition,
the fixed width of the encroachments in those cross sections prevents the floodway area from being
further reduced beyond its boundary condition limits.
Figure 5 shows the final floodway for all cases with different boundary conditions. Vertical lines at
encroachment station 0 represent the straightened river while negative and positive stations represent
the left and right floodway encroachment limits on both sides of the river. For the case with BC = None,
at the downstream-most cross section at river station 9.66 km, the floodway is narrower than those of
the cases that have a restriction to the same cross section as a boundary condition (i.e., BC = DS and
BC = Both). Similarly, for the case with BC = None, at the upstream-most cross section at river station
8.05 km, the floodway is narrower than those of the cases with BC = DS and BC = Both. Since these
boundary conditions affect the objective function, lower objective function values in the BC = None
case do not necessarily mean that AFORAS performs better when there are no boundary conditions
specified. However, this result shows that AFORAS was able to take full advantage of cross sections
that are not constrained to help reduce the footprint of the floodway and performed consistently better
than the other two approaches.
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(d) BC = Both
Figure 5. Graphical views of the left and right encroachment limits for the four different boundary
conditions. Vertical lines at encroachment station 0 represents the river line. Negative and positive
stations represent the left and right encroachment limits, respectively. Straightened river,
Automated Floodway Optimizer for HEC-RAS (AFORAS) floodway, Manual floodway,
and Hydrologic Engineering Center’s River Analysis System (HEC-RAS) floodway.
3.2. Sensitivity of Encroachment Limits to the Boundary Condition
In optimization, it is beneficial to visualize the landscape of the objective function surface to be
able to understand a problem. However, since most of floodway optimization problems deal with more
than one cross section, their problem dimensions are usually higher than two, which makes it difficult
to visualize the objective function surface without projecting it onto a much smaller-dimensional space.
Figures 6 and 7 show two-dimensional projections of 10,000 particles with grayscaled objective function
values satisfying hydraulic requirements for BC = None and BC = Both, respectively. These plots
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show how sensitive particles were to the performance of optimization. The more spread out particles
are along one encroachment limit, that encroachment limit was less sensitive to the performance
because particles did not converge to a narrower band of the dimension. For example, in Figure 6e,f,
particles tend to spread out almost randomly across the entire projected space. This widespread
presence of particles means that they did not have any preference over specific encroachment limits
in these cross sections at 8.67 km and 8.71 km during optimization and they were very insensitive to
the performance compared to those in the other cross sections. Ideally, AFORAS should be able to
take advantage of this insensitivity of particles to the performance of floodway encroachments in
these two cross sections. The result of BC = None in Figure 5a (the very first run for this boundary
condition) shows this behavior where AFORAS decided to take very narrow floodway encroachments
as the final solution at these two cross sections. Since a bridge is located between these cross sections,
ineffective flow areas were established around the bridge structure to model embankment areas.
The areas immediately before and after the structure prevent the water from flowing freely downstream
and result in ineffective flow areas. As a result, floodway encroachments within these ineffective flow
areas could not affect the flood elevation significantly because those areas blocked by the floodway
encroachments were already ineffective.
As shown in Figure 6a–d,g–k, in other cross sections except the upstream-most cross section,
particles spread out more along the left encroachment axis than along the right encroachment axis.
The narrow distribution of particles in the right encroachment axis means that the right encroachment
limit was more sensitive to the performance and played a bigger role than the left encroachment limit
during optimization. This result can be explained by the relative width of possible encroachment areas
on the left overbank versus those on the right overbank. As shown in Figure 2, the portions of cross
sections on the left side of the river line (i.e., left overbanks) are much narrower than those on the right
side (i.e., right overbanks), especially at the downstream area. Because the encroachment widths on
both overbanks are normalized to create a unit hypercube search space, wide-spread particles across
the left encroachment do not necessarily mean that the left overbank area is wider. Also, for the same
reason, significant movements of particles along the left encroachment dimension only slightly affect
actual changes in the encroachment width, effectively making the left encroachment insensitive to the
performance. However, since the left overbank gradually expands as it traverses upstream, this effect
started slowly diminishing from 8.84 km.
The upstream-most cross section in Figure 6l showed a similar pattern to those around the bridge
structure at 8.67 km and 8.71 km. Its insensitivity to the performance is due to the fact that HEC-RAS
computes the flood elevation from downstream to upstream. Since the flood elevation within the
floodway encroachment at the upstream-most cross section does not affect any downstream flood
elevations, encroachment limits at this cross section may be placed anywhere as long as the hydraulic
criteria are satisfied. For AFORAS, this insensitivity means that it should pick the narrowest possible
floodway, which can be seen in the result in Figure 5. What it also means is that the problem with
BC = None can be simplified by constraining the encroachment limits in the upstream-most cross
section to the bank stations and solving the problem as if it had the boundary condition BC = US.
In this way, the problem dimension of BC = None can be reduced by two and AFORAS should be
able to achieve better performance and a faster convergence rate.
Two-dimensional plots for the boundary conditions BC = DS and BC = US are not presented in
this paper because of space limitations and a prohibitively large number of data points. However, cross
sections from 8.26 km to 9.27 km in these boundary conditions showed similar patterns to Figure 6c–j
or Figure 7c–j. Cross sections at 8.05 km and 8.15 km in the boundary condition BC = US behaved
similarly to Figure 6a,b, respectively (i.e., both cases do not constrain the downstream-most cross
section). Also, cross sections at 9.45 km and 9.64 km in the boundary condition BC = DS behaved
similarly to Figure 6k,l, respectively (i.e., both cases do not constrain the upstream-most cross section).
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Figure 6. Two-dimensional projections of all particles Xi ∈ [0, 1]D for 1 ≤ i ≤ S satisfying
the three hydraulic criteria from all 30 AFORAS runs for BC = None. Since the total
number of particles meeting hydraulic requirements was excessively large—130,395 out of 570,000
(30 AFORAS runs × 19, 000 model runs/AFORAS run)—10,000 particles were sampled to construct
each subplot, which represents one cross section (XS). Particles that perform better are plotted darker
in front of those that perform worse and are in a lighter gray.
When the downstream-most cross section is constrained (i.e., BC = DS or BC = Both), the right
encroachment became even more sensitive to the performance at 8.15 km, just upstream of the
downstream boundary cross section, and its encroachment plot for BC = DS is very similar to
Figure 7b. This neighbor cross section was highly affected by the downstream boundary condition
because of the backward calculation of HEC-RAS. When the upstream-most cross section is constrained
(i.e., BC = US or BC = Both), AFORAS was able to achieve faster convergence by avoiding unnecessary
trial-and-error sampling in the upstream-most cross section, which does not affect any other cross
sections at all. The encroachment plot for 9.45 km, just downstream of the upstream boundary
condition, became much narrower than Figure 6k with most particles clustering around the diagonal
line from top-left to bottom-right as shown in Figure 7k. Table 3 summarizes these observations of
two-dimensional projection subplots of all particles from 30 AFORAS runs.
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Figure 7. Two-dimensional projections of all particles Xi ∈ [0, 1]D for 1 ≤ i ≤ S satisfying
the three hydraulic criteria from all 30 AFORAS runs for BC = Both. Since the total
number of particles meeting hydraulic requirements was excessively large—142,937 out of 540,000
(30 AFORAS runs × 18, 000 model runs/AFORAS run)—10,000 particles were sampled to construct
each subplot, which represents one cross section (XS). Particles that perform better are plotted darker
in front of those that perform worse and are in a lighter gray.
Table 3. Summary of two-dimensional projection subplots of all particles by Figures 6 and 7.
A ∼ symbol indicates a similar pattern to the subplots given on the right. Figures 6c–j and 7c–j,
respectively, have a similar pattern.
BC XS 8.05 km XS 8.15 km XS 8.26 km–9.27 km XS 9.45 km XS 9.64 km
None 5a 5b 5c–5j 5k 5l
DS 6a ∼6b ∼5c–5j ∼5k ∼5l
US ∼5a ∼5b ∼5c–5j ∼6k 6l
Both 6a 6b 6c–6j 6k 6l
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3.3. Optimization Performance
The convergence lines of all 30 AFORAS runs for different boundary conditions are presented
in Figure 8 as 30 gray lines with the average performance as a black line. All the runs converged
exponentially to the final values of the objective function. The minimum and maximum of the final
values are 0.265 and 0.280, respectively, and their mean and standard deviation are 0.272 and 0.004,
respectively. The standard deviation is approximately 1.5% of the mean, which indicates that the
performance of AFORAS is very robust and reliable. The black line shows the mean of the 30 cumulative
minimum values of the objective function. The average performance converges very quickly until
5000 model runs and experiences gradual improvement until about 15,000 model runs for BC = None
and BC = DS, and 10,000 model runs for BC = US and BC = Both, after which the convergence
rate slowed down significantly. Figure 8 shows that AFORAS achieved a faster convergence rate for
the cases where the upstream-most cross section is constrained as a boundary condition. However,
their objective function values are higher or worse than those for the other two cases. The higher
objective function values for BC = US and BC = Both is because the upstream-most cross section used
as a boundary condition is fairly wide compared to the bank stations, which act as the lower limits in
that cross section for the other cases. Particles in BC = None and BC = DS where the upstream-most
cross section was also optimized, found a very narrow floodway width at this cross section as the
final solution. On the other hand, this cross section was fixed at a much larger width as a boundary
condition for BC = US and BC = Both and produced worse objective function values. Since the two
sets of boundary conditions have different search spaces, the higher objective function values do not
necessarily mean poor performances.
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Figure 8. Cumulative minimum values of the objective function vs. the number of model runs. The gray
lines and black line represent 30 runs of AFORAS and the mean of those runs, respectively.
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3.4. AFORAS as a Tool for Floodway Optimization
To the authors’ knowledge, Yu’s study [35] was the first attempt to determine the floodway
encroachment limits using HEC-RAS and a GA, but his approach did not consider the floodway
area and subcritical flow state. Also, as we compared our objective function to his in Section 2.2,
the lump-sum way of integrating information across all cross sections leads to information loss and
a lack of differentiation between good and bad models. AFORAS takes a different approach for
floodway determination by taking into account the flow state and minimizing the floodway area.
At the same time, its objective function is formulated to separate out favorable models from those with
hydraulic violations.
AFORAS integrates ISPSO and HEC-RAS for reach-wide optimization of the floodway area.
The derivative- free search of ISPSO and a mathematical representation of floodway area optimality
were integrated as AFORAS in a way that HEC-RAS can be executed automatically by computer
code without user interventions. AFORAS was successful in seeking and improving the floodway
encroachment limits for the case study. As discussed above, AFORAS was able to identify those cross
sections that are insensitive to its performance and almost fully encroached the floodway at these
locations so that the floodway area was kept to the minimum. Overall, AFORAS performed consistently
better than the manual approach and the reference floodway, and showed reliable and consistent
performance across different boundary conditions. It is also interesting to see that ISPSO, as a heuristic
algorithm, is able to reliably solve high dimensional problems in this study. As summarized in Table 2,
the problem dimension for this study varied from 20 to 24. Different problem dimensions result in
different landscapes of the objective function, but, as shown in Figures 6 and 7, two-dimensional
projections onto individual cross sections of the objective function surface exhibit similar patterns
depending on which cross section was used as a boundary condition. Despite the differences in the
surface of the objective function and its final values, convergence was achieved for all cases and the
solutions found by AFORAS minimized the floodway area while keeping the surcharge and flow
state within the allowable limits. These observations suggest that AFORAS can be a suitable tool for
reach-wide floodway optimization.
While AFORAS can be a good candidate for reach-wide floodway optimization, it is only limited
to handle reaches with subcritical flows. The proposed objective function within AFORAS has to
be modified to accommodate cases with mixed or supercritical flows, which are not as common as
subcritical flows already handled by AFORAS. More tests are needed to observe the performance of
ISPSO given a different objective function that can handle varying flow states. Also, when calculating
the floodway area, AFORAS currently assumes that the river line is straight and the floodway
encroachment limits vary linearly between consecutive cross sections. While this simplification of
geometries may be a reasonable assumption for optimization, a more realistic evaluation of the
floodway area can be attained by incorporating the natural curvature of the river line. Finally,
a sensitivity analysis needs to be performed to see how the numbers of particles and iterations
for an ISPSO run affect the performance of AFORAS and find the right balance between computing
time and the performance. Better a priori estimation of the total number of model runs may help reduce
computing time. Future work and research on AFORAS will include addressing these limitations and
running more HEC-RAS floodway models with different geometries and structures.
4. Conclusions
Since the floodway is an essential part of hydrologic and hydraulic studies of riverine flooding,
in the United States, FEMA requires one to be determined for developed communities using their
approved computer programs, one of which is HEC-RAS. HEC-RAS has widely been used for flood
risk and floodway regulation studies by many researchers. Because the floodway encroachment
area is often used for human activities, it is a local government’s interest to expand this area by
minimizing the floodway footprint area that conveys the flood water without affecting the water
surface elevation too much. Our objective is to minimize the floodway area while maintaining the
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surcharge and subcritical flow state reach-wide, both of which are required by FEMA. The authors’
literature review has revealed that very little work has been done in terms of floodway optimization.
A recent attempt to determine the floodway encroachment limits using HEC-RAS and a GA did
not consider the floodway area and subcritical flow state, which most of the streams in the United
States exhibit. The proposed objective function takes into account the floodway area, surcharge,
and subcritical flow state to make sure that the final optimized floodway not only meets FEMA’s
hydraulic requirements but also maximizes floodway encroachment areas for human activities in
a reach-wide manner. By integrating the objective function and a heuristic algorithm called ISPSO,
we proposed a floodway area optimization tool named AFORAS for reach-wide optimization of the
floodway using HEC-RAS. We used a readily and freely available floodway model from the HEC-RAS
4.1.0 installation for a case study so that other researchers can replicate our results if they decide.
Comparisons of the AFORAS, manual, and HEC-RAS approaches showed 1–40% improvements in
the objective function value by AFORAS. AFORAS consistently provided superior results for all the
boundary conditions. We also conducted a sensitivity analysis of encroachment limits to the boundary
condition and a convergence test by running AFORAS 30 times for four different boundary conditions.
Both left and right encroachment limits were insensitive to the performance in cross sections adjacent
to a bridge structure while these encroachment limits exhibited different level of sensitivity to the
performance in other cross sections. Because of the bridge opening and ineffective areas, encroaching these
cross sections could not affect the flood elevation much and did not help improve the objective function
compared to the other cross sections. The surface of the objective function may vary significantly for
different HEC-RAS models or even for different combinations of the boundary conditions in the same
floodway model. In this regard, it is advantageous for AFORAS to employ ISPSO over gradient-based
optimization techniques because of the capability of ISPSO to solve high dimensional problems without
requiring the derivative of the objective function. Limitations in the current AFORAS method include the
lack of support for mixed and supercritical flows in the objective function, and the linear approximation of
the river geometry and floodway. Also, since the total number of HEC-RAS runs has to be specified a prior,
a quantitative analysis would be beneficial to reduce computing time by estimating how many model runs
are required in advance. Addressing these limitations and recommending the required number of model
runs a prior will be left for research in the near future.
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Abstract: Intelligent storage is an important element of intelligent logistics and a key development
trend in modern warehousing and logistics. Based on the characteristics of flood control materials
and their intelligent storage, this study established a flood control material storage location allocation
model reflecting the multiple objectives of retrieval efficiency and shelf stability and used a weighting
method to transform a multi-objective optimization problem into a single-objective optimization
problem. We then used the facilities and equipment planning and storage location allocation in
the intelligent storage area for provincial flood control materials at the Zhenjiang warehouse of
the Jiangsu water conservancy and flood control material reserve center as a case study. Empirical
analysis was performed and used the genetic algorithm and Matrix Laboratory (MATLAB) software
to optimize the storage location allocation of provincial flood prevention supplies at this warehouse,
and it achieved effective results.
Keywords: flood control materials; intelligent warehousing; location allocation; multi-objective
optimization
1. Introduction
While water resources play an important role in human society, the world suffers from all types of
natural disasters [1]. In many countries, floods are the most likely natural disaster, and compared with
other natural disasters, they are easily predicted and prevented [2]. Therefore, it is very important for
flood disaster management departments to formulate scientific and comprehensive plans for flood
control. Consequently, government agencies spend massive amounts of money and manpower on
flood control and rescue.
Floods are easily predicted, which means that preparations can be made to prevent flooding from
actually happening. Developed countries such as England, the United States, Holland, Denmark,
Germany, France, Belgium, and Austria have invested significant time and effort into flood control
and disaster mitigation research since the 1960s and have achieved significant results in meteorology,
hydrology, water conservancy, water quality, topography, the influence of social and economic activities
on the prevention of flood damages, the runoff-conflux model of floods and its prediction and analysis,
and other fields. During the process, the Wallingford National Institute of England, the Delft Hydraulics
Institute, the Danish Hydraulic Institute, (DHI, Hesholm, Denmark), the United States Environmental
Protection Agency, (EPA, Washington, DC, USA) and Army Corps of Engineers, (ACE, Washington,
DC, USA), and other research institutes have stood out [3,4]. In the 1970s, the United States proposed
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flood control that used non-structural measures, which realized flood management through legislation,
flood forecasting, flood dispatching, flood detention, flood insurance, floodplain management, and soil
and water conservation, developed flood contingency plans and other methods, standardized people’s
precautions and preparations against heavy rain and flooding, and provided guidance according to
actual circumstances so that the losses from floods could be reduced and better social and economic
benefits could be achieved. Compared with structural measures, non-structural measures were no
longer the focus of flood control; instead, they emphasized the timely and scientific implementation of
flood control command and dispatch through the collection, analysis, and processing of relevant flood
information. This was done in order to improve the potential capability of the existing flood-fighting
structural measures and standardize people’s actions against floods and the developmental activities
within the floodplain, thus realizing flood control and disaster mitigation [5]. Non-structural measures
were important supplements to structural measures.
Among these non-structural measures, flood control material and emergency logistics were
important for fighting floods. Flood control material is one of the three major elements of flood control
and rescue, including material for preparation, response, and mitigation phases, and the reserve
management of flood control materials is the key link in carrying out flood control work and plays an
irreplaceable role in national flood control and rescue work. However, flood emergency preparedness
lacks logistical insights [6,7], and relevant scholars have already conducted some primary studies.
Garrido, Lamas, and Pino (2015) put forward a flood logistics model. The model attempts to optimize
emergency supply inventories and vehicle availability [8]. Leeuw, Vis, and Jonkman (2012) developed
an emergency logistics framework that supports preventing catastrophic breaches of flood defenses
during extreme situations [9]. Alem, Clark, and Moreno (2016) developed a new two-stage stochastic
network flow model to determine how to rapidly supply humanitarian aid to victims of floods [10].
Intelligent storage is an important element of intelligent logistics and a key development trend in
modern warehousing and logistics. The effectiveness of intelligent storage is chiefly influenced by
the storage location allocation, and optimal storage location allocation can enhance the storage space
utilization rate, shorten the storage and retrieval distances and times, accelerate the turnover of goods,
ensure inventory stability, and increase the operating performance of an intelligent storage system.
The key to effective storage is optimizing the storage location allocation strategies, and scholars
have performed in-depth, systematic studies of storage location allocation. Roodbergen et al.
analyzed storage location strategies [11] and found that the storage location allocation methods
of commercial intelligent storage systems chiefly consist of the following types: fixed storage
location assignment [12–15], random storage location assignment [16–18], class-based storage location
assignment [19,20], random class-based storage location assignment [21], and shared storage location
assignment. Most of these studies assume that a warehouse is initially empty, which is clearly not in
accordance with the needs of real projects. Furthermore, even when the studies in the literature consider
a warehouse with a non-empty initial state, they perform simulation experiments only involving a
single batch of goods entering the warehouse. However, available empty storage locations will be
abundant when a single batch of goods is put into storage, and there will thus be considerable freedom
when selecting an optimal storage location. Consequently, it is possible that only sub-optimal locations
will be left for the next batches of goods entering storage, and the arrangement of the storage locations as
a whole will be irrational. Lee et al. proposed similarity coefficients to cluster goods and then assigned
goods to storage locations in accordance with the clustering results [15]. As for algorithms, most studies
have adopted intelligent optimization algorithms, such as the genetic algorithm [22], the simulated
annealing algorithm [23], the tabu search method [24], the data mining-based algorithm [25], and other
algorithms [26,27], which can greatly shorten the computing time and enable optimal solutions to be
found after relatively few iterations.
The foregoing review reveals that most scholars have constructed intelligent storage systems
via a systems engineering approach and synergistically applied technologies, including message
identification, communications technology, automatic control, and intelligent algorithms, in their
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intelligent storage systems. In particular, many scholars have used mathematical modelling to construct
mathematical models of intelligent storage systems and then used simulation experiments to validate
the models [28–30]. Furthermore, operation optimization methods are most commonly used in
intelligent storage analysis and decision-making [31], and the development of commercial intelligent
storage location allocation methods has provided a foundation for research and development (R&D)
related to intelligent storage for emergency logistics.
Because emergency supplies tend to be infrequently used, intelligent storage systems are seldom
used for emergency supplies, and therefore, there has been little research on storage location allocation
in intelligent emergency logistics [32–36]. The emergency supply reserve warehouses of some
power agencies have used the Internet of Things to construct intelligent storage systems for their
emergency power supplies [37], which has enabled substantial increases in storage automation and
storage and retrieval performance, reduced injuries and supply losses, and enhanced the emergency
response capabilities.
There has been relatively little research on the application of intelligent storage in emergency
logistics, and no research on key intelligent storage technologies for emergency disaster relief supplies
has yet been published. Furthermore, because intelligent storage systems have not been used for
flood control, there have been few studies concerning this aspect. However, the research on the key
intelligent storage technologies that are used in commercial logistics and particularly the research on
the storage strategies that are used in intelligent storage systems are already quite mature. However,
because of the characteristics of the storage and management of flood control materials, including
limited types of supplies, large quantities, low batch numbers, large quantities in a batch, the need for
quick retrieval in the event of an emergency, and strong constraints on response times, the findings
of the research on the application of intelligent storage systems to commercial logistics are not fully
applicable to flood control materials. Therefore, there is an urgent need for research on the practical
application of technologies for the intelligent storage of emergency flood control materials.
Based on the characteristics of flood control materials and their intelligent storage, this study
established a flood control material storage location allocation model with the multiple objectives of
retrieval efficiency and shelf stability and used a weighting method to transform a multi-objective
optimization problem into a single-objective optimization problem. The study then optimized the
storage location allocation of provincial flood prevention supplies using MATLAB. The optimized
allocation can comprehensively improve the support ability, utilization efficiency, technical level,
and management level of the flood control material reserve system, reduce the losses and hazards
caused by emergencies, and achieve remarkable social and economic benefits.
2. Analysis of the Storage Strategies for the Intelligent Storage of Flood Control Materials
After summarizing the commonly used storage strategies (including fixed location storage, random
location storage, class-based storage, class-based random storage, shared storage, and item-location
coupling storage) for location assignment, and considering the attributes of flood control materials, we
decided to adopt the class-based fixed location storage [1].
Storage strategies constitute the major principles of flood control material storage area planning
and must be naturally combined with storage location allocation principles in order to determine
a storage operating model. To scientifically and rationally implement the storage of flood control
materials, the storage location allocation for such materials must adhere to the following principles:
(1) Place the most frequently used materials near exits and the less frequently used materials farther
away from exits. Because flood control materials do not require speedy storage but require
extremely quick retrieval, this paper chiefly considers retrieval efficiency and does not consider
storage input efficiency.
(2) Place heavier materials on lower levels and lighter materials on higher levels.
(3) Place bulkier materials on lower levels and more compact materials on higher levels.
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(4) Store materials along lanes and ensure that the blockage of individual lanes does not affect the
retrieval efficiency.
(5) Accelerate the turnover by storing and retrieving materials to and from proximate locations.
(6) With regard to the relationships between materials, store the same types of materials close together.
Because closely related materials are typically used together in emergency response actions, store
them in adjacent locations as much as possible.
3. Intelligent Storage Location Allocation Model for Flood Control Materials
3.1. Construction of a Multi-Objective Optimization Model
The types of the flood control materials include motor oil, life jackets, tents, boats, portable lights,
etc., and the material specifications cover the lengths, widths, heights, and importance of the materials.
Here, in order to simplify the problem, a certain number of single-class materials will be grouped as a
single standard pallet group based on their size. The combination is the standard pallet group of the
material and the length, width, height, and weight of the standard pallet group of the various materials
satisfy the shelf restrictions.
The paper takes single-row shelves as the research target, and we establish a multi-layer shelf
coordinate system in the optimization module with the starting position of the work vehicle at the
exit table as the origin O(0,0), the X-axis is the longitudinal axis direction of the shelf, the Y-axis is the
vertical direction of the shelf, each column and each layer of the shelf is one unit in length in the X-axis
and Y-axis directions, and the position of the materials is determined as P(i,j).
The main variables and parameters are defined as follows.
We assume that a certain set of shelves in a warehouse has n levels and m rows, and the position
of the materials is determined as P(i,j) (0 ≤ i ≤ m, 0 ≤ j ≤ n).
The flood control materials include r total categories; Wk is the material weight (single standard
pallet group weight) of the type-k material (0 ≤ k ≤ r); ti j is the time that is needed for a forklift to
transport the goods at the storage location at the ith row and jth level; vx and vy are, respectively,
the horizontal and vertical operating speeds of the shuttle vehicles or forklifts; L and H are respectively,
the length and height of a storage location; pk is the calling frequency of the materials (0 ≤ k ≤ r),
the total number of times the materials are used within a certain period of time, which is equivalent to
the number of times that the materials are retrieved divided by the time.
We define the decision variable as xijk. When the type-k material (0 ≤ k ≤ r) is stored in P(i,j), xijk = 1;
otherwise, xijk = 0, where 0 ≤ i ≤ m, 0 ≤ j ≤ n, 0 ≤ k ≤ r.
Based on the classification of materials, different materials should be stored in different warehouse
areas, and storage location allocation must be performed in different warehouse areas. Based on
storage location allocation principles, this study constructed the following model.
(1) In accordance with the principle of lighter materials on top and heavier materials on the bottom,
assuming that a certain set of shelves in a warehouse has n levels and m rows, where the level
closest to the floor is the first level and the row closest to the exit is the first row, the goal of storage
location allocation optimization is to minimize the sum S of the products of the weights of the
materials on pallets and the levels on which the materials are located. The first objective function









(2) In accordance with the principles of close access and quick turnover, minimizing the sum T
of the transport times of the materials in each storage location and minimizing the sum of the
products of the usage frequency of each material and the forklift operating time when retrieving
the material. The second objective function that optimizes the shelf stability is as follows:
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ti jxi jkpk (2)
Based on the weighting method, the weights α and β (where 0 ≤ α ≤ 1, 0 ≤ β ≤ 1, and α + β = 1)
of the fusion model are determined according to the importance of the shortest delivery time and
shelf stability. The two objective functions for the shortest delivery time and shelf stability are merged,




















xijk = 0 or 1
(3)
3.2. Simplifying the Storage Location Allocation Model
Storage location allocation is a composite multi-objective optimization problem, and multi-objective
optimization problems are typically solved in two ways. One way uses a weighting method, a maximum
method, a constraint method, or goal programming to quantitatively address the multiple objectives
and obtain a unique feasible solution. The second way uses a multi-objective optimization algorithm
based on artificial intelligence, such as a multi-objective genetic algorithm, an ant colony optimization
algorithm, or a simulated annealing algorithm, to perform the optimization.
In this study, considering the characteristics of a flood control materials warehouse, a weighting
method was used to transform the multi-objective problem into a single-objective problem. In view of
the equal importance of the two objectives of the shortest delivery time and shelf stability, in this study,















ti jxi jkpk (4)




















xijk = 0 or 1
(5)
3.3. Determining the Parameters
3.3.1. Facility and Equipment Status and Their Parameters
In accordance with the distances of shelves from the exit and their lifting heights, an optimal
storage location is a location in an intelligent storage system that is at a height within 20% of the storage
area that is closest to the floor and within the 20% of the storage area that is closest to the exit. These
storage areas have the characteristics of easy storage, short pathways, and low mechanical operating
losses. An intelligent storage system is chiefly composed of a material storage and transport system
and a warehouse management system. Here, the material storage and transport system comprises
shelves, the storage and retrieval entrance/exit, and warehousing equipment.
(1) Shelves: Multi-level shelves are closely spaced, and individual shelves may function
independently. To facilitate this research, this study assumed a single set of shelves with a
shelf height of H and length of L. Because the shelves had m rows and n levels, there were n × m
storage locations, and the storage locations had identical specifications, namely, a height of h and
a length of l. Thus, H = n× h, and L = m× l.
(2) Storage and retrieval entrance/exit: The material storage and retrieval system included a shuttle
vehicle system and forklift. One storage and retrieval entrance/exit was located outside of each
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set of shelves. Because vehicles can typically drive directly into flood control material warehouses
for loading or unloading, this study considered only the transport of materials from shelves to a
storage and retrieval entrance/exit.
(3) Warehousing transport equipment: Only one shuttle vehicle was used for single pick-up actions
and was responsible for serving one set of shelves. The shuttle vehicle was located at a fixed
initial position at the storage and retrieval entrance/exit in the beginning, and the time that is
needed for the shuttle vehicle to leave its initial position, complete the placement (retrieval) of
goods and return to its initial position was defined as the operation time. The warehousing
equipment includes a shuttle car and a forklift. The shuttle car is responsible for the horizontal
work. The forklift is responsible for the vertical work and other forklift operations. The working
speed of the vehicle includes the maximum idle speed of the shuttle vx1 and the maximum speed
of the shuttle load vx2. The vehicle’s horizontal acceleration is denoted as ax, the forklift’s vertical
speed is denoted as vy, and the forklift’s speed is denoted as vf. Here, we can refer to the forklift’s
basic operating parameters to calculate the value or use our experience to set the value.
The shuttle’s movement consists of its horizontal movement, the shelves, and the use of a forklift
to move vertically up and down the shelves. The speed of a loaded shuttle vehicle is different from
that of an empty shuttle vehicle. Its linear acceleration rate when starting is identical to the linear
deceleration rate when stopping. After the shuttle vehicle reaches its maximum speed, it maintains
that speed during its operations. See Table 1 for the warehouse shelving parameters.
Table 1. Warehouse shelf parameters.
Shuttle Vehicle Parameters Shelf Parameters Entrance/Exit Platform
Horizontal velocity of the
unloaded shuttle vehicle vx1
1.2 m/s
Storage location length: 1.4 m,
total of 10 rows
Same height as the first
level of shelves
Horizontal velocity of the loaded
shuttle vehicle vx2
0.6 m/s
Horizontal acceleration ax 0.3 m/s2
Forklift vertical velocity vy 0.3 m/s
Storage location height: 1.5 m,
total of three levels
Grasping velocity v f 0.5 m/s Storage location width: 1.2 m
Grasping operation time t f 5 s
3.3.2. Determining the Storage Location Operation Time
In the coordinate system encompassing multiple levels of shelves, the X-axis represents the length
of the shelves, and the Y-axis represents the height of the shelves. Goods were stored within storage
locations. The time that is needed for the transport system consisting of shuttles and forklifts to move
to individual storage locations on the fixed shelves was calculated using kinematics. We constructed
a time-minimization model to obtain the amount of time that is needed to access goods at each
storage location.
Storage locations were designated using two-dimensional coordinates, where x indicated the
row coordinate and y indicated the level coordinate. The origin O(0, 0) was set as the shuttle’s initial
location on the entrance/exit platform, and the shuttle’s movement from O to the storage location
P(i, j) and back again completed an operating cycle (see Figure 1).
The horizontal movement distance is calculated as follows:
Lx = i× l (6)
The vertical operating distance is calculated as follows:
Hy = ( j− 1) × h (7)
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Figure 1. Operating pathway coordinate system.
The horizontal operating times were designated as tx1 and tx2, where tx1 is the time for the loaded
shuttle vehicle to reach the storage location, and tx2 is the return time of the loaded shuttle vehicle.
The vertical operating time was designated as ty, and the time-minimization model assumed that the
shuttle vehicle accelerated uniformly until reaching the maximum velocity vy1 and then continued to
move at its maximum velocity. The shuttle vehicle decelerated at a uniform rate after approaching its
target storage location. Here, it was also necessary to consider the situations where the shuttle vehicle
did not reach its maximum velocity when travelling a short route and where it travelled a sufficiently
long route to reach its maximum velocity.
When the horizontal movement distance was too short, the shuttle vehicle could not reach the
maximum velocity vx1 before it had to decelerate uniformly from its original velocity. When the
movement distance was sufficiently long, the shuttle vehicle accelerated until reaching the maximum
velocity vx1, then moved at a uniform velocity and finally decelerated at a uniform rate. While the
shuttle vehicle moved in the same manner when returning, it was loaded and therefore could not
reach the maximum velocity vx1 of the unloaded condition. At this time, the maximum velocity that it
reached was vx2.
In the vertical direction, the forklift lifted the shuttle vehicle from the entrance/exit platform at a





































, (y = 1, 2, n) (10)
When operating, the shuttle vehicle first moved vertically to the level of the target storage location
and then moved horizontally to the appropriate location. The total time needed by the shuttle vehicle
for a single operation was therefore calculated as follows:
ti j = tx1 + tx2 + ty + t f (11)
Taking shelves with three levels and 10 rows as an example, the operation time for the shuttle
vehicle to reach each storage location is as shown in Table 2.
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Table 2. Storage location operating time.
Level
Row
1 2 3 4 5 6 7 8 9 10
1 13.7 17.8 21.5 25.0 28.5 32.0 35.5 39.0 42.5 46.0
2 18.7 22.8 26.5 30.0 33.5 37.0 40.5 44.5 47.5 51.0
3 23.7 27.8 31.5 35.0 38.5 42.0 45.5 48.5 52.5 56.0
4. Empirical Analysis
This study empirically analyzed the storage location allocation in the intelligent storage area for
flood control materials at the Zhenjiang warehouse of the Jiangsu water conservancy and flood control
material reserve center [1].
4.1. Case Warehouse
To emphasize the issues in intelligent storage location allocation with multiple objectives in
Chinese flood control material reserve management, a case study was conducted.
The Jiangsu Provincial Hydraulic and Flood Control Material Reserve Centre (HFCMRC) Zhenjiang
Warehouse is the only central- and provincial-level flood-fighting material warehouse in Jiangsu
Province. It is one of the most representative flood-fighting material reserve warehouses in China.
For this reason, this study chose the HFCMRC Zhenjiang Warehouse as the case example.
Interviews, document analyses, and observations were used for the data collection in this
case study. A series of face-to-face semi-structured interviews with managers and staff members
from the government sector (flood control and food control materials) and the business sector
(food control materials) were conducted from September 2017 to August 2018. The inventory,
invocation, and warehousing data of Jiangsu provincial flood control materials were provided by
HFCMRC and the HFCMRC Zhenjiang Warehouse.
4.2. Retrieval of Materials in Storage
In accordance with the types and quantities of materials that were used at the Jiangsu provincial
water conservancy and flood control material reserve center and in line with the warehouse’s size and
shelving arrangement, we selected five types of supplies: motor oil, life jackets, tents, outboard motors,
and powerful handheld flashlights. These supplies are most frequently used, have regular shapes,
and can be suitably placed on multi-level shelves. See Table 3 for the specific quantities of these items
in storage.
Table 3. Types, specifications, and quantities of materials in storage.
Material Specifications (Boxes/Bags) Total Quantity in Centralized Storage
Motor oil 0.4 m × 0.3 m × 0.3 m 200 boxes
Life jackets 0.75 m × 0.45 m × 0.55 m WYC86-5 type, 22,000 pieces, 91-YBtype, 10,000 pieces, total of 1600 boxes
Tents
0.4 m × 0.7 m × 0.2 m 150 pieces
Poles: length: 2 m, diameter: 0.15 m -
Outboard motors
0.5 m × 0.7 m × 1.2 m (25 HP) 60 pieces
0.4 m × 0.7 m × 1.0 m (18 HP) 100 pieces
0.5 m × 0.8 m × 1.2 m (40 HP) 100 pieces
Handheld flashlights 0.56 m × 0.44 m × 0.35 m 200 pieces, approximately 16 boxes
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4.3. Determining of the Intelligent Storage Area Location, Size, and Dimensions
According to the general construction plan of the Zhenjiang warehouse of the Jiangsu water
conservancy and flood control material reserve center, the warehouse’s storage room has a minimum
length and width of 30 m and 18 m, respectively. Because the location of the warehouse has not yet
been determined, the warehouse’s dimensions were set as 30 m × 18 m, which provided a total of
540 m2. This ensured that the design would be applicable to any storage area in the warehouse.
4.4. Facility Layout and Equipment Types of Intelligent Storage Area
(1) Selection of shelves
There are limited types of stored flood control materials. They have large batch quantities,
are often heavy and bulky, are not easily to manually carry, are not frequently used, and must be
accessed quickly when needed. In view of these characteristics, we considered the use of pallet racks,
drive-in racks, shuttle racks, and cantilever racks.
The specifications of the intelligent shelf storage locations in this study were preliminarily set as
1.5 m × 1.1 m × 1.5 m. Table 4 lists the advantages and disadvantage of the various types of shelves
and the other equipment required.
Table 4. Shelf types.
Shelf Type Advantage Disadvantage Price
Pallet racks Economical, convenient toset up and take down
Low storage density, requires many
lanes, usually 3–5 levels are used,
the height of the shelves must be
restricted and must generally be less
than 10 m
Low price
Drive-in racks High storage density Forklifts must enter shelves, accessinggoods may easily damage shelves Low price
Shuttle racks




Stored products must be uniform,








High price, difficult to access goods
after power outage or malfunction High price
From the above types of shelves, pallet racks and drive-in racks must be equipped with forklift
shuttle racks, and these warehouses must possess shuttles and forklifts. Intelligent access warehouse
shelves also must be equipped with forklifts. Among these types of shelves, the order of space
utilization of warehouses from large to small is as follows: intelligent access warehouse shelves, shuttle
racks, drive-in racks, and pallet racks. The total valuation of shelves in descending order is as follows:
intelligent access warehouse shelves, shuttle racks, drive-in racks, and pallet racks. The price of a
shuttle is 100,000 yuan, and a 500 square meter warehouse needs to be equipped with two to three sets.
The shelves can be customized. Here, they are specified to be 1.5 m × 1.1 m × 1.5 m. The prices of each
type of shelf are different, and the price of pallet racks is the lowest. A 500 square meter warehouse
needs three to four shuttles. Considering the low utilization rate of the flood control warehouse, we
can rent forklifts, which can save costs and avoid idle assets. The price of a forklift is approximately
500,000 yuan. If the decision is made to purchase a forklift, a Linde forklift or Zhejiang Nori forklift
is recommended. Furthermore, electric forklifts are economical and environmentally friendly and
require narrower lanes compared with diesel forklifts, thereby making electric forklifts more preferable.
Their price is between 60,000 yuan and 80,000 yuan.
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(2) Selection of pallets
Different countries have different pallet specifications. The most common pallet specification in
China is 1200 mm × 1000 mm, which is also one of the most common pallet specifications in Europe.
These pallets are low-price, flat, wooden pallets with good durability, which makes them well suited to
flood control materials, and they have a price of approximately Renminbi (RMB) 35–60 each.
When pallets are used to store materials, attention should be paid to the reasonableness of the
materials that are stored on the pallets. The materials should cover at least 80% of the pallet area,
the height of the center of gravity of the stored materials should not exceed two-thirds of the pallet
width, and the height of the materials above the pallet should not exceed 1200 mm. In this study,
the various types of materials, their quantities, and their stacking arrangements are given in Table 5.
The materials in this table were placed on shuttle racks, and generators and towed water pumps were
stored on the floor. If more materials are added in the future, they can be placed on shuttle racks
and placed at an upper level. Figures 2–6 present the schematic diagrams of the arrangements of
the materials.








Motor oil 200 boxes 1.2 m × 0.9 m × 0.8 m 9 90%
Life jackets 1600 boxes 1.1 m × 0.9 m × 0.75 m 400 82.5%
Handheld flashlights 16 boxes 1.12 m × 0.88 m × 0.7 m 2 82.1%
Tents 150 pieces
0.4 m × 0.7 m × 0.2 m 25 70%
Poles: length: 2 m,
diameter: 0.15 m 15 -
Outboard
motors
25 HP * 60 pieces 1.2 m × 1.0 m × 0.7 m 30 100%
18 HP 100 pieces 1.2 m × 1.0 m × 0.8 m 33 100%
40 HP 100 pieces 1.2 m × 1.0 m × 0.8 m 50 100%
* HP: horsepower.
 
Figure 2. Motor oil stacking model.
156
Water 2019, 11, 1537
 
Figure 3. Life jacket stacking model.
 
Figure 4. Flashlight stacking model.
 
Figure 5. Tent stacking model.
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Figure 6. Outboard motor stacking model.
4.5. Storage Location Allocation in the Intelligent Storage Area
We first arranged the warehouse’s internal layout (see Figure 7) in accordance with the existing
intelligent warehouse area and material storage needs.
 
Figure 7. Plan layout.
Compartment A and compartment B are both intelligent shelf areas, and compartment C is for
storing special materials, such as tent poles and very small amounts of materials. It is equipped
with ordinary shelves and cantilevered shelves. Compartment D is the pending area, which can
be used as the storage area for supplementary materials, such as generators, pumps, and other
supplies. Compartment A is approximately 11 × 18 = 198 square meters, compartment B is
approximately 12.1 × 7.5 = 84 square meters, compartment C is approximately 12 × 1 = 12 square
meters, and compartment D is approximately 12 × 6.5 = 78 square meters. The blank areas are the
lanes. The middle lane is 6 meters wide, and the other lane is approximately 3 meters wide. The upper
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part is the entrance, and the bottom is the exit. Temporary sorting areas can be established on both
sides of the entrance and exit. If a one-time delivery is sufficient, the upper entrance can be used as a
temporary exit to improve the distributional efficiency of flood control materials. In addition, if the
warehouse is subject to realistic conditions, the entrances and exits can also be combined together,
and the exit can be used as the entrance.
Based on our storage location allocation model and the flood control material warehouse’s material
use records, we assigned outboard motors, life jackets, tents, motor oil, and flashlights to one category,
and generators and towed water pumps to another category. The materials that are suitable for storage
in an intelligent warehouse were roughly divided into three areas: Area I contained outboard motors,
life jackets, and tents; Area II contained motor oil and flashlights; and Area III contained generators,
towed water pumps, and space for other materials that might be stored in the intelligent warehouse
in the future. The materials in Area I were the most frequently used and had high inventory levels,
the materials in Area II were frequently used but had low inventory levels, and the materials in Area
III were moderately used, had low inventory levels, and were very heavy, bulky, and difficult to move.
Therefore, we arranged the storage area in accordance with the material types and quantities and
the number of storage locations on the shelves. Type I materials were placed in areas A and B, with life
jackets placed in Area A and outboard motors and tents placed in Area B. Type II materials consisted
of tents, tent poles, and flashlights. Because of the close relationship between the tents and tent poles,
they were placed in Area C. Type III materials consisting of generators and towed water pumps were
placed sequentially on the floor in Area D.
After the materials had been placed in these sub-areas in accordance with the storage location
allocation principles, the materials could be quickly and precisely located and retrieved from the
warehouse, which increased the efficiency and facilitated their inspection, inventory, and maintenance.
Depending on their form, the shelves were classified into two main types. Type 1 consisted of
pallet racks, which required many lanes and had a relatively low overall spatial utilization rate. Type 2
consisted of close-packed shelves, including drive-in racks, shuttle racks, and an intelligent 3-D storage
area. These shelves required fewer lanes and used relatively little space.
The storage locations on the pallet racks are shown in Figure 8. A total of 90 storage locations were
situated on each level in areas A and B, and five levels could be used for the storage of existing materials.
 
Figure 8. Pallet-type shelf storage locations.
The type 2 close-packed shelves, including drive-in racks, shuttle racks, and intelligent 3-D storage
area shelves, could be arranged in the following manner. Objects could be placed horizontally on the
shelves, and the main aisles could be used to ensure that the life jackets could be stored and removed
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via separate pathways. There were 176 storage locations on each level and four levels of shelves, which
resulted in a total of 704 storage locations. See Figure 9 for a plan diagram of the storage locations.
Figure 9. Close-packed shelves.
Area C, which was used for the storage of tents and poles, had an overall volume of 5 m × 1.2 m ×
4 mm and a floor area of approximately 12 m2. The tent poles were placed on the shelves in bundles of
10 poles. The storage locations were at a vertical distance of 0.5 m from each other, their total height
was 3 m, and there were 12 storage locations. The size of the storage locations in the ordinary shelves
located on the right was 1.4 m × 1.0 m × 1.5 m. Each level had five storage locations, and there were
four levels. These shelves were used for the placement of small items, such as motor oil and flashlights
that required convenient access. Area D contained 78 m2 of empty space that could be used for the
storage of additional materials or to meet other needs in the future.
See Table 6 for the material parameters at the Zhenjiang warehouse.
Table 6. Material parameters.
Type of Material
Frequency of Storage and Retrieval





Life jackets 0.016 32 400
Tents 0.011 180 25
Outboard motors 0.011 220 113
Motor oil 0.011 120 9
Handheld flashlights 0.011 32 2
Our storage location optimization model was programmed using the MATLAB software and
yielded an H-function variation curve when run (see Figure 10).
The following conclusions can be derived from the curve in Figure 10. As the number of iterations
increases, the objective function value H steadily decreases and reaches a relatively constant value after
the number of iterations reaches 170. This indicates that the objective function has basically achieved
convergence. The final value was 1.44 × 105.
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Figure 10. Optimizing process.
The solution that was obtained above optimized the model using the genetic algorithm,
and MATLAB yielded the storage location allocation results for the close-packed shelves in different
areas at the Zhenjiang intelligent warehouse (see Table 7).
Table 7. Simplified storage location allocation results.
Materials Storage Location Allocation
Life jackets Area A, rows 1–11, columns 1–11, levels 1–4
Tents Area B, rows 1–11, columns 1–3, level 3
Outboard motors Area B, rows 1–11, columns 1–5, levels 1–2
Motor oil Area C, level 2
Handheld flashlights Area C, level 3
5. Conclusions
This paper introduces the intelligent storage of flood control materials in detail, including the
storage principles and allocation strategy, and establishes a multi-objective optimization model and a
simplified method for the allocation of flood control materials. Based on the optimization strategy
obtained from MATLAB, this paper empirically analyses the distribution of storage positions for the
provincial flood control materials in the Zhenjiang branch warehouse of Jiangsu Province and obtains
some good results. It can provide referential value and recommendations for effectively improving the
storage efficiency and management of flood control materials and reducing losses from floods.
Finally, we make the following related contributions.
(1) We scientifically assess the management of flood control materials. A flood control material
classification management system is established. It is based on the attributes, the quantity,
the occupied capital, and the frequency of the use of the flood control materials, and manages
each material following the principles of scientific classification and a rational layout. It can
be used to continuously improve the reserves and management of flood control materials and
emergency material supplies.
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(2) We draw on the strengths of the information management of flood control material intelligent
warehousing. The flood control material intelligent warehouse can guarantee the full-scale
information management and control of water conservation and flood control material storage,
while saving the maximum time, manpower, and material costs. In addition, it improves the
storage efficiency and management of water conservation and flood control materials, and hence
has bright application prospects. Fewer water conservation and flood control materials will be
discharged from the warehouse in smaller batches and on larger scales within shorter response
times using the Intelligent Warehouse Management System. Here, with the automation technology,
the capacity of the flood control material intelligent warehouse can be more than doubled, and the
warehouse capacity and utilization can be reinforced to accomplish higher land use efficiency.
In addition, the construction of the Intelligent Warehouse Management System provides important
support and guarantees for the application of water conservation, flood control, and emergency
rescue big data.
(3) Given that flood control materials are delivered with few varieties in larger quantities and smaller
batches and on larger scales, the system is subject to strong out-of-stock timeless and fast response
times. The previous studies on intelligent warehouse systems for commercial logistics were not
applicable to flood control material storage. Future research should focus on the technical research
and practical application of flood control and emergency materials. The key to storage efficiency is
optimizing the material allocation and the scheduling of the storage equipment. Further research
on the allocation of flood control materials and the scheduling of storage equipment based on
intelligent warehousing is urgently needed.
Of course, different types of intelligent warehousing technology and equipment have different
characteristics. When applied to other intelligent warehousing technology and equipment, the research
in this paper must adjust the model accordingly. In future research, we will further enhance the
generality of the model to solve these problems. In addition, we also hope that more emergency
logistics, such as drought-proof materials and wind-proof materials, will be included to optimize the
location allocation of intelligent storage of integrated emergency materials.
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Abstract: There is increasing interest in using Unmanned Aircraft Systems (UAS) in flood risk
management activities including in response to flood events. However, there is little evidence that
they are used in a structured and strategic manner to best effect. An effective response to flooding
is essential if lives are to be saved and suffering alleviated. This study evaluates how UAS can be
used in the preparation for and response to flood emergencies and develops guidelines for their
deployment before, during and after a flood event. A comprehensive literature review and interviews,
with people with practical experience of flood risk management, compared the current organizational
and operational structures for flood emergency response in both England and India, and developed
a deployment analysis matrix of existing UAS applications. An online survey was carried out in
England to assess how the technology could be further developed to meet flood emergency response
needs. The deployment analysis matrix has the potential to be translated into an Indian context and
other countries. Those organizations responsible for overseeing flood risk management activities
including the response to flooding events will have to keep abreast of the rapid technological advances
in UAS if they are to be used to best effect.
Keywords: drone applications; deployment time; monitoring; flood modelling; evacuation;
rescue; resilience
1. Introduction
In recent decades, significant flood events have affected many countries around the world
including those caused by Hurricane Katrina (Florida and Louisiana, August 2005), Hurricane Leslie
(France, October 2018) and the 2018 monsoon season in India (Kerala, August 2018). The impacts of
these flood events on people and communities are wide and varied and can be catastrophic. The Katrina
floods resulted in over 1100 deaths in Louisiana [1], with estimated economic losses of $149 billion [2];
the 2018 floods in France resulted in 14 deaths and over $500 million of damage [3]; whilst the 2018
Kerala in India floods resulted in more than 400 deaths, displaced 1.8 million people and caused
an estimated $3 billion worth of damage [4]. The last major flood event in England took place in winter
2015/2016, with December 2015 being the wettest month ever recorded in England. A total of 17,000
properties across the north of England were affected with named storms Desmond, Eva and Frank.
The total economic damages were estimated to be £1.6 billion [5].
Water 2020, 12, 521; doi:10.3390/w12020521 www.mdpi.com/journal/water165
Water 2020, 12, 521
Effective and efficient flood emergency response has a key role in reducing the adverse impacts of
flooding. Coordinating the response—including warning and informing prior to and during events,
evacuation prior to the flooding, the rescue of people and the organization of volunteers [6]—has been
a priority for governments in recent decades. Although there are clearly lessons to be learned from
experiences in other countries, often the detailed arrangements need to be context specific.
In England, revised flood emergency operational arrangements were put in place building on the
experience to date. These are outlined in the National Flood Emergency Framework [7]. The primary
aims of the emergency response include the protection of human life, the alleviation of suffering and
the restoration of disrupted services (e.g., water, electricity, transport). Within this framework and
based on documented command and control protocols, decisions are taken at the lowest appropriate
level with coordination at the highest necessary level.
In India, the Central Government has established the National Disaster Management Division
within the Ministry of Home Affairs. This Division has introduced various initiatives and set up
several organizations to deal with disasters, including floods. In 2016, a National Disaster Management
Plan was published to provide the overall direction and national goals. Under the plan, the various
ministries and departments at state and district levels have to develop their own specific management
and response plans, and related operating procedures [8].
Various emergency response activities rely on the information provided by monitoring, models
and multiple data sources. For example, in India hydrological and flood models are used by the
Central Water Commission for modelling and forecasting purposes [8] to provide water level and
river flow information to the authorities [9] with an online dissemination portal [10]. In England,
there has been a continuing interest in developing flood models for fluvial, pluvial and sea flooding [11],
with different data needs and outcomes [11,12], to help reduce the impacts on people, property and
critical infrastructure [13]. From the response side, emergency responders request and collate a varied
range of information, from aerial imagery to individual eyewitness reports, to support decision-making.
Different information is required pre-, during- and post-events. For instance, during a flood event
real-time or near real-time local information on how many people, buildings, and other infrastructure
are at risk is required [14]; post-event aerial imagery can provide vital and detailed information about
the extent of flooding and damage to properties [15].
In recent years, emergency responders have used Unmanned Aircraft Systems (UAS) to acquire
core information pre-, during- and post-events [16–18]. UAS are small and light (less than 20 kg)
remotely piloted aircraft generally equipped with a range of sensors for the collection of information.
There are two main types of UAS platforms: fixed wing and vertical take-off and landing (VTOL).
The former relies on wings that generate lift to fly, whereas VTLO rely on rotors. UAS can be equipped
with different sensors [19] from cameras to warning systems. RGB cameras are able to provide high
resolution imagery of up to 2 cm. Emergency responders in various countries have identified the
added benefits of UAS in humanitarian responses in terms of the rapid assessment of damage, such as
collapsed buildings or blocked roads and search and rescue operations [20,21]. In England for example,
during winter 2015/2016, UAS were used by the Environment Agency (EA) to assess smaller scale
flooding incidents in high detail; in particular, UAS were used to provide an up close and detailed live
stream of an inaccessible river breach. This enabled an effective and efficient assessment of the area [22].
However, the rapid uptake and continuous development of the technology have resulted in the ad-hoc
and opportunistic use of UAS over a strategic appraisal of how best to use them and for what purpose
pre-, during- and post-events. Various types of UAS missions have been identified as being used
in flood emergency responses (including strategic situation awareness, inspections, ground search,
water search, debris/flood/damage estimation and tactical situation awareness) with an indication of
the data products (e.g., images, videos, and orthomosaics) generated in the flights [18]). However,
there is not yet a purpose-driven approach defining which UAS products would be of benefit at each
stage of the preparation for and response to a flood event. The need of such logic-based decision
support approach has been identified by multiple research and governmental organizations within the
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context of catastrophe response in India and England through two knowledge exchange workshops
organized in Delhi (30 September 2018) and Bangalore (18 September 2019) within the engagement
activities organized by the EPSRC research project ’Emergency flood planning and management
using unmanned aerial systems’ (www.efloodplan.net). To the authors’ knowledge, a purpose-driven
approach detailing how and when UAS with specific embedded sensors should be used to collect data
to assist in flood event responses is not yet documented. It is envisaged that such an approach will be
context-specific and influenced by the nature of the flood events that occur within a particular area,
region or country, the data available from other sources, as well as the airspace regulatory framework
for UAS use.
Based on these premises, the aim of this study is to develop purpose led guidelines for the
efficient and effective deployment of UAS for flood risk management activities including emergency
response pre-, during- and post-event phases. We demonstrate how a deployment analysis matrix can
be designed and used to assist flood emergency response requirements in the context of catchment
response and the nature of flood events for England and explore its potential to be translated into
an Indian context. This will be achieved through the following four overarching objectives: (1) to map
out the current role of existing organizations involved in emergency response in England and India;
(2) to identify existing UAS applications within the components of a flood risk management system;
(3) to determine context-specific requirements for UAS products to assist in flood risk management
activities; and, (4) to develop an adaptive and transferable matrix analysis framework that can then
be used as the basis for guidelines for the effective deployment of UAS for flood risk management
activities leading to more resilient urban environments and including emergency response before,
during and after a flood event.
2. Materials and Methods
2.1. Flood Emergency Response in England and India and the Potential Use of UAS
The institutional arrangements for flood emergency response and the current and potential
applications of UAS technology were determined through a literature review and face-to-face interviews
with key personnel with detailed understanding of the flood response arrangements in England and in
India. England and India were selected for this study based on recent flood events occurring in these
areas (Cockermouth, England, 2015 and Kerala, India, 2018). A total of 14 interviews were held in
India (7) and England (7), including participants with experience in flood emergency response from
the national and regional authorities, private sector and Non-governmental organizations (NGOs).
A semi-structured questionnaire based on a set of twenty open questions was used (Supplementary
Materials). This format enabled the interviews to be focused on the research objectives, but with
the flexibility to evaluate responses and explore issues that emerged during interviews. The raw
data products (i.e., those are provided without extra processing or internet connection) and derived
products (i.e., produced by post-processing of the raw data products) produced by UAS applications,
as well as the key factors affecting UAS deployment and flight plan configuration were also identified
in the literature review. Additional information on the main applications and potential use of UAS
was also obtained from a knowledge exchange workshop organized in India within the engagement
process of the EPSRC research project “Emergency flood planning and management using unmanned
aerial systems” (Delhi, 30 May 2018). The UAS applications were grouped into a set of five flood
management components, which included flood warning, flood monitoring and flood risk assessment,
evacuation route identification, damage assessment and rescue.
2.2. Development of an UAS Deployment Analysis Matrix
This study uses a 3 × 3 matrix to identify potential uses of UAS in flood risk management
activities and as the basis of guidelines on the deployment of UAS for flood risk management activities.
A number of factors were considered for the x and y axes of the matrix when considering UAS
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deployment and flight plan configurations. The three main factors identified were related to catchment
size, flood source type, and phase of a flood event (Table 1). Catchment size influences the amount of
data gathered [23] and the type of UAS that is required to provide the spatial coverage [24].
Catchment flood response was chosen as one of the key factors because this gives an indication
of the time available to deploy an UAS and the use of particular applications and technologies in
a given situation. The catchment flood response was determined based on the time between the start
of a rainfall event and the potential for the flooding of properties. Based on climatic and catchment
conditions in England, the flood response was considered to be ‘slow‘ when flooding occurs more
than 8 h after the rain event, ‘medium’ when flooding occurs between 3 and 8 h and ‘fast’ when the
onset of flooding takes place in less than 3 h [25,26]. We also considered in the deployment analysis
matrix the phase in which UAS will be deployed in the overall approach to flood risk management
activities [27]: ‘pre-event’, ‘during-event’ and ‘post-event’ (Figure 1). Pre-event refers to activities
such as flood modelling activities, the construction of flood risk reduction assets and the planning
that will be needed to respond effectively to a defined flood magnitude (i.e., based on a return period).
During-event starts as soon as the first flood warning is issued, whilst post-event refers to the recovery
and clean-up phase when the water has receded and for example is no longer within people’s houses
or blocking transport routes.
Table 1. Key factors identified as relevant for the development of the Unmanned Aircraft Systems
(UAS) deployment analysis matrix.
Factor Description
Catchment
Catchment size Size of the catchment where the event has taken place [23,24]
Catchment flood response Catchment response to flooding after the rain eventoccurs [28,29]
Flood
Flood source type Source of flooding classified as groundwater, pluvial andfluvial [30]
Flood extent
The spatial coverage of the flood event and the associated
emergency response coverage (e.g., single scene, regional
coverage and national coverage) [31]
Response Emergency response phases Pre-event, during-event and post-event [27,32]
Figure 1. Format of the UAS deployment analysis matrix.
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Each of the nine cells within the matrix were populated with the UAS applications identified from
the literature review and via a second set of ten one-to-one interviews in England. The interviews
targeted specialists in the use of UAS for monitoring, surveying and incident response within the EA,
Cranfield University, University of Exeter and an independent expert in flood risk management who
had extensive experience of emergency responses at a senior level. During each interview, responders
were presented with a set of cards defining the UAS applications, the processing time required to obtain
the UAS products and the accuracy or resolution of such products. Processing time, accuracy and
resolution were defined based on values reported in the literature. Responders were able to allocate the
UAS applications with a given processing time and accuracy within the context of a recent flood event
in which they were involved. The data gathered in the matrix was analyzed to identify the consistency
between participants in allocating an application to a particular matrix cell. Consistency between
participants was assessed through direct comparison of the number of responses per application
and cell.
A workshop organized in India (Bangalore, 18 September 2019) helped provide insights about the
transferability of the designed deployment analysis to an Indian context. Discussions with experts on
flood risk management activities including emergency response in India were held to determine the
potential transferability of the matrix to other countries.
2.3. Technological Needs for the Use of UAS in Flood Emergency Response
To assess how the technology should be further developed to meet flood emergency response
needs, an extended online survey was also carried out (See Supplementary Materials for details of
the survey). The UAS applications—flood extent, flood depth and flow velocity—were selected as
they are considered to be key for making decisions during a flood event [33,34]. For the three UAS
applications, participants were asked about the current and desired time to process these specific
geomatics products and the associated accuracy requirements. Accuracy refers to the expected error
range in flood extent (m), flood depth (cm) and flow velocity (m s−1) in the generated geomatics
product. The survey was built in Qualtrics software and distributed to relevant experts and at two
flood risk management related events: Oasis Conference (London, 18 June 2019) and Flood and Coast
(Telford, UK, 20 June 2019). A total of 25 participants completed the survey. Data collected were
compared using descriptive statistics to assess the current and desired accuracies and time to process
each application. The information gathered enabled an assessment to be made as to whether there are
any knowledge and technology gaps that need to be addressed to achieve a desired time and accuracy
for a given application.
3. Results
3.1. Organizations Involved in Flood Emergency Response: England and India
Results from the literature review and one-to-one interviews highlighted that in England there
are over 17 organizations involved in flood emergency response. This is similar to the number in India,
where 16 key organizations were identified (see Supplementary Materials).
In England, the response to localized flooding is led by the local emergency responders without
any significant involvement from central government [35]. For some flood events, local responders are
supported by central government via Department for Environment, Food and Rural Affairs (Defra) as
the designated Lead Government Department for responding to floods. Defra normally co-ordinates
the cross-government response to lower level national flooding events (level 1) and manage it within
the department. As the extent and impact of the flooding increases, it is likely that there will be
increasing involvement by others in central government with the activation of the Cabinet Office
Briefing Room (COBR), which brings together ministers, seniors government officials, representatives
from national response agencies and organizations impacted by the flood event. Level 2 events (serious
impact) are still coordinated by Defra but through COBR. More serious events (level 3—catastrophic)
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are fully escalated to central co-ordination by the Civil Contingencies Secretariat within COBR [7]
(Figure 2). The Army and other military forces may be requested to help in a flood response [36].
 
Figure 2. Schematic diagram of flood emergency response in England showing the main agencies and
groups involved, the levels of emergency responses at the local level (operational, tactical, strategic),
the categories of responding organizations (Category 1 and Category 2) and the likely government
arrangements (from local response to central direction from COBR) which depends upon flood extent
(local, regional, cross-region and national). Category 1 comprises the organizations that are at the
core of the response to most emergencies, whereas Category 2 responders are co-operating bodies
involved in incidents that affect their sector. The color schemes in the government arrangements
reflect the increasing levels of emergency response (from green to red). COBR: Cabinet Office Briefing
Rooms, Defra: Department for Environment, Food and Rural Affairs, MHCLG: Ministry of Housing,
Communities and Local Government, RED: Resilience and Emergency Division, and LGD: Lead
Government Department.
At present, there are a number of organizations that may use UAS during a flood event.
These include the EA, the Fire and Rescue Service, the Police and insurance companies as well
as private individuals. As an example, in England, the local or national incident responders may
request the deployment of UAS to the specialist Geomatics Team of the EA to provide information
related to flood damage and impacts [37]. The Geomatics Team will evaluate if UAS are the most
appropriate means of obtaining the information. One of the interviewees informed us that arrangements
are in place that allow the EA’s Geomatics Team to deploy UAS in any part of England within six hours.
The UAS images can be sent via a live feed to an EA incident room. The decision as to who will fly UAS
in a particular situation is agreed locally event by event. To date, there is not an established approach
to decide which organization will fly UAS for what purpose during and after an event. This can result
in a duplication of effort or in important information not being gathered during a particular event.
India also has a tiered approach to flood emergency response (Figure 3). The national government
develops policies and provides advice and assistance when there are major events, whilst the States
are the responsible for carrying out risk assessments and planning and implementing mitigation
measures [8]. At the district level, flood events are categorized into three levels of impact [38]: Level
1—there are sufficient resources and capacity to respond at the district level; Level 2—the impact is
beyond existing capacities and support from State agencies is needed; and Level 3—the impact is
beyond the existing capacities of district and state resources and support from national agencies is
needed (Figure 3). If an emergency escalates beyond their capabilities, the local administration must
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seek assistance from the district administration or the State Government. If the State Government
considers it necessary, it can seek central assistance [8]. The Ministry of Water Resources (river flooding)
and Ministry of Urban Development (pluvial flooding) function under the overall guidance of the
Ministry of Home Affairs [8,39] when responding to flood events.
In India the police, navy and army have permission to fly UAS for security and rescue reason.
However, as in England, there is not an established system to deploy UAS in flood emergency response
activities. For example, in the 2013 Uttarakhand floods, the National Disaster Response Force (NDRF)
deployed UAS with technical support from research institutions [40,41]. The Indian security forces and
the Indo-Tibetan Border Police also deployed UAS to assist in the relief efforts of the National Disaster
Response Force by helping find survivors in remote locations [42] and in areas cut off by landslides [43].
During the interviews performed in Delhi, Indian participants highlighted the opportunities to use
UAS at the district level by the District Collector, who is responsible for district-level responses to
a flooding event.
 
Figure 3. Schematic diagram of flood emergency response in India showing the main agencies and
groups involved and the levels of emergency responses (level 1, level 2 and level 3) which depends
upon the flood extent (district, state, cross-states, national).
3.2. The Potential Use of UAS in Flood Emergency Response
From the existing scientific literature, sixteen UAS applications that could be used in flood risk
management activities were identified. The UAS applications can be assessed in terms of their use
before an event in flood risk assessments, determining terrain elevations, flood extent modelling,
identifying evacuation routes and flood warning. During an event to inform responders about
actual flood extents, flood sources and routes, whether evacuation routes remain clear, identifying
people in need of rescue and provision of emergency relief supply. Post events as part of damage
and impact assessments. UAS raw products included high definition (HD) video, infrared imaging,
Red-Green-Blue (RGB) imagery, RGB video, RGB video streaming and thermal imaging. A total of
fourteen post-processing outcomes were identified: those derived from models (e.g., flood models,
evacuation models), bespoke algorithms (e.g., image feature recognition), UAS-specific software (e.g.,
terrain elevation measurements) (Table 2).
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3.3. The UAS Deployment Analysis Matrix for England: Pre-, During- and Post-Event
Results (Figure 4) showed that pre-event for all catchment responses, the UAS applications were
primarily concerned with digital elevation models for use in flood models, the condition of flood risk
management assets, identification of safe shelter points and evacuation routes and providing warnings.
During the event applications providing information in real-time were prioritized. A combination
of rapid visualization with high resolution of flood extent and flood depth were chosen. This can be
provided with the current UAS technical capabilities. In fast response catchments, the participants’
preference was for flow velocity with medium accuracy (instead of high accuracy). Additional time
and costs are needed to achieve higher accuracies. Real-time applications relating to rescue activities
(i.e., identification of safe shelter points, detection of stranded people and delivery of ad-hoc supplies)
and damage assessment (i.e., visual detection of affected properties) were also identified as priorities.
Participants stated that applications requiring more than 4 h of processing time to generate products
are unlikely to be of use to responders in many flood events.
With the limitations of current UAS applications, the updating of evacuation routes was identified
as being important only in catchments with a flood response longer than 12 h or where the duration
of flooding in a faster responding catchment persists for more than 12 h. Applications that need
more than 48 h of processing time, such as modelling flood extent and the identification of resilience
and resistance measures, were still identified as being important as the data collected can be used
subsequently to improve flood models and the response for future flood events.
During an event time is the priority, whereas after the event accuracy was most relevant. The focus
in post event data collection was on the provision of more precise information for flood extent, flood
depth and flood source so that flood impact can be estimated more accurately. After an event, there is
also a continuing need for information that will assist with the rescue and recovery activities and the
estimation of property level flood impacts.
3.4. Preferences in England for UAS Applications in Flood Emergency Response
The online survey evaluated the existing and desired processing time and accuracy in UAS
applications for flood emergency response in England, as a way to determine whether technological
development is needed to better inform emergency response. Results from the online survey indicated
that 44% of participants currently have access to flood extent data within 12 h, with accuracies from
2 cm to 50 m. Only 3 of the 25 participants indicated they have access to flood extent data in less than
1 h with accuracies between 1 and 50 m. The preference of 52% of the participants was to have access to
flood extent data within 0.5 h (i.e., near real time) with an accuracy of <10 m. There was also another
significant group of participants (28%), who would seek to have access to flood extent data within 12
to 24 h with an accuracy of <10 m. Similarly, for flood depth and flow velocity respondents considered
that having data more quickly with improved accuracy compared with the current products would be
of benefit, with a desire for data to be available in <0.5 h with accuracies of 1 to 5 cm in flood depth
and 0.1–0.5 m s−1 in flow velocity (Figure 5). There are current UAS technologies that are able to meet
these requirements (Table 2).
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Figure 5. (a) Actual and preferred accuracy values and time needed to process flood extent, flood depth
and flow velocity. The marker indicates the average of flood extent, flood depth and flow velocity,
whereas the vertical lines shows the minimum and maximum values. The number of participants with
a preference for a given combination are indicated against each measure. (b) Type of organizations that
completed the survey. (c) Participants’ experience level in flood emergency response, remote sensing
and UAS. Results obtained from 25 participants.
For flood extent 13 participants considered time more important than accuracy when generating
a product that will assist flood emergency response, whereas 12 participants thought accuracy was
more important than time. Some participants stated that the most important factor for them was the
trustworthiness of the data source. For flood depth (16) and flow velocity (17) participants were more
interested in improved accuracy than in the time taken to obtain the data.
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4. Discussion
4.1. A Purpose-Driven Approach to UAS Deployment in the Context of Flood Emergency Response
The operational use of UAS in flood emergency response is still limited [69]. A more systematic
analysis of their application and capabilities in relation to their use in flood risk management including
as part of an effective response to an event is, therefore, required if a purpose-driven approach to their
deployment is to be realized.
During Storm Desmond in Cockermouth (Cumbria, England) in December 2015, more than 300 mm
of rain fell over a 24 h period with an estimated <1% annual exceedance probability for both rainfall
and river flows [70]. The Ministry for Housing, Communities and Local Government—Resilience
and Emergencies Division (DCLG-RED), the Department for Environment, Food and Rural Affairs
(Defra) and the Cabinet Office Briefing Room (COBR) were involved in coordinating the emergency
response and supporting the local Cumbrian Strategic coordinating Group (SCG) [71]. UAS were
used in Cockermouth during and after the storm to estimate the flood extent and identify impacted
properties [72]. However, the use of UAS in Cockermouth could also have facilitated the identification
of different types of flood sources (e.g., pluvial versus fluvial), as highlighted by [15]. In 2015 the range
of applications UAS could be used for and how best to deploy them during flooding events had not
been studied in a systematic way and, therefore, they were used in a reactive rather than strategically
planned way.
Kerala is one of the Indian States that experiences the highest monsoon rainfall every year [73]
and was affected by flooding in August 2018. The rain caused thousands of landslides in mountainous
regions. Nearly 500 people died in the event [74]. Parts of the city of Cochin—the commercial capital of
Kerala—were flooded, with a 90% increase in water cover and a water level rise of up to 5 m to 10 m [75].
As a result, major infrastructure assets including the airport, roads and railways had to be closed for
safety reasons. The government issued evacuation orders and deployed the National Disaster Response
Force teams within the area. During the emergency response over 223,000 people were evacuated to
emergency relief camps [76]. UAS were used in Kerala to support rescue operations [77] and deliver
aid [78]. There were also examples of people using UAS independently of the official response.
Although in both examples UAS were used in the response, the full capabilities were not necessarily
exploited and the deployment of UAS was largely uncoordinated within the emergency response.
The deployment analysis matrix developed here will enable those involved in flood risk management,
including incident response, to take a structured approach to determining how best to use and deploy
UAS within their specific context. The matrix-based approach will enable guidelines to be produced for
the purpose-driven deployment of UAS within flood risk management activities including emergency
response, as we discuss in the next section. This will help reduce duplication of effort and ensure the
timely capture of important information that can be used to inform the current and future responses.
4.2. Guidelines for the Deployment of UAS within Flood Risk Management Activities Including
Emergency Response
There are many benefits that can be derived from the use of UAS, to help reduce flood risk and the
impacts on people, properties and the economy, if they are deployed in a structured and considered
way that are currently not being fully utilized or exploited. The use of UAS has to be considered within
the strategic planning for flood risk management activities including the response to flood events.
This can build on experiences from the development of integrated flood forecasting, warning and
response systems [79,80] and the use of real-time modelling to assist flood emergency response [81].
Our deployment matrix approach can be used as the basis for developing guidelines for the use of
UAS within flood risk management before, during and post events. These guidelines are summarized
in the following paragraphs.
Before a flood event:
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• There is time to produce digital elevation and surface and terrain models which can then be
used within flood models to estimate, for a given return period rainfall event, the likely extent,
depth and velocity of flooding. The information produced can also be used to identify locations
for temporary barriers, shelter points and evacuation routes.
• Flood models can be used to identify the likely fluvial, pluvial and coastal sources (e.g., [15]) and
routes of flooding and can then enable potential evacuation routes to be identified (e.g., [82,83]).
• If flooding has been forecast for a particular area, UAS-based audio systems can be used to provide
audible warnings to those at risk.
During a flood event:
• High levels of accuracy are often not a priority. The timeliness of the information being available
to inform the response activities is paramount.
• Providing information in real-time is key as it enables effective prioritization of emergency
response actions including: to identify where to deploy maintenance crews to deal with blockages
and low spots in defences which are giving rise to unexpected sources of flooding; to identify
whether the flooding is developing in line with modelled predictions in terms of extent and depth;
to determine whether flooding is occurring in areas outside of those predicted by the models;
to assess whether evacuation routes remain clear of flooding; to identify people and properties
impacted by the flooding.
• During an event, typically time is limited to carry out new simulations [14]. During the event
responders potentially identify gaps in the existing flood emergency plan (i.e., location of shelter
points, evacuation routes, knowledge about resistance and resilience measures). However,
in an event that exceeds the planned preparedness plan, it may be necessary to rerun the
evacuation routes models.
• UAS can be used to determine the extent, depth and velocity of the flooding and the properties
impacted. This information can be extremely valuable after the event to calibrate and refine the
models and to determine whether additional flood risk reduction measures are required.
• Many organizations are involved in responding to flood events [81]. The use of UAS should
be discussed well in advance of any need to deploy them including what information will be
collected, how, by whom and for what purpose.
• UAS of the correct specification, including specified sensors and trained pilots will have to be
available for deployment within an agreed standard of service.
After an event:
• UAS can be used to help determine the impact on people, properties and infrastructure, the flood
extents and depths, and in identifying where best to deploy those still involved in rescue activities
and in the recovery operations.
• UAS can be used to collect information that enable the calibration and validation of those models
used pre-event for flood prediction purposes. Data collected at this stage will also look at features
highlighting flood impact (e.g., properties affected). The EA with its strategic overview role for
flood risk management in England would be well placed to develop guidelines for the use and
deployment of UAS in this context and then to oversee their implementation.
4.3. Selecting the Correct UAS Platform
Multiple UAS platforms are available for use. The selection of the most appropriate platform for
a particular application is a complex task. Factors that need to be considered include the capability of
the gimbal to integrate the payload, weather conditions, the extent of the area to be flown, and the
availability of pilots with the rights skills and regulatory permissions. UAS can be classified into
vertical take-off-and-landing (VTOL), fixed wing and hybrids [84]. In Rivas et al. [85], the authors
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highlight that VTOL UAS are able to hover over a point and provide high resolution still imagery
whereas fixed wing platforms enable wide area surveying [85,86].
The flooding of large areas, which will most likely occur in catchment areas with a slow response
to floods, will require the use of fixed wing rather than VTOL platforms, as the former have longer
endurance, although they are more difficult to fly and require specific training [87]. However, some fixed
wing platforms do not have the capability of slowing down to speeds that enable them to collect high
resolution imagery. Rivas Casado et al. [85] report 8 h to map the river channel of a 1.4 km reach,
when using a rotor platform (Falcon 8 octocopter, ASCTEC, Krailling, Germany) whereas the same
author reported a coverage of 142 ha within four hours in two flights undertaken with a Sirius Pro fixed
wing [15]. Fixed wing platforms such as the Sirius Pro enable flights of up to 50 min at a cruising speed
of 18 m s−1 [88]. In certain locations, VTOL UAS will also be required to overcome the limitations of
terrain in terms of take-off and landing [19]. VTLOs can hover on site with high location accuracy and,
therefore, take more detailed photographs at locations of interest. Hybrid models are able to combine
the advantages of both fixed wing and VTOL platforms. The WingtraOne PPK VTO is a hybrid rotor
and fixed wing platform able to provide Ground Sampling Distances of 0.7 cm/pixel and map 400 ha in
a single flight [89]. The battery endurance is 55 min. The platform is able to fly under wind conditions
of up to 45 km h−1 in cruise and up to 30 km h−1 for landing.
Battery endurance can also compromise performance. Overall, fixed wing platforms provide better
battery endurance than VTOL platforms. Figure 6 and Table 3 show an alternative classification for UAS
based on battery endurance and work range. Low-cost close range UAS include platforms with a range
of generally up to 5 km and an endurance time of less than 45 min. Examples of such platforms include
standard small VTOL platform such as the DJI Phantom 4 Pro (DJI Technology Co, Shenzhen, China)
which can fly continuously for over 30 min [90] at a maximum speed of 20 m s−1. Such platforms will
be suitable to cover small catchments or specific areas of medium to large catchments. More expensive
close-range platforms offer a working range of up to 50 km with battery endurance of up to 6 h.
The mdMapper4-3000DμoG VHR VTLO (microdrones) is an example of such a platform able to capture
RGB imagery at a ground sampling distance (GSD) of up to 0.6 cm/pixel [91]. The platform has an
endurance of approximately 40 min when flying at an altitude of 120 m. The UAS can cover between
64 ha (80 mm lens, GSD = 0.6 cm/pixel) and 150 ha (35 mm lens, GSD = 1.3 cm/pixel) at a constant
speed of 5 m s−1 within a single flight. A fixed wing example of a close-range platform is the Sirius Pro
(Topcon Positioning System Inc., Livermore, CA, USA) which has a 50 min flight endurance and is able
to operate under windy conditions (50 km h−1) with gusts of up to 65 km h−1 [92]. Another example is
the eBeeX which is able to gather RGB imagery at 1 cm/pixel and cover 220 ha in a single flight when
flying at an altitude of 120 m. Short-range, medium-range and high-endurance platforms all require
runways for their deployment and, although they provide a larger working range and endurance,
are difficult to deploy in urban settings, especially during flood events.
In large flooded areas, there is likely to be a need to coordinate the deployment of multiple UAS
within an affected area. The surveying of large areas will result in larger data sets and this will have
a consequential impact on the time taken to generate products. More stable and perhaps heavier
platforms, such as the microdrone md4-1000 [93], are needed for more extreme wind and rainfall
conditions. Additional advances will enable the miniaturization of sensors, enhance the level of
autonomy, increase battery life and the capability of flying in more extreme weather conditions.
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Figure 6. Simplified classification of UAS platforms based on their work range (km) and battery
endurance time (h). The different classes include low-cost close-range (CR), close-range (CR), short-range
(SR), medium-range (MR) and high-endurance (Endurance) platforms. A full description of these
classes is provided in Table 3.
Table 3. Description of the simplified classification of UAS.
UAS Type Range (km) Endurance Time (h) Remarks
Low cost close range 5 1/3—3/4
This type includes Micro and Nano air
vehicles, low altitude flying with
a maximum altitude of ca. 1000 m,
no need for runways.
Close range 50 1—6 Need runways, altitude up to ca. 1500 m.
Short range 150 8—12 Need runways, altitude of a fewthousand meters.
Mid-range 650 - Need runways, altitude up to 9000 m.
Endurance 300 36 Need runways, altitude of 20,000 mor more.
4.4. The Deployment Decision Approach to an Indian Context
Our deployment analysis matrix approach for the use of UAS in flood risk management activities
in England has the potential to be transferred to other countries (e.g., India) with different climatic,
topographic and socioeconomic contexts. In India, environmental conditions can be extreme in terms
of the intensity and extent of the rainfall. Transferability of the matrix will need to take into account
the catchment response. In India, some catchments are of a larger scale than those in England and
can be flooded for weeks with a need for recurrent monitoring of large areas. One of the challenges
faced is the need to evacuate large numbers of people over extended areas in a short period [82].
The size of the areas affected will require the deployment of certain types of UAS (Section 4.3) for
particular applications. In India, rural areas can also present access, travel time and maintenance
challenges [82,94] with landslides limiting access to remote areas [95,96].
5. Conclusions
UAS are currently used in a largely ad hoc manner in flood risk management activities with
practice differing significantly even within countries. Even so, their use has proved to be beneficial.
However, if they were to be used in a purpose-driven and strategically coordinated way, they can
provide more coherent and targeted information that will have added value for flood risk management
activities, including during the response to events. The data and information produced by UAS can
be used to improve flood risk management activities, structures, tools and approaches helping to
reduce flooding and its associated impacts on people, properties, infrastructure and the economy.
180
Water 2020, 12, 521
We have identified a range of products that can be delivered by UAS and have developed an analysis
matrix approach to help target their deployment. The UAS deployment matrix forms the basis for
developing guidelines to assist those involved in flood risk management activities, including emergency
responders, in developing a more strategic and targeted approach to the use of UAS before, during
and after flood events. The approaches developed will need to be context specific including who
will use what type of UAS and for what purpose before, during and after an event. The deployment
matrix we have developed for England has the potential to be translated into an Indian context, and in
other countries.
Further research should focus on exploring future technological developments of UAS platforms
and sensors, their potential applications within a flood emergency response context and how these
will feed into the existing deployment guidelines. Technological developments would be particularly
helpful in the miniaturization of sensors, their integration on more stable UAS platforms and increased
flight (i.e., battery) endurance. The fast pace of technological advances within the field of UAS
requires a flexible and adaptive approach, which facilitates operational uptake as soon as advances
are commercially available. The various organizations involved in the use of UAS in flood risk
management will have to keep the deployment guidelines under review if they are to make the best
use of the available and developing technologies to achieve flood management and resilience targets.
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Abstract: Understanding and improving public flood risk perception is conducive to the implementation
of effective flood risk management and disaster reduction policies. In the flood-prone city of
Jingdezhen, flood disaster is one of the most destructive natural hazards to impact the society
and economy. However, few studies have been attempted to focus on public flood risk perception in
the small and medium-size city in China, like Jingdezhen. Therefore, the purpose of this study was to
investigate the public flood risk perception in four districts of Jingdezhen and examine the related
influencing factors. A questionnaire survey of 719 randomly sampled respondents was conducted in
16 subdistricts of Jingdezhen. Analysis of variance was conducted to identify the correlations between
the impact factors and public flood risk perception. Then, the flood risk perception differences
between different groups under the same impact factor were compared. The results indicated that
the socio-demographic characteristics of the respondents (except occupation), flood experience,
flood knowledge education, flood protection responsibility, and trust in government were strongly
correlated with flood risk perception. The findings will help decision makers to develop effective
flood risk communication strategies and flood risk reduction policies.
Keywords: flood risk perception; natural flood management; disaster mitigation; flood-prone city;
questionnaire survey
1. Introduction
Natural disasters are a major threat to the social and economic structure and they can easily wipe
out the wealth accumulated in the past. In the future, flood risk is projected to increase in many regions
due to effects of climate change and an increased concentration of people and economic properties [1,2].
Besides, the natural disaster frequency appears to be increasing in recent years [3], and the threat to
development and economic losses from flood disasters are increasing too. Although many efforts have
been done to reduce the risk and damage from natural disasters, floods remain the most devastation
natural hazard in the world (World Bank, 2012). In 2017, Emergency Events Database (EM-DAT)
data showed 318 natural disasters in the world, affecting 122 countries. These disasters resulted in
9503 deaths, 96 million people affected, and $314 billion in economic losses. Among them, nearly 60%
of the population affected by the disaster in 2017 were affected by the flood. Similar to previous years,
China was the most disaster-affected country, with 25 events (c): 15 floods/landslides and 6 storms.
During 2006–2015, flood disasters in China killed 6641 people, affected about one half billion people,
and caused more than US$87.5 billion damage (https://www.cred.be).
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In order to study and reduce the negative impact of flood disasters on society and economy, researchers
began to pay attention to flood risk assessment and flood risk management. Many researchers studied
the objective flood risk, such as flood occurrence probability, flood inundation, and economic loss based
on risk perspective. Other researchers believe that the subjective factors of the individuals can influence
the judgment of the objective flood disaster risk. One of the important factors is the individuals’ flood
risk perception, and it has become an important topic to policy makers that are concerned with flood
risk management [4]. Generally, risk perception refers to people’s beliefs, attitudes, judgements and
feelings towards events, and researchers believe that flood risk perception is the direct cause of flood
risk prevention awareness and response behaviors [5–7]. Studying people’s risk perception level is
conducive to the implementation of effective flood risk management and disaster reduction policies,
which has very important practical significance [8,9]. This is because:
1. People’s behaviors are influenced by their risk attitudes towards the event;
2. People with different characteristics have different attitudes toward the same kind of event, and
this difference can be useful for improving flood risk control and management;
3. Existing flood control engineering measures can reduce the real flood risk, but human behaviors is
irrational, and their understanding of things is not sufficient, which can easily lead to behavioral
deviation. It is difficult to achieve the desired results by only using technical means to reduce the
risk of flooding;
4. Residents are both victims of disasters and executors of flood disaster prevention and mitigation
policies. Studying their flood risk perception is helpful to understand their attitudes towards
policies and possible behaviors.
Actually, research on risk perception began in the 1940s, when Gilbert White published the
human adjustments to floods in the United States [10]. White found that people’s behaviors could be
directly affected by their previous flood experience, which created a precedent for study on human
dimensions of risk in a multi-hazard environment [11,12]. The key early paper about public risk
perception was written in 1960s by Chauncey Starr. Starr explored the correlation between the social
acceptance of technological risks and the perception of social benefits and justified social costs from
these technologies [13,14]. This method of revealed preference influenced the subsequent research.
In 1978, Fischhoff and Slovic first proposed the use of psychometrics to assess risk. They used a
scaled questionnaire of expressed preferences to directly capture people’s different perceptions of risk
and benefits, responding to limitation of Starr’s revealed preference [15]. In the flood disasters area,
relevant studies are based on their research, using psychological experiments and social surveys to
assess people’s flood risk perceptions. These studies on flood risk perception are mainly:
1. Study the risk perception of different subjects. These subjects include ordinary people [16,17],
rural households [2,18], farmers [19,20], students [21], and tourists [4].
2. Identify and analyze a number of impact factors of flood risk perception. These impact factors
include perception about the cause of hazard [9,22–25], previous flood experience [9,26–29],
respondent’s demographics [27,28], geographic location [28,30], residential history [28,31],
the perception of responsibilities [32–34], trust in local government or institutions [27,33], different
information source [30,35,36], and the public knowledge of risk mitigation actions [28,33,35].
3. Study the application of flood risk perception in actual flood disaster reduction [27,33,37,38].
For example, Daniel, etc. found the households’ choice to purchase flood insurance was positively
and significantly correlated with risk preference data and subjective risk perception data [38].
Paul, etc. studied the flood risk perception and implications for flood risk management such as
flood protection plans in the Netherlands [37].
4. Study different risk perception measurement paradigms and indicators of risk perception.
Psychometric paradigm and heuristics were the influential and popular theoretical framework
in risk perception research [15,39,40]. With regard to the indicators of risk perception, Miceli
indicate that flood risk perception encompasses both cognitive (likelihood, knowledge, etc.) and
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affective (feelings, perceived control, etc.) aspects. Most studies use a different set of items to
measure the flood risk perception. However, Gotham [41] and Horney [42] measured the risk
perception with only one item or question.
Although China is a country with a long history of flood disasters, few studies have assessed the
flood risk perception and analyzed the influence factors of flood risk perception. Kellens reviewed
57 studies of flood risks perception in leading journals and found the study of flood risk perception is
mainly in the Western world (more than 40 studies) [43]. Related research in China is still in its infancy,
and the published literature is very limited. Besides, the current study areas were usually rural area or
the area near the river, less concerned about the differences of flood risk perception in different regions
of the same small and medium-sized and flood prone city. Given the lack of research of flood risk
perception in China and the significance and important role of risk perception research in flood risk
management, the aims of this study are
1. to evaluate the public flood risk perception in Jingdezhen City and compare the flood risk perception
differences between the different districts,
2. identify the key impact factors of the flood risk perception of respondents,
3. to examine the influence of the impact factors of the flood risk perception, and
4. to discuss the recommendations for the flood risk reduction measures based on the public flood
risk perception.
2. Materials and Methods
2.1. Study Area
The study was undertaken in the Jingdezhen City as it is seriously affected by floods almost
every year, causing huge economic losses and wide impacts. At the same time, Jingdezhen City is a
typical small and medium-sized city in China, with rapid social and economic development. The local
economic structure is more fragile than the bigger cities, and the structure and function of the river
network can be more easily damaged.
In addition, the Jingdezhen government is also actively developing Integrated Flood Risk
Management Plan to reduce the flood risk and it is expected to provide reference for other small
and medium-sized cities in China. The concept of the plan is fully realized by the transition from flood
control to flood risk management, combining engineering and non-engineering measures to form a
comprehensive flood control and disaster reduction system for cities and meeting the needs of the
whole society for water security. Therefore, it is very practical to choose Jingdezhen City as a research
area. This study is one part of the proposed Integrated Flood Risk Management in Jingdezhen City.
Jingdezhen is located in the northeast of Jiangxi Province, China, and it belongs to the transition
zone between the extension of Huangshan Mountain, Huaiyu Mountain and Poyang Lake Plain
(as shown in Figure 1). It lies between 116◦57′–117◦42′ E longitude and 28◦44′–29◦56′ N latitude.
Jingdezhen City covers a total area of 5256.23 km2 and governs two counties and two districts, namely
Leping County (1982.76 km2), Fuliang County (2580.84 km2), the Changjiang District (391.83 km2), and
Zhushan District (30.80 km2). The agricultural land, construction land, and unused land in Jingdezhen
City are 4754.47 km2, 355.9 km2 and 147.8 km2, respectively, accounting for 90.4%, 6.8%, and 2.8% of the
total area of the city. The highest and lowest elevations in Jingdezhen are 1618 m and 20 m, respectively,
with plains on the southern part having an average altitude of 200 m. This region is characterized by a
subtropical monsoon climate, with abundant sunshine and rainfall. The annual average temperature
is 17 ◦C and the annual average sunshine time is 2009.8 h. The annual precipitation is 1763.5 mm,
and the distributions of precipitation are quite uneven, with about 46% of precipitation occurring in
the rainy season (from April to June). In the past 10 years, the economy of Jingdezhen has grown at
an annual rate of more than 8%. In 2017, the regional GDP reached 87.825 billion Yuan. At the end
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of 2017, the total resident population was 1.665 million, of which the urban resident population was
1.098 million.
Figure 1. Study area: Jingdezhen City, Jiangxi Province, China.
Jingdezhen City is prone to floods. On the one hand, this is due to the extreme rainfall and
flow during the flood season. Taking the flood in 2016 as an example, the city’s 24-h average rainfall
exceeded 200 mm with a return period of 20 years and the maximum flow of the Changjiang River
was 7090 m3/s. The flood return period of the main stream of the Changjiang River was 20 years,
and some river sections were 50 years. On the other hand, Jingdezhen City lacks an effective flood
control and drainage project. The existing flood control project can only defend floods with 5–8 years
return period. The drainage site design standards are low as well, and some sites stopped working
due to flooding. Besides, the length of the urban drainage pipe network is only 26.4 km and only 19%
meets the drainage standard of 1-year return period flooding event. Meanwhile, Jingdezhen City has
problems with its drainage pipe network, such as many bottleneck pipe sections, mild pipe network
slopes, and insufficient pipe network outlet, resulting in regular flooding in Jingdezhen City.
Floods in Jingdezhen City
The climate of the Changjiang River Basin in Jingdezhen is significantly changeable, and the
precipitation distribution is extremely uneven. The central city of Jingdezhen is located on both sides
of the Changjiang River and its tributaries, the Nanhe River and the Xihe River. The terrain along
the rivers are low, with an elevation of 24–31 m, which is threatened by floods. In 1955, 1996, 1998,
1999, 2010 to 2012, 2016, and 2017, the floods occurred in the Changjiang River, which caused serious
flooding in Jingdezhen City, resulting in large economic losses and social impact.
According to historical records, in 1998, Jingdezhen City suffered a serious flood. The flooding
time in the urban area reached 94 h, and the water depth in the urban low-lying area reached 10 m.
The urban flooded area reached 31.4 square kilometers, accounting for 94.6% of the total urban area.
Besides, the flood affected 354 thousand people and caused 3.23 billion Yuan damage. The flood in
2010 was also very serious, affected 32.52 thousand hectares of crops, with 666.8 thousand people
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affected and 1284 collapsed houses. The direct economic loss was about 2.96 billion Yuan. In 2016,
from 4 pm on June 18 to 4 pm on the 19th, the rainfall in the Changjiang river basin reached 200.9 mm.
The flood level of Dufengkeng Hydrological Station increased by 9.35 m in one day. The city has
relocated a total of 119.7 thousand people, which was the largest relocation number of people since the
past 10 years. And the direct economic losses amounted to 1.90 billion Yuan.
2.2. Sample Selection
All four districts were chosen as survey sampling sites because the floods affected all of them and
the comparison was need latter. In the heavily flood-hit areas and those in city center, more subdistricts
were selected, while fewer subdistricts were chosen in less affected areas. Changjiang District and
Zhushan District are the urban centers of Jingdezhen City. The population is large and concentrated.
The Changjiang River passes through these two areas and has many low-lying areas. There are more
affected populations, so more questionnaires have been set up. Fuliang and Leping are far away from
the city center, and their populations are relatively scattered. It is difficult to carry out all investigations
in these two areas, thus fewer questionnaire surveys have been set up. As a result, five subdistricts
were selected in Changjiang District, eight subdistricts were chosen in Zhushan District, one subdistrict
was selected in Leping County, and two townships were selected in Fuliang County.
2.3. Questionnaire Design
This survey was part of the World Bank Project JIANGXI WUXIKOU INTEGRATED FLOOD
MANAGEMENT PROJECT and it was approved by the Jingdezhen City Government. A semi-structured
questionnaire was designed to investigate the public flood risk perception. In order to eliminate
misunderstanding of the questionnaire, before the formal survey, some respondents with different
educational levels were chosen to complete the questionnaire, and their feedbacks on the content of the
questionnaire were collected. Then, based on these feedbacks, the project team changed all obscure and
professional vocabulary into simple and easy to understand vocabulary. At the same time, the number
of questions in the questionnaire was reduced too.
In the introduction part of the questionnaire, the purpose of the investigation and the relevant
confidentiality principles were highlighted. This was used to inform respondents that the survey is
anonymous and what data were collected. The main content of the questionnaire was divided into
three main sections (Table 1). Each section had several items to measure. The first section included
six items determining the most important sociodemographic factors of the respondents such as place
of residence, gender, age, education level, occupation, and income per month [43]. The second section
was other four important factors that could influence the public flood risk perception. The four impact
factors were flood experience, flood knowledge education, flood protection responsibility, and trust
in government. One impact factor comprised one item. The third section was the measurement of
public flood risk perception. The impact and likelihood are most often employed variables to measure
the flood risk perception as the flood risk is usually defined by the product of the likelihood of flood
disaster with its consequences (impact) [43]. In this study, Jingdezhen City suffers from the flood
almost every two years in history. Thus, the impact of the flood was more important than likelihood
and only the flood impact was defined as the measurement of flood risk perception.
As mention above, some researchers include many other impact factors such as distance from the
river, residence history, etc. But in this study, these factors were not included. This is because in this
study, Jingdezhen City is a small and medium-sized city with a small migrant population and local
people have lived here for a long time. In addition, not only people near the river are affected by flood,
but people living in the low-lying city center are often affected. Likert scale technique was employed
for the impact factors in Table 1.
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Table 1. Definition of measurement and impact factors of public flood risk perception.
Section Details Item






- Income per month
Other important
impact factors
Respondents’ flood experience - The frequency of flood disaster experience
Flood protection responsibility - The responsibility of flood protection
Flood knowledge education - The extent of local flood knowledge education
Trust in the government work - Trust in the government on flood
risk management
Flood risk perception Respondents’ perceived flood risk - The impact of the flood disaster
2.4. Data Collection
The data used in this study came from a face-to-face questionnaire survey that was conducted
from 8 July 2016 to 14 July 2016. Investigators who attended to the survey were Ph.D. students and
MSc students. All of them had basic knowledge and background of natural disaster management.
The project team invited four experts in the field of flood risk management to conducted four
standardized training sessions for the investigators to make sure that the survey can be carried
out smoothly. These trainings mainly focused on the introduction of project objectives and the basic
skills for the investigation.
According to the sample selection, in total, 16 subdistricts were selected. Based on the distribution
of subdistricts, investigators were divided into four groups of at least four investigators. In each group,
there was a senior researcher who monitored the survey process, coordinated the questionnaires
collection and checked the completeness and validity of collected questionnaires. Before each interview
began, the purpose of the investigation and confidentiality principles were verbally explained by the
investigators again. The participation of the respondents in this study was voluntary and consented,
and enough time was given. Any confusions of the questions during the survey were explained by the
investigators and the respondents had the rights to refuse to participate or withdraw from the survey
at any time. In order to incentivize the public to participate the survey, every respondent was given
a gift after they completed the questionnaire. At last, 900 questionnaires were distributed, 852 were
collected, and the number of valid responses after the exclusion of incomplete questionnaires was 719
(the response rate was 84.4%).
2.5. Statistical Analysis
Firstly, descriptive statistics were applied to quantitatively describe and summarize the features
of the socio-demographic characteristics of the respondents and the other four impact factors (flood
experience, flood knowledge education, flood protection responsibility, trust in government). Secondly,
analysis of variance (ANOVA) was conducted to examine the mean ranks of two or more independent
variables with the null hypothesis of equality. This was to identify whether there existed correlations
between the impact factors and public flood risk perception or not. Then, Post Hoc Tests was employed
to find and compare the flood risk perception differences between different groups under the same
impact factor among all respondents. Thus, the correlations were confirmed to be positive or negative.
Besides, with regard to the gender variable, the mean difference comparison among gender using
independent T test because only two groups exist, male and female.
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All statistical analysis was carried out under a significance test value of 0.05 to confirm whether
these impact factors affected the public flood risk perception. Impact factors with the significance
value of less than 0.05 were considered to be significantly influential to public flood risk perception,
as proposed in similar questionnaire-based studies [2,17,44]. The data was analyzed using the IBM
SPSS Statistics software (Version 24.0.0.2, SPSS Inc., Chicago, IL, USA).
3. Results and Discussion
3.1. Preliminary Analysis
In this study, 719 valid survey questionnaires were analyzed. Table 2 summarized the response
number for each area and the Socio-Demographic Variables of the respondents. The number of
respondents in Changjiang District and Zhushan District were higher than in the other areas. Because
the more subdistricts were selected, the more responses were collected. Table 3 summarized the
distribution of other four important impact factors (flood experience, flood knowledge education,
flood protection responsibility, and trust in government).












Number of respondents n (%) 719 (100%) 244 (33.9%) 362 (50.3%) 52 (7.2%) 61 (8.5%)
Gender n (%)
Male 334 (46.5%) 128 (52.5%) 157 (43.4%) 22 (42.3%) 27 (44.3%)
Female 385 (53.5%) 116 (47.5%) 205 (56.6%) 30 (57.7%) 34 (55.7%)
Age n (%)
16–20 years 49 (6.8%) 15 (6.1%) 15 (4.1%) 15 (28.8%) 4 (6.6%)
21–35 years 272 (37.8%) 97 (39.8%) 121 (33.4%) 30 (57.7%) 24 (39.3%)
36–50 years 255 (35.5%) 83 (34.0%) 144 (39.8%) 4 (7.7%) 24 (39.3%)
51–70 years 129 (17.9%) 44 (18.0%) 74 (20.4%) 3 (5.8%) 8 (13.1%)
≥ 71 years 14 (1.9%) 5 (2.0%) 8 (2.2%) 0 (0.0%) 1 (1.6%)
Education level n (%)
Primary school and below 273 (38.0%) 91 (37.3%) 137 (37.8%) 18 (34.6%) 27 (44.3%)
Middle school 307 (42.7%) 104 (42.6%) 152 (42.0%) 29 (55.8%) 22 (36.1%)
High school 96 (13.4%) 29 (11.5%) 56 (15.5%) 4 (7.7%) 8 (13.1%)
Bachelor 41 (5.7%) 20 (8.2%) 16 (4.4%) 1 (1.9%) 4 (6.6%)
Master and above 2 (0.3%) 1 (0.4%) 1 (0.3%) 0 (0.0%) 0 (0.0%)
Occupation n (%)
Work in company 141 (19.6%) 34 (13.9%) 73 (20.2%) 12 (23.1%) 22 (36.1%)
Work in government 45 (6.3%) 8 (3.3%) 33 (9.1%) 2 (3.8%) 2 (3.3%)
Self-employed person 305 (42.4%) 122 (50.0%) 128 (35.4%) 27 (51.9%) 28 (45.9%)
Student 37 (5.1%) 11 (4.5%) 24 (6.6%) 0 (0.0%) 2 (3.3%)
Retired person 78 (10.8%) 23 (9.4%) 48 (13.3%) 4 (7.7%) 3 (4.9%)
Others 113 (15.7%) 46 (18.9%) 56 (15.5%) 7 (13.5%) 4 (6.6%)
Income per month n (%)
¥0–2000 324 (45.1%) 108 (44.3%) 173 (47.8%) 20 (38.5%) 23 (37.7%)
¥2001–5000 353 (49.1%) 122 (50.0%) 171 (47.2%) 28 (53.8%) 32 (52.5%)
¥5001–8000 36 (5.0%) 12 (4.9%) 15 (4.1%) 4 (7.7%) 5 (8.2%)
≥¥8000 6 (0.8%) 2 (0.8%) 3 (0.8%) 0 (0.0%) 1 (1.6%)
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Number of respondents n (%) 719 (100%) 244 (33.9%) 362 (50.3%) 52 (7.2%) 61 (8.5%)
Flood experience n (%)
Less than once every two years 268 (37.3%) 81 (33.2%) 123 (34.0%) 37 (71.2%) 27 (44.3%)
Once every two years 109 (15.2%) 23 (9.4%) 78 (21.5%) 4 (7.7%) 4 (6.6%)
One or two times every year 211 (29.3%) 78 (32.0%) 104 (28.7%) 8 (15.4%) 21 (34.4%)
More than two times every year 131 (18.2%) 62 (25.4%) 57 (15.7%) 3 (5.8%) 9 (14.8%)
Flood knowledge education n (%)
Never 189 (26.3%) 79 (32.4%) 63 (17.4%) 22 (42.3%) 25 (41.0%)
Few 188 (26.1%) 71 (29.1%) 84 (23.2%) 16 (30.8%) 17 (27.9%)
Medium 201 (28.0%) 61 (25.0%) 114 (31.5%) 10 (19.2%) 16 (26.2%)
Many 141 (19.6%) 33 (13.5%) 101 (27.9%) 4 (7.7%) 3 (4.9%)
Flood protection responsibility n
(%)
Government 348 (48.4%) 99 (40.6%) 196 (54.1%) 28 (53.8%) 25 (41.0%)
Flood management experts 177 (24.6%) 86 (35.2%) 62 (17.1%) 13 (25.0%) 16 (26.2%)
Company 12 (1.7%) 4 (1.6%) 7 (1.9%) 0 (0.0%) 1 (1.6%)
Community committee 83 (11.5%) 35 (14.3%) 38 (10.5%) 0 (0.0%) 10 (16.4%)
Public 99 (13.8%) 20 (8.2%) 59 (16.3%) 11 (21.2%) 9 (14.8%)
Trust in government n (%)
Not trust 151 (21.0%) 62 (25.4%) 60 (16.6%) 8 (15.4%) 21 (34.4%)
Low trust 389 (54.1%) 129 (52.9%) 195 (53.9%) 29 (55.8%) 36 (59.0%)
Medium trust 133 (18.5%) 37 (15.2%) 84 (23.2%) 8 (15.4%) 4 (6.6%)
High trust 46 (6.4%) 16 (6.6%) 23 (6.4%) 7 (13.5%) 0 (0.0%)
3.1.1. Socio-Demographic Characteristics of Respondents
Of the 719 respondents, 244 (33.9%) were from Changjiang District, 362 (50.3%) from Zhushan
District, 52 (7.2%) from Leping County, and 61 (8.5%) from Fuliang County (Table 2). Among the
719 respondents, the percentage of male respondents and female respondents were close, accounting
for 46.5% and 53.5%, respectively. Respondents aged from 21 to 50 years old were the majority, with the
percentage of 21–35 years old and 35–50 years old were 37.8% and 35.5%, respectively. With regard to
the education level, most of the respondents were primary school and below (38.0%) and middle school
(42.7%), whereas the percentage of high school, bachelor’s degree, and master’s degree were only 13.4%,
5.7%, and 0.3%, respectively. Six occupation types were classified, 42.4% and 19.6% of the respondents
were self-employed person and worked in company, respectively. Most of respondents earned less than
5000 Chinese Yuan (CNY) every month, income less than 2000 CNY per month accounted for 45.1%
and monthly income between 2001 and 5000 CNY were majority, accounting for 49.1%. Only 5.8%
earned more than 5000 CNY per month. The specific ratios of the four districts/counties were similar
to those of the entire city of Jingdezhen.
3.1.2. Other Important Impact Factors
In this study, when considering the characteristics of Jingdezhen City and the objectives of the
study, the flood experience, flood knowledge education, flood protection responsibility, and trust in
government were considered as other important factors influencing the public flood risk perception
(as shown in Table 3).
Most studies revealed that the flood experience can increase flood risk perception and people with
recent flood experience would acquire good knowledge of flood and do well in flood mitigation [9,28].
Most of the respondents in Jingdezhen City were influenced by the flood every year, with 47.5% of the
respondents experienced at least one flood every year and only 37.3% of respondents experienced less
than one flood every two years. Meanwhile, about 25.4% of respondents in Changjiang District and
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15.7% of respondents in Zhushan District were seriously affected by the flood, experiencing more than
2 times flood every year.
It has been found the flood knowledge had a positive correlation with the flood risk perception [45].
Medium level was the largest percentage (28.0%) and only 19.6% of respondents had received many
flood knowledge education sessions in Jingdezhen. Besides, 26.3% of respondents never received
flood knowledge education. Among the four areas, the respondents in Zhushan District received more
knowledge education with 31.5% chosen the answer of “Medium” and 27.9% selected the answer
of “Many”.
Flood protection responsibility, in many studies, was found to reflect the degree of responsibility
to which a person took protection behaviors [46]. In this study, most of the respondents thought the
government and flood management experts should take the responsibilities to protect the public from
the flood disaster, accounting for 48.4% and 24.6%. In contrast, only 13.9% of respondents believed
that they themselves should also be responsible for flood protection and disaster mitigation.
Many findings had showed that people with higher degrees of trust in government perceive
lower consequences of disaster and tend to prepare less [47]. When asked about their trust in the
local government for protecting them from floods, respondents showed low trust levels in Jingdezhen
City, with “low trust” answers accounting for 54.1%, followed by not trust (21.0%), medium trust
(18.5%), and high trust (6.4%). In addition, Leping County had the largest percentage of high trust in
the government (13.5%), followed by Changjiang District (6.6%), Zhushan District (6.4%).
3.2. Public Flood Risk Perception in Four Districts in Jingdezhen
The public flood risk perception was compared among four districts. Here, the p value was less
than 0.05 (Table 4), which showed that the public flood risk perceptions among four districts were
statistically significant. Therefore, the comparison of scores between the four districts afterwards was
credible and reliable.
Table 4. The descriptive statistic of the flood risk perception of case areas.
Residents Mean N Std. Deviation Std. Error p Value
Changjiang District 3.24 244 0.842 0.054
0.000 *
Zhushan District 3.12 362 0.867 0.046
Leping County 2.65 52 1.027 0.142
Fuliang County 3.11 61 0.686 0.088
Total 3.13 719 0.867 0.032
Note: * with statistical difference (p < 0.05).
When asked about the flood impact, the respondents in Jingdezhen City showed different flood
risk perception level. As shown in Figure 2, more than half the respondents selected “medium
impact”, accounting for 50.3%, and they thought the flood affected their daily life and work but not
serious. And 27.1% of the respondents thought that they were largely affected by the flood, causing
inconvenience to life and some loss of property, sometimes unable to work or shutdown. Besides,
4.3% of the respondents felt strongly affected by the flood, and they thought their lives and work
were greatly affected and sometimes life-threatening property-damaging. On the contrary, “somewhat
impact” and “no impact” recorded a small percentage. In specific, 13.5% of respondents thought they
were affected by the flood, but this situation only lasted a very short time and 4.7% of the respondents
never felt affected by the flood.
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Figure 2. Distribution of the responses regarding the flood impact, the measurement of the flood
risk perception.
The specific difference of flood risk perception was compared among four districts in Jingdezhen
City. As shown in Table 4, the mean score of flood risk perception for the respondents in the Jingdezhen
City was 3.13. This represented the level of flood risk perception among the Jingdezhen City was
not high, close to medium level. Among the four districts, Changjiang District had the highest
score of flood risk perception, which was 3.24, 0.11 higher than the whole city average level. In the
actual investigation, this may be because the area is the city center, where the wealth and population
density are large, and the damage that is caused by the disaster was serious in the past. Meanwhile,
some streets and plazas got flooded every year, resulting in a high flood risk perception among the
respondents in Changjiang District. The lowest score of flood risk perception was 2.65 in Leping
County. This may be due to the respondents in Leping County thought the flood was not a serious
disaster. The possible reason is 71.2% of the respondents in Leping County experienced less than one
flood every two years (Table 3). With less likelihood of future flood as well as the less flood experience,
people in Leping County might believe that flood risk had lower importance. In addition, the flood
risk perception in Zhushan District and Fuliang County were similar, being 3.12 and 3.11, respectively.
Overall, these results showed that the respondents in the whole Jingdezhen city had a medium
level of flood risk perception, and there were large differences among four districts with the
respondents in Changjiang District having the highest flood risk perception while the respondents in
Leping County had the lowest.
3.3. Impact Factors of Public Flood Risk Perception
ANOVA was conducted to examine and analyze the links between the impact factors and public
flood risk perception in Jingdezhen City (as shown in Table 5). In this study, the impact factors were
related to:
1. individual socio-demographic characteristics and
2. other four important factors. 95% confidence interval was used. When the p < 0.05, it means the
impact factor would influence the flood risk perception.
The ANOVA results showed that the impact factors, such as district, gender, age, education
level, income per month, flood experience, flood knowledge education, flood protection responsibility
and trust in the government have significant relationships with the flood risk perception. Only the
occupation factor has insignificant relationship with p > 0.05. Then, Post Hoc Tests was conducted
to find the flood risk perception differences between different groups under the same impact factor
among all respondents (Table 6).
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Table 5. Analysis of variance (ANOVA) results of impact factors and public flood risk perception.
Variables p Value Variables p Value
District 0.000 * Income per month 0.000 *
Gender 0.000 * Flood experience 0.000 *
Age 0.000 * Flood knowledge education 0.001 *
Education level 0.000 * Flood protection responsibility 0.030 *
Occupation 0.994 Trust in government 0.000 *
Note: * with statistical difference (p < 0.05).








Lower Bound Upper Bound
District (vs. Leping)
Changjiang 0.584 * 0.131 0.000 * 0.33 0.84
Zhushan 0.470 * 0.127 0.000 * 0.22 0.72
Fuliang 0.461 * 0.162 0.005 * 0.14 0.78
Gender (vs. Male)
Female 0.228 * 0.064 0.000 * 0.101 0.354
Age (vs. 51–70 years)
16–20 years −0.851 * 0.140 0.000 * −1.13 −0.58
21–35 years −0.555 * 0.089 0.000 * −0.73 −0.38
36–50 years −0.304 * 0.090 0.001 * −0.48 −0.13
≥ 71 years −0.004 0.235 0.987 −0.47 0.46
Education level (vs. Bachelor)
Primary School and below 0.608 * 0.143 0.000 * 0.33 0.89
Middle school 0.512 * 0.142 0.000 * 0.23 0.79
High school 0.324 * 0.160 0.043 * 0.01 0.64
Master and above 0.366 0.620 0.555 −0.85 1.58
Occupation (vs. Work in company)
Work in government 0.034 0.149 0.819 −0.26 0.33
Self-employed person 0.052 0.089 0.561 −0.12 0.23
Student 0.009 0.161 0.956 −0.31 0.32
Retired person 0.029 0.123 0.814 −0.21 0.27
Others 0.007 0.110 0.950 −0.21 0.22
Income per month (vs. ≤¥2000)
¥2001–5000 −0.356 * 0.065 0.000 * −0.48 −0.23
¥5001–8000 −0.472 * 0.149 0.002 * −0.76 −0.18
≥¥8000 −0.833 * 0.349 0.017 * −1.52 −0.15
Flood experience (vs. Less than once every
two years)
Once every two years −0.265 * 0.095 0.005 * 0.08 0.45
1–2 times every year −0.501 * 0.077 0.000 * 0.35 0.65
More than 2 times every year 0.576 * 0.089 0.000 * 0.40 0.75
Flood Knowledge Education (vs. Many)
Never −0.362 * 0.096 0.000 * −0.55 −0.17
Few −0.330 * 0.096 0.001 * −0.52 −0.14
Medium −0.264 * 0.094 0.005 * −0.45 −0.08
Protection responsibility (vs. Public)
Government −0.262 * 0.098 0.008 * −0.45 −0.07
Flood management experts −0.303 * 0.108 0.005 * −0.52 −0.09
Company −0.270 * 0.264 0.307 −0.79 0.25
Community committee −0.173 * 0.129 0.180 −0.43 0.08
Trust in government (vs. Not Trust)
Low Trust −0.237 * 0.082 0.004 * 0.08 0.40
Medium Trust −0.395 * 0.102 0.000 * −0.60 −0.19
High Trust −0.445 * 0.145 0.002 * −0.73 −0.16
Note: * with statistical difference (p < 0.05). The mean difference among gender using independent T test because of
only two group exist, male and female.
197
Water 2018, 10, 1577
As far as the district was concerned, the above analysis has found that there was a statistically
significant difference between the flood risk perceptions in four districts in Jingdezhen City (see
Tables 4 and 5). Compared with other three districts, the respondents in Changjiang District perceived
the highest flood risk. Besides, the respondents in Leping County showed the lowest flood risk
perception, and this may be because they did not think the flood risk was very important and they
believed that the likelihood of future flood in this area was very low.
With regard to gender, the female respondents had higher flood risk perception than the male
respondents (p < 0.05). This is because women had lower socioeconomic status than men and were
more vulnerable when facing the floods, which caused women to be more willing to seek flood
information, pay more attention to property losses, and more likely to take self-protection measures
in advance. Therefore, female perceived higher flood risk than male. This result was in line with the
findings in most published studies [4,48].
In this study, there was a significant positive correlation between age and flood risk perception.
In general, the older the respondent, the higher the flood risk perception level. Among the age groups,
the respondents aged 51–70 years old had the highest flood risk perception comparing with other
age groups younger than 51 years old. This may be because the respondents aged 50–71 years old
experienced many historical serious floods and more likely to take the responsibilities in family safety.
So, they perceived higher flood risk than other age groups. These results were similar to the findings
in most published studies [4,48], although some studies thought that age negatively influenced the
flood risk perception [43].
It can be seen from Table 6 that the respondents with higher education level had lower flood risk
perception. The respondents with bachelor’s degree had lower flood risk perception than those with
primary school degree, middle school degree, or high school degree. Meanwhile, there was no big
difference between bachelor and master or above. Relevant studies also confirmed the significance of
education for risk perception with negative correlation [16]. Ho et al. thought that people with higher
education level had lower risk perception because highly educated people were more likely to better
understand the flood information and government flood mitigation actions, and thus might feel a
higher degree of controllability over a disaster [7].
With regard to the occupation factor, in this study, it had no statistically significant relation to the
flood risk perception of the respondents. But, from the empirical data, the self-employed respondents
had the highest flood risk perception. This may be because, for the self-employed respondents, the
damage caused by the flood needs to be borne by themselves. In the relevant studies, Arnaud et al.
revealed that, when discussed about the flood risk reduction, the factor of occupation was never
significant [49].
With regard to the monthly income of the respondents, in general, higher educated people had
higher income and thus their relation to the flood risk perception was similar. This study found that the
respondents with lower income per month showed higher level of risk perception for flood. Compared
with the respondents whose average monthly income was less than ¥2000, other three groups had
poorer flood risk perception (p < 0.05 for all). This result was similar to the findings in some previous
studies [43]. For example, Kellens et al. reviewed many relevant studies and found that there was a
negative correlation between income and risk perception [50,51], though statistical significance was
often absent [7,16,52].
The flood experience of the respondents had been found to be positively correlated with the flood
risk perception and it was highly significant in this study, i.e., those with more flood experiences had
higher flood risk perception than those with less flood experiences. The respondents experienced more
than 2 times flood every year had the highest flood risk perception compared to other three groups.
This was because people with more flood experience had more knowledge and better understanding
of historical floods, and they were more likely to seek flood information and take measure to protect
themselves. In fact, in our field research, it was discovered that the residents who were often affected
by disasters made small flood control facilities in front of their homes, stored food during the flood
198
Water 2018, 10, 1577
season, and established mutual assistance agreements between neighbors. These results were also
confirmed by the studies of Pagneux et al. [53] and Kellens W et al. [4].
With regard to the flood knowledge education, the flood knowledge is generally found strongly
related to the feeling of security. Individuals with little knowledge of the causes of floods had lower
flood risk perception [9]. In this study, it has a similar result that the individuals with more flood
knowledge education showed higher flood risk perception. Compared with the respondents who
received more flood knowledge education, the other three group showed lower flood risk perception.
But the difference between the three groups (“Never”, “Few” and “Medium”) were small, while the
gaps between the group of “Many” and other three groups were large. This means that the level
of public flood risk perception would be improved only after a certain amount of flood knowledge
education. Thus, the government need to adhere to more flood knowledge education.
The view of flood protection responsibilities has been found that can influence the public flood
risk perception [33]. In this study, the respondents who believed themselves should be responsible for
the flood protection showed higher flood risk perception than other groups. The reason may be that
people who feel responsible for taking protective actions usually doubt the effectiveness of ‘public’
protective measures [34], thus, they perceived higher flood risk perception and preferred to take
self-protection measures. Besides, the difference between other groups were not big. These results also
reflect the fact that raising public responsibility for flood protection is very helpful for flood mitigation
and risk management.
With regard to the trust in the government, it was found to be negatively related to the flood risk
perception in this study (see Table 6). The respondents held the “Very low” trust in the government
perceived highest flood risk than other three groups (p < 0.05 for all). The reason may be that trust
in the government is represented by the trust of the government, experts, and the mass media [26].
The high level of trust showed that the respondents believe that the government can cope with flood
hazards and do not need to do too much preparedness themselves. People who have lower trust
in the government do not believe that the government can issue early flood warning and timely
rescue. Instead, they choose to actively understand flood knowledge, seek flood information, and take
measures to protect themselves. These results also were confirmed in most published studies [27,54].
4. Conclusions
This study analyzed the public flood risk perception in Jingdezhen City and explored the impact
factors on flood risk perception. Results of ANOVA showed that many impact factors were strongly
correlated with the flood risk perception. These include the socio-demographic characteristics of the
respondents, previous flood experience, flood knowledge education, flood protection responsibility,
and trust in government. The key findings are:
1. the flood risk perceptions of most respondents were in the medium level, which accounted for
50.3% of the total respondents. Only 4.3% of the total respondents recorded high level of flood
risk perception and 4.7% of total respondents thought they were not affected by flood;
2. the respondents in the four districts of Jingdezhen City had different levels of flood risk perception,
among which the respondents in Changjiang District had the highest level of perception due
to this district is the city center and the flood-prone area. The female respondents had higher
flood risk perception than male. The respondents with older age, more flood experience, more
flood knowledge, lower income per month, less education, and less trusted in government
showed higher flood risk perception. The occupation variable did not significantly influence the
public flood risk perception, but the self-employed person had higher flood risk perception than
other groups from the empirical data. The respondents who thought themselves should also be
responsible for flood protection showed higher flood risk perception; and,
3. these results of this study were consistent with the findings in previous studies with few
contrasts only.
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But, the limitation of the study should also be taken into consideration. First, due to the financial
and time limitation, only one subdistrict in Leping County and two downtowns in Fuliang District
were chosen to carry out the survey. This may influence the results in these two districts. Second,
we used a single measure of risk perception that some researchers might not consider to be optimal.
Other research tends to use a set of items (e.g., impact, awareness, likelihood and fear) to measure the
flood risk perception. Third, although we told respondents that the survey was anonymous, some
respondents were still cautious and avoided choosing extreme answers about the government, which
could cause some uncertainty in the results. Despite this, we believe that our analysis will help decision
makers to develop effective flood risk communication strategies and flood risk reduction policies. First,
it can help decision-makers to grasp the difference between the flood risk perceived by residents and
the real flood risk, make reasonable risk regulation according to the characteristics of the people, and
reduce the irrational behavior caused by this risk perception deviation. For example, too high-risk
perception could lead to social panic while too low risk perceptions could lead to negative flood
mitigation. Second, this study can be used to understand which groups have a higher risk perception,
and the government can specifically encourage and promote flood prevention products such as flood
insurance to reduce flood losses. Third, these results about the “flood protection responsibility” and
“trust in government” can provide references for local government to strengthen the relationship
between the government and the public because the responsibility and trust are very important for
policy promotion and implementation.
Future work will focus on how flood risk perception affects people’s flood mitigation behavior;
conduct a more detailed survey of flood risk perception for specific vulnerable populations, such as
students, females, and farmers; highlight the dominant role of the government in flood risk mitigation
in small and medium-sized cities, and refine and select more variables related to government; and,
analyze and compare the changes in flood risk perception before and after flood disasters. Finally,
our findings suggest that the local government should actively promote the government’s credibility
and enhance the trust between residents and the government. Although this may partially reduce the
flood risk perception of residents, higher trust is conducive to the implementation of the government’s
disaster reduction policy, and also enables residents to cooperate with the government’s disaster
reduction work. At the same time, it is important to strengthen flood knowledge education and
training for residents based on their socio-demographic characteristics to improve the public flood risk
perception and the ability of self-protect. Moreover, the government should reconsider their disaster
emergency drills, making it simple and understandable, and more operational.
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