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НУЛЕВОЙ РАЗРЫВ ДВОЙСТВЕННОСТИ  
В КВАДРАТИЧНЫХ ЭКСТРЕМАЛЬНЫХ ЗАДАЧАХ 
В работе рассматривается двойственная оценка (лагранже-
ва релаксация) для квадратичной экстремальной задачи обще-
го вида. Сформулированы условия, при выполнении которых 
значение глобального экстремума квадратичной экстремаль-
ной задачи и значение ее двойственной оценки совпадают.  
Ключевые слова: квадратичная экстремальная задача, 
двойственная оценка, лагранжева релаксация, неотрицатель-
но определенная матрица, точная оценка (нулевой разрыв 
двойственности). 
Введение. Многие задачи оптимального управления, планиро-
вания, проектирования, моделирования, анализа сетевых структур и 
т.д., допускают представление в виде квадратичных экстремальных 
задач, т.е. задач оптимизации, целевая функция и все функции огра-
ничений которых квадратичные (англ. quadratically constrained quad-
ratic programming):  
 * *0 0( ) inf ( )nx T R
f f x f x   , (1) 
где 1 2{ : ( ) 0, , ( ) 0, ; ( , ,..., ) }LQ EQ T ni i nT x f x i I f x i I x x x x R        — 
допустимое множество решений задачи (далее будем считать, что оно 
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не пустое); ( ) T Ti i i if x x A x b x c   , {0} LQ EQi I I    — квадратич-
ные функции, определенные в n -мерном пространстве, с симметрич-
ной n n -матрицей iA , вектором nib R  и константой 1ic R ; 
| | | |LQ EQm I I   — общее количество ограничений.  
В общем случае квадратичная экстремальная задача относится к 
классу NP-трудных задач, в связи с чем используют выпуклые релак-
сации для нахождения оценок ее глобального экстремума. Двойст-
венная оценка задачи (1) определяется как [1]: 
  * *sup ( ) inf ( , )nm x Ru R u L x u f      (2) 
при ограничениях 
( ) 0A u  , 
{ : 0, , }LQ miu U u u i I u R
     ,  
где ( , ) ( ) ( ) ( )T TL x u x A u x b u x c u    — функция Лагранжа для зада-
чи (1), 0
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0A   ( 0A  ) обозначает неотрицательно (положительно) определен-
ную матрицу A .  
Задачу (2) также называют лагранжевой релаксацией [2; 3] (если 
быть точным, она является лагранжевой релаксацией квадратичной экс-
тремальной задачи по всем ограничениям с выписанным в явном виде 
условием, задающим множество двойственных переменных с точностью 
до граничных точек, при которых решение внутренней задачи не равно 
 ). Для нее можно встретить и термин SDP-релаксация Шора [4], что 
объясняется известным фактом взаимосвязи двойственных оценок и 
SDP-релаксаций. Например, в случае однородной квадратичной экстре-
мальной задачи (т. е. когда все квадратичные формы задачи (1) не имеют 
линейных членов — {0} LQ EQi I I     0ib  ) при нахождении двой-
ственной оценки (2) решение внутренней задачи ( ) inf ( , )
nx R
u L x u   при 
u  такое, что ( ) 0A u  , достигается при 0x  . Это позволяет перепи-
сать задачу (2) в виде задачи  
 * sup ( , )
mu R
u c

  (3) 
при ограничениях 
0
1
0
m
i i
i
A u A

   , 
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0iu  , LQi I , 
которая является двойственной к задаче, получаемой SDP-релаксацией 
исходной задачи [5], и также относится к задачам полуопределенного 
программирования. 
Использование двойственных оценок (лагранжевых релаксаций) 
для решения квадратичных экстремальных задач приводит к необхо-
димости оценки качества получаемых результатов. Если для выпук-
лых задач двойственный подход позволяет получить как значение, 
так и точку глобального экстремума, то в невыпуклом случае вопрос 
точности оценки достаточно сложен. Далее сформулирован ряд усло-
вий, при которых значение глобального экстремума квадратичной 
экстремальной задачи общего вида и значение ее двойственной оцен-
ки совпадают (т. е. когда разрыв двойственности равен нулю). 
Условия получения точной двойственной оценки (нулевого 
разрыва двойственности). Наиболее общим и очевидным является сле-
дующее необходимое и достаточное условие того, что двойственная 
оценка *  (2) совпадает с оптимальным значением *f  целевой функ-
ции задачи (1). 
Теорема 1 [6]. Для того, чтобы двойственная оценка *  (2) для 
квадратичной экстремальной задачи (1) с *f    была точной, не-
обходимо и достаточно, чтобы существовал такой вектор множите-
лей Лагранжа *u , при котором функция * *( , )L u x f  представима в 
виде суммы квадратов линейных форм:  
* * * 2
1
: ( , ) ( )
k
i
j
u L u x f l x

    , k n . ■ 
С помощью теоремы 2 можно упростить доказательства для неко-
торых известных частных случаев, а также получать новые результаты. 
Например, из него прямо следует [6] результат Н.З. Шора (приведенная 
далее теорема 2) с достаточно объемным доказательством [1] для задачи 
нахождения глобального минимума ограниченного снизу полинома 
*
0min ( )nx R
P P x

 , которой в соответствие поставлена квадритичная задача: 
 * 0min ( )R
P f R  (4) 
при ограничениях  
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) 0i j k lR R R R     , ( ) ( ) ( ) ( )i j k l      , 
 ( ) ( )( ) ( )1 20 ( , , , ) / 2
r rr r T
n s       . (5) 
Исходная задача сводится к задаче (4)–(5) следующим образом 
(далее s  обозначает вектор старших степеней полинома 0 ( )P x ): 
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1) для всех ( ) / 2i s    вводятся новые переменные ( )( )iR    
( ) ( )( ) ( )j kR R  , ( ) ( ) ( )i j k    , ( )( ) ( )1( , , )rr r Tn     , в ре-
зультате чего получаем полный набор переменных, покрывающих 
все мономы степени ( )i  , а полином 0 ( )P x  представим в виде 
квадратичной функции 0 ( )f R ;  
2) к квадратичным ограничениям, определяющим новые переменные, 
добавляется полное семейство ограничений вида ( ) ( )( ) ( )i jR R    
( ) ( )( ) ( ) 0k lR R    для всех ( ) ( ) ( ) ( )i j k l      , т. е. с помощью 
их линейной комбинации можно получить все представления (степе-
ни меньше или равно двух) любого монома ( ) ( ) ( )1 21 2
r r r
n
nx x x
    степени 
( )r s  , а значит и полинома 0 ( )P x , в новых переменных.  
Теорема 2 [1, с. 141]. Для того, чтобы двойственная оценка *  
квадратичной задачи (4)–(5) была точной, необходимо и достаточно, 
чтобы полином *0 ( )P x f  был представим в виде суммы квадратов 
полиномов. 
В ряде случаев оказывается более удобным переформулировать 
общее условие точности для двойственной оценки следующим образом. 
Теорема 3 [7]. Для того, чтобы двойственная оценка *  (2) для 
квадратичной экстремальной задачи (1) была точной, необходимо и дос-
таточно, чтобы матрица 0 0 *
0
/ 2
/ 2T
A b
b f
    
 была представима в виде разно-
сти неотрицательно-определенной матрицы и линейной комбинации 
матриц / 2
/ 2
i i
i T
i i
A b
A
b c
     
, 1,i m , коэффициентами которой являют-
ся координаты вектора *u U  .■ 
Из формулировки необходимого и достаточного условия точно-
сти в виде теоремы 3 легко следует, например, следующий результат 
Н.З. Шора для задачи минимизации квадратичной функции на поло-
жительном ортанте.  
Теорема 4 [1, с. 117]. Для задачи * 0 0min{( ) : 0}n T Tx Rf x A x b x x    
в случае *f    значение двойственной оценки (2) эквивалентной 
квадратичной задачи  
0 0min{( ) : 0, 0, , 1, }n
T T
i jx R
x A x b x x x x i j n      
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совпадает с *f  тогда и только тогда, когда матрица 0 0
0
/ 2
/ 2T
A b
rb
    
 
для некоторого 0r   представима в виде суммы неотрицательной и 
неотрицательно определенной матрицы. ■ 
Приведенные в виде теорем 1 и 3 условия нахождения точных 
оценок трудно проверить на практике, что обусловило определение 
достаточного условия нулевого разрыва двойственности. 
Обозначим   — множество граничных точек множества 
{ : ( ) 0, }mu A u u R  , удовлетворяющих условию 0iu  , LQi I . 
Определим для каждого u   множество 
( ) { : ( ) 0, {1,..., }}jJ u j u j n   , 
где ( )j u , {1,..., }j n  — собственные числа матрицы ( )A u . И пусть 
( )j u  — собственные вектора, соответствующие собственным чис-
лам ( )j u . 
Теорема 5 [8]. Если существуют такой вектор p  и такое поло-
жительное число 0  , что для любого (0, )     
 u    ( )j J u   такое, что 0
1
( )( ) 0
m
T
j i i
i
u b u b p 

   , (6) 
то двойственная оценка *  (2) для квадратичной экстремальной за-
дачи (1) точная. Причем, если условие (6) выполняется при 0p  , то 
вектор * * 1 * *( ) ( ) ( ) / 2x x u A u b u    решения задачи (2) является и 
решением задачи (1). ■ 
С помощью теоремы 5 были получены легко проверяемые част-
ные случаи задачи построения шара минимального объема с задан-
ным центром, описанного вокруг пересечения одинаково ориентиро-
ванных эллипсоидов, для которых разрыв двойственности равен ну-
лю [9]. Пример применения этой теоремы также можно найти в [8] 
при решении одной специальной задачи невыпуклой оптимизации, 
которая встречается при синтезе управления, минимизирующего об-
ласть локализации инвариантного множества семейства нелинейных 
систем. Для решения этой задачи использовалась эквивалентная ей 
квадратичная постановка задачи, для нахождения нижней оценки 
оптимального значения целевой функции которой был применен 
двойственный подход. Используя теорему 5, сформулировано доста-
точное условие того, что данный подход дает оптимальное значение 
целевой функции и точку глобального экстремума исходной задачи.  
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Выводы. Использование релаксаций для решения квадратичных 
экстремальных задач приводит к необходимости оценки качества 
получаемых оценок. В данной работе сформулирован ряд условий, 
при которых оптимальное значение целевой функции квадратичной 
экстремальной задачи и значение ее двойственной оценки (лагранже-
вой релаксации) совпадают; приводятся примеры их применения. 
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