Abstract. Organ segmentation is an important pre-processing step in many computer assisted intervention and computer assisted diagnosis methods. In recent years, CNNs have dominated the state of the art in this task. Organ segmentation scenarios present a challenging environment for these methods due to high variability in shape, similarity with background, etc. This leads to the generation of false negative and false positive regions in the output segmentation. In this context, the uncertainty analysis of the model can provide us with useful information about potentially misclassified elements. In this work we propose a method based on uncertainty analysis and graph convolutional networks as a post-processing step for segmentation. For this, we employ the uncertainty levels of the CNN to formulate a semi-supervised graph learning problem that is solved by training a GCN on the low uncertainty elements. Finally, we evaluate the full graph on the trained GCN to get the refined segmentation. We compare our framework with CRF on a graph-like data representation as refinement strategy.
Introduction
Segmentation of anatomical structures is an important step in many computer aided procedures, like medical image navigation and detection algorithms. Many of this methods rely on manually segmented inputs performed by clinical experts. However, this is a time consuming task due to the large amount of information (generally volumes) that is generated. Organ segmentation in CT or MRI slices has been a topic of research for many years. Recently, with the growth of deep learning models, many architectures have been proposed for dealing with this problem. Some of the challenges for this models are related to the similarity between organs and background. This leads to misclassifications, mainly in boundary regions of the organs, that generates false positives (FP) and false negatives (FN) regions in the final results. Due to this, they might not be enough for clinical integration, where higher precision is required. One way to improve model performance is by introducing a post-processing refinement step in the pipeline. Even though dense graph representations of three dimensional data have been applied for refinement [1] , the use of recent graph convolutional networks (GCN) with sparse graphs representations of 3-D data has not been fully investigated. In this paper, we propose a two-step approach for refinement of volumetric segmentation coming from a convolutional neural network (CNN). First, we perform a uncertainty analysis by applying Monte Carlo dropout (MCDO) [9] to the network to obtain the model's uncertainty. This is used to divide the CNN output in high confidence background, high confidence foreground and low confidence points (FP and FN candidates). The uncertainty is also used to define a 3-D shape-adapted region of interest (ROI) around the organ. With this information, we define a semi-labeled graph inside the ROI that then is used to train a GCN in a semi-supervised way using the high confidence nodes. The refined segmentation is obtained by evaluating the full graph in the trained GCN. Additionally, we compare our framework with the refinement resulting from a fully connected conditional random field (CRF) inference [2] . Our main contributions can be summarized as follows: We present a methodology to define a semi-labeled graph representation for 3-D medical images; A refinement strategy that can be added to any CNN model (through MCDO). To our best knowledge, this is one of the first works employing a GCN-based refinement for CNN segmentation in medical data and the first work combining uncertainty-based misclassified point proposal with graph-like representations and GCN for the refinement of organ segmentation in volumetric data. We validate our method in the segmentation of pancreas. The results are compared with CRF.
Related Work Recent segmentation models for medical structures are based on fully convolutional neural networks (FCN). These models can be composed of aggregations of multiple 2-D FCN [3, 4] or by 3-D FCN [5, 6] . Refinement strategies are typically added at the end of the process to improve the results. This can also be used as an intermediate processing step, where more complex strategies can use the refined results to improve the segmentation. For example, in [7] , a set of scribbles is generated by defining a CRF problem that is solved with a Graph Cuts methods. This results, can be combined with user defined scribbles to perform an image specific fine-tune of a CNN segmentor. In other context, given the limited availability of labeled medical data, semi-supervised learning methods define strategies to include the (most commonly) available unlabeled medical data. Such strategies include the generation of pseudo-labels for unlabeled data. Here, refinement methods, like densely connected CRF [11] are included in the semi-supervised steps, to refine the pseudo-labels. Uncertainty has also proved to be useful as an attention mechanism in semi-supervised learning [12] and recent works in computer vision have started to explore the capabilities of uncertainty for finding potential misclassified regions for segmentation refinement purposes [10] . In the medical context, uncertainty has been employed as a measure of quality for the segmented output [13] , and its ability to reflect incorrect predictions has been recently studied [14] . This motivates the development and research of new refinement strategies based on uncertainty-driven misclassification proposal.
Methods
In this section we describe the process employed to refine the segmentation. First, we perform an uncertainty analysis on the CNN. Then, we use this information to define a semi-supervised GCN learning problem for segmentation refinement.
Uncertainty Analysis.
In order to define FP/FN candidates, we estimate the uncertainty of the CNN using the MCDO strategy presented in [9] . For this, we use the dropout layers of the network in inference time, and perform T stochastic passes on the network. Then, the model's expectation is obtained using the following equation:
with T the number of MCDO passes, H a CNN model (slice-wise or volumetric), V the input data, and Θ t the model parameters after applying dropout in the pass t. The misclassified candidates are based on the entropy level of the CNN, computed as:
with P c the probability map of X for class c, and M = 2 in our binary segmentation scenario. We use E as an approximation of the probability P for computing the entropy. Since MCDO can be computationally expensive due to the multiple evaluations, we reduce the volume to the smallest cube containing the the biggest 3-D connected component in the CNN prediction Y . Finding this connected component, by itself, can increases the overall dice score of Y . We perform all the uncertainty analysis considering this smaller area.
Graph Definition.
The graph is constructed considering the set of volumes S = {E, U, V , Y } (see Fig. 1 ). We will use the notation V * c to define the value of a particular volume at voxel x ∈ R 3 . We aim to obtain a refined segmentation Y ref using a graph based approach:
with Γ a GCN, G a semi-labeled graph, and Θ a set of model parameters. Since most of the voxels in the volume are irrelevant for the refinement process, we restrict the refinement to a shape-adapted ROI surrounding the uncertainty region. Given that graphs are not restricted to rectangular structured representation of data, we can use shape-arbitrary ROIs adjusted to our working area. The ROI is defined as ROI(x) = dilation(U b (x)) ∪ E b (x), with U b and E b the binarized expectation and binarized entropy respectively. Note that this last gives us the Fig. 1. a) The GCN refinement strategy. We construct a semi-labeled graph representation based on the uncertainty analysis of the CNN. Then, a GCN is trained to refine the segmentation. b) Connectivity. The black square is connected to six perpendicular neighbors and with k = 16 random voxels FN/FP voxels candidates. The expectation is thresholded by 0.5 and the entropy by a parameter τ . The voxels inside ROI(x) are used to define the nodes of G and each node is represented by a feature vector containing intensity V (x), expectation E(x), and prediction Y (x). Edges are generated as follows: for a particular voxel (the black square in Fig 1b) we create a connection to its six perpendicular neighbors and also to 16 randomly selected voxels inside the ROI (the blue squares in Fig 1b) . This allows the definition of a sparse graph representation, where efficient filtering operations are implemented as a product of sparse matrix [16] . To define the weights for the edges, we tested a function based on Gaussian kernels considering the intensity V (x i ) and the 3-D position x i ∈ R 3 associated with the node:
where λ is a balancing factor, div is given by the diversity between the nodes [17] , defined as div( i for our binary case. We go for an additive weighting instead of a multiplicative. This because the GCN can take advantage of connections with both similar and dissimilar nodes in the learning process, and using a multiplicative weighting could cut dissimilar connections. Additive weighting will just assign a lower weight. Finally, we labeled each node in the graph according to its uncertainty level using the next rule:
In this way, we have defined a semi-supervised graph's node classification problem that is solved with the methods presented in [16] .
Experiments and Results

Implementation Details
We evaluate our framework on a 2-D U-Net [15] trained for pancreas segmentation with the dice-loss. In order to compute the uncertainty, we include a dropout layer after every convolutional layer and trained for 100 epochs with the Adam optimizer and a learning rate of 1e − 4. We also include batch normalization after every convolutional layer, to bring stability to the network. We used the publicly available NIH [18, 19, 20] pancreas dataset 1 for training and testing. We use 53 volumes for training and 20 volumes for testing. Nine volumes were not included in the experiments, since they appear to come from a different distribution. The GCN is conformed by two layers: a hidden layer with 32 feature maps and a output layer with two logits. The CGN is trained with Adam for 200 epochs with a learning rate of 1e − 2, at evaluation time and independently for each volume. The σ parameters for the weighting were set to the variance of their respective arguments and we use λ = 0.5. For the CRF refinement we use an implementation of [2] , with E as unary potential and the pair-wise potential defined in terms of position and intensity (similar to the smoothness and appearance kernels defined in [2] ). The number of MCDO samples was set to T = 20. We tried with different uncertainty thresholds, ranging from 0.5 to 0.9. Table 1 shows the results for the U-Net segmentation before and after finding the largest connected component (U-Net connected comp.), together with the dice score for the GCN strategy using different uncertainty thresholds, and the CRF performance. Results shows better improvement in the dice score when using the GCN based refinement, specially when a threshold τ = 0.5 is used. These results were achieved in a sparse graph representation, showing that more efficient connectivities strategies can be applied, instead of fully connected representations, and that GCNs can make use of this sparse representations. Visual results are presented in Fig. 2 . Rows 1 and 2 shows how graph based method can use connectivity relationships to recover missing regions. However in row 3, we can see a lost in connectivity. This happens because both models include the CNN expectation in their definition. This causes the disconnections when the expectation has strong differences with respect to the real segmentation. However, in this cases, the GCN shows more robustness to this problem and keeps part of the voxels, compared with the CRF method. In this context, different weighting methodologies can be investigated, in order to avoid disconnection.
Results
Conclusion
In this work we have presented a method to construct a sparse semi-labeled graph representation of volumetric medical data, based on the output and uncertainty analysis of a CNN segmentation. We have also shown that GCN learning strategies can be used on this graph to obtain a refined segmentation. Future research can be directed in definitions of connectivity, weighting, and node representation.
