This paper presents a modification of a recursive method described in a previous paper of the authors, which yields necessary and sufficient conditions for the existence of solutions of a class of th-order linear boundary value problems, in the form of integral inequalities. Such a modification simplifies the assessment of the conditions on restricting the inequality to be verified to a single point instead of the full interval where the boundary value problem is defined. The paper also provides an error bound that needs to be considered in the integral inequalities of the previous paper when they are calculated numerically.
Introduction
Let be a compact interval in R, let , ∈ N be such that 1 ≤ < , and let us consider the th-order boundary value problem:
( ) ( ) = 0, = 0, 1, 2, . . . , − 1,
( ) ( ) = 0, = 1, 2, . . . , − , 0 ≤ 1 < 2 < ⋅ ⋅ ⋅ < − < − 1, 
for at least one ,
and : ( ) → ( ) is the right-disfocal differential operator defined by
with ( ) ∈ ( ), 0 ≤ ≤ − 1. Examples of these types of problems appear in the study of the deflections of beams, both straight ones with nonhomogeneous cross sections in free vibration, which are subject to the fourth-order linear EulerBernoulli equation, and curved ones with different shapes. An account of these and other applications can be found in [1, Chapter IV] .
In a recent paper of the authors (see [2, Theorems 8, 9 and 10] ) it was shown that the recursive application of the operator : [ , ] → [ , ] is defined by 
to functions belonging to a cone with some properties, providing a procedure to determine the existence (or not) of solutions of the problem (1)- (6) for and interior to , (i.e., for , satisfying < < ≤ or ≤ < < ). (1) satisfying (2)- (3) at extremes interior to , ;
(ii) if (−1)
, then there was a solution of (1) satisfying (2)-(3) either at , or at extremes interior to , .
The iterative comparison yielded lower and upper bounds for the extremes and for which (1)-(3) has a nontrivial solution, bounds which converge to the values of these extremes and as the recursivity index grows.
One of the few drawbacks of the method of [2] is that when the calculation of 1 / 1 is done numerically using a partition { } of [ , ] , very often such a calculation only yields values at the points { } and not at the interior points of each subinterval [ , +1 ]. Since the aforementioned inequalities have to be satisfied for all ∈ [ , ], in these cases we need to introduce a security margin > 0 in the comparison of the discrete values 
( )/
1 for all (i.e., to enforce that either
With this constraint in mind, the purpose of this paper is twofold:
(i) To calculate such a security margin that, once taken into account when comparing the mentioned functions over the set { }, ensures that the same results are obtained on the full interval [ , ] .
(ii) To show that under certain conditions (namely, < 1 ; compare with the original ≤ 1 of [2] ) and upon selection of the proper functions , it is possible to restrict the comparison of derivatives of and to a specific point in [ , ] instead of the full interval. The argument inspires on an idea from Keener for the focal problem (see [3] ).
In terms of nomenclature, we will use the notation to name the operator defined in (7), or { } to name the function with domain [ , ] resulting from the application of to ( ) ∈ [ , ], or { } to name the function with domain [ , ] resulting from the application of to ( ) ∈
[ , ] recursively times, and ( ) to name the value of the function at the point . We will use when we want to stress the dependence of with the extremes where it is defined. And we will denote by
[ , ] the set of piecewise continuous functions on [ , ] .
In order to make this paper self-contained, let us recall that, given a Banach space , a cone ⊂ is a nonempty closed set defined by the following conditions:
(1) If , V ∈ , then + V ∈ for any real numbers , ≥ 0.
(2) If ∈ and − ∈ , then = 0.
We will denote the interior of the cone by 0 , and we will say that the cone is reproducing if any ∈ can be expressed as = − V with , V ∈ . The existence of a cone in a Banach space allows defining a partial ordering relationship in that Banach space by setting ≤ V if and only if V − ∈ . Accordingly, we will say that the operator is 0 -positive if there exists a 0 ∈ such that for any V ∈ \ {0} one can find positive constants 1 and 2 such that 1 0 ≤ V ≤ 2 0 (note that the constants 1 and 2 do not need to be the same for all V). We will denote by ( ) the spectral radius of (in other words, ( ) is the supremum of the spectrum of ).
The main result of [2] is Theorem 2, which we will state also here for completeness. 
for any V ∈ and for any V, ∈ \ {0} there exists
and there cannot be any V ∈ \ {0} and any 1 
and there cannot be any V ∈ \ {0} and any 3 ≥ 1 such that
From the historical point of view, let us remark that the use of the theory of cones in boundary value problems dates from the works of Krein and Rutman [4] and Krasnosel'skii [5] , which were continued by multiple authors. References [3, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] are a good account of this.
The organization of the paper is as follows. Section 2 will describe a new method to obtain necessary and sufficient conditions for the problem (1)- (6) to have a nontrivial solution, which restricts the comparison of functions to one point. In Section 3 the security margin that needs to be considered in the application of [2, Theorems 8-10] will be calculated using linear splines theory. Section 4 will apply the previous results to several examples. Finally Section 5 will provide some conclusions.
A Cone and a Procedure to Reduce the Comparison of Functions to One Point
In this section we will first define a new cone different from that used in [2, Theorem 8] and will prove that it satisfies the properties required by Theorem 1. Then we will show that, for some specific functions belonging to that cone, the application of Theorem 1 implies a comparison of the values of a certain derivative of and at a single point in [ , ] . Thus, let us consider the eigenvalue problem
with defined as in (7) . Let us define the Banach space as
if = 0, and as
if > 0; in both cases the associated norm is
Let us also define the cone by
From the definition of it is clear that (−1)
, 0 ≤ ≤ . With the help of the cone it is possible to prove the following theorem.
Theorem 2. The conclusions of Theorem 1 are applicable to the problem (1)-(6) and the cone defined in (18).
Proof. We only need to prove that is a reproducing cone, that ( ) ⊂ , and that is 0 -positive in , as this guarantees the existence of an eigenfunction ∈ with a positive maximal eigenvalue (e.g., see [3, Theorem 2.1]) and both the monotonicity of this eigenvalue with the extremes and and the compacticity of were already proven in [2, Theorem 8] .
Thus, using the notation
for ∈ [ , ], it is clear that
If = 0 the reproducing character of is immediate. Otherwise, we can get to the same conclusion by noting that
for any ∈ , the two terms of the right-hand side of (21) being functions which belong to .
To prove the 0 -positivity of , let us consider the same auxiliar Banach space B defined in [2, Theorem 8] ; namely,
and the auxiliar cone P defined by
whose interior, if we denote by the lowest integer that satisfies > 1 and ̸ = 2 , . . . , − , is given by
Following exactly the same reasoning used in [2, Theorem 8] and using hypotheses (4) and (15)- (18) it is straightforward to prove that maps \{0} into P 0 , that is, V ∈ P 0 for any V ∈ \ {0}. Since P ⊂ (this follows from the facts that B ⊂ and ≤ 1 ), one has that ( ) ⊂ , and also that for any 0 ∈ P 0 there must be an 1 > 0 such that International Journal of Differential Equations which implies
Likewise, there must be an 2 > 0 such that
which implies
Combining (26) and (28) one gets
As 0 ∈ P 0 ⊂ P ⊂ , (29) proves that is 0 -positive in . This completes the proof.
The next theorem will allow us to exploit Theorem 2 as explained in Section 1. 
Theorem 3. Let us suppose that
and there exists an integer > 0 such that
then the problem (1)- (6) cannot have a nontrivial solution at extremes , interior to , .
then the problem (1)- (6) 
satisfies 
that is, ≥ with regard to the cone . From Theorems 1 and 2 one gets the first conclusion.
On the other hand, from the hypotheses of statements (2), (2), (7), and (34), one has that (−1)
where it has a discontinuity jump, and that
which in turn implies that ≤ with regard to the cone . Again, from Theorems 1 and 2, one gets the second conclusion.
Remark 4.
It is possible to extend the results of Theorems 2 and 3 to cones similar to where the condition
Theorem 2.1], as mentioned in the proof), which implies
This latter fact is indeed the key that allows restricting the comparison of functions to one point in Theorem 3.
To apply statement (1) of Theorem 3 we can consider, for instance, the function
which satisfies
And in order to apply statement (2) of Theorem 3 we can pick any ∈] , [ and define, for example, the function
International Journal of Differential Equations 5 which satisfies ( ) ( ) = 0 for 0 ≤ ≤ − 1,
and
Remark 5. As pointed out in [2] , (1)- (6) is just a way of representing a set of problems of the type (18) by proving the faster convergence of the method when the functions ( ), 0 ≤ ≤ were closer to zero. It is easy to prove that such a behaviour is also applicable to the cone defined in (18) taking into account the fact that maps into the cone P of (23).
As was done in [2, Theorem 11 and Remark 15], it is possible to establish theorems similar to Theorems 2 and 3 for the problem symmetric to (1)-(6) and defined by
with [ , ] ⊂ , defined as in (6) and left disfocal on , 
if = 0, and
if > 0, associated with the norm
as well as the cone
Since the reasoning to prove them is the same as that used in Theorems 2 and 3, we will state the equivalent theorems without proof. 
Theorem 6. The conclusions of Theorem 1 are applicable to the problem (44)-(45) and the cone defined in (49).

Theorem 7. Let us suppose that
(−1) − − ( ) ( ) ≥ (−1) − − ( ) ,(50)
then the problem (44)-(45) cannot have a nontrivial solution at extremes , interior to , . (2) If
then the problem (44)-(45) does have a nontrivial solution either at , or at extremes , interior to , .
A function which satisfies the conditions of the statement (1) of Theorem 7 is, for instance, 
And a candidate function which fulfils the conditions of the statement (2) of Theorem 7 is
for any ∈] , [, which satisfies ( ) ( ) = 0 for 0 ≤ ≤ − 1,
Calculation of the Security Margin for the General Case of [2, Theorem 8]
As mentioned in Section 1, the application of [2, Theorems 8-10] to the problem (1)- (6) 
Applying (57) to
The spline ( ) of (58) interpolates the function
1 with an interpolation error ( ); that is,
, from [22, Section 6.5.1], one gets the fact that this interpolation error can be calculated in each subinterval [ , +1 ] as
where is a value in [ , +1 ] which depends on . Maximizing the right-hand side of (60) one yields
From (59) and (61) one gets the following theorem, which gives the searched security margin.
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is the same as the sign of (−1)
In order to apply Theorem 8 we need to calculate a bound for (7), we know that such a function can be obtained as
Otherwise, such a calculation can be done by taking into account, from (6), (7), and (8), that
However, if we are calculating and numerically, in both cases we will probably end up with a problem similar to the one origin of this section: how to calculate/bound the value of
( )/ 1 +2 | from the values of that function on the set { }. Solutions to this can be as follows:
and, if needed, use the monotonicity properties of all derivatives of ( ) and ( ) up to 1 − 1 ( maps the cone of [2, (55) ] into itself and this implies that all the derivatives of up to 1 have the same sign as (−1)
− ; see [2, Proof of Theorem 8]). Such monotonicity properties ensure that the maxima of the absolute value of these derivatives over [ , +1 ] are precisely at the extremes or +1 .
(ii) Or apply the same principles of (57)-(61), decompose
( )/ 1 +2 as the sum of the corresponding linear spline and another interpolation error, and obtain an upper bound of
( )/ 1 +2 | from the values of that function at { } and a bound for the mentioned interpolation error, which can be calculated using (61) and (65). This gives
for ∈ [ , +1 ].
As before, the calculation of the maximum of the last term of (66) can be done from (63)-(64) and using the monotonicity properties of the derivatives of and . 
given that 1 ≤ − 1. In these subintervals we will need to do the comparison using directly (60).
Remark 10. The estimation of the security margin using Theorem 8, (63)-(64) and either (65) or (66) can be a cumbersome exercise. However, as the examples will show, the bounds that they provide for the extremes and for which (1)-(6) has a solution are usually much better than those obtained with the method of Theorem 7 for the same number of iterations.
Remark 11. The arguments of this section are also valid when applied to the functions and and the cone of (18) for > ≥ 0 (the method of Section 2 assumes that > = 0), just replacing 1 th derivatives by th derivatives. This implies that we can make use of the same functions ∈ to apply both methods and compare results.
Some Examples
In this section we will present a couple of examples where the results of the Sections 2 and 3 will be used to provide progressively better upper and lower bounds of the extremes that make (1)-(6) has a nontrivial solution, for the cases = 3 and 4 and different boundary conditions. In all of them the extreme will be fixed to zero (so as to focus the assessment on the extreme ) and the integral calculations will be done numerically using a mesh { } and applying the trapezoidal rule in each of the subintervals [ , +1 ] of the mesh. This also includes the calculation of the derivatives ( V) ( ) ( ), 0 ≤ ≤ , as these can be written as
The maximum number of iterations has been set to 6 in all examples and up to 3 decimal figures have been provided for each bound. 
with = 3, = 2, 1 = 1, and = 0. Equation (70) gives the BVP
whose Green function can be calculated following Coppel [23] as
which coincides with ( , )/ .
The application of Theorem 3 to the functions ( ) defined in (37) and (39) (considering two different cases = /2 and = /3 to test the effect of the choice of in the result of the calculations) gives Table 1 . Table 1 shows that, as expected, the bounds get improved when the number of iterations grows. Additionally the method provides better upper bounds for if we pick = /2 instead of = /3 in the function of (39), for all values of .
On the other hand, the application of the security margin calculated in Theorem 8, using also (66), to determine if the function 6 − 5 belongs to the cone of (18), gives a value of between 2.166 and 2.167, much is more precise than the bounds shown in the Table 1 for = 5, 6. And this occurs regardless of ( ) being that of (37), that of (39) with = /2, or that of (39) with = /3. This implies that the use of the mentioned security margin to evaluate whether − −1
belong to the cone yields better bounds at the expense of complicating the calculations.
Example 2. Let us consider the following boundary value problem:
We can rewrite the problem (73) as
with = 4, = 3, 1 = 2, and = 1, which, given that ( V) = 0 is always right disfocal regardless of the interval [ , ] , satisfies all the conditions for the application of the Theorem 3. To do that we first need to determine the Green function of the problem:
Following Coppel [23] as we did in Example 1, the mentioned Green function can be calculated as
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The application of Theorem 3 to the functions ( ) defined in (37) and (39) (considering again two different cases = /2 and = /3 to test the effect of the choice of in the result of the calculations) gives Table 2 .
As happened in Example 1, the bounds get improved when the number of iterations grows, and the method provides also better upper bounds for if we pick = /2 instead of = /3 in the function of (39), for all values of .
On the other hand, the application of the security margin calculated in Theorem 8, using also (66), to determine whether the function 6 − 5 belongs to the cone (regardless of ( ) being that of (37), that of (39) with = /2, or that of (39) with = /3), gives a value of between 2.257 and 2.258, again much more precise than the bounds shown in the Table 2 for = 5 or 6. One can deduce the same conclusion as before: the use of the mentioned security margin to evaluate whether − −1 belong to the cone yields better bounds at the expense of complicating the calculations.
Discussion
The results presented in this paper complement the ones described in [2, when addressing the question of the existence of solutions of those boundary value problems of th order of the type 
which allow a representation in the form (1) The method of Section 2 (Theorem 3) has the limitation of requiring < 1 , instead of the original ≤ 1 of [2] . This limitation is not present when applying to [2, Theorems 8-10] the security margin calculated in Section 3. Another advantage of the use of security margin, as the examples show, is a better speed of convergence of the bounds for and towards the values of and for which (1)-(6) has exactly a nontrivial solution, compared with the corresponding bounds obtained by means of Theorem 3. One can conjecture the generality of this behaviour when using a step in the partition { } (i.e., the maximum distance between consecutive knots and +1 ) small enough, due to the dependency of the interpolation error with the square of that parameter (see (62)). In any case, the main drawback of the use of the security margin is the difficulty to determine it in each interval [ , +1 ], due to the tedious calculations it requires, especially when applying formula (66).
To end up this section, it is worth remarking that in the application of Theorem 3 there is freedom in the choice of the discontinuity point , which can lead to wonder what is the best choice for such a point (i.e., the choice that provides bounds for and that converge faster). The two examples presented in this paper show better bounds for the case = /2 than for = /3, but it is perhaps premature to deduce from that a general principle since this could depend on the concrete problem under assessment, and especially on the value of , which determines the number of derivatives of the solution at the extreme which are zero (i.e., how "flat" the solution is in the vicinity of ). More work is therefore required in this area.
