This meta-analysis investigated the factors underlying effective messages to counter attitudes and beliefs based on misinformation. Because misinformation can lead to poor decisions about consequential matters and is persistent and difficult to correct, debunking it is an important scientific and public-policy goal. This meta-analysis (k = 52, N = 6,878) revealed large effects for presenting misinformation (ds = 2.41-3.08), debunking (ds = 1.14-1.33), and the persistence of misinformation in the face of debunking (ds = 0.75-1.06). Persistence was stronger and the debunking effect was weaker when audiences generated reasons in support of the initial misinformation. A detailed debunking message correlated positively with the debunking effect. Surprisingly, however, a detailed debunking message also correlated positively with the misinformation-persistence effect.
General Article
The effects of misinformation are of interest to many areas of psychology, from cognitive science, to social approaches, to the emerging discipline that prescribes the best reporting and publication practices for all psychologists. Misinformation on consequential subjects is of special concern and includes claims that could affect health behaviors and voting decisions. For example, the rumor that genetically modified mosquitoes caused the Zika virus outbreak in Brazil is misinformation, a claim unsupported by scientific evidence (Schipani, 2016) . Despite retraction of the scholarly article making the causal link between autism and the measles, mumps, and rubella vaccine, some people are still convinced of this unfounded claim (Newport, 2015) . Others continue to hold that there were weapons of mass destruction in Iraq prior to the U.S. invasion in 2003, a belief undercut by the fact that none were found there after the invasion (Newport, 2013) . Similarly, other individuals believe that the Affordable Care Act mandated death panels even though independent fact checkers have shown that such consultations about end-of-life care preferences are voluntary and not a precondition of enrolling in the ACA (Henig, 2009; Nyhan, 2010) . The false beliefs on which we focus here occur when the audience initially believes misinformation and that misinformation persists or continues to exert psychological influence after it has been rebutted. In this context, two important questions are (a) how strong is the persistence of the misinformation across contexts, and (b) what audience and message factors moderate this effect?
Mounting evidence suggests that the process of correcting misinformation is complex and remains incompletely understood (Lewandowsky et al., 2015; Lewandowsky, Ecker, Seifert, Schwarz, & Cook, 2012; Schwarz, Sanna, Skurnik, & Yoon, 2007) . Lewandowsky and colleagues (2012) qualitatively reviewed the characteristics of effective debunking, a term we define as presenting a corrective message that establishes that the prior message was misinformation. Corrections may be partial, such as those that update details of the information, or complete, such as retractions of scientific articles based on inappropriate or fabricated evidence that the authors or the journal no longer endorse. This metaanalysis complements the Lewandowsky et al. review by quantitatively assessing the size and moderators of the debunking and misinformation-persistence effects.
Audience Factors that Reduce Credulity
As the literature confirms, "human memory is not a recording device, but rather a process of (re)construction that is vulnerable to both internal and external influences" (Van Damme & Smets, 2014, p. 310) . Scholars agree that systematically reasoning in line with the arguments contained in a message should increase the message's impact (Arceneaux, Johnson, & Cryderman, 2013; Chaiken & Trope, 1999; Johnson-Laird, 1994; Kahneman, 2003; Petty & Briñol, 2010; Slothuus & de Vreese, 2010) . Accordingly, when the elaboration process organizes, updates, and integrates elements of information, generating explanations in line with the initial misinformation, this process may create a network of confirming causal accounts about the misinformation in memory. Conditions that yield confirming explanations may be associated with increased misinformation persistence and a weakened debunking effect (Arceneaux, 2012; Johnson-Laird, 2013) . In contrast, considering the error in the initial information may lead to a weak explanatory model (Kowalski & Taylor, 2009 ). As a result, conditions that yield explanations that counter the misinformation should be associated with weakened misinformation persistence and an increased debunking effect. In short, the direction of the cognitive activity of the audience is likely to predict misinformation persistence and ineffective correction.
The Debunking Message
Corrections that merely encourage people to consider the opposite of initial information often inadvertently strengthen the misinformation (Schwarz et al., 2007) . Therefore, offering a well argued, detailed debunking message appears to be necessary to reduce misinformation persistence ( Jerit, 2008) . Research on mental models ( Johnson-Laird, 1994; Johnson-Laird & Byrne, 1991) suggests that an effective debunking message should be sufficiently detailed to allow recipients to abandon initial information for a new model ( Johnson & Seifert, 1994; Wilkes & Leatherbarrow, 1988) . Messages that simply label the initial information as incorrect may therefore leave recipients unable to remember what was wrong and offer them no new model to understand the information (Johnson & Seifert, 1994; Wilkes & Leatherbarrow, 1988) . Hence, we hypothesized that the level of detail of the debunking message (i.e., simply labeling the misinformation as incorrect vs. providing new and credible information) would be a vital factor in effective debunking and in curbing the persistence of misinformation.
Method
To conduct the present meta-analysis, we used pairs of keywords to obtain relevant scholarship from multiple databases in relevant areas (e.g., political science, communication, and public health; see the Supplemental Material available online for detailed information). Only reports 1 from studies that were clearly or possibly experimental were considered. One of the most popular experimental paradigms is a series of reports of a warehouse fire (see Ecker, Lewandowsky, Swire, & Chang, 2011; Johnson & Seifert, 1994; Wilkes & Leatherbarrow, 1988) . This paradigm involves three phases. In the first (manipulation) phase, experimental participants read a booklet containing a misinformation message attributing the fire to the presence of volatile materials in the warehouse; for half of the experimental participants, this misinformation message is accompanied by a debunking message, whereas for the other half it is not. Control participants receive neither the misinformation nor the debunking message. The second phase is a delay during which participants work on an unrelated task for 10 min. In the third phase, participants receive open-ended questionnaires assessing their understanding of the reports. The questionnaires contain 10 causalinference questions (e.g., "What could have caused the explosions?"), 10 factual questions (e.g., "What time was the fire eventually put out?"), and manipulationcheck items. These questions measure the tendency to make more detailed inferences (e.g., "What could have caused the explosions?") about either the misinformation or the debunking message, with the possibility of greater misinformation persistence when the detailed inferences are about the misinformation.
We also specified three eligibility criteria to identify relevant studies: (a) the presence of open-ended questions or closed-ended scale measures of participants' beliefs in (e.g., probability judgments about an event or person) or attitudes supporting (e.g., liking for a policy) the earlier misinformation and the debunking information, (b) the presence of a control group as well as one of the experimental groups (i.e., with or without the debunking message), and (c) the inclusion of a news message initially asserted to be true (the misinformation message) as well as a debunking message (see the Supplemental Material for details). Even though many topics involved real-world matters (e.g., see Berinsky, 2012 , for the 2010 Affordable Care Act materials and Materials and Methods in the current Supplemental Material), the message positions were unfamiliar to the participants before the experiment.
The selection of studies
To obtain a complete set of studies, we used specific terms and keywords (including wildcards; see Materials and Methods in the Supplemental Material) and searched multiple online databases: (a) PsycINFO, (b) Google Scholar, (c) Medline, (d) PubMed, (e) ProQuest Dissertations and Theses Abstracts and Indexes: Social Sciences, (f) the Communication Source, and (g) the Social Sciences Citation Index. We also checked reviews and bibliographies and culled the references of articles selected for inclusion (see Materials and Methods in the Supplemental Material). By February 15, 2015, this meta-analysis included eight research reports (N = 6,878), 20 experiments, and 52 statistically independent samples (see Fig. 1 ).
Estimation of effect sizes for misinformation, debunking, and misinformation persistence
We used Hedges's d as our effect size. This approach includes a correction factor j, [1 − 3/(4 × n − 1)], which reduces the positive bias introduced by the use of small samples in experimental studies. All the experiments we synthesized happened to have a between-subjects design. Thus, we compared means between experimental conditions to obtain the effect sizes of interest (see Materials and Methods in the Supplemental Material). The difference between the misinformation group and the control group constitutes the misinformation effect, the difference between the misinformation group and the debunking group constitutes the debunking effect, and the difference between the debunking group and the control group constitutes the misinformationpersistence effect. Two trained raters used means and standard deviations from the different groups to compute Hedges's d, following the formulas outlined by Borenstein et al. (Borenstein, Hedges, Higgins, & Rothstein, 2009 ).
Coding of moderators
Two of the authors calculated effect sizes and coded the moderators, including audience and message factors. Specifically, we coded for (a) the generation of explanations in line with the misinformation, (b) the generation of counterarguments to the misinformation, and (c) the level of detail of the debunking message. Raters resolved disagreements by discussion. Adequate agreement was reached for all coded variables (κs = .87−1.00, intraclass correlation coefficients = .90−1.00). Table 1 summarizes the coded characteristics and results in the literature we synthesized.
Audience factors. Two trained raters coded the generation of explanations in line with the misinformation as directly induced by experimental procedures (1 = no explicit procedure, 2 = explicit procedure). They also judged whether there were instructions or experimental settings likely to spontaneously activate explanations in line with the misinformation (1 = low likelihood, 2 = moderate likelihood, 3 = high likelihood). For example, Ecker, Lewandowsky, Swire, and Chang's (2011) Experiment 1 was assigned a 2 for explicit experimental procedure because the misinformation was repeated 1 to 3 times across conditions. The same experiment was assigned a 3 for spontaneous generation of explanations because participants were instructed to complete an open-ended questionnaire with causal-inference questions (e.g., "What could have caused the explosions?"). In contrast, Berinsky's (2012) report included neither an explicit procedure to strengthen the reception of the misinformation nor questionnaires to induce inferences about the misinformation. Therefore, this report was assigned a 1 for both variables. The standardized scores of these two variables were averaged into a composite index to represent the overall likelihood of explanations in line with the misinformation (see Table 1 for sample indexes).
The raters followed a similar scheme to code the generation of counterarguments to the misinfor mation after receiving the debunking message, and the generation of counterarguments included generating causal alternatives. First, they coded whether counterarguments were directly induced by the experimental procedures (1 = no explicit procedure, 2 = explicit procedure). Second, they coded whether counterarguments were indirectly induced by the experimental setting (1 = low likelihood, 2 = moderate likelihood, 3 = high likelihood). For example, in Ecker, Lewandowsky, and Tang's (2010) study, the debunking message was presented one time and did not elaborate on the multiple explanations supporting the information. Thus, the experimental procedure was coded as 1. However, participants were instructed to complete open-ended questions to make inferences about the misinformation after receiving the debunking message. Therefore, this study was coded 2 for spontaneous generation of counterarguments. We then averaged the standardized scores of the direct and indirect codes as an overall index of generation of counterarguments (see Table 1 ).
Level of detail of the debunking message. The two raters also coded whether the debunking message simply labeled the initial information as incorrect (1 = not detailed) or provided detailed information (2 = detailed). For example, the debunking message presented in Ecker, Lewandowsky, and Apai's (2011) experiments was assigned a 2 because new information was provided (i.e., the actual cause was determined to be a faulty fuel tank, p. 287).
Analytic procedures
To compare the effects of misinformation, debunking, and misinformation persistence, we performed three separate meta-analyses (see Chapter 25 in Borenstein et al., 2009 ). We first assessed publication and inclusion bias and analyzed the weighted mean magnitudes (d) of the effect sizes using fixed-effects and randomeffects models estimated with maximum-likelihood methods. Then, we conducted Cochran's Q tests and generated I 2 statistics to determine whether the population of effect sizes was heterogeneous across samples (Hedges & Olkin, 1985) . We performed three-level meta-analysis (i.e., nested by reports) to estimate the heterogeneity level and control for dependency among studies from a single report. Finally, we conducted moderator analyses to explain the nonsampling variance in the effects. For descriptive purposes, we followed Cohen's (1988) definitions of effect sizes (i.e., small effect: ds = 0.10-0.20, medium effect: ds = 0.21-0.50, and large effect: ds = 0.51-0.80).
Results

Descriptions of reports and studies
All reports were published between 1994 and 2015 and yielded 52 experimental conditions and 26 control conditions. The experiments concerned a variety of news. Eight reports used false social and political news, including reports of robberies (Ecker, Lewandowsky, Fenton, & Martin, 2014) , the investigations of the warehouse fire (Ecker, Lewandowsky, Swire, & Chang, 2011; Johnson & Seifert, 1994) and traffic accidents (Ecker, Lewandowsky, & Apai, 2011; Ecker et al., 2010) , the descriptions of death panels in the 2010 Affordable Care Act (Berinsky, 2012) , positions of political candidates on arguments about Medicaid (Bullock, 2007) , and whether a political candidate had received donations from a convicted felon (Thorson, 2013) . Table 1 presents a summary of characteristics for each metaanalyzed condition. The average number of participants was 132 (SD = 174). Most samples were collected in laboratory settings (69.2%), followed by third-party online platforms (30.8%). The average percentage of females was 72 (SD = 9.57), and the mean age of participants was 20 years old (SD = 1.16).
Mean effect sizes and heterogeneity
Analyses of weighted means were used to estimate the misinformation effect, the debunking effect, and the misinformation-persistence effect (k = 52; total N = 6,878), using fixed-effects models, random-effects models, and random-effects models nested by reports. We followed the detection procedure proposed by Viechtbauer and Cheung (2010) to examine the influence of outliers with exceptionally large effect sizes (d > 5.50) of the misinformation and misinformation-persistence effects. We estimated all mean effects with and without the removal of outliers, and the estimates were significant in both cases (see Table 2 ). Furthermore, the I 2 statistics revealed 99% of the nonsampling variability in all cases (see Table 2 ).
Assessment of bias
Given the substantial degree of heterogeneity, we performed multiple sensitivity analyses to assess bias. First, we used contour-enhanced funnel plots (Peters, Sutton, Jones, Abrams, & Rushton, 2008) , which are scatterplots of the effects estimated from individual records against a measure of study size. Asymmetrical funnel plots suggest publication bias (Sterne & Harbord, 2004) , and contour lines indicate levels of statistical significance. Fixed-effects modeling was used. We next used the trim-and-fill method (Duval, 2005) , which is a nonparametric method to correct funnel-plot asymmetry by removing the smaller records that caused the asymmetry, re-estimating the center of the effect sizes, and filling the omitted records to ensure that the funnel plot is more symmetrical (Borenstein, Hedges, Higgins, & Rothstein, 2009 ). Fixed-effects modeling was used.
Next, we performed the bias tests using selection models (Vevea & Woods, 2005) , which are weightfunction models accounting for the fact that not all effect sizes have the same probability of being published. Using different probabilities, a selection model adjusts estimates of the mean effect size and can be compared with the unadjusted one to assess publication bias. Random-effects modeling was used. Using meta-regression, we were able to formally examine publication status as in a moderator analysis. When data are selectively reported in a way that is related to the magnitude of the effect size (e.g., when results are reported only when they are statistically significant), such a variable can have biasing effects (Borenstein et al., 2009 ). Random-effects modeling was used.
Finally, we used p-curve analysis (Simonsohn, Simmons, & Nelson, 2015) and p-uniform tests (van Assen, van Aert, & Wicherts, 2015) . In p-curve analysis, the distribution of p values reported in a set of records is plotted. The analysis combines the half (.25) and full p curve to make inferences about evidential value. The p-uniform analysis holds the same underlying assumption as in p-curve analysis, which is that the distribution of the p value under the null hypothesis (that the effect size is equal to the true effect size) is uniform. Table 3 summarizes the results of these analyses (see also Fig.  2) . Some of the methods suggested bias, whereas others did not. To be conservative, we explored the sources of this potential bias and corrected for it in later analyses.
We first conducted correlation analyses between sample size and methodological factors that had relatively complete data (missing values in less than 5% of the selected records). Table 4 shows that sample size correlated with several methodological factors, including explanations in line with the misinformation and counterarguments to the misinformation. Therefore, we used the results shown in Table 4 to reduce the bias related to sample sizes and also reduce the potential influence of sample sizes in moderator analyses. Using the results of the multiple regression analyses shown in Table 4 , we calculated standardized residuals to remove the influence of the covariates on sample size. Those residuals were then used to represent sample size in a way that was independent of the effect of the methodological and publication factors. Specifically, we estimated a weight for each sample by referencing the smallest standardized residual, specifically, standardized residual − minimum (standardized residuals) + 0.0001. The weighted model was likely to mitigate the influence of sample sizes as a potential source of bias, which led us to also repeat all the analyses of misinformation and persistence with these weights included. 2 The likelihood-ratio test between the Level 2 and Level 3 models was significant, χ 2
(1) = 7.98, p = .005. b
The likelihood-ratio test between the Level 2 and Level 3 models was significant, χ 2 (1) = 8.34, p = .004. c The likelihood-ratio test between the Level 2 and Level 3 models was significant, χ 2
(1) = 20.92, p < .001.
***p < .001.
Specifically, we calculated mean effect sizes for all the effects of misinformation, debunking, and misinformationpersistence using random-effects models with the standardized residuals of sample size introduced as weights. Table 2 presents these results, which were similar to the earlier ones. Moderator analyses were also replicated with these weights and are reported in turn (see Table 5 ). 
Moderator analyses
We used meta-regressions to analyze the effects of the moderators on the misinformation, debunking, and misinformation-persistence effects (see Table 5 ). As Table 5 shows, the likelihood-ratio tests were nonsignificant for all effects, which suggests that the nonnested models with moderators better represent the data than the nested ones. Table 6 presents effect sizes for debunking and misinformation persistence across moderator levels.
Elaboration in line with the misinformation. We first examined whether generating explanations in line with the misinformation would moderate our misinformation, debunking, and misinformation-persistence effects. A meta-regression analysis with the misinformation effect as the outcome variable revealed an inverse association with the generation of explanations in line with the misinformation (weighted mixed-effects model: b = −0.98, 95% confidence interval (CI) = [−1.61, −0.33]; nonweighted mixed-effects model: b = −0.97, 95% CI = [−1.64, −0.31]). Specifically, the more likely recipients were to generate explanations supporting the misinformation, the weaker the misinformation effect was. This effect was unexpected because elaborating on information generally increases its impact when the message is strong (Cacioppo, Petty, & Crites, 1994; Petty & Briñol, 2010 . This result suggested that using a more detailed debunking message was effective to discredit the misinformation but was associated with greater misinformation persistence. A post hoc analysis between generating explanations to the initial misinformation and the level of details of debunking message revealed a large positive correlation, r(33) = .52, p = .0015. It seems plausible that the misinformation messages could have been more detailed in studies with more detailed debunking, a possibility that future meta-analyses should investigate.
Discussion
The primary objective of this meta-analysis was to understand the factors underlying effective messages to counter attitudes and beliefs based on misinformation. Examining moderators provided empirical evidence to evaluate recommendations and suggestions for discrediting the false information. Employing Cohen's (1988) effect-size guidelines, we found large effects for: misinformation, debunking, and misinformation persistence across estimation methods (see Table  2 ), except the fixed-effects model of misinformation persistence. Table 6 also presents effect sizes for debunking and misinformation persistence across moderator levels.
The results of generating explanations in line with the misinformation were consistent with the hypothesis that people who generate arguments supporting misinformation struggle to later question and change their initial attitudes and beliefs. As shown in Table 6 , the debunking message was less effective when people were initially more likely to generate explanations supporting the misinformation than when they were not. The results of counterarguing the misinformation also supported predictions. The debunking message was more effective when people were more likely to counterargue the misinformation than when they were not. Further, the results of the detail of debunking messages were consistent with our hypothesis that debunking is more successful when it provides information that enables recipients to update the mental model justifying the misinformation (see Table 6 ). As expected, the debunking effect was weaker when the debunking message simply labeled misinformation as incorrect rather than when it introduced corrective information. Contrary to expectations, however, the debunking effects of more detailed debunking messages did not translate into reduced misinformation persistence, as the studies with detailed debunking might also have stronger misinformation persistence. In the following paragraphs, we discuss the detection of inclusion bias in our samples and then present recommendations for uprooting discredited information.
Assessments of inclusion bias
Our analyses of publication and methodological correlates suggest that different research practices have been adopted across published and unpublished reports. Contrary to the usual bias (Hopewell, McDonald, Clarke, & Egger, 2007) , unpublished reports in our meta-analysis (i.e., working papers and dissertations) had larger sample sizes than did published articles (see Table 4 ), a relation observed for the misinformation and misinformation-persistence effect. Furthermore, we found moderate to strong associations between sample size and methodological factors, which suggests that part of the bias is due to differences in study characteristics. Such results could also stem from more refined experimental methods, such as pilot testing a particular procedure to establish the required sample size a priori. In other words, such research practices as power analyses may contribute a greater number of studies with larger sample sizes and smaller effect sizes, as found in our study. The inconsistent results of various sensitivity analyses speak to the needs for future research to investigate the robustness of various bias-detection methods and develop new assessment tools to further understand publication and inclusion bias (Inzlicht, Gervais, & Berkman, 2015; Kepes, Banks, & Oh, 2014; McShane, Böckenholt, & Hansen, 2016; Peters et al., 2010) . 
