The concept of entropy is traditionally a quantity in physics that has to do with temperature. However, it is now clear that entropy is deeply related to information theory and the process of inference. As such, entropic techniques have found broad application in the sciences.
Message from the Guest Editor
Dear Colleagues, Entropies and entropy-like quantities are playing an increasing role in modern non-linear data analysis. Fields of their application reach from diagnostics in physiology, for instance, EEG, MEG and ECG, to econophysics and engineering. During the last few years, classical concepts as the Approximate entropy and the Sample entropy have been supplemented by new entropy measures, like the Permutation entropy and various variants of it. Recent developments are focused on multidimensional generalizations of the concepts with a special emphasize on the quantification of coupling between time series and system components behind them. Some of the main future challenges in the field are a better understanding of the nature of the various entropy measures and their relationships, with the aim of their adequate application including good parameter choices. The utilization of entropy measures as features in automatic learning and their application to large and complex data for tasks as classification, discrimination and finding structural changes requires fast and well-founded algorithms.
