Abstract. An analytic and empirical study of line iterative methods for solving the discrete convection-diffusion equation is performed. The methodology consists of performing one step of the cyclic reduction method, followed by iteration on the resulting reduced system using line orderings of the reduced grid. Two classes of iterative methods are considered: block stationary methods, such as the block Gauss-Seidel and SOR methods, and preconditioned generalized minimum residual methods with incomplete LU preconditioners. New analysis extends convergence bounds for constant coefficient problems to problems with separable variable coefficients. In addition, analytic results show that iterative methods based on incomplete LU preconditioners have faster convergence rates than block Jacobi relaxation methods. Numerical experiments examine additional properties of the two classes of methods, including the effects of direction of flow, discretization, and grid ordering on performance.
where t is a smooth domain in R 2 and p > 0, q > 0 on t. Discretization of (1.1) produces a linear system of equations (1.2) Au f, where u and f are now vectors in a finite-dimensional space, and A is a nonsymmetric matrix when r and s are nonzero. We are concerned with discretizations (principally, finite difference methods) for which each equation in (1.2) is centered at some mesh point (xi, yj), and the associated unknown uij depends only on its neighbors in the horizontal and vertical directions. That is, the equation centered at (xi, yy) has the form (1.3) aijuij fij bijui,j-1 cijui-l,j dijui+l,j eijui,j+l.
In this case, we say that (1.2) has a .computational molecule of the form When the system (1.2) has this property, the mesh points { (xi, yj)} and unknowns {uij } can be ordered with a red-black ordering so that every equation centered at a "red" point depends only on "black" unknowns, and every equation centered at a "black" point depends only on "red" unknowns. An example of a red-black ordering of a 6 x 5 grid is shown in Fig. 1 In [7] , [8] , we analyzed the convergence behavior of block iterative methods for solving the reduced system (1.4) derived from discretizations of (1.1). We considered block Jacobi, Gauss-Seidel, and successive overrelaxation (SOR) methods [25] , [28] , where the blockings (of the rows and columns of A(b)) are derived from certain line orderings of the underlying reduced (black) grid. In particular, the unknown grid values u (b) can be grouped together either by individual lines of the grid, producing a class of one-line orderings, or by pairs of lines, producing two-line orderings (see 2). These orderings produce matrices with block Property A, so that the classical analysis of Gauss-Seidel and SOR methods [25] , [28] can be used. The results of [7] , [8] apply to problems with the constant coefficients p(x, y) q(x, y) 1, r(x, y) a, s(x, y) T. They show that convergence is often very fast; in particular, for nonselfadjoint problems (a or T nonzero), convergence is typically faster than for selfadjoint problems. They also show that convergence rates for solving the reduced system are often faster than for solving the full system (1.2) by analogous line methods. These observations are in agreement with asymptotic results in [20] and the algebraic analysis of [13] . Related results for point iterative methods are given in [18] .
In this paper, we extend the analysis of [7] , [8] to separable problems, and we also use it to derive bounds on convergence behavior for stationary methods based on incomplete factorizations [17] . In addition, in a series of numerical experiments, we examine the effect of physically significant properties of the problem (1.1) on the performance of iterative methods applied to (1.4) . Here, we consider both block relaxation methods and the preconditioned generalized minimum residual method (GMRES) [23] , with preconditioning by incomplete factorizations [17] . We focus on the following issues"
1. For constant coefficient problems, the effect of the signs and magnitudes of r and s in (1.1). These quantities determine the direction and rate of flow associated with the convection in the model. The analysis of [7] , [8] is sensitive to magnitudes but not to signs.
2. The effect of variable coefficients r and s. We consider problems both with and without turning points. 3. The effects of the choice of discretization on performance; we consider centered and upwind finite difference discretizations. 4. The first three issues do not address the issue of accuracy of the discrete solution. We also examine the effect of methods designed to improve accuracy in the presence of boundary layers, in particular, local mesh refinement and defect correction methods [12] , [15] .
An outline of the paper is as follows. In 2, we describe the reduced matrix A(b), and we present the ordering strategies and iterative methods used to solve (1.4), including some block red-black strategies of use for vector and parallel computations.
In 3, we extend the analysis of [7] , [8] The line ordering strategies for the reduced grid are outlined as follows (see [7] , [8] For any of these line orderings, let (b) wherever the latter are nonzero. We will examine the use of this factorization as a preconditioner for GMRES. 3 . Analysis of separable problems and the ILU(0) faetorization. We will be concerned with finite difference discretizations of (1.1). For example, on a uniform grid with mesh size h, let standard second order differences [11] If is a rectangular domain and the coefficients of (1.1a) satisfy p p(x), q then the differemial operator of (1.1) is separable [26] . In this case, the discrete coefficients of (1. 
where k is a block (or line) index, 2 k 1. As in [7] , there are three cases, corresponding to 2 k < 1/2 + 1, k 1/2 + 1 (1 even), and 1/2 + 1 < k. In the case 2 k 1/2 + 1, a careful specification of the emries of Q and A (b) shows that (3.3) is equivalent to the following three scalar relations:
These relations specify three successive entries of Qk in terms of a single entry of Qk-(where k (i + j-1)/2). Since the first entry of Qk is arbitrary, (3.4) can be used to define it. However, once this entry is defined, all subsequent entries are determined by (3.2) . Thus, it is necessary to show that (3.4)-(3.6) are consistent with (3.2) . But application of (3.2) and (3.4) in either order results in (3.5) , showing that both (3.4)and (3.5)are consistent with (3.2) . Similarly, (3.6) follows directly from (3.2) and (3.5).
The arguments for the cases k 1/2 + 1 (1 even) and 1/2 + 1 < k are essentially the same and we omit the details. A sufficient condition to guarantee that all the required square roots are well defined is that cidi_l and bjej_l have the same sign for all and j.
Finally, note that this analysis is not restricted to the natural one-line ordering. [14, 9] . In addition, note that it is not necessary to compute Q or (b) in order to apply this result, see [7] . The following result contains upper bounds on p(D-1C) (for both one-line and two-line splittings), for separable problems.
COROLLARY 2. Let A (b) come from a separable operator discretized on a uniform square grid of mesh width h, and assume that -(Y) > a () 0 < ci+ld < , 0 < bj+lej < , Thus,/ >_ , where each block of is a constant coefficient tridiagonal matrix 
The analysis in [2] actually applies to a more general class of factorizations than the standard ILU factorization. Theorem 2 can be proved using the result of Wonicki [27] Thus, we expect convergence of a stationary method based on the ILU (0) splitting to be at least as fast as that for the block Jacobi method, for any ordering. (The work per step for the Jacobi method will be smaller, though.) In particular, as observed in [7] , [8] , convergence should be faster for mildly nonsymmetric problems arising from nonselfadjoint operators than for symmetric ones derived from selfadjoint operators.
Combining the ILU(0) factorization with an acceleration scheme such as GMRES (i.e., using M as a preconditioner) should further improve convergence. Numerical experiments with the ILU(0) preconditioner that support this statement are presented in the following sections. .2) is defined using the limit, i.e., lim__.0(e x-1)/(e a-1) x.) In addition, the solution (4.2) has a boundary layer at any outflow boundary, i.e., near x 1 for positive a and x 0 for negative a, and similarly for y and -. Plots of the solution for four such (a, T) combinations, corresponding to flows in the east, north, northeast, and southeast directions, are shown in Fig. 4 Table 4 .6 shows the performance of the block Gauss-Seidel method for solving the same set of problems using the upwind difference scheme for the first derivative terms. The main difference from the results for centered differences is that performance improves as a or T increases. This is because A (b) (as well as A) becomes more diagonally dominant in these cases. In addition, for the natural one-line ordering, performance is consistently best when the flow is in the same direction as the sweep (NE), and good performance is achieved when the sweep and flow directions make an acute angle. Similar observations apply for the natural two-line ordering, except that sweeping in the direction of flow (N) is not best when the convection terms are small.
As above, the red-black orderings tend to be less sensitive than the natural orderings to flow directions.
The and it is oscillatory when centered differences are used [22] . [6] that this strategy does a good job of resolving the boundary layer with the addition [3] . Other experiments with these problems are described in [7] . To understand these results, it is useful to recall the constant coefficient problem (4.1). For that problem, the parameters associated with centered differences are given by (4.3) . As shown in [7] , [8] [7] , [8] ). However, the extra inequalities required to define a (x) nd a (y) decrease the size of the denominators in (3.10) and (3.12) We now examine the performance of the iterative methods for solving some nonseparable problems. Our goals are to examine the effectiveness of the block Gauss-Seidel and SOR methods, and ILU-preconditioned GMRES, for solving such problems; and to determine whether the analytic results of [7] , [8] , and 3 are of use in predicting behavior.
The following problem, from [19] , models the circular flow of a cold fluid with a hot wall at the right boundary. PROBLEM 6.1. 3 A related problem, differing from Problem 6.1 only in the boundary conditions, was also considered in [9] ; experimental results were qualitatively similar to those presented below.
As above, we consider both centered difference and upwind difference discretizations. At the outflow boundary x _> 0, y 0, we used first order upwind differences 0 0)
i.e., u(xi, O) u(xi, Yl). For the centered difference scheme, we consider both a square 31 31 mesh, and a uniform mesh of width h 1/32. The first choice 3 The discrete solution was computed using centered differences with 31 interior grid points in each direction; the figure includes the exact solution values at x =i=l and y 1, but not at y 0. produces matrices with the same algebraic structure as those considered in 4-5, but the horizontal mesh width is twice that of the vertical width; the second choice leads to lines of different length in the grid. We also consider a strategy for improving the accuracy of the solution, based on defect correction methods. For all tests, the initial guesses and stopping criteria are as in 4. found Orthomin(5) to be somewhat less robust than GMRES(5). Table 6 .2 shows iteration counts for solving the reduced system derived from an underlying uniform mesh of width h 1/32, for block Gauss-Seidel and GMRES/ILU, with the two natural line orderings. The lines are oriented as in Fig. 2.2 . These results are similar to those of Table 6 .1, except that GMRES/ILU has trouble with one problem class (e 1/1000 with the natural one-line ordering). In this case, the iteration "stagnates," in the sense that the residual norm IIg (b) A(b)ub)II2 remains constant over many iterations. 4 In contrast, whenever the block relaxation methods fail to meet the stopping criterion, they appear to be converging. Table 6 .3 shows average iteration counts for solving the reduced system derived when upwind differences are applied to Problem 6.1. Note that the mesh points used
Stagnation of this type also occurs for GMRES (10) and GMRES (15) .
for discretization depend on the direction of flow (see 2), and the reduced matrices A (b) are always diagonally dominant. The results of [12] , which contains several other references. For the operator Lu =_ -Au + ru + suy, let A,h denote the matrix associated with the (second order) centered difference discretization on a uniform mesh of width h. For > e, let A,h denote the analogous matrix derived from L. In its simplest form, the defect correction iteration consists of the following steps, where f is the discrete right-hand side.
Solve A,hu(m) f. 
End
The idea is to compensate for instabilities associated with high order operators using lower order operators. For the choice We have also performed an extensive set of numerical experiments that examine the effects of direction of flow, discretization, and grid ordering on performance of the line iterative methods. For constant coefficient problems, the results reveal correlations between relaxation sweep direction and direction of flow that are not displayed by any analytic results. They also show that for block relaxation methods, red-black orderings are less sensitive to flow directions than natural orderings, whereas for IC-preconditioned GMRES, convergence is faster for natural orderings than for red-black orderings. In addition, both block relaxation and IC preconditioned GM-RES are effective for many problems where the analysis does not apply. In general, IC-preconditioned GMRES is more robust than block relaxation. Finally, experimental results for problems with variable coefficients or locally refined grids are largely consistent with analysis and experiments for constant coefficients and uniform grids.
