Abstract. Let n ≥ 3 and consider the following system
Introduction
In an elegant paper [8] , Gidas, Ni and Nirenberg considered the question of symmetry of positive (C 2 , which will be assumed throughout the paper) solutions of semilinear problems of the form ∆u + f (u) = 0, x∈R n ( n≥3).
(I)
Combining the well-known moving plane technique with appropriate sharp asymptotics at infinity, they showed all positive solutions of (I) with a 'fast decay' at infinity must be radially symmetric about some point in R n . In [3] , Caffarelli, Gidas and Spruck introduced an alternative approach. Instead of directly developing asymptotics at infinity, they used a Kelvin transform to carry out the moving plane procedure. As a result, for certain nonlinearities with a critical or subcritical growth, they were able to obtain radial symmetry without imposing any decay assumption on solutions.
In recent papers [19] - [21] , the author developed the following asymptotic expansion at infinity u(x) = u(|x|) + ν(|x|, θ) |x| 1+α
for 'slow decay' solutions of (I), where (|x|, θ) are spherical coordinates, α > 0 is determined by the growth of f , and ν is a smooth function of its arguments having 'nice' properties near |x| = ∞. Using this expansion, symmetry was obtained again via moving planes. It is observed that, for suitable nonlinearities, appropriately fast decay solutions of (I) have a removable singularity at infinity. That is, there exists a critical decay rate α > 0 only depending on the nonlinearity in the sense that if (Of course α < n − 2.) Positive solutions with the decay (1.2) (or equivalently (1.1) are called fast decay. Near infinity, one can expect that fast decay solutions behave very 'nicely' and therefore the procedure of moving planes can be proceeded.
In the contrary, positive solutions satisfying
are called slow decay. Slow decay solutions exist naturally, for example, for the well-known Lane-Emden equation (see [19] , [21] and references therein)
f (u) = u p , p> n+ 2 n − 2 and the equation (with mixed Sobolev growth) f (u) = u q + u p , n n − 2 < q < n + 2 n − 2 < p.
One can always obtain a fast decay at infinity via the Kelvin transform (see [3] ), however, a subcritical or critical growth is essential to the completion of the moving plane procedure, due to a possible resulted singularity at the new origin. Indeed, in the presence of a slow decay (i.e., supercritical growth), the Kelvin transform simply inverts a non-removable singularity from infinity to the origin and is no longer useful in this case.
In this paper, we consider a prototype model of 2-systems ∆u + f (u) = 0, x∈R n (n≥3), (II) where u = (u 1 , u 2 ) and f(u) = (u This system, referred to as the Lane-Emden system, and its parabolic analogue, referred to as the Fujita system, arise in chemical, biological and physical studies, and have been broadly investigated, see for example [5] - [7] , [11] , [10] , [13] - [15] and references therein. The so-called critical hyperbola 1
plays an important role in the theory of existence and non-existence for (II). Indeed, it has been shown that system (II) admits positive solutions if and only if (p, q) is on or above the hyperbola, for certain important cases ( [14] , [15] ). In particular, (II) has infinitely-many positive radial solutions when (p, q) is critical, or supercritical, i.e., on or above the hyperbola (1.3); see [15] . This should not be surprising in view of the well-known fact that the Sobolev exponent l = (n + 2)/(n − 2) divides existence and non-existence for the Lane-Emden equation.
We shall investigate the symmetry and the local behavior of positive solutions of (II). Specifically, we want to extend the results for the scalar case (cf. [19] ) to the vector case (system (II)). Similarly as in the scalar case (cf. [19] ), the critical hyperbola corresponding to the dimension n − 1 given by 1
We first introduce some notation. Put
and
Throughout the paper we write vector-valued functions using bold face type, e.g., u T (x) = (u 1 (x), u 2 (x)), and we say that u is positive (non-negative) if both components are positive (non-negative).
Denoting spherical coordinates by (r, θ) with r = |x|, we have the following main result.
Theorem 1.1. Let u be a positive solution of (II). Suppose
Then u is radially symmetric with respect to some point in R n .
The main ingredients in proving Theorem 1.1 consist of the well-known Alexandrov-Serrin moving plane method (see [1, 8, 12, 19] ) and appropriately strong asymptotics at infinity. When the domain is the entire space, asymptotics play an important role in the procedure; that is, replacing boundary lemmas at infinity and providing a starting point (see for example [3, 5, 8, 19, 21] ). We have the following general result.
Theorem 1.2. Let u be a positive solution of (II). Suppose that the following conditions hold.
(H 1 ) There exists M > 0 such that for r > M and |x 1 | > M we have
where x iδi is the reflection of x i with respect to x i = δ i with
Then u is symmetric with respect to the hyperplane x 1 = γ 0 .
Remark. Theorem 1.2 holds for more general systems.
With the aid of Theorem 1.2, one immediately concludes the symmetry by using suitably sharp asymptotics at infinity. Therefore, as in [19] , our focus is to establish the following asymptotic expansion. Theorem 1.3. Let u be a positive solution of (II). Suppose that the conditions (1.4)-(1.6) hold with M = 0. Then we have the following expansion at infinity
where (r, θ) are spherical coordinates. Moreover,
for r > 0 large.
Let τ and τ 1 be two non-negative integers. Then there exists
3. Let τ be a non-negative integer. Then
, where
Such an expansion was obtained in [19] for scalar equations. The key was to study a new equation, via a suitable transform, which has singular coefficients of a critical degree 2. Treating (II) seems somewhat different, namely, difficulties arise partly due to the imbalance between the two exponents p and q. For instance, the components u and v of solutions of (II) cannot both have fast decay at infinity everywhere on the critical hyperbola (cf. the fast decay O(r 2−n ) when p = l for the Lane-Emden equation). Moreover, the Kelvin transform approach applies only in the square [0, l] × [0, l] of the pq-plane (see [5] ), rather than in the entire subcritical region below the hyperbola (1.3), as is in the scalar case.
In an 'evolution' setting, Simon [16] , [17] studied the question of asymptotics for elliptic systems (see also [2] ). It was shown that, with quite general assumptions, bounded solutions must tend to an equilibrium as 'time' t approaches infinity. And moreover, the convergence actually occurs at an exponential 'speed' under further restrictions (see [17] for details). Turning back to system (II), one loses the 'homogeneity'-like structure because of the imbalance between p and q, which was used in [17] . Furthermore, due to supercritical growth, there is a structural flaw; that is m < 0 (see [17] for definition), whose opposite plays a crucial role in the derivation of exponential decay in [17] . Therefore a new and different approach is employed. In an effort to extend our results, we shall further develop such asymptotics in a general setting, see a forthcoming paper [22] .
It is worth remarking that the comparison results obtained in Section 2 (Lemma 2.1 and Proposition 2.1) seem new and are of independent interest. They can be regarded as generalizations of maximum principles for cooperative systems.
The organization of the paper is as follows. In Section 2, we derive two comparison results (Lemma 2.1 and Proposition 2.1), which are crucial for decay estimates. In Section 3, we obtain better (optimum) bounds for fast decay solutions. Sections 4-6 are devoted to establishing various estimates related to the 'slow decay' solutions v of (3.8). Indeed, Section 4 contains the derivation of a system of inequalities for the L 2 -average w of the difference between v and its S n−1 -spherical average, while decay estimates are developed for w and v in Section 5 and for v itself in Section 6, respectively. In Section 7, we establish the crucial asymptotic expansion (Theorem 1.3). Finally, our main theorem (Theorem 1.1) and the general symmetry theorem (Theorem 1.2) will both be proved in Section 8.
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Some comparison results
In this section, we establish two comparison results for a linear two-system of inequalities, which are crucial in developing our asymptotic estimates later on. The proof is based on the classical maximum principle.
Let A and B be two 2 × 2-matrices, with A being constant and diagonal, i.e.,
For Ω ⊂ R n open, consider the linear system of inequalities
where u is the partial derivative of u with respect to the radius r and
In the sequel throughout the paper, we shall denote by L the linear operator associated with the system (2.1), namely,
We shall assume
We have the following maximum principle.
) be a solution of (2.1). Suppose 0 / ∈ Ω and that (2.2) and (2.3) hold and
Remark. For simplicity, Lemma 2.1 is stated only for (2.1). In fact, the conclusion holds for general N -systems. Moreover, a corresponding conclusion holds for general boundary conditions.
Proof. Suppose for contradiction that (2.5) is false, say, u 1 (x 0 ) > 0 for some x 0 ∈ Ω. Then u 1 assumes a positive maximum, say at x 0 . Using (2.1) 1 , one deduces that (noting A is diagonal)
It follows that u 2 assumes a positive maximum at x 1 ∈ Ω. But by (2.1) 2 , one has
Therefore, we derive that
In turn,
This is impossible, since
The proof is complete.
Using Lemma 2.1, we are able to obtain a useful comparison result for such systems.
) be a positive solution of (2.1) on Ω = {r > R} for some R > 0. Suppose (2.2) and (2.3) hold and
Then there exists k 0 > 0 such that
It is by direct calculations
where
Plainly for c 1 , c 2 > 0, by (2.2) and (2.3), the linear system
has a unique positive solution
Next take K > 0 large enough so that
and put
Therefore, by (2.1) and (2.11), for r > R
and, by (2.6) and the fact k > 0, clearly
Now Lemma 2.1 implies that Z ≤ 0 for r ≥ R. In particular, our claim follows by
Remark. The choice of k 1 and k 2 depends on the choice of c 1 and c 2 .
Decay estimates: Fast decay
In this section, we turn back to study the Lane-Emden system
, p, q > 0. Consider solutions of (3.1) satisfying either
as r → ∞. We shall refer to such solutions as fast decay solutions. Indeed, one can show that in the case of (3.2), there necessarily holds
as r → ∞; see Proposition 3.1. We begin with two elementary lemmas.
Lemma 3.1. Let u = (u 1 , u 2 ) be a positive solution of (3.1). Suppose pq > 1.
Then one has
as r → ∞, where
with u 1 (r) and u 2 (r) being the spherical average of u 1 and u 2 , respectively.
Proof. For the proof, we refer the reader to [14] .
Lemma 3.2. Let u be a positive solution of (3.1). Then one has
where c n = (n − 2)ω n with ω n the volume of the (n − 1)-sphere S n−1 .
Proof. Standard and thus omitted.
Now we are ready to derive asymptotic estimates of positive solutions of (3.1) of fast decay, with the aid of Proposition 2.1.
Proposition 3.1. Let u be a positive solution of (3.1). Suppose that (3.2) holds and
as r → ∞.
Remark. When max(α 1 , α 2 ) ≥ n − 2, (3.1) has no non-trivial and non-negative solutions (see [11, 13, 14] ), while (3.5) guarantees
That is, one of the exponents appearing in (3.6) is 2 − n.
Proof. By Lemma 3.2, (3.2) 1 and (3.2) 2 are equivalent to each other. That is,
Plainly, one has
and as R → ∞,
Therefore, conditions (2.2), (2.3) and (2.6) hold, and we can apply Proposition 2.1. The choice
Using (2.9) and (2.10) for any > 0, there exists R 0 > 0 such that for R > R 0
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and, similarly,
It follows that (without loss of generality, assume p ≥ q),
Therefore, by Proposition 2.1, for any k ∈ (0, n − 2 − α 1 )
since > 0 is arbitrary. In turn,
A simple calculation yields (recall p ≥ q)
since pα 2 = 2 + α 1 . Using Lemma 3.2, one then deduces that
and the proof is complete.
A system of inequalities
In the next four sections, we shall employ a device introduced in [19] to establish an asymptotic expansion at infinity for solutions u of (3.1), which is crucial to our moving plane argument.
Put
and its spherical average
Throughout the following four sections, we shall consider solutions satisfying
(referred to as slow decay solutions), where, as before,
where (r, θ) are spherical coordinates. For any δ ∈ (0, 1), we first show that w(r) decays at infinity of rate δ, i.e., w(r) = o(r −δ ) as r → ∞. It follows that v decays at infinity of rate k for some k = k(n, p, q) > 0. Combining above we then show that W(x) = O(r −1 ), and moreover,
as r → ∞, where k 1 , k 2 > 0 are given by (1.7) and V (θ) is a first eigenfunction of (−∆) on S n−1 . In this section, we derive the following fundamental system of differential inequalities, from which decay estimates of w can be drawn. where
Proof. It amounts to showing (4.4) 1 , with (4.4) 2 being essentially the same. Take the spherical average of (3.8) and then the difference between the result and (3.8)
where A and B are given by (3.9), namely,
Thus W 1 satisfies the equation
Using spherical coordinates (r, θ), we multiply by W 1 and integrate over S n−1 to get
We shall estimate (4.6) term by term. Clearly one has
Therefore,
and in turn
Using the Wirtinger inequality, integration by parts gives
since W 1 = 0. To estimate the last term in (4.6), we have
By the mean value theorem, there exists a ξ = ξ(x) between v 2 (x) and v 2 (r) such that
Note that
by assumption (4.1), and
It follows that, with the aid of the Schwartz inequality,
Combining (4.10) and (4.11), we obtain
Substituting (4.7)-(4.9) and (4.12) into (4.6), we obtain
Dividing both sides by w 1 , one gets (4.4) 1 ((4.4) 2 similarly) and the proof is complete.
Decay estimates: Slow decay-radial
In this section, we shall develop decay estimates for w(r) and v(r)
Proof. By Theorem 4.1, w satisfies (4.4) with A and B given by (4.5); namely, 
which is equivalent to (5.1) by a simple calculation. Hence the conditions (2.2) and (2.3) are satisfied (clearly (2.6) ia satisfied by (4.1)), and Proposition 2.1 is applicable. Therefore, for all k ∈ (0, min[k 1 , k 2 ]), where k 1 > 0 and k 2 > 0 are given by (2.9) and (2.10), respectively (e.g., taking c 1 = −B 11 and c 2 = −B 22 ), there holds,
We claim k 0 = 1.
Suppose for contradiction that k 0 < 1. For σ ∈ (0, 1), put w(r) = r σ w(r).
One readily verifies thatŵ(r) satisfies the system (4.4), while A and B have the entries
(with B 12 and B 21 unchanged), and moreover,
if (5.1) holds. Therefore
for σ ∈ (0, 1). In particular, for σ ∈ (0, k 0 ), we may apply the previous argument toŵ(r) to obtainŵ
. Clearly k 1 > 0 and k 2 > 0 can be chosen depending only on k 0 < 1 (i.e., independent of σ) for all σ ∈ (0, k 0 ). It follows that
for some > 0, a contradiction and the proof is complete.
Abusing notation, denote
Using the decay estimate of w obtained in the last section, we see that v satisfies an 'almost' linear system.
Lemma 5.1. The spherical average v satisfies the following nonhomogeneous system
where t = ln r,
and for all k ∈ (0, 1) Remark. The condition α 1 + α 2 = n − 2 is equivalent to
Proof. We first convert the system (5.4) into a first order system by introducing
Then x satisfies the system
where h(t) satisfies (5.5) and
It is easy to check that the characteristic polynomial of A is given by
Thus one readily sees that all roots of c(m) have nonzero real part provided that
Therefore, without loss of generality (by changing coordinates), we assume
where there exists σ > 0 such that e A1t ≤ e −σt , t ≥ 0; e A2t ≤ e σt , t ≤ 0.
Using the variation of parameters, we solve (5.7) for x for t > t 0 x(t) = e A1(t−t0) x(t 0 ) + For > 0, there exists t 0 > 0 such that
It follows that
e σs |x|ds + 2σ Plainly, z (t) = x (t) + y (t) = e σt |x(t)| − e σt |x(t)| + 2σ
∞ t e 2σt−σs |x(s)|ds = 2σy(t).
It follows that from (5.8),
and in turn,
or rather,
Add 4 2 z(t) to both sides to get
provided that is chosen sufficiently small. Rewrite the left-hand side to get
Integrate from t 0 to t > t 0 to get
But e −2 t0 (x(t 0 ) − 2 z(t 0 )) = −2 e −2 t0 y(t 0 ) < 0, since x(t 0 ) = 0. Finally, we arrive at Now the standard Gronwall inequality immediately implies (for sufficiently small)
In particular,
It is clear that (5.6) is equivalent to (5.10) after changing variables back and the proof is complete.
Decay estimates: Slow decay-Non-radial
Utilizing the decay estimates for both v and w obtained in last section, we are able to apply a local maximum principle to obtain the desired decay estimates for v and W as well as similar estimates for their derivatives.
We first have the following local maximum principle for elliptic systems.
where h ∈ (L n (Ω)) N . Assume that there exist three positive numbers k, k 1 and k 2 such that
Then for any ball B = B 2R (y) ⊂ Ω and q > 0, we have
where C = C(n, q, k 1 /k, k 2 R 2 ). 
respectively, where k = k(n, p, q) > 0,
In particular, Lemma 6.1 applies. Similarly, as in [19] , it suffices to deduce that for x 0 and τ ≥ 0, there exists M > 0 such that
, for some k = k(n, p, q) > 0, and
for all k ∈ (0, 1), where r 0 = |x 0 |/2 > 0 and B = B r0 (x 0 ). But, for example, say τ = 0, one has
The estimates (6.4) can actually be refined further. In fact, we have the following result.
Theorem 6.2. Let τ ≥ 0 be an integer. Then there exists a constant
The proof of Theorem 6.2 is essentially the same as that of Theorem 6.1, which is a consequence of the local maximum principle and the following local L 2 -estimate for W near infinity.
Lemma 6.2. There exists a constant
where B = B r0/2 (x 0 ) and r 0 = |x 0 | > 0.
Proof. It suffices to prove (6.6) for τ = 0. By the definitions of W and w, we need to show
From (4.4), by Theorems 5.1 and 5.2, we have
for some δ ∈ (0, 1), where
It is by direct calculations that
Plainly there exists a
Therefore, the system
It follows that there exist K
Fix r 0 1, and take K > 0 large enough so that
Choose K 0 so large that both
Thus by Lemma 2.1, we have
An asymptotic expansion
In this section, we are going to complete the last step to obtain the desired expansion. Introduce the functioñ W(r, θ) = rW(r, θ), (7.1) where W is given in (4.2). We shall show thatW(r, θ) approaches kV (θ) as r → ∞, where k is given by (1.5) and V (θ) is a first eigenfunction of −∆ θ on S n−1 . Consequently, we obtain an expansion of v in terms of v with the 'good' remainder W.
The proof is divided into several technical lemmas and is similar to that of [19] . Therefore, we shall omit most of the proofs. Lemma 7.1. LetW be given by (7.1). Then for any non-negative integers τ and
Moreover,W satisfies the system
for some k ∈ (0, 1), where
Proof. This lemma is a direct consequence of Theorems 6.1 and 6.2.
The following lemma follows from Lemma 7.1.
Lemma 7.2. There holds
Proof. The idea is similar to that for single equations (see [19] ), with a more complicated proof. We shall only prove the first inequality. Multiply (7.3) 1 by rW 1 , (7.3) 2 by rW 2 and integrate over S n−1 and from r to R > r to obtain
Multiply the first equality by b 21 and the second by b 12 and add them to (7.4) where c = c(a i , b ij ) > 0 (may vary from one to another) and
Clearly all the terms on the right-hand side of (7.4) are bounded for all R > r by Lemma 7.1.
Obviously,
by Wirtinger's inequality, sinceW
In turn
It follows that from (7.4)
Using Lemma 7.2, one has the following two limits.
Lemma 7.3. Let τ be a non-negative integer. Then we have
After these technical preparations, we are able to prove the main result of this section.
Theorem 7.1. LetW be a solution of (7.3) . Suppose
Then there holds
where k 1 and k 2 are given by (1.7), and V is a first eigenfunction of −∆ on S n−1
(with eigenvalue n − 1), i.e.,
Proof. First, fix a sequence {r j } → ∞. Using Lemmas 7.1 and 7.3, we have
in C τ (S n−1 ) for any fixed τ ≥ 0 (subject to a subsequence, with V 1 and V 2 possibly depending on the sequence) where
We shall show that V 1 and V 2 are independent of the choice of the sequence. Following the same idea of proving Theorem 7.1 in [19] , we put (abusing notation)
and we want to show that lim r→∞W (r, θ) = 0. (7.10) Multiply (7.3) 1 by r 2W 1 and (7.3) 2 by r 2W 2 , and integrate over S n−1 and from r to R > r to obtain
where a i and b ij are entries of A and B, respectively. Multiplying the first equality by b 21 and the second by b 12 and adding them together yields
where H(r) is given in (7.5). With the aid of Lemma 7.3 and (7.9), let R → ∞ along the sequence {r j } to obtain
Therefore, by Lemmas 7.2 and 7.3,
It follows that,
as r → ∞. Therefore, by (7.6)
On the other hand, letting R → ∞ along the sequence {r j } in (7.4) yields
as r → ∞. Combining (7.11) and (7.12), one concludes the proof of (7.10) since by (7.7)
By (7.3),Ŵ (r, θ) satisfies the equation (7.13) where h 1 and h 2 are smooth functions of their arguments and satisfy
as |Z| → 0. Similarly, as in proving (7.10), letting r → ∞ in (7.13), one has
uniformly in C τ for some V (θ) satisfying (7.8). Clearly
In other words,
Thus the equation (7.14) has a unique solution
Consequently,
Now one readily verifies that k 1 and k 2 satisfy (1.7) and the proof is complete.
We are able now to establish the desired asymptotic expansion at infinity for slow decay solutions of (I), which enables us to proceed with the moving plane procedure. The following explicit formula of the first eigenfunctions of −∆ on S n−1 also plays a role. 
Then necessarily V has the form
for some x 0 ∈ R n fixed, where x ∈ R n .
Simply collecting the results obtained in Sections 4-7, one immediately proves the asymptotic expansion formula, Theorem 1.3.
The symmetry
In this section, we apply the well-known Alexandrov-Serrin moving plane method (see [1, 8, 12, 19] ) to establish the desired radial symmetry for solutions of (I) with an algebraic decay at infinity. Specifically, consider the system
We shall show that every solution of (8.1) satisfying (8.2) is radially symmetric provided that
For γ ∈ R, let Σ γ be the hyperplane
For x ∈ R n , denote x γ the reflection point of x about Σ γ ; that is,
As mentioned in the introduction, the asymptotics play an important role in showing symmetry. Indeed, appropriately sharp asymptotics at infinity guarantees the desired symmetry via moving planes; see Theorem 1.2. In order to prove the theorem, we need the following special form of maximum principles, whose proof is standard, exactly the same as that for scalar cases. Clearly γ < ∞ is finite. We want to show that γ = γ 0 .
Suppose for contradiction this is not true, i.e., γ > γ 0 . By continuity, one has u(x) ≥ u(x γ ) forx 1 < γ.
Thanks to Lemma 8.1, one sees that either u(x) ≡ u(x γ ) for x 1 < γ or u(x i ) > u(x γ ) for x 1 < γ, i.e., γ ∈ Γ.
The latter cannot occur because ( γ, ∞) is maximal and Γ is open. The former cannot occur either because it contradicts (H 2 ) since γ > γ 0 . Thus γ = γ 0 and (8.8) is proved.
By continuity again, we have u(x) ≥ u(x γ0 ) forx 1 < γ 0 .
Reversing the x 1 -axis (i.e., (x 1 , x ) → (−x 1 , x )), we conclude that
That is, u is symmetric about the hyperplane x 1 = γ 0 and the proof is complete.
We now can prove our symmetry theorem. 
We divide the proof into three cases.
(i) First, consider 1 p + 1 + 1 q + 1 > n − 2 n .
Then u ≡ 0 by a result of [13, see Theorem 1.1] and there is nothing left to prove.
(ii) Next, assume either M 1 = 0 or M 2 = 0, and n − 2 n > 1
By Proposition 3.1, we have u 1 (x) = O(r max(2−n,2−p(n−2)) ), u 2 (x) = O(r max(2−n,2−q(n−2)) ).
Without loss of generality, assume p ≥ q, whence u 1 (x) = O(r 2−n ), u 2 (x) = O(r max(2−n,2−q(n−2)) ).
In particular, the arguments of [13, Theorem 1.1] carry over with little modification since one can easily check that (q + 1)(2 − n) < −n
