Abstract. This paper presents a technique to design a PSO guidance algorithm for the nonlinear and dynamic pursuit-evasion optimization problem. In the PSO guidance algorithm, the particle positions of the swarm are initialized randomly within the guidance command solution space. With the particle positions to be guidance commands, we predict and record missiles' behavior by solving point-mass equations of motion during a defined short-range period. Taking relative distance to be the objective function, the fitness function is then evaluated according to the objective function. As the PSO algorithm proceeds, these guidance commands will migrate to a local optimum until the global optimum is reached. This paper implements the PSO guidance algorithm in two pursuit-evasion scenarios and the simulation results show that the proposed design technique is able to generate a missile guidance law which has satisfied performance in execution time, terminal miss distance, time of interception and robust pursuit capability.
Introduction
In air intercept, a missile's navigation system calculates the relative position of the target to determine the flight path, and guides the missile to track its target effectively. Nowadays many guidance laws have been proposed to intercept a maneuverable target, including PN, APN and GPN [1, 2, 3] . With the concept to minimize the performance index, e.g., the terminal miss distance, the optimal feedback guidance law was derived using optimal control theory [4] , transfer function and acceleration constraint of a missile [5] . In recent years, to solve optimization problems by using artificial intelligence (AI) techniques has become increasingly popular. To solve an optimal feedback guidance law, artificial intelligence strategies demonstrate excellent effects on the complex, nonlinear, dynamic, and even multi-objective pursuit-evasion system. For example, Lin [6] developed a preliminary guidance and control design for guided missiles via a genetic searching approach. Gonsalves et al. [7] designed a fuzzy logic terminal guidance with PID guidance scheme, which can control speed and perform gain scheduling by fuzzy rulebases.
Since the novel population based stochastic optimization search algorithm, the particle swarm optimization (PSO), has been introduced in 1995 by Kennedy and Eberhart [8] , the effective technique for optimization has been applied to solve varieties of optimization problems, including neural networks [9] , multiple objective optimization [10] , etc. Furthermore, Sang [11] combined Lyapunov stability theory and the PSO algorithm. PSO algorithm has a flexible and well-balanced evolutionary mechanism, a group of particles, adjusting their positions in solution space according to their own experience and their neighbors to enhance and adapt to the global and local exploration and exploitation abilities within a short calculation time. The algorithm does not require that the objective functions and the constraints have to be differentiable and continuous. A particle swarm optimization is such an algorithm that seems to be suit for applying to nonlinear, dynamic, and multi-objective pursuit-evasion optimization problems.
In this paper, we are proposing a new PSO guidance algorithm design to search fast, global optimal guidance commands within each short-range pursuit period. Used the point-mass model for a missile, the three-dimensional guidance commands along the pitch-axis and yaw-axis need to be determined. The PSO guidance algorithm thus is designed for starting with a reasonably sized swarm (about 40 -100 particles) and the particles are initialized with a random distribution within the guidance command solution space. As the initial conditions of both missile and target are given, the particles will tend to cluster towards a global optimum with iterations proceeding. If the PSO guidance algorithm can work (with the convergence at the end of the run), a pursuit-evasion simulation system is performed to verify our proposed algorithm. This paper is organized as follows: section 2 gives an overview of the PSO algorithm; section 3 introduces the proposed PSO guidance algorithm; section 4 presents simulation results for two cases of engagement scenarios and verifies the effectiveness of the proposed method; finally section 5 presents concluding remarks.
Brief Review of PSO Algorithm
The basic idea of the PSO algorithm is that individuals (particles) learn from their own experience, but also by mimicking the most successful behavior of the population. The population is called swarm. Let n denote the swarm size. Each particle 1 i n ≤ ≤ represents a possible solution to the optimizing problem at hand, and is described by the position vector i Q in the search space. The ith particle velocity vector is represented by i V , which is usually clamped to a maximum velocity max V specified by the user. The local best position achieved by the particle so far is indicated i Pbest and the best particle in the swarm is denoted byGbest .
The particles moving into the search space for a pre-defined number of iterations. The particles evaluate their positions according to certain fitness functions in each time step and adjust their own velocities and positions by sharing memories of their best positions so far, i Pbest , and the best position of all particles in the swarm up to the current iteration, Gbest , according to the following equations:
The first term of Eq. (1) showing the particle diversity provides the previous velocity as momentum to "fly" through the search space, where w is the inertial weight factor. The second and third terms are the cognition and social parts, where 1 c and 2 c are the self-confidence factor and swarm-confidence factor used to scale the contribution of cognitive and social components, respectively. The cognitive component of a particle takes the best position found so far by this particle as the desired input to make the particle move toward its own best positions. The social component represents the collaborative behavior of the particles to find the global optimal solution. The social component always pulls the particles toward the best position. The At the start of the PSO process, the initial positions and velocities of particles are generated randomly and most of the particles will be distributed far away from the intended global optimum. The fitness function of each particle is then evaluated according to the defined objective function. At each iteration, the new velocity of each particle is calculated according to (1) and the updated position for the next fitness function evaluation is according to (2) . If a particle finds a better position than the previously found best position, e.g.
i Pbest or Gbest , its location is stored in memory. As the
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Mechanism of PSO Guidance
Traditionally many techniques including classical and modern guidance laws, e.g., Pursuit, PN, differential game, optimal control and PID guidance have been applied to the missile guidance problem. However, it is difficult to include all the constraints, uncertainties and nonlinearities in a single problem formulation. In concept, the PSO algorithm is simple, few in parameters, easy to implement and capable of jumping local optima. The algorithm is suit for applying to nonlinear, dynamic, and multi-objective pursuit-evasion problems in air combats. This paper proposes a new opinion to employ PSO to optimize the guidance for an air-to-air missile within each short-range prusuit period. The period is designed according to the engagement scenarios. As the relative distance is far, the period is set loose; when the relative distance is short, the period is designed tight. The inputs of the PSO guidance algorithm are the dynamic states of target and missile and the outputs are the guidance commands including pitch and yaw accelerations.
According to the symbol definitions of PSO algorithm described in the previous section, the PSO guidance algorithm can be stated as follows:
Step 0: Choose the inertial weight factor w. Preset the self-confidence factor and swarm-confidence factors c 1 , c 2 , population size n and step counter j.
Step 1: The particles are initialized with a random distribution within the guidance command solution space. Initialize the best particle with location Gbest in the population.
Step 2:
The point-mass model of missile is referred to [12] . From the equations, we can get the missile's coordinates, . Updated X m is the initial condition of the equations of motion at each iteration. The guidance commands a pcm , a ycm are set by the ith particle position vector, i Q . Then we can predict the missile's behavior with the ith particle position by solving the dynamic equations within a defined short-range period. In this paper, the Runge-kutta numerical analysis method is used to get the solutions. Assuming the tactic of the target is invariable at the short-range period, the target's behavior can be predicted. Then we can obtain the relative range between the missile and the target by transforming the 3-D Cartesian coordinates into the spherical coordinates. The predicted pursuit-evasion histories of all particles will be recorded in the step 2.
Step 3: In this paper, the relative distance is taken into account to be the objective function. The fitness function is then evaluated according to the defined objective function. Apply the predicted histories in the above step to evaluate all fitness functions.
Step 4: The best location i Pbest found in this paper is different from the classical PSO algorithm. It is defined as the best location of all particles in the swarm on the jth generation.
Step 5: If j Pbest is less than Gbest , then set Gbest to be j Pbest .
Step 6: Update the velocity V i of each particle according to Eq. (1) and is confined within the range of [−V max , V max ].
Step 7: Update the location Q i of each particle according to Eq. (2).
Step 8: If the standard deviation of the updated particle positions is greater than the required tolerance, return to step 2 until termination criterion is met. If the standard deviation is less than the tolerance, output the missile's pitch and yaw guidance accelerations a pcm and a ycm .
Simulation Results
Implementations of this proposed guidance algorithm have been completed. This section discusses the details of the implementations and compares their results. To evaluate our proposed algorithm, the target took two kinds of evasion strategies as follows:
• Case 1: The target curved to the left at first, and then changed to fly straight and upwardly. At last, the target turned right along a curved path (see Fig. 1 , target case 1).
• Case 2: The target evaded along the s-curve (see Fig. 1, target case 2) . The PSO guidance algorithm was implemented to use 100 particles and run for maximum 500 generations. The self-confidence factor c 1 and the swarm-confidence factor c 2 were set to 1.The convergent tolerance was set to 10 -3 .The particles and velocities were initialized randomly within the guidance command solution space. The kill radius was set to 15 m referred to AIM-7 Sparrow Missile. If the missile missed the target, the simulation would stop at the 1000th iterations. Two pursuit-evasion scenarios are illustrated in Fig. 1 . The target's escaped trajectories shown on plus symbols and the missile's pursued trajectories plotted by triangle symbols.
For scenarios case 1, the maximum pitch and yaw accelerations are 40 and 32.4 m/sec², respectively. The miss distance is 11.568 m at the 747th iteration. For scenarios case 2, the maximum pitch and yaw accelerations are 40 and 32.4 m/sec², respectively. The miss distance is 8.683 m at the 755th iteration. The two miss distances (<15m) demonstrate the validity of the proposed guidance. On the other hand, in the runs where the implementations were able to converge on the global optimum within the short-range pursuit period, it took PSO algorithm about 0.2 sec on average to converge. It is clear that the PSO guidance algorithm exhibits the robust pursuit capability to different escape strategies. The PSO guidance results in satisfied performance in execution time, miss distance, time of interception, and robust pursuit capability. Fig. 1 The simulation results of the two pursuit-evasion scenarios.
Summary
In this work we presented a new PSO guidance algorithm and demonstrated the simulation results. The particles of the PSO guidance are initialized with a random distribution within the guidance command solution space. As the algorithm proceeds, these particles will migrate to the local optimum until the global optimum is reached. With the states of missile and target to be input, the PSO guidance algorithm outputs the global optimal guidance commands. From the simulation results, the
