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Elastic netに対する自由度の導出
線形回帰モデルにおいてのelastic net推定量は
β̂λ = (1 + λ2) arg min
β
[
∥y −Xβ∥22 + λ1∥β∥1 + λ2∥β∥22
]





 = (1 + λ2)tr ((XTAXA + λ2I)−1XTAXA)
と求まる.ただし, A = {j | β̂λ,j ̸= 0}
Elastic netに対する条件付きAICの開発
以下の表記法はVaida & Blanchard (2005)に準じる.
混合効果モデルにおいてのelastic net推定量は
β̂λ = (1 + λ2) arg min
β
[
∥y −Xβ∥Σ + λ1∥β∥1 + λ2∥β∥22
]
となり,経験ベイズ推定量 b̂λ = (ZTZ + σ2G−10 )−1ZT(y −
Xβ̂λ)を用いると, µ̂λ = Xβ̂λ +Zb̂λは (A = {j | β̂λ,j ̸= 0})[

























− λ2tr[(ZTZ + σ2G−10 )−1ZTZ]
と求まり, elastic net推定量に対する条件付きAICは

























• bhが全てのグループで同一→b1 = b2 = · · · = bm ∼ N (0, τ 2)
• bhが全てのグループで異なる→b1, b2, . . . , bm iid∼ N (0, τ 2)
他の設定は以下である.
•y = Xβ + b + ε, b = (bh1n)h=1,...,m, ε ∼ Nmn(0, σ2I)
•X : 各成分はN (0, 1)の実現値, β = (β1, β1, β2, β2, 0, 0)
• [1]→bhが全てのグループで同一, [2]→全てのグループで別
(τ 2, β1, β2)
[1] [2]
cAIC mAIC cAIC mAIC
(1, 0.5,−0.5) 12.68 31.69 12.18 19.55
(1, 0.5, 0.1) 8.34 30.77 7.28 17.42
(1, 0.1,−0.1) 6.86 6.06 3.77 2.86
(2, 0.5,−0.5) 13.74 32.15 8.50 31.49
(2, 0.5, 0.1) 13.14 20.31 7.37 17.61
(2, 0.1,−0.1) 9.93 9.09 3.91 2.70
数値実験(信頼区間)
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