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A chi è curioso,
a chi continua a stupirsi,
a chi impara ad amare quello che fa.

Riconoscimenti
Dato il periodo difficile che stiamo attraversando questa sezione acquista un
valore particolare. La pandemia di Covid-19 ha dato uno scossone violento alle
nostre vite e molti si sono visti ribbaltare completamente le proprie abitudini.
All’attività fisica Un riconoscimento molto importante va all’attività fisica
regolare che mi ha donato una lucidità senza precedenti e ha mantenuto alta
la determinazione e motivazione nei periodi di maggiore stress. È stata inoltre
essenziale per affrontare il periodo di quarantena trascorso durante l’intero
ultimo anno magistrale.
Alla mia ragazza e la mia famiglia Sebbene il periodo vissuto sia stato
per definizione caratterizzato dalla mancanza di contatto umano diretto, non
posso esimermi dal ringraziare la mia ragazza e la mia famiglia. Entrambi
sono stati fondamentali nel raggiungimento di questo obiettivo: Giorgia ha
saputo motivarmi e ‘tenermi in riga’ nei momenti di maggiore stress, mentre la
mia famiglia ha garantito un ambiente sano, felice e spensierato in cui passare
questi momenti.
Ad amici e colleghi Un sentito riconoscimento va a tutti gli amici e colleghi
che mi hanno permesso di affrontare questo periodo con uno sguardo ironico e
leggero, capace di far passare in secondo piano la maggior parte dei problemi.
Alla professoressa Dal lato dei riconoscimenti accademici devo citare ov-
viamente la mia relatrice, la professoressa Annalisa Franco, per il grandissimo
supporto e motivazione forniti durante il progetto e la stesura dell’elaborato.
Ho apprezzato tantissimo l’aspetto comunicativo e comprensivo della profes-
soressa grazie ai quali è riuscita egregiamente a guidarmi verso la risoluzione
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Il concetto di identità è un concetto estremamente importante per il genere
umano. L’identità, infatti, si fonda sulle caratteristiche peculiari che con-
traddistinguono ciascun individuo e che lo differenziano rispetto ad un altro
rendendolo un soggetto unico e irripetibile. Sebbene le caratteristiche che com-
pongano l’identità di una persona siano numerose ed estremamente differenti,
si è generalmente concordi nel definire le caratteristiche fisiche come primarie
nell’atto del riconoscimento personale. Per questo motivo, nella storia del-
l’uomo, lo sviluppo di metodologie dedicate all’identificazione si sono rivolte
sempre più all’ambito fisiologico umano piuttosto che ad uno più comporta-
mentale, culminando ai giorni nostri nei più moderni sistemi di riconoscimento
biometrico. Queste tipologie di sistemi hanno assunto una dimensione perva-
siva soprattutto in contesti dove i controlli umani risultato spesso complessi e
limitati.
Con l’avvento della pandemia di Covid-19 un numero sempre maggiore di
aeroporti ed aziende ha accelerato i propri investimenti in soluzioni biometri-
che, motivati dalla necessità di velocizzare gli accessi minimizzando i contatti
fra individui [1, zorloni:2021]. Malgrado molti abbiano appreso questa notizia
con grande entusiasmo, in letteratura esistono una serie di ricerche che mostra-
no come questi sistemi, sebbene siano robusti sotto scenari controllati, possano
essere attualmente soggetti ad attacchi [2, Ferrara:2014].
Obiettivi Lo scopo di questa tesi è dunque quello di utilizzare le conoscenze
apprese dal corso di visione artificiale emachine learning al fine di realizzare un
framework di funzionalià per la detection di alterazioni di immagini del volto.
L’obiettivo ultimo sarà proprio quello di sfruttare queste funzionalità al fine
di sviluppare un piccolo tool che supporti un esperto nel delicato compito di
valutazione di immagini per la produzione di un documento di riconoscimento.
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xiv INTRODUZIONE
Struttura l’elaborato sarà strutturato come segue:
• Una prima parte iniziale sarà dedicata a un’introduzione relativa ai siste-
mi di gestione degli accessi e identificazione. In questo contesto andremo
ad analizzare vari concetti della sicurezza informatica e individueremo
un insieme di capisaldi che ci guideranno poi nei capitoli successivi.
Successivamente ci sposteremo dall’ambito dei sistemi, focalizzandoci
maggiormente sull’insieme delle caratteristiche biometriche e dei processi
utilizzati nell’identificazione di individui.
Infine analizzeremo l’ambito dei documenti d’identità elettronici e inizie-
remo ad indagare eventuali vulnerabilità correlate all’utilizzo degli stessi
sia nell’ambito personale, che in quello sociale.
• La parte centrale della tesi sarà rivolta a un’indagine esplorativa delle
principali tecniche utilizzate nel contesto delle alterazioni di immagini di-
gitali. Inizialmente ci concentreremo su aspetti semplici di image proces-
sing giungendo, infine, a descrivere approcci di alterazione più complicati,
come le tecniche basate su Morphing e Beautification.
• La parte finale della tesi sarà riservata completamente alla descrizione
dell’elaborato. L’esposizione verterà inizialmente sugli aspetti di analisi
e progettazione del tool sviluppato, mentre, in un secondo momento, il
focus si sposterà sullo studio dell’approccio proposto. In questo contesto,
l’obiettivo consisterà nell’analizzare le varie scelte implementative in me-
rito alle principali funzionalità sviluppate: allineamento, segmentazione
e classificazione di features.
Circa queste funzionalità, verrà infine messo a punto un insieme di test
sperimentali con lo scopo di analizzare e valutare le prestazioni generali
del sistema.
In calce verranno mostrati alcuni snapshot relativi al funzionamento del
sistema sviluppato.
Capitolo 1
IAM - Identity Access
Management
“ex falso sequitur quodlibet” 1
È una frase latina proveniente dalla logica classica, che stabilisce come da
un enunciato contraddittorio consegue logicamente qualsiasi altro enunciato.
Questo risultato, noto anche come principio di esplosione, descrive dunque un
sistema logico paradossale privo della stessa logica e di conseguenza inutile al
fine di veicolare informazione.
Onde evitare la generazione di un sistema di questo tipo, è necessario defi-
nire delle regole di deduzione grazie alle quali è possibile codificare un sistema
logico. I principi cardine che guidano il nostro ragionare sono stati definiti per
la prima volta da Aristotele e sono: (a) il principio di identità, (b) il principio
di non contraddizione e (c) il principio del terzo escluso.
a) A→ A. b) ¬(A ∧ ¬A). c) A ∨ ¬A.
Definire l’identità Il concetto di identità nasce proprio in ambito filosofico
dai principi di Aristotele e seppur abbia acquisito nel tempo definizioni sempre
più complesse, esso mantiene internamente un significato ben preciso ancorato
su questi tre postulati.
A questo punto sorge spontanea una domanda: se A = A e A 6= B cos’è che
rende A diverso da B? certamente, si potrebbe rispondere che A e B rappre-
sentino due lettere dell’alfabeto diverse, ma se stessimo parlando di persone la
risposta sarebbe altrettanto semplice? Come si può è facile intuire, definire l’i-
dentità di un individuo è un processo estremamente complesso proprio perché
1Dal falso segue qualsiasi cosa (scelta) a piacere
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non esiste un insieme di caratteristiche univoche che descrivano l’individuo
stesso.
Figura 1.1: Il sottile legame fra identità e caratteristiche di un individuo
In un ambito meno astratto, come quello informatico, la verifica e la gestio-
ne delle entità rappresenta una sfida davvero ardua che pone le proprie basi
sull’unicità delle informazioni associate ad un individuo in un determinato
istante temporale.
1.1 Definizione di IAM
La verifica dell’identità e la gestione centralizzata delle stesse è uno dei
compiti fondamentali di un sistema IAM. Un sistema IAM (Identy and Access
Management) è un sistema dedicato alla gestione e al controllo degli accessi
nonché un complesso insieme di regole specifiche volte alla descrizione univoca
delle entità presenti nel sistema. In una visione più “business oriented” un
sistema IAM si può descrivere come un framework di processi, politiche e
tecnologie aziendali che facilita la gestione delle identità elettroniche o digitali.
Quando è definito con l’acronimo IM (Identity Management), l’obiettivo
principale del sistema e dei processi si sposta ponendo l’accento maggiormente
sulla gestione delle identità digitali piuttosto che sulla gestione degli accessi a
servizi e risorse.
2
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Un’importanza crescente Sistemi di questo tipo sono sempre più utilizzati
al giorno d’oggi e i campi di impiego si stanno via via espandendo. Nati
nell’ambito enterprise di alto livello, attualmente si può osservare la presenza
di questi sistemi anche in contesti pubblici come università, scuole e nella
pubblica amministrazione.
Inoltre un sistema IAM per molte aziende rappresenta un ottimo trampo-
lino di lancio verso un percorso di innovazione dei processi e digitalizzazione
aziendale. I vantaggi di una soluzione di questo tipo, infatti, sono molteplici
e spaziano da una maggiore efficienza produttiva a una migliore operatività
aziendale, producendo nel complesso una significativa riduzione dei costi e di
personale: ingredienti fondamentali per una autentica digital transformation.
1.2 Sviluppo dei sistemi IAM
Sebbene il concetto di IAM venga comunemente associato all’ambito del
digitale, i primi sistemi di gestione delle identità risalgono alla seconda me-
tà del secolo scorso [3, idramp:2019]. Lo sviluppo storico di questi sistemi
può essere suddiviso in cinque periodi fondamentali, caratterizzati da profondi
cambiamenti tecnologici e sociali:
1960 - Le prime identità digitali e password Con l’introduzione dell’uso
di password da parte di Fernando Corbató, i file collegati alle singole entità
iniziano per la prima volta ad essere sottoposti a un processo di protezione
degli accessi. La gestione delle entità è ancora rudimentale e consiste in una
serie di fogli di calcolo manuali governati da una serie di applicazioni, costruite
su misura e capaci di tenere traccia dei vari account.
1990 - Nascita e sviluppo del web Con l’avvento del web questi stessi
sistemi di gestione si trovano ad affrontare una serie di problematiche mai
affrontate prima. L’accesso al mondo virtuale, infatti, porta con se una serie di
insidie alla sicurezza che questi sistemi non erano ancora pronti ad affrontare.
Il risultato di questa profonda crisi portò così ad uno stallo del mercato di
questi sistemi che perdurò per più di un decennio.
In questo periodo solo alcune aziende rilasciarono al pubblico i propri appli-
cativi sebbene questi fossero ancora inadatti, insicuri e difficili da mantenere.
2000 - Nascita degli stack IAM Dopo un decennio di perfezionamen-
ti e studi nel campo della sicurezza e complice una crescita esponenziale dei
furti d’identità e violazione dei dati (arginati da normative di sicurezza co-
3
1.3. Caratteristiche di un sistema IAM Capitolo 1. IAM
me la Sarbanes-Oxley Act2), le società produttrici di sistemi IAM iniziano a
proliferare consolidando così la realtà di questi sistemi.
2010 - Identity as a Service (IDAAS) e Cloud Con l’aumentare del-
la complessità dei servizi presenti sul web e un numero di individui sempre
maggiore da gestire, la complessità e il costo di manutenzione dei sistemi IAM
diventano presto proibitivi indirizzando l’utilizzo di questi sistemi verso un
ambiente più controllato. Contemporaneamente, i grandi player rimpiazzano
lo spazio lasciato dai vecchi produttori con nuove soluzioni basate su Cloud.
Nasce così il termine IDAAS: sistemi di gestione dell’identità completamen-
te fondati sul principio As a Service che garantiscono ai clienti una riduzione
significativa dei costi di gestione e manutenzione rispetto alle vecchie soluzioni
centralizzate.
2020 - Decentralized IAM Nonostante le soluzioni in Cloud garantiscano
un risparmio importante per le aziende, questa scelta non rappresenta sempre
la soluzione migliore. Sistemi di questo tipo, infatti, spostano il controllo del
dato ad un agente esterno che avrà la responsabilità di gestirlo al meglio. Nel
caso malaugurato in cui l’azienda Cloud perda dei dati o subisca un furto di
dati, il committente non potrà fare nulla che accettare il disastro. Questa con-
sapevolezza ha portato negli ultimi anni molte aziende a rivolgersi verso sistemi
IAM alternativi fondati su architetture di tipo decentralizzato (Blockchain).
Sebbene soluzioni di questo tipo attualmente rappresentino un contesto in
via di sviluppo, sono presenti una serie di evidenze che mostrano come questi
nuovi sistemi possano incrementare notevolmente l’aspetto della sicurezza dei
dati.
1.3 Caratteristiche di un sistema IAM
Come abbiamo visto precedentemente, con un framework IAM dispiegato
a regola d’arte, i responsabili dei servizi IT aziendali possono controllare in
modo molto semplice l’accesso del proprio personale alle informazioni critiche
all’interno delle loro organizzazioni, abilitando inoltre una serie di funzionalità
aggiuntive.
Sistemi di questo tipo presentano un livello di complessità estremamente
elevato e per questo motivo necessitano di essere implementati seguendo un
2legge federale emanata nel luglio 2002 dal governo degli Stati Uniti d’America a seguito
di diversi scandali contabili che hanno coinvolto importanti aziende americane accusate di
non aver implementato politiche di sicurezza adeguate.
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insieme di regole e standard robusti che codifichino le proprietà fondamentali
del sistema, l’architettura utilizzata e le tecnologie in gioco.
1.3.1 Proprietà fondamentali
In senso lato, tutta la sicurezza informatica riguarda il controllo degli ac-
cessi. Infatti, RFC 4949 [4, rfc:4949] definisce la sicurezza del computer come
l’insieme delle misure che implementano e assicurano i servizi di sicurezza e di
controllo degli accessi all’interno di un sistema informatico.
Dal punto di vista teorico i sistemi IAM declinano il controllo degli accessi
sotto tre proprietà fondamentali: Authentication Authorization e Auditing. Le
tre operazioni sono note anche come le tre AAA e identificano teoricamente
tre step fondamentali per la definizione di un sistema di controllo degli accessi
sicuro e robusto [5, computer security:2014].
Come vediamo nella figura 1.2 queste funzionalità cooperano congiunta-
mente in modo sequenziale al fine di raggiungere un obiettivo comune.
Figura 1.2: Relazione tra il controllo degli accessi e altre funzioni di sicurezza.
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Authentication
In molti contesti di sicurezza, l’autenticazione utente è il primo blocco fon-
damentale e la prima linea di difesa. La user authentication è la base per molti
tipi di controllo degli accessi e per la user accountability, ovvero la tracciabili-
tà delle modifiche all’interno del sistema. Formalmente l’autenticazione viene
definita come:
Il processo di verifica di un’identità rivendicata da o per un’en-
tità di un sistema.
Processo di autenticazione Un processo di autenticazione si suddivide in
due passaggi fondamentali:
1. Fase di Identificazione (Identification step): Presentazione di un iden-
tificatore al sistema di sicurezza. È importante che gli identificatori siano
assegnati con attenzione perché le identità autenticate sono la base per
altri servizi di sicurezza, come il servizio di controllo degli accessi.
2. Fase di Verifica (Verification step): Presentazione o generazione di
informazioni di identificazione che rafforzano e corroborano il legame tra
l’entità e l’identificatore fornito al sistema.
Processo dettagliato Di seguito verrà fornita una schematizzazione di det-
taglio riferita al processo di autenticazione, partendo dalle prime fasi di contat-
to fra entità e servizio fino alle ultime fasi di rimozione dell’utente dal sistema.
Il processo è illustrato visivamente in figura 1.3.
Figura 1.3: Modello del processo di autenticazione definito dal NIST.
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Preautenticazione Al fine di instaurare una corretta autenticazione è
necessario mettere in atto un processo di preautenticazione che permetta al
sistema una corretta gestione delle informazioni dell’utente. Il processo di
preautenticazione si suddivide in questi passaggi:
1. Registrazione: Il richiedente si rivolge ad una Registration Authority
(RA) per iscriversi ad un Credential Service Provider (CSP). In que-
sto modello, la RA è un’entità fidata che funge da intermediaria tra il
richiedente e il provider delle credenziali.
2. Emissione di credenziali: Il CSP intrattiene uno scambio con il richie-
dente, in base ai dettagli del sistema di autenticazione, emette una sorta
di credenziali elettroniche.
Credenziali La credenziale è una struttura dati che associa un’identità
e attributi aggiuntivi ad un token posseduto dall’utente e può essere ve-
rificata quando viene presentata al verificatore in una transazione di au-
tenticazione. Il token può essere una chiave crittografica o una password
criptata che identifica l’utente.
Autenticazione Una volta che l’utente è registrato, il vero e proprio
processo di autenticazione può avere luogo tra l’utente e uno o più sistemi atti
a effettuare l’autenticazione e, successivamente, l’autorizzazione. Il processo
avviene come segue:
1. Identificazione: il cliente presenta le credenziali al sistema. Il sistema
avendo generato precedentemente le stesse credenziali potrà facilmen-
te recuperarle all’interno dei propri database e di conseguenza potrà
assicurare dal proprio lato garanzia di autenticità.
2. Verifica: il richiedente dialoga attraverso un protocollo con il verifier
(verificatore) che ha il compito di contattare il CSP e verificare la validità
del token.
3. Sessione autenticata: una volta fatto, il verifier passa un’asserzione in
merito all’identità del richiedente alla relying party (RP). Questa asser-
zione include informazioni sul richiedente, come il nome, l’identificativo
assegnatogli, o altri attributi appresi in fase di registrazione.
4. Supporto all’autorizzazione: la PR può utilizzare le informazioni auten-
ticate fornite dal verificatore per prendere decisioni di controllo degli
accessi o di autorizzazione.
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Deprovisioning Il deprovisioning è l’atto di rimuovere l’accesso degli
utenti ad applicazioni, sistemi e dati all’interno di una rete. È il diametral-
mente opposto del provisioning che concede, distribuisce e attiva i servizi per
gli utenti in un sistema.
Il deprovisioning è un protocollo di sicurezza molto importante poiché
garantisce la protezione dei dati sensibili all’interno dell’organizzazione nel
momento in cui un’entità smetta di far parte del sistema.
Mezzi di autenticazione Ci sono in generale 4 modi per l’autenticazione
dell’identità dell’utente, che possono essere usati da solo o combinandoli, e
sono:
• Qualcosa che l’individuo conosca: Solitamente una password, un
PIN (personal identification number), o la risposta a domande che sono
state inserite precedentemente.
• Qualcosa che l’individuo possiede: Generalmente si intendono og-
getti come chiavi elettroniche, smart card o chiavette fisiche di accesso.
In questo caso ci riferiremo a questi oggetti con il generico termine di
Token.
• Qualcosa che caratterizza l’individuo nel suo essere (biometria
statica): Generalmente ci si riferisce ad approcci di riconoscimento basa-
ti su caratteristiche fisiologiche dell’individuo, quali ad esempio: il volto,
l’impronta digitale o la retina oculare.
• Qualcosa che l’individuo fa (biometrica dinamica): In questo caso
lo scopo è individuare un insieme di caratteristiche dinamiche e/o com-
portamentali uniche nell’individuo. Sebbene questa tipologia di autenti-
cazione rappresenti ancora un campo di nuova concezione sono presenti
alcuni esempi già molto utilizzati come il riconoscimento del timbro di
voce, le caratteristiche di scrittura o persino il ritmo di digitazione su
tastiera.
Authorization
Una volta che la fase di autenticazione è conclusa e il sistema è riuscito
ad autenticare correttamente un’entità, le fasi successive possono attingere da
questo primo step al fine di implementare ulteriori sistemi di sicurezza.
Il primo step di controllo degli accessi, se non lo step cardine di tutto il si-
stema, e che incontriamo dopo l’autenticazione, è il processo di autorizzazione;
generalemente essa è definita in questi termini:
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Il processo che conceda il diritto o un permesso ad un’entità di
sistema di accedere ad una risorsa del sistema stesso.
La funzionalità di autorizzazione definisce automaticamente un concetto di
fiducia verso una o più entità al fine di compiere determinate azioni all’interno
del sistema.
Implementare l’autorizzazione Dato che l’autorizzazione è l’elemento
fondante per un sistema di controllo degli accessi, spesso si tende ad affiancarla
al controllo degli accessi stesso intendendo però l’insieme delle autorizzazioni
di accesso alle risorse del sistema.
Le autorizzazioni sono generalmente contenute all’interno di un database
generale custodito da un amministratore della sicurezza. Lo scopo dell’am-
ministratore è quello di specificare il tipo di accesso e a quale risorsa una
determinata entità può accedere. La funzione di controllo degli accessi ope-
ra in modo autonomo, consultando questo database al fine di determinare se
consentire o no l’accesso.
Meccanismo di controllo degli accessi La funzione di controllo degli
accessi lavora secondo varie politiche di controllo e generalmente decide:
• che tipo di accessi sono consentiti;
• sotto quali circostanze sono consentiti gli accessi;
• chi ha il permesso di accesso alle risorse.
Solitamente le funzioni di controllo accessi sono raggruppate nelle seguenti
categorie:
• Controllo degli Accessi Discrezionale (DAC): questo tipo di con-
trollo è basato sull’identità del richiedente, su regole di accesso o su
autorizzazioni che indicano l’insieme delle attività che possono essere
svolte dal richiedente stesso. Questa tipologia prende il nome di discre-
zionale poiché un’entità può avere diritti di accesso che le garantiscono,
in modo discrezionale, di abilitare altra entità all’accesso di determinate
risorse. Per esempio un amministratore di sistema, essendo un’entità di
alto livello, è in grado di abilitare altre entità nell’accesso delle risorse.
• Controllo degli Accessi Obbligatorio (MAC): questo tipo di con-
trollo degli accessi è utilizzato sopratutto in campo militare o governati-
vo. Il funzionamento si basa sul confrontare etichette di sicurezza (label)
con autorizzazioni di sicurezza (clearance). Le label indicano quanto una
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risorsa sia critica e sensibile mentre le clearance indicano quanto un’en-
tità sia idonea ad avere accesso a determinate risorse. Questa politica
di accesso è definita Mandatory (obbligatoria) perché un’entità che ha
una determinata clearance non può in nessun modo interferire con la
definizione delle clearance di altre entità.
• Controllo degli Accessi basato sul Ruolo (RBAC): In questo caso
il controllo degli accessi si concentra sul ruolo che le varie entità rico-
prono all’interno dell’organizzazione. L’autorizzazione a una risorsa è
consentita solamente a quelle entità il cui ruolo è abilitato all’accesso
della suddetta risorsa. Politiche di tipo role based sono generalmente
considerate più complesse da gestire, proprio per la complessità architet-
turale e organizzativa introdotta dalla definizione dei ruoli (vedi figura
1.4).
Figura 1.4: Schematizzazione di una politica di accesso basata su ruoli.
Auditing
Principalmente esterno al sistema di gestione degli accessi, il processo di au-
diting è certamente uno degli step più sottovalutati nella sicurezza informatica.
Formalmente l’auditing viene definito dal RFC 4949 come:
Revisione ed esame indipendenti dei record e delle attività di
un sistema per determinare l’adeguatezza dei controlli del sistema,
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garantire la conformità con le politiche e le procedure di sicurezza
stabilite, rilevare violazioni alla sicurezza e raccomandare qualsiasi
modifica necessaria nei controlli, nelle politiche e nelle procedure.
In particolare l’auditing una forma di controllo della sicurezza che si con-
centra sulla sicurezza delle risorse del sistema informativo (SI) di un’organiz-
zazione; l’auditing agisce su più fronti:
• fornisce un livello di garanzia sul corretto funzionamento del computer
sotto il profilo della sicurezza;
• genera dati che possono essere utilizzati nell’analisi a posteriori di un
attacco, nel caso in cui l’attacco abbia successo o meno;
• fornisce un mezzo per valutare le inadeguatezze del servizio di sicurezza;
• fornisce dati che possono essere utilizzati per identificare comportamenti
anomali;
• mantiene record utili per analisi di informatica forense.
1.3.2 Architettura e Servizi
IAM non è una soluzione monolitica che può essere facilmente implementata
ma consiste in una complessa architettura (vedi 1.5) che consta di un numero
considerevole di componenti, processi e pratiche standard.
Figura 1.5: Architettura completa di un sistema IAM
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Al centro dell’architettura di distribuzione c’è un servizio di directory (come
LDAP o ActiveDirectory) che funge da archivio per l’identità, le credenziali e
gli attributi degli utenti dell’organizzazione. Il servizio di directory interagisce
continuamente con i componenti della tecnologia IAM come l’autenticazione,
la gestione degli utenti, il provisioning e i servizi di federazione.
Non è raro che organizzazioni utilizzino diversi servizi di directory all’in-
terno del sistema: generalmente infatti gli stessi servizi di directory fornisco-
no supporto e integrazione solamente ad alcuni sistemi operativi lasciando
completamente sguarniti i rimanenti.
L’architettura di un sistema IAM è articolata in un insieme di blocchi
di funzionalità dedicati a coprire un ben preciso processo di business; qui di
seguito verrà mostrata una classificazione generale dei principali moduli del
sistema:
• Moduli AAA: sotto questa sigla raggruppiamo tutti i moduli che sup-
portano i processi di autenticazione, autorizzazione e accounting (au-
diting). Questi moduli sono costantemente connessi con il servizio di
directory e di gestione degli accessi centralizzato al fine di mantenere le
informazioni sempre aggiornate.
• User management: gestisce i processi di governo e gestione efficace dei
cicli di vita delle identità all’interno del sistema. Questo modulo è pre-
sente durante tutte le fasi di provisioning, autenticazione e autorizzazione
degli utenti. Inoltre il modulo fornisce una serie di servizi extra come
la gestione delle password degli utenti e la gestione dei profili utente. Il
modulo è utilizzato infine per supportate i processi di scollegamento delle
risorse presenti all’interno del sistema, (deprovisioning).
• Access management: processo che consiste nell’applicazione di cri-
teri per il controllo degli accessi in risposta a una richiesta di un’en-
tità (utente, servizi) che desidera accedere a una risorsa IT all’interno
dell’organizzazione.
• Systems and application: più che un modulo software, in questo caso,
si intende un insieme di risorse fisiche (database e applicativi) dedicate
al salvataggio e alla gestione dei dati prodotti dal sistema IAM.
1.3.3 Tecnologie e Funzionalità
I sistemi di controllo degli accessi sono sistemi molto avanzati e per questo
motivo necessitano di un insieme di tecnologie molto variegato che permetta
ad ogni modulo software di operare in maniera coordinata e sicura con tutto
il resto del sistema.
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Sicurezza
Data la gestione di informazioni estremamente sensibili, come password e
token di accesso, è necessario che tra i moduli vengano instaurate delle co-
municazioni sicure e affidabili. Per fare ciò, si fa uso estensivo di tecniche di
autenticazione e crittografia come marche temporali e password temporanee
che garantiscono ai pacchetti un alto grado di integrità e confidenzialità.
Kerberos Un esempio di un approccio di questo tipo è rappresentato da
Kerberos, un protocollo di autenticazione di rete che consente un’autentica-
zione reciproca sicura. Kerberos utilizza la crittografia a chiave segreta per
fornire un’autenticazione avanzata in modo che le password o altre credenziali
non vengano inviate sulla rete in un formato non crittografato.
Funzionalità
Uno IAM svolge diversi compiti, molto spesso realizzati da entità diverse
mediante l’utilizzo di protocolli specifici. Fra i più importanti troviamo:
• Autenticazione a più fattori (MFA): agli utente viene richiesto di fornire
una combinazione di elementi di autenticazione al fine di verificare la
propria identità. Generalmente le aziende, oltre al classico nome utente
e password, utilizzano l’approccio TOTP (time based on time password)
che richiede agli utenti di inserire all’interno del sistema una password che
è stata precedentemente inviata tramite messaggio, e-mail o applicazione
proprietaria.
• Single Sign-On: un approccio SSO permette ad un utente, autenticato a
un servizio, di accedere a più servizi e applicazioni sfruttando solamente
un unico set di credenziali. Un sistema di questo tipo autentica gli utenti
in modo molto simile a quanto avveniva per l’autenticazione a più fattori
ma in questo caso il token viene scambiato automaticamente fra le varie
applicazioni [6, cisco:2020].
Approcci di tipo SSO sono facilmente implementati all’interno di sistemi
IAM data la grande integrazione e controllo esercitabile sui singoli mo-
duli. Inoltre nelle aziende che scelgono soluzioni di questo tipo, la limita-
zione del numero di credenziali diventa un fattore chiave per semplificare
le gestione delle identità in gioco.
• Federazione: per quanto riguarda la federazione di sistemi, esistono al-
cuni protocolli, come SAML2.0, che permettono ad aziende diverse di
condividere i processi di autenticazione e autorizzazione. In questo caso
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è necessario che sia presente una forma di trust fra le aziende e che venga
accordato un IdentityProvider di fiducia.
Fatto ciò il sistema di federazione provvederà a generare automaticamen-
te un token che verrà poi presentato a un sistema o applicazione con cui
è presente una relazione di fiducia. Proprio per via di questa fiducia,
gli utenti possono spostarsi liberamente fra i vari domini aziendali senza
essere costretti a riautenticarsi.
1.4 Un Futuro all’Insegna del Cambiamento
Come la maggior parte dei contesti legati alla tecnologia, IAM non rimarrà
statico; i problemi e le sfide continueranno ad evolversi e cambiare.
Nuove tecnologie Una maggiore consapevolezza delle esigenze di sicurezza
della governance, un approccio sempre più distribuito e un’integrazione massic-
cia con Internet of Things (IoT) sono solo alcune delle tendenze che guideranno
una crescita significativa nell’attuale mercato dei sistemi di gestione di identità
[7, harel:2021].
Nuovi metodi di autenticazione Vista la crescita continua dell’ambiente
tecnologico, ci aspettiamo di vedere un completo ripensamento dei meccanismi
di autenticazione e autorizzazione. Per esempio esistono già numerose realtà
dove l’autenticazione è gestita completamente con l’utilizzo di tecniche biome-
triche: dalla scansione dell’iride, passando per le impronte digitali, arrivando
a tecniche più avanzate di riconoscimento facciale tridimensionale.
Sempre nell’ambito dell’autenticazione un numero sempre maggiore di a-
ziende sta approcciando l’annoso problema dei furti d’identità concentrandosi
principalmente nel definire nuove tipologie di autenticazioni multi-fattore, in-
centrate non più su una sola tipologia di token ma su più token di natura
diversa. In questo modo, al fine di assumere l’identità di un’altra persona,
un malintenzionato sarà costretto ad indovinare una password ed in più dovrà
possedere un insieme di caratteristiche fisiche ed oggetti che solo l’utente in
questione sa di avere.
Autorizzazione intelligente Dal punto di vista dell’autorizzazione, l’utiliz-
zo di tecniche avanzate di machine learning permetteranno ai sistemi di inferire
cosa può e non può essere fatto all’interno di un’applicazione semplicemente
dal contesto di utilizzo. La grande mole di dati generata dai devices connessi
al sistema consentiranno ad algoritmi di intelligenza artificiale di apprendere
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in modo continuativo il cambiamenti di contesto e saranno sempre più capaci
nel prevedere possibili minacce.
Figura 1.6: Rendering digitale di un prodotto per il riconoscimento facciale e






Come abbiamo visto nel capitolo precedente, gli apparati IAM sono siste-
mi estremamente complessi e rappresentano per molte aziende il principale
strumento atto a garantire la sicurezza all’interno del perimetro organizzativo.
Individui che desiderano accedere ad informazioni aziendali, saranno obbliga-
toriamente sottoposti a processi di autenticazione, autorizzazione e auditing
che permetteranno all’azienda di conservare la confidenzialità e integrità delle
proprie informazioni.
Dal punto di vista di un possibile attaccante, il metodo migliore per com-
promettere un sistema di questo tipo, non si concentrerà su un aspetto globale
ma verterà verso un progressivo indebolimento e penetrazione dei vari blocchi
di difesa. Per questo motivo, i processi di autenticazione sono da sempre al
centro dell’interesse di ricercatori e aziende; implementare sistemi di identifica-
zione e verifica più robusti e resistenti, rappresenta da questo punto di vista, la
migliore contromisura al fine di limitare una vasta gamma di possibili attacchi.
Contenuti del capitolo Lo scopo di questo capitolo consisterà in un’analisi
dettagliata dello stato dell’arte dei vari sistemi di autenticazione presenti al
giorno d’oggi anche nel contesto dei documenti utilizzati per l’identificazione
di individui.
La trattazione verterà inizialmente sullo studio dei vari processi che, nel-
l’ambito della sicurezza informatica, compongono l’autenticazione utente, ossia
il processo di identificazione e il processo di verifica dell’identità. Successiva-
mente si tornerà a parlare del concetto di identità, questa volta dal punto di
vista digitale e informatico, individuando similarità e differenza fra i vari con-
cetti. La nozione di identità digitale verrà poi arricchita analizzandone vari
sistemi di codifica come carte d’identità elettroniche ed ePassports.
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2.1 Identificazione e verifica d’identità
Nell’ambito della sicurezza informatica, i processi di identificazione e veri-
fica dell’identità rappresentano i due step fondamentali che compongono un
sistema di autenticazione. Rifacendoci a ciò che è stato esposto in 1.3.1,
il processo di identificazione costituisce l’approccio volto all’estrazione delle
caratteristiche di un’entità mentre, la verifica, si limita al confronto di tali
caratteristiche contro un modello preesistente all’interno del sistema. Come
vedremo successivamente, in ambito biometrico, tali concetti assumeranno un
significato leggermente diverso.
2.1.1 Sviluppo delle tecniche di identificazione
A livello storico i processi di identificazione hanno subito una serie di pro-
fonde evoluzioni e rinnovamenti e rappresentano attualmente un ottimo esem-
pio di sintesi fra aspetti logistici, sociali e tecnologici [8, Michael:2006]. Qui
di seguito verrà esposto un breve excursus storico relativo allo sviluppo degli
aspetti identificativi che hanno portato alla definizione dei moderni sistemi di
identificazione.
Le prime tecniche di identificazione Prima dell’introduzione della tec-
nologia informatica i vari mezzi di identificazione esterna erano notevolmente
limitati. Il metodo più comunemente usato era affidarsi alla propria memo-
ria per identificare i tratti distintivi e le caratteristiche di altri esseri umani:
come il loro aspetto esteriore o attraverso il suono della loro voce. Tuttavia,
fare affidamento esclusivamente sulla propria memoria poneva molte insidie
e di conseguenza furono introdotti altri metodi di identificazione. Questi in-
cludevano marchi, timbri, stampe o impronte incise direttamente sulla pelle:
elementi distintivi che successivamente presero il nome di tatuaggi.
Censimento e documenti governativi Con i progressi nella lingua scrit-
ta e nelle tecnologie di registrazione dei dati, l’identificazione si è evoluta dai
simboli fisici e dai segni della pelle alla parola scritta e quindi alle prime for-
me di censimento. Una delle prime moderne tecniche volte al miglioramento
dell’identificazione risale al 1829 quando per la prima volta, in Inghilterra, si
decise di archiviare i dati personali di una persona all’interno di un documento
personale, il quale avrebbe permesso di generare un identificativo numerico
ricollegabile in modo univoco all’individuo. Fra i contributi più importan-
ti di questo periodo non si può non citare quello di Alphonse Bertillon, un
ufficiale di polizia francese e ricercatore biometrico che applicò la tecnica del-
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l’antropometria alle forze dell’ordine creando per la prima volta un sistema di
identificazione basato su misurazioni fisiche.
Negli anni, gli algoritmi di generazione di identificativi mutarono enorme-
mente al fine di riassumere e codificare un insieme sempre più grande di in-
formazioni personali. Tuttavia, i documenti prodotti dai governi, rimasero per
lungo tempo in formato cartaceo: una caratteristica che con l’andare del tempo
portò alla sviluppo di innumerevoli problematiche di gestione e sicurezza.
Record digitali Fu solo nel 1977 che gli Stati Uniti informatizzarono i propri
archivi cartacei e stabilirono un programma di abbinamento in grado di fare
riferimenti incrociati tra vari enti bancari e governativi 2.1. Questa pratica
divenne, nel tempo, uno standard e i cittadini furono più facilmente monitorati
per determinare se fossero tassati in modo appropriato o se avessero ricevuto
fondi di assistenza sociale.
Figura 2.1: 1951: i primi database basati su nastri magnetici.
Situazione attuale e biometria avanzata Risolti gli aspetti logistici re-
lativi, restava solo da affrontare uno dei problemi più importanti nell’ambito
dell’identificazione degli individui, l’unicità delle caratteristiche estratte. Da
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sempre infatti, gli approcci identificativi si sono avvalsi solamente delle carat-
teristiche anagrafiche delle persone come età, data di nascita, residenza, ecc.
Questi dati presentano un problema caratteristico: possono essere contraffatti
molto facilmente da malintenzionati generando così nuovi documenti o peggio,
documenti duplicati di altri individui. Per far fronte a queste problematiche,
a partire dai primi anni duemila, governi e aziende hanno deciso di includere
all’interno dei documenti un quantitativo crescente di informazioni biometri-
che. I primi a muoversi in questa direzione sono stati gli Stati Uniti che, a
partire dal 2004, hanno implementato i loro primi database automatizzati di
impronte digitali [9, idverification:2019].
2.1.2 Dati biometrici
Come abbiamo visto in 2.1.1 e precedentemente in 1.4, il mondo dell’au-
tenticazione si sta spostando sempre più verso approcci identificativi di tipo
biometrico. Qui di seguito andremo ad analizzare nel dettaglio lo stato dell’ar-
te relativo alle tecniche biometriche e in che modo sia possibile ottenere una
descrizione digitale di queste caratteristiche.
Il mondo della biometria non è un mondo nuovo: tecniche di identificazione
biometriche, come le impronte digitali, vengono utilizzate da molto tempo
come caratteri distintivi tra individui. È solo però in tempi recenti che è
stato possibile ottenere un approccio digitalizzato al riconoscimento utilizzando
queste metodologie. In questo senso identificheremo i sistemi di riconoscimento
biometrico con la sigla AIDC (Automatic Identification and Data Capture).
Il concetto di biometria
Prima di sondare nel dettaglio il funzionamento di questi approcci è im-
portante fornire una definizione di biometria. Il termine biometria, che deriva
dalle parole greche bios (vita) e metros (misura), si riferisce allo studio e al-
l’impiego di metodi per rilevare e misurare caratteristiche di organismi viventi
e trarne comparativamente classificazioni e leggi.
Identificatori biometrici Ovviamente non tutte le caratteristiche misu-
rabili possono fungere da identificatori biometrici, esiste infatti un insieme di
fattori che permettono di valutare l’idoneità di un carattere in un ambito di au-
tenticazione biometrica. Questi fattori sono stati per la prima volta esposti nel
libro Biometrics: Personal Identification in Networked Society [10, Jain:1999]
oltre ad un insieme di tecniche e metodi di estrazione di caratteristiche biome-
triche. Per Jain e il suo gruppo di collaboratori (autori del sopracitato libro),
i fattori estrapolati riferiti ad un tratto biometrico sono i seguenti:
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• Universalità: significa che ogni individuo che utilizza il sistema deve
necessariamente possedere quel tratto;
• Unicità: il tratto in questione deve permettere una discriminazione
totale dell’individuo da tutti gli altri individui;
• Permanenza: è fondamentale che il tratto sia indipendente dal tempo
e non evolva con esso;
• Misurabilità: si intende la facilità di acquisizione dei dati riferiti al
tratto biometrico;
• Performance: riferita all’accuratezza, alla velocità e alla robustezza
della tecnologia usata;
• Accettabilità: fattore qualitativo che riguarda l’accettazione dell’uso
della tecnologia da parte della popolazione;
• Circonvenzione: consiste nella facilità di imitare un tratto biometrico
utilizzando uno strumento esterno o generandone un clone modificato.
Come è facile intuire, nessuna singola biometria può soddisfare efficacemen-
te le esigenze di tutte le applicazioni di identificazione (autenticazione). Per
esempio l’utilizzo del DNA come tratto distintivo è sicuramente una delle so-
luzioni più robuste in circolazione ma sicuramente non la tecnica più accettata
dalla popolazione.
Ogni biometria ha i suoi punti di forza e i suoi limiti e, di conseguenza,
ogni tratto biometrico è più adatto a una particolare ambito di identificazione.
Sebbene il libro preso in esame non suddivida esplicitamente le tipologie di
tratti biometrici nel nostro caso verrà definita un suddivisione in due categorie:
biometria statica e biometria dinamica.
Biometria statica
La biometria statica fa riferimento all’aspetto statico delle caratteristiche
prese in esame; in altre parole i dati sono estratti da elementi statici e di
conseguenza slegati da legami di tipo temporale.
Impronte digitali Le impronte digitali sono le tracce grafiche lasciate dai
dermatoglifi1 dell’ultima falange delle dita delle mani (figura 2.2). Le loro
formazioni dipendono dalle condizioni iniziali dello sviluppo embrionale e si
ritiene che siano uniche per ogni persona (e ogni dito). Le impronte digitali
1risultato dell’alternarsi di creste e solchi che formano conformazioni simili a flussi.
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sono una delle tecnologie biometriche più mature utilizzate nelle divisioni fo-
rensi di tutto il mondo per le indagini penali e, pertanto, hanno uno stigma
di criminalità ad esse associato. In genere, un’immagine dell’impronta digitale
viene acquisita in due modi: scansionando un’impronta inchiostrata di un dito
o utilizzando uno scanner di impronte.
Figura 2.2: Esempio di impronta digitale.
Volto Il viso è uno dei dati biometrici più accettati dalla popolazione perché
è uno dei principali metodi di identificazione primordiali utilizzati dagli esseri
umani. Inoltre, il metodo di acquisizione delle immagini del viso non è intrusivo
dato che può essere svolto a distanza con un semplice strumento di acquisizione.
Iride e Retina Come per le impronte digitali anche la tessitura visiva del-
l’iride umana è determinata dai processi morfogenetici caotici durante lo svi-
luppo embrionale e si ritiene che sia unica per ogni persona e ogni occhio
(figura 2.3). Un’immagine dell’iride viene tipicamente acquisita utilizzando
un processo di imaging senza contatto; in questo caso l’immagine deve essere
ottenuta utilizzando uno strumento di acquisizione.
Una tecnica ancora più robusta, sicura e affidabile è rappresentata dallo
scan retinico, metodo che si basa sull’analisi della vascolarizzazione della retina:
caratteristica unica e difficilmente replicabile artificialmente.
Figura 2.3: Esempio di tessitura iridea.
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Biometria dinamica
In contrapposizione alla biometria statica, la biometria dinamica fa riferi-
mento a caratteristiche di tipo dinamico ossia dipendenti da aspetti temporali.
Andatura L’andatura è il modo peculiare di camminare ed è una complessa
biometria comportamentale spazio-temporale. L’andatura non dovrebbe esse-
re unica per ogni individuo, ma è sufficientemente caratteristica da consentire
l’autenticazione dell’identità. L’andatura, essendo un tratto biometrico com-
portamentale potrebbe non essere invariante soprattutto per un lungo periodo
di tempo a causa di molteplici fattori esterni (cambio di peso, lesioni fisiche
ecc).
Ritmo di digitazione Si ipotizza che ogni persona digiti su una tastiera in
modo caratteristico. Questa biometria comportamentale non dovrebbe essere
unica per ogni individuo, ma offre sufficienti informazioni discriminatorie per
consentire l’autenticazione dell’identità.
Sistemi biometrici multimodali
Definiamo un sistema biometrico che utilizza una singola caratteristica bio-
metrica come sistema biometrico unimodale mentre nel caso vengano utilizza-
te più caratteristiche biometriche assieme, esso prenderà il nome di sistema
biometrico multimodale.
Un sistema biometrico unimodale è solitamente più efficiente in termini
di costi di un sistema biometrico multimodale. Tuttavia, potrebbe non essere
sempre applicabile in un determinato dominio a causa di prestazioni non eccelse
e la mancanza di universalità. Un sistema di tipo multimodale supera questi
limiti poiché, attraverso la fusione di più sorgenti biometriche, è in grado di
ridurre l’incertezza della misura, ridurre il rumore e superare l’incompletezza
dei singoli sensori.
2.1.3 Verifica di identità
Affrontato il problema dell’identificazione, ossia della descrizione delle ca-
ratteristiche di un’entità rimane da esplorare ancora un passaggio, la verifica.
La fase di verifica è successiva all’identificazione e consiste in quell’insieme di
processi volto al confronto delle caratteristiche estratte dalla precedente fase
contro un modello o istanza dei dati preesistente.
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Autenticità di documenti analogici Quando parliamo di modello preesi-
stente facciamo riferimento a tutte quelle informazioni che rappresentano lo
stato “as is ” di un determinato individuo. In questo contesto generalmente
rientra tutto quell’insieme di informazioni anagrafiche della persona che ne de-
finiscono l’unicità all’interno della popolazione. In un approccio analogico, un
modello di verifica dei dati potrebbe essere caratterizzato da un documento
cartaceo riconosciuto da un organo autorevole.
La carta d’identità per esempio è emessa da un’autorità statale e permet-
te la verifica dell’identità del suo portatore (tramite verifica anagrafica). In
questo caso però il processo di verifica non può essere considerato affidabile
al 100%; l’unico tratto veramente distintivo veicolato dalla carta infatti, è la
foto stampata la quale potrebbe essere stata sottoposta a molteplici alterazioni
prima della stampa.
2.2 Documenti di identità elettronici
Con l’introduzione dei dati biometrici come mezzo di identificazione robu-
sto, sorge il problema di definire un mezzo autenticativo capace di immagazzi-
nare queste informazioni. Le classiche carte analogiche presentano, in effetti,
il problema di non permettere il salvataggio di dati digitali relegando la rap-
presentazione delle informazioni nel solo formato human readable. Mancando
di una forte componente di sicurezza e robustezza, i documenti d’identità car-
tacei sono stati sottoposti, nel tempo, ad un iter2 volto alla loro progressiva
sostituzione in favore delle più moderne soluzioni digitali (iED).
2.2.1 Tipologie di documenti
L’identificazione elettronica è una soluzione digitale per la verifica d’identi-
tà di cittadini e organizzazioni. Un sistema di questo tipo può essere utilizzato
per vari scopi che spaziano dall’accesso a servizi bancari e governativi fino alla
possibilità di firmare documenti elettronici [11, eid:2021].
eIC - Electronic Identification Card La forma più semplice di identifi-
cazione è rappresentata dalla eIC ossia la carta di identificazione elettronica.
la eIC consta essenzialmente di una carta fisica nel formato dimensionale ID-
1 previsto per le classiche carte bancarie ed è utilizzata essenzialmente come
2Secondo il nuovo Regolamento (UE) 2019/1157 del Parlamento Europeo e del Consi-
glio del 20 giugno 2019 sul rafforzamento della sicurezza delle carte d’identità dei cittadini
dell’Unione, i documenti privi di una zona a lettura ottica (machine-readable zone – MRZ)
cesseranno di essere validi alla loro scadenza o entro il 3 agosto 2026, se quest’ultima data
sarà anteriore.
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documento primario di identificazione offline ed online. Ciò che rende questa
tipologia di carte “elettroniche” è la presenza al loro interno di un chip di tipo
RFID con capacità di elaborazione dati. Il chip in questione ha lo scopo di
mantenere una copia digitale delle informazioni presenti sulla carta e permet-
te, inoltre, l’inserimento di ulteriori identificatori biometrici. Generalmente, al
fine di garantire compatibilità coi sistemi di riconoscimento, vengono inseriti
come tratti biometrici principali quelli del viso e l’impronta digitale. La car-
ta può operare anche online come autenticazione a servizi di e-government e,
previa abilitazione, anche come strumento di firma elettronica.
eMRTD - Electronic Machine Readable Travel Documents Un do-
cumento di trasporto è un documento di entità che è rilasciato da un governo
o da un organo sovranazionale per facilitare il movimento di individui o pic-
coli gruppi di persone attraverso i confini internazionali in base ad accordi
prestabiliti.
Al fine di garantire un controllo automatizzato è importante dotare questi
documenti di caratteristiche che siano leggibili dalle macchine in modo da
permettere riconoscimenti più veloci e sicuri. Un documento machine readable,
per essere definito tale, non per forza deve contenere al proprio interno un
chip di elaborazione; l’unico requisito richiesto, infatti, è che il contenuto sia
leggibile da un calcolatore (per esempio tramite OCR3).
La sigla “e” all’inizio dell’acronimo ci ricorda che siamo di fronte a un docu-
mento di tipo elettronico e di conseguenza in grado di contenere informazione
in forma digitale.
2.2.2 Sviluppo degli eMRTD
L’organizzazione che da sempre si è occupata della gestione dell’aviazione
e dell’infrastruttura collegata ad essa è l’ICAO ossia l’Organizzazione Interna-
zionale per l’Aviazione Civile. Uno degli sforzi più importanti svolti dall’orga-
nizzazione è consistito nella definizione di uno standard internazionale relativo
ai documenti di trasporto, gli MRTD [12, ICAO:foreword:2015].
I lavori dell’ICAO su questo tipo di documenti sono iniziati nel 1968 a fronte
di una richiesta di automatizzazione delle procedure di controllo dei passeggeri.
L’organizzazione produsse una lista preliminare di raccomandazioni inclusa
l’adozione di tecnologie di Optical Character Recognition come forma primaria
dimachine readability4. Queste raccomandazioni vennero recepite inizialmente
da tre stati, Stati Uniti, Australia e Canada i quali iniziarono in poco tempo
ad emettere passaporti “elettronici”.
3Optical Character Recognition: riconoscimento ottico di caratteri.
4capacità di un documento di essere letto da una macchina
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Fu solo nel 1998 che il gruppo di lavoro dedicato alle nuove tecnologie iniziò
a lavorare al fine di stabilire quali fossero gli indicatori biometrici più efficaci
in relazione ai mezzi e alle tecnologie di memorizzazione da poter utilizzare
all’interno dei MRTD.
Dopo gli avvenimenti del 11 settembre 2001 i lavori di sviluppo subirono
una brusca accelerazione e nel giro di qualche anno vennero sviluppati le pri-
me versioni di MRTD elettronici dotati di chip capaci di memorizzare dati
biometrici. Da questo momento in poi la tecnologia relativa agli MRTD non
ha subito molte variazioni e negli anni sempre più paesi si sono adeguati al
nuovo standard.
2.2.3 Caratteristiche degli MRTD
ICAO definisce un MRTD come “documento officiale rilasciato da uno stato
o organizzazione e utilizzato dal suo titolare per viaggi internazionali” e ne
descrive le specifiche in un report tecnico rilasciato assieme alla specifica dei
documenti [13, ICAO:specifications:2014].
Figura 2.4: Esempio di VIZ e MRZ da un MRTD
Un documento MRTD contiene, in un formato standardizzato, vari dettagli
identificativi del titolare fra cui una fotografia (o immagine digitale) e alcuni
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campi riferiti ad elementi identificativi obbligatori e opzionali. Le informazioni
obbligatorie anche riportate nella cosiddetta Machine Readable Zone (MRZ)
in un formato facilmente riconoscibile e leggibile da una macchina attraverso
tecnologia OCR. I dati non leggibili dalla macchina rientrano invece nella Vi-
sual Inspection Zone (VIZ), ossia la zona dedicata all’ispezione visiva umana
(vedi 2.4).
eMRTD Affinché venga chiamato in questo modo, un eMRTD deve conte-
nere, inoltre, un chip integrato (IC) con antenna basato su tecnologia RFID.
Figura 2.5
Lo scopo del chip consiste nel memorizzare i dati relativi alle
informazioni di identificazione del proprio titolare compresi
gli aspetti biometrici come la fotografia. I dati sono codificati
all’interno del chip sfruttando un sistema di crittografia a
chiave pubblica (PKI) che previene eventi di manomissione.
Un eMRTD può essere riconosciuto dal logo impresso nella
copertina del documento (vedi figura 2.5).
Meccanismi di Sicurezza A livello di sicurezza lo standard richiede
che i dati obbligatori e opzionali presenti nel documento vengano protetti con-
tro letture non autorizzate e clonazione attraverso i meccanismi di sicurezza
espressi all’interno del report ufficiale [14, ICAO:security:2015]. Poiché il chip
contiene al suo interno dati che sono firmati digitalmente, uno stato che desi-
dera rilasciare documenti di questo tipo dovrà necessariamente implementare
un’infrastruttura di tipo PKI dedicata e sicura come in figura 2.6.
Figura 2.6: Schema di funzionamento del sistema basato su PKI e CSCA.
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La “Root” del PKI è costituita dalla Country Signing Certification Autori-
ty (CSCA), ossia l’autorità adibita alla certificazione degli organi firmatari. I
certificati delle organi firmatari dei documenti (Document Signer, DS), certifi-
cati in prima istanza dalla CSCA, garantiscono autenticità e integrità dei dati
conservati nel chip presente all’interno del documento.
2.3 Identificazione biometrica con gli eMRTD
Per quanto riguarda gli aspetti relativi ai dati biometrici, questi vengo-
no esposti in modo molto approfondito da ICAO in un report dedicato [15,
ICAO:biometrics:2015]. Il report inoltre, descrive nel dettaglio la soluzio-
ne biometrica proposta e lo fa ripercorrendo tutto il processo di sviluppo,
suddividendolo come segue:
• Concetto di eMRTD: cornice iniziale che, oltre a descrivere gli aspetti
costruttivi e gli standard relativi agli eMRTD, introduce una serie di
raccomandazioni per gli Stati che desiderano adottare lo standard.
• Definizione e concetto di Biometria e applicazioni tecnologiche: in questa
parte viene elencata la visione dell’organizzazione relativa al concetto di
biometria e le possibili soluzioni adottabili in quest’ambito. Essendo la
sezione principale del documento, verrà analizzata nel dettaglio.
• Selezione di tratti biometrici: capitolo dedicato alla definizione di tratto
biometrico primario e secondario.
• Memorizzazione di dati biometrici e testuali: una volta definite le in-
formazioni di rilievo, vengono definiti i metodi di salvataggio dei dati
all’interno del chip.
Qui di seguito verranno descritti in dettaglio i singoli passaggi ponendo
maggiore enfasi sugli aspetti relativi alla biometria e alle tecniche di imple-
mentazione di sistemi biometrici.
2.3.1 Report ICAO - Concetto di eMRTD e validità del
documento
Gran parte dei concetti relativi agli eMRTD, presenti in questa sezione del
report, sono stati in gran parte trattati precedentemente. Il report però intro-
duce un aspetto cruciale, ossia la validità del documento di riconoscimento.
È quantomeno interessante sottolineare come per l’organizzazione, la va-
lidità di tali documenti rimanga a discrezione dello Stato di emissione e non
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venga posto un limite legale. Nonostante ICAO, infatti, sconsigli un periodo
di validità superiore a dieci anni, non esiste un obbligo formale di applicare
tale raccomandazione.
Permettendo una tale libertà di scelta, nascono una serie di problemi sia a
livello di sicurezza civile sia a livello di sistemi di riconoscimento. Un periodo
di validità così esteso porta inevitabilmente ad un decadimento del potere
identificativo del documento, che, come vedremo, è fondato principalmente su
tratti biometrici dipendenti dal tempo (fotografia). Inoltre la definizione di un
periodo di validità discrezionale, porta inevitabilmente a una variabilità molto
forte tra i campioni di possibili individui che devono essere riconosciuti dai
sistemi automatici.
2.3.2 Report ICAO - Definizioni e analisi del dominio
ICAO riprende il concetto di biometria e fornisce una serie di definizioni
importanti tramite le quali poi introduce in insieme di aspetti logistici e pratici
relativi ai tratti biometrici. Il primo concetto definito è quello di “identifica-
zione biometrica”, definizione tutto sommato standard che riprende gran parte
dei punti definiti in 2.1.2.
Modello biometrico e memorizzazione
Molto interessante, invece, il concetto di “modello biometrico”. Per ICAO
un modello biometrico è una rappresentazione di un tratto biometrico codifi-
cata da un algoritmo di estrazione features. Tale rappresentazione è definita
invariante sui tratti biometrici dello stesso individuo ed è tale da abilitare ope-
razioni di match (confronto) fra varie istanze del modello al fine di ricavare un
grado di confidenza che permetta di identificare o non identificare l’individuo
corrispondente.
Tipicamente, un modello biometrico ha una dimensione dei dati relati-
vamente piccola, tuttavia, ogni produttore di sistemi biometrici utilizza un
formato di modello unico e personale quindi non intercambiabile tra i sistemi.
Per consentire a uno Stato di selezionare un sistema biometrico adatto alle
proprie esigenze, i dati devono essere archiviati in una forma dalla quale i vari
sistemi possano trarre un modello. Ciò richiede, in ultima istanza, che i dati
biometrici siano memorizzati nella forma di una o più immagini.
Utilizzo di tecnologie biometriche
Vision I punti chiave relativi all’applicazione pratica di tecnologie biometri-
che comprende:
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• la specifica di una tecnologia biometrica interoperabile da utilizzare sia
al controllo delle frontiere sia da parte degli emittenti di documenti;
• capacità di recuperare dati per un periodo non superiore a dieci anni
(periodo massimo raccomandato dall’organizzazione);
• utilizzo di elementi non proprietari tali da garantire il cambiamento e
l’evoluzione dei sistemi di controllo all’evolvere delle tecnologie in campo
biometrico.
Il documento in questione, doc:9303 [15, ICAO:biometrics:2015], definisce
solo tre tipologie di sistemi e tecnologie di identificazione:
• Riconoscimento facciale: obbligatorio e conforme alla norma ISO/IEC
39794-5;
• Riconoscimento di impronte: opzionale e conforme alla norma ISO/IEC
39794-4;
• Riconoscimento dell’iride: opzionale e conforme alla norma ISO/IEC
39794-6.
Autenticazione secondo ICAO L’organizzazione fornisce una propria vi-
sione del concetto di autenticazione limitatamente all’ambito biometrico:
• Verifica: consiste nell’azione di confronto (match) uno-a-uno tra i tratti
biometrici ottenuti live dal titolare del documento e un modello biome-
trico generato nel momento della generazione del documento stesso.
• Identificazione: è un task più complesso del precedente dato che con-
siste nell’eseguire una ricerca uno-a-molti tra i dati biometrici estratti
e il database contenente tutti i modelli di tutti i soggetti presenti nel
sistema.
La funzione di identificazione, in questo senso, può essere sfruttata per
migliorare la qualità di controllo dei precedenti e troverebbe spazio nel processo
generale di controllo del documento.
Requisiti funzionali Come ultimo aspetto relativo all’analisi del dominio,
ICAO espone un insieme di requisiti funzionali richiesti dalla soluzione:
• Interoperabilità: necessità di sviluppo di un sistema di deployment glo-
balmente accettato;
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• Uniformità: la soluzione deve essere standardizzata al fine di permettere
una maggiore integrazione tra le soluzioni proposte dai vari Stati;
• Affidabilità tecnica: necessità di definire dei parametri globali al fine di
garantire un’omogeneità delle misure e delle performance di identifica-
zione tra Stati diversi;
• Praticità: le soluzioni proposte devono essere di facile implementazione e
devono richiedere un dispendio minimo di tecnologie al fine di adeguarsi
ai vari standard;
• Durabilità: sarà importante che i sistemi introdotti possano resistere
all’obsolescenza tecnologica che inevitabilmente colpirà i sistemi nell’arco
dei dieci anni di validità dei documenti
2.3.3 Report ICAO - Implementazione della soluzione
La soluzione implementativa per un sistema di identificazione biometrica
(AIDC) dovrà adeguarsi al seguente processo affinché rispetti tutti i requisiti
di sicurezza:
1. Creazione del documento:
• Processo di iscrizione al sistema: consiste nell’assicurarsi che l’in-
dividuo che sta richiedendo il documento sia colui che dice di essere
e non un impostore.
• Processo di cattura: consiste nella fase di acquisizione del documen-
to di riconoscimento e quindi nell’acquisizione dei campioni biome-
trici dell’individuo. È importante, in questo senso, definire un insie-
me di standard e proprietà che devono essere posseduti dai sistemi
di acquisizione. Inoltre sarà di cruciale importanza imporre una
serie di criteri concordati relativi al processo di acquisizione; per
esempio la definizione di una posa standard per l’acquisizione della
fotografia.
• Estrazione: l’immagine acquisita nel processo di cattura è compres-
sa e memorizzata all’interno del documento in un formato inter-
medio in attesa di essere utilizzata per una futura verifica. Tale
formato deve permettere ai vari sistemi di estrazione feature (tem-
plate generation) di poter accedere al dato originale nella sua forma
più completa e allo stesso livello di dettaglio.
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2. Comparazione:
• Creazione del template: prendendo come esempio il caso della ve-
rifica di identità, il processo funziona in qeusto modo. A partire
dall’immagine acquisita “live” e quella presente all’interno del do-
cumento, il processo codifica le due immagini in rappresentazioni
(template) comparabili in un modo tale da garantire un match fra
le stesse. Gli standard di generazione del template devono essere i
più alti possibile in modo tale che l’accuratezza del match dipenda
solamente dalla qualità intrinseca delle foto sorgenti.
• Identificazione: Il processo di identificazione prende il modello de-
rivato dal campione “live” e lo confronta con modelli di utenti regi-
strati per determinare se l’utente in questione si è già registrato in
precedenza,e in tal caso, individuandone l’identità.
• Verifica: partendo dai modelli derivati dai campioni “live” e “stored”,
il processo di verifica determina il livello di corrispondenza fra i
modelli producendo uno “score di match” risultante; più è alto lo
score ottenuto, più è garantita la similarità fra le due immagini dello
stesso individuo.
ABC - Automated Border Control
I sistemi ABC rappresentano l’esempio più significativo di implementazione
delle procedure di identificazione descritte da ICAO. Essi sono stati introdotti
per la prima volta negli anni 2000 e negli ultimi anni di pandemia stanno
subendo una crescita senza precedenti.
Un sistema automatico di controllo o eGate è una barriera di riconosci-
mento utilizzata prevalentemente negli aeroporti ed è dedicata alla verifica
dell’identità dei viaggiatori. Il processo autenticativo implementato da questo
tipo di sistemi segue lo standard ICAO e ripercorre le fasi espresse in 2.3.3,
(vedi figura 2.7).
Gli eGates permettono ai servizi aeroportuali di migliorare l’afflusso di per-
sone nelle ore di punta e garantiscono generalmente un insieme di controlli più
efficace e meno invasivo rispetto ai classici metodi di identificazione manuale.
Ovviamente soluzioni di questo tipo non sono la panacea a tutti i mali e
non devono essere considerati sistemi infallibili. Il funzionamento sottostante è
fondato sull’uso di molteplici algoritmi di riconoscimento (dipendenti da stato
a stato) spesso di tipologia custom e non sempre facilmente comparabili tra
loro dal punto di vista delle performance.
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Figura 2.7: Procedura di controllo ICAO nell’ambito dei controlli automatici
di frontiera.
Come vedremo successivamente, sono presenti una serie di falle e proble-
matiche di sicurezza che, seppur di remota applicabilità, possono rendere que-
sti sistemi un ottimo alleato per criminali nell’atto di attraversare i confini
nazionali.
2.4 Il volto, come tratto biometrico primario
L’inserimento dei tratti biometrici all’interno dei chip, svolto da parte di
ICAO, non sorge dalla mera necessità di tracciare gli individui (critica spesso
mossa verso l’organizzazione) ma deriva dal fatto di poter sviluppare una solu-
zione identificativa a prova di manomissione. In 2.3.2 sono state esposte le varie
tecnologie biometriche utilizzabili a fini dell’identificazione; era stato, inoltre,
implicitamente introdotto (ma mai formalizzato) come il volto rappresentasse
un tratto obbligatorio nel contesto in questione.
Una chiara formalizzazione della decisione presa, la si può trovare nella
sezione 4.1 del report tecnico; il titolo della stessa è di per sé autoesplicativo:
“Primary Biometric: Facial Image”. Gli autori affermano come, dopo un’inda-
gine durata cinque anni per scelta di un tratto biometrico primario, la scelta
sia infine ricaduta sull’identificatore biometrico del viso. Nel giungere a questa
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conclusione, l’ICAO ha osservato che per la maggior parte degli Stati vi erano
questi vantaggi:
• le fotografie del viso non rilevano informazioni che la persona non divulga
abitualmente;
• la fotografia è un mezzo generalmente accettato a livello culturale e le
persone lo associano facilmente all’identificazione;
• l’immagine del viso è già obbligatoria e raccolta durante la generazione
di un eMRTD;
• la cattura dell’immagine non è intrusiva, è veloce e non richiede tecno-
logie e procedure costose;
• le immagini del volto sono già presenti in molteplici database di Stato e
possono essere utilizzate a fini identificativi o di controllo;
• infine, la verifica fotografica può essere attuata anche da un verificatore
umano.
2.4.1 Descrizione dello standard
La standardizzazione del volto come tratto biometrico primario impone
la definizione di un insieme di caratteristiche che costituiscono lo standard
implementativo a cui i vari stati si devono adeguare.
Memorizzazione della biometria facciale
Dato che i fornitori di tecnologie di riconoscimento utilizzano tutti algoritmi
proprietari per la generazione dei modelli, è necessario fare in modo che tutti
possano accedere a una sorgente comune, il più possibile vicina all’immagine
originale; questo significa che l’immagine potrà sì, subire modifiche, ma tali da
renderla comunque accessibile e utilizzabile dai vari algoritmi.
Per fare ciò i sistemi biometrici riducono l’immagine raw (viso, impronta o
iride) a una dimensionalità inferiore utile per la fase di matching ; per fare ciò
utilizzano tecniche di compressione con livelli di perdita di informazione molto
bassi.
Immagine raw e caratteristiche tecniche
Lo standard ICAO acquisisce immagini RGB a 300 dpi; a una tale defini-
zione l’immagine risultante avrà una dimensione di 640 kb ad una profondità
colore di 24 bit per pixel. Un’immagine di questo tipo può, di conseguenza,
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essere compressa in modo significativo con tecniche JPEG o JPEG 2000 senza
perdita significativa di informazione. Stando ad alcuni studi svolti dall’or-
ganizzazione: l’utilizzo di tecniche di compressione con ratio inferiore a 32×
non comportano ad alcun deterioramento dell’accuratezza di identificazione
e permettono di ridurre la dimensione dell’immagini a 10 kb, standard per i
documenti italiani.
Preprocessing dell’immagine raw
Le due principali elaborazioni che possono essere effettuate sulle immagini
sono: il cropping (ritaglio) e l’allineamento frontale.
Cropping Al fine di garantire performance di riconoscimento più elevate,
il documento raccomanda di non ritagliare il viso o, se proprio necessario, di
limitare il ritaglio dal mento alla fronte contenendo entrambe le guance.
Allineamento Per facilitare il riconoscimento facciale, l’immagine del viso
deve essere memorizzata nello standard di immagine frontale come definito
nelle specifiche ISO/IEC 39794-5. Nel caso di piccole rotazioni, si provvederà
ad allineare automaticamente l’immagine. Si raccomanda, infine, che i centri





A partire dalla Risoluzione di Berlino — che sancisce il viso come tratto
biometrico primario — l’ambito dell’identificazione biometrica ha acquisito un
interesse senza precedenti. Il settore maggiormente interessato è stato quello
aeroportuale: dal 2002, infatti, sono 180 gli aeroporti che implementano varchi
di tipo biometrico, e la crescita non sembra volersi arrestare. Secondo una
nuova ricerca di SITA1, la pandemia Covid-19 ha ridimensionato le priorità di
aeroporti e compagnie aeree, i quali hanno direzionato i propri investimenti
nell’automatizzazione dei processi di check-in e controllo a cui sono sottoposti
i passeggeri [16, sita:2021].
Un tale interesse verso i processi di identificazione biometrica, pone inevi-
tabilmente queste tecnologie sotto le lente di ingrandimento di vari individui.
Se da un lato troviamo, infatti, un insieme di società interessate ad investire in
sistemi innovativi, dall’altro vediamo un’attenzione sempre maggiore da parte
di organizzazioni criminali, spinte dalla possibilità di aggirare tali sistemi che
risultano ancora poco rodati.
Contenuti del capitolo In questo capitolo andremo ad analizzare il conte-
sto delle immagini digitali, ed in particolare ci addentreremo nel mondo delle
problematiche che affliggono le immagini del volto. Tali problematiche, princi-
palmente presenti nella forma di alterazioni digitali, sono in grado di mettere
in crisi i più accurati sistemi di riconoscimento su cui si fondano gran parte
dei processi di verifica d’identità.
In un contesto di questo tipo, appare chiaro come sia necessario definire
uno studio incentrato sulle varie tipologie di alterazione possibili, in modo da
valutarne l’effettivo coinvolgimento in contesti di tipo riconoscitivo.
1Société Internationale de Télécommunications Aéronautiques: leader globale nelle
comunicazioni del trasporto aereo e nella tecnologia dell’informazione
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3.1 Attacchi a sistemi di riconoscimento
Come introdotto precedentemente, l’ambito di maggior utilizzo di sistemi
di riconoscimento facciale è rappresentato dagli ABC (Automatic Border Con-
trol). Sebbene di nuova concezione, questi sistemi sono caratterizzati da cicli
di innovazione molto brevi, aspetto che li rende passibili di una vasta tipologia
di attacchi. Generalmente gli attacchi ai sistemi ABC possono essere di due
tipologie:
• Attacchi al sistema di acquisizione
• Attacchi ai dati biometrici degli eMRTD
3.1.1 Attacchi al sistema di acquisizione
Sin dallo sviluppo dei primi sistemi di controllo degli accessi, gli attacchi
agli apparati di acquisizione hanno rappresentano il metodo più semplice al
fine di aggirare questi sistemi.
La metodologia classica consiste nell’ingannare o disturbare il processo di
acquisizione nel momento in cui l’immagine viene scattata. Il sistema, se non
protetto da contromisure, risponderà all’attacco come se questo provenisse da
un utente genuino, identificando di conseguenza il volto dell’individuo e garan-
tendone il passaggio. Persino la presentazione di una foto stampata potrebbe
essere sufficiente ad ingannare il sistema di riconoscimento, e per questo mo-
tivo, si richiede che tali sistemi lavorino in contesti strettamente sorvegliati in
modo tale da limitarne le vulnerabilità.
Presentation Attack Dal punto di vista della sicurezza informatica, la ti-
pologia di attacchi appena descritto prende il nome di Presentation Attacks
(PA) o anche Spoofing Attacks. Secondo lo standard ISO, un Presentation
Attack è definito come:
Presentazione di dati biometrici al sottosistema di acquisizione
con lo scopo di interferire con le operazioni del sistema di identifi-
cazione.
Gli attacchi di presentazione possono essere declinati ulteriormente in:
• Impersonificazione: tipologia di attacco in cui l’obiettivo dell’aggressore
consiste nell’essere riconosciuto come una persona diversa;
• Offuscamento: l’obiettivo dell’aggressore in questo caso consiste nel na-
scondere la propria identità affinché venga confusa con quella di un altro
individuo.
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Tecniche d’attacco
La caratteristica biometrica o l’oggetto utilizzato in un attacco di presenta-
zione è noto come Presentation Attack Instrument (PAI). Diversi sono i tipi di
PAI che possono essere utilizzati per attaccare i sistemi di riconoscimento del
volto e si distinguono generalmente a seconda della dimensionalità utilizzata
per modellare lo strumento [17, George:2020]:
• PAI 2D: la caratteristica utilizzata è bidimensionale. In letteratura gli
approcci più esplorati consistono nella presentazione di una foto stam-
pata o la riproduzione di un video, mostrati a una distanza tale da
riprodurre la scala reale del volto umano.
• PAI 3D: attacchi più sofisticati potrebbero coinvolgere la produzione di
maschere tridimensionali realizzate ad hoc per ingannare il sistema. In
questo caso la prevenzione risulterebbe davvero complessa dato che la
maschera 3D, se ben costruita, potrebbe riprodurre minuziosamente i
dettagli facciali.
Figura 3.1: Esempio di face spoofing messo in atto tramite l’uso di una
maschera rappresentante un viso umano.
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Prevenzione degli attacchi
Per un utilizzo affidabile di una tecnologia di riconoscimento facciale, è di
cruciale importanza sviluppare sistemi che possano rilevare gli attacchi appena
citati. Fortunatamente in letteratura sono già state proposte una serie di
soluzioni dedicate al problema del Presentation Attack Detection (PAD).
Soluzioni basate su dati visibili La maggior parte delle ricerche disponibi-
li si occupa del rilevamento di attacchi di tipo print and replay sfruttando i dati
dello spettro visibile. Soluzioni di questo tipo fanno affidamento sulla degra-
dazione del campione utilizzato per effettuare l’attacco, spesso limitato sotto
il profilo dell’accuratezza visiva. Le caratteristiche maggiormente utilizzate da
queste tipologie di sistemi sono:
• Features colore: utilizzate per valutare la corrispondenza dei colori del
modello d’attacco con l’ambiente reale;
• Feature di tessitura: utilizzate per individuare differenze di porosità e
tessitura fra l’immagine reale e quella presentata dall’attaccante;
• Movimento: analisi dinamica del modello mostrato al sistema al fine di
ricercare incongruenze nel movimento;
• Aspetti fisiologici: individuazione e analisi delle forme del viso contro un
insieme di modelli prestabiliti.
Tecniche basate sullo spettro del visibile costituiscono una solida base per la de-
tection di presentations attack in soluzioni di riconoscimento facciale standard.
Queste soluzioni, però, potrebbero non essere sufficienti per il rilevamento di
attacchi più sofisticati caratterizzati da PAI ancora sconosciuti.
Sviluppi futuri
Con l’evolvere delle tecnologie di acquisizione e di elaborazione è lecito
pensare come anche gli strumenti di attacco relativi possano compiere passi
in avanti, proponendo un insieme di attacchi sempre più innovativi. Sebbene
questa realtà non possa far bene sperare, la storia insegna come gli sviluppi
tecnologici in ambito della sicurezza abbiano via via limitato le opportunità di
attacco.
Con l’aumentare dei canali digitali a disposizione per il processo di rilevazio-
ne, infatti, un astuto attaccante dovrebbe generare un modello di imitazione
del volto che possa essere accettato sotto diverse rappresentazioni; requisito
estremamente complesso in condizioni reali.
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3.1.2 Attacchi agli eMRTD
Per quanto riguarda gli attacchi agli eMRTD, sono state riconosciute prin-
cipalmente due forme di attacco:
• Manomissione del chip
• Alterazione preventiva dell’immagine memorizzata
Manomissione del chip eMRTD
La tipologia in questione consiste nella manipolazione o alterazione dei da-
ti contenuti all’interno del chip di un documento eMRTD. Fortunatamente,
come abbiamo visto in 2.2.3, i documenti eMRTD sono stati sviluppati inse-
rendo opportuni protocolli crittografici a chiave pubblica che garantiscono la
autenticità e integrità dei dati. Nel caso in cui un attaccante decida di mano-
mettere un chip eMRTD, i dati contenuti in esso sarebbero conseguentemente
modificati, portando così a un disallineamento degli stessi con la firma digitale
precalcolata nel momento di sottomissione del documento.
Supponendo la presenza negli degli stati di Country Signing Certification
Autority (CSCA) affidabili, supponendo inoltre che gli organi adibiti alla firma
dei documenti (Document Signer (DS)) siano fidati; è ragionevole presupporre
che, allo stato attuale, questa tipologia di attacchi non possa rappresentare
minacce concrete alla sicurezza dei titolari di eMRTD.
Alterazione preventiva dell’immagine memorizzata
Come spesso accade, gli attacchi più subdoli sono quelli nei quali gli aspetti
tecnologici acquistano un carattere secondario. Attacchi di questo tipo ricado-
no generalmente sotto il concetto di Ingegneria Sociale e consistono nell’utilizzo
di tecniche prevalentemente psicologiche e sociali. L’attacco che andremo ad
analizzare consiste nell’utilizzo sia di aspetti sociali sia di aspetti tecnologici.
Sotto il profilo sociale un attaccante sfrutta una falla presente nella proce-
dura di emissione di un documento eMRTD. Secondo gli standard emessi da
ICAO, infatti, è responsabilità degli stati definire le procedure di richiesta del
documento; l’unico aspetto obbligatorio ricade nella specifica tecnologica dei
documenti stessi che devono sottostare alle regole espresse dalla Risoluzione di
Berlino.
Procedura operativa Attualmente, nella stragrande maggioranza dei pae-
si, la procedura operativa per richiedere un nuovo documento eMRTD consiste
semplicemente nella consegna di una fotografia del volto stampata su un sup-
porto convenzionale (carta fotografica). Un processo di stampa e acquisizione
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di questo tipo è in grado di fornire, di per sé, un grado di alterazione capace
di mettere in seria difficoltà i sistemi di riconoscimento del volto.
Attacco vero e proprio In alcuni paesi, la procedura operativa descritta
sopra diventa completamente automatizzata e presuppone semplicemente che
per richiedere un nuovo documento ci si colleghi a un sito web statale in cui è
possibile effettuare l’upload delle informazioni informazioni personali, compre-
sa la fotografia del volto. Malgrado questa soluzione possa apparire a prima
vista molto allettante, nasconde dietro di sé una serie di minacce davvero
difficili da prevenire e contrastare.
Permettere a un individuo di caricare, tramite form, un’immagine a sco-
pi identificativi, abilita implicitamente l’individuo a possibili modifiche della
stessa immagine. Per esempio un ragazzo insicuro potrebbe decidere di uti-
lizzare filtri bellezza affinché l’immagine possa essere socialmente accettabile;
oppure, una ragazza potrebbe decidere di modificare digitalmente l’immagine
in modo da rimuovere eventuali imperfezioni del viso, e perché no, rimodellare
leggermente la forma del volto.
3.1.3 Verso le alterazioni digitali
Come abbiamo visto, le alterazioni digitali possono essere di varia natura e
le tecniche per metterle in pratica sono ormai disponibili in qualsiasi dispositivo
elettronico. Nelle sezioni seguenti lo scopo sarà quello di analizzare le varie
tipologie di alterazione di immagini del viso in relazione alle potenziali minacce
alla face recognition. In particolare l’analisi si comporrà come segue:
• Alterazioni fisiche: in questa sezione verranno discusse le alterazio-
ni causate da manipolazioni fisiche dell’immagine o da elementi esterni
all’immagine stessa.
• Alterazioni del contenuto informativo: in questo caso la discussione
verterà in un primo momento sulle varie tecniche di image processing
concentrandosi poi sul concetto di image beautification.
• Face morphing: infine la trattazione affronterà uno degli attacchi a
eMRTD più subdoli e critici che attualmente minacciano la natura stes-
sa dei documenti elettronici. Analizzeremo come avviene la generazio-
ne di un’immagine morphed e vedremo in che modo queste tipologie di
immagini possono mettere in crisi i moderni sistemi di riconoscimento.
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3.2 Alterazioni fisiche
La forma di alterazione di immagini che andremo ad analizzare consiste
nell’insieme delle cosiddette alterazioni strutturali o fisiche. Questo esempio
di manipolazioni è generalmente di tipo involontario e nascono principalmente
durante le fasi di costruzione dell’immagine digitale.
3.2.1 Elaborazione di segnali e immagini
Dal punto di vista percettivo, quando parliamo di un’immagine ci rife-
riamo a una rappresentazione bidimensionale di una scena reale su un piano
(per esempio una fotografia). Seppur siano state sviluppate tecniche per l’ac-
quisizione e realizzazione di immagini 3D, per semplicità non introdurremo il
concetto dato che costituisce un’estensione logica, più complicata, dei stessi
principi che verranno esposti qui di seguito.
Entrando in un ambito più formale, l’acquisizione di un’immagine può es-
sere considerata come una funzione: f : R3 → R2 che mappa punti nel mondo
tridimensionale in punti bidimensionali.
Essendo per sua natura un segnale, un’immagine durante la fase di acqui-
sizione, dovrà sottostare a due processi fondamentali: il campionamento e la
quantizzazione.
• Campionamento: la fase di campionamento è responsabile dell’acquisi-
zione di un segnale analogico in uno spazio discretizzato. Per esempio un
immagine di 1920 × 1080 pixel quantizzerà la scena reale in una griglia
di tale dimensione.
• Quantizzazione: per ogni punto della griglia il valore analogico letto
dal sensore sarà poi trasformato in un valore digitale a seconda della
profondità di bit scelta. Per esempio, in linea di massima, le immagini
utilizzano una profondità di 24 bit: 8 bit per canale.
Questi processi portano alla creazione di una matrice I ∈ R2 (immagine)
dove ad ogni pixel è associato un particolare valore (scala di grigi) o tripla di
valori (rgb) che codifica l’intensità-colore del suddetto pixel.
Processo di costruzione di immagini digitali
La complessità di costruzione di un’immagine digitale è dunque insita nel
processo e nelle tecnologie di acquisizione e elaborazione di segnali. Al giorno
d’oggi questi processi sono integrati all’interno di DSC (Digital Still Color
Cameras) e seguono generalmente una pipeline come mostrato in figura 3.2
[18, Ramanath:2005].
43
3.2. Alterazioni fisiche Capitolo 3. Alterazione di immagini
Figura 3.2: Pipeline relativa all’acquisizione di immagini digitali.
La pipeline può essere ulteriormente semplificata nelle tre fasi di: acquisi-
zione, elaborazione e memorizzazione [19, Battiato:2014].
1. Acquisizione: Durante la fase di acquisizione la luce riflessa dagli og-
getti viaggia attraverso il complesso sistema di lenti della fotocamera
proiettandosi su una superficie bidimensionale. Questa superficie, nella
forma di pellicola per le più vecchie macchine fotografiche, è costituita
da un sensore digitale in grado di “impressionarsi” a fronte del segnale di
luce ricevuto. Il sensore, costituito da elementi fotosensibili, è in grado
di trasformare il segnale di luce in un valore discreto assegnabile ad ogni
pixel. Nel caso di immagini a colori, è necessario che la luce venga scom-
posta nelle sue tre componenti fondamentali in modo da poter pilotare
successivamente i pixel corrispondenti (Red, Green e Blue). I sensori
più utilizzati per questa operazione sono i CFA (Color Filter Array), i
quali sono caratterizzati da una serie di filtri con risposta tarata sulle tre
componenti.
2. Elaborazione: L’utilizzo di CFA come strumento di acquisizione genera
sul sensore un effetto mosaico dato che tutte e tre le componenti sono
poste una affianco all’altra. È necessario quindi fondere assieme queste
componenti e tramite algoritmi di interpolazione cercare di ricostruire
44
3.2. Alterazioni fisiche Capitolo 3. Alterazione di immagini
l’immagine originale. Questo non è l’unico passo che viene svolto durante
l’elaborazione: sono inclusi in questa fase, infatti, tutti quei processi di
bilanciamento volti a migliorare il risultato finale.
3. Memorizzazione: La parte finale del processo di costruzione di un’im-
magine digitale consiste nella conversione della stessa in un formato di-
gitale comprensibile da un elaboratore. Per fare ciò di si affida prin-
cipalmente ad algoritmi di compressione che permettono di ridurre il
contenuto informativo mantenendo una buona qualità (JPEG, JPG, ecc).
Classificazione delle alterazioni fisiche
A partire dalla pipeline esposta sopra possiamo classificare le alterazioni
fisiche di immagini in tre tipologie principali:
• Alterazioni esterne: sono causate da elementi fisici e esterni;
• Alterazioni strumentali: dipendenti dal macchinario utilizzato per
acquisire il dato;
• Alterazioni da elaborazione: prodotte nel momento della conversione
da analogico a digitale e da successive trasformazioni.
3.2.2 Alterazioni esterne
Il modello teorico classico che descrive i sistemi di proiezione prende il nome
di Pinhole camera e prevede che, al fine di formare un’immagine, tutti i punti
del mondo reale vengano proiettati su un piano bidimensionale.
Figura 3.3: Modello di proiezione di un’immagine.
Nel grafico in figura 3.3 la rappresentazione mostrata potrebbe trarre in
inganno il lettore che si potrebbe domandare le ragioni per cui il piano di pro-
iezione (PP) non venga posto posteriormente al Center of Projection (COP).
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Questa scelta viene effettuata semplicemente perché matematicamente con-
veniente: infatti, in questo modo, il modello risulta semplificato dato che
l’immagine non necessita di capovolgimenti verticali.
Attraverso l’utilizzo di coordinate omogenee e sfruttando la geometria dei
triangoli simili è possibile calcolarsi le coordinate relative ai punti di proiezione:





Alterazioni prospettiche A partire da questa equazione è facilmente in-
tuibile come la prospettiva giochi un ruolo fondamentale nel processo di for-
mazione dell’immagine. La conversione di punti tridimensionali in punti bi-
dimensionali porta inevitabilmente a un effetto di distorsione degli elementi
sulla scena, in maniera più o meno accentuata a seconda della loro distanza
dal COP. Tale problematica è nota come “errore di parallasse” e può essere
risolta tramite l’utilizzo di lenti particolari.
Luminosità e alterazioni Il COP è il punto principale in cui convergono
tutte le rette ortogonali al piano prospettico: questo significa che punti posti
non perpendicolarmente al COP produrranno un segnale luminoso meno in-
tenso. In questo senso possiamo affermare che la luminosità di ogni pixel che
compone l’immagine sia proporzionale alla quantità di luce che la superficie a
cui si riferisce il pixel riflette verso la fotocamera. Per questo motivo, spesso
si considerano la fonte luminosa e la distanza dall’obiettivo fotografico come
possibili elementi di alterazione fisica dell’immagine.
3.2.3 Alterazioni strumentali
Le alterazioni strumentali sono tutte quelle manipolazioni involontarie che
derivano dagli aspetti fisici e tecnologici della macchina utilizzata per acquisire
l’informazione. Possiamo classificare le alterazioni strumentali a seconda della
parte del macchinario che ne è afflitta:
• Sensore CMOS
• Lenti
Sensore CMOS Contrariamente a quello che si possa pensare, la fabbrica-
zione di un sensore CMOS a partire da un wafer di silicio, non è impeccabile e
presenta invece una serie di disomogeneità caratteristiche. Queste piccole im-
perfezioni si traducono, all’atto pratico, in una differente sensibilità alla luce
da parte del sensore che produrrà così immagini caratterizzate da una certa
percentuale di rumore, chiamata PRNU (Photo Response Non Uniformity).
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Lenti Una lente è un elemento ottico che ha la proprietà di concentrare o di
far divergere i raggi di luce. In questo modo, una lente, può essere associata
ad un modello Pihole al fine di migliorarne la sensibilità garantendone così un
maggior afflusso luminoso. Per via del loro funzionamento, le lenti modificano
la direzione dei raggi luminosi e generano così una serie di fenomeni fisici
distorsivi estremamente deleteri nei contesti di acquisizione di immagini.
Aberrazione cromatica L’aberrazione cromatica è un fenomeno provo-
cato dalle imperfezioni presenti nel materiale che costituisce le lenti, il quale
presenta indici di rifrazione diversi lungo tutto lo spettro luminoso (vedi figura
3.4). Questo si traduce in immagini che presentano aloni e sfumature colorate
tanto più intensi quanto più è scarsa la qualità della lente.
Figura 3.4: Aberrazione cromatica.
Distorsione ottica La distorsione di un sistema ottico è la differenza tra
l’immagine effettiva, reale o virtuale, formata dal sistema e l’immagine che si
voleva ottenere. Il fenomeno è causato dalla proiezione geometrica che deforma
le linee rette in modo da farle apparire curve mano a mano che si allontanano
dal centro ottico dell’immagine. Esistono due tipi di distorsione: a cuscino e a
barile e differiscono a seconda della curva concava o convessa che può assumere
l’immagine distorta.
Figura 3.5: Distorsione ottica a cuscinetto e barile.
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3.2.4 Alterazioni di elaborazione
L’ultima tipologia di alterazione fisica di immagini è costituita dai processi
di elaborazione e memorizzazione dei dati.
Interpolazione CFA Come accennato precedentemente l’utilizzo di sensori
CFA produce una caratteristica immagine a mosaico (figura 3.6) dove i vari
tasselli corrispondono alle tre componenti fondamentali (Red, Green, Blue).
Figura 3.6: Effetto mosaico prodotto da un sensore CFA
Un’immagine di questo tipo non può essere utilizzata: è necessario che
essa venga prima ricomposta al fine di ottenere un’immagine a risoluzione pie-
na. Per fare ciò esistono in letteratura un insieme sterminato di algoritmi di
demosaicking che operano applicando una procedura d’interpolazione a cia-
scuna delle singole componenti con l’obiettivo di stimare i valori di luminosità
mancanti.
Altre trasformazioni Con il progressivo sviluppo tecnologico che ha coin-
volto, e tutt’ora coinvolge, l’ambito multimedia, l’insieme di algoritmi di tra-
sformazione e miglioramento, presenti all’interno dei dispositivi di acquisizione,
ha raggiunto dimensioni spropositate. Data l’impossibilità materiale di fornire
un’analisi globale di tutti questi sistemi, la trattazione non verrà ulteriormente
approfondita lasciando al lettore curioso ampio margine di esplorazione.
3.3 Alterazioni del contenuto informativo
Come introdotto precedentemente, un’immagine digitale è rappresentazio-
ne matematica matriciale di una funzione f : R2 → R. Per questo motivo,
un’immagine digitale può esser trattata come un vero e proprio segnale e di
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conseguenza elaborata a piacere. Le elaborazioni di stampo digitale differisco-
no da quelle fisiche non solo per la sorgente della manipolazione ma soprattutto
per il fine innocuo o malizioso di chi produce una tale risultato.
La proliferazioni dei software di elaborazione immagini Negli ultimi
anni i software di editing e elaborazione di immagini sono diventati sempre
più di dominio comune sia sotto l’aspetto della disponibilità sia sotto l’aspetto
della facilità d’uso. Stando alle dichiarazioni di Shantanu Narayen, CEO di
Adobe: “Adobe ha ottenuto risultati record nel quarto trimestre del 2020 in
un contesto macroeconomico senza precedenti”. Dichiarazioni come questa,
inserite nel contesto attuale, dimostrano inequivocabilmente come l’ambito
dell’elaborazione digitale sia ancora in grande crescita, sopratutto nell’ambito
consumer.
Classificazione delle alterazioni digitali
Da un punto di vista prettamente teorico, le tecniche di elaborazione digi-
tale di immagini possono essere suddivise in due grandi categorie: (a) teniche
volte a migliorare la resa visiva dell’immagine (b) tecniche di modifica del
contenuto dell’immagine (modifica semantica). A partire da questi due in-
siemi è possibile estrarre un ulteriore gruppo ossia l’insieme delle modifiche
geometriche e strutturali dell’immagine.
• Alterazioni sintattiche: tecniche volte a migliorare la resa visiva del-
l’immagine;
• Alterazioni semantiche: tecniche di modifica del contenuto dell’im-
magine;
• Alterazioni geometriche: tecniche volte a modificare la geometria
dell’immagine;
• Image beautification: tecniche avanzate per la modifica dei tratti del
viso al fine di migliorarne l’aspetto.
3.3.1 Alterazioni sintattiche
Le tecniche di alterazione sintattica costituiscono i metodi più semplici
nell’ambito dell’elaborazione di immagini. Questa tipologia di tecniche opera
a un livello sintattico, ossia si concentrano principalmente sugli aspetti di più
basso livello dell’immagine, i pixel.
Solitamente algoritmi di questo tipo trattano un’immagine come un mo-
dello matematico sui cui effettuare analisi e operazioni con lo scopo ultimo
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di migliorare i rapporti fra le grandezze in gioco garantendo quindi una resa
visiva migliore.
Le alterazioni maggiormente utilizzate in ambito dell’image processing ver-
ranno esposte di seguito:
Modifiche colore Si agisce sul valore di pixel simili in modo da modificarne
il colore risultante nell’immagine. In alcuni casi ci si può aiutare operando su
spazi colore diversi da quello RGB, per esempio HSL o YCbCr.
Regolazioni Le regolazioni sono operazioni che lavorano su tutti i pixel del-
l’immagine considerandoli come facenti parte di distribuzioni statistiche. Lo
scopo di una regolazione sarà dunque quello di armonizzare le distribuzioni in
gioco (immagini) limitatamente ad un obiettivo specifico. Fra le regolazioni
più comuni troviamo: l’esposizione, il contrasto e l’equalizzazione.
Filtri digitali I filtri digitali sono particolari operatori che lavorano su ma-
trici e la loro applicazione avviene per mezzo dell’operazione di convoluzione.
Tendenzialmente operazioni di questo tipo sono utilizzate per sfocare o con-
trastare le immagini; in alcuni casi i filtri sono utilizzati al fine di estrarre
dall’immagine informazioni utili a successive elaborazioni.
3.3.2 Alterazioni semantiche
Dal punto di vista semantico il numero di operazioni attuabili è di gran
lunga inferiore rispetto alla controparte sintattica. Principalmente, infatti,
questa tipologia di alterazioni avviene in modo malizioso e consiste nel modi-
ficare o sostituire porzioni di immagine. Le tipologie di alterazione semantica
si possono riassumere in:
• Splicing: tecnica che consiste nel copiare una parte di immagine dalla
sorgente incollandola poi nell’immagine di destinazione. Questo tipo di
editing aggiunge informazione all’immagine.
• Cropping: Questa tecnica consiste nel ridurre l’immagine alla selezione
di una sua parte detta ROI (Region of Interest). Questo tipo di edi-
ting, a differenza dello splicing visto nel paragrafo precedente, rimuove
informazione dall’immagine.
• Cloning: In questo caso l’operazione consiste nel duplicare porzioni del-
l’immagine che verranno poi applicate in forma duplicata o all’immagine
stessa o ad altre immagini.
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3.3.3 Alterazioni geometriche
Le alterazioni di tipo geometrico possono essere applicate sia con scopi
innoqui sia intenzionali; a partire da questi due contesti è possibile discernere
le varie tipologie di alterazione correlata:
• Alterazioni geometriche da stampa e acquisizione: I dispositivi
di acquisizione delle immagini tipicamente introducono la cosiddetta "di-
storsione a barilotto", introdotta precedentemente, mentre un processo
di stampa imprudente potrebbe produrre un allungamento dell’imma-
gine, denominato “Contrazione verticale” e “Estensione verticale”. Tali
alterazioni possono influenzare le prestazioni di riconoscimento.
• Alterazioni geometriche intenzionali: Nell’insieme delle alterazio-
ni geometriche intenzionali troviamo tutte quelle operazioni che ope-
rano tramite interpolazione. Gli esempi classici di distorsione inten-
zionale sono: (a) la rotazione, (b) lo zoom e (c) il ridimensionamento
dell’immagine.
3.3.4 Image Beautification
Il concetto di face beautification proviene da uno studio recente di Leyvand
et al. [20, Leyvand:2006] i quali hanno presentato una nuova tecnica di elabo-
razione capace di migliorare il fascino estetico di immagini di volti umani pur
mantenendo un’elevata somiglianza con l’immagine originale. La Face beauti-
fication è una tecnica ampiamente utilizzata e al giorno d’oggi, ed è presente
sopratutto in pubblicità, riviste e siti Web i quali manipolano tutti i giorni
numerose immagini del viso.
Sebbene siano disponibili software di elaborazione come Photoshop, attual-
mente le attività di fotoritocco necessitano di un grande quantitativo di tempo
ed esperienza. Per questo motivo la maggior parte degli utenti richiede che
il ritocco delle immagini venga trasformato in un’operazione semplice e che
richieda quindi un numero minimo di operazioni. Questo ha portato in poco
tempo a un grande interesse per la materia, spingendo così, molti sviluppatori
a implementare sistemi di ritocco automatico; attualmente esistono numerose
applicazioni gratuite di questo tipo e gran parte di esse sono fruibili online.
Elaborazione dell’immagine del viso Quando il viso di una persona vie-
ne modificato, le regioni da manipolare dovrebbero essere selezionate accurata-
mente al fine di limitare la nascita di artefatti visivi. Per questo motivo le tecni-
che di image beautification si appoggiano a maschere facciali precedentemente
estratte che garantiscono una selezione più accurata dei bordi [21, Liang:2014].
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A partire da questa operazione le tecniche di elaborazione dell’immagine del
volto possono essere suddivise come segue [22, Sakurai:2014]:
• Tecniche di levigatura del viso: generalmente si ricorre all’uso di filtri
capaci di modificare la porosità dell’immagine. In particolare la scelta
ricade su filtri passa basso perché capaci di rimuovere rughe, lentiggini
e altre imperfezioni. Nulla vieta, però, di associare altri filtri al fine di
garantire un effetto più pronunciato.
Figura 3.7: Applicazione di un banco di filtri con lo scopo di eliminare le
imperfezioni facciali.
• Tecniche di miglioramento dei dettagli facciali: al fine di migliorare zone
indipendenti del volto queste tecniche si appoggiano ad algoritmi di face
parsing capaci di estrarre le maschere corrispondenti alle zone in que-
stione. Successivamente si applicano tecniche di aumento del contrasto
e di miglioramento della risoluzione con lo scopo di definire al meglio le
forme della zone trattate.
 
 (a) Original image                       (b) Bilateral Filter 
 
(c) ɛ-Filter                                  (d) TV Filter 
Fig.2 Stain removal by the three filters. 












Pulse enhancement  
Fig.3 Super-reso ution system 
(a) Original image                           (b) SR image 
(c) Original   image                          (d) SR image 
Fig.4 Eye enhancement. 
  Figure 1 shows the out-put signal of each filter for the input 
signal of a large step signal and a small rectangular wave. We 
can see only the TV filter can remove small rectangular wave.  
  Figure 2 shows the result of face image processing by each 
filter. The original image has stains on face. We can see only 
the TV filter removes the stain completely without losing any 
edge sharpness of the face picture. There is no space to show , 
but the wrinkles, moles, and freckles can be removed in the 
same manner, while other filters cannot do it  
III. FACIAL-PART ENHANCEMENT 
A. Facial-part extraction 
In this work, we focus on facial parts such as eye, eyelash, 
lip, and hair. Before signal processing, we have to detect these 
parts. This is achieved by the high precision automatic 
extraction of facial features [3]. The hair is extracted by using 
the combination of a contrast filter. For eyes, firstly pupils are 
extracted as the pair of circles by using the circular filter.Then 
the neighbor of eye area centered at each of the detected pupils 
is transformed from Cartesian coordinates to polar coordinates, 
and third order Bezier curves are fitted to contour of eyelid 
based on the analysis results of luminance level distribution. . 
B. Super- resolution system 
In this work, we adopt our super-resolution technology that 
was originally developed for image enhancement of magnified 
images such as the 4K-HDTV display. Figure 3 shows the 
block diagram of our super-resolution system [4]. It uses the 
TV filter and decomposes the input signal into the structure 
component and texture component as shown in Eq.(3). The 
structure component is enhanced by the shock filter and the 
texture component is enhanced by the pulse enhancement 
filter (PEF). 
 
C. Experimental Result 
Figure 4 shows the results of the super-resolution (SR) 
process for eye part of a face picture. The pupil becomes clear 
and brilliant. The eye line becomes clear and the eyelashes are 
emphasized. The hair enhancement is also achieved that is not 
shown because of the space limit. 
IV. CONCLUSION 
We show the remarkable effects of the TV filter and super 
resolution for the human face image processing.   
 
REFERENCES 
[1] K.Arakawa, “Nonlinear Digital Filters for Beautifying Facial 
Images in Multi-Media Systems”, ISCAS2004, May 2004  
[2] S.Ohchi, et.al., “A Nonlinear Filter System for Beautifying Facial 
Images with Contrast Enhancement”, ISCIT2010, Oct. 2010 
[3] M.Tsuchihashi, et.al.,“High Precision Automatic Extraction of 
Facial Features”, ITE Technical Report, ME2007-72, 2007 
[4]  T.Goto, et.al., “Super-Resolution for 4K-HDTV”,   
to be published 
[5] C.Tomasi, R.Manduchi, “Bilateral Filtering for Gray and Color 
Images”, Proc. of ICCV, pp.839-846, 1998 
[6] H.Watabe, et.al., “Nonlinear Filters for Multimedia Applications”, 
Proc. IEEE ICIP’99, 27AO3.6, pp.174-179, Oct.1999. 
[7] A.Chambolle, “An Algorithm for Total Variation Minimization 
and Applications”, Math. I.V., Vol.20, No.1, pp.89-97, 2004. 
314
Figura 3.8: Applicazione della super risoluzione a un dettaglio del viso.
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3.3.5 Effetti sul riconoscimento
Le alterazioni del contenuto informativo sono tutte quelle alterazioni in
grado di mettere in seria difficoltà un sistema di rilevazione del volto e per
questo motivo devono essere preventivamente individuate. Una valutazione
più precisa degli effetti di queste alterazioni sul riconoscimento è stata svolta
dal Ferrara et Al. [23, Ferrara:2016]. Lo studio si è concentrato sulle seguenti
tipologie di alterazione:
• Distorsioni geometriche: in particolare distorsioni a “barilotto” e “cusci-
netto” causate da processi di stampa e acquisizione;
• Image beautification: svolta con il tool LiftMagic capace di produrre
risultati realistici e quasi impercettibili ad occhio nudo;
• Face morphing: verrà analizzato nella prossima sezione.
I risultati ottenuti hanno mostrato che:
• Per le distorsioni a “a barilotto” non sono stati mostrati effetti degni di
nota sull’accuratezza del riconoscimento;
• Per quanto riguarda le contrazioni e estensioni verticali anche in questo
caso non sono stati mostrati cambiamenti notevoli;
• Infine per quanto riguarda la Beautification è stato mostrato come al-
l’aumentare della stessa corrisponda un netto calo delle prestazioni in
tutti i sistemi testati. Questa è una scoperta molto importante che deve
mettere in guardia soprattutto le organizzazioni che emettono documenti
elettronici.
3.4 Il problema del Morphing
In 3.1.2 abbiamo visto come le problematiche di sicurezza connesse agli
eMRTD non dipendono tanto da aspetti tecnologici bensì da aspetti burocratici
e operativi. Ricordiamo infatti che, in molti paesi firmatari della Risoluzione di
Berlino, è attualmente possibile sottoscrivere un documento di riconoscimento
presentando una semplice immagine (in formato fototessera) precedentemente
stampata. Quest’immagine, dopo essere scansionata e aver superato una serie
di test qualitativi, sarà così codificata e inserita all’interno del chip di un
eMRTD e fungerà da principale forma di autenticazione per un periodo di dieci
anni. È quindi chiaro come semplici alterazioni digitali, seppur applicate in
buona fede, siano una mossa a sfavore dell’individuo il quale andrà sicuramente
incontro a problematiche di riconoscimento non appena varcherà un sistema
di gestione degli accessi (per esempio un eGates).
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3.4.1 Attacco di Face Morphing
Come ben sappiamo, il mondo non è abitato solamente da persone che agi-
scono in buona fede; sono presenti anche una serie di individui costantemente
alla ricerca di metodi per eludere i controlli legislativi.
Nella precedente sezione sono state analizzate varie forme di alterazione di
immagini digitali ed è stato constatato come, sebbene i sistemi all’avanguardia
siano in grado di superare alterazioni in un range limitato, mostrino difficoltà
di fronte a modifiche più spinte. In particolare dagli studi emergerebbe come a
fronte di alcune alterazioni geometriche e di beautification possa verificarsi un
incremento del tasso di falsi rigetti. Un potenziale attaccante potrebbe sfrut-
tare alterazioni di questo tipo al fine di causare problemi e malfunzionamenti
in sistemi di verifica d’identità e in alcuni casi eluderne il controllo.
The Magic Passport
In questo contesto, uno dei problemi che attanaglia maggiormente le menti
dei produttori di sistemi di riconoscimento, è rappresentato dal morphing. Ta-
le problema è relativamente giovane ed è stato mostrato per la prima volta nel
2014 in concomitanza della presentazione dello studio dal titolo “The Magic
Passport” da parte di Ferrara et al. Nel paper viene mostrato come sia possi-
bile mettere in atto, con un livello minimo di conoscenza, un attacco di face
morphing capace di eludere il controllo dei più avanzati sistemi di face reco-
gnition. L’ambito preso in considerazione per lo studio è quello degli eMRTD;
in particolare il paper presenta una tipologia di attacco capace di sfruttare le
falle operative relative al processo di richiesta di un documento elettronico.
Descrizione dell’attacco L’attacco proposto vede come protagonisti due
individui, dai connotati simili, che identificheremo come Bob (il complice) e
Trudy (il criminale). Bob è incensurato e dopo anni decide che è giunta l’ora
di fare un viaggio all’esterno e si rivolge così alla questura della propria città al
fine di farsi rilasciare un passaporto elettronico (eMRTD). Bob viene contat-
tato da un suo carissimo amico, Trudy, il quale gli chiede se, in cambio di una
lauta somma di denaro, fosse disposto, tramite qualche “piccola” alterazione,
a inserire i propri connotati all’interno del passaporto. Bob — inizialmen-
te impaurito dall’idea di dover condividere la propria foto con quella di un
pericoloso criminale (Trudy) — acconsente, realizzando quanto le alterazioni
applicate da Trudy alla sua foto siano impercettibili.
Le modifiche effettuate da Trudy non sono banali; esso per ottenerle ha
infatti sfruttato una tecnica molto particolare, il morphing. In particolare
Trudy ha operato come segue:
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1. Allineamento: ha allineato il suo volto con quello di Bob in modo da
farne combaciare gli occhi;
2. Selezione punti facciali: ha successivamente utilizzato un tool al fine di
individuare i punti chiave nei due volti (occhi, naso, ...);
3. Produzione sequenza di morphing: utilizzando un altro applicativo ha
prodotto una sequenza di volti sovrapponendo in modo intelligente le
sue fattezze con quelle di Bob. Il sistema individua automaticamente
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Figura 3.9: Sequenza di immagini ottenute dalla procedura di morphing
sfumando da Bob a Trudy.
4. Editing: infine l’immagine morphed viene ritoccata al fine di ripulirla da
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Figura 3.10: Immagine morphed prima e dopo il processo di ritocco digitale.
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L’immagine ottenuta da questa alterazione presenta internamente i tratti
fisionomici di entrambi gli individui visibili, però, solamente attraverso un’at-
tenta analisi comparativa. In pratica, nel momento in cui Bob consegnerà la
foto stampata in questura, l’ufficiale addetto alla verifica dei requisiti non avrà
modo di rilevare la modifica.
L’immagine così inserita all’interno del chip del passaporto elettronico po-
trà essere utilizzata per identificare sia Bob che Trudy permettendo a quest’ul-
timo di eludere tutti i controlli di sicurezza (vedi figura 3.11).
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Figura 3.11: Illustrazione di un attacco ad eMRTD basato su immagini
morphed.
Vale la pena notare che in questo caso il documento è perfettamente re-
golare! L’attacco non consiste infatti nell’alterare il contenuto del documento
— impossibile per via delle misura di sicurezza implementate all’interno dei
chip degli eMRTD — ma nell’ingannare l’ufficiale al momento di emissione
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del documento stesso. Il documento rilasciato passerà così tutti i controlli





Un Approccio alla Detection di
Alterazioni
Nei capitoli precedenti è stato dimostrato come il problema delle alterazioni
di immagini del volto rappresenti, nel contesto attuale, una delle insidie più
importanti nell’ambito della sicurezza dei sistemi di identificazione.
A partire da questi presupposti è stato intrapreso un percorso di studio e
analisi volto allo sviluppo di un sistema capace di riconoscere la presenza di
alterazioni in immagini del volto. Tale studio è stato riassunto formalmente
all’interno di un approccio metodologico che ha rappresentato la base teorica
per l’implementazione del sistema finale.
Contenuto del capitolo A partire da queste premesse, la strutturazione del
capitolo avrà lo scopo di illustrare sequenzialmente l’insieme dei passi e delle
tecniche che caratterizzano l’approccio proposto, in particolare la suddivisone
proposta seguirà questo schema:
1. Allineamento: aspetto fondamentale per quanto riguarda il task della
comparazione di coppie di immagini. Lo scopo di questa fase consisterà
nell’allineare le immagini utilizzando un criterio univoco in modo da
garantire una generale sovrapposizione.
2. Segmentazione semantica: la segmentazione semantica costituisce il
blocco fondamentale nell’approccio proposto. Nella forma di face parsing,
essa abilita una serie di misure e analisi molto dettagliate che possono
essere utilizzate ai fini della detection.
3. Feature extraction: Infine si passerà all’individuazione di feature ca-
ratteristiche all’interno delle due immagini. Lo scopo sarà quello di iden-
tificare un insieme di parametri che permettano di discriminare l’effettiva
presenza di alterazioni.
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4.1 Face alignment
Il viso gioca un ruolo molto importante nella comunicazione visiva. Guar-
dando il viso, l’essere umano può estrarre automaticamente molti messaggi
non verbali come l’identità, l’intenzione e l’aspetto emozionale. Nell’ambito
della visione artificiale, per estrarre automaticamente queste informazioni, a
partire da un’immagine del viso, è necessario implementare un processo di
localizzazione dei cosiddetti fiducial facial keypoint (vedi figura 4.1).
Figura 4.1: Landmarks facciali riconosciuti e connessi.
I landmarks facciali fiduciali si riferiscono ai punti chiave presenti fisio-
logicamente nel viso delle persone e si trovano principalmente nell’intorno o
centrati su strutture facciali come occhi, bocca, naso e mento. La localizzazio-
ne di questi punti facciali, noto anche come face alingment, ha recentemente
ricevuto un’attenzione significativa nell’ambito della visione artificiale, special-
mente durante l’ultimo decennio. Almeno due ragioni lo spiegano: in primo
luogo, molti task importanti, come la face recognition, face tracking e la pose
estimation, possono trarre vantaggio da una precisa localizzazione di questi
punti. In secondo luogo, sebbene negli ultimi anni sia stato raggiunto un cer-
to livello di successo, la detection dei punti chiave del volto, in ambienti non
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vincolati, è un task così impegnativo da essere attualmente considerato un
problema aperto nell’ambito della computer vision [24, Jin:2017].
4.1.1 Un termine ambiguo
Al fine di definire al meglio l’ambito del face alignment Feng-Ju Chang
et Al. in [25, Chang:2017] hanno effettuato un’analisi dettagliata relativa ai
papers più citati nell’ultimo decennio. La ricerca ha mostrato come il termine
alignment appaia quasi sempre nei titoli di articoli che presentano metodi di
rilevamento di landmarks facciali, il che implica che i due termini siano usati
nella comunità scientifica in modo intercambiabile. Ciò riflette un’interpreta-
zione dell’allineamento come l’individuazione di corrispondenze tra particolari
posizioni spaziali presenti nell’immagine del viso sorgente e destinazione. Una
diversa interpretazione dell’allineamento si riferisce non solo a stabilire queste
corrispondenze, ma anche a deformare le due immagini del volto, rendendole
così più facili da confrontare e abbinare.
4.1.2 Ambiti di applicazione
Mentre la face detection è generalmente considerata il punto di partenza
per tutte le attività di analisi del viso, la face alignment può essere considerata
un passaggio intermedio importante ed essenziale per molte successive analisi
del viso che partono dal riconoscimento biometrico fino alla comprensione dello
stato mentale dell’individuo [24, Jin:2017]. Le attività concrete possono diffe-
rire nel numero e nel tipo dei punti facciali necessari, così come nel modo in
cui questi punti vengono utilizzati. Di seguito verranno elencate le tre attività
tipiche in cui l’allineamento del viso gioca un ruolo di primo piano:
• Face recognition: l’allineamento del volto è ampiamente utilizzato da-
gli algoritmi di riconoscimento per migliorare la loro robustezza contro
le variazioni di posa (pose variations). Ad esempio nella fase di face re-
gistration, il primo passo è solitamente quello di individuare alcuni punti
facciali principali e usarli come punti di ancoraggio per deformazioni af-
fini, mentre altri algoritmi di riconoscimento del viso, come il matching
(strutturale) feature based [26, Campadelli:2003], [27, Zhao:2003], si ba-
sano su un accurato allineamento del viso per costruire la corrisponden-
za tra le caratteristiche locali (ad esempio, occhi, naso, bocca, ecc.) da
abbinare.
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• Attribute computing: il face alignment è utile anche per il calcolo
dei cosiddetti facial attributes1, poiché molti attributi del viso come gli
occhiali e la forma del naso sono strettamente correlati a posizioni spaziali
specifiche del volto. In Kumar et al. [28, Kumar:2009] sei punti facciali
sono localizzati per calcolare attributi qualitativi e simili che vengono poi
utilizzati per una robusta verifica del volto in condizioni non vincolate.
• Expression recognition: analizzando le configurazioni e quindi la de-
formazione di particolari punti facciali, è possibile inferire, con un certo
grado di affidabilità, l’espressione del viso che ha generato tali defor-
mazioni. Integrando queste informazioni con un insieme di altre pos-
sibile features è possibile mettere in piedi robusti sistemi di expression
recognition [29, Li:2015], [30, Rudovic:2010].
Un contesto stimolante
In ambienti ristretti o su database meno impegnativi, il problema dell’al-
lineamento del viso è stato affrontato bene e alcuni algoritmi raggiungono
persino prestazioni vicine a quelle degli esseri umani
4.1.3 Algoritmi per la detection di landmark
Il problema del face alignment su immagini 2D ha una lunga storia nell’am-
bito della computer vision e nel tempo sono stati proposti numerosi approcci
che, con diversi gradi di successo, hanno provato a trovarne una soluzione.
Da una prospettiva generale, l’allineamento del viso, che chiameremo FFPD
(Facial Feature Point Detection), può essere formulato come un problema di
ricerca su uno spazio rappresentato dall’immagine del volto con lo scopo di in-
dividuare un insieme predefinito di punti facciali (chiamati anche landmarks o
face shape). Questi punti chiave possono essere essenzialmente di due tipologie:
(a) punti dominanti: descrivono la posizione unica di una componente faccia-
le (ad esempio, l’angolo dell’occhio) (b) punti interpolati: collegano fra loro
i punti dominanti e definiscono quindi i contorni delle varie strutture facciali
[31, Wu:2018].
Formalmente, data un’immagine del viso indicata come I, un algoritmo
di rilevamento di landmark ha come obiettivo quello di rilevare d landmark
con lo scopo di ottenere una shape S = (x1, y1), (x2, y2), . . . , (xd, yd) dove x
e y rappresentano le coordinate nell’immagine dei singoli punti rilevati (vedi
figura 4.2a).
1Gli attributi facciali rappresentano caratteristiche semantiche intuitive che descrivono
proprietà visive del volto comprensibili da una persona come: immagini, come sorrisi, occhiali
da vista e baffi.
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(a) Esempio di riconoscimento con un
modello a 98 punti.
(b) Esempio di riconoscimento con un
modello a 98 punti.
Figura 4.2: Landmark restituiti da due tipologie di detector.
In base a vari scenari applicativi, possono esserci diversi numeri di punti
caratteristici del viso come, ad esempio, un modello a 17 punti, un modello a
29 punti o un modello a 68 punti. Sebbene il numero di punti estratti dipenda
dai vari scenari applicativi di riferimento, generalmente gli algoritmi producono
shapes con un numero di landmark pari a 17, 29, 68 o 98 punti (vedi figura
4.2b).
Qualunque sia il numero di punti, questi dovrebbero coprire diverse aree
di uso frequente: occhi, naso e bocca. Queste aree trasportano le informazioni
più importanti sia per scopi discriminatori che generativi.
Tassonomia degli algoritmi di estrazione
Gli algoritmi per il face alignment generalmente iniziano prima di tutto
costruendo un modello di viso generico, e procedono poi a modificarlo, affi-
nando la stima passo dopo passo, con lo scopo di adattarlo alle caratteristiche
del viso trovate in una particolare immagine, raggiungendo così la convergen-
za. Durante il processo di ricerca vengono tipicamente utilizzate due diverse
fonti di informazioni: l’aspetto del viso e le informazioni sulla forma. Que-
st’ultimo mira a modellare esplicitamente le relazioni spaziali tra le posizioni
dei punti facciali per garantire che gli stessi punti stimati possano modellare
una forma del viso che sia valida. Sebbene alcuni metodi non facciano un uso
esplicito delle informazioni sulla forma, è comune combinare queste due fonti
di informazione al fine di non incappare in detection insensate. In alcuni casi
gli algoritmi richiedono di definire preventivamente una zona di ricerca preli-
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minare, solitamente una bounding box del volto estratta precedentemente con
un face detector. Questo riquadro di delimitazione può essere quindi utilizzato
per inizializzare le posizioni dei punti caratteristici del viso.
Il problema di rilevamento dei punti delle caratteristiche facciali può essere
scomposto in tre problemi, ovvero: (a) come costruire il modello della forma
del viso, (b) come costruire il modello dell’aspetto del viso e (c) come modellare
la connessione tra la forma e l’aspetto [32, Wang:2018]. Al fine di avere una
chiara comprensione del progresso delle tecniche di FFPD, classifichiamo i
vari metodi in diverse categorie primarie in base a “come costruire il modello
della forma del viso”. Il criterio secondario per la classificazione delle categorie
primarie farà invece riferimento a “come costruire il modello dell’aspetto del
viso” o “come modellare la connessione tra la forma e l’aspetto”. Al fine di
rendere maggiormente comprensibile la tassonomia è stato creato un modello
ad albero che riassume i principali approcci suddivisi secondo i criteri definiti
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Fig. 1. Tree diagram for FFPD methods.
the face shape model, how to construct the face appearance model and how to model the connection
between the shape and the appearance. In order to have a clear understanding of the progress of techniques
of FFPD, we classify existing method into different primary categories according to how to model the
shape. The secondary criterion for the classification of primary categories is how to model the face
appearance or how to construct the model from the shape to appearance. Fig. 1 provides the tree diagram
for the categorization of FFPD methods. According to whether there is the need of a parametric shape
model, existing FFPD methods are categorized into two primary categories: parametric shape model-based
methods and nonparametric shape model-based methods. Parametric model refers to data in the model
belonging to some particular distribution, e.g. Gaussian, Gaussian mixture model etc. Nonparametric
model-based methods are distribution free which do not rely on assumptions that the data are drawn
from a given probability distribution. The difference between parametric model and nonparametric model
is that the former has a fixed number of parameters, while the latter grows the number of parameters
with the amount of training data [102]. Parametric shape model-based methods are further divided
into two secondary classes according to their appearance models: local part model-based methods, e.g.
Active Shape Models (ASM), and holistic model-based methods, e.g. Active Appearance Models (AAM).
Nonparametric shape model-based methods mainly refer to exemplar-based methods, graphical model-
based methods, cascaded regression based methods (e.g. explicit shape regression method [20], ESR) and
deep learning based methods (e.g. deep convolution network method [132], DCN).
Local part model-based methods consider the appearance variation around each facial feature point
independently. Detected facial feature points are then refined by a global shape model which is generally
June 1, 2017 DRAFT
Figura 4.3: Schematizzazione degli approcci presenti allo stato dell’arte.
A seconda che sia necessario un modello di forma parametrico, i metodi
FFPD esistenti sono classificati in due categorie principali:
• Metodi basati su modelli di forma parametrici: prende in esa-
me i dati del modello considerati come appartenenti ad una specifica
distribuzione, ad esempio Gauss an, Gaussian mixtures model, ecc;
• Metodi basati su modelli di forma non parametrici: sono distri-
bution free ossia non si basano sull’ipotesi che i dati siano tratti da una
distribuzione di probabilità.
La differenza tra modello parametrico e modello non parametrico è che il
primo ha un numero fisso di parametri, mentre il secondo aumenta il numero
di parametri con la quantità di dati di training. I metodi basati su modelli di
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tipo parametrico sono ulteriormente suddivisi in due classi secondarie in base
a “come costruire il modello dell’aspetto del viso”:
• Local Part-base methods: rilevano ogni landmark facciale attorno a re-
gioni locali e successivamente vincolano i punti trovati a un modello di
forma globale;
• Metodi olistici: stimano la posizione dei landmark facciali a partire da
una rappresentazione olistica di una texture combinata con un modello
di forma globale.
I metodi basati su modelli non parametrici si riferiscono principalmente a:
• Metodi basati su esempi: trovano alcuni esempi a partire dal training
set al fine di vincolare, in maniera data driven, la configurazione dei
landmark facciali;
• Metodi basati su modelli grafici: vincolano la configurazione dei landmark
facciali grazie a una struttura grafica: struttura ad albero o a grafo
circolare;
• Metodi basati su regressione a cascata: apprendono direttamente una
funzione di regressione a partire dall’aspetto dell’immagine e l’obiettivo
di forma finale;
• Metodi basati su deep learning: le reti deep sono utilizzate al fine di
apprendere la variazione non lineare di forma e aspetto oppure il mapping
non lineare da aspetto a forma.
4.1.4 Problemi tipici
In condizioni non vincolate il task del face alingment è estremamente im-
pegnativo e lungi dall’essere risolto. A causa dell’elevato grado di variabilità
dell’aspetto del viso, causato da caratteristiche dinamiche intrinseche delle
strutture facciali, è molto difficile, per gli algoritmi di detection, identificare
correttamente le fattezze del viso in modo costante e robusto. In particolare,
esistono una serie di fattori che hanno mostrato un impatto significativo sulle
performance di rilevamento [24, Jin:2017]:
• Posa: l’aspetto delle strutture facciali differisce notevolmente in base a
quali pose sono assunte dal soggetto in fase di acquisizione dell’immagine
del volto. In alcuni casi, a fronte di pose estreme e non controllate, alcune
componenti facciali possono essere completamente occluse portando a
problematiche nella definizione di una stima plausibile.
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• Occlusione: per le immagini del viso catturate in condizioni non vinco-
late, l’occlusione costituisce uno dei problemi più frequenti: ad esempio,
gli occhi possono essere occlusi da capelli, occhiali da sole o occhiali mio-
pici con montatura nera. Anche in questo caso i problemi riguardano la
stima di punti non estraibili dall’immagine.
• Espressione: alcuni tratti del viso locali come occhi e bocca sono sensibili
a variazioni in presenza di espressioni facciali. Ad esempio, ridere può
far chiudere completamente gli occhi e deformare in gran parte la forma
della bocca.
• Illuminazione: può modificare in modo significativo l’aspetto dell’inte-
ro viso nascondendo in modo significativo i dettagli di forma di alcune
strutture facciali.
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Fig.  2.  An  illustration  of  the  great  challenges  of  face  alignment  in  the  wild  (IBUG  (  Sagonas  et  al.,  2013a  )),  from  left  to  right  (every  two  columns):  variations  in  pose,  occlusion,  
expression  and  illumination.  
Table  1  
Categorization  of  the  popular  approaches  for  face  alignment.  
Approach  Representative  works  
Generative  methods  
Active  appearance  models  
(AAMs)  
Regression-based  fitting  Original  AAM  (  Cootes  et  al.,  2001  );  Boosted  Appearance  Model  (  Liu,  2007  );  Nonlinear  discriminative  approach  (  Saragih  and  
Goecke,  2007  );  Accurate  regression  procedures  for  AMMs  (  Sauer  et  al.,  2011  )  
Gradient  descent-based  
fitting  
Project-out  inverse  compositional  (POIC)  algorithm  (  Matthews  and  Baker,  2004  );  Simultaneous  inverse  compositional  (SIC)  
algorithm  (  Gross  et  al.,  2005  );  Fast  AAM  (  Tzimiropoulos  and  Pantic,  2013  );  2.5D  AAM  (  Martins  et  al.,  2013  );  Active  Orientation  
Models  (  Tzimiropoulos  et  al.,  2014  )  
Part-based  generative  
models  
Original  Active  Shape  Model  (ASM)  (  Cootes  et  al.,  1995  );  Gauss-Newton  deformable  part  model  (  Tzimiropoulos  and  
Pantic,  2014  );  Project-out  cascaded  regression  (  Tzimiropoulos,  2015  );  Active  pictorial  structures  (  Antonakos  et  al.,  2015b  )  
Discriminative  methods  
Constrained  local  models  
(CLMs)  a  
PCA  shape  model  Regularized  landmark  mean-shift  (  Saragih  et  al.,  2011  );  Regression  voting-based  shape  model  matching  (  Cootes  et  al.,  2012  );  
Robust  response  map  fitting  (  Asthana  et  al.,  2013  );  Constrained  local  neural  field  (  Baltrusaitis  et  al.,  2013  )  
Exemplar  shape  model  Consensus  of  exemplar  (  Belhumeur  et  al.,  2011  );  Exemplar-based  graph  matching  (  Zhou  et  al.,  2013b  );  Robust  Discriminative  
Hough  Voting  (  Jin  and  Tan,  2016  )  
Other  shape  models  Gaussian  Process  Latent  Variable  Model  (  Huang  et  al.,  2007b  );  Component-based  discriminative  search  (  Liang  et  al.,  2008  );  
Deep  face  shape  model  (  Wu  and  Ji,  2015  )  
Constrained  local  regression  Boosted  regression  and  graph  model  (  Valstar  et  al.,  2010  );  Local  evidence  aggregation  for  regression  (  Martinez  et  al.,  2013  );  
Guided  unsupervised  learning  for  model  specific  models  (  Jaiswal  et  al.,  2013  )  
Deformable  part  models  
(DPMs)  
Tree  structured  part  model  (  Zhu  and  Ramanan,  2012  );  Structured  output  SVM  (  U  ̌ri  ̌cář  et  al.,  2012  );  Optimized  part  model  
(  Yu  et  al.,  2013  );  Regressive  Tree  Structured  Model  (  Hsu  et  al.,  2015  )  
Ensemble  regression-voting  Conditional  regression  forests  (  Dantone  et  al.,  2012  );  Privileged  information-based  conditional  regression  forest  (  Yang  and  
Patras,  2013a  );  Sieving  regression  forest  votes(  Yang  and  Patras,  2013b  );  Nonparametric  context  modeling  (  Smith  et  al.,  2014  )  
Cascaded  regression  
Two-level  boosted  
regression  
Explicit  shape  regression  (  Cao  et  al.,  2012  );  Robust  cascaded  pose  regression  (  Burgos-Artizzu  et  al.,  2013  );  Ensemble  of  
regression  trees  (  Kazemi  and  Josephine,  2014  );  Gaussian  process  regression  trees  (  Lee  et  al.,  2015  );  
Cascaded  linear  regression  Supervised  descent  method  (  Xiong  and  De  la  Torre,  2013  );  Multiple  hypotheses-based  regression  (  Yan  et  al.,  2013  );  Local  
binary  feature  (  Ren  et  al.,  2014  );  Incremental  face  alignment  (  Asthana  et  al.,  2014  );  Coarse-to-fine  shape  search  (  Zhu  et  al.,  
2015  )  
Deep  neural  networks  b  
Deep  CNNs  Deep  convolutional  network  cascade  (  Sun  et  al.,  2013  );  Tasks-constrained  deep  convolutional  network  (  Zhang  et  al.,  2014c  );  
Deep  Cascaded  Regression(  Lai  et  al.,  2015  )  
Other  deep  networks  Coarse-to-fine  Auto-encoder  Networks  (CFAN)  (  Zhang  et  al.,  2014a  );  Deep  face  shape  model  (  Wu  and  Ji,  2015  );  RMnemonic  
Descent  Method  (  Trigeorgis  et  al.,  2016  )  
3D  alignment  methods  c  
3D  shape  regression  3D  face  shape  regression  (  Tulyakov  and  Sebe,  2015  );  Pose-invariant  3D  face  alignment  (  Jourabloo  and  Liu,  2015  );  Two-Stage  
convolutional  part  heatmap  regression  (  Bulat  and  Tzimiropoulos,  2016  )  
Dense  3D  model  fitting  Displaced  dynamic  expression  regression  (  Cao  et  al.,  2014a  );  Dense  3D  face  alignment  from  2D  videos  (  Jeni  et  al.,  2015  );  
CNN-based  dense  3D  model  fitting  (  Jourabloo  and  Liu,  2016  );  3D  dense  face  alignment  (  Zhu  et  al.,  2016  )  
a  Classic  Constrained  Local  Models  (CLMs)  typically  refer  to  the  combination  of  local  detector  for  each  facial  point  and  the  parametric  Point  Distribution  Model  (  Cristinacce  
and  Cootes,  2006;  Saragih  et  al.,  2011;  Wang  et  al.,  2008  ).  Here  we  extend  the  range  of  CLMs  by  including  some  methods  based  on  other  shape  models  (i.e.,  exemplar-based  
model  (  Belhumeur  et  al.,  2011  )).  In  particular,  we  will  show  that  the  exemplar-based  method  (  Belhumeur  et  al.,  2011  )  can  also  be  interpreted  under  the  conventional  CLM  
framework.  
b  We  note  that  some  deep  learning-based  systems  can  also  be  placed  in  other  categories.  For  instance,  some  systems  are  constructed  in  a  cascade  manner  (  Lai  et  al.,  
2015;  Trigeorgis  et  al.,  2016;  Zhang  et  al.,  2014a  ),  and  hence  can  be  naturally  categorized  as  cascaded  regression.  However,  to  highlight  the  increasing  important  role  of  deep  
learning  techniques  for  face  alignment,  we  organize  them  together  for  more  systematic  introduction  and  summarization.  
c  3D  face  alignment  refer  to  3D  alignment  from  2D  images  in  this  paper,  rather  than  the  alignment  of  3D  faces.  Since  current  3D  alignment  methods  basically  employ  
discriminative  regression  techniques  (e.g.,  cascaded  regression),  we  categorized  them  as  discriminative  methods.  
Figura 4.4: Sfide che riguardano il face alignment. da sinistra a destra:
variazioni di posa, occlusione, espressione e illuminazione.
4.2 S mantic segmentation
Qua do parliamo di image egmentation ci riferiamo a un b n preciso ta-
sk che consiste nella suddivisone di un’immagine in regioni aventi proprietà
comuni [33, Fu:1981].
Il collocamento teorico della segmentazione di immagini, all’interno delle
discipline che costituiscono l computer science è un argomen o molto dibattu-
to. Generalmente si tende a co siderare questa operazione come appartenente
al campo dell’image processing (elaborazione di immagini), ossia quell’ambito
della computer vision che opera a livello degli elementi fondamentali dell’im-
magine, i pixel [34, Zaitoun:2015] (vedi figura 4.5). Secondo alcuni autori,
invec , il contesto della segmentazione sarebbe da riferire a un livello più alto,
qu llo dell’image analysis, dato che la logic di suddivisione di un’immagine
in regioni considererebbe già aspetti di tipo s mantico [33, Fu:1981].
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Figura 4.5: Classificazione delle varie discipline ordinate in base al livello di
comprensione semantica delle immagini.
Al fine di includere entrambe le visioni, al giorno d’oggi si tende a diffe-
renziare il termine “semantic segmentation” dalla semplice “segmentation”. Il
primo definisce tutti quegli approcci che producono un partizionamento del-
l’immagine secondo un insieme predefinito di classi, mentre il secondo si utilizza
per definire un generale partizionamento operato in base alle sole informazioni
di basso livello (per esempio la segmentazione colore).
Segmentazione e problemi nel dominio della visione Riferendosi ai
problemi nel dominio della visione artificiale, la segmentazione può essere
definita come l’unione di: classificazione e localizzazione (vedi figura figura
4.6).
Figura 4.6: Problemi nel dominio della visione.
La segmentazione semantica esegue l’etichettatura a livello di pixel con
un insieme di categorie di oggetti (ad esempio, gatto, cane, papera) per tut-
ti i pixel dell’immagine, quindi è generalmente un’impresa più difficile della
classificazione dell’immagine, che prevede un’unica etichetta per l’intera im-
magine e non necessità di rilevare e localizzare ulteriori classi di oggetti [35,
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Minaee:2020]. Un passo ulteriore alla segmentazione è la cosiddetta instance
segmentation che consiste non solo nella classificazione dei pixel riferiti alle
varie classi ma anche al partizionamento delle singole istanze individuate.
4.2.1 Definizione formale
A livello più formale il problema della segmentazione è descritto da Fu e
Mui [33, Fu:1981] come segue:
Definizione di predicato di uniformità Definiamo con X la griglia di
punti campione di un’immagine, cioè l’insieme delle coppie:
{i, j} i = 1, 2, . . . , N j = 1, 2, . . . ,M
dove N eM rappresentano il numero di pixel nelle direzioni x e y rispettiva-
mente. Sia Y un sottoinsieme non vuoto diX costituito da punti dell’immagine
contigui. Allora un predicato di uniformità P (Y ) è quello che assegna il valore
di verità a Y , a seconda solo delle proprietà relative all’immagine f(i, j) per i
punti di Y . Inoltre P gode della proprietà per cui se Z è un sottoinsieme non
vuoto di Y , allora P (Y ) = True→ P (Z) = True.
Definizione di segmentazione Una segmentazione della griglia X per un
predicato di uniformità P è una partizione di X in un gruppo di sottoinsiemi
non vuoti e disgiunti X1, X2, . . . , XN tali che:
N⋃
i=1
Xi = X (i)
Xi connesso, ∀i = 1, 2, . . . , N (ii)
P (Xi) = True ∀i = 1, 2, . . . , N (iii)
P (Xi ∪Xj) = False ∀i 6= j (iv)
dove Xi e Xj sono adiacenti.
Le condizioni espresse sopra possono essere riassunte come segue:
• Condizione (i): implica che ogni punto dell’immagine deve trovarsi in
una regione; ciò significa che l’algoritmo di segmentazione non deve
terminare finché ogni punto non è stato elaborato.
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• Condizione (ii): implica che le regioni debbano essere connesse, cioè
composte da punti reticolari contigui.
• Condizione (iii): determina il tipo di proprietà che le regioni segmentate
dovrebbero avere, ad esempio, livelli di grigio uniformi.
• Condizione (iv): esprime la massimalità di ciascuna regione nella seg-
mentazione.
4.2.2 Ambiti di applicazione
La segmentazione gioca un ruolo importante nella comprensione delle im-
magini e costituisce uno dei componenti essenziali in molti sistemi di visione
artificiale [36, Mody:2021]. Fra gli ambiti applicativi più importanti troviamo:
• Analisi di immagini medicali: lo scopo è quello di analizzare immagini
mediche con l’obiettivo di individuare e misurare le dimensioni di tessuti
tumorali o identificare la presenza alterazioni biologiche (vedi figura 4.7).
Figura 4.7: Segmentazione utilizzata per individuare e classificare alterazioni
dentali.
• GeoSensing: acquisizione di informazioni relative alla copertura del suo-
lo a partire da immagini aeree o satellitari. Le informazioni estratte
sono importanti per varie applicazioni, come il monitoraggio delle aree
di deforestazione e urbanizzazione.
• Guida autonoma: La guida autonoma è un’attività robotica complessa
che richiede proprietà percettive, di pianificazione ed esecuzione in con-
testi totalmente dinamici come quelli stradali. È dunque un compito
che viene svolto con la massima precisione, poiché da esso dipende la
sicurezza di conducente e passeggeri. La segmentazione semantica, in
questo ambito, è sfruttata al fine di estrarre informazioni chiave relative
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al mondo circostante come la segnaletica orizzontale, i segnali stradali e
i veicoli presenti sulla carreggiata.
• Segmentazione facciale: La segmentazione semantica del volto coinvolge
tipicamente classi come pelle, capelli, occhi, naso, bocca e sfondo. La
segmentazione del viso è utile in molte applicazioni facciali della visione
artificiale, come la stima di sesso, espressione, età ed etnia. Come per
l’allineamento del viso anche gli algoritmi di segmentazione del volto sono
sensibili all’illuminazione, espressioni facciali e occlusione, condizioni che
possono ridurre fortemente le performance del modello.
4.2.3 Algoritmi di segmentazione
Proprietà Ad alto livello un generico approccio alla segmentazione si può
classificare in base alle seguenti proprietà:
• Numero di classi: la segmentazione semantica è anche un’attività di
classificazione, di conseguenza le classi su cui viene addestrato l’algoritmo
sono una decisione centrale nella progettazione di un sistema. La maggior
parte degli approcci si fonda su un insieme fisso di classi; nel caso di clas-
si binarie come foreground -background si parla di binary-segmentation
mentre con più classi parliamo di multi-class-segmentation.
• Affiliazioni di classi per pixel: gli esseri umani hanno una capacità
unica e tutt’ora irreplicabile artificialmente nell’osservare il mondo che
li circonda. Ad esempio quando vediamo un bicchiere d’acqua in piedi
su un tavolo, possiamo automaticamente dire che è presente un bicchiere
di vetro e dietro di esso il tavolo. Ciò significa che abbiamo etichettato
contemporaneamente gli stessi pixel con più labels. Questa tipologia di
segmentazione prende il nome di multi-label segmentation.
• Tipologia dei dati in input: i dati disponibili che possono essere
utilizzati per la segmentazione variano a seconda del dominio applicativo.
Solitamente le tipologie di dati utilizzate sono:
– Grayscale | Color: le immagini in scala di grigi sono comunemente
utilizzate nei referti sanitari di imaging come la risonanza magnetica
o l’ecografia, mentre le fotografie a colori sono ovviamente molto più
diffuse.
– Con prondità (RGB-D): esclusi o inclusi i dati di profondità. Il for-
mato RGB-D è utilizzato in robotica, nelle auto autonome e recen-
temente anche nell’elettronica di consumo come Microsoft Kinect.
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– Immagine stereo: la segmentazione di immagini singole è il tipo di
segmentazione più diffuso, ma stanno emergendo una serie di ap-
procci basati sull’uso di immagini stereo. Questo approccio può
essere visto come un modo più naturale di segmentare un’imma-
gine poiché riprende gli aspetti visivi dell’uomo e permette quindi
l’estrazione di informazioni relative alla profondità.
Pipeline di segmentazione Tipicamente, la segmentazione semantica vie-
ne eseguita con un classificatore (l’addestramento viene svolto seguendo la
pipeline in figura 4.8) che opera in input con immagini di dimensione fissa
utilizzando un approccio a finestra scorrevole. Il classificatore viene quindi
alimentato con regioni rettangolari dell’immagine chiamate “finestre”. È bene
sottolineare come, trattandosi di classificazione, non sia possibile segmentare
le singole finestre, ma solamente etichettarle in modo univoco (per esempio
etichettando il pixel centrale). Per questo motivo, al fine di segmentare com-
pletamente un’immagine di 512 × 512 px, è necessario che un classificatore iteri
un numero di volte pari a 512 × 512 = 262,144! Tale procedura, fortunatamen-
te, può essere ottimizzata attraverso una serie di tecniche come l’interpolazione
dei risultati o l’utilizzo di stride diverso da 1. Le reti neurali sono in grado
di applicare l’approccio di classificazione a finestra scorrevole in modo implici-
to, attraverso l’operazione di convoluzione; ciò garantisce livelli di efficienza e
velocità di segmentazione nettamente migliori rispetto agli approcci standard
[37, Thoma:2016].
4
Beginning with 2007, a segmentation challenge was
added [EVGW+a].
The dataset consists of annotated photographs from
www.flicker.com, a photo sharing website. There are
multiple challenges for PASCAL VOC. The 2012
competition had five challenges of which one is a
segmentation challenge where a single class label was
given for each pixel. The classes are: aeroplane, bicycle,
bird, boat, bottle, bus, car, cat, chair, cow, dining table,
dog, horse, motorbike, person, potted plant, sheep, sofa,
train, tv/monitor.
Although no new competitions will be held, new
algorithms can be evaluated on the 2010, 2011 and
2012 data via http://host.robots.ox.ac.uk:8080/
The PASCAL VOC segmentation challenges use the
segmentation over union criterion (see Section III-A).
2) MSRCv2: Microsoft Research has published a
database of 591 photographs with pixel-level annotation
of 21 classes: aeroplane, bike, bird, boat, body, book,
building, car, cat, chair, cow, dog, face, flower, grass,
road, sheep, sign, sky, tree, water. Additionally, there
is a void label for pixels which do not belong to
any of the 21 classes or which are close to the
segmentation boundary. This allows a “rough and quick
hand-segmentation which does not align exactly with
the object boundaries” [SWRC06].
3) Medical Databases: The Warwick-QU Dataset
consists of 165 images with pixel-level annotation of
5 classes: “healthy, adenomatous, moderately differen-
tiated, moderately-to-poorly differentiated, and poorly
differentiated” [CSM09]. This dataset is part of the
Gland Segmentation (GlaS) challenge.
The DIARETDB1 [KKV+14] is a dataset of 89 im-
ages fundus images. Those images show the interior
surface of the eye. Fundus images can be used to detect
diabetic retinopathy. The images have four classes of
coarse annotations: hard and soft exudates, hemorrhages
and red small dots.
20 test and additionally 20 training retinal fun-
dus images are available through the DRIVE data
set [SAN+04]. The vessels were annotated. Addition-
ally, [AP11] added vascular features.
The Open-CAS Endoscopic Datasets [MHMK+14]
are 60 images taken from laparoscopic adrenalectomies
and 60 images taken from laparoscopic pancreatic
resections. Those are from 3 surgical procedures each.
Half of the data was annotated by a medical expert for
“medial instrument” and “no medical instrument”. All
images were labeled by anonymous untrained workers
to which they refer to as knowledge workers (KWs).
One crowd annotation was obtained for each image by
a majority vote on a pixel basis of 10 segmentations












Figure 2: A typical segmentation pipeline gets raw
pixel data, applies preprocessing techniques
like scaling and feature extraction like HOG
features. For training, data augmentation
techniques such as image rotation can be
applied. For every single image, patches of
the image called windows are extracted and
those windows are classified. The resulting
semantic segmentation can be refined by
simple morphologic operations or by more
complex approaches such as Markov Random
Fields (MRFs).
IV. SEGMENTATION PIPELINE
Typically, semantic segmentation is done with a
classifier which operates on fixed-size feature inputs
and a sliding-window approach [DT05], [YBCK10],
[SCZ08]. This means a classifier is trained on images
of a fixed size. The trained classifier is then fed with
rectangular regions of the image which are called win-
dows. Although the classifier gets an image patch of e.g.
51 px⇥51 px of the environment, it might only classify
the center pixel or a subset of the complete window.
This segmentation pipeline is visualized in Figure 2.
This approach was taken by [BKTT15] and a major-
ity of the VOC2007 participants [EVGW+a]. As this
approach has to apply the patch classifier 512 · 512 =
262 144 times for images of size 512 px⇥512 px, there
are techniques for speeding it up such as applying a
stride and interpolating the results.
Neural networks are able to apply the sliding window
approach in a very efficient way by handling a trained
network as a convolution and applying the convolution
on the complete image.
However, there are alternatives. Namely MRFs and
Conditional Random Fields (CRFs) which take the
information of the complete image and segment it in
an holistic approach.
Figura 4.8: Una tipica pipeline per la segmentazione di immagini.
A partire dalle consider zioni fatte sopra possiamo distinguere gli approcci
di segmentazione semantica in due grandi categorie:
• Approcci tradizionali
71
4.2. Semantic segmentation Capitolo 4. Approccio proposto
• Approcci basati su reti neurali
La descrizione delle due tipologie di approcci verrà mostrata nelle seguenti due
sezioni dedicate.
4.2.4 Approcci tradizionali
Gli algoritmi di segmentazione di immagini che utilizzano approcci tradizio-
nali rappresentano attualmente le tecniche più diffuse nell’ambito della visione
artificiale. L’appellativo “tradizionale” deriva dal fatto che questi approcci si
fondano su un’insieme di caratteristiche strettamente correlate al dominio di
applicazione; per questo motivo, generalmente, la modellazione di tali algoritmi
non richiede l’utilizzo di reti neurali bensì metodi ad-hoc.
Gli approcci di tipo tradizionale possono essere classificati in base a:
• Tipologia di features e metodi di preprocessing
• Tipologia di training: supervisionato o non supervisionato
Tipologia di features e metodi di preprocessing
La scelta delle features è molto importante negli approcci tradizionali. Gli
algoritmi che vedremo, infatti, fanno una netta distinzione fra features globali,
features locali e riduzione di dimensionalità.
Pixel color Solitamente, nei casi più semplici, l’obiettivo della segmentazio-
ne consiste essenzialmente nel separare fra loro zone dello spazio caratterizzate
dal medesimo colore. Per esempio, un’azienda agricola che tratta la vendita
di pomodori potrebbe utilizzare un processo di segmentazione colore al fine di
implementare un processo automatico di controllo qualità. Per effettuare una
segmentazione colore di questo tipo è richiesto un normalissimo passaggio ad
uno spazio colore differente, per esempio HSL2. Così facendo, in alcuni casi,
è possibile ottenere sperimentalmente un range di valori che ci permettono di
separare automaticamente alcune regioni di interesse. Rifacendosi all’esempio
precedente, utilizzando lo spazio colore HSL si potrebbe utilizzare il canale H
(tonalità colore) al fine di individuare il range corrispondente al colore rosso e
quindi separare le zone rosse dell’immagine (pomodori).
2HSL = Hue Saturation Luminosity
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Histogram of Oriented Gradients (HOG) Gli HOG sono un descrittore
molto usato per la localizzazione e segmentazione di oggetti o individui. Il
descrittore è ottenuto dalla concatenazione di un sottoinsieme di descrittori
gradiente computati a loro volta su sotto-regioni dello spazio dell’immagine.
Gli HOG, sebbene molto complessi come concezione, sono in grado di fornire
prestazioni molto buone a patto che la variabilità degli oggetti da individuare
sia contenuta.
Bag of Visual Words (BOV) Chiamati anche bag of keypoints, per via
della stretta relazione che hanno con l’estrazione dei keypoints (SIFT, BRIEF,
ecc), questi descrittori si basano sulla quantizzazione vettoriale. Simili agli
HOG, le features utilizzate da BOV sono costituite da istogrammi che conta-
no il numero di occorrenze di determinati modelli all’interno di una porzione
dell’immagine.
Textons Un texton è l’elemento costitutivo minimo della visione. La lettera-
tura non fornisce una definizione rigorosa per i textons, ma un buon esempio di
texton potrebbe essere rappresentato dagli edge detector. Data questa stretta
relazione con il concetto di “bordo”, molti ritengono che i texton rappresentino
l’insieme degli oggetti che è in grado di rilevare una rete neurale nei suoi primi
livelli.
Riduzione di dimensionalità Lavorare con immagini implica avere a che
fare con features di dimensionalità molto elevata. Ciò spesso rende difficile
l’addestramento di un classificatore, il quale deve poter discernere relazioni tra
migliaia di variabili. Un approccio semplice per affrontare questo problema è il
cosiddetto down-sampling dell’immagine che consiste nel ridurre un’immagine
ad alta risoluzione in una variante a bassa risoluzione.
Segmentazione non supervisionata
Gli algoritmi di segmentazione non supervisionata sono di solito utilizzati
a fianco di algoritmi supervisionati al fine di perfezionarne i risultati. Tali
algoritmi non possono mai essere considerati “semantici” proprio perché non
operano segmentando regioni in base a indici di classe ma lo fanno riferendosi
solamente ad informazioni di basso livello. Nonostante ciò, algoritmi di que-
sto tipo rappresentano approcci ancora molto utilizzati e, per questo motivo,
meritano una breve panoramica.
Algoritmi di clustering L’aspetto più interessante degli algoritmi di clu-
stering sta nel fatto che possono essere applicati direttamente sui pixel dell’im-
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magine. Nell’ambito del clustering gli algoritmi più famosi sono sicuramente
k-means e mean-shift.
• K-means: L’algoritmo k-means è un algoritmo di clustering generico
che richiede di fornire in anticipo il numero di cluster k. L’algoritmo
parte posizionando k centroidi in modo casuale nello spazio delle featu-
res. Quindi, assegna ogni punto dell’immagine al centroide più vicino,
ricalcola il centroide per ogni cluster e continua il processo fino a quando
non viene raggiunto un criterio di arresto.
• Mean-shift: Mean-shift è un algoritmo nato con l’obiettivo della seg-
mentazione ed è quindi più preciso e robusto rispetto a k-means. L’al-
goritmo parte posizionando i k centroidi in modo casuale e procede spo-
stando questi ultimi verso la media dei punti presenti entro una certa
distanza dal centroide (finestra circolare) [38, Comaniciu:2002]. Invece
che prendere decisioni nette, l’algoritmo calcola la media pesando diffe-
rentemente i pixel più vicini al centroide (secondo un kernel a piacere).
Così facendo mean-shift trova iterativamente i cluster che presentano una
concentrazione di pixel maggiore e di conseguenza è in grado di effettuare
una segmentazione (vedi figura 4.9).
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4.2.5 Approcci basati su reti neurali
In questa sezione forniremo una panoramica completa dei modelli di seg-
mentazione, basati su deep learning, più significativi degli ultimi anni (dati
disponibili fino al 2020). La trattazione si suddividerà in due parti principali:
in una prima parte richiameremo velocemente il concetto di CNN e le varie ar-
chitetture disponibili, mentre in una seconda parte analizzeremo nel dettaglio
i modelli di segmentazione disponibili allo stato dell’arte.
CNN e architetture Backbone
Il recente successo delle deep convolutional neural network (CNN) ha con-
sentito progressi eccezionali nell’ambito della segmentazione semantica. Dato
che le CNN sono utilizzate come Backbone per molte architetture di semantic
segmentation, è necessario fornirne un quadro generale.
Definizione Le CNN furono inizialmente proposte da Fukushima nel suo
articolo fondamentale “Neocognitron”; esso era basato sul modello di campo
ricettivo gerarchico della corteccia visiva proposto dai neuroscienziati Hubel
e Wiesel [39, Fukushima:1980]. La prima applicazione di successo di CNN è
stata sviluppata da LeCun et al. [40, Lecun:1998] e prende il nome di LeNet5;
lo scopo della rete era quello di riconoscere e leggere i codici postali e cifre
a partire da semplici immagini. La vera svolta nell’ambito delle reti deep, è
avvenuta nel 2012 con l’introduzione di AlexNet, una rete ampia e profonda
capace di vincere con ampio margine la ImageNet challenge.
Architettura Le CNN (vedi figura 4.10) consistono principalmente di quat-
tro tipi di layers:
2
Some the key contributions of this survey paper can be
summarized as follows:
• This survey covers the contemporary literature with
respect to segmentation problem, and overviews more
than 100 segmentation algorithms proposed till 2019,
grouped into 10 categories.
• We provide a comprehensive review and an insightful
analysis of different aspects of segmentation algo-
rithms using deep learning, including the training
data, the choice of network architectures, loss func-
tions, training strategies, and their key contributions.
• We provide an overview of around 20 popular image
segmentation datasets, grouped into 2D, 2.5D (RGB-
D), and 3D images.
• We provide a comparative summary of the proper-
ties and performance of the reviewed methods for
segmentation purposes, on popular benchmarks.
• We provide several challenges and potential future di-
rections for deep learning-based image segmentation.
The remainder of this survey is organized as follows:
Section 2 provides an overview of popular deep neural
network architectures that serve as the backbone of many
modern segmentation algorithms. Section 3 provides a
comprehensive overview of the most significant state-of-the-
art deep learning based segmentation models, more than 100
till 2020. We also discuss their strengths and contributions
over previous works here. Section 4 reviews some of the
most popular image segmentation datasets and their charac-
teristics. Section 5.1 reviews popular metrics for evaluating
deep-learning-based segmentation models. In Section 5.2, we
report the quantitative results and experimental performance
of these models. In Section 6, we discuss the main challenges
and future directions for deep learning-based segmentation
methods. Finally, we present our conclusions in Section 7.
2 OVERVIEW OF DEEP NEURAL NETWORKS
This section provides an overview of some of the most
prominent deep learning architectures used by the computer
vision community, including convolutional neural networks
(CNNs) [13], recurrent neural networks (RNNs) and long
short term memory (LSTM) [14], encoder-decoders [15],
and generative adversarial networks (GANs) [16]. With
the popularity of deep learning in recent years, several
other deep neural architectures have been proposed, such as
transformers, capsule networks, gated recurrent units, spatial
transformer networks, etc., which will not be covered here.
It is worth mentioning that in some cases the DL-models
can be trained from scratch on new applications/datasets
(assuming a sufficient quantity of labeled training data), but
in many cases there are not enough labeled data available
to train a model from scratch and one can use transfer
learning to tackle this problem. In transfer learning, a model
trained on one task is re-purposed on another (related) task,
usually by some adaptation process toward the new task. For
example, one can imagine adapting an image classification
model trained on ImageNet to a different task, such as texture
classification, or face recognition. In image segmentation
case, many people use a model trained on ImageNet (a
larger dataset than most of image segmentation datasets), as
the encoder part of the network, and re-train their model
from those ini ial weights. The assumption here is that those
pre-trained models should be able to capture the semantic
information of the image required for segmentation, and
therefore enabling them to train the model with less labeled
samples.
2.1 Convolutional Neural Networks (CNNs)
CNNs are among the most successful and widely used
architectures in the deep lear ing c mmunity, especially
for computer vision tasks. CNNs were initially pr posed by
Fukushima in his seminal paper on the “Neocognitron” [17],
based on the hierarchic l receptive field model f the visual
cortex proposed by Hubel and Wiesel. Subsequently, Waibel
et al. [18] introduced CNNs with weights shared among
temporal receptive fields a d backpropagation training for
phoneme recognition, and LeCun et al. [13] developed a CNN
architec ure for document recognition (Figure 2).
Convolution ConvolutionPooling Pooling Fully-connected
Output
Input
Fig. 2. Architecture of convolutional neural networks. From [13].
CNNs mainly consist of three type of layers: i) convolu-
tional layers, where a kernel (or filter) of weights is convolved
in order to extract features; ii) nonlinear layers, which apply
an activation function on feature maps (usually element-
wise) in order to enable the modeling of non-linear functions
by the network; and iii) pooling layers, which replace a
small neighborhood of a feature map with some statistical
information (mean, max, etc.) about the neighborhood and
reduce spatial resolution. The units in layers are locally
connected; that is, each unit receives weighted inputs from
a small neighborhood, known as the receptive field, of
units in the previous layer. By stacking layers to form
multi-resolution pyramids, the higher-level layers learn
features from increasingly wider receptive fields. The main
computational advantage of CNNs is that all the receptive
fields in a layer share weights, resulting in a significantly
smaller number of parameters than fully-connected neural
networks. Some of the most well-known CNN architectures
include: AlexNet [19], VGGNet [20], ResNet [21], GoogLeNet
[22], MobileNet [23], and DenseNet [24].
2.2 Recurrent Neural Networks (RNNs) and the LSTM
RNNs [25] are widely used to process sequential data, such
as speech, text, videos, and time-series, where data at any
given time/position depends on previously encountered
data. At each time-stamp the model collects the input from
the current time Xi and the hidden state from the previous
step hi 1, and outputs a target value and a new hidden state
(Figure 3).
RNNs are typically problematic with long sequences
as they cannot capture long-term dependencies in many
real-world applications (although they exhibit no theoretical
Figura 4.10: Architettura di una CNN.
• Convolutional layers: dove un kernel (o filtro) di pesi è applicato all’im-
magine tramite convoluzione al fine di estrarre le feature maps ;
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• Activation layers: layer non lineari, che applicano una funzione di atti-
vazione sulle feature map (solitamente element-wise) al fine di consentire
la modellazione di funzioni non lineari da parte della rete;
• Pooling layers: riducono la dimensione della feature map mantenendo le
informazioni più importanti (max pooling, avg pooling, ecc);
• Fully connected layers: sono layers in cui i neuroni sono collegati com-
pletamente, proprio come in una classica rete neurale.
I neuroni presenti nei layers convoluzionali sono collegati localmente in mo-
do tale che ogni unità riceva input ponderati da una ristretta cerchia di neuroni,
noto come receptive field, nello strato precedente. Impilando i vari strati a pi-
ramide, i layer di livello superiore (quelli finali) apprendono informazioni da
receptive fields sempre più ampi.
Il principale vantaggio computazionale delle CNN consiste nel fatto che a
livello di feature map i pesi sono condivisi; ciò implica che questa tipologia di
reti dipendono da un numero significativamente inferiore di parametri rispetto
alle reti neurali fully connected.
Architetture Backbone Alcune delle architetture CNN più note includo-
no: AlexNet [41, Krizhevsky:2012], VGGNet [42, Zisserman:2014], ResNet [43,
Kaiming:2015], GoogLeNe [44, Szegedy:2014], MobileNet [45, Howard:2017] e
DenseNet [46, Huang:2016]. Tali architetture sono utilizzate come spina dor-
sale per molti modelli di semantic segmentation e per questo motivo la loro
scelta è determinante per garantirsi ottimi risultati.
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Modelli per la segmentazione semantica
In letteratura sono state proposte diverse reti per poter risolvere il problema
della semantic segmentation. La maggior parte di esse condivide le medesime
strutture base come encoders, skip-connection, ecc. Per questo motivo, data la
difficoltà a menzionare i contributi unici di ogni lavoro, si è deciso di raggrup-
pare i vari modelli a seconda del contributo architettonico prodotto rispetto ai
modelli precedenti.
Fully Convolutional Network (FCN) Long et al [47, Long:2014] sono
stati i primi nel 2014 a proporre una Fully Convolutional Network per la seg-
mentazione di immagini. Un FCN (vedi figura (4.11)) include solo strati convo-
luzionali, che gli consentono di acquisire un’immagine di dimensioni arbitrarie
e produrre una mappa di segmentazione della stessa dimensione. Gli autori
hanno modificato le architetture CNN esistenti, come VGG16 e GoogLeNet,
per gestire input e output di dimensioni non fisse, sostituendo tutti i livelli
completamente connessi con livelli completamente convoluzionali.
4
depth segmentation categories. But due to the big difference
in terms of volume of work in those tasks, we decided to
follow the architectural grouping.
3.1 Fully Convolutional Networks
Long et al. [31] proposed one of the first deep learning works
for semantic im ge segm nt tion, using a fully convolu-
tional network (FCN). An FCN (Figure 7) includes only
convolutional layers, which enables it to take an image of
arbitrary size an produce a segmen ati n map of the same
size. The authors modified existing CNN architectures, such
as VGG16 and GoogLeNet, to mana e non-fixed sized input
and outpu , by replacing all fully-connected layers with the
fully-convol tional layers. As a result, the model outputs a
spatial segmentation map instead of classification scores.
Fig. 7. A fully convolutional image segmentation network. The FCN learns
to make dense, pixel-wise predictions. From [31].
Through the use of skip connections in which feature
maps from the final layers of the model are up-sampled and
fused with feature maps of earlier layers (Figure 8), the model
combines semantic information (from deep, coarse layers)
and appearance information (from shallow, fine layers) in
order to produce accurate and detailed segmentations. The
model was tested on PASCAL VOC, NYUDv2, and SIFT Flow,
and achieved state-of-the-art segmentation performance.
Fig. 8. Skip connections combine coarse, high-level information and fine,
low-level information. From [31].
This work is considered a milestone in image segmenta-
tion, demonstrating that deep networks can be trained for
semantic segmentation in an end-to-end manner on variable-
sized images. However, despite its popularity and effective-
ness, the conventional FCN model has some limitations—it
is not fast enough for real-time inference, it does not take
into account the global context information in an efficient
way, and it is not easily transferable to 3D images. Several
efforts have attempted to overcome some of the limitations
of the FCN.
For instance, Liu et al. [32] proposed a model called
ParseNet, to address an issue with FCN—ignoring global
context information. ParseNet adds global context to FCNs by
using the average feature for a layer to augment the features
at each location. The feature map for a layer is pooled over
the whole image resulting in a context vector. This context
vector is normalized and unpooled to produce new feature
maps of the same size as the initial ones. These feature
maps are then concatenated. In a nutshell, ParseNet is an
FCN with the described module replacing the convolutional
layers (Figure 9).
Fig. 9. ParseNet, showing the use of extra global context to produce
smoother segmentation (d) than an FCN (c). From [32].
FCNs have been applied to a variety of segmentation
problems, such as brain tumor segmentation [33], instance-
aware semantic segmentation [34], skin lesion segmentation
[35], and iris segmentation [36].
3.2 Convolutional Models With Graphical Models
As discussed, FCN ignores potentially useful scene-level
semantic context. To integrate more context, several ap-
proaches incorporate probabilistic graphical models, such
as Conditional Random Fields (CRFs) and Markov Random
Field (MRFs), into DL architectures.
Chen et al. [37] proposed a semantic segmentation algo-
rithm based on the combination of CNNs and fully connected
CRFs (Figure 10). They showed that responses from the final
layer of deep CNNs are not sufficiently localized for accurate
object segmentation (due to the invariance properties that
make CNNs good for high level tasks such as classification).
To overcome the poor localization property of deep CNNs,
they combined the responses at the final CNN layer with a
fully-connected CRF. They showed that their model is able to
localize segment boundaries at a higher accuracy rate than it
was possible with previous methods.
Fig. 10. A CNN+CRF model. The coarse score map of a CNN is up-
sampled via interpolated interpolation, and fed to a fully-connected CRF
to refine the segmentation result. From [37].
Schwing and Urtasun [38] proposed a fully-connected
deep structured network for image segmentation. They
presented a method that jointly trains CNNs and fully-
connected CRFs for semantic image segmentation, and
achieved encouraging results on the challenging PASCAL
VOC 2012 dataset. In [39], Zheng et al. proposed a similar
semantic segmentation approach integrating CRF with CNN.
In another relevant work, Lin et al. [40] proposed an
efficient algorithm for semantic segmentation based on
contextual deep CRFs. They explored “patch-patch” context
Figura 4.11: Architettura di una FCN.
Questo lavoro è considerato una pietra miliare nella segmentazione delle
immagini, dimostrando che le reti profonde possono essere addestrate per la
segmentazione semantica in modo end-to-end su immagini di dimensioni va-
riabili. Tuttavia, nonostante la sua popolarità ed efficacia, il modello FCN
convenzionale presenta alcune limitazioni: non è abbastanza veloce per l’infe-
renza in tempo reale, non tiene conto delle informazioni di contesto globale in
modo efficiente e non è facilmente trasferibile alle immagini 3D. Diversi sforzi
hanno tentato di superare alcuni dei limiti del FCN.
CNN + Graphical Models Come discusso, le FCN ignorano completa-
mente le informazioni di contesto potenzialmente utili per la segmentazione.
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Per integrare più informazioni, sono stati proposti diversi approcci che incor-
porano nelle architetture DL modelli grafici probabilistici, come Conditional
Random Fields (CRFs) e Markov Random Field (MRFs) (vedi figura 4.12).
4
depth segmentation categories. But due to the big difference
in terms of volume of work in those tasks, we decided to
follow the architectural grouping.
3.1 Fully Convolutional Networks
Long et al. [31] proposed one of the first deep learning works
for semantic image segmentation, using a fully convolu-
tional network (FCN). An FCN (Figure 7) includes only
convolutional layers, which enables it to take an image of
arbitrary size and produce a segmentation map of the same
size. The authors modified existing CNN architectures, such
as VGG16 and GoogLeNet, to manage non-fixed sized input
and output, by replacing all fully-connected layers with the
fully-convolutional layers. As a result, the model outputs a
spatial segmentation map instead of classification scores.
Fig. 7. A fully convolutional image segmentation network. The FCN learns
to make dense, pixel-wise predictions. From [31].
Through the use of skip connections in which feature
maps from the final layers of the model are up-sampled and
fused with feature maps of earlier layers (Figure 8), the model
combines semantic information (from deep, coarse layers)
and appearance information (from shallow, fine layers) in
order to produce accurate and detailed segmentations. The
model was tested on PASCAL VOC, NYUDv2, and SIFT Flow,
and achieved state-of-the-art segmentation performance.
Fig. 8. Skip connections combine coarse, high-level information and fine,
low-level information. From [31].
This work is considered a milestone in image segmenta-
tion, demonstrating that deep networks can be trained for
semantic segmentation in an end-to-end manner on variable-
sized images. However, despite its popularity and effective-
ness, the conventional FCN model has some limitations—it
is not fast enough for real-time inference, it does not take
into account the global context information in an efficient
way, and it is not easily transferable to 3D images. Several
efforts have attempted to overcome some of the limitations
of the FCN.
For instance, Liu et al. [32] proposed a model called
ParseNet, to address an issue with FCN—ignoring global
context information. ParseNet adds global context to FCNs by
using the average feature for a layer to augment the features
at each location. The feature map for a layer is pooled over
the whole image resulting in a context vector. This context
vector is normalized and unpooled to produce new feature
maps of the same size as the initial ones. These feature
maps are then concatenated. In a nutshell, ParseNet is an
FCN with the described module replacing the convolutional
layers (Figure 9).
Fig. 9. ParseNet, showing the use of extra global context to produce
smoother segmentation (d) than an FCN (c). From [32].
FCNs have been applied to a variety of segmentation
problems, such as brain tumor segmentation [33], instance-
aware semantic segmentation [34], skin lesion segmentation
[35], and iris segmentation [36].
3.2 Convolutional Models With Graphical Models
As discussed, FCN ignores potentially useful scene-level
semantic context. To integrate more context, several ap-
proaches incorporate probabilistic graphical models, such
as Conditional Random Fields (CRFs) and Markov Random
Field (MRFs), into DL architectures.
Chen et al. [37] proposed a semantic segmentation algo-
rithm based on the combination of CNNs and fully connected
CRFs (Figure 10). They showed that responses from the final
layer of deep CNNs are not sufficiently localized for accurate
object segmentation (due to the invariance properties that
make CNNs good for high level tasks such as classification).
To overcome the poor localization property of deep CNNs,
they combined the responses at the final CNN layer with a
fully-connected CRF. They showed that their model is able to
localize segment boundaries at a higher accuracy rate than it
was ossible with p vious methods.
Fig. 10. A CNN+CRF model. The coarse score map of a CNN is up-
sampled via interpolated interpolation, and fed to a fully-connected CRF
to refine the segmentation result. From [37].
Schwing and Urtasun [38] proposed a fully-connected
deep structured network for image segmentation. They
presented a method that jointly trains CNNs and fully-
connected CRFs for semantic image segmentation, and
achieved encouraging results on the challenging PASCAL
VOC 2012 dataset. In [39], Zheng et al. proposed a similar
semantic segmentation approach integrating CRF with CNN.
In another relevant work, Lin et al. [40] proposed an
efficient algorithm for semantic segmentation based on
contextual deep CRFs. They explored “patch-patch” context
Figura 4.12: Architettura di una CNN con Graphic Models
Modelli Encoder-Decoder I modelli encoder-decoder sono una famiglia
di modelli che imparan a mappare i punti dati da un dominio di input a un
dominio di output tramite una rete a due stadi: l’encoder, rappresentato da
una funzione di codifica z = f(x), comprime l’input in una rappresentazione
nel latente-space; il decoder, y = g(z), mira a ricostruire una immagine par-
tendo dalle informazioni contenute nel vettore latente. (vedi figur 4.13). Per
latente-space o spazio latente ci si riferisce alla rappresentazione di una featu-
re (vettore), che è in grado di catturare le informazioni semantiche sottostanti
all’input al fine di prevedere l’output atteso.
3
Fig. 3. Archit cture of a simple recurrent neural network.
limitations in this regard) and often suffer from gradient
vanishing or exploding problems. However, a type of RNNs
called Long Short Term Memory (LSTM) [14] is designed to
avoid these issues. The LSTM architecture (Figure 4) includes
three gates (input gate, output gate, forget gate), which
regulate the fl w of information into and out from a memory
cell, which stores values over arbitrary time intervals.
Fig. 4. Architecture of a standard LSTM module. Courtesy of Karpathy.
2.3 Encoder-Decoder and Auto-Encoder Models
Encoder-Decoder models are a family of models which learn
to map data-points from an input domain to an output
domain via a two-stage network: The encoder, represented
by an encoding function z = f(x), compresses the input into
a latent-space representation; the decoder, y = g(z), aims
to predict the output from the latent space representation
[15], [26]. The latent representation here essentially refers to
a feature (vector) representation, which is able to capture
the underlying semantic information of the input that is
useful for predicting the output. These models are extremely
popular in image-to-image translation problems, as well as
for sequence-to-sequence models in NLP. Figure 5 illustrates
the block-diagram of a simple encoder-decoder model. These
models are usually trained by minimizi g the recon truction
loss L(y, ŷ), which measures the differences between the
ground-truth output y and the subsequent reconstruction
ŷ. The output here could be an enhanced version of the
image (such as in image de-blurring, or super-resolution),
or a s gmentation map. Auto-encoders a special case of
encoder-decoder models in which the input and output are
the same.
Fig. 5. The architecture of a simpl enc d r-decoder model.
2.4 Generative Adversarial Networks (GANs)
GANs are a newer family of deep learning models [16]. They
consist of two networks—a generator and a discriminator
(Figure 6). The generator network G = z ! y in the
conventional GAN learns a mapping from noise z (with
a prior distribution) to a target distribution y, which is
similar to the “real” samples. The discriminator network D
attempts to distinguish the generated samples (“fakes”) from
the “real” ones. The GAN loss function may be written as
LGAN = Ex⇠pdata(x)[log D(x)] + Ez⇠pz(z)[log(1   D(G(z)))].
We can regard the GAN as a minimax game between G
and D, where D is trying to minimize its classification
error in distinguishing fake samples from real ones, hence
maximizing the loss function, and G is trying to maximize
the discriminator network’s error, hence minimizing the loss
function. After training the model, the trained generator
model would be G⇤ = arg minG maxD LGAN In practice,
this function may not provide enough gradient for effectively
training G, specially initially (when D can easily discrim-
inate fake samples from real ones). Instead of minimizing

















Fig. 6. Architecture of a generative adversarial network.
Since the invention of GANs, researchers have endeav-
ored to improve/modify GANs several ways. For example,
Radford et al. [27] proposed a convolutional GAN model,
which works better than fully-connected networks when
used for image generation. Mirza [28] proposed a conditional
GAN model that can generate images conditioned on class
labels, which enables one to generate samples with specified
labels. Arjovsky et al. [29] proposed a new loss function based
on the Wasserstein (a.k.a. earth mover’s distance) to better
estimate the distance for cases in which the distribution of
real and generated samples are non-overlapping (hence the
Kullback–Leiber divergence is not a good measure of the
distance). For additional works, we refer the reader to [30].
3 DL-BASED IMAGE SEGMENTATION MODELS
This section provides a detailed review of more than a
hundred deep learning-based segmentation methods pro-
posed until 2019, grouped into 10 categories (based on their
model architecture). It is worth mentioning that there are
some pieces that are common among many of these works,
such as having encoder and decoder parts, skip-connections,
multi-scale analysis, and more recently the use of dilated
convolution. Because of this, it is difficult to mention the
unique contributions of each work, but easier to group
them based on their underlying architectural contribution
over previous works. Besides the architectural categorization
of these models, one can also group them based on the
segmentation goal into: semantic, instance, panoptic, and
Figura 4.13: Architettura di un semplice modello encoder-decoder.
Questi modelli vengono solitamente addestrati minimizzando la perdita di
ricostruzione L(y, ŷ), che misura le differenze tra il ground truth y e la suc-
cessiva ricostruzione ŷ. L’output in questo caso potrebbe essere una versione
migliorata dell’immagine (come la cosiddetta super risoluzione) o una masche-
ra di segmentazione. Gli auto-encoder sono un caso speciale di modelli di
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encoder-decoder in cui lo scopo del modello è quello di rigenerare l’ingresso a
partire dalla sua rappresentazione latente.
• Convolutional and Deconvolutional Network: Noh et al. nel 2015
[48, Noh:2015] hanno proposto un modello composto da due parti con-
nesse tra loro (encoder e decoder). In particolare, l’encoder è costituito
da layers provenienti da una rete VGG-16 pre-addestrata, mentre il de-
coder ha il compito di trasformare le features in ingresso in una mappa
di probabilità delle classi per ogni pixel dell’immagine (vedi figura 4.14).
I principali contributi provenienti da questo lavoro sono il concetto di
deconvolution (transposed convolotion) e unpooling, operazioni di deco-
difica utilizzate per invertire i processi di convolution e pooling eseguiti
dall’encoder.
5
(between image regions) and “patch-background” context to
improve semantic segmentation through the use of contex-
tual information.
Liu et al. [41] proposed a semantic segmentation algorithm
that incorporates rich information into MRFs, including high-
order relations and mixture of label contexts. Unlike previous
works that optimized MRFs using iterative algorithms, they
proposed a CNN model, namely a Parsing Network, which
enables deterministic end-to-end computation in a single
forward pass.
3.3 Encoder-Decoder Based Models
Another popular family of deep models for image seg-
mentation is based on the convolutional encoder-decoder
architecture. Most of the DL-based segmentation works use
some kind of encoder-decoder models. We group these works
into two categories, encoder-decoder models for general
segmentation, and for medical image segmentation (to better
distinguish between applications).
3.3.1 Encoder-Decoder Models for General Segmentation
Noh et al. [42] published an early paper on semantic
segmentation based on econvolution (a.k.a. transposed
convolution). Their model (Figure 11) consists of two parts,
an encoder si g convolutional ay rs adopt d from the
VGG 16-layer network and a deconvolutional network that
takes the f atur vector s input and generates a map of
pixel-wise class probabilities. The deconvolution network
is composed of deconvolution and unpooling layers, which
identify pixel-wise class labels and redict segmentation
masks.
Fig. 11. Deconvolutional semantic segmentation. Following a convolution
network based on the VGG 16-layer net, is a multi-layer deconvolution
network to generate the accurate segmentation map. From [42].
This network achieved promising performance on the
PASCAL VOC 2012 dataset, and obtained the best accuracy
(72.5%) among the methods trained with no external data at
the time.
In another promising work known as SegNet, Badri-
narayanan et al. [15] proposed a convolutional encoder-
decoder architecture for image segmentation (Figure 12).
Similar to the deconvolution network, the core trainable
segmentation engine of SegNet consists of an encoder net-
work, which is topologically identical to the 13 convolutional
layers in the VGG16 network, and a corresponding decoder
network followed by a pixel-wise classification layer. The
main novelty of SegNet is in the way the decoder upsamples
its lower resolution input feature map(s); specifically, it
uses pooling indices computed in the max-pooling step
of the corresponding encoder to perform non-linear up-
sampling. This eliminates the need for learning to up-sample.
The (sparse) up-sampled maps are then convolved with
trainable filters to produce dense feature maps. SegNet is also
significantly smaller in the number of trainable parameters
than other competing architectures. A Bayesian version of
SegNet was also proposed by the same authors to model the
uncertainty inherent to the convolutional encoder-decoder
network for scene segmentation [43].
Fig. 12. SegNet has no fully-connected layers; hence, the model is fully
convolutional. A decoder up-samples its input using the transferred pool
indices from its encoder to produce a sparse feature map(s). From [15].
Another popular model in this category is the recently-
developed segmentation network, high-resolution network
(HRNet) [44] Figure 13. Other than recovering high-
resolution representations as done in DeConvNet, SegNet,
U-Net and V-Net, HRNet maintains high-resolution repre-
sentations through the encoding process by connecting the
high-to-low resolution convolution streams in parallel, and
repeatedly exchanging the information across resolutions.
Many of the more recent works on semantic segmentation
use HRNet as the backbone by exploiting contextual models,
such as self-attention and its extensions.
Several other works adopt transposed convolutions, or
encoder-decoders for image segmentation, such as Stacked
Deconvolutional Network (SDN) [45], Linknet [46], W-Net
[47], and locality-sensitive deconvolution networks for RGB-
D segmentation [48]. One limitation of Encoder-Decoder
based models is the loss of fine-grained information of the
image, due to the loss of high-resolution representations
through the encoding process. This issue is however ad-
dressed in some of the recent architectures such as HR-Net.
3.3.2 Encoder-Decoder Models for Medical and Biomedical
Image Segmentation
There are several models initially developed for medi-
cal/biomedical image segmentation, which are inspired by
FCNs and encoder-decoder models. U-Net [49], and V-Net
[50], are two well-known such architectures, which are now
also being used outside the medical domain.
Ronneberger et al. [49] proposed the U-Net for segmenting
biological microscopy images. Their network and training
strategy relies on the use of data augmentation to learn
from the very few annotated images effectively. The U-Net
architecture (Figure 14) comprises two parts, a contracting
path to capture context, and a symmetric expanding path that
enables precise localization. The down-sampling or contract-
ing part has a FCN-like architecture that extracts features
with 3 ⇥ 3 convolutions. The up-sampling or expanding
part uses up-convolution (or deconvolution), reducing the
number of feature maps while increasing their dimensions.
Feature maps from the down-sampling part of the network
are copied to the up-sampling part to avoid losing pattern
information. Finally, a 1⇥1 convolution processes the feature
maps to generate a segmentation map that categorizes each
Figura 4.14: Deconvolutional semantic segmentation basata su VGG-16.
• SegNet: SegNet è un altro promettente lavoro nel campo della segmen-
tazione semantica; è stato proposto da Badrinarayanan et al. [49, Ba-
drinarayanan:2015] nel 2015 e propone un’architettura encoder-decoder
per la segmentazione di immagini. Simile alla deconvolution network,
il motore di segmentazione principale addestrabile di SegNet è costitui-
to da una rete di encoders, che è topologicamente identica ai 13 strati
convoluzionali della rete VGG-16, e una rete di decoders corrispondente,
seguita da uno strato di classificazione pixel-wise (vedi figura 4.15).
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(between image regions) and “patch-background” context to
improve semantic segmentation through the use of contex-
tual information.
Liu et al. [41] proposed a semantic segmentation algorithm
that incorporates rich information into MRFs, including high-
order relations and mixture of label contexts. Unlike previous
works that optimized MRFs using iterative algorithms, they
proposed a CNN model, namely a Parsing Network, which
enables deterministic end-to-end computation in a single
forward pass.
3.3 Encoder-Decoder Based Models
Another popular family of deep models for image seg-
mentation is based on the convolutional encoder-decoder
architecture. Most of the DL-based segmentation works use
some kind of encoder-decoder models. We group these works
into two categories, encoder-decoder models for general
segmentation, and for medical image segmentation (to better
distinguish between applications).
3.3.1 Encoder-Decoder Models for General Segmentation
Noh et al. [42] published an early paper on semantic
segmentation based on deconvolution (a.k.a. transposed
convolution). Their model (Figure 11) consists of two parts,
an encoder using convolutional layers adopted from the
VGG 16-layer network and a deconvolutional network that
takes the feature vector as input and generates a map of
pixel-wise class probabilities. The deconvolution network
is composed of deconvolution and unpooling layers, which
identify pixel-wise class labels and predict segmentation
masks.
Fig. 11. Deconvolutional semantic segmentation. Following a convolution
network based on the VGG 16-layer net, is a multi-layer deconvolution
network to generate the accurate segmentation map. From [42].
This network achieved promising performance on the
PASCAL VOC 2012 dataset, and obtained the best accuracy
(72.5%) among the methods trained with no external data at
the time.
In another promising work known as SegNet, Badri-
narayanan et al. [15] proposed a convolutional encoder-
decoder architecture for image segmentation (Figure 12).
Similar to the deconvolution network, the core trainable
segmentation engine of SegNet consists of an encoder net-
work, which is topologically identical to the 13 convolutional
layers in the VGG16 network, and a corresponding decoder
network followed by a pixel-wise classification layer. The
main novelty of SegNet is in the way the decoder upsamples
its lower resolution input feature map(s); specifically, it
uses pooling indices computed in the max-pooling step
of the corresponding encoder to perform non-linear up-
sampling. This eliminates the need for learning to up-sample.
The (sparse) up-sampled maps are then convolved with
trainable filters to produce dense feature maps. SegNet is also
significantly small r i the number of trainable parameters
than other competing architectures. A Bayesian version of
SegNet was also proposed by the same authors to model the
uncertainty inherent to the convolutional encoder-decoder
network for sce e segmentation [43].
Fig. 12. SegNet has no fully-connected layers; hence, the model is fully
convolutional. A decoder up-samples its input using the transferred pool
indices from its encoder to produce a sparse feature map(s). From [15].
Another popular model in this category is the recently-
developed segmentation network, high-resolution network
(HRNet) [44] Figure 13. Other than recovering high-
resolution representations as done in DeConvNet, SegNet,
U-Net and V-Net, HRNet maintains high-resolution repre-
sentations through the encoding process by connecting the
high-to-low resolution convolution streams in parallel, and
repeatedly exchanging the information across resolutions.
Many of the more recent works on semantic segmentation
use HRNet as the backbone by exploiting contextual models,
such as self-attention and its extensions.
Several other works adopt transposed convolutions, or
encoder-decoders for image segmentation, such as Stacked
Deconvolutional Network (SDN) [45], Linknet [46], W-Net
[47], and locality-sensitive deconvolution networks for RGB-
D segmentation [48]. One limitation of Encoder-Decoder
based models is the loss of fine-grained information of the
image, due to the loss of high-resolution representations
through the encoding process. This issue is however ad-
dressed in some of the recent architectures such as HR-Net.
3.3.2 Encoder-Decoder Models for Medical and Biomedical
Image Segmentation
There are several models initially developed for medi-
cal/biomedical image segmentation, which are inspired by
FCNs and encoder-decoder models. U-Net [49], and V-Net
[50], are two well-known such architectures, which are now
also being used outside the medical domain.
Ronneberger et al. [49] proposed the U-Net for segmenting
biological microscopy images. Their network and training
strategy relies on the use of data augmentation to learn
from the very few annotated images effectively. The U-Net
architecture (Figure 14) comprises two parts, a contracting
path to capture context, and a symmetric expanding path that
enables precise localization. The down-sampling or contract-
ing part has a FCN-like architecture that extracts features
with 3 ⇥ 3 convolutions. The up-sampling or expanding
part uses up-convolution (or deconvolution), reducing the
number of feature maps while increasing their dimensions.
Feature maps from the down-sampling part of the network
are copied to the up-sampling part to avoid losing pattern
information. Finally, a 1⇥1 convolution processes the feature
maps to generate a segmentation map that categorizes each
Figura 4.15: Il modello SegNet non ha fully-connected layers.
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La principale novità di SegNet sta nel modo in cui il decoder esegue
l’up-sampling delle feature map (a bassa risoluzione) che gli arrivano in
input; in particolare, per eseguire l’up-sampling non lineare a un parti-
colare livello del decoder, SegNet utilizza gli indici di pooling calcolati
nella fase di max pooling relativa all’encoder corrispondente. Ciò elimi-
na la necessità di apprendere la fase di up-sampling. Infine, le feature
map sovracampionate vengono quindi convolute con filtri addestrabili
per produrre feature map di tipo denso. Una caratteristica interessate di
SegNet sta nella dimensione del suo modello, significativamente più pic-
colo nel numero di parametri addestrabili rispetto ad altre architetture
concorrenti.
• UNet: Fra i diversi modelli che si ispirano agli FCN o agli encoder-
decoder U-Net è sicuramente quello più famoso. U-Net è stata proposta
per la prima volta nel 2015 da Ronneberger et al. [50, Ronneberger:2015]
ed è stato inizialmente sviluppato per la segmentazione di immagini me-
diche. Lo loro strategia, relativamente ad architettura e learning, si basa
sull’utilizzo della cosiddetta data augmentation al fine di apprendere in
modo efficace da un insieme limitato di dati. L’architettura U-Net (vedi
figura 4.16) comprende due parti: un percorso di contrazione per acqui-









Fig. 13. Illustrating th HRNet ar itecture. It consists of parallel high-to-low resolution convolution streams with repeated information exchange
across multi-resolution steams. There are four stages. The 1st stage consists of high-resolution convolutions. The 2nd (3rd, 4th) stage repeats
two-resolution (three-resolution, four-resolution) blocks. From [44].
pixel of the input image. U-Net was trained on 30 transmitted
light microscopy images, nd it won the ISBI cell tracking
challenge 2015 by a large margi .
Fig. 14. The U-net model. The blue boxes denote feature map blocks
with their indicated shapes. From [49].
Various extensions of U-Net have been developed for
different kinds of images. For example, Cicek [51] proposed
a U-Net architecture for 3D images. Zhou et al. [52] developed
a nested U-Net architecture. U-Net has also been applied
to various other problems. For example, Zhang et al. [53]
developed a road segmentation/extraction algorithm based
on U-Net.
V-Net is another well-known, FCN-based model, which
was proposed by Milletari et al. [50] for 3D medical image
segmentation. For model training, they introduced a new
objective function based on Dice coefficient, enabling the
model to deal with situations in which there is a strong im-
balance between the number of voxels in the foreground and
background. The network was trained end-to-end on MRI
volumes of prostate, and learns to predict segmentation for
the whole volume at once. Some of the other relevant works
on medical image segmentation includes Progressive Dense
V-net (PDV-Net) et al. for fast and automatic segmentation
of pulmonary lobes from chest CT images, and the 3D-CNN
encoder for lesion segmentation [54].
3.4 Multi-Scale and Pyramid Network Based Models
Multi-scale analysis, a rather old idea in image processing,
has been deployed in various neural network architectures.
One of the most prominent models of this sort is the Feature
Pyramid Network (FPN) proposed by Lin et al. [55], which
was developed mainly for object detection but was then also
applied to segmentation. The inherent multi-scale, pyramidal
hierarchy of deep CNNs was used to construct feature
Fig. 15. The PSPN architecture. A CNN produces the feature map
and a pyramid pooling module aggregates the different sub-region
representations. Up-sampling and concatenation are used to form the
final feature representation from which, the final pixel-wise prediction is
obtained through convolution. From [56].
pyramids with marginal extra cost. To merge low and high
resolution features, the FPN is composed of a bottom-up
pathway, a top-down pathway and lateral connections. The
concatenated feature maps are then processed by a 3 ⇥ 3
convolution to produce the output of each stage. Finally,
each stage of the top-down pathway generates a prediction
to detect an object. For image segmentation, the authors use
two multi-layer perceptrons (MLPs) to generate the masks.
Zhao et al. [56] developed the Pyramid Scene Parsing
Network (PSPN), a multi-scale network to better learn
the global context representation of a scene (Figure 15).
Different patterns are extracted from the input image using
a residual network (ResNet) as a feature extractor, with a
dilated network. These feature maps are then fed into a
pyramid pooling module to distinguish patterns of different
scales. They are pooled at four different scales, each one
corresponding to a pyramid level and processed by a 1 ⇥ 1
convolutional layer to reduce their dimensions. The outputs
of the pyramid levels are up-sampled and concatenated with
the initial feature maps to capture both local and global
context information. Finally, a convolutional layer is used to
generate the pixel-wise predictions.
Ghiasi and Fowlkes [57] developed a multi-resolution
reconstruction architecture based on a Laplacian pyramid
that uses skip connections from higher resolution feature
maps and multiplicative gating to successively refine seg-
ment boundaries reconstructed from lower-resolution maps.
They showed that, while the apparent spatial resolution of
convolutional feature maps is low, the high-dimensional fea-
ture representation contains significant sub-pixel localization
information.
There are other models using multi-scale analysis for
segmentation, such as DM-Net (Dynamic Multi-scale Filters
Network) [58], Context contrasted network and gated multi-
scale aggregation (CCN) [59], Adaptive Pyramid Context
Network (APC-Net) [60], Multi-scale context intertwining
(MSCI) [61], and salient object segmentation [62].
Figura 4.16: Il modello U-Net.
La parte di down-sampling o di contrazione ha un’architettura simile a
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una FCN che estrae le feature con filtri 3 × 3. La parte di up-sampling o
espansione utilizza la deconvoluzione (transpose convolution), riducendo
il numero di feature map con l’aumentare della loro dimensione. L’archi-
tettura si chiude con una convoluzione 1 × 1 che elabora le feature map
e produce una maschera di segmentazione per ogni pixel.
Caratteristiche La rete per garantirsi prestazioni migliori, si avvale
dell’utilizzo di skip connection grazie alle quali è in grado di combinare
e ricordare sia informazioni locali, provenienti dall’encoder, sia informa-
zioni contestuali, estratte dal decoder. Essa può inoltre essere adattata
a vari contesti: per esempio sono state sviluppate estensioni di U-Net
per immagini 3D o addirittura per la segmentazione di immagini stra-
dali. La quantità di dati necessari per addestrare un modello U-Net è
davvero limitato e di conseguenza è possibile implementare approcci di
tipo end-to-end oltre che di fine-tuning.
Multi-Scale Pyramid Network L’analisi multiscala è un’idea piuttosto
vecchia nell’elaborazione delle immagini ed ha trovato spazio anche in varie
architetture di reti neurali.
• FPN: Fra tutte le architetture proposte uno dei modelli più interessanti
è sicuramente Feature Pyramid Network (FPN) proposto da Lin et al.
[51, Lin:2016]; modello sviluppato principalmente per il rilevamento di
oggetti ma poi applicato anche alla segmentazione.
Deep ConvNet object detectors. With the development
of modern deep ConvNets [19], object detectors like Over-
Feat [34] and R-CNN [12] showed dramatic improvements
in accuracy. OverFeat adopted a strategy similar to early
neural network face detectors by applying a ConvNet as
a sliding window detector on an image pyramid. R-CNN
adopted a region proposal-based strategy [37] in which each
proposal was scale-normalized before classifying with a
ConvNet. SPPnet [15] demonstrated that such region-based
detectors could be applied much more efficiently on fea-
ture maps extracted on a single image scale. Recent and
more accurate detection methods like Fast R-CNN [11] and
Faster R-CNN [29] advocate using features computed from
a single scale, because it offers a good trade-off between
accuracy and speed. Multi-scale detection, however, still
performs better, especially for small objects.
Methods using multiple layers. A number of recent ap-
proaches improve detection and segmentation by using dif-
ferent layers in a ConvNet. FCN [24] sums partial scores
for each category over multiple scales to compute semantic
segmentations. Hypercolumns [13] uses a similar method
for object instance segmentation. Several other approaches
(HyperNet [18], ParseNet [23], and ION [2]) concatenate
features of multiple layers before computing predictions,
which is equivalent to summing transformed features. SSD
[22] and MS-CNN [3] predict objects at multiple layers of
the feature hierarchy without combining features or scores.
There are recent methods exploiting lateral/skip connec-
tions that associate low-level feature maps across resolu-
tions and semantic levels, including U-Net [31] and Sharp-
Mask [28] for segmentation, Recombinator networks [17]
for face detection, and Stacked Hourglass networks [26]
for keypoint estimation. Ghiasi et al. [8] present a Lapla-
cian pyramid presentation for FCNs to progressively refine
segmentation. Although these methods adopt architectures
with pyramidal shapes, they are unlike featurized image
pyramids [5, 7, 34] where predictions are made indepen-
dently at all levels, see Fig. 2. In fact, for the pyramidal
architecture in Fig. 2 (top), image pyramids are still needed
to recognize objects across multiple scales [28].
3. Feature Pyramid Networks
Our goal is to leverage a ConvNet’s pyramidal feature
hierarchy, which has semantics from low to high levels, and
build a feature pyramid with high-level semantics through-
out. The resulting Feature Pyramid Network is general-
purpose and in this paper we focus on sliding window pro-
posers (Region Proposal Network, RPN for short) [29] and
region-based detectors (Fast R-CNN) [11]. We also gener-
alize FPNs to instance segmentation proposals in Sec. 6.
Our method takes a single-scale image of an arbitrary






Figure 3. A building block illustrating the lateral connection and
the top-down pathway, merged by addition.
at multiple levels, in a fully convolutional fashion. This pro-
cess is independent of the backbone convolutional architec-
tures (e.g., [19, 36, 16]), and in this paper we present results
using ResNets [16]. The construction of our pyramid in-
volves a bottom-up pathway, a top-down pathway, and lat-
eral connections, as introduced in the following.
Bottom-up pathway. The bottom-up pathway is the feed-
forward computation of the backbone ConvNet, which com-
putes a feature hierarchy consisting of feature maps at sev-
eral scales with a scaling step of 2. There are often many
layers producing output maps of the same size and we say
these layers are in the same network stage. For our feature
pyramid, we define one pyramid level for each stage. We
choose the output of the last layer of each stage as our ref-
erence set of feature maps, which we will enrich to create
our pyramid. This choice is natural since the deepest layer
of each stage should have the strongest features.
Specifically, for ResNets [16] we use the feature activa-
tions output by each stage’s last residual block. We denote
the output of these last residual blocks as {C2, C3, C4, C5}
for conv2, conv3, conv4, and conv5 outputs, and note that
they have strides of {4, 8, 16, 32} pixels with respect to the
input image. We do not include conv1 into the pyramid due
to its large memory footprint.
Top-down pathway and lateral connections. The top-
down pathway hallucinates higher resolution features by
upsampling spatially coarser, but semantically stronger, fea-
ture maps from higher pyramid levels. These features are
then enhanced with features from the bottom-up pathway
via lateral connections. Each lateral connection merges fea-
ture maps of the same spatial size from the bottom-up path-
way and the top-down pathway. The bottom-up feature map
is of lower-level semantics, but its activations are more ac-
curately localized as it was subsampled fewer times.
Fig. 3 shows the building block that constructs our top-
down feature maps. With a coarser-resolution feature map,
we upsample the spatial resolution by a factor of 2 (using
nearest neighbor upsampling for simplicity). The upsam-
3
Figura 4.17: Il modello FPN.
Nel modello PSP si fa riferimento all’intrinseca gerarchia piramidale
multi-scala delle CNN profonde al fine di costruire piramidi dimensionali
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in modo estremamente efficiente (vedi figura 4.17). Per unire caratteristi-
che a bassa e alta risoluzione, l’FPN è composta da un percorso verticale
e decrescente in risoluzione e uno longitudinale costruito tramite connes-
sioni laterali. Le feature map concatenate vengono quindi elaborate da
una convoluzione 3 × 3 per produrre l’output di ogni fase. Infine, ogni
fase del percorso dall’alto verso il basso genera una previsione relativa
alla detection.
• PSPNet: Un’altra rete molto famosa è quella sviluppata da Zhao et al.
[52, Zhao:2016] PSPNet, una rete multi-scala costruita con l’obiettivo
di comprendere meglio la rappresentazione del contesto globale di una
scena. PSPNet si compone di tre blocchi fondamentali: una backbone
che effettua dilated convolution, un modulo di pooling piramidale e un
blocco di concatenazione.
– Dilated convolution: per quanto riguarda il primo modulo, la rete
estrae le feature utilizzando una residual net (ResNet) con dilated
convolution layer al posto dei classici blocchi di convoluzione (vedi
figura 4.18). Il valore di dilatazione specifica la densità da utilizzare
nei filtri durante l’operazione della convoluzione.
– Pooling piramidale: le feature estratte dalla backbone vengono poi
inserite in un modulo di pooling piramidale al fine di distinguere
pattern a scale diverse. Le feature sono processate su quattro scale
diverse, ciascuna corrispondente a un livello piramidale, e quindi
processate da un layer convoluzionale 1 × 1 al fine di ridurne la
dimensione.
– Concatenazione: gli output dei layer piramidali, dopo essere sta-
ti sottoposti ad un processo di up-sampling, vengono concatena-
ti alle feature estratte inizialmente (dalla backbone) per acquisire
sia informazioni locali che globali. Infine viene utilizzato un livello








Fig. 13. Illustrating the HRNet architecture. It consists of parallel high-to-low resolution convolution streams with repeated information exchange
across multi-resolution steams. There are four stages. The 1st stage consists of high-resolution convolutions. The 2nd (3rd, 4th) stage repeats
two-resolution (three-resolution, four-resolution) blocks. From [44].
pixel of the input image. U-Net was trained on 30 transmitted
light microscopy images, and it won the ISBI cell tracking
challenge 2015 by a large margin.
Fig. 14. The U-net model. The blue boxes denote feature map blocks
with their indicated shapes. From [49].
Various extensions of U-Net have been developed for
different kinds of images. For example, Cicek [51] proposed
a U-Net architecture for 3D images. Zhou et al. [52] developed
a nested U-Net architecture. U-Net has also been applied
to various other problems. For example, Zhang et al. [53]
developed a road segmentation/extraction algorithm based
on U-Net.
V-Net is another well-known, FCN-based model, which
was proposed by Milletari et al. [50] for 3D medical image
segmentation. For model training, they introduced a new
objective function based on Dice coefficient, enabling the
model to deal with situations in which there is a strong im-
balance between the number of voxels in the foreground and
background. The network was trained end-to-end on MRI
volumes of prostate, and learns to predict segmentation for
the whole volume at once. Some of the other relevant works
on medical image segmentation includes Progressive Dense
V-net (PDV-Net) et al. for fast and automatic segmentation
of pulmonary lobes from chest CT images, and the 3D-CNN
encoder for lesion segmentation [54].
3.4 Multi-Scale and Pyramid Network Based Models
Multi-scale analysis, a rather old idea in image processing,
has been deployed in various neural network architectures.
One of the most prominent models of this sort is the Feature
Pyramid Network (FPN) proposed by Lin et al. [55], which
was developed mainly for object detection but was then also
applied to segmentation. The inherent multi-scale, pyramidal
hierarchy of deep CNNs was used to construct feature
Fig. 15. The PSPN architecture. A CNN produces the feature map
and a pyramid pooling module aggregates the different sub-region
representations. Up-sampling and concatenation are used to form the
final feature representation from which, the final pixel-wise prediction is
obtained through convolution. From [56].
pyramids with marginal extra cost. To merge low and high
resolution features, the FPN is composed of a bottom-up
pathway, a top-down pathway and lateral connections. The
concatenated feature maps are then processed by a 3 ⇥ 3
convolution to produce the output of each stage. Finally,
each stage of the top-down pathway generates a prediction
to detect an object. For image segmentation, the authors use
two multi-layer perceptrons (MLPs) to generate the masks.
Zhao et al. [56] developed the Pyramid Scene Parsing
Network (PSPN), a multi-scale network to better learn
the global context representation of a scene (Figure 15).
Different patterns are extracted from the input image using
a residual network (ResNet) as a feature extractor, with a
dilated network. These feature maps are then fed into a
pyramid pooling module to distinguish patterns of different
scales. They are pooled at four different scales, each one
corresponding to a pyramid level and processed by a 1 ⇥ 1
convolutional layer to reduce their dimensions. The outputs
of the pyramid levels are up-sampled and concatenated with
the initial feature maps to capture both local and global
context information. Finally, a convolutional layer is used to
generate the pixel-wise predictions.
Ghiasi and Fowlkes [57] developed a multi-resolution
reconstruction architecture based on a Laplacian pyramid
that uses skip connections from higher resolution feature
maps and multiplicative gating to successively refine seg-
ment boundaries reconstructed from lower-resolution maps.
They showed that, while the apparent spatial resolution of
convolutional feature maps is low, the high-dimensional fea-
ture representation contains significant sub-pixel localization
information.
There are other models using multi-scale analysis for
segmentation, such as DM-Net (Dynamic Multi-scale Filters
Network) [58], Context contrasted network and gated multi-
scale aggregation (CCN) [59], Adaptive Pyramid Context
Network (APC-Net) [60], Multi-scale context intertwining
(MSCI) [61], and salient object segmentation [62].
Figura 4.18: Il modello PSPNet.
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DeepLab La convoluzione dilatata (nota anche come “atrous” convolution)
introduce un altro parametro nei layer convoluzionali, il tasso di dilatazione.
Le convoluzioni dilatate sono popolari nel campo della segmentazione real-
time e molte pubblicazioni recenti riportano l’uso di questa tecnica; fra le più
importanti troviamo la famiglia DeepLab.
• DeepLabv1-2: I modelli di segmentazione DeepLabv1 [53, Chen:2016-
v1] e DeepLabv2 [54, Chen:2016-v2] sono alcuni degli approcci di seg-
mentazione delle immagini più popolari, sviluppati da Chen et al. La
versione 2 ha tre caratteristiche chiave:
– Convoluzione dilatata: per affrontare la risoluzione decrescente nella
rete causata da max-pooling e stride;
– Atrous Spatial Pyramid Pooling (ASPP): feature layer convoluzio-
nale caratterizzato da filtri a più livelli di campionamento; ciò per-
mette alla rete di acquisire oggetti e contesto dell’immagine a più
scale e quindi segmentarli in modo robusto;
– Localizzazione degli oggetti: migliorata combinando metodi da CNN
e modelli grafici probabilistici.
• DeepLabv3 e DeepLabv3+ I modelli DeepLabv1 e DeepLabv2 so-
no stati migliorati da Chen et al prima nel 2017 con DeepLabv3 [55,
Chen:2017-v3] e poi nel 2018 con DeepLabv3+ [56, Chen:2018-v4].
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instance segmentation. They treat dense instance segmen-
tation as a prediction task over 4D tensors and present
a general framework that enables novel operators on 4D
tensors. They demonstrate that the tensor view leads to large
gains over baselines and yields results comparable to Mask
R-CNN. TensorMask achieves promising results on dense
object segmentation.
Many other instance segmentation models have been
developed based on R-CNN, such as those developed for
mask proposals, including R-FCN [70], DeepMask [71],
PolarMask [72], boundary-aware instance segmentation [73],
and CenterMask [74]. It is worth noting that there is another
promising research direction that attempts to solve the
instance segmentation problem by learning grouping cues for
bottom-up segmentation, such as Deep Watershed Transform
[75], real-time instance segmentation [76], and Semantic
Instance Segmentation via Deep Metric Learning [77].
3.6 Dilated Convolutional Models and DeepLab Family
Dilated convolution (a.k.a. “atrous” convolution) introduces
another parameter to convolutional layers, the dilation rate.
The dilated convolution (Figure 21) of a signal x(i) is defined
as yi =
PK
k=1 x[i + rk]w[k], where r is the dilation rate that
defines a spacing between the weights of the kernel w. For
example, a 3 ⇥ 3 kernel with a dilation rate of 2 will have
the same size receptive field as a 5 ⇥ 5 kernel while using
only 9 parameters, thus enlarging the receptive field with no
increase in computational cost. Dilated convolutions have
been popular in the field of real-time segmentation, and many
recent publications report the use of this technique. Some
of most important include the DeepLab family [78], multi-
scale context aggregation [79], dense upsampling convolution
and hybrid dilatedconvolution (DUC-HDC) [80], densely
connected Atrous Spatial Pyramid Pooling (DenseASPP) [81],
and the efficient neural network (ENet) [82].
Fig. 21. Dilated convolution. A 3 ⇥ 3 kernel at different dilation rates.
DeepLabv1 [37] and DeepLabv2 [78] are among some of
the most popular image segmentation approaches, developed
by Chen et al.. The latter has three key features. First is the use
of dilated convolution to address the decreasing resolution
in the network (caused by max-pooling and striding). Second
is Atrous Spatial Pyramid Pooling (ASPP), which probes an
incoming convolutional feature layer with filters at multiple
sampling rates, thus capturing objects as well as image
context at multiple scales to robustly segment objects at
multiple scales. Third is improved localization of object
boundaries by combining methods from deep CNNs and
probabilistic graphical models. The best DeepLab (using a
ResNet-101 as backbone) has reached a 79.7% mIoU score
on the 2012 PASCAL VOC challenge, a 45.7% mIoU score on
the PASCAL-Context challenge and a 70.4% mIoU score on
the Cityscapes challenge. Figure 22 illustrates the Deeplab
model, which is similar to [37], the main difference being the
use of dilated convolution and ASPP.
Fig. 22. The DeepLab model. A CNN model such as VGG-16 or ResNet-
101 is employed in fully convolutional fashion, using dilated convolution.
A bilinear interpolation stage enlarges the feature maps to the original
image resolution. Finally, a fully connected CRF refines the segmentation
result to better capture the object boundaries. From [78]
Subsequently, Chen et al. [12] proposed DeepLabv3,
which combines cascaded and parallel modules of dilated
convolutions. The parallel convolution modules are grouped
in the ASPP. A 1 ⇥ 1 c voluti n and batch normal sation
are added in the ASPP. All the outputs are concatenated and
processed by n ther 1 ⇥ 1 convolution to create the final
output with logits for each pixel.
In 2018, Chen et al. [83] released Deeplabv3+, which uses
an encod r-decoder architecture (Figure 23), including atrous
separable convolution, composed of a depthwise convolution
(spatial convo tion for each channel of th input) nd
pointwise convolution (1⇥1 convolution with the depthwise
convolution as input). They used the DeepLabv3 framework
as encoder. Th most relevant model has a modified Xce tion
backbone with more layers, dilated depthwise separable
convolutions instead of max pooling and batch normalization.
The best DeepLabv3+ pretrained on the COCO and the
JFT datas ts has obtained a 89.0% mIoU score on the 2012
PASCAL VOC challenge.
Fig. 23. The DeepLabv3+ model. From [83].
3.7 Recurrent Neural Network Based Models
While CNNs are a natural fit for computer vision prob-
lems, they are not the only possibility. RNNs are useful in
modeling the short/long term dependencies among pixels to
(potentially) improve the estimation of the segmentation map.
Using RNNs, pixels may be linked together and processed
sequentially to model global contexts and improve semantic
segmentation. One challenge, though, is the natural 2D
structure of images.
Visin et al. [84] proposed an RNN-based model for
semantic segmentation called ReSeg. This model is mainly
Figura 4.19: Il modello DeepLabv3+.
83
4.3. Feature extraction Capitolo 4. Approccio proposto
Nella versione più avanzata, DeepLabv3+ utilizza un’architettura enco-
der-decoder e atrous separable convolution composta da una convolu-
zione depth-wise (convoluzione spaziale per ciascun canale dell’input)
e una convoluzione point-wise (convoluzione 1 × 1 con la convoluzione
depth-wise come input) (vedi figura 4.19). L’encoder è caratterizzato
dal framework DeepLabv3. Il modello più rilevante sviluppato si basa su
una backbone Xception modificata con più strati e convoluzioni dilatate
separabili depth-wise al posto dei layer di max-pooling e batch norma-
lization. Il modello è stato pre-addestrato sui dataset COCO e JFT ed
ha ottenuto un punteggio IOU dell’89,0% nella famosa PASCAL VOC
challenge [57, pascal-voc-2012].
4.3 Feature extraction
La fase di feature extraction costituisce il passo più importante dell’approc-
cio proposto; infatti è proprio estraendo e confrontando elementi distintivi da
coppie di immagini che possiamo implementare un sistema robusto di detec-
tion di alterazioni. Dato che il task affrontato richiede di operare su coppie di
immagini è necessario che queste ultime siano confrontabili e sovrapponibili,
requisito soddisfatto nella fase di face alignment.
Alterazioni previste Stando dall’analisi svolta in 3, le alterazioni previste
durante la fase di verifica di un documento eMRTD possono essere essenzial-
mente nella forma di alterazioni geometriche o di beutification, pertanto la trat-
tazione si concentrerà sull’insieme di feature che permetteranno di individuare
tali alterazioni.
4.3.1 Descrittori legati ad alterazioni geometriche
Identificare alterazioni geometriche e strutturali a partire dalle sole imma-
gini raw è un compito estremamente difficile, per questo motivo il metodo
migliore per affrontare un task di questo tipo, consiste nell’estrarre un modello
logico delle immagini applicando su di esso le operazioni di detection.
Triangolazione di Delaunay
La struttura principalmente utilizzata per modellare un immagine del volto,
consiste in un grafo completamente connesso di punti bidimensionali. I punti
in questione sono punti chiave del volto e il loro calcolo può essere effettuato
sfruttando gli algoritmi di face alignment visti precedentemente. La costruzio-
ne del grafo, a questo punto, avviene effettuando una triangolazione dei punti
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appena individuati. L’algoritmo utilizzato per effettuare tale triangolazione
prende il nome di Traingolazione di Delaunay.
Triangolazione di punti Assumiamo che V ∈ R2 sia un insieme di punti
su un campo bidimensionale, allora T è una collezione di triangoli tali che:
• conv(P ) =
⋃
t∈T t.
• I vertici di tutti i triangoli di T sono punti di P
• Se p ∈ t per ogni p ∈ P, t ∈ T allora p è un vertice di t.
• Per ogni coppia di triangoli t, u ∈ T l’intersezione T ⋂U è un vertice
comune, un lato in comune o vuota.
Triangolazione di Delaunay Una triangolazione di un insieme finito
di punti P ⊂ R2 viene detta di Delaunay se il cerchio circoscritto ad ogni
triangolo è vuoto, ovvero nessun punto di P vi giace all’interno. Da questo
enunciato derivano le seguenti proprietà:
• Ogni insieme di punti (non tutti collineari tra di loro) ha una sola
triangolazione di Delaunay;
• Ogni triangolazione di Delaunay massimizza il più piccolo angolo interno
tra tutte le triangolazioni possibili;
• La triangolazione di Delaunay è il “duale” di un’altra costruzione geome-
trica nota come Tessellazione di Voronoi (vedi figura 4.20).
Figura 4.20: Triangolazione di Delaunay e Tassellazione di Voronoi costruite
a partire dai landmark del volto.
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Estrazione dei descrittori A partire dalla triangolazione costruita con De-
launay è possibile estrarre, da coppie di immagini, una serie di discrittori
caratteristici e relativi alle alterazioni geometriche presenti:
Differenze fra aree dei triangoli Il calcolo di questo descrittore è mol-
to semplice e consiste essenzialmente nel calcolare la differenza delle aree per
i triangoli corrispondenti nelle due immagini. Una volta calcolate le differen-
ze, queste vengono concatenate fra loro in modo da ottenere un descrittore
della dimensione pari al numero di triangoli individuati. Un descrittore di
questo tipo dovrebbe essere in grado di individuare alterazioni relative alla
conformazione geometrica delle parti del volto (vedi figura 4.21).
Figura 4.21: Il descrittore rileva un cambiamento nell’area dei due triangoli
Distanze tra centroidi dei triangoli Partendo dal presupposto che il
punto di massa di un oggetto è generalmente correlato con la forma dell’og-
getto stesso, si è deciso di sfruttare il concetto di centroide. Nel contesto della
detection di alterazioni, l’approccio consiste nel calcolare le differenze fra le
distanze euclidee del centroide dai vertici per tutte le coppie di triangoli cor-
rispondenti; tali distanze verranno concatenate al fine di ottenere un unico
descrittore. Un descrittore di questo tipo identifica alterazioni di forma come
in figura 4.22.
Figura 4.22: Il descrittore rileva un cambiamento nei centri di massa dei due
triangoli
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Differenza fra angoli dei triangoli L’idea sottostante il calcolo di que-
sto descrittore sta nel fatto che la forma dei triangoli dipenda fortemente dal
valore degli angoli presenti. L’estrazione di questo descrittore quindi, è ef-
fettuata andando a valutare in modo assoluto la differenza fra gli angoli di
triangoli corrispondenti e poi concatenando tali differenze in un’unica lista.
Questo descrittore identifica alterazioni di forma come in figura 4.23.
Figura 4.23: Il descrittore rileva un cambiamento negli angoli dei due triangoli.
Matrici di trasformazione affine dei triangoli Sempre in 3 abbiamo
affrontato il concetto di coordinata omogenea e il suo contributo nel definire
in modo semplice un insieme di trasformazioni. Fra tutte le trasformazioni
possibili, le affini sono quelle che si verificano più spesso in condizioni normali.























Dato che una trasformazione affine modella sia trasformazioni di traslazione,
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Per stimare una trasformazione affine sono necessarie almeno tre coppie di
punti che corrispondono ai gradi di libertà da gestire. Dato che lavoriamo con
coppie di triangoli, la trasformazione affine può essere estratta semplicemente
a partire dai vertici degli stessi.
Il descrittore risultante può essere ottenuto concatenando fra loro tutte le
matrici ed è in grado di individuare trasformazioni, come la rotazione in figura
4.24, che con gli altri metodi passerebbero inosservate.
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Figura 4.24: Il descrittore rileva una trasformazione di rotazione fra i due
triangoli.
4.3.2 Descrittori legati ad image beautification
L’image beautification è una tecnica volta a migliorare l’aspetto dei volti
presenti nelle immagini. Gli algoritmi di questo tipo generalmente operano
migliorando la risoluzione dell’immagine e “levigando” progressivamente le po-
rosità del viso. È necessario quindi individuare delle caratteristiche delle im-
magini che rispecchino tali alterazioni. A partire da un immagine è possibile
estrarre informazioni relative a:
• Colore: le feature colore estraggono le distribuzioni dei colori presenti
nell’immagine;
• Tessitura: queste feature mirano a rappresentare le texture presenti
nell’immagine;
• Forma: feature relative alla forma degli oggetti nell’immagine.
Dato che gli approcci di image beautification tendono a conservare le pro-
porzioni tra i colori — l’immagine deve apparire realistica, non snaturata —
si è deciso di non impiegare nell’approccio descrittori colore. Per quanto ri-
guarda la forma, sono stati già messi a punto dei descrittori per alterazioni
geometriche e dunque ci si auspica che siano in grado di identificare alterazioni
di questo tipo, se presenti.
I descrittori a cui si è dato maggior rilievo, quindi, sono proprio quelli re-
lativi alle tessitura poiché la beautification lavora principalmente modificando
la texture del viso. Qui di seguito analizzeremo uno dei principali algoritmi
per l’estrazione di queste feature, Local Binary Pattern.
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Local Binary Pattern (LBP)
Il descrittore più performante per quanto riguarda gli aspetti di tessitura è
sicuramente Local Binary Pattern (LBP), tecnica sviluppata nel lontano 2002
da Ojala et Al. [58, Ojala:2002].
Grazie alla semplicità di implementazione e computazione (utilizzo in so-
luzioni real-time) unita al loro potere discriminante, i LBP rappresentano il
descrittore più utilizzato nell’ambito della classificazione di fature di tessitura.
In contesti biometrici i LBP trovano spazio in una grande varietà di algorit-
mi di riconoscimento facciale, dell’iride e di impronte, motivazione che ne ha
spinto l’adozione nell’approccio di detection proposto.
Pattern locali L’idea che sta dietro al descrittore è molto semplice: al fine
di descrivere in modo robusto la tessitura di un’immagine, l’operatore lavora
considerando intorni locali e circolari dei singoli pixel dell’immagine in modo
da identificare la presenza di cambi di luminosità dei pixel nell’intorno rispetto
al pixel centrale. In questo senso LBP permette di definire due iper-parametri:
(a) il numero di punti cambione P , ossia quanti pixel prendere in considera-
zione nell’intorno (rarefazione dell’intorno) (b) il raggio dell’intorno circolare
R, ossia la distanza dei punti campione dal pixel in esame (vedi figura 4.25 ).
Ovviamente i due parametri sono correlati, in quanto la rarefazione dell’intor-
no è necessariamente connessa al raggio dell’intorno; per questo motivo alcune
implementazioni richiedono solamente uno dei due parametri.
Figura 4.25: Esempio di intorno in base ai parametri P e R.
Pattern binari Compreso il concetto di pattern locale, definiamo ora l’a-
spetto “binario” del descrittore. Poiché l’obiettivo di LBP è quello di descrivere
aspetti di tessitura nell’immagine, è necessario individuare i cambi di lumino-
sità che avvengono localmente e in modo ripetitivo con lo scopo di “contras-
segnare” il tipo di tessitura presente. Tale contrassegno è costruito andando
semplicemente a codificare in un sequenza binaria la presenza di discontinui-
tà fra la luminosità dei pixel nell’intorno ed il pixel centrale. La logica del
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confronto è molto semplice: per tutti i pixel nell’intorno più luminosi del pi-
xel centrale verrà assegnato il valore 1 altrimenti 0; questo produrrà così una
sequenza binaria, binary pattern, di una lunghezza che dipende dal numero
di punti campione (vedi figura 4.26). Infine si converte il pattern binario in
numero decimale, in modo da poter ricostruire la cosiddetta immagine LBP.
Figura 4.26: Esempio di costruzione della sequenza binaria.
Costruzione descrittore Arrivati a questo punto, a partire dall’immagine
LBP, è possibile costruire un descrittore semplicemente lavorando per estrazio-
ne di feature colore. Il metodo più robusto consiste nel suddividere l’immagine
in sotto-finestre, estraendo per ognuna di esse un istogramma colore. Il de-
scrittore finale sarà la concatenazione di tutti gli istogrammi calcolati (vedi
figura 4.27).
Figura 4.27: Costruzione del descrittore come concatenazione di istogrammi
calcolati su sotto-finestre dell’immagine LBP.
Ottimizzazioni Considerando l’utilizzo standard di 8 punti campione, il
numero di configurazioni attese sarà 28 = 256 ossia il numero massimo di liste
binarie di lunghezza 8. Abbiamo visto che queste sequenze, binary pattern,
rappresentano un buon indicatore della tessitura dell’immagine ma non tutte
le configurazioni sono discriminanti allo stesso modo. Esistono infatti, dei
binary pattern particolari, definiti “pattern uniformi”, che descrivono in modo
specifico gli aspetti di tessitura. Un binary pattern è definito uniforme quando,
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considerato in modo circolare, contiene al massimo due transizioni 0-1 o 1-0
(vedi figura 4.28).
cluster successfully. Time-frequency domain of the spectrograms satisfies these require-
ments: The whistles are narrow band and therefore sparse in the time-frequency
domain, and they cluster well as human observation can correctly classify them. In
fact that is the reason why early research used contour tracing successfully albeit its
complexity. It seems, then, that the time-frequency domain of the spectrogram is the
natural domain for feature vectors and the method of Local Binary Patterns (LBP)
operates on the spectrogram to derive feature vectors with the desired properties. LBP,
first developed for image processing (Ahohen et al., 2004; Huang and Huang, 1998;
Huang and Shan, 2011), has gained increasing popularity in the last decade due to its
effectiveness and simplicity. For the undertaken task, it eliminates the need for spectral
denoising, impulsive noise removal, and contour tracing. The LBP operator is robust,
effective, and computationally simple, resulting in a significant reduction in computa-
tional costs over the aforementioned methods.
In this paper, we conduct a study of applying the LBP method on dolphin
vocalizations to generate feature vectors. The spectrogram of each whistle is divided
into many small non-overlapping blocks from which LBP histograms are computed
and concatenated into a single, spatially enhanced feature histogram, which is then fed
into the k nearest neighbor (KNN) (Devijner and Kittler, 1982). According to the
KNN algorithm, an object is classified by a majority vote of its k nearest neighbors,
where k is typically a small positive integer. To evaluate the performance of the pro-
posed approach, the experimental results are compared with those using features
extracted from whistle contours.
2. Local binary patterns
The LBP operator (Ojala et al., 1996) serves as a descriptor of local spatial patterns
and gray scale contrast. An LBP label is a binary number created for each pixel
(a time-frequency spectral point) where each bit is assigned based on its difference
from one of the pixels at a given radius. Figure 1(a) shows a simple version that labels
each pixel by a number derived from its 3! 3 neighborhood. Neighboring pixels are
assigned a binary value of 1 if larger than the center pixel and 0 otherwise. An 8-bit bi-
nary number is formed by concatenating the bits and its decimal equivalent becomes
the label for the center pixel indicated by a circle. The LBP coder can be extended to
allow neighborhoods with different sizes (Ojala et al., 2002). A circularly symmetric
neighborhood can be constructed by defining a two parameter pair (P, R): The number
Fig. 1. (Color online) (a) The LBP operator. (b) Examples of texture primitives which can be detected by LBP, where
white circles represent ones and black circles zeros. For instance, the right-most pattern detects corners in an image.
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Figura 4.28: Esempi di pattern uniformi.
Con iderare solo i pattern uniformi p rmette di rispa miare memoria: i
pattern totali sono, infatti 2P mentre quelli uniformi sono solamente P (P −
1) + 2.
• P (P − 1): numero di disposizioni di 2 gruppi di elementi su P elementi
e quindi D(P, 2) = n!
(n−2)! = P (P − 1);
• 2 configurazioni estreme: quella vuota (flat), che identifica texture as-
senti, e quella piena (spot) che identifica un punto.
Nell’esempio precedente con P = 8 il numero di binary pattern da memo-
rizzare passa da 28 = 256 a 8(8− 1) + 2 = 58
4.4 Detection
Dopo aver estratto le feature utili alla detection l’ultimo passo necessario
per completare l’approccio consiste nell’allenare un classificatore a partire da
tali features, con lo scopo di riconoscere la presenza di alterazioni.
La scelta dei classificatori è veramente ampia, generalmente la scelta do-
vrebbe seguire questi parametri:
• SVM: classificatore molto potente da utilizzare in qualsiasi contesto. L’u-
nico aspetto importante risiede nella definizione del kernel adatto alla
dimensionalità dell’input;
• KNN: usato principalmente con feature di piccola dimensione e valori di
K non troppo elevati
• MLP: utilizzabile in contesti di learning non lineare; è importante che i
dati siano in grande quantità per garantire una buona generalizzazione;
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• Random Forest: versatile e potente come SVM; generalmente sono uti-




Analizzato uno schema di approccio generale e identificati i principali algo-
ritmi presenti allo stato dell’arte, il passo successivo consisterà nell’implemen-
tazione effettiva di un sistema finalizzato alla detection di alterazioni.
Dominio applicativo Dato che il sistema opererà nella sola fase di convali-
dazione di un documento eMRTD, il dominio di intervento si limiterà solamente
a fotografie ottenute secondo lo standard ISO ICAO [59, correlance:2021]. At-
tualmente sono già presenti alcuni tool per la convalida di immagini secondo
tale standard, per esempio Ferrara et al. [60, Ferrara:2012] hanno sviluppato
un sistema che verifica tutti i singoli requisiti ICAO informando l’utente nel
caso alcuni di questi non vengano soddisfatti.
A partire da questo contesto, il tool sviluppato non sarà indirizzato alla
detection dei singoli requisiti, bensì si appoggerà su immagini già convalidate
al fine di rilevare la presenza di alterazioni strutturali e semantiche non coperte
dai classici sistemi di verifica.
Contenuto del capitolo Rispetto ai capitoli precedenti, in questo caso la
trattazione sarà caratterizzata da aspetti più pratici e seguirà le fasi classiche
dell’ingegneria del software relative allo sviluppo di un sistema. In partico-
lare, una prima parte sarà dedicata alla descrizione dell’ambito di progetto e
dell’architettura proposta: verranno mostrati i principali requisiti estratti e si
inizierà a delineare un modello generale del sistema. Successivamente il focus
si sposterà sulla descrizione degli aspetti implementativi della soluzione: ver-
ranno esposte le scelte più importanti e si fornirà una descrizione dettagliata
degli algoritmi utilizzati.
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5.1 Processo di sviluppo
In questa sezione verranno analizzati in dettaglio i processi relativi alle
metodologie di sviluppo e gestione di progetto utilizzati.
5.1.1 Metodologia di sviluppo
Per quanto riguarda la metodologia di sviluppo scelta, si è deciso di optare
per un PMLC1 di tipo tradizionale. Questa scelta deriva dalla natura del
progetto sviluppato, maggiormente incentrato su algoritmi specifici del campo
in questione che ad aspetti di modellazione. In particolare la gestione dello
sviluppo ha seguito un modello incrementale, inizialmente caratterizzato da
rilasci frequenti di piccoli test funzionanti relativi al framework di funzionalità,
e infine concluso con un unico rilascio del sistema.
5.1.2 Gestione di progetto
Il progetto sviluppato è caratterizzato dalla presenza di una deadline molto
stretta; dato questo presupposto è fondamentale mettere in campo una serie di
tecnologie e strumenti che permettano di semplificare e velocizzare il processo
di gestione e sviluppo. Al giorno d’oggi il mercato propone una serie di stru-
menti estremamente potenti e molti di questi vengono forniti gratuitamente a
studenti universitari. Qui di seguito verranno elencati i tool utilizzati e verrà
fornita una breve descrizione delle loro peculiarità.
Atlassian Atlassian è un’azienda leader nel settore della gestione di progetto
agile. Atlassian fornisce una serie di tool molto interessanti che garantiscono
all’utente un ottimo ambiente integrato di gestione. Questi tool sono:
• Trello: in ambiente Atlassian Trello esprime il suo massimo potenziale.
Esso può essere integrato con tutte le soluzioni sviluppate garantendo
così un ambito di controllo ancora più vasto. Relativamente all’elabo-
rato, Trello ha permesso di modellare agilmente e in modo centralizzato
l’insieme dei moduli software progettati.
• Bitbucket: è un DVCS2 avanzato compatibile con git e mercurial. È de-
finito avanzato poiché fornisce, oltre alla semplice gestione del codice, an-
che un insieme di soluzioni CI. Proprio tali soluzioni sono state sfruttate
al fine di avere un check costante sulla qualità del codice sviluppato.
1PMLC=Project Management Life Cycle, ossia ciclo di vita del processo di gestione di
progetto
2Controllo di versione distribuito del codice. Un DVCS si integra con i più famosi tool
di versioning (git, mercurial, ecc) e garantisce uno storage permanente lato cloud.
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• Confluence: è uno strumento di collaborazione che permette di gestire
in modo centralizzato messaggi, riunioni e documentazione progetti. L’a-
spetto di documentazione di progetto è stato quello più utilizzato: grazie
ad esso infatti è stato possibile connettere aspetti teorici di dominio (pa-
pers, algoritmi e soluzioni allo stato dell’arte) all’ambito di gestione e
sviluppo.
5.2 Analisi dei requisiti
In questa fase sono stati individuati i requisiti del sistema, partendo da
una descrizione di alto livello, ottenuta mettendosi nei panni di un eventuale
committente, e procedendo con un raffinamento che ha portato alla definizione
di requisiti più specifici, chiari e strutturati. Fra le tipologie estratte troviamo:
requisiti di business, requisiti utente, requisiti funzionali e non funzionali.
5.2.1 Requisiti di business
Si definiscono di seguito, ad altissimo livello, i requisiti che dovrà avere
il sistema secondo le aspettative di un potenziale committente. Supponen-
do che il tool sviluppato debba essere rivolto ad un reparto dedicato al rila-
scio di documenti di identità elettronici, è fondamentale che presenti queste
caratteristiche:
• Caricamento di immagini: deve essere possibile effettuare l’upload
di immagini di qualsiasi dimensione. Fra le varie modalità si richie-
de l’integrazione con strumenti di acquisizione presenti sull’elaboratore
(webcam);
• Visualizzazione dei risultati: deve essere presente una visualizzazione
relativa ai risultati della detection.
5.2.2 Requisiti utente
L’utente modellato in fase di analisi consiste in un operatore dedicato al
rilascio di documenti di riconoscimento. Si presume che tale operatore pos-
segga già strumenti di verifica di conformità di immagini del volto (standard
ISO/IEC-39794) e che questo tool venga utilizzato per la detection di alte-
razioni geometriche e di beutification. I requisiti utente, integrati con i re-
quisiti di business definiti precedentemente, sono stati riassunti all’interno del
diagramma di casi d’uso in figura 5.1.
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Figura 5.1: Diagramma di casi d’uso estratto dai requisiti.
Come vediamo, dal punto di vista dell’operatore, il sistema dovrà presentare
queste caratteristiche:
• Caricamento foto: dovranno essere caricate due foto all’interno del
sistema: una foto sorgente acquisita live o tramite upload sul sistema
e una foto target presentata dall’utente in fase di sottomissione della
richiesta del documento d’identità.
• Elaborazioni e feedback relativo : il sistema dovrà permettere all’o-
peratore di attuare una serie di elaborazioni; a fronte di ogni operazione
il sistema dovrà fornirne un feedback relativo.
• Risultato della detection: i dati relativi alla detection dovranno essere
mostrati in modo comprensibile all’operatore.
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5.2.3 Requisiti funzionali
A partire dai requisiti utente, l’estrazione dei requisiti funzionali ha ri-
chiesto molto più tempo, infatti, dato il particolare contesto applicativo del
problema, l’individuazione di tali requisiti è stata possibile solo dopo aver defi-
nito e studiato un modello di approccio (vedi 4). I requisiti funzionali completi























Figura 5.2: RBS rappresentante l’insieme dei requisiti funzionali.
• Caricamento immagini: questo macro-requisito riprende i requisiti di
caricamento definiti precedentemente;
• Processing: al fine di rendere le immagini confrontabili, è necessaria
una fase di processing volta prima di tutto ad effettuare un allineamento
e infine una normalizzazione;
• Detection: la fase di detection è stata notevolmente raffinata rispet-
to ai requisiti espressi precedentemente. Essa è composta da due step
fondamentali:
– Classificazione: effettuata sui descrittori delle due immagini allo
scopo di ottenere delle predictions di alterazione;
– Segmentazione: necessaria per ricavare indici di similarità tra le due
immagini.
• Visualizzazione: gli aspetti di visualizzazione sono di fondamentale im-
portanza, per questo motivo sono stati inseriti all’interno di tutti i macro-
requisiti. Tali requisiti includono aspetti visivi (immagini processate) e
testuali (indici di detection).
3RBS=Requirement Breakdown Structure
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5.2.4 Requisiti non funzionali
Il sistema dovrà rispettare alcuni requisiti non funzionali che ne determi-
neranno la qualità:
• Reattività: l’utente deve poter eseguire operazioni aspettandosi un livello
di reattività del sistema accettabile a seconda del task richiesto;
• Usabilità: è richiesta una buona usabilità affinché un eventuale operatore
possa apprenderne facilmente l’utilizzo;
• Trasparenza: le operazioni svolte dal tool devono essere visibili all’utente
che in questo modo può tenerne traccia in tutte le fasi di analisi.
5.3 Design architetturale
Dopo un’attenta analisi dello scope di progetto, si è proceduto con la fase di
design architetturale convertendo i requisiti estratti precedentemente in entità
del modello. Sebbene tali requisiti rappresentino completamente il dominio di
intervento, la loro conversione ad entità di progetto introduce un problema di
estendibilità della soluzione. Infatti, supponendo che il sistema possa essere
dispiegato in contesti enterprise, è necessario creare una netta distinzione fra
Backend e Frontend, permettendo così ad un’azienda di sfruttare l’architettura
sia in formato on-premise sia in formato remoto, per esempio in cloud.
Al fine di risolvere questo problema, si è deciso quindi di raggruppare tut-
ti gli elementi di Backend all’interno di un framework di funzionalità esposto
tramite un’API condivisa. Così facendo, il modello proposto si apre alla pos-
sibilità di essere convertito agilmente sia in soluzioni monolitiche che soluzioni







Figura 5.3: Esempio di deploy in modalità client server.
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5.3.1 Framework
Abbiamo visto come il framework rappresenti l’aspetto più importante e
complesso del sistema proposto; vediamo ora come è stato strutturato. Dato
che quest’ultimo consiste essenzialmente in una libreria di funzionalità, si è
deciso di suddividerlo in base alla tipologia di operazioni svolte sulle imma-
gini cercando di seguire il più possibile l’approccio di detection proposto. Il
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Figura 5.4: Diagramma di classi relativo al framework proposto.
• Operazioni su immagini del volto: gli aspetti di operazione su
immagini del volto possono essere suddivisi in
– Operazioni di trasformazione: sono state definite due entità:
FaceAligner che modella l’allineamento del volto;
HomographyTransformer dedicata all’operazione di omografia.
– Operazioni sulla morfologia del volto: qui troviamo le due classi de-
dicate alle operazioni morfologiche più importanti:
LandmarkPredictor e FaceDetector. Queste primitive sono utiliz-
zate da numerose altre classi fra cui DelaunayTriangolation che
ha il compito di estrarre la triangolazione del volto.
– Utility: rappresentano generiche utilità di libreria riferite al contesto
della gestione di immagini.
• Classificazione: l’ambito della classificazione rappresenta il primo bloc-
co relativo agli aspetti di detection. Questo package racchiude:
– Classificatori: è stato modellato un multi-classificatore principale
(Multiclassifier) a partire da due classificatori di tipo SVM e
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RandomForest (SVMRF) affiancati a un classico Multi Layer Percep-
tron (MLP).
– Descrittori: sono state definite due tipologie di descrittori:
LocalBinaryPattern e TriangleDescriptor dedicati all’estrazio-
ne di features in accordo all’approccio proposto. Tali descritto-
ri, operanti su singole immagini, sono stati poi unificati all’inter-
no di un unico descrittore di alterazioni (AlterationDescriptor),
operante su coppie di immagini.
– Training e Prediction: gli aspetti di training e prediction, compresa
la modellazione del dataset, sono stati modellati come classi al fine
di rendere più agevole l’insieme di operazioni connesse.
• Segmentazione: secondo blocco relativo agli aspetti di detection. In
questo caso la modellazione ha riguardato solo a gli aspetti di modello
(SegmentationModel) e quelli di inferenza (FaceSegmenter) poiché il
training è stato svolto su una piattaforma dedicata.
• Risultati della detection: la modellazione del concetto di risulta-
to è stata svolta, sia relativamente agli aspetti di segmentazione con
SegmentationResult, sia di classificazione con PredictionResult. Nel
primo caso, la classe modella una risposta tramite maschera e misure,
mentre nel secondo caso si fa riferimento solo a probabilità.
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5.3.2 Applicazione
Definito il framework di backend, vediamo ora la modellazione relativa
all’applicativo in formato monolitico. L’applicazione, in questo senso, può



















showImages(img1: NDArray, img2: NDArray): void
showAligned(img1: NDArray, img2: NDArray): void
showTriangulation(img1: NDArray, img2: NDArray): void
showClassificationResult(results: List[float]): void
showSegmentation(img1: NDArray, img2: NDArray): void






predict(img1: NDArray, img2: NDArray): list[float]
Figura 5.5: Diagramma di classi relativo all’architettura dell’applicazione.
La suddivisione dei ruoli è espressa di seguito:
• Model: la suddivisione operata precedentemente fra framework e fron-
tend la si può notare nella definizione del concetto di Model. Esso, infatti,
è stato assimilato al framework di funzionalità dato che il suo scopo è pro-
prio quello di rispondere a richieste di operazioni, proprio come farebbe
un model.
• Controller: il controller rappresenta il punto di contatto fra Model e
View e inoltre racchiude dentro di sé la logica fondamentale dell’applica-
zione.
4MVC: Model View Controller
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• View: l’interfaccia grafica riprende il concetto di Observer lavorando,
a livello di interazione, prima in modo attivo con l’invio di comandi al
controller e successivamente in modo passivo ricevendo aggiornamenti.
5.4 Implementazione: Face Alignment
In 4.1 abbiamo visto quanto sia pervasivo il concetto di face-alignment
nell’ambito degli algoritmi di visione artificiale. Abbiamo sottolineato, inoltre,
come questo termine venga generalmente confuso con l’allineamento visivo di
immagini, quando in realtà lo scopo fondamentale consiste nell’estrazione dei
cosidetti landmark del volto. Nell’ambito della soluzione proposta l’estrazione
di landmark ha costituito uno degli elementi cardine grazie ai quali è stato
possibile rendere comparabili coppie di immagini.
Relativamente all’approccio proposto quando parliamo di face alignment
faremo riferimento ai processi di:
• Identificazione della struttura geometrica dei volti nelle immagini digitali;
• Tentativo di ottenere un allineamento canonico del viso basato su trasla-
zione, scala e rotazione.
Metodi di allineamento del volto Esistono molte forme di allineamen-
to del viso. Alcuni metodi tentano di imporre un modello 3D (predefinito)
e quindi applicano una trasformazione all’immagine di input in modo che i
punti di riferimento sul volto di input corrispondano ai punti di riferimento sul
modello 3D. Altri metodi più semplicistici (come quello scelto nel nostro caso),
si basano solo sui punti di riferimento facciali stessi (in particolare, le regioni
dell’occhio) per ottenere una rotazione, una traduzione e una rappresentazione
in scala normalizzata del viso.
L’allineamento del viso può essere visto come una forma di “normalizzazio-
ne dei dati”. Proprio come si può normalizzare un insieme di vettori di feature
tramite zero-mean transform o min-max scaling, prima di addestrare un mo-
dello di apprendimento automatico, è molto comune allineare i volti presenti
all’interno del dataset.
5.4.1 Approccio implementato
L’obiettivo dell’approccio proposto consiste nel definire una trasformazione
che, dato un insieme di landmark in input, sia capace di deformare l’immagine
al fine di allinearla in modo robusto.
La deformazione definisce l’immagine secondo nuove coordinate di output
e dovrebbe produrre immagini del volto che:
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• Siano centrate nell’immagine;
• Siano ruotate in modo che gli occhi si trovino su una linea orizzontale;
• Siano ridimensionate in modo che le dimensioni delle facce siano appros-
simativamente identiche.
Per ottenere ciò, è stata implementata una classe Python, FaceAligner,
dedicata all’allineamento dei volti utilizzando una trasformazione affine. L’al-
goritmo di allineamento è stato implementato riferendosi allo pseudocodice
definito nel libro “Mastering OpenCV with Practical Computer Vision Projec-
ts”.
FaceAligner La classe FaceAligner è stata definita in base a quattro pa-
rametri fondamentali:
• predictor: è il modello utilizzato per estrarre i landmarks;
• desiredLeftEye: è una tupla opzionale (x, y) che specifica la posizio-
ne dell’occhio sinistro nell’immagine di output desiderata. In generale è
comune vedere percentuali che variano tra il 20 e il 40%. Queste per-
centuali controllano quanta parte del viso è visibile dopo l’allineamento.
Le percentuali esatte utilizzate variano da applicazione a applicazione;
con il 20% si ottiene fondamentalmente una vista "ingrandita" del viso,
mentre con valori maggiori il viso apparirà a una distanza maggiore.
• desiredFaceWidth: parametro opzionale che definisce le dimensioni
dell’immagine di output; il valore predefinito è 256.
Algoritmo Una volta definiti i parametri della classe vediamo come funziona
l’algoritmo implementato; la descrizione verrà fatta passo passo di seguito:
1. Estrazione della shape: prima di tutto vengono estratti i landmark dal-
l’immagine in questione; per fare ciò ci si appoggia alle classi
FaceDetection e LandmarkPredictor;
2. Estrazione landmark oculari: vengono individuati i landmark che fan-
no riferimento alle zone degli occhi; questo è possibile poiché la fase di
estrazione è consistente e produce sempre 68 punti sempre nello stesso
ordine;
3. Centri di massa: ottenute le posizioni dei landmark riferiti agli occhi,
si procede a calcolarne i centri di massa in modo da avere una stima
robusta della posizione media dei due occhi;
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4. Angolo di rotazione: si estrae quindi l’angolo formato dalla retta che
congiunge i punti medi dei due occhi; l’estrazione richiede il calcolo di
un arco-tangente normalizzato sottraendo 180 gradi. L’angolo estratto
costituisce il primo ingrediente per la matrice di trasformazione affine,
l’angolo di rotazione;
5. Calcolo della posizione dell’occhio destro: calcoliamo la posizione deside-
rata dell’occhio destro in base alla coordinata x della posizione dell’occhio
sinistro definita come parametro di classe; Sottraiamo la x della posizione
desiderata dell’occhio sinistro da 1.0 perché la x dell’occhio destro do-
vrà essere equidistante dal bordo destro dell’immagine così come l’occhio
sinistro lo era dal bordo sinistro;
6. Calcolo della scala: possiamo quindi determinare la scala del viso pren-
dendo il rapporto tra la distanza tra gli occhi nell’immagine corrente e
la distanza tra gli occhi nell’immagine desiderata. Ora che abbiamo il
nostro angolo di rotazione e scala manca solamente il centro di rotazione;
7. Centro di rotazione: l’operazione è molto semplice e consiste nel calcolare
il punto medio fra i due occhi;
8. Matrice di trasformazione: possiamo quindi estrarre la matrice di tra-
sformazione. Per calcolarla è molto semplice: basta richiamare il metodo
cv2.getRotationMatrix2D avendo cura di passare come parametri di
input il centro di rotazione, l’angolo di rotazione e la scala.
9. Trasformazione affine: la trasformazione affine avviene invocando il me-
todo cv2.warpAffine che, data un’immagine e una matrice di trasfor-
mazione, produce in output l’immagine trasformata.
Figura 5.6: Esempio di allineamento su immagine con volto ruotato.
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5.5 Implementazione: Face Parsing
Il task della segmentazione semantica ha rappresentato, nel contesto di
sviluppo, una delle sfide più difficili e allo stesso tempo più stimolanti di tutto
il progetto. A partire da un lungo studio (affrontato in 4.2) relativo alle varie
tecniche di segmentazione semantica presenti allo stato dell’arte, si è deciso di
affrontare il problema sfruttando un approccio moderno, basato su reti neurali.
L’approccio al problema può essere suddiviso nei seguenti passi:
1. Definizione del task di interesse: passo fondamentale dato che da
questo deriva l’inquadramento di tutta la fase di training;
2. Scelta del modello di rete: relativamente al task in questione biso-
gnerà scegliere il modello più consono in base a qualità e performance di
segmentazione;
3. Scelta del dataset di riferimento: i dati sono il carburante dei modelli
a reti neurali: questo significa che è necessario scegliere accuratamente
un dataset che sia il più possibile rappresentativo del problema;
4. Caricamento e processing dei dati: ogni modello di rete richiede che
le immagini siano presentate alla rete secondo uno standard preciso;
5. Analisi e preparazione dei dati: splitting del dataset e definizione
delle trasformazioni da effettuare in fase di training;
6. Training del modello: il training di una rete neurale è un task vera-
mente complesso, in questo senso bisognerà individuare gli iperparametri
che sapranno fornire i risultati migliori;
7. Valutazione delle prestazioni: completata la fase di training verranno
mostrate le performance del modello;
5.5.1 Definizione del task di interesse
Gli ambiti di applicazione della semantic segmentation sono numerosi ed
è veramente complesso districarsi al fine di scegliere quello più corretto. For-
tunatamente, nel nostro caso, esiste un ambito molto specifico a cui siamo
interessati: quello della segmentazione facciale. Questo tipo di segmentazione,
chiamata anche face parsing, solitamente è applicata per segmentare immagini
del volto al fine di estrarne le strutture fondamentali (naso, occhi, bocca, ecc).
Nel nostro caso l’utilizzo che ne faremo si limiterà all’estrazione di una serie di
misurazioni a partire da coppie di immagini; lo scopo sarà quello di identificare
la presenza di alterazioni al variare di misure come la Intersection Over Union
(IOU).
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5.5.2 Scelta del modello di rete e framework utilizzato
Esistono numerosi modelli di rete che possono essere applicati al problema
del face parsing; per questo motivo si è deciso di indagare sul web al fine
di individuare quale modello, sulla carta, potesse fornire prestazioni migliori.
Sebbene la ricerca non abbia prodotto risultati, essa ha permesso di scoprire
l’esistenza di un framework dedicato alla segmentazione.
Segmentation Models Il framework in questione prende il nome di segmen-
tation models [61, Yakubovskiy:2019] ed è attualmente disponibile in formato
open-source su GitHub e anche sotto forma di modulo Python.
Caratteristiche Il framework gode delle seguenti caratteristiche:
• Integrazione con Keras: i modelli disponibili garantiscono un’inte-
grazione completa e sempre aggiornata con il motore Keras. Tale inte-
grazione è disponibile sia per la versione stand-alone di Keras, sia per la
versione integrata in Tensorflow.
• Modelli presenti: come si può intuire dal nome, il framework presenta
un’ampia scelta di modelli (vedi figura 5.7).
Figura 5.7: Modelli messi a disposizione da “Segmentation Models”.
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A partire dalle esperienze degli utenti che hanno utilizzato questi modelli,
è emerso come per la maggior parte di essi U-Net costituisse la scelta mi-
gliore, soprattutto se affiancata a backbones robuste. Per questo motivo
ci si è indirizzati verso questa scelta.
• Backbone di supporto: un altro aspetto davvero interessante della
libreria sono il numero spropositato di backbone integrabili nei modelli
di segmentazione (vedi figura 5.8). Si passa dai modelli classici come
VGGNet, ResNet a modelli più avanzati come DenseNet, Inception o
addirittura EfficientNet.
Figura 5.8: Backbones utilizzabili in “Segmentation Models”.
È proprio sui modelli EfficientNet che bisogna fare un appunto. Tali
modelli sono fra i più avanzati e performanti disponibili e come vedremo
saranno integrati in fase di training al fine di dare un boost maggiore alle
prestazioni.
Tutti i modelli elencati vengono forniti con pesi pre-addestrati sul dataset
ImageNet, questo significa che la libreria assume di default un approccio
basato su fine tuning. Per le reti EfficientNet c’è la possibilità di avere
pesi addestrati sul database NoisyStudent.
• Semplicità: data la grande integrazione con Keras la libreria si presenta
in modo estremamente semplice. Per definire un modello, infatti, basta
semplicemente seguire lo snippet 1
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Listato 1: Utilizzo del framework
import segmentation_models as sm
BACKBONE = ’resnet34 ’
preprocess_input = sm.get_preprocessing(BACKBONE)
# load your data

















validation_data =(x_val , y_val),
)
5.5.3 Scelta del dataset di riferimento: CelebAMask-HQ
Fra i dataset relativi ad immagini del volto, il più completo presente at-
tualmente disponibile è CelebAMask-HQ.
Il dataset in questione è stato costruito da Lee et al. [62, Lee:2020] al fine
di mettere in campo una soluzione di Diverse and Interactive Facial Image
Manipulation. Il sistema sviluppato prende il nome di MaskGan ed è costituito
da una rete di tipo generativo capace di effettuare manipolazioni di volti in
modo diversificato e interattivo. In questo contesto, il dataset deriva dalla
necessità dei ricercatori di utilizzare informazioni di tipo semantico in contesti
generativi: queste hanno permesso, infatti, di ottenere manipolazioni a livelli
di precisione e fedeltà allo stato dell’arte.
Caratteristiche CelebAMask-HQ è un dataset su larga scala costituito da
maschere semantiche del volto e costruito a partire da immagini di celebrità
presenti sul web. Esso contiene 30,000 immagini di volti in alta risoluzione
estratti dal più grande CelebA dataset. Fra le proprietà più interessanti del
dataset troviamo:
• Annotazioni complete e precise: CelebAMask-HQ è stato annotato
a mano con precisione, utilizzando dimensioni standard di 512 × 512. Le
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annotazioni presenti comprendono 19 classi relative a tutte le componenti
facciali con l’aggiunta di eventuali accessori. L’insieme delle label pre-
senti è costituito da: "pelle", "naso", "occhi", "sopracciglia", "orecchie",
"bocca", "labbra", "capelli", "cappello", "occhiali", "orecchino", "colla-
na", "collo" e "vestiti". Un tale numero di classi garantisce una grande
libertà in fase di selezione dato che ogni label è presente in un’immagine
a sé stante.
Un aspetto molto importante, relativo alla segmentazione implementata
nel dataset, sta nella discriminazione che viene fatta relativamente alle
parti del volto. Il lavoro degli annotatori è stato talmente minuzioso da
fornire maschere dedicate alle singole istanze delle parti del volto. Sono
presenti segmentazioni relative a occhio, orecchio e sopracciglia destro
o sinistro, labbro superiore e inferiore e così via. Tale precisione lascia
grande libertà al programmatore, il quale può decidere se applicare una
compressione delle label sotto un’unica maschera (occhio−l+occhio−r =
occhio)
• Selezione della dimensione delle maschere: la dimensione delle
immagini in CelebAHQ è stata inizialmente fissata a 1024 × 1024. Tut-
tavia, è stata scelta una dimensione minore, di 512 × 512, poiché il
costo dell’etichettatura a 1024 × 1024 avrebbe richiesto ingenti somme
di denaro.
• Controllo di qualità: Dopo l’etichettatura manuale, è stato effettua-
to un controllo di qualità su ogni singola maschera di segmentazione.
Inoltre, al fine di limitare gli errori di segmentazione, i ricercatori han-
no chiesto agli annotatori di perfezionare tutte le maschere con diversi
round di iterazioni.
• Gestione occlusioni: Per la gestione delle occlusioni, è stato richiesto
agli annotatori di inferire l’annotazione nel caso in cui il componente del
viso fosse parzialmente occluso. Nel caso di occlusione totale è stato,
invece, richiesto di non annotare l’elemento.
Immagini CelebAMask-HQ viene fornito sotto forma di due cartelle prin-
cipali: /images dove sono contenute le immagini originali in risoluzione 1024
× 1024 e /annotations dove sono contenute le maschere di segmentazione in
risoluzione 512 × 512. Sebbene il dataset si basi su un numero di etichette pari
a 19, le immagini presenti difficilmente presenteranno tutte le caratteristiche.
Per esempio, come si può vedere in figura 5.9, nell’immagine originale sono
presenti solamente alcune caratteristiche le quali sono state opportunamente
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segmentate in maschere corrispondenti. È interessante notare come gli annota-
tori, in questo caso, abbiano scelto di non classificare la corona sotto la classe
“copricapo”, forse per via del conflitto semantico che esiste fra i due concetti.
Figura 5.9: Esempio di immagine e maschere correlate.
5.5.4 Caricamento e processing dei dati
Una delle fasi più frustranti relative al training di una rete neurale è si-
curamente la fase di caricamento dei dati. Ogni dataset, infatti, presenta
caratteristiche uniche a seconda di come è stato organizzato; spetta quindi al
programmatore trovare una logica di caricamento adeguata.
Formato delle maschere di segmentazione Nell’ambito dell’image seg-
mentation, generalmente le maschere di segmentazione possono essere fornite
nei seguenti formati:
• Formato binario (black/white): utilizzato nei problemi di segmentazione
binaria in cui l’obiettivo consiste nel separare un oggetto dallo sfondo;
• Formato RGB: tipico di dataset in cui il numero di classi da segmentare
è superiore a 1 e inferiore a 3 (compreso il background). In questo caso
si sfruttano i tre canali RGB al fine di veicolare informazioni relative alle
tre classi da segmentare;
• Formato RGB compatto: utilizzato per veicolare informazioni di più clas-
si codificandole sotto forma di colori RGB. Sebbene questo metodo per-
metta di definire un numero arbitrario di classi risparmiando spazio su
disco, richiede uno sforzo computazionale maggiore al fine di estrarre le
varie maschere dall’immagine RGB;
• Formato binario multi-classe: ogni singola maschera viene codificata
sotto forma di immagine binaria e salvata su disco. È un approccio
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molto costoso a livello di memoria ma garantisce tempi di caricamento
notevolmente inferiori.
Il dataset in questione, come è facile intuire, utilizza l’ultima tipologia di for-
mato di codifica per le maschere di segmentazione; come vedremo ora questa
scelta ha permesso di personalizzare notevolmente il training del modello.
Scelta delle classi da segmentare Sebbene 19 classi siano un numero
veramente grande di etichette, come si è visto, molte di esse possono essere
“compresse” all’interno di singole maschere. Per garantire un maggiore livello
di personalizzazione ed evitare di dover implementare più volte le stesse logiche
di caricamento, è stata predisposta una configurazione iniziale dedicata. Tale
configurazione è molto semplice e consiste in un insieme di mappe chiave-valore
tramite le quali è possibile definire vari aspetti relativi alla segmentazione (vedi
listato 2).
Listato 2: Configurazione classi da segmentare
classes_to_segment = {’skin’: True , ’nose’: True , ’eye’: True , ’brow’: True ,
’ear’: True , ’mouth’: True , ’hair’: True , ’neck’: True , ’cloth’: False}
all_colors = {’blue’: [0, 0, 204], ’green’: [0, 153, 76], ...}
class_labels_mapping = {’skin’: [’skin’], ’eye’: [’l_eye’, ’r_eye’], ...}
class_color_mapping = {’skin’: ’blue’, ’nose’: ’green ’, ’eye’: ’violet ’, ...}
Con class_labels_mapping vengono definite le logiche di accorpamento
fra maschere (eye = eyer + eyel) in macro-classi, mentre con
classes_to_segment si definisce quali macro-classi segmentare. Le rimanenti
configurazioni settano il colore delle maschere da utilizzare in formato RGB.
In figura 5.10 viene mostrata la configurazione utilizzata per la fase di training
del modello.
Figura 5.10: Configurazione classe-colore.
È importante sottolineare come, una volta decisa una configurazione, non
sia possibile utilizzare il modello in modalità di inferenza con numero e tipo
diverso di classi.
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Caricamento delle immagini Passiamo ora a vedere come è stato impo-
stato il caricamento delle immagini, task di norma molto semplice ma che in
questo caso ha generato non pochi grattacapi.
• Complessità spaziale e temporale: data la dimensione di CelebA-
Mask-HQ (30,000 immagini), è intuibile come ci si trovi di fronte ad un
problema di gestione delle risorse. Infatti, a meno che non si possegga
dell’hardware di altissimo livello, caricare in memoria un tale numero
di immagini porterebbe presto un qualsiasi sistema al collasso. Allo
stesso modo, se si decidesse di effettuare il caricamento in real-time, senza
sovraccaricare la memoria, ci si troverebbe ad attenere un quantitativo
di tempo esagerato al fine di processare tutte le immagini.
A livello teorico, le due problematiche riscontrate ricadono sotto due
concetti fondamentali: quello della complessità spaziale e quello della
complessità temporale. Un task complesso spazialmente richiede enormi
quantitativi di memoria per essere portato a termine ma garantisce una
grande efficienza temporale. Dal lato opposto, un task complesso tem-
poralmente richiederà un tempo maggiore di elaborazione dato che non
si potranno sfruttare le strutture di memoria per velocizzare il processo.
• Scelta effettuata: analizzando il tradeoff espresso sopra si è deciso
di ridurre il numero di immagini da caricare a 10,000 affinché si po-
tesse sfruttare la velocità della cache RAM mantenendo comunque un
buon quantitativo di immagini. Ovviamente questa scelta ha richiesto
un costo; è stato infatti sottoscritto un abbonamento alla piattaforma
Colab Pro di Google [63, colab-pro:2021] al fine di poter sfruttare un
quantitativo maggiore di risorse.
• Caricamento effettivo: l’operazione di caricamento è molto semplice:
infatti essa consiste essenzialmente nel ricavare il path di immagini e ma-
schere corrispondenti, caricando poi le immagini stesse tramite chiamata
OpenCV cv2.imread.
Stacking delle maschere Caricate le singole maschere, queste non possono
ancora essere utilizzate per la fase di training: infatti, è necessario processarle
al fine di renderle compatibili con l’architettura di rete richiesta. Fortunata-
mente, la libreria utilizzata definisce, per tutte le tipologie di modelli, una sola
strutturazione logica per il volume di output. Tale volume è definito come
segue:
Sia (w, h, 3) la dimensionalità delle immagini in input, allora
out = (w, h, n)
112
5.5. Implementazione: Face Parsing Capitolo 5. Sviluppo del tool
dove n corrisponde al numero di classi da segmentare + 1 per la classe di
background (vedi figura 5.11).
Figura 5.11: Rappresentazione visiva del volume di output.
La costruzione del volume di output è stata effettuata definendo la funzione
assemble_mask_levels() (vedi listato 3).
Listato 3: Stacking delle maschere
def assemble_mask_levels(mask_file):
masks_stack = np.zeros((image_size , image_size , 1)) # Base to stack
masks_foreground = np.zeros ((image_size , image_size , 1), ’uint8’)
# Assembling sub -labels for each class definend by user.
for idx , class_name in enumerate(classes_list):
class_mask = np.zeros ((image_size , image_size , 1), ’uint8’)
class_labels = class_labels_mapping[class_name]
# Iterate over sub -labels and create a unique mask level for class.
for label in class_labels:
filename = mask_file + ’_’ + label + ’.png’
if os.path.exists(filename):
im = cv2.imread(filename , cv2.IMREAD_GRAYSCALE)
im = cv2.resize(im, (image_size , image_size))
class_mask[im != 0] = 255
# Stack to other masks
masks_stack = class_mask if idx == 0 else np.dstack (( masks_stack ,
class_mask))
# Increase total foreground pixels
masks_foreground[class_mask != 0] = 255
# Adding background mask at the end
background_mask = (255 - masks_foreground)
masks_stack = np.dstack (( masks_stack , background_mask))
return masks_stack
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La funzione opera un processo di stacking in base alla configurazione re-
lativa alle classi da segmentare; essenzialmente il funzionamento può essere
riassunto come segue:
1. Definizione base stack: viene inizializzato il primo livello di ouput, com-
presa l’immagine di foreground che verrà popolata progressivamente con
tutti i pixel di foreground dei vari livelli;
2. Caricamento: dalla configurazione vengono estratte le classi da segmen-
tare e si procede a caricare e ridimensionare le singole maschere (si è
scelto 256 come dimensione standard);
3. Stacking: le maschere caricate vengono poi impilate sulla base dello stack
e si procede a popolare l’immagine di foreground settando a 255 i pixel di
foreground di ogni maschera. Nel caso in cui non sia disponibile la ma-
schera (per esempio occlusione di un occhio) viene impilata una maschera
vuota;
4. Aggiunta background: in chiusura viene impilato il livello di background
che è ottenuto semplicemente invertendo i valori della maschera di fore-
ground.
Al termine dell’algoritmo viene prodotta una struttura dati di dimensione
pari a n dove i singoli layer rappresentano le maschere relative alle classi da seg-
mentare. Applicando questo procedimento a 10,000 immagini si ottengono due
dataset, che chiameremo images e masks, di dimensionalità (10000, 256, 256, 3)
e (10000, 256, 256, n).
Parallelamente al processo di caricamento, è stata definita una funzione
dedicata alla conversione di maschere in formato RGB (vedi figura 5.12); tale
funzione è fondamentale per produrre un output visivamente comprensibile.
Figura 5.12: Esempio di immagine stacked convertita in RGB.
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5.5.5 Analisi e preparazione dei dati
Giunti a questo punto si può finalmente proseguire con la fase di analisi e
preparazione dei dati.
Analisi Lo sbilanciamento delle classi è un problema molto comune nell’am-
bito dell’apprendimento automatico; esso si presenta quando vi è un rapporto
sproporzionato nel numero di osservazioni relativo ad ogni classe. Lo squili-
brio di classe può essere riscontrato in molti contesti diversi: nel nostro caso
tale sbilanciamento riguarda principalmente la percentuale di pixel riservati
complessivamente ad ogni parte del volto. Per esempio, i pixel appartenenti
alla classe “volto” sono mediamente di più dei pixel appartenenti a quella della
classe “occhio”.
Processo di stima Un classificatore che verrà allenato su un dataset
sbilanciato, imparerà implicitamente a fornire un peso maggiore alle classi più
frequenti. Per evitare ciò, è opportuno implementare un processo di analisi al
fine di stimare il corretto peso relativo ad ogni classe. Tale processo è stato
implementato all’interno della funzione compute_class_distribution().
Listato 4: Calcolo dei pesi delle classi
def compute_class_distribution(masks , samples_number , n_classes):
from sklearn import preprocessing
classes_pixel_sum = np.zeros(n_classes + 1)
label_list_background = list(classes_list)
label_list_background.append(’background ’)
for i in range(samples_number):
image_masks = masks[i]
# Computing on label list
for idx , label in enumerate(label_list_background):
mask = image_masks [:,:,idx]
sum_pixels_mask = mask[mask > 128]. sum()
classes_pixel_sum[idx] += sum_pixels_mask
classes_pixel_mean = (classes_pixel_sum/samples_number).astype(int)
classes_weight = preprocessing.normalize ([ classes_pixel_mean], norm=’l1’)
classes_weight = np.reshape(classes_weight , (n_classes + 1))
L’algoritmo opera come segue:
1. Strutture d’appoggio: viene inizializzato il vettore classes_pixel_sum
che dovrà contenere la somma dei pixel per ogni maschera;
2. Somma dei pixel nei layer di foreground: si itera su un campione di
maschere (200 nel nostro caso) e per ogni maschera si procede a sommare
tutti i pixel di foreground dei vari layer (classi) che la compongono. Per
ogni layer tale somma viene memorizzata nella variabile
sum_pixels_mask;
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3. Incremento generale: per ogni layer (classe) di ogni maschera si procede
ad aggiungere il valore di sum_pixels_mask al bin corrispondente nel
vettore classes_pixel_sum;
4. Vettore medio: il vettore classes_pixel_sum viene diviso per il numero
di immagini ottenendo un vettore che rappresenta il numero medio di
pixel presenti in ogni classe classes_pixel_mean;
5. Normalizzazione: infine, si normalizza il vettore al fine di produrre una
distribuzione di probabilità di valori con somma pari a 1. Tali valo-
ri rappresenteranno i pesi delle classi da utilizzare durante la fase di
addestramento.
L’algoritmo esposto sopra è stato applicato a un campione di 200 immagini
producendo la distribuzione mostrata in figura 5.13. Come possiamo facilmente
notare, il dataset in questione presenta uno sbilanciamento molto grande fra
le classi di interesse. Fortunatamente, come vedremo, i pesi estratti potranno
essere utilizzati in fase di training al fine di riequilibrare le varie loss functions.
Figura 5.13: Distribuzione calcolata su un campione di 200 immagini.
Dataset split Il dataset contenente 10,000 è stato suddiviso in tre subset
relativi a train validation e test. Per quanto riguarda le proporzioni di sud-
divisione, si è deciso di utilizzare un rapporto pari a 0.2 sia per il dataset di
test sia per quello di validation. In particolare il dataset di test è stato estrat-
to dal dataset di train e solo successivamente è stata operata l’estrazione di
validation. Le dimensioni dei singoli dataset sono le seguenti:
train = 6400, validation = 1600, test = 2000
116
5.5. Implementazione: Face Parsing Capitolo 5. Sviluppo del tool
Image data augmentation L’image data augmentation è una tecnica che
può essere utilizzata per espandere artificialmente le dimensioni di un set di
dati di addestramento creando versioni modificate delle immagini presenti.
L’addestramento di modelli deep su una mole di dati più ampia, se applicata
correttamente, può portare a modelli più abili a generalizzare. Infatti, tec-
niche di aumento dei dati creano variazioni nelle immagini che portano a un
progressivo miglioramento nelle capacità di generalizzazioni dei modelli, i quali
tendono a vedere queste immagini come nuove e non come vecchie immagini
modificate.
Albumentations Il framework a cui ci si è rivolti per implementare la
fase di augmentation è Albumentations [64, albume:2021]. Albumentations è
una libreria Python per la trasformazione veloce e flessibile di immagini. Essa
implementa in modo efficiente una ricca varietà di operazioni di trasformazione
delle immagini e lo fa fornendo un’interfaccia concisa ma potente. Tali trasfor-
mazioni sono messe a disposizione per supportare diverse attività di visione
artificiale, fra cui: classificazione, segmentazione e rilevamento degli oggetti.
Relativamente all’ambito della segmentazione, Albumentations fornisce una
gamma sterminata di strumenti di trasformazione superando di gran lunga
l’offerta dei framework come Keras o Tensorflow. Ovviamente, non sono stati
sfruttate le trasformazioni offerte ma ci si è concentrati maggiormente su quelle
che potessero rappresentare modifiche realistiche.
Listato 5: Trasformazioni utilizzate
def get_training_augmentation ():
return A.Compose ([
A.RandomSizedCrop (( image_size - 80, image_size - 80), image_size ,




A.ElasticTransform(alpha =200, sigma =200 * 0.15, alpha_affine =200 *
0.05, p=0.3),








], additional_targets ={’mask’: ’image’})
Come si può vedere nel listato 5, sono state definite due tipologie di aug-
mentation diverse a seconda del dataset da trasformare. Questa suddivisione è
molto importante: infatti è necessario che il dataset di test non presenti alcuna
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modifica dato che deve essere utilizzato per la fase di inference. Per quanto
riguarda, invece, il dataset di train, le trasformazioni inserite sono le seguenti:
• Random crop: utile per produrre immagini parzialmente occluse e quindi
spingere la rete a una migliore generalizzazione in contesti di questo tipo;
• Rotation, flip: classiche trasformazioni utili per un aumento generale dei
dati;
• Transformations: le trasformazioni modificano la struttura del volto e
di conseguenza potrebbero aiutare la rete a comprendere visi non stan-
dard. È importante notare come, in questo caso, si sia impostata una
probabilità di intervento pari a 0.3 su tutte le trasformazioni, in modo
da limitare la frequenza.
Al termine della pipeline di trasformazione è presente, sia per train che
per test, una fase di normalizzazione min-max: questa permetterà alla rete di
gestire meglio le variazioni presenti nei valori dei pixel forniti in ingresso.
Il processo di augmentation è stato testato infine su un campione limitato di
immagini con l’obiettivo di validarne l’efficacia visivamente (vedi figura 5.14).
Figura 5.14: Esempio di augmentation effettuata su un campione di immagini.
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5.5.6 Training del modello
A partire dai dataset estratti precedentemente e specificata la pipeline di
generazione dei dati aumentati, possiamo finalmente passare al training del
modello. La descrizione di questo processo verrà fatta in modo graduale al
fine di documentare nel dettaglio l’insieme delle scelte effettuate. In un primo
momento si analizzerà il task di segmentazione richiesto al fine di estrapolare
una serie di parametri da utilizzare poi in fase di costruzione del modello.
Successivamente ci si dedicherà alla definizione del modello e all’identificazione
delle varie funzioni di loss e metriche. Infine si procederà alla fase effettiva
di train; qua verrà mostrato l’approccio di fine tuning e si descriveranno le
tecniche di regolarizzazione implementate.
Analisi del task di segmentazione Come abbiamo visto in 4.2 l’approccio
a un problema della segmentazione è caratterizzato da due proprietà fonda-
mentali:
• Numero di classi: numero di layers presenti a livello di maschera. Que-
sta proprietà indica se siamo di fronte ad un problema di segmentazione
single o multi class.
• Affiliazione di classi per pixel: appartenenza di labels a più classi.
Indica se il problema è di tipo single o multi label.
Relativamente alla prima proprietà, è intuibile come ci si trovi di fronte
ad un problema di tipo multi-classe: infatti il nostro obiettivo sarà quello di
segmentare più parti del volto. Nel secondo caso, la risposta la si può trovare
chiedendosi se sono presenti sovrapposizioni fra le maschere di segmentazione.
Partendo dal presupposto di segmentare più parti del volto, e dato che queste
si presentano spesso con maschere sovrapposte, possiamo concludere che il
problema affrontato sarà di tipo multi-label.
Le proprietà definite sopra si traducono nell’implementazione di un modello
di segmentazione che presenti:
• Funzione di attivazione Sigmoide: i singoli livelli devono potersi attiva-
re indipendentemente: in questo modo sarà possibile segmentare pixel
appartenenti a più classi;
• Volume di ouput pari al numero di classi + 1: in output il modello
dovrà poter discernere i legami fra le varie classi, per questo motivo è
stato richiesto l’inserimento di una classe di background.
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Definizione del modello Partendo dalla scelta di U-Net come architettura
di segmentazione e rifacendosi alle proprietà definite sopra, il modello proposto
avrà una struttura simile a quella schematizzata in figura 5.15.
Figura 5.15: Modello di UNet
Come vediamo, il modello accetta in ingresso immagini in formato RGB e
restituisce in uscita maschere di lunghezza pari al numero di classi da segmen-
tare.
Sebbene l’architettura di segmentazione sia stata circoscritta mancano an-
cora da definire alcuni aspetti logistici molto importanti: (a) la backbone da
integrare nell’architettura e (b) la funzione di loss.
Scelta dell’architettura di Backbone Al fine di migliorare le perfor-
mance e l’accuratezza, gran parte dei modelli di segmentazione viene affianca-
to ad architetture backbone allo stato dell’arte dedicate alla classificazione dei
singoli pixel. Come abbiamo visto, Segmentation Models fornisce una vasta
scelta di architetture di questo tipo. Tutti i modelli elencati vengono forniti
con pesi pre-addestrati sul dataset ImageNet, questo significa che la libreria
assume di default un approccio basato su fine tuning.
Dato che l’architettura di backbone influenza direttamente le performance
dell’intero modello di segmentazione, si è deciso di effettuare una breve analisi
allo stato dell’arte al fine di identificare la backbone con performance miglio-
120
5.5. Implementazione: Face Parsing Capitolo 5. Sviluppo del tool
ri. Analizzando la figura 5.16 si nota subito come le nuove reti EfficientNet,
presentate da Google, superino di gran lunga le performance dei modelli più
“classici”.
Figura 5.16: Confronto dei modelli di backbone in relazione a grandezza del
modello e accuratezza di classificazione.
Dato questo presupposto, si è deciso di puntare su queste reti come back-
bones di segmentazione.
In particolare la scelta si è rivolta al modello Efficient-Net-B4 dato che
rappresenta un buon compromesso fra numero di parametri e accuratezza del
modello. Un’altra caratteristica molto interessante di questi modelli sta nel
fatto di poter scegliere la tipologia di dataset su cui sono pre-addestrati. Fra
i dataset presenti, infatti, oltre ad ImageNet, c’è la possibilità di scegliere
NoisyStudent5 [65, Xie:2019].
5Dataset costruito a partire da ImageNet attraverso un insieme di teniche di self learning
e image augmentation. Tale dataset ha garantito, nei modelli che ne fanno uso, un aumento
tra il 2 e il 5% dell’accuratezza.
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Definizione della funzione di loss La scelta della funzione di loss è
estremamente importante durante la progettazione di complesse architetture
di deep learning basate sulla segmentazione delle immagini. Infatti, in base
alla loss, dipende la velocità con cui viene effettuata la discesa del gradiente
durante la fase di training. Per apprendere in modo veloce, dobbiamo garantire
che la rappresentazione matematica della loss sia in grado di coprire tutti i casi
compresi quelli limite.
Nel nostro caso si è deciso di utilizzare due funzioni di loss sommate assieme:
la jaccard loss e la dice loss.
• Jaccard loss: la Jaccard Loss è una semplice conversione in loss della




Se A è la maschera predetta e B è il ground truth, allora l’obiettivo
della Jaccard Loss è quello di valutare il rapporto fra il numero di pixel
presenti nell’intersezione e quelli presenti nell’unione di A e B.
• Dice Loss: la loss deriva dal coefficiente di Sørensen sviluppato nel 1940
al fine di misurare la similarità fra due campioni. Dal punto di vista
matematico l’indice Dice consiste in una media armonica di precisioni e
recall :
DSC =
2|X ∩ Y |
|X|+ |Y |
Come metrica, la Dice Loss prende il nome di F1Score.
Implementazione modello Definiti tutti i parametri necessari, possia-
mo passare alla definizione del modello. Come si può vedere nel listato 6
l’implementazione è molto semplice compresi i parametri e il loro funziona-
mento.




total_loss = dice_loss + jackard_loss
# Metrics
metrics = [sm.metrics.IOUScore(threshold =0.7), sm.metrics.FScore(threshold
=0.7)]
# Model
model = sm.Unet(backbone , encoder_weights=backbone_weights , classes=n_classes
+ 1, activation=’sigmoid ’, encoder_freeze=True)
model.compile(’Adam’, loss=total_loss , metrics=metrics)
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Fine tuning Il fine tuning rappresenta il metodo migliore per allenare un
modello di segmentazione. Nel contesto di reti encoder-decoder l’approccio di
fine tuning si applica in questo modo:
• Freeze dei layers nell’encoder: si bloccano i layer nell’encoder facendo in
modo che il train avvenga solo a livello del decoder. Questo viene fatto al
fine di evitare che i primi passi di forward propagation possano alterare
in modo eccessivo la configurazione dei pesi a causa di grosse variazioni
nel gradiente;
• Sblocco e train complessivo: una volta che la rete è stata modellata sul
problema in questione, allora è possibile sbloccare i pesi nell’encoder
permettendo così all’architettura di adattarsi completamente al problema
evitando overfitting.
Tale approccio è mostrato nel listato 7.
Listato 7: Training del modello
# Callbacks
callbacks = [checkpoint ,
early_stopping ,
clr_traingular_decay]
# Pretrain model decoder






# Release all layers for training
for layer in model.layers:
layer.trainable = True
model.compile(keras.optimizers.Adam(lr =0.01) , loss=total_loss , metrics=metrics
)







Tecniche di regolarizzazione Al fine di rendere più regolare la fase di
train sono state definite le seguenti callback:
• Checkpoint: callback che consiste nel salvare il modello ogni volta che le
metriche mostrano un incremento delle performance;
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• Early stopping: se le metriche non mostrano un incremento delle perfor-
mance entro un certo numero di epoche, il training viene abortito e si
recupera il modello che ha ottenuto le performance migliori fra tutte le
precedenti epoche;
• Cyclical Learning Rates: politica di schedulazione del learning rate che
regola tale valore in base a funzioni cicliche. Tipicamente la frequenza del
ciclo è costante, ma l’ampiezza è spesso scalata dinamicamente ad ogni
ciclo o ad ogni iterazione di mini-batch. L’autore, che ha per la prima
volta introdotto questa tipologia di scheduling [66, Smith:2015], dimostra
come i criteri CLR possano fornire una convergenza più rapida per alcune
attività e architetture di rete. Nel nostro caso è stata utilizzata una
schedulazione di tipo ciclico triangolare, caratterizzata da spikes regolari
e sempre meno intensi col trascorrere delle epoche (vedi figura 5.17).
Figura 5.17: Schedulazione del learning rate applicata durante la fase di
training.
5.5.7 Valutazione delle prestazioni
Il training di un modello è molto complesso poiché è caratterizzato da un
grande insieme di parametri. Al fine di mantenere un controllo su tutta la fase
di addestramento, ci si è appoggiati su una piattaforma esterna: Weights and
Biases [67, wandb:2021]. Lo scopo di questa piattaforma consiste essenzial-
mente nel raggruppare tutte le esecuzioni di train in un unico luogo. Grazie a
Weights and Biases è stato possibile tracciare valori come l’IOU, F1Score, loss
parallelamente a più esperimenti.
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Metriche I risultati che verranno esposti di seguito fanno riferimento ad un
unico tipo di architettua U-Net con configurazioni di Backbone e parametri
variabili.
Figura 5.18: Grafico relativo alle variazioni di IOU su più esperimenti.
Figura 5.19: Grafico relativo alle variazioni di F1Score su più esperimenti.
Come possiamo vedere in figura 5.18 e 5.19, i risultati sono molto chiari: esi-
ste un limite massimo di performance raggiungibile dai modelli relativamente
al problema in questione. È stato possibile migliorare i tempi di convergen-
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za del modello ma non si è mai riusciti a superare valori di IOU e F1Score
superiori a 0.87 e 0.93 rispettivamente.
Figura 5.20: Grafico relativo alle variazioni di IOU su più esperimenti.
Un discorso simile a quello fatto sopra, vale in senso opposto per i valori di
loss: anche in questo caso, il grafico 5.20 mostra come sia presente un limite
inferiore sotto il quale i modelli non riescono a spingersi.
Learning Rate Al fine di migliorare i tempi di convergenza, si è deciso di
testare varie funzioni di scheduling del learning rate.
Figura 5.21: Grafico relativo alle variazioni di LR su più esperimenti.
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Confrontando il grafico in figura 5.21 con quelli mostrati precedentemente,
è chiaro come politiche di scheduling più aggressive abbiano garantito livelli di
convergenza nettamente maggiori rispetto a modelli più standard.
Performance su test set Vediamo infine come si comporta il modello sul
dataset di test. Come possiamo vedere in figura 5.22 i risultati sono fenomenali:
a livello visivo non sono presenti artefatti e ogni elemento strutturale del viso
pare segmentato alla perfezione.
Figura 5.22: Segmentazione su alcune immagini di test.
Alla riprova di ciò, le performance su carta mostrano i seguenti valori:
Figura 5.23: Tabella riportante i risultati di training.
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Come ultimo test si è provato a verificare la bontà dei risultati su un dataset
completamente diverso contenente immagini genuine e morphed: i risultati
come si vede in 5.24 sono davvero buoni e mostrano come la rete sia in grado
di generalizzare in svariati contesti.
Figura 5.24: Segmentazione eseguita su MorphDB.
5.6 Implementazione: Feature Extraction
L’ultimo step che caratterizza l’approccio proposto consiste nell’estrazione
di un insieme di features, a partire da coppie di immagini, con lo scopo di
identificare la presenza di alterazioni. In 4.3 abbiamo visto come le alterazioni
previste ricadano essenzialmente in due grandi gruppi: alterazioni di carattere
geometrico e alterazioni derivanti da processi di image beautification. A partire
da questi presupposti, abbiamo definito a grandi linee un insieme di descrittori
in grado, teoricamente, di rilevare tali alterazioni.
Sebbene a livello teorico i metodi proposti possano rappresentare una va-
lida soluzione, non è sicuro che tali supposizioni possano essere valide anche
in contesti reali. A partire da questo presupposto, lo scopo di questa sezione,
sarà quello di documentare l’insieme di passi che hanno portato all’implemen-
tazione effettiva delle tecniche proposte. In un primo momento l’analisi si
concentrerà sulla messa a punto dei descrittori: verranno elencati i metodi de-
finiti e si evidenzieranno le tecniche implementative utilizzate. In un secondo
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momento, il focus si sposterà sull’ambito della classificazione: in questo caso,
verrà mostrata l’intera pipeline di training a cui seguiranno una serie di grafici
relativi alle performance di classificazione.
5.6.1 Descrittori legati ad alterazioni geometriche
L’operazione di face alingment ha rappresentano un punto di partenza mol-
to importante per tutto il processo di estrazione dei descrittori. I volti allineati,
infatti, non presentando variazioni di posizione, permettono agli algoritmi di
estrazione di concentrarsi solamente sulle alterazioni strutturali del volto.
Triangolazione di Delaunay La struttura principalmente utilizzata per
modellare un’immagine del volto, consiste in un grafo completamente connes-
so di punti bidimensionali. Tali punti possono essere quindi triangolati con
l’obiettivo di costruire una struttura geometrica comprensibile a livello mate-
matico. Per costruire la mesh di punti si è utilizzato l’algoritmo di triango-
lazione di Delaunay. Tale algoritmo viene messo a disposizione dalla libreria
OpenCV con il metodo cv2.Subdiv2D() che restituisce una struttura conte-
nente vari aspetti della triangolazione, fra cui la lista di triangoli (vedi listato
8).
Listato 8: Triangolazione di Delaunay
def compute_triangulation_from_landmarks(img , landmarks):
# Get the subdivision area
size = img.shape
subdivision_area = (0, 0, size[1], size [0])
# Get subdivision object
subdivision: cv2.Subdiv2D = cv2.Subdiv2D(subdivision_area)
# Inserting point into the subdivision object




triangles_points: np.ndarray = subdivision.getTriangleList ()
return triangles_points
Indici di triangolazione Sebbene la triangolazione di Delaunay sia de-
terministica e restituisca quindi lo stesso risultato a fronte dello stesso input,
essa è univoca per ogni immagine. Partendo da questo presupposto non sareb-
be possibile confrontare fra loro triangolazioni diverse poiché ogni immagine
potrebbe individuare configurazioni diverse di landmarks. Al fine di risolvere
questo problema, si è deciso di estrarre un insieme di indici di triangolazione
standard, in modo da poterli utilizzare per ricreare lo stesso reticolato su più
visi diversi. Questo è possibile perché, come sappiamo, gli algoritmi di land-
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mark producono un numero finito e costante di punti indipendentemente dalla
struttura del volto.
L’estrazione degli indici di triangolazione mostrata nel listato 9 è stata
effettuata in questo modo:
• Immagine sorgente: è stata scelta un’immagine del volto che presentasse
connotati ben definiti;
• Estrazione landmark: sono stati estratti i landmark e se ne è valutata la
qualità della detection;
• Triangolazione: è stato applicato Delaunay assicurandosi che il numero
di triangoli estratti fosse un quantitativo standard. Nel nostro caso si è
scelto di usare 113 punti;
• Indicizzazione: per ogni triangolo è stata operata una conversione da
punti bidimensionali in indici di triangolazione;
• Serializzazione: infine, l’indicizzazione è stata serializzata su disco.
Listato 9: Indicizzazione dei triangoli
def compute_triangulation_indexes(img , landmarks):
triangles = compute_triangulation_from_landmarks(img , landmarks)
triangles_indexes = np.zeros ((len(triangles), 3), dtype=’int’)
points_list: List[Tuple[int , int]] = points_to_list_of_tuple(landmarks)
for i, t in enumerate(triangles):
# Get triangles points
tri_point1 = (t[0], t[1])
tri_point2 = (t[2], t[3])
tri_point3 = (t[4], t[5])





triangles_indexes[i] = [index_tri_pt1 , index_tri_pt2 , index_tri_pt3]
return triangles_indexes
def serialize_triangulation(image , filename):
aligner = FaceAligner(desired_face_width =512)
image , points = aligner.align(image)
triangles_indexes = compute_triangulation_indexes(img , points)
with open(’triangulation.txt’, write_mode) as file:
for t in triangles_indexes:
file.write(’{} {} {}\n’.format(t[0], t[1], t[2]))
Calcolo dei descrittori A partire dalla triangolazione costruita con De-
launay passiamo ora ad estrarre, da coppie di immagini, l’insieme di descrit-
tori caratteristici e relativi alle alterazioni geometriche presenti; i descrittori
estratti saranno:
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• Differenze fra aree dei triangoli: il descrittore è calcolato concatenando
la differenza delle aree per i triangoli corrispondenti nelle due immagini.
La dimensione del descrittore è pari a 113× 1 = 113;
Listato 10: Descrittore di differenze di aree
def compute_triangles_area_differences_descriptor(source , dest):
...
area_differences = []





• Distanze tra centroidi dei triangoli: il descrittore è calcolato concatenan-
do le differenze fra le distanze euclidee del centroide dai vertici, per tutte
le coppie di triangoli corrispondenti. La dimensione del descrittore è pari
a 113× 3 = 339;
Listato 11: Descrittore di distanze tra centroidi
def compute_triangles_centroids_distances_descriptor(source , dest):
...
centroid_distances = []









• Differenza fra angoli dei triangoli: il descrittore è calcolato concatenando
le differenze fra gli angoli, per tutte le coppie di triangoli corrispondenti.
La dimensione del descrittore è pari a 113× 3 = 339;
Listato 12: Descrittore di differenze di angoli
def compute_triangles_angles_distances_descriptor(source , dest):
...
angle_differences = []
for t1, t2 in zip(source_triangles_points , dest_triangles_points):
tri_angles1 = compute_triangle_angles(t1)
tri_angles2 = compute_triangle_angles(t2)
diff = np.abs(tri_angles1 - tri_angles2)
angle_differences.append(diff)
return np.array(angle_differences).flatten ()
• Matrici di trasformazione affine dei triangoli: il descrittore è calcolato
concatenando le matrici di trasformazione affine estrapolate su tutte le
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coppie di triangoli corrispondenti. La dimensione del descrittore è pari
a 113× 6 = 678;
Listato 13: Descrittore trasformazione
def compute_affine_matrices_descriptor(source , dest):
...
matrices_distances = []
for t1, t2 in zip(source1_triangles_points , source2_triangles_points):
affine_matrix_1 = compute_triangle_affine_matrix(t1, t2)
matrices_distances.append(affine_matrix_1.flatten ())
return np.array(matrices_distances).flatten ()
Per ogni triangolo è stata effettuata un’operazione di flattening del descrit-
tore al fine di renderlo compatibile con i classificatori utilizzati.
5.6.2 Descrittori legati ad image beautification
Le operazioni di image beautification generano, nella maggior parte dei casi,
alterazioni nella tessitura delle immagini. Partendo da questo presupposto, ci
si è indirizzati verso l’utilizzo di un unico descrittore altamente performante,
Local Binary Pattern.
Local Binary Pattern A livello pratico, pochissime librerie mettono a di-
sposizione implementazioni di questo algoritmo. Sebbene inizialmente ci fosse
un interesse nell’implementare una propria versione, si è ritenuto più conve-
niente utilizzarne una pre-esistente caratterizzata da migliori performance. In
questo senso, la decisione è ricaduta sull’implementazione proposta dalla libre-
ria Scikit-Image; tale libreria infatti è dedicata principalmente ad aspetti di
visione artificiale e gli algoritmi sviluppati sono costantemente perfezionati.
L’algoritmo LBP viene messo a disposizione dalla libreria sotto forma di
classe python; in particolare, l’inizializzazione richiede l’inserimento di due
parametri fondamentali: (a) il numero di punti campione da prendere in con-
siderazione nell’intorno e (b) il raggio dell’intorno stesso. Una volta definiti i
parametri di classe, è possibile computare il descrittore invocando il metodo
describe il quale richiede in ingresso semplicemente l’immagine sorgente.
Soluzione proposta Sebbene l’algoritmo LBP venga generalmente applica-
to a immagini intere, nel nostro caso un approccio di questo genere potrebbe
non produrre i risultati sperati. Infatti, le immagini utilizzate durante la fase
di training presentano ampie aree in cui il volto non è presente: questo potreb-
be indurre l’algoritmo a concentrasi maggiormente su informazioni marginali
piuttosto che quelle relative al volto.
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Per ovviare a questo problema, si è scelto di ridurre la regione di interesse
delle singole immagini alla sola zona del viso. Per fare ciò è stato utilizzato un
algoritmo di face detection seguito da una fase di face cropping. In particolare,
il cropping è stato effettuato sull’immagine originale in base alle dimensioni
della bounding box identificata. Infine l’immagine da RGB è stata convertita in
scala di grigi affinché potesse essere elaborata dall’algoritmo LBP. Il risultato
del procedimento ha portato alla definizione di un descrittore molto compatto
(lunghezza pari a 52) con grande potere discriminatorio.
Listato 14: Descrittore LBP
def compute_face_lbp_difference(source_img , dest_img , detector , lpb_descriptor
):
bbox_source: dlib.rectangle = detector.get_faces_bbox(source_img)[0]
bbox_dest: dlib.rectangle = detector.get_faces_bbox(dest_img)[0]
(x1 , y1, w1, h1) = rect_to_bounding_box(bbox_source)
(x2 , y2, w2, h2) = rect_to_bounding_box(bbox_dest)
source_img_crop = source_img.copy()[y1:y1 + h1, x1:x1 + w1]
dest_img_crop = dest_img.copy()[y2:y2 + h2, x2:x2 + w2]
source_img_crop = cv2.cvtColor(source_img_crop , cv2.COLOR_RGB2GRAY)
dest_img_crop = cv2.cvtColor(dest_img_crop , cv2.COLOR_RGB2GRAY)
lbp_source = lpb_descriptor.describe(source_img_crop)
lbp_dest = lpb_descriptor.describe(dest_img_crop)
lbp_complete = np.concatenate ([ lbp_source.flatten (), lbp_dest.flatten ()])
return lbp_complete
5.6.3 Training dei classificatori
Estrapolato l’insieme di descrittori si può passare, finalmente, al training
dei classificatori. Il processo di classificazione ha seguito un iter di tre fasi:
1. Studio del dataset e caricamento delle immagini: analisi della
strutturazione dei dati e metodi di caricamento degli stessi;
2. Definizione della pipeline di classificazione: strutturazione dei pro-
cessi di multi-classificazione;
3. Valutazione delle prestazioni: produzione di grafici e statistiche
relativi alle performance di classificazione;
Studio del dataset e caricamento delle immagini La scelta di un data-
base di volti appropriato, in questo caso, è un aspetto di cruciale importanza.
Infatti, nel contesto dei documenti elettronici, le immagini dei volti presen-
tate sono generalmente di alta qualità; quindi, le variazioni di illuminazione,
d’espressione o posa dovranno essere tenute al di fuori.
Il database selezionato è il database dei volti AR; questo database è com-
posto da 4000 immagini frontali scattate in condizioni diverse e a distanza di
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due settimane l’una dall’altra. Questo è stato poi esteso definendo un insieme
di trasformazioni che potessero rappresentare un contesto di alterazione reale.
Nella sua interezza il dataset si compone delle seguenti tipologie di imma-
gini:
• Immagini genuine: sono immagini che non presentano alterazioni;
• Immagini distorte: sono immagini che presentano vari tipi di distorsioni
(vedi figura 5.25);








3. Geometric Distortions and Digital Beautification 
This section describes some digital image alterations that could be unintentionally 
introduced due to the acquisition or printing devices (geometric distortions) or inten-
tionally produced by the users with the innocent intent of looking more attractive 
(digital beautification).  
3.1 Geometric Distortions 
Image acquisition devices typically introduce the so called “Barrel distortion” (see 
Figure 1.a) while a careless printing process could produce image stretching, named 
here “Vertical contraction” and “Vertical extension” that could affect the recognition 
performance. 
For each kind of alteration, a set of distorted images was generated by applying 
the related transform at different levels of strength p (a large value of 𝑝 denotes a 
more significant alteration).  
 
Barrel Distortion 
Barrel distortion [24] is one of the most common types of lens distortions and repre-
sents the typical defect that could be introduced by a low quality acquisition device. 
In this transformation, a barrel distortion with a strength 𝑝 is applied to the original 
image while preserving the image size. The approach described in [25] has been 
adopted to implement this transformation. The value of 𝑝 is increased from 10% to 
20% with a step of 2%, i.e. 𝑝 ∈ {0.10, 0.12,0.14, 0.16, 0.18, 0.20}. An altered image 
obtained applying the barrel distortion with p = 0.20 is shown in Figure 1.b. 
 
            
    




















Figure 1: Examples of geometric alteration: original image (a), altered images with barrel distortion (b), 
vertical contraction (c), and altered image with vertical extension (d). In all the images a squared grid is 
superimposed on the image to better highlight the effects of geometric alterations. 
 
Figura 5.25: Esempi di alterazione geometrica: immagine originale (a), im-
magini alterate con distorsione a barilott (b), contrazione verticale (c) e
estensione verticale (d).
Etichettatura dataset A partire dalle tipologie di immagini definite so-
pra, si è definito un approccio di etichettatura al fine di costruire un dataset
utilizzabile in ambito di classificazione. In questo senso, si è deciso di etichet-
tare le coppie di immagini del tipo (genuine, genuine) con 0 mentre le coppie
di immagini del tipo (genuine, altered) con 1.
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Definizione della pipeline di classificazione Definita una funzione di
estrazione dei descrittori, è ora possibile definire un processo di classifica-
zione. Al fine di avere una visione chiara sull’insieme di fasi, si è deciso di
schematizzare la pipeline proposta in un diagramma di attività (vedi figura
5.26).
Dataset load













Figura 5.26: Diagramma UML di attività relativo alla pipeline di classificazione
proposta.
Come si può vedere, l’approccio è caratterizzato da un forte uso di multi-
classificatori; in particolare sono presenti tre classificatori: un SVM, un Ran-
dom Forest e infine, un Multi Layer Perceptron. I primi due, provenendo dalla
libreria Scikit Learn, sono stati incorporati all’interno di un VotingClassifier
caratterizzato da fusione a livello di confidenza. Per quanto riguarda il MLP di
Keras, non è stato possibile fornire un’integrazione robusta data l’impossibilità
di serializzare il Keras Wrapper fornito dal framework Scikit Learn.
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Valutazione delle prestazioni Qui di seguito verranno presentati i dati
relativi alle performance di classificazione su test set. I dati sono riportati in
tre forme diverse:
• Matrice di confusione: utile per comprendere la distribuzione degli
errori di classificazione. Sulle righe della matrice troviamo le classi true
mentre sulle colonne le classi predicted. Una cella (r, c) riporta la percen-
tuale di casi in cui il sistema ha predetto un pattern appartenente alla
classe r con la classe true c.
• Grafico precision-recall: la precision indica quanto è accurato il si-
stema mentre la recall quanto è selettivo. Generalmente questo tipo
di misura è utilizzata per stimare in modo più preciso il concetto di
accuratezza.
• Curva ROC: la curva ROC è una funzione calcolata sui rapporti True
Positive e False Positive. Un sistema è tanto più buono tanto più è “alta”
la sua curva ROC; nel caso in cui siano presenti intersezioni fra più curve
ROC, il metodo migliore per operare un confronto consiste nel calcolare
l’area sotto la curva (AUC).
Feature relative a alla detection di image beautification Come pos-
siamo vedere in 5.27 e 5.28, le feature lbp hanno ottenuto ottimi risultati sia
con approcci standard, sia con approcci di tipo neurale. Probabilmente questo
risultato deriva dal fatto che gli algoritmi di image beautification generalmente
applicano livelli molto elevati di levigazione del viso.
Figura 5.27: Prestazioni di SVM e Random Forest su descrittori LBP.
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Figura 5.28: Prestazioni di MLP su descrittori LBP.
Feature relative a detection di distorsioni Per quanto riguarda le per-
formance di classificazione con descrittori handcrafted, la situazione è più com-
plessa. In questo caso, quasi tutti i classificatori hanno riportato valori non
troppo elevati, dimostrando come la detection di alterazioni geometriche rap-
presenti un task di difficile approccio. Dovendo fare delle supposizioni, un tale
risultato potrebbe derivare da una serie di fattori:
• Descrittori troppo generici: i descrittori definiti potrebbero essere
troppo generici non riuscendo ad operare ai livelli delle singole alterazioni.
Per esempio, alcune operazioni di alterazione del volto potrebbero altera-
re solo una minima parte dei triangoli, i quali verrebbero inevitabilmente
nascosti da tutti gli altri.
• Descrittori non rappresentativi del problema: i descrittori definiti
potrebbero non essere rappresentativi del problema di alterazione. Cam-
biamenti nella luminosità o nel contrasto di foto genuine potrebbero por-
tare a detection di landmark leggermente diverse; questo cambiamento
si ripercuoterebbe sulla triangolazione e infine sull’estrazione degli stessi
descrittori.
• Dataset inadeguato: all’interno del dataset utilizzato sono presenti
solamente quattro tipologie di alterazioni geometriche e sebbene tali al-
terazioni siano molto comuni, esse non sono le uniche possibili. In un
contesto simile, nel caso in cui venisse mostrata al sistema un’immagine
target contenente altre tipologie di alterazioni (per esempio alterazione
a spirale), esso non sarebbe capace di discernerne la tipologia e finirebbe
per rispondere in modo causale.
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• Descrittori di differenze di angoli:
Figura 5.29: Prestazioni di SVM e Random Forest su descrittori di differenze
di angoli.
Figura 5.30: Prestazioni di MLP su descrittori di differenze di angoli.
• Descrittori di distanze tra centroidi:
Figura 5.31: Prestazioni di SVM e Random Forest su descrittori di distanze
tra centroidi.
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Figura 5.32: Prestazioni di MLP su descrittori di distanze tra centroidi.
• Descrittori di differenze di aree:
Figura 5.33: Prestazioni di SVM e Random Forest su descrittori di differenze
di aree.
Figura 5.34: Prestazioni di MLP su descrittori di differenze di aree.
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• Descrittori di trasformazioni affini:
Figura 5.35: Prestazioni di SVM e Random Forest su descrittori di trasform-
azioni affini.
Figura 5.36: Prestazioni di MLP su descrittori di trasformazioni affini.
5.7 Il Tool
In questa sezione verrà mostrato il funzionamento del sistema sviluppato,
che per l’occasione è stato battezzato con il nome image alteration detector. Il
tool è composto da 3 semplici schermate corrispondenti a tre tab differenti:
• Images: questo tab è dedicato alle funzionalità di caricamento e allinea-
mento dell’immagine sorgente e obiettivo;
• Analysis: spazio dedicato alla visualizzazione della triangolazione del
volto utilizzata poi come base per il processo di detection delle alterazio-
ni;
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• Segmentation: in questa schermata viene eseguita e visualizzata la
segmentazione delle due immagini. A partire dalle maschere estratte
vengono quindi calcolate le misure di IOU relativamente alle varie classi
di segmentazione.
Tutte le operazioni sono rese disponibili in una toolbar a lato, in modo tale
da migliorare l’usabilità dell’applicativo. Dato che le operazioni sono stretta-
mente dipendenti l’una dall’altra, i comandi sono stati disposti in modo tale
da portare l’utente a seguire un determinato ordine. In questo modo sarà au-
tomatico applicare prima la fase di face alingment rispetto alle fasi di analisi
e segmentazione.
5.7.1 Funzionamento dell’applicativo
La prima volta in cui viene avviato, l’applicativo si presenta sotto forma
di una serie di schermate vuote affiancate da un pannello di controllo laterale
(vedi figura 5.37).
Figura 5.37: Schermata iniziale.
Caricamento immagini La prima azione che potrà intraprendere un uten-
te, consiste nel caricamento di due immagini: un’immagine sorgente che rap-
presenta la foto acquisita in loco e un’immagine target che rappresenta l’im-
magine sottomessa in fase di richiesta del documento elettronico (vedi figura
5.38).
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Figura 5.38: Caricamento immagini.
A questo punto l’operatore potrà iniziare la fase di verifica dell’immagine
target.
Allineamento Il primo passo necessario al fine di rendere confrontabili le
due immagini consiste nell’operare un allineamento delle stesse.
Figura 5.39: Allineamento immagini.
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Per fare ciò il tool mette a disposizione una funzionalità apposita con cui
viene prodotto un risultato visivo al fine di validare la corretta esecuzione
del processo. Come vediamo nell’immagine 5.39, la fase di allineamento non
è avvenuta con successo dato che i landmark intorno alla bocca presentano
una posizione errata. In questo caso l’operatore dovrebbe interrompere il la
domanda di rilascio del documento e procedere con la richiesta di sottomissione
di una nuova immagine che garantisca una detection di landmark adeguata.
Triangolazione e detection Una volta completato l’allineamento è final-
mente possibile passare alla fase di triangolazione. Dato che la triangolazione,
di per sé, non fornisce informazioni interessanti, si è deciso di arricchire la vi-
sualizzazione definendo una rappresentazione cromatica e progressiva estrapo-
lando le trasformazioni subite da ogni coppia di triangoli sorgente-destinazione.
Triangoli più scuri rappresentano trasformazioni più elevate mentre, quelli più
chiari identificano un mantenimento delle proporzioni.
La visualizzazione della triangolazione può, inoltre, essere effettuata in mo-
do dinamico (checkbox “animate”); ciò produce un’animazione molto interes-
sante relativa al processo di creazione della mesh.
Figura 5.40: Detection di alterazioni.
Oltre alla triangolazione, in figura 5.40 possiamo vedere come sia presente
una sezione dedicata alla detection. Tale sezione è molto importante poiché
riassume l’insieme delle risposte dei vari classificatori. Come vediamo, nell’im-
magine in esame, il sistema ha individuato sia alterazioni di tipo distorsivo,
sia alterazioni di image beautification.
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Segmentazione Vediamo infine il processo di segmentazione, uno degli step
più complessi implementati ma poco valorizzati all’interno del tool.
In questo caso l’analisi è molto semplice: essa si basa sull’esecuzione della
segmentazione seguita poi da una fase di estrapolazione dei valori di IOU.
Questi valori vengono estratti sia a livello di immagine, sia a livello di singole
maschere (vedi figura 5.41).
Figura 5.41: Segmentazione delle immagini.
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Conclusioni
Giunto alla fine di questo percorso, posso dire di ritenermi veramente sod-
disfatto del lavoro svolto. Sebbene inizialmente l’ambito di progetto non fosse
completamente delineato, nel corso del tempo sono state messe in atto una
serie di strategie volte a definire uno sempre più robusto metodo di intervento.
In questo senso, è stato di fondamentale importanza lo studio preliminare svol-
to nelle prime fasi di strutturazione dell’elaborato. Tale studio ha permesso di
conoscere in dettaglio lo stato dell’arte relativo alle tecniche e gli approcci di
computer vision utilizzati nell’ambito in questione.
Mettere in pratica le nozioni apprese e implementare gli algoritmi visti sulla
carta ha rappresentato, dal punto di vista personale, un momento di totale
euforia e passione. Fra le nozioni apprese, quelle relative alla segmentazione
semantica costituiscono un risultato da custodire gelosamente: non è da tutti
giorni, infatti, vedere coi propri occhi un sistema suddividere perfettamente e
in modo automatico un’immagine del volto; è qualcosa che lascia senza parole
e procura allo stesso tempo un senso di inquietudine.
Per quanto riguarda lo sviluppo del tool, anche in questo caso non si poteva
sperare in un risultato migliore. Nonostante un approccio iniziale al trianing
e all’estrazione di descrittori non totalmente robusta, nel tempo si è riusciti a
migliorare le tecniche proposte, giungendo infine ad un sistema di rilevazione
estremamente performante.
Si chiude così un percorso lungo cinque anni, costellato da gioie, sofferenze,
paure ma sempre caratterizzato dalla profonda passione verso una disciplina,
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