Let G=(V , E) be a connected graph of order n, t a real number with t 1 and M ⊆ V (G) with |M| n t 2. In this paper, we study the problem of some long paths to maintain their one or two different endpoints in M. We obtain the following two results: (1) for any vertex v ∈ V (G), there exists a vertex u ∈ M and a path P with the two endpoints v and u to satisfy |V (P )| min{ 4
Introduction and notation
All graphs considered in the paper are undirected and simple. Some notation and terminology not defined here can be found in Bondy and Murty [3] . For a graph G = (V , E) and a subgraph H of G, the neighborhood in H of a vertex u ∈ V (G) is {v ∈ V (H ) : uv ∈ E(G)}, denoted by N H (u) , and the degree of u in H is d H (u) = |N H (u)|. If X is a subset of V (G), let N H (X) = ∪ v∈X N H (v) − X. For the case H = G, we use N (u), d (u) and N(X) instead of N G (u), d G (u) and N G (X), respectively. We use (G) to stand for the minimum degree in G of the vertices of G. We denote by c(G) the circumference, i.e., the length of a longest cycle in G, and by d (u, v) the distance between u and v in G, i.e., the length of a shortest path between u and v in G.
A subset S ⊆ V (G) is cyclable in G if all the vertices of S belong to a common cycle in G. A cycle C of G is S-maximal if there is no cycle C in G to satisfy V (C) ∩ S ⊂ V (C ) ∩ S, and C is called S-maximum if |V (C) ∩ S| is maximum in G. Obviously, an S-maximum cycle is an S-maximal cycle and a V (G)-maximum cycle is a longest cycle in G. A graph G is Hamiltonian if V (G) is cyclable in G, i.e., there is a cycle containing all vertices of G. And moreover, G is Hamilton-connected if, for any two different vertices x and y of G, there is a path containing all vertices of G with the two endpoints x and y. We use P k+1 to stand for a path of the length k, i.e., a path containing exactly k + 1 different vertices in G.
Various problems on long cycles or long paths are interesting and important in graph theory, and they have been deeply studied. Two classical results are due to Dirac.
Theorem 1 (Dirac [5] ). If G is a 2-connected graph on n 3 vertices, then c(G) min{n, 2 } and there exists a path of length min{n − 1, 2 }. Theorem 2 (Dirac [5] ). If G is a 2-connected graph on n 3 vertices and > 1 2 n, then G is Hamilton-connected.
These results have been generalized by Ore as follows:
Theorem 3 (Ore [11] ). Let G be a 2-connected graph of order n. If d(x) + d(y) n for any pair of nonadjacent vertices x and y in G, then G is Hamiltonian.
Theorem 4 (Ore [12] ). Let G be a 2-connected graph of order n. If d(x) + d(y) n + 1 for any pair of nonadjacent vertices x and y in G, then G is Hamilton-connected.
In the case that only some vertices are of large degree, it is nature to ask whether there exists a cycle or a path containing all these large degree vertices (i.e., the cyclability problem) or there exists a cycle (or a path) of large length in the graph (i.e., the existence problem of long cycle or long path). So Theorems 1 and 3 are generalized to cyclability property of a given subset of vertices. Let us first see the following results.
Theorem 5 (Bollobás and Brightwell [2] and Shi [15] ). Let G be a 2-connected graph of order n and S ⊆ V (G). If (S) 1 2 n, then S is cyclable.
Theorem 6 (Ota [13] ). Let G be a 2-connected graph of order n and S ⊆ V (G). If d(x) + d(y) n for every pair of nonadjacent vertices x and y in S, then S is cyclable.
As an improvement of Dirac's theorems, Woodall [16] proposed a conjecture in 1975 that considers long cycles in graphs with some large degree vertices: If a 2-connected graph of order n has at least n 2 + k vertices of degree at least k, then it has a cycle of length at least 2k. This conjecture was one of the 50 unsolved problems in [3] and it has been essentially proved in [10] .
Theorem 7 (Li [10] ). If G is a 2-connected graph on n vertices with at least n 2 + k vertices of degree at least k, then G contains a cycle of length at least min{n, 2k − 13}.
When the graph is not necessarily 2-connected, there is a result as follows: Theorem 8 (Häggkvist and Li [9] ). Let G be a graph of order n and k an integer with 3 k n − 1. If there are at least n 2 − 1 vertices of degree at least k, then either the circumference of G is at least k or G has a subgraph isomorphic to the graph K * On the other hand, there is a long standing well-known conjecture of Erdős-Sós about trees of k edges in graphs of large sizes.
Conjecture 9 (Erdős-Sós). If G is a graph on n vertices and the number of edges of G is e(G) > n(k−1) 2 , then G contains all trees of size at most k.
Erdős and Gallai proved the Erdős-Sós conjecture for paths as follows, and some special cases of the Erdős-Sós conjecture are referred to [4, 8, 14, 17] .
Theorem 10 (Erdős and Gallai [7] ). If G is a graph on n vertices and the number of edges of G is e(G) > n(k−1) 2 , then G contains a path P k+1 , i.e., a path of length k.
The following conjecture was first formulated by Loebl in 1995 for the case k = n 2 and then generalized by Komlós and Sós. This conjecture has some similarity with the Erdős-Sós' conjecture, but the main condition is on degrees of the vertices in a subset of vertices.
Conjecture 11 (Loebl-Komlós-Sós). If G is a graph on n vertices and it contains at least n 2 vertices having degrees at least k, then G contains all trees of size at most k.
For the existence of long paths, we have another conjecture and its partial affirmation. (Erdős et al. [6] ). Let n, m, k be fixed positive integers with n > m k and = 2 for even k and = 1 otherwise. If G is a graph on n vertices and it has at least k−1 2 n m+1 + vertices of degrees at least m, then G contains a path P k+1 . Theorem 13 (Erdős et al. [6] ). Let k be a positive integer. Then there is a constant c such that if m is large enough with respect to k, each graph G of order n, n > m, with at least k−1 2 ] n m+1 + c vertices of degrees at least m, then G contains a path P k+1 .
Conjecture 12
The following result shows that Conjecture 11 is true for paths. Theorem 14 (Bazgan et al. [1] ). If G is a graph on n vertices and it has at least n 2 vertices of degrees at least k, then G contains a path P k+1 , i.e., a path of length k.
We generalize the preceding results on long paths in this paper. In fact, for a given subset M of vertices, we can get a long path with one or two of its endpoints in M.
Theorem 15 (the first main result). Let G be a connected graph of order n, t a real number with t 1 and M ⊆ V (G) satisfying |M| n t 2. Then for any vertex v ∈ V (G), there exist a vertex u ∈ M and a path P = P [v, u] in G, having its different nonadjacent endpoints v and u, to satisfy
Theorem 16 (the second main result). Let G be a connected graph of order n, t a real number with t 1 and M ⊆ V (G) satisfying |M| n t 2. Then either there is a cycle C covering all vertices in M or there exists a path P = P [u 0 , u p ] in G, having its different nonadjacent endpoints u 0 and u p in M, to satisfy
where f (t) = min{ 4 t , 2 t−1 }.
Proofs of the main results
For convenience, we introduce some notation and terminology. If P [u 0 , u q ] = u 0 u 1 · · · u q is a path of graph G with the endpoints u 0 and u q , we denote by − → P the path with an orientation from u 0 to u q , and by ← − P the path with the reverse orientation (from u q to u 0 ). For the case 0 i j q, then u i − → P u j denotes the consecutive vertices or the subpath of P from u i to u j in the direction specified by − → P . The same vertices or the subpath in the reverse order are given by u j ← − P u i . For the case 0 < i < q, we use u + i = u i+1 to denote the successor of u i on − → P and u − i = u i−1 to denote its predecessor on − → P . By this notation, there are no successor of u q and predecessor of u 0 on − → P as well as there are no successor of u 0 and predecessor of u q on ← − P . For A ⊆ V (P ), we put A + = {v + |v ∈ A} and A − = {v − |v ∈ A}. For an integer k 2, denote
The rest of this section is devoted to the proofs of our main results (Theorems 15 and 16). It is easy to see that the two conclusions hold for small integer n. And for the case t = 1, i.e., M = V (G) in this case, we consider the two special versions for Theorems 15 and 16, respectively. (i) For any vertex v ∈ V (G) in Theorem 15, since G is connected, we can choose a longest path P [v, u] in G, starting the endpoint v to the endpoint u, then the neighbors of the endpoint u are on the path
which implies that the conclusion in Theorem 15 holds for the case t = 1. (ii) Suppose that there is no path containing all vertices of G (so there is no cycle C covering all vertices of G in this case), since G is connected, we can choose a longest path P [v, u] in G, starting at the endpoint v and ending at the endpoint u, with an orientation − → P from v to u, then the neighbors of the endpoints v and u are on the path
, which implies that the conclusion in Theorem 16 holds for the case t = 1, where f (1) = 4 this case.
Let t > 1 and n > 1 be fixed and let G be a connected graph on n vertices. We suppose that both theorems hold for all connected graphs on fewer than n vertices, we shall prove both theorems simultaneously for the graph G of order n. So we may assume that n is the smallest integer such that there is a graph G on n vertices such that (1) G satisfies the hypotheses of Theorems 15 and 16, but the conclusions do not hold, i.e., G is a connected graph of order n such that there exists a subset M of vertices with |M| n t for some real number t > 1 and G contains no required paths, and (2) Subject to (1) , G has minimum number of edges.
Clearly from (2), every edge in the subgraph G[S] of G reduced by S is a cut-edge and hence it does not lie on any cycle of G.
For convenience, we will say Case A for Theorem 15 and Case B for Theorem 16 throughout this section, respectively. Let P = P [u 0 , u p ] = u 0 u 1 · · · u p be the chosen path to satisfy In Case A: (A 1 ) u 0 is the chosen vertex in V (G), the other different endpoint u p belongs to M and P contains as many as possible vertices of M;
(A 2 ) Subject to (A 1 ), P contains as many as possible vertices of V (G); (A 3 ) the endpoint u p has the smallest number of neighbors out of P among all paths which satisfy the conditions (A 1 ) and (A 2 ), i.e., |N G−P (u p )| is minimized.
In Case (B): (B 1 ) P contains as many as possible vertices of M with its different endpoints u 0 and u p in M;
, P contains as many as possible vertices of V (G);
Such a path P always exists because G is connected and |M| 2. For convenience, we call a path satisfying (A 1 ) and (A 2 ) as a maximal (v, M)-path and one satisfying (B 1 ) and (B 2 ) as a maximal (M, M)-path. Both of these types of paths are called maximal paths.
We obtain some common claims to both Cases A and B, and then we will give the proofs of our main results, respectively.
Claim 0. Let P = u 0 u 1 · · · u q be a maximal path and
Proof. By (A 1 ) or (B 1 ), we get S 1 ⊆ S. Since every edge between two S-vertices does not lie on a cycle by our assumption, S 1 is an independent set. By (A 1 ) or (B 1 ) again, there is no path in G − P between any vertex in S 1 and any vertex of M. If there exists some edge xs with x ∈ S 1 and s / ∈ V (P ), this edge must be a cut-edge. Let G be the component in G − {xs} that contains P . Then G contains M and every vertex of M has the same degree in G as in G. This contradicts the assumption of G. Therefore we get N(S 1 ) ⊆ V (P ). By the facts that every edge between two S-vertices is a cut-edge, we deduce N(
For any path P = u 0 u 1 · · · u p with u p ∈ M satisfying either the conditions (
Let u i be the first vertex on P from u 0 to u p satisfying
Proof. We get (1) from Claim 0 and (3) from the assumption that every edge in G[S] is not on a cycle, respectively. (4) can be obtained directly by the choice of P, (1) and (2). To prove (2), we assume that there exists a vertex
We consider the following two possibilities.
. By Claim 1, we can choose the two neighbors u j and u l of some vertices in S 1 , where i j < l p, such that
. Then it follows from Claim 1 and the choices of u j and u l satisfying
j and the neighbors of u +2 j out of P . Clearly P satisfies the choices (A 1 ) and (A 2 ) ((B 1 ) and (B 2 ), respectively). Let u * be the first vertex on P from u 0 to u p satisfying u * ∈ N G (S 2 ), i.e., P [u 0 , u * ] ∩ N G (S 2 ) = {u * }. Then u + j ∈ S 2 and u j u
Proof. We get (1) from Claim 0 and (3) from the assumption that every edge in G[S] is not on a cycle, respectively. It remains to prove (2) .
Suppose that there exists some vertex
, resp.) of P since |V (P ) ∩ M| = |V (P ) ∩ M| and |V (P )| = |V (P ) − {u + j }| + 2 = |V (P )| + 1. This completes the proof of (2).
By considering the path P = u 0 − → P u l u − → P u p S 1 u − ← − P u +2 l u + l and by the choice condition of P and Claim 0, we get u + l ∈ S and u +2
From Claim 0, we get an independent set S 2 satisfying S 2 ⊆ S and N G (S 2 ) ⊆ V (P ) ∩ M = V (P ) ∩ M. And we get also S 1 ∩ S 2 = ∅ by the choice of u i and |S 1 | |S 2 | by the choice condition (A 3 ) ((B 3 ), resp.) of P.
Proof. Suppose, to the contrary, there exists a vertex y ∈ N(S 2 ) ∩ N + (S 2 ) ∩ u 0 − → P u p , i.e., y ∈ N(S 2 ) and y + ∈ N(S 2 ). By Claim 0, y, y + ∈ M. By the fact of N + From now on, we shall give the proofs in detail of our main results, Case A for Theorem 15 and Case B for Theorem 16, respectively.
Case (A): Suppose that G satisfies the hypotheses of Theorem 15, but the conclusion does not hold. Let P =u 0 u 1 · · · u p be a path satisfying the choices (A 1 ), (
If all neighbors of the endpoint u p lie in path P, then |V (P )| d G (u p ) + 1, a contradiction. We suppose that the endpoint u p has some neighbors out of P. Put S 1 = N G−P (u p 
Let u i be the first vertex on P from u 0 to u p satisfying u i ∈ N G (S 1 ), i.e., P [u 0 , u i ] ∩ N G (S 1 ) = {u i }. Then we get u i = u p . We consider the following two possibilities, in each of which we obtain a contradiction.
Case A1: u i − → P u p ∩ M N G (S 1 ). In this case, we can choose the two vertices u j , u l , where i j < l p, and the path P
. And then we get 
. By Claim 4 and the fact X 1 ∩ X 2 = ∅, we obtain
By combining with the fact that |V (P )| |N P (u p )| + 1, we deduce that
. We follow the discussion of the assumption (ii) above. Subcase A2.1: There exists some S-vertex u ∈ N + 
. By the claims 0, 1 and 3, we get N + G (S 1 ) ⊆ S and N G (S 1 ) ∪ N G (S 2 ) ⊆ M and (N G (S 1 ) − {u i }) − ⊆ S. Similar to Claim 4, we get X ∩ X + = N G (S 1 ) ∩ N + G (S 2 ) ⊆ {u i }. By the definition, u + p does not exist, i.e., |X + | = |X| − 1, we get |V (P )| |X ∪ X + | = |X| + |X + | − |X ∩ X + | 2|X| − 2 > 4|S 1 | t − 2 and therefore we have
by the minimality assumption of G and considering G and M , we get a path in G (and hence in G, too) to verify the requirement of the theorem, a contradiction. For the case of |M|−|X|=|M | < n−|S 1 |−|S 2 | t , we get also
t−1 by the assumption t > 1. Again, from the fact X ∩ X + = ∅ and |X + | = |X| − 1 (since u + p does not exist), we get |V (P )| |X ∪ X + | = |X| + |X + | = 2|X| − 1 > 2|S 1 |−4 t−1 − 1. Hence
This completes the proof of Theorem 15.
Case B: Suppose that G contains no cycle covering all vertices of M and no path containing all vertices of G. Since G is connected and |M| n t 2, we choose a path P = u 0 u 1 · · · u p satisfying the conditions (B 1 ), ( , by the minimality assumption of G and considering G and M , we obtain the required path of Theorem 16 in G (and hence in G, too), a contradiction. Thus we get |M | < n−|S 1 | t and |S 1 | < t. It follows that:
Below, we can assume
. Following the discussion under the assumption (i), we have
Proof. (1) Suppose, a contrary of this claim, that x ∈ N P (u 0 ) ∩ N +2 The proofs of (2), (3) and (4) can be given in a similar way: if one of them were not true, there would exist a cycle covering all vertices of V (P ) ∩ M.
By the minimality assumption of G and considering the graph G − (S 1 ∪ S 2 ), we obtain either the required path of Theorem 16 in G − (S 1 ∪ S 2 ) (and hence in G, too) or |X| > 2|S 1 | t . Again by Claims 2 and 6, we obtain
We are under the assumption of (ii). Now, we may first consider the case where there exists some S-vertex u ∈ N +
. By the minimality assumption of G and considering G − (S 1 ∪ S 2 ), if there does not exist a required path of Theorem 16 in G − (S 1 ∪ S 2 ) (and hence in G, too), we obtain |X| > 2|S 1 | t = 2d G−P (u p ) t . In this case, Claim 6 still holds, then we can get
Then we may consider the case where any S-vertices u ∈ N + (S 1 ) ∩ N − P (S 1 ) has no neighbor in u 0 − → P u −3 i . And we get u − i ∈ S satisfying not adjacent to any vertex in S-vertices in N +
By the minimality assumption of G again and considering the graph G − (S 1 ∪ S 2 ), if there does not exist a required path of Theorem 16 in G − (S 1 ∪ S 2 ) (and hence in G, too), we get |X|
by the fact of t > 1. By the similar arguments to the proof of Claim 6, we can get
It follows that
Combining the inequality (1) with Cases B1 and B2, we conclude
where f (t) = min{ 4 t , 2 t−1 }. By the symmetry of u 0 and u p on the path P, we can also get
where f (t) = min{ 4 t , 2 t−1 }. By the choice of the path P in Case B, we can get the inequality in any way |V (P )| |N P (u 0 ) ∪ N + P (u p )| = |N P (u 0 )| + |N + P (u p )| = d P (u 0 ) + d P (u p ).
Here the first equality comes from the fact N P (u 0 ) ∩ N + P (u p ) = ∅. By utilizing the inequalities (2) through (4), we can obtain the requirements needed in the four possibilities.
(a) For the case of N G (N G−P (u 0 )) ∩ V (P ) = {u 0 } and N G (N G−P (u p )) ∩ V (P ) = {u p }, i.e., each neighbor of u 0 (u p , resp.) out of P having only u 0 (u p , resp.) as its neighbor on P, we obtain either the required path in Theorem 16 or |N G−P (u 0 )| < t and |N G−P (u p )| < t. For the latter, we get d P (u 0 ) > d G (u 0 ) − t and d P (u p ) > d G (u p ) − t, implying (by (3) And observing the fact of d G (u p ) = d P (u p ) + d G−P (u p ), we eliminate d P (u p ) and d G−P (u p ) by d G (u p ) in the last two inequalities and we can get
where f (t) = min{ 4 t , 2 t−1 }. (c) For the case of |N G (N G−P (u 0 )) ∩ V (P )| 2 and N G (N G−P (u p )) ∩ V (P ) = {u p }, i.e., some neighbor of u 0 out of P having at least two neighbors on P (including u 0 ) and each neighbor of u p out of P having exactly u p as neighbor on path P, with the similar argument to (b), we obtain either the required path in Theorem 16 or
(d) For the case of |N G (N G−P (u 0 )) ∩ V (P )| 2 and |N G (N G−P (u p )) ∩ V (P )| 2, i.e., some neighbor of u 0 (u p ,
