The paper presents a mechanism to perform speaker adaptation in speech synthesis based on deep neural networks (DNNs). The mechanism extracts speaker identification vectors, so- 
Introduction
Statistical parametric speech synthesis (SPSS) [1] has advantages when compared with speech synthesis methods based on unit selection and concatenation [2] . One of the key advantages is the ability to adapt to different voices using a small database. Recently, important advances on SPSS have been achieved with the use of deep learning, e.g. [3, 4, 5, 6] . The vast recent literature shows that the utilisation of deep learning not only improves quality on existing SPSS vocoding frameworks but also stimulates the use of different methods to improve speech modelling, based on speech recognition approaches.
Although a significant quality improvement has already been reached with deep learning for SPSS, flexibility at the same level that has been achieved so far using hidden semiMarkov models (HSMMs) [7] is still an open problem. Recently, there has been increased effort to perform adaptation in deep neural network (DNN) based SPSS (DNN-TTS) [8, 9, 10, 11, 12, 13] . In [8] , the authors study three different forms of conducting speaker adaptation under a DNN-TTS framework: (1) using i-vectors [14] as speaker-id input feature for the DNN; (2) network manipulation; and (3) conversion of the predicted features using Gaussian mixture models (GMMs). They also test a combination of these three methods. The authors conclude that the most effective of the approaches is simply applying voice conversion techniques at the output feature level, while the use of i-vectors together with input labels was the less effective. In [12] , i-vectors have been shown to improve the quality of synthetic speech and enable to control the speaker identity. Following a different concept, in [9] the authors propose an approach which uses speaker dependent output layers on a multi-speaker DNN-TTS system. Later, using a similar philosophy, the same authors proposed a speaker and language factorisation method [11] , with the same functionality of the equivalent HSMM-based approach shown in [15] , which was eventually applied to a talking head [16] .
This paper presents an approach for unsupervised speaker adaptation in DNN-TTS, based on the use of a speaker-id information extracted through a neural network. The speaker-id is considered in the form of a single vector and is referred to as dvector [17] . The motivation for the use of d-vectors is based on the results reported in [17] , in which the authors verified that dvectors outperformed the popular i-vectors in speaker verification tasks. In our proposed adaptive DNN-TTS system, at training time, d-vectors are extracted from a multi-speaker database and used as input together with linguistic features to train a multi-speaker DNN-TTS system, following the same concept of the work reported in [8] using i-vectors. At adaptation time, dvectors are estimated for the target speaker and presented along with the linguistic features to synthesise speech for the target speaker. The paper primarily investigates speaker representation in the form of d-vectors and compares with the commonly used i-vector based speaker representation for speaker adaptation in DNN-TTS. Listening tests were conducted to evaluate the performance of both these systems. This paper is organised as follows. Section 2 describes our method to train, estimate, and calculate d-vectors. Section 3 provides a brief overview of i-vectors. Section 4 shows how the proposed adaptive DNN-TTS system works in detail. Section 5 presents our experiments, followed by conclusions in Section 7.
d-vector for adaptive DNN-TTS
For d-vector estimation and calculation, a speaker identification task using a neural network is set, as illustrated in Fig. 1 , where speech parameters are input and speaker's probabilities are output. This section describes the processes of training and estimation of d-vectors and follows the idea presented in [17] .
Training
At training time, speech parameters O (s) are extracted from a multi-speaker training database and used as input, where s represents the speaker's index.
Each frame at time t, o (s) t contains parameters used to train a typical statistical parametric speech synthesis system, i.e., o 
. . . Ts , are set such as y
, where S is the number of training speakers, and y (s)
Ts is the number of frames for voice s.
d-vector estimation
Once training is finished, the network of Fig. 1 is used for dvector estimation. For that, the layers after the bottle-neck (BN) are dropped and the bottle-neck output is taken into account. It is important to note that the BN layer is linear and does not have a Sigmoid activation layer. For each speaker s, speech parameters O (s) are fed to the trained network and a sequence of frame-based speaker-dependent vectors are considered,
having a dimension D. In [17] , a d-vector is obtained by taking the average of the bottle-neck output over all the frames from a given speaker. Here we apply principal component analysis on D (s) . The final estimated d-vector for the corresponding speaker,d (s) , is then taken as the first eigenvector [18] .
i-vector for adaptive DNN-TTS
The proposed approach using d-vectors in this paper is compared with the commonly used i-vector based approach for deriving speaker representations. This section presents a brief overview of i-vectors to derive speaker identity.
The mean supervector x of a speaker dependent Gaussian mixture model (GMM) can be represented as:
where y is the mean supervector of the speaker independent universal background model (UBM) and A is the total variability matrix estimated on the background data. i is the speaker identity vector, also called the i-vector, which is obtained by maximum aposteriori (MAP) estimation given the speech segments from speaker s [19] . More details about i-vectors can be found in [14] .
Adaptive DNN-TTS using speaker representations
The adaptive DNN-TTS system using speaker representations as inputs is composed of three parts, as illustrated in Fig. 2 : (1) training; (2) adaptation; (3) synthesis. In the following, each one of them is explained in detail 1 .
Training

DNN-TTS training uses linguistic information as input, L
is a vector of linguistic information from speaker s at frame t. These features are concatenated with the corresponding
Ts−1 , where each input vector is given by
.
Adaptation
In the proposed DNN-TTS system for speaker adaptation, three 
Adaptation using plain d-vectors
The plain d-vectorsd
for the target speaker are estimated in the same manner as estimated for the training speakers. The speech parameters of the target speaker O (u) are propagated through the trained speaker-id network to extract the bottleneck features D (u) . PCA is then applied on the bottle-neck features D (u) and the first eigenvector is considered as the plain d-vector.
Adaptation using interpolated d-vectors
In this approach, the d-vector for the target speaker is calculated by interpolating the d-vectors of the training speakers. This is given by:d
where S is the number of training speakers, and the weights λ (u) (s) correspond to the means of the posteriors (output) of the d-vector neural network when O (u) is input. This is given by:
The calculated d-vector for the target speaker is referred to as interpolated d-vector.
Adaptation using average d-vectors
In this approach, the d-vector for the target speaker is calculated as the average of the d-vectors obtained in Sections 4.2.1 and 4.2.2 respectively. This is given by:
All these d-vector variants can be used as speaker representations for the target speaker for performing speaker adaptation in DNN-TTS. For the experiments in this paper, we compare the performance of these approaches with the commonly used i-vector based approach to represent the target speaker. It is important to note that the i-vector and d-vector based approaches perform unsupervised speaker adaptation in DNN-TTS and do not require adaptation data labels. Speaker representations are derived by only using the information extracted from the audio data from the target speaker.
Synthesis
Speech synthesis with the target voice is done by using the multi-speaker DNN-TTS fed by linguistic features from the text to be synthesised together with the estimated d-vector or i-vector of the target speakers as described in the previous section. Once the speech features are retrieved, they are then unnormalised, smoothed, and applied to the vocoder in order to produce synthetic speech.
Experimental Setup
Experiments were conducted on a multi-speaker database. The data is comprised of studio recordings from 20 American English speakers, 10 male and 10 female, sampled at 22.05 kHz. 18 speakers were used for training, while two speakers, one female and one male, were left out as target speakers for adaptation. The total amount of training data was roughly 20 hours, while approximately 10 minutes of each target speaker was used for adaptation.
From the speech material, F 0 was extracted using the algorithm presented in [20] , while 40 mel-cepstral coefficients and 39 phase features were derived using complex cepstrum analysis [21] . Aperiodicity features were also extracted using pitchsynchronous warped amplitude spectra of the voiced and unvoiced components of speech. Then, from the aperiodicity features 20 mel band-aperiodicity coefficients were obtained. For complex cepstrum analysis and aperiodicity extraction, glottal closure instants were detected using the algorithm in [22] . All the features had delta parameters aside from ln F 0, which also included second order delta-delta. The voicing flag had no dynamic feature. The ln F0 values in the unvoiced regions were obtained through cubic interpolation to result into final continuous ln F0 trajectories. The total dimension of each o (s) t was 202.
The d-vector neural network had 3 hidden layers, with the bottle-neck (BN) layer placed before the final hidden layer. The BN layer has 6 neurons while the hidden layers have 1024 neurons each. The soft-max output layer had 18 neurons corresponding to the number of training speakers. The network was trained using cross-entropy training criterion and convergence was achieved after 18 epochs. The i-vector system was trained using MFCC features, where the UBM had 512 Gaussian mixtures. Both d-vector neural network and i-vector systems were trained using the KALDI toolkit [23] and had 6 dimension representations for each speaker. The adaptive DNN-TTS had 6 hidden layers, each one with 1024 neurons, and the number of inputs was L = 519 linguistic features plus D = 6 d-vector or i-vector components (total 525). The input linguistic features were normalised between [0.01; 0.99] while the output was normalised so as to have mean zero and variance one. Alignments to train the DNN-TTS were provided by HSMM monophone models. DNN training was performed using the mean squared error (MSE) criterion, the number of warm-up epochs was set to 10, and convergence was obtained after 25 epochs.
At synthesis time, all the samples were synthesised by the complex cepstrum vocoder [21] . DNN outputs were unnormalised and a parameter generation algorithm [24] applied in order to smooth the trajectories. For un-normalisation and parameter generation, mean and variances of the adaptation data was used. Variance scaling was applied to the final melcepstrum trajectories [25] .
Results and Discussion
Two listening tests were conducted to evaluate the perceptual impact of the proposed adaptation techniques: one for evaluating speech quality and another for evaluating similarity to the target speaker.
The speech quality test contrasted synthesised samples from individual systems in a preference test. The systems under consideration used the adaptation methods presented in Section 2 and are named as follows: (1) Listeners were asked: "Please choose which sample, A or B, sounds better". Subjects had the option to choose 'neither'. 20 paid subjects took part in the test, all of them English native speakers with no reported hearing impairments. The listening test was conducted at the University of Edinburgh under controlled conditions and listeners did wear headphones. To also test the impact of using different adaptation speakers, each adaptation method was used to synthesise 4 different speakers (2 male, 2 female). These speakers were realised by rotating training and testing speakers in the multi-speaker DNN-TTS. 8 sentences were synthesised from a test set not used in training. Each subject listened to all 128 stimuli pairs (4 systems × 8 sentences × 4 speakers). Results are shown per gender and for all speakers combined for each system contrast in Table 1 . To measure statistical significance, t-tests were conducted, under the assumption that both systems were expected to achieve 50% of preference. This was regarded as the null hypothesis. Two systems were considered as significantly different when the p-scores were smaller than 0.5.
The results of the speech quality test show, that the d-vector based adaptation method is significantly preferred over the ivector based adaptation method. Also the D-VEC-AVRG system is significantly preferred over the I-VEC system. However, there was no significant difference between systems D-VEC and D-VEC-INTP nor between D-VEC and D-VEC-AVRG. Fig. 3 shows the weights obtained for one female and one male target speaker for calculating the interpolated d-vectors discussed in Section 4.2.2. It can be seen that for the female speaker (top), weights are higher in the female speakers zone, while the equivalent happens for the male speaker. It is interesting to note that D-VEC and D-VEC-INTP perform very similar despite the fact that they are calculated in very different ways. D-VEC is estimated using data from the target speaker while D-VEC-INTP interpolates training speakers d-vectors.
In the speaker similarity test, for each test sentence, first the natural speech was played followed by the two synthetic versions in randomised order. Subjects were asked which of the two samples did sound more similar to the reference speaker. Only a subset of systems was selected based on listening impressions from the first test, including only systems for which a difference in similarity could be expected. Results are shown in Table 2 . Across all speakers, speaker similarity was not found to differ significantly between D-VEC and I-VEC systems. However, when separating male and female speakers, a significant preference for the I-VEC system is observed in case of the male speakers, but not for the female speakers. Looking at the individual male speakers results showed one was significantly preferred in the I-VEC version while the other male speaker did not show any significant difference.
In terms of the difference between I-VEC and D-VEC-AVRG systems, across all speakers, a narrow significant preference for system D-VEC-AVRG is observed. However, separating genders shows again differences, i.e. a significant difference was only observed for female speakers while the male speakers showed no significant difference. Similar to the previous contrast, the significant difference for female speakers was a result of one speaker being more strongly preferred in the D-VEC-AVRG version while the other female speaker did not show any significant difference.
Overall, d-vector based approaches perform similar or better than the i-vector based approaches for speaker similarity. For speech quality there is a clear preference for the d-vector based approaches.
Conclusions
The paper presented an approach to derive speaker representations in the form of d-vectors, that are used as inputs along with linguistic features to perform unsupervised speaker adaptation in DNN-TTS. Three variants of d-vectors as speaker representations during synthesis time were explored and their performance was compared with the commonly used i-vector approach in listening tests. The results showed that the d-vector approach has a significant preference over the i-vector approach for speech quality. All the d-vector variants performed similar in terms of speech quality. On the other hand, both d-vectors and i-vectors performed very close in terms of speaker similarity, except a small significant preference for the d-vector calculated as average over the i-vector.
