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Introduction
Let C, C i , i ∈ N 0 be positive real constants. We mean that value C can be different in various formulas but values C i , i ∈ N 0 are certain. Let B(H) be a set of linear bounded operators acting in a Hilbert space H and defined on the whole space H. Everywhere further we consider linear densely defined operators acting in a separable complex Hilbert space H. Symbols D(L), R(L) denote respectively a domain of definition and a range of the operator L. Symbol P(L) denotes a resolvent set of the operator L. Symbols R L (ζ), R L := R L (0), ζ ∈ P (L) denote a resolvent of the operator L. Define s -numbers of a compact operator L as: s i (L) = λ i (N), i = 1, 2, ... , r(N), where λ i (N) are eigenvalues of an operator N := (L * L) 1/2 , r(N) = dim R(N). If r(N) < ∞, we suppose s i = 0, i = r(N) + 1, 2, ... . Following terminology [15] , we use a term "algebraic multiplicity" meaning the dimension of a root vectors subspace corresponding to the certain eigenvalue. A sum of all algebraic multiplicities of an operator L we denote by ν(L). We use the following denotation of a Schatten-von Neumann class S p (H), 1 ≤ p ≤ ∞. Following the definition given in the parer [53] , denote by µ(L) an order of the operator L with a compact resolvent, if we have an estimate λ n (R L ) ≤ C n −µ , n ∈ N, 0 ≤ µ ≤ ∞. The case µ = ∞ corresponds to
This denotation means that H + is dense in H as a set of the elements and we have a bounded embedding provided by the inequality
moreover any set bounded in the sense of the norm H + is compact in the sense of the norm H.
Denote by H L , · L respectively the energetic space generated by the operator L and the norm in this space (more detailed [55] , [47] ). We consider the non-selfadjoint operators which can be represented by the sum W = T +S with the certain assumptions relative to a main part -operator T and a lower term -operator S, both of these operators act in H. We assume that there exists a linear manifold M ⊂ H + dense in H + on which the operators T, S are well defined with their adjoint operators. In further we suppose that the following conditions are fulfilled
Thus in further we suppose D(W ) = M, what gives us an opportunity to approve that D(W ) ⊂ D(W * ). The closure of the operator W R we denote by H. Due to conditions (3) and by virtue of Theorem 3.4 [19, p.268 ] the operator W is closable. LetW be a closure of the operator W . It is proved in [35] that under assumptions (1)-(3), the operatorW is sectorial with the top situated at the point zero and a semi-angle θ. Also the following series of theorems are true Theorem 1. We have the implications
where µ := µ(H). Moreover under assumptions λ n (R H ) ≥ c n −µ , n ∈ N, we have the implication
Theorem 2. The following relation holds
Moreover if ν(RW ) = ∞ and the order µ(H) = 0, then the following asymptotic formula holds
Theorem 3. Let θ < πµ/2 , then a system of root vectors of RW is complete in H.
Strictly accretive and m-accretive operators
For a reader convenience, we would like to establish known facts of the operator theory under the point of view required for our next reasonings. Consider a closed densely defined operator A with the following imposed condition
Since D(A) is a dense set in H, then R(A − λ 0 ) ⊥ = 0. It implies that def(A − ζ 0 ) = 0 and if we note Theorem 3.2 [19, p .268] we came to conclusion that def(A − λ) = 0, ∀λ ∈ ∆(A) and
It means that the operator A is m-accretive. In accordance with definition made in [36] we can define a positive and negative fractional powers of the positive operator A in the following
This definition can be correctly extended on m-accretive operators, the corresponding reasoning can be found in [19] . Thus further we define positive and negative fractional powers of m-accretive operators due to formula (9) . Let us show that a fractional power A α , α ∈ (0, 1) of m-accretive operator A is accretive operator. We have the following reasoning
Using condition (8), we obtain the following inequality
Hence, we obtain
Since in accordance with Theorem 3.35 [19, p.281 ] the set D(A) is a core of A α , then we can extend the previous inequality as the following
Let us show that if an operator A is m-accretive, then the operator A * is m-accretive. Since it is proved that def(A + λ) = 0, λ > 0, then nul(A + λ) * = 0, λ > 0. In accordance with well-known theorem, we have (
We can rewrite this relation, as
In accordance with proved above, we can extend the previous inequality, as
Let us show that A α * ⊃ A * α . Note that formula (9) means that there exists a limit in the sense of norm
Hence, using (1), we can write
It is clear that (
, λ > 0 and
It can be checked in an easy way that
we just should consider the identity A * (λ + A * ) −1 = I − λ (λ + A * ) −1 so the rest part of the proof of relation (14) looks like understandable . Thus we can consider a formal relation
but by virtue of (10), the right part of this relation is an operator A * α . It implies that one is true. In consequence of (1), (13) , (14), we obtain A * α ⊂ A α * .
Main results
We have the following theorem Theorem 4. Assume that J is a closed densely defined, m-accretive operator acting in a separable Hilbert space H, J −1 is compact. The operator G is strictly accretive with bounded sesquilinear form, such that T = J * GJ is densely defined, D(T ) ⊂ D(T * ). The operator F is bounded, a composition F J α is strictly accretive and
Then for the operator Proof. Let us define a Hilbert space
. Without lose of generality we can consider that C = 1. Thus, we obtain fulfillment of inequality (2) . In consequence of compactness property of the operator J −1 the embedding provided by inequality (2) is compact. Hence we have fulfillment of (1) 
Note that due to the results of T.Kato [18] , we have D(J α ) = D(J * α ). Hence, taking into considerations the conditions of this theorem and said above, we can conclude in an obvious way that D(L) ⊂ D(L * ). We should check fulfillment of conditions (3) . Consider
Therefore condition (i) is fulfilled. Due to strictly accretive property of the operator F J α , we have not doubt in fulfilment of first condition (ii). For the proof the second one, consider
In accordance with [19] , we have J α = J α−1 J, where
Let us prove that J α−1 is bounded in H, for this purpose consider a decomposition
Using the fact J(λ + J)
, we can evaluate respectively
Hence we have fulfillment of the second condition (ii). The proof is complete.
Abstract Lebesgue spaces and coefficient-operator F
Consider a space with a measure (Ω, F , µ) and corresponding Hilbert space L 2 (Ω, µ) of functions defined on the set Ω. Let us study more carefully the particular case when H is L 2 (Ω, µ). Our aim to point out various particular features of Theorem 4 to reader.
Suppose that T t is a C 0 semigroup of contractions acts in L 2 (Ω, µ), A is the semigroup generator. Note that due to Hille-Yosida theorem (Theorem 3.1 [51, p.8]) , we have fulfillment of inequality (5), hence positive fractional powers of A are defined . Also under this assumption we know that so-called Balakrishnian formula takes a place. The following theorem establishes sufficient conditions for fulfillment of the strictly accretive property of the operator F A α .
Theorem 5. Assume that T t is C 0 semigroup acting in the space L 2 (Ω, µ), and suppose that F is bounded,
then operator F A α is strictly accretive.
Proof. First, consider a real case. Note that using the Balakrishnan formula, we get
Since generator A exists, then representing the inner integral by a sum
we can easily prove that
where C f is a constant depended on f. Thus applying the Cauchy-Schwartz inequality we obtain
Also it is clear that the functionf (Q, t) := f (Q)F (I − T t )f (Q)t −α−1 is (L) measurable function on Ω × (0, ∞). It gives us opportunity having applied the Fubini theorem to deduce
Let us investigate conditions imposed on the operator F when operator F A α is strictly accretive. For this purpose consider
By virtue of the theorem conditions, we get
Since D(A) is a core of the operator A α , then we can extend the previous inequality so that one is true on the set D(A α ). Note that
Remark 1. Under imposed assumptions of Theorem 5, let us consider the additional condition
where
where ρ is some function, when it is obviously that Ψ f (t) = 0, and max t Ψ f (t) = Ψ f (0). Also we have the following
If we have fulfillment of the conditions
the real case, we obtain
. Finally, by virtue of such arranging of the conditions, we obtain
where N is positive, K is nonnegative constants depended on the function ρ.
Particular case corresponding to the certain semigroup
Let us demonstrate the certain case within the framework of operator theory that suitable to our abstract main theorem. Let Ω ⊂ E n be a convex domain with a sufficient smooth boundary of n-dimensional Euclidian space. For the sake of the simplicity we consider that Ω is bounded, but as it will be clear further we can extend obtained results for some type of unbounded domains. Consider a sum of an uniformly elliptic operator in the divergent form of writing and adjoint of Kipriyanov fractional differentiation operator of order 0 < α < 1/2 (see [33] )
, with the following assumptions relative to the real-valued coefficients
Consider the shift semigroup in the direction defined as T t f (Q) = f (Q + et), where Q ∈ Ω, Q = P + er, r is an Euclidian distance between a fixed point P and the point Q. Without lose of generality let us choose a system of coordinate and the point P so that
where e i , i = 1, 2, ..., n are basis vectors in E n . Also we suppose that all functions have a zero extension outside of Ω. By virtue of continuous in average property, we can conclude that T t is strongly continuous semigroup, also it is clear that T t L 2 →L 2 ≤ 1 and we conclude that T t is C 0 semigroup of contractions (see [51] ). Hence due to Corollary 3.6 [51, p.11], we have
where A is a generator or derivative in a direction e, Af (Q) = −(∇f (Q), e) E n = −divef, e = (Q − P )/r. Inequality (17) implies that A is m-accretive. Hence we can define positive fractional powers α ∈ (0, 1) of operator A using formula (9) . Applying the Balakrishnan formula, we obtain
Hence, in a concrete form of writing, we have
where d(e) is a distance from the point P to the edge of Ω along the direction e. Applying relation (10), we get
Note that we have proved in general
, where the last operator is an extension of the Kipriyanov operator of fractional differentiation. If we note the fact D(A α ) = D(A * α ), α ∈ (0, 1/2), has been proved by T. Kato [18] , then we achieve
, α ∈ (0, 1/2). It should be noticed that the last fact is known in the one dimensional case [52] .
Consider a restriction A 0 of the operator A defined as
It is wellknown fact that generator A is a closed operator, hence A 0 is closeable.
Let us prove equivalence between norms of the spaces H 1 0 (Ω) and HĀ 0 . Suppose f ∈ C ∞ 0 (Ω) and consider the following relation
hence
Thus, we get
where C P is a some positive constant depended on choosing the point P. Hence 
Hence BĀ 0 f = f almost everywhere. Thus the operatorĀ 0 is compact. Let us find a certain operator G defined in the abstract form in Theorem 4. It is obvious that the following expression is true
Using the well-known theorem on divergent, we get
Suppose that f ∈ H 2 (Ω), then the well-known fact that there exists a sequence
g. Using these facts, we can extend relation (20) to the set D(L) and rewrite one in the following form
By virtue of the facts A *
. Hence, we can rewrite (21) in the following form
where G = BTB, D(G) := {ψ : ψ =Ā 0 ϕ, ϕ ∈ D(L)}. Estimating right part of (22), we come to the following inequality
More detailed proof of the last estimate can be found in [33] . Due to equivalence of the norm proved above, finally we obtain boundedness of the form
Due to relation (21) it is clear that G is strictly accretive (it follows from the uniformly elliptic property, see [33] ). Also it is obvious that D(A *
Hence the operator G satisfied to the conditions of Theorem 4. Let the operator F be the operator of multiplication on the real function ρ, then one is selfadjoint. It was proved for the one dimensional case that there exists an equality between the classes ρ · I α 0+ (L 2 ) = I α 0+ (L 2 ), 0 < α < 1/2. The known proof of this fact can be successfully applied to n-dimensional case. Hence F * : D(A α ) → D(A α ). Using Remark 1 we can verify that the composition F A α is strictly accretive, also it is clear that F is bounded. Thus we have fulfillment of Theorem 4 conditions for the operator F. We should note in the remainder an obvious inclusion Ā 0 α ⊂ D α d− . Now, if we use a notation J :=Ā 0 , then we obtain the following representation
Taking into considerations said above, we come to conclusion that the operator L satisfied to all conditions of Theorem 4. It is very essentially that in the made reasonings we can consider unbounded convex domain Ω with some restriction related to a solid angle contained Ω. Due to this way we come to generalization of the Kipriyanov operator for a case corresponding to unbounded domain.
