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HOMOLOGICAL SELECTIONS AND FIXED-POINT
THEOREMS
V. VALOV
Abstract. A homological selection theorem for C-spaces, as well
as a finite-dimensional homological selection theorem is established.
We apply the finite-dimensional homological selection theorem to
obtain fixed-point theorems for usco homologically UV n set-valued
maps.
1. Introduction
Banakh and Cauty [1, Theorem 8] provided a selection theorem for
C-spaces, which is a homological version of the Uspenskij’s selection
theorem [10, Theorem 1.3]. The aim of this paper was to establish a
finite-dimensional form of Banach-Cauty theorem, which is the main
tool in proving homological analogues of fixed-point theorems for usco
maps established in [2], [4] and [7].
All spaces are assumed to be completely regular. Singular homol-
ogy Hn(X ;G), reduced in dimension 0, with a coefficient group G is
considered everywhere below. By default, if not explicitly stated other-
wise, G is a ring with unit e. Following the notations from [1], for any
space X let Sk(X ;G) be the group of all singular chains with coeffi-
cients fromG consisting of singular k-simplexes and S(X ;G) denote the
singular complex of X , so S(X ;G) is the direct sum
⊕∞
k=0 Sk(X ;G).
The groups Sk(X ;G) are linked via the boundary homomorphisms
∂ : Sk(X ;G)→ Sk−1(X ;G).
If σ : △k → X is a singular k-simplex (△k is the standard k-simplex),
we denote by ||σ|| the carrier σ(△k) of σ. Similarly, we put ||c|| =⋃
i ||σi|| for any chain c ∈ Sk(X ;G), where c =
∑
i giσi is the irreducible
representation of c.
For an open cover U of X let S(X,U ;G) stand for the subgroup of
S(X ;G) generated by singular simplexes σ with ||σ|| ⊂ U for some
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2U ∈ U . A homomorphism ϕ : S(X,U ;G) → S(Y ;G) is said to be
a chain morphism if ϕ(Sk(X,U ;G)) ⊂ Sk(Y ;G) for all k ≥ 0 and
∂◦ϕ = ϕ◦∂. A point x ∈ X is called a fixed point for a chain morphism
ϕ : S(X,U ;G) → S(X ;G) if for any neighborhood V of x in X there
exists a chain c ∈ S(V ;G) ∩ S(X,U ;G) such that ||ϕ(c)|| ∩ V 6= ∅.
Let A ⊂ B be two subsets of a space X . We write A
Hm
→֒ B if
the embedding A →֒ B induces a trivial homomorphism Hm(A;G) →
Hm(B;G).
A set-valued map Φ : X → 2Y is called strongly lower semi-continuous
(br., strongly lsc) if for each compact subset K ⊂ Y the set {x ∈ X :
K ⊂ Φ(x)} is open in X . For example, every open-graph set-valued
map Φ : X → 2Y is strongly lsc, see [5, Proposition 3.2].
Here is our first homological selection theorem.
Theorem 1.1. Let X be a paracompact C-space, Y be an arbitrary
space and Φk : X → 2
Y , m = 0, 1, .., n, be a finite sequence of strongly
lsc maps satisfying the following conditions, where G is a fixed ring
with unit:
(i) Φm(x)
Hm
→֒ Φm+1(x) for every m = 0, .., n− 1 and every x ∈ X;
(ii) Hm(Φn(x);G) = 0 for all m ≥ n and all x ∈ X.
Then there exists an open cover U of X and a chain morphism ϕ :
S(X,U ;G) → S(Y ;G) such that ϕ(S(U ;G)) ⊂ S(Φn(x);G) for every
U ∈ U and every x ∈ U .
Let us mention that the Banakh-Cauty result [1, Theorem 8] is a
particular case of Theorem 1.1 with Φm = Φn for all m. There is also
a finite-dimensional analogue of the above theorem.
Theorem 1.2. Let X, Y and G be as in Theorem 1.1. The same
conclusion holds if dimX ≤ n and the sequence of strongly lsc maps
Φm : X → 2
Y satisfies only condition (i).
Theorem 1.2 and [1, Theorem 7] imply the following fixed point
theorem for usco (upper semi-continuous and compact-valued) maps:
Theorem 1.3. Let X be a paracompact space with dimX ≤ n, Y a
compact metric AR, G a field and Φ : X → 2Y be a homologically
UV n−1(G) usco map. Then for every continuous map g : Y → X there
exists a point y0 ∈ Y with y0 ∈ Φ(g(y0)).
The particular case of Theorem 1.3 with X = Y and g = idX is also
interesting.
Corollary 1.4. Let X be a compact metric AR with dimX ≤ n, G a
field and Φ : X → 2X be a homologically UV n−1(G) usco map. Then
there exists a point x0 ∈ X with x0 ∈ Φ(x0).
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Recall that a closed subset A of a metric spaceX is called UV n inX if
every neighborhood U of A inX contains another neighborhood V such
that the inclusion V →֒ U generates trivial homomorphisms πk(V ) →
πk(U) between the homotopy groups for all k = 0, ..n. If considering
the homology groups Hk(.;G) instead of the homotopy groups πk(V )
and πk(U) (i.e. requiring V
Hm
→֒ U for all m = 0, 1, .., n), then A is said
to be homologically UV n(G) in X . It follows from the universal formula
coefficients that every UV n-subset of X is homologically UV n(G) in X
for all groups G. Moreover, following the proof of Proposition 7.1.3
from [8], one can show that A is homologically UV n(G) in a given
metric ANR-space X if and only if it is homologically UV n(G) in any
metric ANR-space that contains A as a closed set. We say that A
is homologically UV ω(G) in X if A is homologically UV n(G) for all
n ≥ 0. Because of the last two notions, it is convenient to say that
A is homotopically UV n in X instead of A being UV n in X . We also
say that a set-valued map Φ : X → 2Y is homologically UV n(G) if all
values Φ(x) are homologically UV n(G)-subsets of Y .
Theorem 1.5. Let X be a compact metric AR-space, G a field and
Φ : X → 2X be a homologically UV ω(G) usco map. Then there exists
a point x0 ∈ Y with x0 ∈ Φ(x0).
Theorem 1.3 was established by Gutev [7] for usco maps with ho-
motopically UV n values. A homotopical version of Theorem 1.5 is also
known, see Corollaries 3.6 and 5.14 from [4], or Theorem 1.3 from [7].
One can also show that if X is a compact metric AR and Φ : X → 2X
is a homologically UV ω(G) usco map, then each value Φ(x) has triv-
ial Cˇech homology groups with coefficients in G. So, in the particular
case when G is the group Q of the rationals, Theorem 1.5 follows from
the more general [3, Theorem 7] treating the so-called algebraic AR’s.
However, in the framework of usual AR’s Theorem 1.5 provides a very
simple proof.
2. Homological selection theorems
In this section we prove Theorems 1.1 - 1.2. For any simplicial com-
plex K and an integer m ≥ 0 let K(m) and Cm(K;G) denote, respec-
tively, the m-skeleton of K and the group generated by the oriented
m-simplexes of K with coefficients in G.
We say that a chain morphism µ : C(K;G) → S(A;G) (resp.,
µ : S(A;G) → C(K;G)), where K is a simplicial complex and A a
topological space, is correct provided µ(v) is a singular 0-simplex in
4S(A;G) for every vertex v ∈ K(0) (resp., µ(σ) is a vertex of K for
every singular 0-simplex σ ∈ S0(A;G)).
Lemma 2.1. Suppose {A}m+1k=0 is a sequence of subsets of Y with Ak
Hk
→֒
Ak+1, k = 0, 1, .., m. Let L be a simplicial complex of dimension m
and K be the cone of L. Then every correct chain morphism µm :
C(L;G) → Sm(Am;G) such that µm(C(L
(k);G)) ⊂ Sk(Ak;G) for all
k ≤ m can be extended to a correct chain morphism µm+1 : C(K;G)→
Sm+1(Am+1;G) satisfying the following conditions:
• µm+1(C(K
(k);G)) ⊂ Sk(Ak;G) for all k = 0, 1, .., m+ 1;
• µ˜m ◦ ∂m+1 = ∂m+1 ◦ µm+1, where µ˜m = µm+1|C(K
(m);G).
Proof. We first extend each morphism µk = µm|(C(L
(k);G) to a mor-
phism µ˜k : C(K
(k);G)→ Sk(Ak;G) such that µ˜k ◦ ∂k+1 = ∂k+1 ◦ µ˜k+1,
k = 0, 1, , m − 1. To this end, denote by v0 the vertex of K and con-
sider the augmentation ǫ : S0(A1;G) → G defined by ǫ(σ) = e for all
singular 0-simplexes σ ∈ S0(A1;G). Define µ˜0({v0}) to be a fixed sin-
gular simplex σ0 ∈ S0(A0;G) and µ˜0({v}) = µ0({v}) for any v ∈ L
(0).
Then extend µ0 to a homomorphism µ˜0 : C(K
(0);G) → S0(A0;G) by
linearity.
If σ = (v1, v2) is an 1-dimensional simplex in K, then µ˜0(∂1(σ)) =
µ˜0(v2) − µ˜0(v1). Hence, ǫ(µ˜0(∂1(σ))) = 0. Since A0
H0
→֒ A1, there is a
singular chain τσ ∈ S1(A1;G) such that µ˜0(∂1(σ)) = ∂1(τσ). Letting
µ˜1(σ) = τσ if σ ∈ K
(1) \ L(1) and µ˜1(σ) = µ1(σ) if σ ∈ L
(1), we define
the homomorphism µ˜1 on every simplex of K
(1). Then extend this
homomorphism to µ˜1 : C(K
(1);G)→ S1(A1;G) by linearity.
Because Ak−1
Hk−1
→֒ Ak, we can repeat the above construction to ob-
tain the homomorphisms µ˜k for any k ≤ m. Then µ˜m : C(K
(m);G)→
Sm(Am;G). Since Am
Hm
→֒ Am+1, we can use once more the above argu-
ments to obtain the chain morphism µm+1 : C(K;G)→ Sm+1(Am+1;G)
satisfying the required conditions. 
Lemma 2.2. Let L be a simplicial complex with trivial homology groups
and A ⊂ B be a pair of spaces. Then every correct chain morphism
ν : S(A;G) → C(L;G) can be extended to a correct chain morphism
ν˜ : S(B;G)→ C(L;G).
Proof. We are going to define by induction for each k ≥ 0 a homomor-
phism ν˜k : Sk(B;G) → Ck(L;G) extending νk : Sk(A;G) → Ck(L;G)
such that ν˜k(∂k+1(c)) = ∂k+1(ν˜k+1(c)) for every singular chain c ∈
Sk+1(B;G) and k ≥ 0. For every singular 0-simplex σ ∈ S0(B;G) we
define ν˜0(σ) = ν0(σ) if σ ∈ S0(A;G) and ν˜0(σ) = v0 if σ 6∈ S0(A;G),
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where v0 is a fixed vertex of L. Then extend this homomorphism over
S0(B;G) by linearity. Because ν is correct, ν˜0(σ) is a vertex of L for
all singular 0-simplexes σ ∈ S(B;G).
To define ν˜1 we consider the augmentation ǫ : C0(L;G) → G de-
fined by ǫ(v) = e for all vertexes of L, see [9]. Thus, ǫ(ν˜0(∂1(σ))) = 0
for every singular 1-simplex σ ∈ S1(B;G). Because H0(L;G) = 0,
∂1(C1(L;G)) = ǫ
−1(0). Therefore, for every singular simplex σ ∈
S1(B;G)\S1(A;G) there exists a chain cσ ∈ C1(L;G) such that ∂1(cσ) =
ν˜0(∂1(σ)). We define ν˜1(σ) = ν1(σ) if σ ∈ S1(A;G) and ν˜1(σ) = cσ if
σ ∈ S1(B;G) \ S1(A;G), and extend ν˜1 over S1(B;G) by linearity.
Suppose the homomorphism ν˜k : Sk(B;G) → Ck(L;G) was al-
ready constructed. Then, using that the kernel of the boundary ho-
momorphism ∂k : Ck(L;G) → Ck−1(L;G) coincides with the image
∂k+1(Ck+1(L;G)), we can define ν˜k+1 extending ν˜k and satisfying the
equality ν˜k ◦ ∂k+1 = ∂k+1 ◦ ν˜k+1. 
Proof of Theorem 1.1. We modify the proof of [1, Theorem 8]. By
induction we are going to construct two sequences of locally finite open
covers of X , Vm = {Vα : α ∈ Γm} and Wm = {Wα : α ∈ Γm}, m ≥ 0,
an increasing sequence K0 ⊂ K1 ⊂ ... of simplicial complexes and
correct chain morphisms µm : C(Km;G)→ Sm(Y ;G) such that
(1) W α ⊂ Vα for all α ∈ Γm, m ≥ 0;
(2) dimKm = m;
(3) µm+1|C(Km;G) = µm and ∂m+1 ◦ µm+1 = µ˜m ◦ ∂m+1, where
µ˜m = µm+1|C(K
(m)
m ;G).
Moreover, for every m and α ∈ Γm we shall assign a finite sub-
complex Lα of Km and a set Ωα =
⋃
σ∈Lα
||µm(σ)|| satisfying the fol-
lowing conditions:
(4) dimLα = m and Lα is a cone whose base is a sub-complex
Mα ⊂ Km−1 and having a vertex α;
(5) If m ≤ n and α ∈ Γm, then Ωα ⊂ Φm(x) and Ω
(k)
α ⊂ Φk(x) for
all k ≤ m− 1 and all x ∈ Vα, where Ω
(k)
α =
⋃
σ∈Lα
||µm(σ
(k))||;
(6) If m > n and α ∈ Γm, then Ωα ⊂ Φn(x) for all x ∈ Vα.
To start our construction, for every x ∈ X we fix a point yx ∈ Φ0(x)
and consider the set Ox = {x
′ ∈ X : yx ∈ Φ0(x
′)}. Since Φ0 is strongly
lsc, Ox is open in X . Let V0 = {Vα : α ∈ Γ0} be a locally finite open
cover of X refining the cover {Ox : x ∈ X}, and choose W0 = {Wα :
α ∈ Γ0} to be a locally finite open cover of X with Wα ⊂ Vα for all
α ∈ Γ0. Let the complex K0 be the zero-dimensional complex whose
set of vertices is Γ0. For every α ∈ Γ0 we set Lα = {α} and choose
xα ∈ X such that Vα ⊂ Oxα. Define µ0 : C(K0;G) → S0(Y ;G) to be
6the homomorphism assigning to each generator corresponding to α the
singular 0-simplex yxα, and let Ωα = {yxα}. Obviously, µ0 is correct.
Suppose for some m < n − 1 and all k ≤ m we already performed
the construction satisfying conditions (1)− (5). Then for every x ∈ X
choose an open neighborhood Gx of x meeting only finitely many el-
ements of the cover
⋃
k≤m Vk such that Gx ⊂ Vα for all α ∈
⋃m
k=0 Γk
with Gx ∩ W α 6= ∅. Let J(x) = {α ∈
⋃m
k=0 Γk : Gx ⊂ Vα} and
D
(k)
x =
⋃
{Ω
(k)
α : α ∈ J(x)}, k ≤ m. Since J(x) is finite, all D
(k)
x
are compact subsets of Y with D
(k)
x ⊂ D
(m)
x = Dx. Moreover, condi-
tion (5) implies Dx ⊂ Φm(x). Consider the finite sub-complex Mx =⋃
{Lα : α ∈ J(x)} of Km and the cone Lx with a vertex vx 6∈ Km
and a base Mx. Then, according to the definition of Ωα and condition
(5), we have µm(C(M
(k)
x ;G)) ⊂ Sk(D
(k)
x ;G) ⊂ Sk(Φk(x);G), k ≤ m.
Therefore, we can apply Lemma 2.1 to find a correct chain morphism
µx : C(Lx;G) → Sm+1(Φm+1(x);G) extending µm|C(Mx;G) such that
µx(C(L
(k)
x ;G)) → Sk(Φk(x);G) and ∂m+1 ◦ µx = (µx|C(L
(m)
x ;G)) ◦ ∂x,
where ∂x : C(Lx;G) → C(L
(m)
x ;G) is the boundary homomorphism.
Then Ωx =
⋃
σ∈Lx
||µx(σ)|| is a compact subset of Φm+1(x) contain-
ing Dx. The strong lower semi-continuity of Φm+1 yields that O
m
x =
{x′ ∈ Gx : Ωx ⊂ Φm+1(x
′)} is an open neighborhood of x. So, there
exists a locally finite open cover Vm+1 = {Vα : α ∈ Γm+1} of X re-
fining the cover {Omx : x ∈ X}, and take a locally finite open cover
Wm+1 = {Wα : α ∈ Γm+1} satisfying condition (1). Now, for every
α ∈ Γm+1 choose xα ∈ X with Vα ⊂ O
m
xα
and let Lα be the cone with
baseMxα and vertex α. Define Km+1 to be the union Km∪
⋃
α∈Γm+1
Lα.
Identifying the cones Lα and Lxα, we define the correct morphism
µm+1 : C(Km+1;G) → Sm+1(Y ;G) by µm+1|C(Km;G) = µm and
µm+1|C(Lα;G) = µxα. Finally, let Ωα = Ωxα. It is easily seen that
conditions (1) − (5) are satisfied. Moreover, the definition of Gx and
the inclusion Omxα ⊂ Gxα yield that
(7) For every β ∈
⋃m
k=0 Γk and α ∈ Γm+1 with Wα ∩Wβ 6= ∅ we
have Wα ⊂ Vβ , and thus Lβ ⊂ Lα.
In this way we can perform our construction for all m ≤ n. If we
substitute Φm = Φn for all m ≥ n, we have also Φm(x)
Hm
→֒ Φm+1(x)
because Hm(Φn(x);G) = 0 for all x ∈ X . Therefore, following the
above arguments, we can perform for all m the steps from m to m+ 1
satisfying conditions (1)− (7).
Let K =
⋃∞
m=0Km. Then the morphisms µm define a correct chain
morphism µ : C(K;G) → S(Y ;G). Because X is a C-space, there
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exists a sequence of disjoint open families Um = {Uλ : λ ∈ Λm}, m ≥ 0,
such that each Um refines Wm and the family U =
⋃∞
m=0 Um covers X .
The final step of the proof is to construct of a chain morphism from
S(X,U ;G) into C(K;G). To this end, let Λ =
⋃∞
k=0Λk and Λ(m) =⋃m
k=0Λk. Consider also the sub-complexes Sm =
∑
λ∈Λ(m) S(Uλ;G) of
S(X ;G), m ≥ 0, whose union is S(X,U ;G). For every λ ∈ Λm select
an αλ ∈ Γm with Uλ ⊂ Wαλ . We are going to construct a correct chain
morphism ν : S(X,U ;G)→ C(K;G) such that
(8) ν(S(Uλ;G)) ⊂ C(Lαλ ;G) for all λ ∈ Λ.
For any λ ∈ Λ0 the complex Lαλ is a single point. So, we can find a
chain morphism νλ : S(Uλ;G) → C(Lαλ ;G). Since the family U0 is
disjoint, S0 is the direct sum of all S(Uλ;G), λ ∈ Λ0. Hence, the chain
morphism ν0 : S0 → C(K;G) with ν0|S(Uλ;G) = νλ for all λ ∈ Λ0 is
well defined and ν0(S(Uλ;G)) ⊂ C(Lαλ ;G).
Suppose that for some m we have constructed correct chain mor-
phisms νk : Sk → C(K;G), k ≤ m, such that νk extends νk−1 and
νk(S(Uλ;G)) ⊂ C(Lαλ ;G) for all λ ∈ Λ(k). Because Um+1 is a disjoint
family, so is the family {S(Uλ;G) : λ ∈ Λm+1}. Therefore, to extend νm
over Sm+1, it suffices for every λ ∈ Λm+1 to extend νm|(S(Uλ;G)∩Sm)
over S(Uλ;G). To this end, observe that if λ ∈ Λm+1 and λ
′ ∈ Λ(m)
with Uλ∩Uλ′ 6= ∅, thenWαλ∩Wαλ′ 6= ∅. Thus, according to condition
(7), Lα
λ′
⊂ Lαλ . Consequently, by (8), νm(S(Uλ;G)∩Sm) ⊂ C(Lαλ ;G)
for any λ ∈ Λm+1. Since Lαλ is contractible and νm is correct, we
can apply Lemma 2.2 (with A = Uλ ∩
⋃
λ′∈Λ(m) Uλ′ and B = Uλ) to
find a correct chain morphism νλ : S(Uλ;G) → C(Lαλ ;G) extending
νm|S(Uλ;G). This completes the induction, so the construction of the
required chain morphism ν : S(X,U ;G)→ C(K;G) is done.
Finally, let ϕ : S(X,U ;G)→ S(Y ;G) be the composition ϕ = µ ◦ ν.
Then, according to (7) and the definitions of Ωα, for every λ ∈ Λ we
have
ϕ(S(Uλ;G)) ⊂ µ(C(Lαλ ;G)) ⊂ S(Ωαλ ;G).
Since Uλ ⊂ Wαλ , conditions (4) and (5) yield that Ωαλ ⊂ Φn(x) for all
x ∈ Uλ. Therefore, ϕ(S(Uλ;G)) is contained in S(Φn(x);G) whenever
x ∈ Uλ. ✷
Proof of Theorem 1.2. Since the sequence {Φm}
n
m=0 satisfies condi-
tion (i) from Theorem 1.1, we can perform the construction from the
proof of Theorem 1.1 for every m = 0, 1, .., n. So, we construct the lo-
cally finite covers Vm = {Vα : α ∈ Γm} andWm = {Wα : α ∈ Γm} of X ,
the complexes K0 ⊂ K1 ⊂ ... ⊂ Kn, the sets Ωα for any α ∈
⋃n
k=0 Γk
and the correct chain morphisms µm : C(Km;G) → Sm(Y ;G) sat-
isfying conditions (1) − (5) and the particular case of condition (7)
8with m ≤ n − 1. Since the complex K =
⋃n
m=0Km is n-dimensional,
K(m) = ∅ for all m > n. So, we can suppose that µm = µn for m ≥ n.
In this way we obtains a chain morphism µ : C(K;G) → S(Y ;G).
Because dimX ≤ n, according to Corollary 5.3 from [6], for every
m = 0, 1, .., n there exists a disjoint family Um = {Uλ : λ ∈ Λm} such
that each Um refinesWm and the family U =
⋃m=n
m=0 Um covers X . Then,
repeating the arguments from the final part of the proof of Theorem 1.1,
we construct the required chain morphism ϕ : S(X,U ;G) → S(Y ;G).
✷
3. Fixed-point theorems for homologically UV n(G) usco
maps
In this section we prove Theorems 1.3 and 1.5. For a set-valued map
Φ : X → 2Y we denote by O(Φ) the family of the open-graph maps
Θ : X → 2Y such that Φ(x) ⊂ Θ(x) for all x ∈ X . Next proposition
is a homological version (and its proof is a small modification) of [5,
Proposition 4.2].
Proposition 3.1. Let X be a paracompact space, Y be a space and
let Φ : X → 2Y be an usco map such that for every x ∈ X and a
neighborhood U of Φ(x) there exists a neighborhood V of Φ(x) with
V
Hm
→֒ U . Then for every ϕ ∈ O(Φ) there exists Θ ∈ O(Φ) such that
Θ(x) is open in Y and Θ(x)
Hm
→֒ ϕ(x) for all x ∈ X
Proof. Let ϕ ∈ O(Φ). Then the graph G(ϕ) is open in X × Y and
contains the compact set {x} × Φ(x) for every x ∈ X . So, there ex-
ist neighborhoods W1(x) and U(x) of x and Φ(x), respectively, with
W1(x)× U(x) ⊂ G(ϕ). Thus, Φ(x) ⊂ U(x) ⊂ ϕ(x
′) for all x′ ∈ W1(x).
Then V (x)
Hm
→֒ U(x) for some open neighborhood V (x) of Φ(x). Since
Φ is upper semi-continuous, we can find a neighborhoodW (x) ⊂ W1(x)
such that x′ ∈ W (x) implies Φ(x′) ⊂ V (x). Hence, for all x′ ∈ W (x)
we have
(9) Φ(x′) ⊂ V (x)
Hm
→֒ U(x) ⊂ ϕ(x′).
Next, let γ = {Pα : α ∈ A} be a locally finite closed cover of X refining
the cover {W (x) : x ∈ X} (recall thatX is paracompact), and for every
α fix xα ∈ X such that Pα ⊂ W (xα). For every x ∈ X the set A(x) =
{α ∈ A : x ∈ Pα} is finite, and define Θ(x) =
⋂
{V (xα) : α ∈ A(x)}.
One can show that Θ is open-graph (see the proof of [5, Proposition
4.2]). Moreover, since x ∈
⋂
{W (xα) : α ∈ A(x)}, it follows from (9)
that
Φ(x) ⊂ V (xα)
Hm
→֒ U(xα) ⊂ ϕ(x)
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for all α ∈ A(x). This yields Φ(x) ⊂ Θ(x) ⊂ Θ(x)
Hm
→֒ ϕ(x). 
Proof of Theorem 1.3. Let g : Y → X be a continuous (single-valued)
map. Without loss of generality, we may assume that g(Y ) = X . We
need to show that the set-valued map Φg = Φ ◦ g : Y → 2
Y has a
fixed-point. Suppose this is not true. So y 6∈ Φg(y) for all y ∈ Y , or
equivalently Φ(x) ⊂ Y \ g−1(x) for all x ∈ X . Consider the set-valued
map ϕ : X → 2Y , ϕ(x) = Y \ g−1(x). Then Φ is a selection for ϕ and
it is easily seen that ϕ has an open graph. Because Φ is homologically
UV n−1(G), we can apply Proposition 3.1 to find for each m = 0, 1, .., n
a set valued map Θm : X → 2
Y such that
• Φ(x) ⊂ Θ0(x), x ∈ X ;
• Θm(x)
Hm
→֒ Θm+1(x) for all x ∈ X and m = 0, .., n− 1;
• Each Θn(x) is open in Y and Θn(x) ⊂ ϕ(x), x ∈ X .
Then, according to Theorem 1.2, there exists an open cover U of X and
a chain morphism φ : S(X,U ;G) → S(Y ;G) such that φ(S(U ;G)) ⊂
S(Θn(x);G) for every U ∈ U and every x ∈ U . Consider the open
cover Ug = g
−1(U) of Y and the chain morphism g♯ : S(Y,Ug;G) →
S(X,U ;G) generated by g. Then φg = φ ◦ g♯ : S(Y,Ug;G) → S(Y ;G)
is a chain morphism with
(10) φg(S(g
−1(U);G)) ⊂ S(Θn(g(y));G) for all U ∈ U and y ∈
g−1(U).
So, we can apply the homological fixed-point theorem [1, Theorem 7]
to conclude that the chain morphism φg has a fixed point y0 ∈ Y .
This means that for any neighborhood W ⊂ Y of y0 there is a chain
cW ∈ S(W ;G) ∩ S(Y,Ug;G) such that ||φg(cW )|| ∩W 6= ∅. Choose
U0 ∈ U with y0 ∈ g
−1(U0) and let V ⊂ g
−1(U0) be a neighborhood of
y0. Then cV ∈ S(V ;G) ⊂ S(g
−1(U0);G). Thus, we have
(11) ||φg(cV )|| ∩ V 6= ∅ and, by (10), ||φg(cV )|| ⊂ Θn(g(y0)).
On the other hand, since Θn(x0) ⊂ ϕ(x0), where x0 = g(y0), we can
choose V to be so small that V ∩ Θn(x0) = ∅. The last relation
contradicts condition (11). ✷
Proof of Theorem 1.5. The arguments from the proof of [5, Theo-
rem1.3] work in our situation. For completeness, we provide a sketch.
Since X can be embedded in the Hilbert cube Q as a retract, we may
suppose that Φ : Q→ 2Q is a homologically UV ω(G) usco map. Identi-
fying Q with the product
∏
{Ik : k ∈ N}, where I = [0, 1], let πn : Q→∏
{Ik : k ≤ n} be the projection onto the cube I
n and hn : I
n → Q be
the embedding assigning to every point x = (x1, ..., xn) ∈ I
n the point
h(x) having the same first n-coordinates and all other coordinates 0.
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For every n consider the homologically UV ω(G) usco map Φn : I
n → 2Q
defined by Φn(x) = Φ(hn(x)). Then, according to Theorem 1.3 (with
X = In, Y = Q, g = πn and Φ = Φn), there is a point x
n ∈ Q
with xn ∈ Φn(πn(x
n)). If x0 ∈ Q is the limit point of a convergent
subsequence of {xn}n≥1, one can see that x
0 ∈ Φ(x0). ✷
4. Fixed point-theorems for homological UV n(G) and
UV ω(G) decompositions
In this section we provide some fixed point-theorems for homolog-
ical UV n or homological UV ω(G) decompositions of compact metric
AR’s, where G is a field. Our results are homological analogues of for
homotopical UV n and UV ω decompositions, see [2, Theorems 3-4] and
[5, Theorems 7.1-7.3]. We follow Gutev’s scheme [5] of proofs apply-
ing our Theorem 1.3, Corollary 1.4 and Theorem 1.5 instead of their
homotopical versions.
By a homological UV n(G) (resp., homological UV ω(G)) decompo-
sition of a compactum X we mean an upper semi-continuous decom-
position of X into compact homologically UV n(G) (resp., homologi-
cally UV ω(G)) sets. The decomposition space is denoted by X/∼ and
π : X → X/∼ is the quotient map.
Theorem 4.1. Let X be a compact metric AR with dimX ≤ n and
X/∼ be a homological UV
n−1(G) decomposition of X. Then X/∼ has
the fixed-point property.
Proof. For any map f : X/∼ → X/∼ the set-valued map Φ := π
−1 ◦ f ◦
π : X → 2X is usc and homologically UV n−1(G). Then, by Corollary
1.4, x0 ∈ Φ(x0) for some x0 ∈ X . Hence, f(π(x0)) = π(x0). 
Theorem 4.2. Let X be a compact metric AR and X/∼ be a homo-
logical UV n−1(G) decomposition of X with dimX/∼ ≤ n. Then X/∼
has the fixed-point property.
Proof. For any map f : X/∼ → X/∼ consider the set-valued map Φ :=
π−1 ◦ f : X/∼ → 2
X and apply Theorem 1.3 to find a point x0 ∈ X
with x0 ∈ Φ(π(x0)). The last equality implies f(π(x0)) = π(x0). 
Theorem 4.3. Let X be a compact metric AR and X/∼ be a homo-
logical UV ω(G) decomposition of X. Then X/∼ has the fixed-point
property.
Proof. We repeat the proof of Theorem 4.1 using now Theorem 1.5
instead of Corollary 1.4. 
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