An approximate squared-magnitude function is derived from a given measured cw amplitude response to characterize an unknown linear system. Various possible system transfer functions (both amplitude and phase) and the corresponding impulse responses are then deduced. These transfer functions may or may not be minimum phase. The first impulse maximum and accumulated energy content are the greatest when the transfer function is at minimum phase.
Introduction
The total response, in time and frequency, of a linear but complex system required for assessing the system's vulnerability to an unfriendly EM environment is difficult to obtain, because the system transfer function may be unknown. In general, the response of such a system can be determined only by sophisticated time-domain (TD) measurements or by derivations from the frequency-domain (FD)
amplitude & phase measurements. Unfortunately, such TD measurements or FD phase measurements require expensive equipment and special attention to radiation hazards, regulatory compliance, and even environment pollution when a testing at desirable levels is made. On the other hand, measuring amplitude response of an unknown, complex, linear system to cw excitations at low levels, indoors or outdoors, is relatively straightforward, less costly, and free from compliance and pollution concerns. Furthermore, if such measured cw magnitude can be processed to deduce an approximate system transfer function (or functions), the complete characteristics including phases and impulse responses of such a system to a general excitation are then derivable.
In this paper, we present a method to deduce the total response of an unknown linear system from a measured cw magnitude only. This is accomplished by approximating the square of the magnitude curve by a sum of rational functions (ratios of two polynomials of even orders with real coefficients), each representing a secondorder transfer function for a passive network. The exact number in the sum is determined by the number of resonant frequencies displayed in the measured data. The approximation is best for matching each resonant frequency, its half-power frequencies, and the magnitude at that particular resonant frequency. Once this approximation is done, the remaining tasks of deducing system transfer functions, their amplitudes and phases, and the corresponding impulse responses are exact. Only one of the transfer functions so obtained is at minimum phase. The first maximum and accumulated energy of the impulse response is the greatest when the transfer function is at minimum phase. This first maximum is the most serious one when considered from the EM1 point of view. A specific example based on the actual measurement for a linear complex system is given to illustrate the theory and computational procedures involved.
The ADDrOach
With the knowledge developed in modern passive network theory [l, 21, we can deduce a rational transfer function H(s) directly and exactly from a given squared-magnitude function IH(jw)I2 expressed as a ratio of two polynomials of even order in w, where the US. Government work not protected by U.S. copyright.
order of the numerator polynomial is at least two degrees lower than that of the denominator polynomial. Thus, if an approximate squared-magnitude function IH(jw)I2 in such a form can be obtained from the measured cw magnitude, which represents the response of an unknown, complex, linear system to some excitation, the task of deducing a rational transfer function and the associated phase function and impulse response is then straightforward. In this process, we essentially have assumed 'that the original unknown linear system, which may consist of distributed elements and other complexities, is to be approximated by a passive network with only time-invariant and lumped-constant elements. The approximation is the only one involved in the process. The exact order in the final IH(jw)I2 depends on outstanding features in the given cw magnitude.
The most important feature displaying a strong resonance at a particular frequency can be approximated by a simple second-order transfer function.
Second-Order Transfer Function
The simplest second-order transfer function takes the form
where the parameters A, a, .and b are real and positive. In addition, we require for a stable system with its complex poles in the lefthalf s-plane.
The outstanding features associated with the transfer function in (1) can be analyzed by examining its squared-magnitude function when s -jw,
where w is the only variable.
In addition, when b > a2/2, the resonant frequency occurs at w : -(2b -a2)/2.
(4)
The maximum value of ( 3 ) at wo is IH(jwo)12 -A2/(b2 -0:).
( 5 )
The relative minima of ( -IH(jwo)12/2 to yield w2 -wa f 7-b.
If we denote the half-power frequency on the left side of the resonant frequency by w l , and that on the right side by w2, we have w : = w : + Jm) and The quality factor of the system may be defined as
where w , -w , may be called bandwidth of the system.
From the application point of view, we can determine the parameters A, a, and b by reading IH(jwo)12, w o , and w2 (or wl) from the measured data,
,.
If indeed an unknown linear system can be approximated by the simple transfer function in (1) with its three parameters obtained in (8), the approximate squared magnitude for this simple system is then given by (3), the phase information by [note: the phase is defined by
and the impulse response by h(t) = A -e -at/2 sinat,
The time response R(t) of this simple system to a general excitation e(t), cw or pulse, is then given by the convolution integral [3] R(t) -e(t) * h(t).
(11)
The second-order transfer function may take another form,
where c is real.
This case can be handled in a similar manner with the exception that four parameters, A, a, b, and c, are now involved. They may be determined by w o , w , , w , , and IH(jwo)l observed from the measured curve. Details on this are referred elsewhere [4] .
Higher-Order or More General Case
For a more general case where the measured magnitude curve has N (N > 1) distinct resonant frequencies, it may be approximated by a sum of the elementary squaredmagnitude function given in (3), with the required parameters A, a, and b for each IHi(jw) to be determined as outlined above.
Numerical ExamDle
We now give an example based on the real-world data shown in figure 1. The data represent the measured but normalized electric field (magnitude) of vertical polarization reflected from a helicopter when it is irradiated by an impulse. The curve in figure 1 shows four significant resonant frequencies at 16.50, 26.25, 41.0, and 53.375 MHz. The other resonance near 3 MHz is ignored because its magnitude is small, close to the background noise.
It can be added, however, if necessary.
To 
and D(wz) is the product of the four denominators in (14) through (17). Equation (18) is shown in figure 2 together with the component squared-magnitude functions in (14) through (17), after they are re-expressed in terms of megahertz. After converting figure 1 in magnitude (rather than in decibels) as shown in figure  3 and comparing it with figure 2, we see the approximation is good, especially in the important regions near the resonant frequencies.
Setting IH(jw)lz in (18) to H(s)H(-s)ls
= jw according to the network theory [l, 21, we obtain H(s)H(-s) -1 . (21) and Since we require the system to be stable (no poles in the right-half s-plane), we have to assign D1(+)Dz(+)D3(+)D4(+) as the denominator for H(s). Thus, D1(-)D2(-)D3(-)D4 (-) belongs to H(-s). As far as the numerator for H(s) is concerned we have many choices from (21). When N1(+)N2(+)N3 (+) is assigned as the numerator of H(s), N1(-)NZ(-)N3(-) then belongs to H(-s).
In this case, there are no zeros in the righthalf s-plane. The result is a transfer function with minimum phase. We then have
3.8604(105)N,(+)Nz(+)N3(+)
Hm ( 
where the first four component phases are due to the denominator in Hm(s) and the last three are due to the numerator in Hm(s). That is,
Each of these phases varies from 0 to if/2 as w changes from 0 to m. The total phase Bm(w) in (25) is plotted in figure 5 before restoring frequency to MHz. In order to express the phase in MHz, we multiply the numerator inside the arctangents by the factor of (IOa) and the constant term in the denominator by (loia).
Other 7 possible solutions for the transfer function with nonminimum phases are, in view of (20) and (21),
The corresponding phases and impulse responses for the nonminimum-phase transfer functions can be handled in the same manner as for the minimum-phase case. These nonminimum phases are also included in figure 5 for comparison. Clearly, Bni > Om. The normalized impulse responses for the nonminimum-phase cases before referring to frequency in MHz are presented in figure  6 , which may be com2ared with figure 4 . This comparison shows that the first maximum and initial rise time of hm(t) are higher than those of hni(t). Details on these are omitted here, but can be found elsewhere [4] .
Consideration of Energy Contents
To assess the ability of a system to withstand damage from an external unwanted excitation, it is often useful to compute the energy content in an impulse response. The total energy may be defined as [6] m E = h2(t) dt, 0 where h(t) represents the impulse response for minimumphase or nonminimum-phase cases. The exact unit for E depends on that for h(t).
In view of Parseval's theorem [7] , the energy content is also equal to Since hm(t) and hni(t) as derived for the example presented in the previous section originate from the same approximate squared-magnitude in (le), their respective energies in 0 .< t 5 41 are equal even though hni(t) < hm(t) initially. If, however, we replace the upper integration limit in (28) by a finite T, we can analyze the accumulated energy absorbed by the system under consideration. The results for the example in (18) are presented in figure  7 .
They are equal only when T + total We see that Eni d Em.
m.
This implies that the system with minimum phase is the worst case as far as the potential damage to the system is concerned.
Conclusions
We have used a simple method known in network theory to determine the complete characteristics for an unknown linear system from a given cw magnitude response only. These characteristics include possible different transfer functions, their phases, and the corresponding impulse responses. Only one transfer function has minimum phase. The main achievement is to deduce an approximate squared-magnitude function in the form of a ratio of two even polynomials based on the outstanding features, such as resonant frequencies and bandwidths, contained in the given measured magnitude. The remaining procedures for obtaining the complete system characteristics are exact. We also have shown that the minimum-phase case, through its associated impulse response and accumulated energy content, constitutes the most conservative estimate for the initial threat to the system by an external unfriendly source. 
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