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In this work we study the effects of interactions and disorder on 1D DIII topological superconduc-
tors and the Majorana Kramers doublets (MKDs). In contract to the case without the time-reversal
symmetry, the Umklapp interaction plays important roles in this system. The underlying phases due
to the Umklapp interaction and disorder are found by using a perturbative renormaliztion analysis
based on the Abelian Bosonization. Importantly, the stable topological regime can be found within
a rather wide parameter space. Furthermore, the degeneracy splitting of the MKDs is shown to
be still exponentially dependent on the length of the wire in the presence of both the Umklapp
interaction and disorder, when the Luttinger parameter K0 >
√
2/2. The differences caused by the
Umklapp interaction are highlighted in contrast to the time-reversal breaking cases.
Introduction
Owning to its exotic non-Abelian braiding statistics [1]
and its potential applications in quantum computations
[2–4], Majorana zero-modes have been intensively pur-
sued since their existence had been demonstrated in the
p+ ip superconductors in 2D [5–7] and also in the p wave
superconductors in 1D [8]. Recently many theoretical
proposals, such as topological insulator/superconductor
structures [9–12], semiconductor-superconductor het-
erostructures [13–23], and magnetically-ordered metal-
lic systems coupled to an s-wave superconductor [24–30],
have been put forward to realize topological supercon-
ductors, from the boundary or the defects of which the
Majoran zero-modes are emergent. In most of proposals
for 1D systems, the time-reversal symmetry is broken,
and the realized topological superconductors (TSCs) are
belong to the D class [31–33], in which TSCs usually sup-
ports an unpaired Majorana mode at the ends.
However, when the time-reversal symmetry is restored,
a 1D TSC belong to the DIII class [32, 33] can be real-
ized. In this kind of TSC, a pair of Majorana zero modes
protected by time-reversal symmetry can emerge at its
boundaries, so the pair of Majorana modes is denoted as
the Majorana Kramers doublet (MKD). The same with
its unpaired counterpart, the MKD also shows very in-
teresting non-Abelian braiding statistics and would be
thus useful for the topological quantum computations
either [34, 35]. This kind of TSC preserving the time-
reversal symmetry may be realized by a Josephson pi-
junction mediated by the helical edge modes of a quan-
tum spin Hall insulator [11, 36, 37] or the proximity of a
Rashba nanowire to unconventional superconductors [38–
41]. Recently, transport signatures of MKDs and its de-
tection method was proposed by using a quantum point
contact in a quantum spin Hall system [42]. Moreover,
other recent works investigated the transport signatures
of MKDs in junctions [43], the Kondo effect of MKDs
[44] and Josephson effects of MKDs [45]. These may be
important steps toward the observation of MKDs in ex-
periments.
On the other hand, in real experiments on semicon-
ducting nanowires the effect of disorder is usually hard
to be avoid. A lot of previous studies suggested that
the disorder has profound influence on the 1D topologi-
cal superconductors in the D class [46–52]. For example,
the disorder would change the ground state degeneracy
splitting of Majorana modes in a 1D D class topological
superconductor from an exponential to an algebraic de-
pendence on the length of wire [47]. As a consequence,
increasing the disorder should drive a quantum phase
transition from a TSC phase supporting Majorana end
states to a trivial phase without Majorana modes. More
importantly, the low-energy properties of quasi-1D sys-
tems can be dramatically affected by the interplay of the
disorder and interaction [53, 54]. Therefore, it would be
very experimentally relevant to study how the combina-
tion of disorder and interaction affects the stability of a
1D DIII TSC and the MKDs harbored therein.
FIG. 1: The schematic illustration of a 1D topological super-
conductor in the DIII class. The Majorana Kramers doublet
protected by the time-reversal symmetry locates at the ends
of the topological superconductor.
In this work, we investigate the effects of interactions
and disorder on a 1D DIII TSC by constructing a low-
energy effective theory based on the Bosonization tech-
nique. Interestingly, when the interactions and disorder
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2are absent, the Bosonization analysis indicates that the
superconducting gaps from the two pairs of Rashba bands
should have opposite signs to make the MKD survive, or
the two Majorana fermions at the ends of the wire would
annihilate each other to form a Fermion. Therefore, the
DIII TSCs would be realized, when the chemical poten-
tial locates at the band center such that the Fermi wave
vector fulfills kFa ∈ [pi−q0a, pi+q0a] with q0a determined
by the ratio between Rashba spin orbit coupling and the
hopping. The position of chemical potential thus implies
that the Umklapp interaction would play important roles
[55, 56]. When the interactions and disorder are turned
on, a group of coupled renormalization group (RG) equa-
tions is obtained based on the low-energy effective the-
ory. By the analysis of the RG flows, the underlying
phase diagram is determined. Interestingly, the topo-
logical superconducting phase is found to be stable even
in the presence of repulsive interactions (with Luttinger
parameter K < 1) with finite Umklapp interaction and
disorder. Further the degeneracy splitting of MKD is an-
alyzed by using an instanton argument. The exponential
dependence of the degeneracy splitting on the wire length
can persist, as long as the strengths of the Umklapp in-
teraction and disorder are small in comparison with that
of the superconducting order. Importantly, the degen-
eracy splitting could have much higher tolerance for the
Umklapp interaction and disorder, when the Luttinger
parameter K0 >
√
2/2. Given to the recent success of
observing perfect quantization due to the Majorana in
the Rashba nanowire system with time-reversal breaking
[57], our study indicates the possibility of realizing a 1D
DIII class TSC and the MKDs harbored therein in the
wire geometry.
Low-energy effective theory
Generically the Kramers Majorana doublet can be
achieved by the proximity of a Rashba nanowire to a un-
conventional superconductor. The minimal Hamiltonian
may be written as the following tight-binding form:
H =− t
∑
〈i,j〉,α
c†i,αcj,α − iλR
∑
〈i,j〉
c†i,α
(
~σαβ × ~dij
)
z
cj,β
+ ∆
∑
〈i,j〉
(
c†i,↑c
†
j,↓ + h.c.
)
− µ
∑
j,α
c†j,αcj,α, (1)
where t is the hopping between the nearest neighbor sites
labeled by 〈i, j〉 in the summation, λR is the strength of
Rashba spin-orbit coupling (SOC), ∆ is the strength of
superconducting pairing, and µ is the chemical potential.
It can be shown that the Hamiltonian density H fulfills
both the time-reversal and particle-hole symmetries with
the two operators defined as T = τ0⊗iσyK and P = τx⊗
σ0K with K denoting the complex conjugate operator. In
the above, τ -matrices and σ-matrices act on the particle-
hole and the spin space respectively. Then such a system
belongs to the DIII class according to the classification
of non-interacting topological phases.
Around the Fermi level, the low-energy effective Hamil-
tonian becomes:
H =− ivF
∑
η=±
∫
dx
[
R†η(x)∂xRη(x)− L†η(x)∂xLη(x)
]
+ 2∆ cos(kF + q0)a
∫
dx
[
L†+(x)R
†
−(x) + h.c.
]
+ 2∆ cos(kF − q0)a
∫
dx
[
R†+(x)L
†
−(x) + h.c.
]
,
(2)
where O†η and Oη are the creation and annihilation op-
erators for the left-moving (O = L) and right-moving
O = R quasi-particles in the η-band, vF = 2t˜a sin(kFa)
with t˜ =
√
t2 + λ2R, q0a = arctan(λR/t), and kF is the
Fermi wave vector.
In the experimental relevant situations, both e-e inter-
actions and disorders may play important roles. Since
now the regime of interesting is spin-full, the e-e in-
teraction can be classified by the so-called “g-ology”,
namely the backward scattering g1, dispersive scatter-
ing g2, Umklapp scattering g3 and forward scattering g4.
The back scattering g1 is known to be irrelevant even in
the presence of SOC, and we may ignore it in the latter
discussion [58]. For both the dispersive g2 and forward
scattering g4, the momentum transfered in the scatter-
ing is q ∼ 0, so we would have g2 = g4 = V (q ∼ 0) = g
with V (q) the e-e interaction in momentum space. It
would be clear from the following discussion that the
Umklapp scattering g3 = gu with the momentum trans-
fer q ∼ pi should be important for our interest, and we
will take this term into account. On the other hand,
the impurities in the nanowires may be described by
the quenched disorder with a short-range Gaussian dis-
order potential V (x) characterized by the correlation
〈V (x)V (y)〉 = Dδ(x − y). The disorder Hamiltonian is
given by Him =
∫
dxV (x)ρ(x) with ρ(x) the fermionic
density at position x of the nanowire.
Then gathering these factors and adopting the usual
Bosonization transformation Oη(x) =
KO,η√
2piα
eiuO2φO,η(x),
the bosonized low-energy effective Hamiltonian can be
obtained. In the above KO,η denotes the Klein factors,
and φO,η(x) represents a Bosonic field with O = L,R
denoting left-moving and right-moving components. We
note that it would be convenient to work in a new set
of bosonic fields, which relate with the original ones
{φO,η(x)} as:{
φR,+ =
1√
2
(ϕ1 + ϑ1), φL,+ =
1√
2
(ϕ2 + ϑ2),
φR,− = 1√2 (ϕ2 − ϑ2), φL,+ = 1√2 (ϕ1 − ϑ1).
(3)
The low-energy effective action in terms of bosonic fields
{ϕj , ϑj} can be written as following by treating the
quenched disorder with the usual replica technique (see
App.A for details):
3S =
∑
µ
∫
dxdτ
[
− (Lµ1 + Lµ2 ) +
∆ cos(kF + q0)a
piα
sin 2ϑµ1 +
∆ cos(kF − q0)a
piα
sin 2ϑµ2 +
gu
2pi2α2
cos 2(ϕµ1 (x) + ϕ
µ
2 (x))
]
− D
pi2α2
∑
µ,ν
∫
dxdτdτ ′
[
cos (ϑµ1 (x, τ) + ϑ
µ
2 (x, τ)) cos (ϑ
ν
1(x, τ
′) + ϑν2(x, τ
′))
cos (ϕµ1 (x, t) + ϕ
µ
2 (x, t)− ϕν1(x, τ ′)− ϕν2(x, τ ′))
]
, (4)
where µ and ν are the replica indices, Lj is the La-
grangian density for a spinless Luttinger liquid:
Lj = i∂xϑi
pi
∂τϕi − u
2piK
(∂xϕi)
2 − uK
2pi
(∂xϑi)
2, (5)
where the Luttinger parameter K = 1√
1+g/pivF
depends
on the properties of interaction g, and u = vF /K. It is
obvious that the bosonic fields fulfills the following com-
mutation relation: [ϕj(x), ϑk(y)] = ipi/2Sgn(y − x)δj,k.
When the effects of the Umklapp interaction and disor-
ders are absent, the effective action reduces to two copies
of Sine-Gordon action with each copy describing a Kitaev
chain [54, 59]. When K = 1, ∆ would flow to the strong
coupling. Under this situation, the terms proportional to
sinϑi should be pinned to its minimum. Supposing that
cos(kF + q0)a and cos(kF − q0)a have the same sign, the
two fields ϑ1 and ϑ2 are thus pinned to the same value up
to a global Z2 transformation ϑi → ϑi + pi. In this case,
the two Majorana at one end of the wire would be self-
conjugate with each other and annihilate to a Fermion.
Therefore, the existence of Majorana Kramers doublets
requires that kFa should be within [pi−q0a, pi+q0a] (near
half-filling), so that ϑ1 is pinned to either of the two de-
generate minima ϑ1 = {pi/4,−3pi/4}, while ϑ2 is pinned
to either of ϑ2 = {−pi/4, 3pi/4}. Then the minima of
ϑ1 relates to those of ϑ2 as ϑ1 = −ϑ2 up to a global Z2
transformation, which is a manifest of time-reversal sym-
metry. As far as we are interested in the regime where
a topological superconducting phase supports Majorana
Kramers doublets, the system is just around the half-
filling. Therefore, it is necessary to take into account the
Umklapp interaction (the gu term in Eq.(4)). Since q0a
is typically much smaller than pi in experiments, we will
set ∆˜ = ±∆ cos(kF ± q0)a in the following discussion.
The effects of interaction and disorder
To understand the possible phases and how they are
controlled by interactions and disorders, we applied the
standard perturbative renormalization group (RG) anal-
ysis. We notice that the action is invariant, when we
exchange the fields labelled by 1 with those labelled by
2. Thus the renormalization can be performed by just
considering the correlation function:
Rϑ1(x2 − x1, τ2 − τ1) =
〈
Tτe
iϑ1(x1,τ1)e−iϑ1(x2,τ2)
〉
. (6)
FIG. 2: The phase diagrams determined by the analysis of the
RG equations: (a) with fixed Luttinger parameter K = 0.65;
(b) with fixed disorder strength yD = 0.5. In the figures, the
purple region is for the CDW-I phase with yg dominating, the
green region is for the CDW-II phase with yD dominating,
and the yellow region is for the TSC phase with y∆ denomi-
nating. The curves are to denotes the evolution of the phase
boundaries.
By using the standard procedures, we found the following
RG flow equations (see App.B for details):
dy∆
d`
=
(
2−K−1) y∆, (7)
dyg
d`
= (2− 2K) yg, (8)
dyD
d`
=
(
3− (K−1 +K)) yD, (9)
dK
d`
= y2∆ −
y2gK
2
4
− yD
8
(
K2 − 1) , (10)
du
d`
=
yD
8
(
K − 1
K
)
u, (11)
where the dimensionless parameters are defined as: y∆ =
∆˜α/v, yg = gu/piu, and yD = Dα/piu
2.
We notice that Eq.(7) is just the RG flow equation for a
Kitaev chain [54, 59]. When the interaction is attractive
or even weak repulsive (K > 1/2), the superconducting
order increases with the length of the wire and flow to
the strong coupling. For the case of Kitaev chain, the
field ϑ is pinned to one of the minima, and the global
Z2 symmetry is broken spontaneously. For the MKD
case here, ϑ1 and ϑ2 are pinned to the minima connected
by a time-reversal transformation with ϑ1 = −ϑ2. The
Umklapp interaction couples with the dual fields ϕj , so
it would complete with the superconducting order. In-
4deed Eq.(8) indicates that the Umklapp interaction fa-
vors the repulsive interaction with K < 1. Since how
y∆, yg and yD is renormalized is determined by the value
of Luttinger parameter K (see Eq.(7)-(9)), a more trans-
parent way to see the competition between these terms is
to check how they renormalize the Luttinger parameter
K (see Eq.(10)). Along the renormalization procedures,
y∆ drives the Luttinger parameter K to flow to a larger
value (more attractive), while yg makes K to flow to a
smaller value (more repulsive). From Eq.(10), we also
notice the interesting role of disorder, which always tries
to help the ‘weaker’ one. For example, when K > 1, y∆
tries to flow to the strong coupling, but yD tries to reduce
the value of K through renormalization. In this way, yD
competes with y∆. On the other hand, when K < 1,
yD competes with yg. The above analysis suggests that
the non-interacting limit K = 1 is not stable, and the
disorder and interaction can drive the system to different
phases.
To get more transparent picture about the compe-
tition between these factors, we numerically analyzed
the RG flow equations. Due to the perturbation na-
ture of the approach, the integration of the RG flow
equations should stop at the length scale `∗, where one
of the coupling strengths arrive at the strong coupling
max{y∆, yg, yD} = 1. It is obvious that there is no
fixed point for the flow equations, so the underline phase
should be determined by the coupling arriving at the
strong coupling limit first [54]. The phase dominated by
y∆ is the topological superconducting phase supporting
Majorana Kramers doublets (denoted by TSC), the phase
with yg flowing to the strong coupling first would pin the
field ϕ1 + ϕ2 and corresponds to a charge density wave
phase formed by both the + and − bands (denoted as
CDW-I), while the phase with yD arriving at the strong
coupling first also corresponds to a charge density order
but formed from either the + or − band (denoted as
CDW-II). To determine the various phases driven by the
interaction and disorder, we begin from a set of initial
coupling strengths {y∆,0, yg,0, yD,0,K0} and track how
these coupling strengths flow with the RG process. Then
the phase diagrams in the parameter space spanned by
{y∆,0, yg,0, yD,0,K0} can be obtained. In Fig. 2(a), we
fixed the initial Luttinger parameter as K0 = 0.65 and
determined the phases in the parameter space spanned
by {y∆,0, yg,0, yD,0}. As one expected, with the incre-
ment of yD,0, the regime of CDW-II increases. With this
initial K0, all the three phases can be reached by tuning
the parameters {y∆,0, yg,0, yD,0}. In Fig. 2(b), we fixed
yD,0 = 0.5 and determined the phases in the parame-
ter space {y∆,0, yg,0,K0}. We found that the CDW-I
phase would disappear, when the e-e interaction is at-
tractive with K0 > 1, which is consistent with the fact
that yg favors the repulsive interactions. Importantly,
the TSC regime can exist even when the interaction is
repulsive, and the regime is enlarged as the interaction
become more attractive.
The stability of MKDs
The above analysis indicates that the TSC phase sup-
porting MKD can exist even in the presence of repulsive
interaction and disorder. In this part, we further analyze
whether the MKD will be destroyed by interaction and
(or) disorder. To study the stability of MKD against in-
teraction and disorder, we need to calculate the energy
splitting of the zero-energy modes δE ∝ exp(−Sinst) in
the TSC phase, where y∆ flows to the strong coupling
first. In the absence of the Umklapp interaction and dis-
orders, the instanton action is given by:
Sinst = 8
√
K
pi
L
ξ
. (12)
As it is expected from Eq.(4), the instanton action is just
twice of that for a Kitaev’s chain [54, 59].
The interaction and disorder give contributions to Sinst
in two ways: i) the contribution explicitly from the terms
in the action specified in Eq.(4); ii) the indirect influence
of yg and yD on the Luttinger parameter K through the
RG flow. To calculate these contributions, the RG equa-
tions have to be integrated to `∗ = ln(y∆,0)/(K−10 − 2)
within the lowest order approximation K(`) ≈ K0, and
then the instanton action Sinst can be calculated in the
presence of interaction and disorder at ` = `∗. We first
consider the explicit contribution i). Within the TSC
regime, we can evaluate the contributions from yg and
yD perturbatively. For the Umklapp interactions (the
term ∼ yg), due to the strongly fluctuating properties
of field ϕ1 and ϕ2, the contribution to Sinst vanishes in
the first order of yg. On the other hand, the contribu-
tion from the disorder effect ∼ yD is nonzero and can be
evaluated to be ∼ exp(−ξ/`e), where `e is the scattering
length (see Appendix C for details). This term is sub-
leading in the thermodynamic limit ξ/L → 0. As it is
expected, the results above is very similar with those of
a Kitaev’s chain [54], because without the Umklapp con-
tribution the problem reduces to the effect of disorder on
two copies of Kitaev chains.
Then we consider the indirect contribution ii) through
the RG flow. In this case we just need to replace the
Luttinger parameter K in Eq.(12) by K(`∗). It would
be convenient to introduce the scattering length le and
the length scale associated with Umklapp interaction lu
(see App.C for the detailed definition). At the length
scale `∗, we found that the Luttinger parameter K(`∗) =
Kr − δKg − δKD, where Kr = K0 + K04K0−2 is the renor-
malized Luttinger parameter in the absence of Umklapp
interaction and disorders, δKg = C(K0)(kF lu)−2(kF ξ)2ν1
is the correction due to the Umklapp interaction, and
δKD = D(K0)(kF le)−1(kF ξ)2ν2 is the correction due
the impurity scatterings (see App.C for details). In
the above, C(K0) = K20/(16pi2(1 − K0)) and D(K0) =
(K20 −1)/(8pi(3−K0−K−10 )), ν1 = (2−2K0)/(2−K−10 ),
and ν2 = (3 − K0 − K−10 )/(2 − K−10 ). It is instructive
to write down the instanton action when D and gu are
small:
Sinst = 8
√
Kr
pi
[
L
ξ
− Lξ
2l2u
F1 − L
2le
F2
]
, (13)
5where F1 = F1(K0, kF , ξ) = C(K0)(kF ξ)2(ν1−1) and
F2 = F2(K0, kF , ξ) = D(K0)(kF ξ)ν2−1. From these
expressions, we identify that the Umklapp interaction
would be detrimental to the MKDs with the Luttinger
parameter K0 < 1 (to make F1 positive), while the
disorder would be fatal with 1 < K0 < (3 +
√
5)/2
(to make F2 positive). In contrast, the disorder does
harms to the Majorana fermions in a Kitaev chain, when
K < 3/2 [54]. The presence of Umklapp interaction shifts
the range of Luttinger parameters, in which the disor-
der plays negative roles. However, even when the Lut-
tinger parameter is within the range mentioned in the
above, the MKDs would be still stable, if the strengths
of the Umklapp interaction and the disorder are small
so that ξ(kF ξ)
ν1−1  lu and ξ(kF ξ)ν2−1  le, under
which conditions the contributions from the Umklapp in-
teraction and disorder become sub-leading. Within the
Bosonization framework kF ξ  1 would hold, so when
K0 <
√
2/2 (to make ν1 > 1) and 1/2 < K0 < 1 (to make
ν2 > 1) the Umklapp interaction and disorder are much
easier to reach the threshold to breaking the conditions
ξ(kF ξ)
ν1−1  lu and ξ(kF ξ)ν2−1  le.
The above analyses imply an interesting fact about
the disorder: when 1/2 < K0 < 1, a smaller disor-
der strength threshold is required to compete with the
superconducting order, but at the same time the corre-
sponding term in Eq.(13) changes the sign, which means
that disorder does not provide negative effects on the
degeneracy energy splitting; on the other hand, when
1 < K0 < (3 +
√
5)/2, the disorder strength threshold
to compete with the superconducting order is enlarged
very much because of ν2 < 1. Therefore, disorder does
not place a serious problem for the energy splitting of
MKDs. The energy splitting would be seriously affected
by the Umklapp interaction, when K0 <
√
2/2. Within
this range of Luttinger parameter, the Umklapp interac-
tion strength threshold is reduced because ν1 > 1 and
the sign of the corresponding term in Eq.(13) does not
change. Therefore, we conclude that the Umklapp in-
teraction and disorder have very weak influence on the
degeneracy splitting, as long as K0 >
√
2/2.
Conclusion
We have studied the effects of the interplay between
interactions and disorder on 1D DIII topological super-
conductors and the MKDs supported therein. By per-
forming the perturbative RG analysis, the stable topolog-
ical regime is found to be rather wide in the parameter
space formed by {y∆, yg, yD,K}. Moreover, the topo-
logical degeneracy splitting of MKDs are also analyzed
by performing the instanton analysis. It turns out that
the splitting of MKDs due to the correction of the Umk-
lapp interactions and disorders can be omitted, when
ξ(kF ξ)
v1−1  lu and ξ(kF ξ)v2−1  le. Our theory pre-
dicts that the MKDs are generally stable against both
the Umklapp interaction and disorder when K0 >
√
2/2.
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7Appendix
The appendix is organized as follows: the derivation of the model specified by Eq.(1) in the main text in terms of
chiral Fermions around the Fermi level are provided in Sec.A. The details of the derivation of RG equations Eq.(7)-(11)
in the main text are illustrated in Sec.B. The calculations of the energy splitting of MKDs in the presence of Umklapp
interactions and disorder are shown in Sec.C.
A. The Hamiltonian in terms of chiral Fermions
In k-space, the Hamiltonian can be written as:
H =
∑
k
Ψ†k
( Hnw(k) ∆(k)
∆†(k) −HTnw(−k)
)
Ψk =
∑
k
Ψ†kH(k)Ψk, (A1)
where Hnw(k) = (−2t cos k − µ)σ0 + λR sin kσy, ∆(k) = i∆ cos kσy, and the Nambu’s spinor is written as:
Ψk =
(
ck,↑ ck,↓ c
†
−k,↑ c
†
−k,↓
)T
,
due to the presence of Rashba SOC. It is obvious that the Hamiltonian density H(k) fulfills both the time-reversal
and particle-hole symmetries with the two operators defined as T = τ0 ⊗ iσyK and P = τx ⊗ σ0K with K denoting
the complex conjugate operator. In the above, τ -matrices and σ-matrices act on the particle-hole and the spin space
respectively.
To study the low-energy physics, we notice that in the limit ∆ = 0 the Hamiltonian can be diagonalized by
introducing: (
dn,+
dn,−
)
=
1√
2
(
1 −i
−i 1
)(
cn,↑
cn,↓
)
. (A2)
Then the Hamiltonian H(∆ = 0) is split into two bands labeled by η = ±1 explicitly:
H(∆ = 0) =
∑
k,η
(−2t˜ cos(ka+ ηq0a)− µ) d†k,ηdk,η, (A3)
where t˜ =
√
t2 + λ2R and q0a = arctan(λR/t). Since we are interested in the low-energy physics, we utilize the
transformation: na → x and ∑n → ∫ dx/a. Then after rewriting the Hamiltonian in the new basis and expressing
the operator dn,η into the left- and right-moving excitations for each band η:
dn,η =
√
a
(
ei(k−ηq0)xRη(x) + ei(−k−ηq0)xLη(x)
)
, (A4)
we then obtain the low-energy effective Hamiltonian in terms of the right-moving and left-moving quasiparticles:
H =− ivF
∑
η=±
∫
dx
[
R†η(x)∂xRη(x)− L†η(x)∂xLη(x)
]
+ 2∆ cos(kF + q0)a
∫
dx
[
L†+(x)R
†
−(x) + h.c.
]
+ 2∆ cos(kF − q0)a
∫
dx
[
R†+(x)L
†
−(x) + h.c.
]
. (A5)
We then consider the effect of interaction and disorder. The interactions in the system can be included completely
by the analog with the ’g-ology’ of spinful Luttinger liquid:
H1 =
∫
dx
∑
τ=±
[
g1,⊥R†τ (x)Lτ (x)L
†
−τ (x)R−τ (x) + g1,‖R
†
τ (x)Lτ (x)L
†
τ (x)Rτ (x)
]
, (A6)
H2 =
∫
dx
∑
τ=±
(
g2,‖R†τ (x)Rτ (x)L
†
τ (x)Lτ (x) + g2,⊥R
†
τ (x)Rτ (x)L
†
−τ (x)L−τ (x)
)
, (A7)
8H3 =
∫
dx
∑
τ
g3
2
(
ei4kF xR†τ (x)R
†
−τ (x)Lτ (x)L−τ (x) + h.c.
)
, (A8)
H4 =
∫
dx
∑
τ
[ g4,‖
2
(
R†τ (x)Rτ (x)R
†
τ (x)Rτ (x) + L
†
τ (x)Lτ (x)L
†
τ (x)Lτ (x)
)
+
g4,⊥
2
(
R†τ (x)Rτ (x)R
†
−τ (x)R−τ (x) + L
†
τ (x)Lτ (x)L
†
−τ (x)L−τ (x)
) ] . (A9)
The first term H1 is known as the backward scattering term with the coupling strength g1,⊥ and g1,⊥. As its name
states, this term scatters a left-moving (right-moving) electron to the right-moving (left-moving) so the direction of
the electron propagating changes. The second term H2 is called as the dispersive scattering with coupling strength
g2,⊥ and g2,‖. It scatters the particles within its own channel. The third term H3 is known as the Umklapp scattering.
Two particles changes its channel. Obviously, this would acquire a phase ei4kF x (details see 161484 page 11), so this
term would be not important unless the system is close to half-filling. For our case, the chemical potential of interest
is just around half-filling (the center of the band with a window of width λso), so we expect that this term would
be important. The fourth term H4 is known as the forward scattering term. The particles scatters within the same
channel.
In the low-energy limit, we just focus on what happens around Fermi points. In general, the impurity Hamiltonian
can be written as:
Hdis =
∫
dxV (x)ρ(x), (A10)
where ρ(x) is the Fermi density at location x, and V (x) is the scattering potential and fulfills 〈V (x)V (y)〉 = Dδ(x−y).
Since we are interested in the physics around Fermi points, we can write Eq.(N55) as:
Hdis =
1
N
∑
τ,q∼0
Vq
∑
k
d†k+q,τdk,τ +
1
N
∑
τ,q∼±2kF
Vq
∑
k
d†k+q,τdk,τ , (A11)
where we have assumed that the impurities are usual scalar potentials and can not induce scattering between different
channels. Then using the right-moving and left moving Fermions, we have:
Hdis =
∑
τ
∫
dx
[
η(x)
(
R†τ (x)Rτ (x) + L
†
τ (x)Lτ (x)
)
+
(
ξ(x)ei2kF xL†τ (x)Rτ (x) + ξ
∗(x)e−i2kF xR†τ (x)Lτ (x)
)]
. (A12)
In these terms, the term ∼ g1,⊥ is usually known to be irrelevant, we thus ignore it in the study. The term ∼ g1,‖ can
be absorbed into g2,‖, which just lead to the redefinition of g2,‖. In the disorder part of the Hamiltonian, the forward
scattering can be integrated out, so we also drop this term.
With the Hamiltonian in terms of chiral fermions given by Eq.(A5)-(A9) and Eq.(A12), we can follow the standard
Bosonization procedure [56] to obtain Eq.(4) in the main text.
B. The derivation of RG equations
We just begin with the low-energy effective action given by Eq.(4) in the main text:
S =
∑
µ
∫
dxdτ
[
− (Lµ1 + Lµ2 ) +
∆˜
piα
sin 2ϑµ1 −
∆˜
piα
sin 2ϑµ2 +
gu
2pi2α2
cos 2(ϕµ1 (x) + ϕ
µ
2 (x))
]
− D
pi2α2
∑
µ,ν
∫
dxdτdτ ′
[
cos (ϑµ1 (x, τ) + ϑ
µ
2 (x, τ)) cos (ϑ
ν
1(x, τ
′) + ϑν2(x, τ
′))
cos (ϕµ1 (x, t) + ϕ
µ
2 (x, t)− ϕν1(x, τ ′)− ϕν2(x, τ ′))
]
, (B1)
where we take ∆˜ = ∆ cos(kF + q0)a and ∆˜ = −∆ cos(kF − q0)a. The obvious symmetry is the exchange of fields
labeled by 1 with those labeled by 2. Therefore, we just need to calculate the following correlation function:
Rϑ1(x2 − x1, τ2 − τ1) =
〈
Tτe
iϑ1(x1,τ1)e−iϑ1(x2,τ2)
〉
, (B2)
to obtain the flow equations. We then have to expand the action up to the order of ∆˜2, g2u, and D to analyze the
effect from these terms on the ground states.
9For the term with ∆˜2, we can write it as:
T1 = −1
2
(
∆˜
2piα
)2 ∫
dx3dτ3dx4dτ4
∑
3,4=±1
〈
Tte
iϑ1(x1,τ1)e−iϑ1(x2,τ2)3ei32ϑ1(x3,τ3)4ei42ϑ1(x4,τ4)
〉
. (B3)
The factor −1 in red is due to the multiplication of i in the sin function. The straightforward calculation yields:
T1(~r1 − ~r2) = ∆˜
2F1(~r1 − ~r2)
2u2K2α2
e−
1
2K F1(~r1−~r2)
∫
drr3e−
2F1(~r)
K =
∆˜2F1(~r1 − ~r2)
2u2K2α2
e−
1
2K F1(~r1−~r2)
∫
drr3
( r
α
)− 2K
. (B4)
For the term ∼ g2u, we denote these as:
T2 = 1
2
( gu
4pi2α2
)2 ∫
dx3dτ3dx4dτ4
∑
3,4=±1
〈
Tte
iϑ1(x1,τ1)e−iϑ1(x2,τ2)ei32ϕ1(x3,τ3)
ei42ϕ1(x4,τ4)ei32ϕ2(x3,τ3)ei42ϕ2(x4,τ4)
〉
. (B5)
After some calculations, we find:
T2(~r1 − ~r2) = −g
2
uF1(~r1 − ~r2)
8pi2u2
e−
1
2K F1(~r1−~r2)
∫
dr
α
( r
α
)3−4K
. (B6)
For the term ∼ D, we denote it as:
T3 = D
8pi2α2
∫
dx3dτ3dx4dτ4δ(x3 − x4)
∑
3,4,5=±1
〈 Tteiϑ1(x1,τ1)e−iϑ1(x2,τ2)ei3ϑ1(x3,τ3)ei3ϑ2(x3,τ3)
ei4ϑ1(x4,τ4)ei4ϑ2(x4,τ4)
ei5ϕ1(x3,τ3)ei5ϕ2(x3,τ3)e−i5ϕ1(x4,τ4)e−i5ϕ2(x4,τ4)
〉
. (B7)
After evaluating the averages, we would find that:
T3(~r1 − ~r2) = Dα
16piu2
e−
1
2K F1(~r1−~r2)
(
1
K2
− 1
)[
F1(~r1 − ~r2)−
cos θ
~̂r1~r2
2
] ∫
dy
α
( y
α
)2−(K+K−1)
(B8)
where θ
~̂r1~r2
denotes the angle between two vectors ~r1 and ~r2.
With the above results we can obtain the renormalization flow equations. In the processes of RG, we find that a
term ∝ cos θ
~̂r1~r2
is generated. Therefore, we should modify the definition of F1:
F1(~r) =
1
2
ln
x2 + u2τ2
α2
+ γ cos θ
~̂r
= I(~r) + γ cos θ
~̂r
. (B9)
Therefore, we would have the expression of Rϑ1 as:
Rϑ1 (~r1 − ~r2) = e−
1
2K F1(~r1−~r2)
 1 +
∆˜2α2I(~r1−~r2)
2K2u2
∫
dr
α
(
r
α
)3− 2K − g23I(~r1−~r2)8pi2u2 ∫ drα ( rα)3−4K
+DαI(~r1−~r2)16piu2
(
1
K2 − 1
) ∫
dy
α
(
y
α
)2−(K+K−1)
−Dα cos θ ̂~r1~r232piu2
(
1
K2 − 1
) ∫
dy
α
(
y
α
)2−(K+K−1)
 . (B10)
Then we would have: 1Keff = 1K −
y2∆
K2
∫
dr
α
(
r
α
)3− 2K + y2g4 ∫ drα ( rα)3−4K − yD8 ( 1K2 − 1) ∫ dyα ( yα)2−(K+K−1) ,
γeff = γ +
yD
16
(
1
K −K
) ∫
dy
α
(
y
α
)2−(K+K−1)
,
(B11)
where we defined y∆ = ∆˜α/u, yg = gu/piu, and yD = Dα/piu
2. Then we have the following RG flow equations:
dy∆
d`
=
(
2−K−1) y∆, (B12)
dyg
d`
= (2− 2K) yg, (B13)
dyD
d`
=
(
3− (K−1 +K)) yD, (B14)
dK−1
d`
= − y
2
∆
K2
+
y2g
4
− yD
8
(
1
K2
− 1
)
, (B15)
dγ
d`
=
yD
16
(
1
K
−K
)
. (B16)
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Moreover, we notice that:
1
2u
du
d`
= −dγ
d`
, (B17)
Therefore, the last equation gives the renormalization of Fermi velocity:
du
d`
=
yD
8
(
K − 1
K
)
u. (B18)
Substitute Eq.(B16) by Eq.(B18), we obtain the RG flow equations given in the main text.
C. The calculation of energy splitting of MKDs
To begin with the discussion, we may rewrite the action into the following form:
S
(0)
1 =
∫
dxdτ
[
∂xϕ1
ipi ∂τϑ1 +
u
2piK (∂xϕ1)
2 + uK2pi (∂xϑ1) +
∆˜
piα sin 2ϑ1
]
,
S
(0)
2 =
∫
dxdτ
[
∂xϕ2
ipi ∂τϑ2 +
u
2piK (∂xϕ2)
2 + uK2pi (∂xϑ2)− ∆˜piα sin 2ϑ2
]
,
Sum =
gu
2pi2α2
∫
dxdτ cos [2(ϕ1(x) + ϕ2(x))] ,
Sdis = − Dpi2α2
∫
dxdτdτ ′
[
cos (ϑ1(x, τ) + ϑ2(x, τ)) cos (ϑ1(x, τ
′) + ϑ2(x, τ ′))
cos (ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′))
]
.
(C1)
We are interested in the topological regime where the superconducting order is strong. Then we can assume that
the term proportional to ∆˜ should be pinned to the minimum. For the part with the field ϑ1 we will have ϑ1 =
{−pi/4, 3pi/4}, while for the part with the field ϑ2 we will have ϑ2 = {−3pi/4, pi/4}. Then we need to consider how
the two sets of minima connects.
1. the free parts S
(0)
1 and S
(0)
2
We first consider the case in the absence of disorder and Umklapp terms. For this purpose, we can integrate out
the ϕ field and assume that the ϑ locates at one of the minima uniformly in space. Since the minima of ϑ1 and ϑ2 is
related by the time-reversal, we may focus on one of them. Then the action is written as:
S(0) =
∫
dxdτ
[
K
2piu
(∂τϑ)
2 +
uK
2pi
(∂xϑ)
2 +
∆˜
piα
sin 2ϑ
]
. (C2)
The classical motion is determined by the variation of action with respect to ϕ, which gives:
K
piu
∂2τϑ+
uK
pi
∂2xϑ = −
2∆˜
piα
cos 2ϑ.⇒ ∂2τϑ+
2∆˜u
Kξ
cos 2ϑ = 0. (C3)
In the last step, we set α → ξ, when the superconducting correlation flows to the strong coupling. The classical
instanton is given by: {
ϑinst1 =
pi
4 + 2 arctan [tanh(τ/τ0)] ,
ϑinst2 = −pi4 + 2 arctan [tanh(τ/τ0)] ,
(C4)
where τ0 =
√
Kξ/u. Now we just need to find the action of the instanton:
S(0) =
uKL
2pi
∫
dτ
[
1
u2
(∂τϑ)
2 +
2∆˜
ξKu
sin 2ϑ
]
=
KL
pi
∫
dz
[
1
2
(∂zϑ)
2 +
1
ξ2K
sin 2ϑ
]
. (C5)
The equation of motion is given by:
− ∂2zϑ+ V ′(ϑ) = 0⇒
−(∂zϑ)2
2
+ V (ϑ) = E. (C6)
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where E is a constant depending on the initial condition. Then, we would have:
S(0) =
KL
pi
∫
dz(∂zϑ)
2 =
KL
pi
∫
dϑ(∂zϑ) =
KL
pi
∫ 3pi/4
−pi/4
dϑ
√
2(V (ϑ)− E) = 4KL
pi
√
1
ξ2K
=
4
√
K
pi
L
ξ
, (C7)
where in the first equality we dropped the trivial constant E = 1ξ2K . The analysis can be equally applied to S
(0)
1 and
S
(0)
2 , so we would have:
S
(0)
1 = S
(0)
2 =
4
√
K
pi
L
ξ
. (C8)
2. The correction from the term ∝ D
Before we do the calculations, we first rewrite the action for the disorder part:
Sdis =− D
2pi2α2
∫
dxdτdτ ′
[
cos (ϑ1(x, τ) + ϑ2(x, τ) + ϑ1(x, τ
′) + ϑ2(x, τ ′))
cos (ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′))
]
− D
2pi2α2
∫
dxdτdτ ′
[
cos (ϑ1(x, τ) + ϑ2(x, τ)− ϑ1(x, τ ′)− ϑ2(x, τ ′))
cos (ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′))
]
. (C9)
In the topological regime, ϑi are pinned and the time scale of a transition from one minimum to the other is τ0 ∼ ξ,
which is very small. Analog to the argument of dilute instanton gas, inserting all the possible pinned values into the
equation above, we find that the terms containing ϑi are vanishing. Therefore, the action is simplified as:
Sdis ≈ − D
pi2α2
∫
dxdτdτ ′ cos (ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′)) . (C10)
Then the calculation below is parallel to that by Lobos et al []. To evaluate the action above, we notice the following
identity:
cos (ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′))
= : cos (ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′)) : exp
[
−1
2
〈
[ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′)]2
〉
0
]
.
(C11)
Now we introduce the center of mass and relative coordinate: τc = (τ + τ
′)/2 and τr = τ − τ ′. Therefore,
ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′) = ∂τcϕ1(x, τc)τr + ∂τcϕ2(x, τc)τr. (C12)
As a result, Eq.(C11) reduces to:
cos (ϕ1(x, τ) + ϕ2(x, τ)− ϕ1(x, τ ′)− ϕ2(x, τ ′))
≈
(
1− 1
2
(∂τcϕ1(x, τc) + ∂τcϕ2(x, τc))
2τ2r
)
exp
[
−1
2
[〈
(ϕ1(x, τ)− ϕ1(x, τ ′))2
〉
0
+
〈
(ϕ2(x, τ)− ϕ2(x, τ ′))2
〉
0
]]
.
(C13)
∂τcϕ1(x, τc) can be evaluated from the equation of motion, and the results are:{
ϕ˙1(x, τc) = −iv(`∗)K(`∗)∇ϑ1(x, τc) + i2pi∆(`
∗)
ξ
∫
dx′sgn(x′ − x) sin 2ϑ1(x′, τc),
ϕ˙2(x, τc) = −iv(`∗)K(`∗)∇ϑ2(x, τc)− i2pi∆(`
∗)
ξ
∫
dx′sgn(x′ − x) sin 2ϑ2(x′, τc).
(C14)
Inserting Eq.(C14) into Eq.(C13) and integrating over τc we find:
Sdis = −32D(`
∗)τ0(`∗)
3ξ2
(
∆(`∗)
ξ
)2 ∫ L/2
−L/2
dxx2
∫
dτrτ
2
r e
− 12 [〈(ϕ1(x,τ)−ϕ1(x,τ ′))2〉0+〈(ϕ2(x,τ)−ϕ2(x,τ ′))2〉0]. (C15)
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In the calculation above we have dropped the trivial constant from the first term in the round bracket of Eq.(C13).
The correlation of ϕi in the exponential evaluated under the free action S
(0)
i is given by [54]:
〈
[ϕi(τ)− ϕi(0)]2
〉
= 2pi
[
x2
L2
+
L
pi2
]√
∆(`∗)K(`∗)
v(`∗)ξ
(1− exp(−2|τ |/τ0)) . (C16)
Inserting this into Eq.(C15) and the integration finally gives Sdis ∼ ξ`e [54]. This term can be ignored, as we consider
the thermodynamic limit with L/ξ →∞.
3. The correction from the term ∝ gu
The energy splitting due to this term is given by:
δEg ∝ exp
[
− gu
2pi2α2
∫
dxdτ cos [2(ϕ1(x) + ϕ2(x))]
]
. (C17)
We can expand the exponential in the powers of gu due to the fact gu  1. In the strong coupling of y∆, the fields
ϑ1 and ϑ2 are pinned. The conjugated fields ϕ1 and ϕ2 are highly fluctuating. Moreover, ϕ1 and ϕ2 are independent,
and thus the term cos(ϕ1(x, τ) +ϕ2(x, τ)) is also highly fluctuating in space and time. This leads to the vanishing of
the Umklapp action Sum in the leading order of gu.
4. The indirect contribution from the Luttinger parameter
Finally we calculate the renormalization of K(`∗). By using the lowest order approximation for K(`) = K0,
from the RG equations for y∆, yg, and yD we would have: y∆(`) = y∆,0e
(2−K−10 )`, yg(`) = yg,0e(2−2K0)`, and
yD = yD,0e
[3−(K−10 +K0)]`. In the regime we are interested in, y∆ first goes to the strong coupling. From this fact, we
find `∗ = ln(y∆,0)/(K−10 − 2). From this and the RG equation for K, we find K(`) in the lowest order approximation:
K(`∗) = K0 +
∫ `∗
0
d`′
dK(`′)
d`′
. (C18)
It is very illustrative to write ∆˜ = u/ξ, D = u2/le and gu = uα/lu. In the above, ξ is the superconducting coherence
length, le is the scattering length, and lu is the length scale associated with Umklapp scattering. Then we would have:
y∆ =
α
ξ
, yg =
α
pilu
, yD =
α
pile
. (C19)
Therefore, we finally have:
K(`∗) = Kr − δKg − δKD, (C20)
where
Kr = K0 +
K0
4K0 − 2 , (C21)
δKg =
K20
16(1−K0)
(
yg,0
yν1∆,0
)2
=
K20
16pi2(1−K0)
(
α
lu
)2(
ξ
α
)2ν1
, (C22)
and
δKD =
K20 − 1
24− 8(K−10 +K0)
yD,0
yν2∆,0
=
K20 − 1
24pi − 8pi(K−10 +K0)
(
α
le
)(
ξ
α
)ν2
. (C23)
In the above, Kr is the renormalized Luttinger parameter, δKg is the correction from the Umklapp term, and δKD
is the correction from the disorders.
