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Abstract. We consider perturbation-based extremum
seeking, which recovers an approximate gradient of an
analytically unknown objective function through measure-
ments. Using classical needle variation analysis, we are
able to explicitly quantify the recovered gradient in the
scalar case. We reveal that it corresponds to an averaged
gradient of the objective function, even for very general
extremum seeking systems. From this, we create a recur-
sion which represents the learning dynamics along the
recovered gradient. These results give rise to the interpre-
tation that extremum seeking actually optimizes a function
other than the original one. From this insight, a new per-
spective on global optimization of functions with local
extrema emerges: because the gradient is averaged over
a certain time period, local extrema might be evened out
in the learning dynamics. Moreover, a multidimensional
extension of the scalar results is given.
1 Introduction
Extremum seeking (ES) is a well-established technique
to find the extremal value of an unknown mapping F(x).
The quantity x corresponds to an input, which needs to
be adjusted in such a way that it converges to a minimum
of the objective function F. The map including an adjust-
ment policy of x, such that it converges to the minimizer,
is called extremum seeking system. The only information
available to this system consists of measurements of the
objective function, whereas its analytical expression is un-
known. As a consequence, gradient-based techniques are
not suitable for this kind of problems. The idea behind
ES is to recover an approximate gradient on a slower time
scale by exciting the system via periodic dither signals
on a faster time scale. The slow movement of the system
along the recovered gradient of F is referred to as learning
dynamics (LD).
* This paper is an extended version of [1].
Former research in this topic focused mainly on the
analysis of stability of such ES schemes, whereas a quan-
tification of this recovered gradient was given little atten-
tion. The first local stability proof of a special ES scheme
was given in [2], and later extended to non-local stabil-
ity by [3], where it was also noted that ES approximates
the gradient of F. A novel view on ES systems was intro-
duced by [4, 5], who also showed stability for their setup.
Common to these results is that they establish so-called
practical stability of the feedback scheme with respect to
its parameters. This notion implies that, for convex objec-
tive functions, there exists for any set of initial conditions
a choice of parameters of the ES controller, such that the
ES system converges to an arbitrarily small neighborhood
of a minimizer.
As mentioned above, these results are able to explain
convergence to the minimizer when considering convex
functions. However, global convergence in the presence
of local extrema is a topic that has been rarely addressed
in former research. Both [6] and [7] presented adapted ES
schemes which, under some additional (and possibly hard
to verify) assumptions, achieve practical global stability
with respect to their parameters, despite the local extrema.
However, it has been observed that also standard ES
schemes achieve global optimization for a certain choice
of parameters [3]. For a setup as used in [4], the LD pass
through a local minimum if the frequency ω of the dither
signals is chosen rather low. In [8], an explicit descrip-
tion of the recovered gradient for a particular scalar sys-
tem within this setup, treated with needle-shaped dithers,
was given. This result gave rise to the interpretation that
the LD can be described by a gradient descent on a func-
tion other than F, which is parametrized by ω and will
be called Lω. From this emerges the following question
regarding the observation mentioned above: does Lω be-
come globally convex for certain parameter choices ω,
although F is a non-convex function, such that the LD
converge to the global minimizer?
The main contribution of this paper is to give an explicit
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description of the recovered gradient and thus the LD
for general ES systems, which is valid for any parameter
choice. This result contributes to the existing theory in
three different ways.
First, the paper extends the results of [8] to the use of
general dithers and vector fields as considered in [9], and
to multidimensional ES. We show that for all of these ex-
tensions, the LD approximately move along an averaged
gradient of F, as it is the case for needle-shaped inputs con-
sidered in [8]. This is equivalent to viewing the recovered
gradient as an averaged gradient of F.
Second, we extend the theory of ES as introduced by [4],
by stating an explicit discrete-time recursion describing
the LD of ES systems in this structure. Furthermore, our re-
sults explicitly state the learning descent direction with an
uncertainty depending on ω, whereas the existing theory
did not give an interpretable estimate of this direction.
Third, we provide a new perspective on the analysis
of global convergence of ES with non-convex maps: we
do not aim to prove practical global stability of a new
algorithm under some possibly restrictive assumptions;
instead, the explicit quantification of the LD will allow us
to analyze the global LD of such systems for any given
parameters, and to examine when and why the LD follow
the gradient of a convex function, despite F being non-
convex.
The paper will be organized as follows. In Section 2,
we introduce some notation and necessary background in
state-transition matrices and variational calculus. Section
3 contains the problem statement and the theoretic main
results, while a simulative verification of these statements
is given in Section 4. Our work is summarized in Section 5.
This article is an extended version of [1] and augments its
contents by an introduction to variational calculus for mul-
tidimensional systems, a characterization of the recovered
gradient for the multidimensional case, and an additional
numerical example.
2 Preliminaries and Methods
2.1 Notation
We denote by R the set of real numbers and by N+ the set
of positive natural numbers other than 0. Let C p denote
the set of p times continuously differentiable functions. We
denote ∇ f =
[
∂ f
∂x1
. . . ∂ f∂xn
]>
the gradient of a function
f : Rn → R, f ∈ C1. We consider the Landau notation,
i.e., for f , g : Rn → Rwrite f (x) = O(g(x)), meaning that
there exist some M > 0 and δ > 0 such that || f (x)|| ≤
M||g(x)|| for all ||x|| ≤ δ. Note that when f1 = O(g) and
f2 = O(g) with M, δ, it also holds that f1 + f2 = O(2g)
with M, δ, because of the triangle inequality. We denote 0i
a vector in Ri where each entry is 0, I the unit matrix, ai
the i-th entry of a vector a, and Bi the i-th diagonal entry
of a square matrix B.
2.2 State-Transition Matrix
For a linear, time-varying system x˙(t) = A(t)x(t),
x(t) ∈ Rn, the state-transition matrix (STM) relates the
solutions at different time points x(t) = Φ(t, t0)x(t0). If
n = 1 and A is locally integrable, it is defined by
Φ(t, t0) = exp
(∫ t
t0
A(τ)dτ
)
. (1)
Important properties are the so-called semi-group prop-
erty Φ(t, t0) = Φ(t, t1)Φ(t1, t0) and the differentiation
property ddt0Φ(t, t0) = −Φ(t, t0)A(t0).
2.3 Variational Calculus
This section presents well-established results on the ef-
fect of so-called needle variations on the trajectories of
dynamical systems, adapted to our argumentations. An
exhaustive treatment of needle variations can be found
in [10].
2.3.1 General Perturbation
Consider the nonlinear system
x˙(t) = g1(x(t))u1(t) + g2(x(t))u2(t) (2)
with x(t) ∈ Rn, g1, g2 : Rn → R and u1, u2 : R→ Rn. Sup-
pose that g1, g2 ∈ C1 and u1, u2 are piecewise continuous,
such that local existence and uniqueness of the solution of
(2) is guaranteed.
Denote x∗(t) the solution of (2), when some nominal in-
put trajectory u1(t) = u∗1(t), and u2(t) = u
∗
2(t) is applied
to the system. We call x∗(t) the nominal solution of (2).
Next, we study the effects on the solution of (2), when
the nominal inputs are perturbed by a so-called needle or
Pontryagin-McShane variation. We consider a perturba-
tion in u2 only, such that the perturbed input is defined
by
u1(t) = u∗1(t), u2(t) =
{
u∗2(t) t /∈ [t¯, t¯+ e]
α t ∈ [t¯, t¯+ e] , (3)
where α = [α1, . . . , αn]> ∈ Rn and t¯, e > 0. As illustrated
in Fig. 1, the nominal input is perturbed over an interval of
length e, starting at t¯, and held on some constant value α in
this time period. The solution of (2), when the perturbed
input (3) is applied, will be denoted by x(t). As Fig. 1
suggests, x(t) will deviate from x∗(t) on [t¯, t¯+ e], and then
“run parallel” to the nominal solution in the following. By
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Figure 1. The needle variation (left) and the nominal and per-
turbed trajectories (right).
several Taylor expansions (see [10] for details), one obtains
that the perturbed trajectory evolves according to
x(t) = x∗(t) + ev(t) +O(e2), ∀t ≥ t¯+ e. (4)
The quantity v(t) ∈ Rn is the so-called variational variable,
which evolves according to the variational equation
v˙(t) = u∗1(t)∇g1(x∗(t))>︸ ︷︷ ︸
=:A(x∗(t),t)
v(t), ∀t ≥ t¯+ e, (5)
and when u∗2(t¯+ e) = 0, has initial condition
v(t¯+ e) = g2(x∗(t¯+ e))α. (6)
Note that the variational equation (5) is equivalent to a
linearization of (2) around x∗(t), u∗1(t), and u
∗
2(t).
2.3.2 Perturbation and Nominal Input in Single
Dimension
Consider the perturbed input (3) with
α = [0`−1, α`, 0n−`]>, ` ∈ {1, . . . , n}, (7)
i.e., the perturbation acts only in the single dimension `.
Then, the initial condition of the variational variable reads
from (6)
v(t¯+ e) = [0`−1, g2(x∗(t¯+ e))α`, 0n−`]>. (8)
Additionally, let the nominal input u∗1i(t) = 0 for all i 6= `
in some time period t ∈ [t¯+ e, t f ]. From the variational
equation (5), it follows that v˙i(t) = 0 for all i 6= ` for
t ∈ [t¯ + e, t f ], such that these components do not show
any dynamic behavior. Furthermore, vi(t¯+ e) = 0 for all
i 6= ` from (8), such that it holds
vi(t) = 0 ∀i 6= `, t ∈ [t¯+ e, t f ]. (9)
As a result, they have no effect on the component v`(t)
and we obtain
v˙`(t) = u∗1`(t)
∂g1
∂x`
(x∗(t))v`(t), t ∈ [t¯+ e, t f ]. (10)
This will be of importance in the proof of Theorem 2.
3 Main Results
3.1 Scalar Extremum Seeking
Extremum seeking (ES) offers a systematic approach to
address the optimization problem
min F(x), (11)
with x ∈ R, the nonlinear map F : R→ R, F ∈ C1, without
any gradient information being available. In the following,
we consider the class of ES systems introduced by [4]
x˙(t) = g1(F(x(t)))u1(t) + g2(F(x(t)))u2(t), x(0) = x0,
(12)
where g1, g2 : R → R, g1, g2 ∈ C1. In [5], it was dis-
cussed that, apart from technical differences, the setups
considered in [2,3] can be represented by this class as well.
The dither functions u1, u2 : R → R are assumed to be
T-periodic with T = 2piω . Note that in the following, both
ω and T will be used, although they contain the same
information. A typical approach is to choose the dithers
u1(t) =
√
ω sin(ωt), u2(t) =
√
ω cos(ωt), (13)
and the vector fields g1, g2 such that their Lie bracket
[g1, g2](F) =
∂g2(F)
∂F
g1(F)− ∂g1(F)∂F g2(F) =: −g0(F)
(14)
is 1. Then for ω → ∞, the trajectories of (12) follow those
of the gradient flow system ˙¯x = − 12∇F(x¯) arbitrarily close
[4, 9]. As a result, x converges to a solution of (11).
Apparently, ω → ∞ can never be achieved in practice.
However, also for finite ω, (12) is observed to move on
average along a recovered gradient of F. This movement is
referred to as learning dynamics (LD). Since the recovered
gradient is not exact, the LD generally minimize a function
other than F, called Lω. The LD can be carved out from
x(t) by neglecting the periodic oscillations induced by
the dithers, i.e., by regarding only the system state at T-
multiples x(kT), k ∈ N+. Then, the LD of (12) can be
described as a gradient descent recursion on Lω with fixed
step size
x(kT) = x((k− 1)T) +∇Lω(x((k− 1)T)). (15)
As detailed above, the LD have been found to move along
∇F for ω → ∞, whereas for finite ω, the LD were not
explicitly quantified so far. The main purpose of this pa-
per is thus to give an explicit description of the gradient
descent direction ∇Lω, valid for any ω. Thereby, the LD
and the function Lω , that the LD effectively minimize, are
characterized.
We assume that the following holds for the dither func-
tions:
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Figure 2. Trigonometric dithers u1(t) and u2(t) which are com-
pliant to A1-A3. Note that the individual needles in the sampled
dither u¯2(t) form needle pairs of opposite sign (illustrated by
matching colors).
A1: u1, u2 are piecewise continuous and bounded.
A2: The function u1 is point-symmetric to ( T2 , 0), i.e., it
holds that u1(t) = −u1(T − t) for all t ∈ [0, T].
A3: For u2 it holds u2(t) = −u2( T2 + t) for all t ∈ [0, T2 ].
Remark 1. Note that A2 and A3 imply that u1 and u2 have
zero mean on [0, T]. •
Remark 2. We presume that A1-A3 are mild conditions
for dithers commonly considered in ES. For example, they
are fulfilled by the well-known trigonometric dithers (13),
but also by square-wave or sawtooth dithers proposed
in [11]. •
The idea is now to sample and approximate the dither
u2 by needle-shaped functions. We restrict the sampling
interval e, i.e., the length of the individual needles, to even
divisors of T. This means that if the sampling interval
is e = T2N , N ∈ N+, then u2(t) is approximated by 2N
needles in the interval [0, T). The sampled dither function
is thus
u¯2(t) = u2(ie), t ∈ [(i− 1)e, ie), i = 1, . . . , N. (16)
Because of A3 and the even number of samples, for every
needle in the time interval [0, T2 ), there is a corresponding
needle with same amplitude but opposite sign in [ T2 , T),
such that we can extract “needle pairs” out of u¯2(t). This
is illustrated in Fig. 2, where the same-colored areas form
needle pairs of opposite sign. This fact will become crucial
in order to establish Theorem 1.
The following theorem explicitly relates the solutions of
(12) at times t = 0 and t = T, and thereby quantifies the
gradient recovered by ES.
Theorem 1. Suppose that Assumptions A1-A3 on the
dither functions u1, u2 hold. Let x∗(t) denote the solu-
tion of (12), when u1(t) and u2(t) ≡ 0 are applied, i.e.,
x∗(t) fulfills
x˙∗(t) = g1(F(x∗(t)))u1(t), x∗(0) = x0. (17)
Assume that x∗(t) exists on [0, T]. Let Φ(t, t0) be the STM
corresponding to the time-varying variational equation
v˙(t) = u1(t)
∂g1
∂F
(F(x∗(t)))∂F
∂x
(x∗(t))v(t) (18)
with initial time t0, and let g1, g2 satisfy (14). Consider
system (12), where u1(t), and u¯2(t) as in (16), are applied.
Then
x(T) = x0 +O(T2) (19)
+ e
N
∑
i=1
u2(ie)
T
2−ie∫
ie
∂F
∂x
(x∗(τ))Φ(0, τ)u1(τ)g0(F(x∗(τ)))dτ.
Moreover,
lim
N→∞
x(T) = x0 +O(T2) (20)
+
T
2∫
0
u2(t)
T
2−t∫
t
∂F
∂x
(x∗(τ))Φ(0, τ)u1(τ)g0(F(x∗(τ)))dτdt.
•
The proof can be found in Appendix 6.1. Note that
(20) characterizes the solution of (12) when u2(t) is ap-
plied, since limN→∞ u¯2(t) = u2(t) due to A1. A continua-
tion of (20) gives a gradient descent recursion of the form
(15). Because x∗(t) depends only on its initial condition
x∗(Tk) = x(Tk) (with Tk = (k− 1)T),∇Lω is given by (20)
as
∇Lω(x(Tk)) = O(T2) (21)
+
Tk+
T
2∫
Tk
u2(t)
T
2−t∫
t
∂F
∂x
(x∗(τ))Φ(Tk, τ)u1(τ)g0(F(x∗(τ)))dτdt.
Consequently, Theorem 1 gives an approximate quantifi-
cation of the gradient descent direction ∇Lω, and thus
describes the LD of system (12). This result is independent
of the parameter ω or convexity properties of the function
F.
The theoretical insight into the mechanics of ES that
can be gained from (20) is extremely valuable. It shows
that the LD evolve along a weighted averaged gradient
of the function F, even for very general dithers u1, u2.
The weighting factors of the gradient are Φ(0, τ), u1(τ)
and g0(F(x∗(τ))). Note that for many vector fields g1, g2
commonly considered in ES (e.g. g1 = F, g2 = 1 or
g1 = sin(F), g2 = cos(F)), it holds that g0(F) = 1 [9],
such that this factor even vanishes in the integral. The
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inner integral (which corresponds to the averaged gradi-
ent) is then weighted with the second dither u2(t) and
averaged once again. This observation gives rise to the
interpretation that when choosing the input period T large
enough, the LD of the ES system might “even out” local
minima in F. As a result, the LD converge to the global
minimum instead of getting stuck in local minima. This
phenomenon is indeed observed in practice as seen later.
Remark 3. Standard ES analysis already indicates that the
right-hand side of the "average" ES system corresponds
to an averaged version of the static objective function (see
e.g. [2, 3]). In contrast to our results, however, this method
does not address the explicit solution of the original ES
system. •
Remark 4. Note that ∇Lω(x(Tk)) in (21) depends on
x∗(t), the solution of a nonlinear differential equation.
Therefore, it cannot be computed directly and an approxi-
mate numerical solution must be obtained instead. This
fact indeed does not diminish the valuable insight gained
from (21). •
Remark 5. Theorem 1 also includes the case of needle-
shaped inputs treated in [8]. There are only two needles
of length e, such that the rest term in (19) is estimated to
O(e2). •
3.2 Multidimensional Extremum Seeking
with Sequential Dither
In this section, the characterization of the LD of ES systems
is extended to the multidimensional case. Consider the
multidimensional system
x˙(t) = g1(F(x(t)))u1(t) + g2(F(x(t)))u2(t), x(0) = x0,
(22)
with x(t) ∈ Rn, F : Rn → R, F ∈ C1, g1, g2 : R→ R and
the nT-periodic dither functions u1, u2 : R→ Rn. Here,
we consider the special multidimensional sequence, where
a general scalar dither u1, u2 is applied sequentially in all
dimensions, while the other dithers are zero meanwhile.
This sequence, shown in Fig. 3, is defined by
uji(t) =
{
uj(t− (i− 1)T) t ∈ [(i− 1)T, iT)
0 else
, j=1,2i=1,...,n,
(23)
with uj(t) = [uj1(t), . . . , ujn(t)]>, j = 1, 2. Again, the
scalar u1, u2 need to fulfill A1-A3.
The following theorem characterizes the LD of system (22)
when treated with this sequential dither.
Theorem 2. Suppose that Assumptions A1-A3 on the
scalar dithers u1, u2 hold. Let ` ∈ {1, . . . , n}. Denote
x∗(t) the solution of (22) when u1(t) is as defined in (23)
and u2(t) ≡ 0, and assume that x∗(t) exists on [0, `T]. Let
0 T
2
T 3T
2
2T 5T
2
3T
−1
0
1
Time t
u ·
i(
t)
i = 1 i = 2 i = 3
Figure 3. The multidimensional dither sequences u1i(t) (solid)
and u2i(t) (dashed) for n = 3. The scalar dithers u1, u2 are merely
applied sequentially in all dimensions.
Φi(t, t0),Φi : R×R→ R be the STM corresponding to the
time-varying variational equation
v˙i(t) = u1i(t)
∂g1
∂F
(F(x∗(t))) ∂F
∂xi
(x∗(t))vi(t) (24)
with initial time t0, and let g1, g2 satisfy (14). Consider the
multidimensional system (22), where u1(t) and u2(t) are
applied as defined in (23). Then,
x(`T) = x0 +O(`2T2) (25)
+

∫ T
2
0 u2(t)
∫ T
2−t
t
(
∂F
∂x1
(x∗(τ))Φ1(0, τ)
·u1(τ)g0(F(x∗(τ)))
)
dτdt
...∫ T
2
0 u2(t)
∫ T
2−t
t
(
∂F
∂x`
(x∗(T` + τ))Φ`(T`, T` + τ)
·u1(τ)g0(F(x∗(T` + τ)))
)
dτdt
0n−`

.
•
Sketch of proof. The proof of Theorem 2 follows closely the
lines of the proof of Theorem 1. The main idea is again
to sample the input functions in dimension i by an even
number of needles in the interval [(i− 1)T, iT). Consider
Φ(t, t0), the STM corresponding to
v˙(t) = u1(t)
∂g1
∂F
(F(x∗(t)))∇F(x∗(t))>v(t). (26)
With the fact that the needles are applied in one dimension
at a time, and the principles of variational calculus given
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in Section 2.3, one can express the solution of (22) after `T
as
x(`T) = x0 +O(`T2) (27)
+ e
`
∑
i=1
2N
∑
j=1
u2(je)Φ(`T, Ti + je)

0i−1
g2(x∗(Ti + je))
0n−i
 .
Because of the point-symmetries in u1(t), it holds that
Φ(Ti+1, Ti) = I for all i. With the semi-group property of
the STM, and the results presented in Section 2.3.2, one
can replaceΦ(`T, Ti+ je) in (27) by the scalarΦi(Ti+1, Ti+
je). Again, we apply the symmetry property of u2(t) and
write the O(e) terms as an integral. Letting e→ 0 proves
(25).
Theorem 2 shows that using the special sequential se-
quence as defined in (23), a component-wise and decou-
pled weighting and averaging of the gradient is performed.
Furthermore, formula (25) reveals that the LD move pri-
marily along the dimension where the scalar input was
applied (as the integral term indicates). However, due to
the non-vanishing remainder, the system moves slightly
along the other dimensions as well.
4 Numerical Evaluation
In this section, we compare the simulated LD x(kT)Sim of
an ES system with the result of the recursion (15) and (21),
denoted by x(kT)Rec. We consider the system from [4]
x˙(t) = F(x(t))
√
ω sin(ωt)− a√ω cos(ωt), (28)
with initial condition x(0) = 1.8. The parameter ω = 2piT
will be adapted to display its various effects.
0 0.2 0.4 0.6 0.8 1
10−5
10−4
10−3
10−2
10−1
100
Time t
Er
ro
r
T = 0.1 T = 0.01 T = 0.001
Figure 4. The absolute error between the simulated LD and the
recursion (dashed), and the size of the tube around the LD (solid),
with F1(x), a = 5.
Example 1. Consider (28) together with the quadratic
function F1(x) = 12x
2. Fig. 4 shows the absolute error
|x(kT)Rec − x(kT)Sim| between the simulated LD and the
recursion for system (28) for various T. The chosen period
times differ by a factor of 10, as do the errors at a certain
time point t. This observation matches the theory very
well, e.g., consider T1 = 10T2. Then using the larger pe-
riod time T1 leads to an error at time T1 ofO(T21 ), whereas
performing the recursion 10 times with T2 causes an error
at time T1 of O(10T22 ) = O(0.1T21 ). In [4], the LD could
be verified to move in a tube around the gradient flow
system. Observe from Fig. 4 that the recursion gives a
much more accurate estimation of the ES system’s LD. •
0 0.5 1 1.5 2
0
0.5
1
1.5
2
x
F 2
(x
)
0 0.2 0.4 0.6 0.8 1
0
1
2
Time t
x(
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)
T = 0.1 T = 0.01
T = 0.001 T = 0.0001
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1
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Figure 5. The non-convex test function F2(x) (top), the simulated
LD x(kT)Sim (solid) and the recursion x(kT)Rec (dashed) with
F2(x) (middle), and the simulated Lω(x) corresponding to F2(x)
(bottom), a = 20.
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Example 2. This example shall demonstrate the recur-
sion’s ability to represent the simulated LD with non-
convex functions. Consider the function F2(x) as depicted
in Fig. 5 (top). It has a sharp local minimum between
x0 and its global minimum at x = 0, and is a quadratic
function elsewhere. In Fig. 5 (middle), the simulated LD
and the recursion are depicted. For T = 0.1, 0.01, both the
simulation and the recursion converge globally, and for
T = 0.0001, both get stuck in the local minimum. How-
ever, for T = 0.001, the simulation passes through the local
minimum while the recursion gets stuck. We can infer that
in borderline cases, when the ES system barely converges
globally, the recursion’s informative value is limited due
to its intrinsic uncertainty. Nonetheless, for clearer cases,
the recursion displays the actual LD very well.
Fig. 5 (bottom) shows Lω(x) generated by the simulated
x(kT)Sim, where (28) was treated with F2(x). The function
Lω(x) was numerically integrated using the Euler method
from (15) with a normalized scaling. This example illus-
trates the property that Lω(x) can become convex for cer-
tain ω although F2(x) is not. It can be observed that for
higher T, Lω(x) is a convex function, whereas for small T,
it shows a local minimum similar to F2(x). Consequently,
when starting to the right of this local minimum, x(kT)Sim
does not converge near the global minimizer of F2(x). •
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Figure 6. The two-dimensional LD using F3(x) and T = 0.01.
The value of F3(x) is color-coded from yellow (high) to green
(low), a = 10.
Example 3. The third example is devoted to the two-
dimensional extension of (28), where the one-dimensional
sine-waves are applied sequentially according to (23). The
initial condition x(0) = [1.8, 1.8]> and the convex func-
tion F3(x) = 12 (x
2
1 + x
2
2) are used. In Fig. 6, simulation
results of this setup are depicted. The staircase-shaped LD,
that were predicted by (25), are clearly visible. Over the
first few time periods, the recursion gives a very precise
approximation of the LD. However, the approximation
error sums up such that the recursion becomes less and
less precise over time. Note that this observation does not
disagree with our main results. Nonetheless, the recursion
converges near the minimizer at the origin, just like the
simulated LD. •
5 Summary
In this paper, we gave an explicit recursion for the LD of
scalar ES systems with static maps. This recursion approx-
imately quantifies the gradient information recovered by
ES, and reveals that it corresponds to an averaged gra-
dient of the objective function. As this property holds
without strong restrictions on the objective function, the
recursion is also able to represent convergence of the LD to
the global minimum, despite the presence of local minima.
Furthermore, we presented a special multidimensional
dither sequence and showed that an ES system, treated
with this sequence, moves along an averaged gradient as
well. Eventually, we illustrated and verified our results in
simulations. Since in general, dynamic maps are consid-
ered in ES, an extension of the presented analysis to this
case seems worthwhile.
6 Appendix
6.1 Proof of Theorem 1
Proof. The proof relies on the principles of variational cal-
culus presented in Section 2. We define
u¯(j)2 (t) =
{
u¯2(t) t ∈ [0, (j− 1)e)
0 t /∈ [0, (j− 1)e) , j = 1, . . . , 2N + 1,
(29)
consisting of the first (j− 1) needles and denote
• x(j)(t) the solution of (12) when u1(t) and u¯
(j)
2 (t) are
applied,
• v(j)(t) the variational variable which describes the
variation of x(j+1)(t) from x(j)(t).
Consider system (12), where u¯(j)2 (t) is applied, and its
solution x(j)(t). Now apply u¯(j+1)2 (t). Then, u¯
(j)
2 (t)
corresponds to the nominal input that is perturbed on
t ∈ [(j− 1)e, je), and x(j)(t) to the nominal trajectory, such
that
x(j+1)(t) = x(j)(t) + ev(j)(t) +O(e2). (30)
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The variational variable v(j)(t) evolves as
v˙(j)(t) = u1(t)
∂g1
∂F
(F(x(j)(t)))
∂F
∂x
(x(j)(t))v(j)(t) (31)
and has initial condition v(j)(je) = g2(F(x(j)(je)))u2(je),
since u¯(j)2 (je) = 0.
The proof is subdivided into four sections. In the first
part, we will derive a representation of the solution of (12)
after one dither period T via variational calculus, where
the terms linear in e will be comprised of STMs. Second,
we will derive a useful symmetric property of these STMs.
Using this, the terms of order O(e) will be expressed as
an integral to prove (19) in the third part. In the last part,
we let the length of the needles tend to zero to show (20).
1): We begin to show by induction that when u¯(j+1)2 (t)
is applied to the system, the solution of (12) is
x(j+1)(t) = x∗(t) + e
j
∑
i=1
Φ(t, ie)g2(F(x∗(ie)))u2(ie)
+
j
∑
i=1
(
Ri(e) + Si(e)
)
, (32)
for t ∈ [je, T], where each of the remainders Ri(e) = O(e2)
and each Si(e) = O(2(i− 1)e2).
Step 1: Basis By the principles of variational calculus
presented in Section 2, applying u¯(2)2 (t), we obtain for the
solution of (12)
x(2)(t) = x(1)(t)︸ ︷︷ ︸
=x∗(t)
+ev(1)(t) + R1(e), (33)
for t ∈ [e, T]. For the remainder it holds R1(e) = O(e2).
As x(1)(t) = x∗(t), the variational variable v(1)(t) fulfills
(18) with initial condition v(1)(e) = g2(F(x∗(e)))u2(e).
Since Φ(t, t0) is the STM of (18), we can express x(2)(t) by
x(2)(t) = x∗(t) + eΦ(t, e)g2(F(x∗(e)))u2(e) + R1(e),
(34)
for t ∈ [e, T], which is (32) for j = 2.
Step 2: Inductive Step Assume that (32) holds when
u¯(j)2 (t) is applied, i.e., that the solution x
(j)(t) reads
x(j)(t) = x∗(t) + e
j−1
∑
i=1
Φ(t, ie)g2(F(x∗(ie)))u2(ie)
+
j−1
∑
i=1
(
Ri(e) + Si(e)
)
, (35)
for t ∈ [(j− 1)e, T]. Consider v(j)∗(t), which fulfills (18)
and has initial conditions v(j)∗(je) = g2(F(x∗(je)))u2(je).
Next, we apply u¯(j+1)2 (t). With Lemma 1 (see Appendix
6.2), equation (30) becomes
x(j+1)(t) = x(j)(t) + ev(j)∗(t) + ev(j)R (e)︸ ︷︷ ︸
=:Sj(e)
+Rj(e)
(35)
= x∗(t) + e
j−1
∑
i=1
Φ(t, ie)g2(F(x∗(ie)))u2(ie) + ev(j)∗(t)
+
j−1
∑
i=1
(
Ri(e) + Si(e)
)
+ Rj(e) + Sj(e), (36)
for t ∈ [je, T]. Again, it holds that Rj(e) = O(e2). Note
that x(j)(t) = x∗(t) +O((j− 1)e), because according to
(32), each of the summands in the first sum is O(e). With
Lemma 1, it holds that v(j)R (e) = O(2(j− 1)e) and thus
Sj(e) = ev
(j)
R (e) = O(2(j− 1)e2). Using the STM of (18),
we obtain
x(j+1)(t) = x∗(t) + e
j
∑
i=1
Φ(t, ie)g2(F(x∗(ie)))u2(ie)
+
j
∑
i=1
(
Ri(e) + Si(e)
)
, (37)
for t ∈ [je, T], which is exactly (32).
Using (32), we can express the solution of (12) at t = T,
when u¯(2N+1)2 (t) = u¯2(t) was applied to the system, as
x(T) = x(2N+1)(T)
= x∗(T) + e
2N
∑
i=1
Φ(T, ie)g2(F(x∗(ie)))u2(ie)
+
2N
∑
i=1
(
Ri(e) + Si(e)
)
. (38)
In the next step, we will give a precise assessment of
the remainder terms in (38). We have established that
the individual terms can be estimated as Ri(e) = O(e2)
and Si(e) = O(2(i− 1)e2). Taking the summation of the
remainder terms into account, the overall remainder is
assessed as
2N
∑
i=1
(
Ri(e) + Si(e)
)
= O((2N + 2N∑
i=1
2(i− 1))e2)
= O((2N)2e2) e=
T
2N= O(T2). (39)
Recall that because of A3 and the even number of nee-
dles, the sampled dither u¯2(t) is comprised of “needle
pairs” of same amplitude, but opposite sign. In the follow-
ing, we will formalize this idea and carve out its effect on
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x(T). First we split the sum in (38)
x(T) = x∗(T) + e
N
∑
i=1
Φ(T, ie)g2(F(x∗(ie)))u2(ie)
+ e
2N
∑
i=N
Φ(T, ie)g2(F(x∗(ie)))u2(ie) +O(T2), (40)
then use that u2(ie) = −u2(ie− T2 ) in the second sum due
to A3, and perform an index shift to obtain
x(T) = x∗(T) + e
N
∑
i=1
u2(ie)
(
Φ(T, ie)g2(F(x∗(ie)))
−Φ(T, T2 + ie)g2(F(x∗( T2 + ie)))
)
+O(T2). (41)
2): The second part of the proof is dedicated to finding
a simpler form of the STMs occurring in (41). Because of
A2, it holds for the dither that u1(t) = −u1(T − t). As a
consequence, the nominal solution goes along the vector
field g1(F(x∗(t)))u1(t) in [0, T2 ], and back along the same
vector field in [ T2 , T]. Then the nominal solution fulfills
x∗(t) = x∗(T − t). (42)
Using this symmetry property and u1(t) = −u1(T− t) on
the definition of Φ(t, t0) yields
Φ(t, t0) = exp
(∫ t
t0
u1(τ)
∂g1
∂F
(F(x∗(τ)))∂F
∂x
(x∗(τ))dτ
)
= exp
(∫ T−t
T−t0
u1(s)
∂g1
∂F
(F(x∗(s)))∂F
∂x
(x∗(s))ds
)
= Φ(T − t, T − t0). (43)
The relation (43) and the semi-group property of the STM
is used to establish that, if 0 ≤ ie ≤ T2 ,
Φ(T, ie) = Φ(T, T2 )Φ(
T
2 , ie)
(43)
= Φ(0, T2 )Φ(
T
2 , ie) = Φ(0, ie) (44)
and
Φ(T, T2 + ie)
(43)
= Φ(0, T2 − ie). (45)
3): In the third section of the proof, we combine the
results of the first two sections to come up with (19). We
use the identities (42), (44) and (45) in (41) to write
x(T) = x∗(T)︸ ︷︷ ︸
(42)
= x∗(0)=x0
+O(T2)
+ e
N
∑
i=1
u2(ie)
(
Φ(T, ie)︸ ︷︷ ︸
(44)
= Φ(0,ie)
g2(F(x∗(ie)))
−Φ(T, T2 + ie)︸ ︷︷ ︸
(45)
= Φ(0, T2 −ie)
g2(F(x∗( T2 + ie)︸ ︷︷ ︸
(42)
= x∗( T2 −ie)
))
)
= x0 +O(T2) (46)
− e
N
∑
i=1
u2(ie)
T
2−ie∫
ie
d
dτ
(
Φ(0, τ)g2(F(x∗(τ)))
)
dτ.
Note that writing the term linear in e as an integral was
only possible as there existed “needle pairs” of opposite
sign. Next, we concentrate on simplifying the integral.
Using the product rule, the differentiation property of the
STM, and the chain rule, the integral becomes
T
2−ie∫
ie
Φ(0, τ)
dg2
dτ
(F(x∗(τ)))+ d
dτ
(
Φ(0, τ)
)
g2(F(x∗(τ)))dτ
=
T
2−ie∫
ie
Φ(0, τ)
∂g2
∂F
(F(x∗(τ)))∂F
∂x
(x∗(τ))x˙∗(τ) (47)
−Φ(0,τ)u1(τ)∂g1∂F (F(x
∗(τ)))∂F
∂x
(x∗(τ))g2(F(x∗(τ)))dτ.
The term x˙∗(τ) is the right-hand side of the nominal differ-
ential equation (17). Using this, we can write the integral
T
2−e∫
e
∂F
∂x
(x∗(τ))Φ(0, τ)u1(τ)
(
∂g2
∂F
g1 − ∂g1∂F g2
)
︸ ︷︷ ︸
(14)
= −g0(F(x∗(τ)))
dτ, (48)
omitting some arguments. Using (48) in (46) proves (19).
4): In the fourth part of the proof, we perform the limit
process of letting N tend to infinity. We define
ti := ie (49)
to express the limit of the first-order term in (19) as
lim
N→∞
N
∑
i=1
(
(ti − ti−1)u2(ti) (50)
·
T
2−ti∫
ti
∂F
∂x
(x∗(τ))Φ(0, τ)u1(τ)g0(F(x∗(τ)))dτ
)
.
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Note that as u2 is continuous and bounded due to A1,
this is the limit of a Riemann sum [12] with partition {ti},
which converges to the Riemann integral. Therefore, the
first-order term (50) becomes
T
2∫
0
u2(t)
T
2−t∫
t
∂F
∂x
(x∗(τ))Φ(0, τ)u1(τ)g0(F(x∗(τ)))dτdt,
(51)
which gives (20) and completes the proof.
6.2 Auxiliary Lemma 1
Lemma 1. Consider v(j)(t) and v(j)∗(t) as defined in the
proof of Theorem 1. Suppose that x(j)(t) = x∗(t) +O(ie).
Then,
v(j)(t) = v(j)∗(t) + v(j)R (e), (52)
where it holds for the remainder v(j)R (e) = O(2ie). •
Proof. We perform a Taylor expansion of the system matrix
of (31), and the initial condition of v(j)(t) about x∗, where
we use that x(j) = x∗ +O(ie). This yields
A(x(j), t) = A(x∗ +O(ie), t) = A(x∗, t) +O(ie), (53)
g2(x(j)) = g2(x∗ +O(ie)) = g2(x∗) +O(ie). (54)
As a result, the solution of the variational equation is
v(j)(t) = exp
( ∫ t
t0
A(x∗(τ), τ) +O(ie)dτ
)
·
(
g2(x∗(je)) +O(ie)
)
u2(je). (55)
Using the Taylor expansion for exp
(∫ t
t0
O(ie)dτ
)
gives
v(j)(t) = exp
(∫ t
t0
A(x∗(τ), τ)dτ
)
(1+O(ie))
·
(
g2(x∗(je)) +O(ie)
)
u2(je)
= exp
(∫ t
t0
A(x∗(τ), τ)dτ
)
g2(x∗(je))u2(je) +O(2ie).
(56)
We note that the first term corresponds to v(j)∗(t) and the
second remainder term fulfills v(j)R (e) = O(2ie).
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