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Abstract:
Koalitionsumgebungen sollen fu¨r alle miteinander kooperierenden Mitglieder einen
Vorteil bei der Verfolgung eines gemeinsamen Ziels erbringen. Dies gilt fu¨r die ver-
schiedensten Anwendungsbereiche, etwa bei kooperierenden Strafverfolgungsbeho¨r-
den, Wirtschaftsunternehmen oder Streitkra¨fte. Auch bei der Erkennung von sicher-
heitsrelevanten Vorga¨ngen in vernetzten Computersystemen erhofft man sich von der
Zusammenarbeit eine verbesserte Erkennungsfa¨higkeit sowie eine schnelle und koor-
dinierte Reaktion auf Einbruchsversuche.
Dieser Beitrag stellt verschiedene praxisorientierte Werkzeuge fu¨r die koalitions-
weite Vernetzung von Ereignismeldungs-produzierenden Sicherheitswerkzeugen vor,
die wesentliche Probleme des Anwendungsszenarios lo¨sen helfen:
Fru¨hzeitige Anomaliewarnung – ein graphbasierter Anomaliedetektor wird als adapti-
ves Fru¨hwarnmodul fu¨r großfla¨chige und koordinierte Angriffe, z.B. Internet-Wu¨rmer,
eingesetzt.
Informationsfilterung – Meldungen werden beim Verlassen der lokalen Doma¨ne ent-
sprechend der doma¨nenspezifischen Richtlinien zur Informationsweitergabe modifi-
ziert (d.h. insbesondere anonymisiert bzw. pseudonymisiert).
Datenreduktion – zusa¨tzliche Filter zur Datenreduzierung auf der Basis von vordefi-
nierten Abha¨ngigkeitsregeln steigern die Handhabbarkeit des Datenflusses.
Die Funktionsfa¨higkeit der genannten Komponenten wird derzeit in Form einer pro-
totypischen Implementierung eines Meta-IDS fu¨r dynamische Koalitionsumgebungen
nachgewiesen.
1 Einfu¨hrung
Koalitionsumgebungen (Coalition Environments, CEs) finden sich in den verschiedensten
Bereichen der Gesellschaft, so z. B. bei internationalen Kooperationen von Strafverfol-
gungsbeho¨rden, bei Allianzen von Wirtschaftsunternehmen oder zusammenarbeitenden
Streitkra¨ften (z.B. NATO). Kennzeichnend sind oft gemeinsame Interessen oder ein ge-
meinsam durchzufu¨hrender Auftrag der Koalitionsteilnehmer. Gleichzeitig existiert ge-
genu¨ber den Partnern in einer Koalition oft nur ein beschra¨nktes Vertrauen, etwa wenn ein
Konkurrenzverha¨ltnis besteht.
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Aus offensichtlichen Gru¨nden ko¨nnen großfla¨chige sicherheitsrelevante Aktivita¨ten in Com-
puternetzen schneller aufgedeckt werden, wenn Zugriff auf eine gro¨ßere Menge von an-
griffsabha¨ngigen Ereignismeldungen mo¨glich ist. Andererseits muss die Informations-
weitergabe u¨ber kritische Aktivita¨ten und Tendenzen an andere Zusa¨ndigkeitsbereiche
(Doma¨nen) einer Koalitionsumgebung schnell und in einem interoperablen Format erfol-
gen, damit ein entsprechender Vorteil aus der Kooperation entstehen kann. Das Ziel be-
steht also darin, alle verfu¨gbaren Angriffsinformationen zusammenzufu¨hren, sie effizient
auszuwerten und die Analyseergebnisse weiterzuleiten.
Die technische Realisierung einer derartigen Kooperation stellt sich in Form der Ver-
netzung verschiedener Sicherheitswerkzeuge (z.B. IDS, Paketfilter oder Integrita¨tspru¨f-
programme) dar, die Informationen u¨ber an anderer Stelle im Koalitionsnetzwerk regis-
trierte relevante Aktivita¨ten erhalten, auswerten und weitergeben. Die besondere Heraus-
forderung in dynamischen Koalitionsnetzwerken ensteht zum Einen durch Fluktuation bei
den Koalitionsmitgliedern und durch sich a¨ndernde Vertrauensverha¨ltnisse. Diese schla-
gen sich in der Bereinigung von Informationen, die eine Doma¨ne verlassen, nieder (z. B.
durch Anonymisierung bzw. Pseudonymisierung von Ereignismeldunge). Zum Anderen
stellt die Heterogenita¨t der zugrundeliegenden Sicherheitswerkzeuge sowie deren durch-
zusetzenden Sicherheitsrichtlinien ein Hindernis fu¨r die effiziente Erkennung von Angrif-
fen dar.
Dieser Beitrag stellt Komponenten fu¨r die Verarbeitung und Auswertung koalitionswei-
ter Ereignismeldungsvolumina vor, die zur Lo¨sung dieser Fragestellungen beitragen. Der
Nachweis ihrer Funktionsfa¨higkeit wird durch die prototypische Realisierung eines Meta-
IDS gefu¨hrt. Der Rest dieses Beitrages ist wie folgt strukturiert: In den Abschnitten 2, 3
und 4 werden die neuen Komponenten beschrieben. In Abschnitt 5 werden das Konzept
und die bisher erzielten Ergebnisse vorgestellt, eingeschlossen der Implementierung. Zum
Abschluss werden in Abschnitt 6 unsere Ansa¨tze zusammengefasst und mo¨gliche Erwei-
terungen skizziert.
2 Anomalieerkennung im Ereignismeldungs-Datenmodell
Die Zusammenfu¨hrung von Ereignismeldungen aus unterschiedlichen Quellen dient als
Ausgangsbasis fu¨r einen Ansatz zur Beurteilung der “Normalita¨t” des aktuellen Meldungs-
aufkommens. Somit wird an dieser Stelle ein Ansatz der Anomalieerkennung eingesetzt.
Die Details dazu werden im folgenden erla¨utert.
Eine der wesentlichen Herausforderungen fu¨r ein in kooperierenden IDS eingesetztes Ano-
malieerkennungsverfahren ist sein Umfeld. ¨Uber entsprechende Transportwege trifft eine
große Zahl von Ereignismeldungen aus den angeschlossenen Doma¨nen ein. Es ist jedoch
auf Grund der Heterogenita¨t der Datenbasis nur sehr begrenzt mo¨glich, Annahmen u¨ber die
Art und die Ha¨ufigkeit der Meldungen zu machen. Aus bereits angesprochenen Gru¨nden
kann sowohl die Frequenz der eintreffenden Ereignismeldungen, deren Inhalte und de-
ren Aufbau stark von der konkreten Installation und Konfiguration abha¨ngen. Das hier
eingesetzte Verfahren ist urspru¨nglich fu¨r die ¨Uberwachung und Anomalieerkennung des
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Verkehrs in Netzwerken entwickelt worden und funktioniert folgendermaßen:
Es hat sich gezeigt, dass die typischen Strukturen u¨ber die Zeit recht stabil sind, al-
so nur selten grundlegende Vera¨nderungen auftreten (vgl. [TdW02]). Aus diesem Grund
kann man regelma¨ßig in kurzen Absta¨nden den aktuellen Verkehr erfassen (mo¨glich durch
Netzwerk-Monitoring-Gera¨te oder auch durch Packetsniffer, in geswitchten Netzwerken
an einem Spiegelport eines Switches) und in Form einer Verkehrsmatrix abspeichern. Die-
se Verkehrsmatrix kann als Graph G = (V,K) interpretiert werden. Knoten v i ∈ V des
GraphenG sind damit an der Kommunikation im aktuellen Zeitabschnitt beteiligte Gera¨te,
wa¨hrend Kanten ki,j ∈ K der Kommunikation zwischen zwei Gera¨ten v i und vj entspre-
chen. Die Kanten sind dabei mit der “Intensita¨t” der Kommunikation gewichtet.
Diese Graphen ko¨nnen mittels Graph-Clustering-Algorithmen in Teilgraphen zerlegt wer-
den. Das Clustering dieses Graphen repra¨sentiert somit die typische Kommunikations-
struktur innerhalb des u¨berwachten Netzes. Clustering bedeutet das Finden einer Zuord-
nung jedes Knotens zu einem von mehreren Clustern. Diese exklusive Klassifizierung
nennt man auch Partitionierung der Objektmenge. Jedem Objekt der Objektmenge wird
genau ein Cluster zugeordnet. Formal ist ein Clustering  die Aufteilung eines Graphen
G = (V,K) in Cluster
• Ci ⊆ V,Ci = ∅, 0 ≤ i ≤ n− 1 mit
• C0 ∪ C1 ∪ · · · ∪ Cn−1 = V und
• ∀0 ≤ i, j ≤ n− 1, i = j : Ci ∩ Cj = ∅.
Plo¨tzliche ¨Anderungen dieser Strukturen werden als Anomalie aufgefasst und gemeldet.
Dazu ist eine Metrik erforderlich, die ¨Ahnlichkeiten von zeitlich aufeinanderfolgenden
Clusterings t und t+1 bewertet.
Das im Bereich der Verkehrstrukturen genutzte Verfahren beno¨tigt nun einige Anpassun-
gen an das hier betrachtete Ereignismeldungsmodell. Viele der an der Anomalieerken-
nungskomponente eintreffenden Meldungen ko¨nnen analog den oben betrachteten Ver-
kehrsgraphen unmittelbar fu¨r den Aufbau eines Graphen verwendet werden. In dieser
Kategorie fallen alle Ereignismeldungen, die detailliert Ziel (das betroffene System) so-
wie Quelle (vermuteter Auslo¨ser) eines Ereignisses angeben. Damit ist eine weitere Kante
k ∈ K des aufzuteilenden VerkehrsgraphenG gefunden: Die Kante k fu¨hrt von der Quelle
vQuelle ∈ V zum Knoten vZiel ∈ V .
In Abha¨ngigkeit des Detaillierungsgrades kann es vorkommen, dass durch die Anwendung
der lokalen Richtlinie zur Informationsweitergabe (vgl. Abschnitt 3) in manchen Ereig-
nismeldungen nur Informationen u¨ber das betroffene Zielsystem vorhanden sind, jedoch
keine Angabe u¨ber einen (vermuteten) Auslo¨ser gemacht werden. Um solche Ereignis-
meldungen trotzdem in geeigneter Form im Ereignismeldungsgraph zu beru¨cksichtigen,
kann den Doma¨nen fu¨r bestimmte Ereignismeldungstypen ein Pseudoknoten zugeordnet
werden, der u¨ber Ereignismeldungen repra¨sentierende Kanten mit betroffenen Systemen
repra¨sentierende Knoten verbunden wird.
Der mittels Graph-Clustering-Verfahren aufgeteilte Graph beschreibt somit die typische
Struktur der eintreffenden Ereignismeldungen. Abweichungen der typischen Meldungs-
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struktur sind auch hier wieder als Anomalie anzusehen und zu melden. Dabei ko¨nnen die
im Kontext der Anomalieerkennung in Netzwerkverkehrsstrukturen genutzten Vergleichs-
maße eingesetzt werden.
Auch bei dieser Anwendung von Anomalieerkennungsverfahren besteht wieder die be-
kannte Herausforderung, dass solche Verfahren grundsa¨tzlich anfa¨llig sind fu¨r die Erzeu-
gung von Fehlalarmen (False Positives) oder reale Bedrohungen nicht erkennen (False Ne-
gatives). Auch die hier angewandten Methoden ko¨nnen diese Problematik nicht grundsa¨tz-
lich umgehen, sondern es ist durch sorgfa¨ltige Abstimmung aller Parameter im konkreten
Einsatzszenario darauf zu achten, dass die Anzahl der False Positves und False Negati-
ves ertra¨glich bleibt. Grundsa¨tzlich ist anzumerken, dass Verfahren dieser Kategorie nicht
ausschließlich verwendet werden sollten und immer nur zusa¨tzliche Informationen zum
aktuellen Gesundheitszustand des u¨berwachten Netzes geben ko¨nnen.
3 Informationsbereinigung bei Ereignismeldungen
Bevor Ereignismeldungen eine Doma¨ne verlassen, mu¨ssen Sie entsprechend der lokalen
Richtlinie zur Informationsweitergabe (Information Sharing Policy, IShP) bereinigt (d.h.
anonymisiert bzw. pseudonymisiert, vgl. [Fle02a], [Fle02b]) werden. Dies kann beispiels-
weise durch entsprechende Gateways an den Doma¨nengrenzen bewerkstelligt werden.
Dieser Prozess kann als ein Problem der bedingten Musteru¨bereinstimmungspru¨fung und
Mustertransformation (Conditional Pattern Matching and Transformation, CPMT) fu¨r Er-
eignismeldungen aufgefasst werden. Es erweist sich als sinnvoll, die Problematik wie folgt
zu formalisieren:
Sei Σ die Menge der Ereignismeldungen oder Ereignisse. Ein Ereignis-Matching-Template
E ist ein Ausdruck, der sich zu einer Menge von Ereignissen expandieren la¨sst, d.h.
Expand(E) ∈ P(Σ) mit der Potenzmenge P(Σ) der Ereignismeldungen. Ein Ereig-
nis e stimmt genau dann mit einem Template E u¨berein (notiert als e 
 E), wenn e ∈
Expand(E) gilt. Die Matching-Funktion ergibt sich intuitiver Weise als
E : Σ → IB, E(e) =
{
true, wenn e ∈ Expand(E)
false, wenn e /∈ Expand(E)
Sei P = {(p1, . . . pm)} eine beliebige Menge zeitvarianter Parameterbelegungen. Eine
bedingte Transformationsvorschrift ist ein Tripel
R = (EM , P, ET )
mit einer Menge von Matching-Templates
EM = {EMi | EMi : Σ → IB, i = 0, . . . , n}
und einem bedingten Transformations-Template
ET : Σ× P → P(Σ)
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Sei T das betrachtete Zeitintervall, e(t) ∈ Σ, ∀t ∈ T eine Sequenz von Ereignismeldun-
gen und p(t) ∈ P eine Sequenz von Parameterbelegungen. Die bedingte Transformations-
funktion der Vorschrift R ist
fR : Σ× T → P(Σ) mit
fR(e(t), t) =
{
ET (e(t), p(t)), wenn e(t) 
 EMi , ∀i = 0, . . . , n
{e(t)}, sonst
d. h. abha¨ngig von der ¨Ubereinstimmung der Templates EMi mit dem Eingabe-Ereignis
e(t) werden Null oder mehr Ausgabe-Ereignisse erzeugt. Man beachte, dass diese Trans-
formation zustandslos ist, d.h. keine Ereignisse der Eingabe im Filter gespeichert werden.
Betrachtet man den Anwendungskontext der Informationsbereinigungs-Gateways an den
Doma¨nengrenzen, so muss zuna¨chst aus der lokalen IShP eine Menge von bedingten
Transformationsregeln der Form R = ({EM0 }, P, ET ) generiert werden, wobei wir im
Folgenden o. B. d. A. von P = ∅ ausgehen. Unglu¨cklicherweise kann ein sinnvoller In-
formationsbereinigungsprozess nicht ausschliesslich auf einer statischen Textsubstitution
basieren. Wenn beispielsweise IP-Adressen als Bestandteil von Meldungen durch feste
Werte ersetzt werden sollen, gehen alle Informationen u¨ber die Topologie des Netzwerks
verloren. Offensichtlich behindert dies den Erkennungsprozess, insbesondere, wenn ver-
kehrsbezogene Anomalien entdeckt werden sollen. Daher beno¨tigt man eine flexiblere Me-
thode, um Transformationsregeln zu spezifizieren: Submatching-Referenzen.
Sei s(EM0 ) eine Menge von qualifizierten Teilausdru¨cken im Matching-TemplateEM0 , und
sei s(EM0 , e(t)) die Menge von in e(t), die den Teilausdru¨cken in s(EM0 ) entsprechen.
Wenn man nun das Transformations-Template zu
ET : Σ× s(EM0 )× P → P(Σ)
erweitert, erha¨lt man die Mo¨glichkeit, neue Meldungen zu konstruieren, die auf den u¨berein-
stimmenden Teilausdru¨cken des alten Ereignisses basieren. Dies ist offensichtlich eine
Grundvoraussetzung fu¨r die Anwendung als Verfahren zur Informationsbereinigung.
Man beachte, dass es – nur durch Festlegung entsprechender Regeln – mit diesem Verfah-
ren ebenfalls mo¨glich ist, eine Normalisierung von Ereignismeldungen zu realisieren (z.
B. wenn dasselbe Ereignis mit unterschiedlichen Signaturbezeichnungen oder Referenzen
auf Angriffsdatenbanken gemeldet wird). Um die Mo¨glichkeiten der Transformationsre-
geln noch erweitern zu ko¨nnen, ist es offensichtlich sinnvoll, Systemparameter – wie den
Zeitpunkt des letzten Matchings, die aktuelle Systemzeit oder die IP-Adresse des GWs –
als Parametermenge P einzubeziehen.
4 Module fu¨r die Verarbeitung von Meldungskombinationen
In unserem Ansatz gibt es zwei Verarbeitungsmodule, die den Umgang mit hohen Mel-
dungsraten durchfu¨hrbar machen sollen: Redundanzfilter und das Anwenden von vorde-
finierten Erkennungsregeln fu¨r miteinander korrelierte Elementarereignisse (Kombinati-
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onsdetektor). Beide Aufgabenstellungen sind Spezialfa¨lle der sog. Event Corellation und
bereits mehrfach untersucht worden.
Im Laufe unserer Forschungsarbeiten hat sich jedoch herausgestellt, dass man zur Reali-
sierung ein Verfahren einsetzen kann, das die in Abschnitt 3 beschriebenen Methode zur
Informationsbereinigung erweitert und ein sehr universelles und ma¨chtiges Werkzeug zur
Verfu¨gung stellt.
4.1 Filterung von Redundanzen
Um die Anzahl von Ereignismeldungen reduzieren zu ko¨nnen, ist es offensichtlich notwen-
dig, Redundanzen zu vermeiden. Deshalb ist es oft sinnvoll, mehrere Meldungen mit ei-
nem “a¨hnlichen” Inhalt zu einer einzelnen, neuen Meldung zusammenzufassen. In [DW01]
beispielsweise wurde diese einfache Form der Zusammengeho¨rigkeit durch die Definition
von sog. Duplikaten modelliert.
Es ist mo¨glich, das im Abschnitt 3 beschriebene CPMT-Verfahren derart zu erweitern, dass
es zur diesbezu¨glichen Filterung des Meldungsflusses herangezogen werden kann. Die
Matching-Templates EM mu¨ssen durch entsprechende Erweiterungen auch die ¨Ahnlich-
keitseigenschaft von Meldungen spezifizieren ko¨nnen. Da man nicht nur absolute (initiale)
Matchings beno¨tigt, sondern auch relative Matchings (d.h. abha¨ngig von vorhergehenden,
unter Festlegung der Differenz), muss man den Matchingvorgang erweitern. Man fu¨hrt ein
zweites Matching-Template EM1 ein, das auf Submatchings des initialen Matchings EM0
verweist. Fu¨r die Menge der Matching-Templates EM = {EM0 , EM1 }, erha¨lt man
EM0 : Σ → IB, EM1 : Σ× s(EM0 ) → IB
Beispiel: Es sollen alle Meldungen mit identischer Ereignisklassifikation und Quell-/Ziel–
IP-Adresse gefiltert werden. Gleichzeitig soll der Entstehungszeitpunkt der Meldungen
innerhalb einer Sekunde liegen. So muss
• EM0 einen geeigneten Teilausdruck fu¨r den Entstehungszeitpunkt der Meldung und
fu¨r die Quell-/Ziel–Adresse besitzen,
• EM1 einen bedingten Ausdruck fu¨r die Quell-/Ziel–Adresse haben, der identisch zu
den entsprechenden Werten des initialen Matchings e(t) 
 EM0 ist und
• EM1 einen bedingten Ausdruck fu¨r den Wert des Entstehungszeitpunktes beinhal-
ten, der nicht um mehr als eine Sekunde vom Entstehungszeitpunkt des initialen
Matchings entfernt ist.
Im Gegensatz zu (zustandslosen) bedingten Transformationen, bei denen ein absolutes
Matching fu¨r alle TemplatesEMi erforderlich ist, beno¨tigt man zwei Speicherpla¨tze (Buckets)
Bi = {e|e  EMi }, i = 0, 1
mit 0 ≤ |B0(t)| ≤ 1, |B1(t)| ≥ 0 ∀t ∈ T fu¨r bereits mit den Templates u¨bereinstimmende
Ereignisse. Zusa¨tzlich beno¨tigt man den Speicherzeitpunkt tB0 des ersten Ereignisses,
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welches im Bucket B0 abgelegt wurde, um das Ende der Zusammenfassungphase nach der
maximalen Speicherzeit ∆tB0 feststellen zu ko¨nnen. Die Transformationsfunktion ha¨ngt
nicht vom aktuellen Ereignis e(t), sondern von den vorher gespeicherten Ereignissen ab,
d.h. wir definieren ein Transformationstemplate
ET : P(Σ)× P(Σ)× s(EM0 )× P → P(Σ)
sowie fu¨r die Transformationsfunktion fR einen Algorithmus fu¨r den Redundanzfilter-
prozess, der nicht auf externe Parameter zuru¨ckgreift und sich daher wie folgt gestaltet:
Eingabe: R = ({EM0 , EM1 }, ∅, ET ),
∆tB0 und eine Sequenz von Ereignissen e(t).
Ausgabe: Eine Sequenz von Ereignismengen {e}, in der
a¨hnliche Ereignisse zusammengefasst sind.
Algorithmus:
(1) B0(0) := ∅ ; B1(0) := ∅ ; tB0 := 0
(2) t := 1
(3) while true do
(4) read e(t)
(5) if tB0 = 0 and t− tB0 ≥ ∆tB0 then
(6) output ET (B0(t), B1(t), s(EM0 ))
(7) B0(t) := ∅ ; B1(t) := ∅
(8) tB0 := 0
(9) fi
(10) if e(t) 
 EM0 and e(t) 
 EM1 then
(11) output {e(t)}
(12) fi
(13) else if |B0| = 0 and e(t) 
 EM0 then
(14) B0(t) := {e(t)}
(15) tB0 := t
(16) fi
(17) else if |B0| > 0 and e(t) 
 EM1 then
(18) B1(t) := B1(t− 1) ∪ {e(t)}
(19) fi
(20) t := t + 1
(21) done
Man beachte, dass dieser Algorithmus nicht voraussetzt, dass “a¨hnliche” Ereignisse se-
quentiell und ohne andere dazwischenliegende Meldungen eintreffen. Zusa¨tzlich ist es
mo¨glich, mehrere Buckets Bij(t) parallel zu verwenden. Die Anzahl dieser Buckets muss
aber begrenzt sein, um ¨Uberlastsituationen und DoS-Angriffe zu vermeiden. Weiterhin ist
es mo¨glich, anstatt e′ = ET (B0, B1, s(EM0 )) erst nach Beendigung der Zusammenfas-
sungsphase zu berechnen (Algorithmus Zeile (6)), nach jedem Teil-Matching das spa¨tere
Ausgabeereignis e′ entsprechend anzupassen. Da in diesem Falle nur ein Bucket fu¨r ein
Ereignis beno¨tigt wird, reduziert sich der Speicheraufwand erheblich.
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4.2 Kombinationsdetektoren
Im Gegensatz zur Redundanzeigenschaft definieren wir Ereigniskombinationen als Men-
gen von miteinander korrelierten Ereignismeldungen, die – separat betrachtet – keine be-
sondere Aufmerksamkeit erfordern, in ihrer Gesamtheit jedoch eine mo¨glicherweise we-
sentliche ho¨here Kritikalita¨t des Systemzustandes implizieren. Die Anwendung besteht
also nicht prima¨r in der Substitution, sondern in der zusa¨tzlichen Meldung derartiger kriti-
scher Kombinationen. In der Literatur finden sich verschiedene Beispiele fu¨r diesen kom-
plexeren Fall der “Zusammengeho¨rigkeit”. Das in [Jul02] beschriebene Clustering von
Meldungen beschreibt eine Zuordnung mehrerer Meldungen zu einer einzigen, die als Ur-
sache der gemeldeten Ereignisse betrachtet werden kann (Root Cause). In [CM02] werden
Ereigniskombinationen zusa¨tzlich mit externen Bedingungen bezu¨glich der Konfiguration
der betrachteten Netze verknu¨pft. Auch die dezentralisierte Verarbeitung der Korrelati-
onsregeln durch das Versenden von Nachrichten an verteilte Verarbeitungsknoten wurde
bereits untersucht [KTK02].
Auch die Kombinationserkennung la¨ßt sich in Form eines CPMT-Problems formulieren.
Offensichtlich handelt es sich um einen verallgemeinerten Fall der Redundanzfilter, die
im vorhergehenden Abschnitt beschrieben wurden. Statt genau eines absoluten und ei-
nes relativen Matchings spezifiziert man eine Menge von relativen Matching-Templates
EM = {EM1 , . . . , EMn }, um eine Ereigniskombination beschreiben zu ko¨nnen. Jedes Mat-
ching kann sich dabei nicht nur auf Submatchings im initialen Template EM0 beziehen,
sondern auch auf Submatchings in den u¨brigen Templates
EMi : Σ×
n∏
j=0,j =i
s(EMj ) → IB, ∀i = 1, . . . , n
Unter Zuhilfenahme mehrerer Buckets B i, 0 ≤ i < n ist es mo¨glich, auf alle in den
Buckets gespeicherten Ereignisse zu verweisen, indem E T erweitert wird zu
ET :
n∏
i=0
P(Σ)×
n∏
j=0
s(EMj )× P → P(Σ)
Mit diesem Ansatz ko¨nnen wir verschiedene Korrelationsbeziehungen modellieren, die fu¨r
die Erkennung sicherheitsrelevanter Vorkommnisse von Bedeutung sind. So lassen sich
beispielsweise folgende Korrelationseigenschaften zwischen zwei Matching-Templates
EM0 und EM1 ausdru¨cken (vgl. [Cup01]):
• Zusammenha¨nge der Meldungs-Klassifikation:
Definiere Ausdru¨cke in EM0 und EM1 , die eine Teilmenge von mo¨glichen Ereignis-
klassifikationen (z.B. Aufza¨hlungen oder Bereiche von IDs aus einer Angriffsdaten-
bank) beschreiben.
• Zeitliche Zusammenha¨nge:
Definiere einen Teilausdruck in EM0 , der den Zeitwert beinhaltet, und einen arithme-
tischen Ausdruck in EM1 , der den Zusammenhang spezifiziert (z.B. eine maximale
Zeitdifferenz der Detektion).
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• Ra¨umliche Zusammenha¨nge:
Definiere einen Teilausdruck in EM0 , der den Adresswert beinhaltet, und einen arith-
metischen Ausdruck inEM1 , der den Zusammenhang spezifiziert (z.B. Zugeho¨rigkeit
zum selben Subnetz).
Allerdings ist der bei einer Implementierung der zu erwartende Speicheraufwand im Falle
einer Online-Verarbeitung (d. h. ohne Datenbankzugriff, einzig auf die in der Verarbei-
tungspipeline befindlichen Meldungen zuru¨ckgreifend) gewaltig. Der Grund besteht darin,
dass alle betreffenden Ereignisse im Speicher vorgehalten werden mu¨ssen, da wa¨hrend der
Aggregation noch nicht gesichert ist, dass alle Bedingungen fu¨r die Kombination erfu¨llt
werden.
5 Bisherige Ergebnisse
Die hier beschriebenen Kompontenten wurden zum u¨berwiegenden Teil bereits prototy-
pisch implementiert und ihre Funktionsfa¨higkeit verifiziert.
5.1 Architektur
Zum Nachweis der Funktionsfa¨higkeit der verschiedenen Komponenten wurde eine Meta-
IDS-Architektur implementiert, die die Anforderungen dynamischer Koalitionsumgebun-
gen eher erfu¨llt als der Ansatz kooperierender Einzelsysteme (vgl. [LJT+04], [JTBH04]).
Die Architektur besteht im wesentlichen aus zentralen Einheiten fu¨r die Datenanalyse
und Steuerung des Gesamtsystems (Management-Konsolen) und Aufschaltpunkten an den
Doma¨nengrenzen (IDS-Gateways, GWs), die einerseits die anfallenden Ereignismeldun-
gen an die Konsolen vorverarbeiten und weiterleiten sowie andererseits die etwaigen Warn-
meldungen u¨ber potentiell sicherheitskritische Vorga¨nge an die Doma¨nen u¨bermitteln.
Diese Komponenten und ihre Funktionseinheiten sind in Abb. 1 dargestellt. Die Imple-
mentation erfolgte auf Basis generischer IDS-Infrastrukturkomponenten, die bei fru¨heren
Arbeiten entwickelt worden sind [Jah02].
Das gemeinsame Datenmodell der Ereignismeldungen entspricht dem Intrusion Detection
Message Exchange Format (IDMEF, [CD03]). Meldungen werden mittels des Intrusion
Detection Exchange Protocol (IDXP, [FMW02]) transparent u¨bertragen. Um einen ge-
wissen Schutz gegen Denial-of-Service-Angriffe zu gewa¨hrleisten, werden alle in [Jah03]
geschilderten Maßnahmen angewendet, so z.B. die ¨Uberwachung der Gateway-Prozess-
umgebungen sowie die redundante Auslegung der Management-Konsolen fu¨r den Fall ei-
ner Netzverbindungs- oder Prozessterminierung.
Wa¨hrend die zentralen Komponenten von einer geeigneten, fu¨r alle Beiteiligten akzep-
tierbaren Autorita¨t betrieben werden, stehen die Gateways unter der Kontrolle des loka-
len Sicherheitspersonals einer Doma¨ne. Es hat u. a. die jeweiligen Informationsweiter-
gaberichtlinien in Form einer geeigneten Konfiguration des Gateways durchzusetzen und
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Abbildung 1: Architekturkomponenten des prototypischen Meta-IDS.
gleichzeitig darauf zu achten, dass Randbedingungen fu¨r die Art und den Grad der An-
onymisierung der Meldungen eingehalten werden. Diese Randbedingungen ergeben sich
aus der Art der Detektionsstrategie und mu¨ssen in weitergegenden Arbeiten noch ermittelt
werden.
Damit eine Doma¨ne nicht etwa durch geschicktes Abfragen des anonymisierten Meldungs-
bestandes der zentralen Komponenten verborgene Information wiederherstellen kann, ist
dieser Meldungsbestand entsprechend unter Verschluss zu halten. Sind in Warnmeldungen,
die an alle Doma¨nen weitergegeben werden sollen, doma¨nenspezifische Angaben enthal-
ten, so sollte die Weitergabe (u. U. manuell) autorisiert werden. Anderenfalls ko¨nnte eine
Domain durch Provozieren einer Anomalie dem System gezielt Informationen u¨ber eine
andere Doma¨ne entlockt werden.
5.2 Anomalieerkennung
Zur Zeit wird das Anomalieerkennungssystem in die bestehende IDS-Infrastruktur inte-
griert. In einer ersten Erprobungsstufe findet eine Beschra¨nkung auf den urspru¨nglich fu¨r
die Verkehrsanomalie-Erkennung entwickelten Ansatz statt, d.h. es werden zur Erkennung
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typischer Ereignismeldungsstrukturen ausschließlich Source-Target-Beziehungen fu¨r den
Aufbau der Graphen verwendet. Die Portierung der bisher verwendeten Algorithmen ge-
schieht aber schon mit Ru¨cksicht auf die eingeplanten Erweiterungen des Verfahrens.
Zur Bewertung des Systems wird auf operationelle Datenquellen aus einer bestehenden
DMZ zuru¨ckgegriffen, die gezielt und reproduzierbar mit ku¨nstlich generierten Ereig-
nismeldungen gemischt werden ko¨nnen. Diese ku¨nstlichen Meldungen werden beispiels-
weise aus Paketfilter-Logdaten gewonnen, die zuvor von einem “Wurm-Simulator” (vgl.
[Sch02]), dem Ausbreitungsverhalten realer oder fiktiver internet-Wu¨rmer entsprechend,
fu¨r die jeweilige Netzkonfiguration ermittelt wurden. Erste Ergebnisse haben gezeigt, dass
nicht nur die Ausbreitung von Wu¨rmern, sondern auch diverse gezielte (reale) Angriffe
gegen einzelne Knoten zuverla¨ssig erkannt werden ko¨nnen.
5.3 Informationsbereinigung bei Ereignismeldungen
Die in den Abschnitten 3 und 4 beschriebenen Ansa¨tze der Informationsbereinigung (ein-
schließlich einer Normalisierung), der Redundanzfilterung und der Erkennung von Er-
eigniskombinationen ko¨nnen auf die bedingte Ereignismeldungs-Transformation reduziert
werden. Ein ha¨ufig gewa¨hlter Ansatz, um komplexe Transformationen von XML-forma-
tierten Daten durchzufu¨hren, ist die Anwendung von XSLT-Stylesheets [W3C99]. Die be-
kanntermaßen nicht besonders hohe Performanz von XSL steht einer großen Flexibilita¨t
und universellen Einsetzbarkeit entgegen. XSL erlaubt es, ohne Modifikation des Pro-
grammcodes – selbst bei ¨Anderungen der IDMEF-Spezifikation – bei der Regelbearbei-
tung auf beliebige Bestandteile der zu verarbeitenden Meldungen zuzugreifen, die u¨ber
die u¨blichen Zeitangaben, Klassifikationen, Adressen und Portnummern hinausgehen. Die
Verwendung marktverfu¨gbarer Werkzeuge bei der Definition, Umsetzung und Wartung
von Sicherheits- und Informationsweitergabe-Richtlinien ermo¨glicht zudem einen kosten-
sparenden Einsatz.
Unglu¨cklicherweise beinhalten XSLT-Stylesheets keine Regula¨ren Ausdru¨cke (REs), und
zum Implementierungszeitpunkt waren auch keine geeigneten Erweiterungen verfu¨gbar.
Deshalb haben wir fu¨r einen ersten Meta-IDS-Prototypen einen XML-Prozessor imple-
mentiert, der XSLT-Sheets um POSIX.1-REs sowie um zusa¨tzliche boolesche und arith-
metische Ausdru¨cke bereichert. Er wendet das beschriebene Matching- und Transformati-
onsverfahren auf IDMEF-Meldungen an.
In dem folgenden Beispiel wird ein kombiniertes Matching- und Transformations-Template
(sog. Transformations-Sheet) als Teil einer modifizierten IDMEF-Nachrichtensyntax spe-
zifiziert:
(1) <IDMEF-Message xmlns:xsl=...>
<Alert>
...
(2) <address>
(3) 192\.22\.([0-9]{1,3})$X$\.([0-9]{1,3})$Y$
(4) <condition>
(5) ($Y<255)
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(6) </condition>
(7) <transform>
(8) <xsl:copy>
(9) 191.72
(10) .<xsl:value-of select="$X"/>
(11) .<xsl:value-of select="$Y"/>
(12) </xsl:copy>
(13) </transform>
(14) </address>
...
(15) </Alert>
(16) </IDMEF-Message>
Die Matchings der letzten beiden Bytes einer IP-Adresse 192.22.x.y werden als Variablen $X
und $Y referenziert (Zeile (3)). Und bei der Transformation entsprechend eingesetzt (Zeilen (9)-
(11)). Die zusa¨tzliche Bedingung dafu¨r, dass die Transformation durchgefu¨hrt wird, ist, dass $Y
nicht dem traditionellen Broadcastsuffix 255 entsprechen darf (Zeilen (4)-(6)).
Mit diesen Transformationstechniken wurden die Informationsbereinigungs-Funktionen der Gate-
ways auf Basis der GNOME libxml2 und libxslt in Form von C++-Filterklassen im Rahmen des
SNAF/SIDI-Frameworks (vgl. [Jah02]) implementiert. Um die Effizienz der Implementierung zu
messen, wurde zuna¨chst eine Anzahl von Transformations-Sheets erstellt, die beispielsweise IP-
Adressen und Adressbestandteile, Hostnamen, Zeitangaben sowie Produktangaben u¨ber Sicherheits-
werkzeuge anonymisieren. Unter Verwendung eines PIII/1GHz-PCs mit 256MB RAM und Debian
GNU/Linux bewa¨ltigte ein Gateway fu¨r die Durchfu¨hrung von 10 sequentiellen Transformations-
schritten zwischen 19 und 23 Meldungen pro Sekunde (ohne Codeoptimierung), was zumindest fu¨r
die prototypische Anwendung ein ausreichendes Ergebnis darstellt.
5.4 Redundanzfilter
Auch die in Abschnitt 4 beschriebene Redundanzfilterung wurde auf Basis von XSLT-Stylesheets
implementiert. Ein Beispiel fu¨r die zu diesem Zweck abermals erweiterte IDMEF-Syntax zur Spe-
zifikation ist folgendes:
...
(1) <Source>
(2) <Node>
(3) <Address>
(4) <address>
(5) ([0-9]{1,3}\.[0-9]{1,3}\.5\.1)$SA$
(6) </address>
(7) </Address>
(8) </Node>
(9) <Service>
(10) <protocol>(.*)$SP$</protocol>
(11) </Service>
(12) </Source>
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(13) <relMatch deltaT="20000" maxMatch="40">
(14) <xsl:copy>
(15) <Source>
(16) <Service>
(17) <protocol><xsl:value-of select="$SP"/></protocol>
(18) </Service>
(19) </Source>
(20) <Target>
(21) <Node>
(22) <Address>
(23) <address>(.*)$TA$</address>
(24) </Address>
(25) </Node>
(26) <Service>
(27) <port>(.*)$TP$</port>
(28) </Service>
(29) </Target>
(30) <summary do="create">
(31) <AdditionalData>
(32) matched: sourceaddress=$SA sourceprotocol=$SP
(33) </AdditionalData>
(34) </summary>
(35) <summary do="update">
(36) <AdditionalData>
(37) target: address=$TA port=$TP
(38) </AdditionalData>
(39) </summary>
...
In diesem Beispiel wird EM0 durch die Zeilen (1)-(12) und EM1 durch die Zeilen (13)-(29)
spezifiziert. Die resultierende Nachricht wird erzeugt, wenn das absolute Matching EM0 zutrifft und
wird durch ET (Zeilen (30)-(34)) beschrieben. Bei jedem darauf folgenden Eintreffen einer
Nachricht, die mit EM1 u¨bereinstimmt, wird dieses Resultat modifiziert, wie in den Zeilen (35)-
(39) beschrieben.
Auch die Implementierung der Redundanzfilterung wurde bezu¨glich ihrer Leistungsfa¨higkeit auf
obengenannter Hardware getestet; sie wurde in Kombination mit dem Informationsbereinigungs-
modul betrachtet. Erwarteter Weise stellten sich bei den in der Abbildung 2 skizzierten Messungen
deutlich ho¨here Durchsatzraten fu¨r den Fall heraus, in dem die Informationsbereinigung erst nach der
Redundanzfilterung durchgefu¨hrt wurde, anstatt sie vorzuschalten (gestrichelte im Ggs. zur durch-
gezogenen Linie).
Wa¨hrend dieser Tests besta¨tigte sich ausserdem, dass das Zusammenfassen von Eigenschaften meh-
rerer Templates – sofern anwendbar – zu einer signifikanten Verbesserung der Leistungsfa¨higkeit
fu¨hrt (in der Abbildung Einzelpunkte im Ggs. zu Linien). Dies ist durch die Tatsache begru¨ndet,
dass Meldungsbestandteile nicht mehrfach auf ¨Ubereinstimmungen gepru¨ft werden mu¨ssen. Aller-
dings gestaltet sich eine derartige Zusammenfassung nichttrivial und wird schnell unu¨bersichtlich.
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Abbildung 2: Szenario und Ergebnisse der Durchsatzmessungen fu¨r die kombinierte Redundanzfil-
terung mit Informationsbereinigung.
6 Zusammenfassung und Ausblick
In diesem Beitrag wurden verschiedene Verfahren vorgestellt, die sich zur Realisierung von Verarbei-
tungskomponenten kooperativer Intrusion-Detection-Syteme in dynamischen Koalitionsumgebun-
gen eignen. Hier stellten sich insbesondere die Heterogenita¨t der lokalen Sicherheitsrichtlinien, der
zur Durchsetzung verwendeten Sicherheitswerkzeuge (IDS, Paketfilter, Integrita¨tspru¨fprogramme
etc.), sowie der Richtlinien zur Informationsweitergabe als wesentliche Herausforderungen fu¨r die
Realisierung eines koalitionsweiten Systems zur fru¨hzeitigen Warnung vor großfla¨chigen sicher-
heitsrelevanten Aktivita¨ten in Computernetzen heraus. Die vorgestellten Komponenten bestehen
zum Einen aus einem Anomalieerkennungsmodul, das ein abnormales Aufkommen von Ereignis-
meldungen aus Abweichungen von einem zuvor erlernten Normalprofil erkennen kann, und zum
Anderen aus Modulen zur Datenreduktion und zur Erkennung zuvor spezifizierter Kombinationen
von Ereignismeldungen.
Die Erkennung von Anomalien erfolgt mittels etablierter Techniken, die auf der Bildung von Clus-
tern in Quelle-Ziel-Graphen beruhen. Diese Graphen werden anhand der eintreffenden Ereignis-
meldungen gebildet und eine Abweichung eines speziellen Distanzmaßes zwischen dem aktuellen
und dem Normalprofil wird als Anomalie gewertet. Alle Aufgaben, die die Verarbeitung von Ereig-
nismeldungen betreffen, wurden auf bedingtes Pattern-Matching und Transformation zuru¨ckgefu¨hrt,
das in Form eines erweiterten XSLT-Stylesheet-Prozessors realisiert wurde. Die beschriebenen Kom-
ponenten wurden zum Teil in einem prototypischen Meta-IDS realisiert und auf ihre Leistungsfa¨hig-
keit hin untersucht.
Das Verfahren der Anomalieerkennung wird derzeit ausgewertet, verfeinert und in das Gesamtsys-
tem integriert. Seine Grenzen bei wachsender Modifikation der Ereignismeldungen durch die Infor-
mationsbereinigung sowie bei stark dynamischem Verhalten der Koalitionsumgebung werden unter-
sucht. Fu¨r die Zukunft sind verschiedene Erweiterungen des Systems – insbesondere hinsichtlich der
Extraktion relevanter Informationen, die als erga¨nzende Angaben in Anomaliewarnungen dienen –
angedacht. Aspekte der Skalierbarkeit der Meldungsverarbeitung durch Parallelisierung werden be-
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trachtet. Zudem wird an einem kontinuierlich laufenden Testszenario mit realen Ereignismeldungen
aus verschiedenen entmilitarisierten Zonen (DMZ) von Forschungsnetzwerken gearbeitet.
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