This paper considers a new class of high order hybrid linear multistep methods for the numerical solution of stiff initial value problems (IVPs) in ordinary differential equations (ODEs). The numerical experiments shows the application of the methods on stiff problems.
INTRODUCTION
Our task in this paper is to approximate the solution of a system of an initial value problem, (1) in which f: [0, X] ¥ R m AE R m is a sufficiently differentiable function. The idea in this paper is to use the method (2) where t = k for a Linear multistep method (LMM) with the hybrid predictor 
to integrate (1) from x n to x n + 1 = x n + h (h is the current stepsize). The v is choosen as (4) where k is the step number, y n + j is a numerical approximation to the exact solution y(x n + j ), f n + j = f(x n + j , y n + j ), f n + v = f(x n + v , y n + v ), f ¢ n + j = f ¢(x n + j , y n + j ), f n + k = f(x n + k , y n + k ) and f ¢ n + k = f ¢(x n + k , y n + k ). The continuous coefficients: , , , φ v (t,v), , in (2) and (3) are polynomials of a degree less or equal to p; q. The scale time variable t in (2) and (3) is t = (x -x n )/h. In [21] we have considered the method, (5) as a special form of (2) and compute the off-step in (5) using (3) . These formulas were found to be A(α)-stable for step number k  13. At step number k = 14, the methods in (5) have limited stability region and at k ≥ 15, instability sets in. The proposed algorithm in (2) is a hybrid LMM [17] . The idea of hybrid LMM is an old one and has been proposed independently by many authors. Butcher [1] , Gragg and Stetter [8] and Gear [9] amongst others have modified linear multistep methods by introducing off-step points into the so-called LMM [16] to circumvent the Dahlquist order limitation inherent in LMM, see [4] . Similar methods can be found in the recent work [3] , [12] , [13] , [15] , [16] , [17] , [18] , and [19] - [26] . The hybrid LMM [2] considered in this paper are implicit. The general form of the local truncation error for the hybrid method in (2) and (3) 
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The Taylor's series expansion of (6) and (7) about x n gives the error constants of the hybrid LMM in (2) and (3) as (8) x 0 < x n < x n + k , where p and q are the orders of the algorithms in (2) and (3) respectively. The stability of the algorithm in (2) is investigated through application to the scalar test problem (9) The resultant stability polynomial is Definition 1, [16] : The hybrid LMM in(2) is zero stable for a fixed value of t = k if the roots (w j , j =1(1)k) of the first characteristics polynomial ρ(k, w) specified by (11) satisfies |w j |  1 with roots of |w j | = 1 being simple.
Definition 2, [16] : The hybrid LMM (2) is absolutely stable at z if the roots of (10) are less or equal to one in absolute value. Definition 3, [16] : The hybrid method (2) is A-stable if the region of absolute stability of the numerical integrator lies in the open left half of the z-plane.
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The hybrid LMM (2) is A(α)-stable for some if the wedge is contained in its region of absolute stability. The largest angle α is regarded as the angle of absolute stability of the method and a stiffly-stable method is an A(α)-stable algorithm, (see [3] , pp. 230).
The outline of this paper is as follows. In Section 2 we start with the construction of the hybrid LMM to discuss methods of order five, seven, nine, eleven and thirteen respectively. In Section 3 we present the results of numerical experiments from the new methods (2).
THE CONSTRUCTION OF THE HYBRID LMM
The derivation of the scheme in (2) and (3) is based on assuming the polynomial interpolant (12) of degree N, where are the real parameter constants to be determined and x = x n + th and without loss of generality, we set x n = 0 so that x = th in (12) . Thus (13) Collocating (13) at x = x n + j , j = 0(1)N, x = x n + v and interpolating (12) at x = x n + k -1 , gives a system of linear equations. Solving the resulting equations by Gaussian elimination method for and substituting the resulting values into (12) yields the continuous scheme in x, y n +j , f n + j , f′ n + j , j = 1(1)k for a specific value of step number k, see [25] . Setting x = th in (4) and (5) respectively gives the method in t. There is a large family of hybrid LMM(2) with A-stability property of order p = 2k + 3. They are all described from their derivation in the following subsections.
Methods of Order 5
The derivation of the methods are carried out by setting N = 5 in (12) . Following the procedures above gives the continuous scheme for k = 1 in (2) as (14) where,
Fixing t = k, v  1, 0 < v < k and varying v in (14) accordingly yields a family of fifth and six order hybrid LMM of (2) . For in (14) , where τ = 2, 3,  the methods are A-stable. The method in (14) requires an input y n + v to compute numerically that value of f n + v at the off-step point x n + v . To derive this predictor y n + v to compute the quantity f(x n + v , y n + v ) in (16) , fix N = 3 in (12) and set up the necessary system of linear equations [26] . The continuous form of the hybrid predictor in (3) for k = 1 is 3 2 ) 10 ( 4 3 ) 15 2 30( 1
where, Equation (15) gives the corresponding family of the hybrid predictor formulas for the scheme in (14) and we illustrate this with the two examples. 
The composition of equation (14) and (15) produces a family of stable methods.
Case 2: Setting and in (14) and (15) respectively produces another hybrid scheme
(1)
(1) 2
(1, 1
2 ) The methods in (16) , (17) and (18), (19) will be refered to as the hybrid LMM 1a and 1b respectively. The stability polynomials of the algorithms in (16) and (18) are (20) and (21) respectively and their stability plots are shown in Fig. 1 implying A-stability.
Methods of Order 7
Putting k = 2 in (2) gives the general form of the methods of order seven to be 
, Setting N = 7 in (12) and (13) respectively and following the procedures in section 2 yields the continuous coefficients: 
t t t v v
5 ( 7 ) ( 1 ) (8 3( 2 ) ( 4 5( 2 ) )) 140 ,
( 70 (84 5 ( 7 ) )) 56 2 5 105 ( 1 ) 1 (1) 4 3 2 ( ) Similarly, the fourth order continuous hybrid predictor for k = 2 in (3) to estimate the quantity f(x n +v , y n +v ) in (22) at point x n +v is (23) where,
The values of in (22) and in (23) respectively give particularly simple methods. Consider two examples, with (t,v) = and (t,v) = are as follows:
(24) 
3 ) with the hybrid predictor (25) and (26) with the hybrid formula (27) Their stabilities are also worthy of consideration. The stability polynomial for the first method in (24) is (28) and for the second method in (26) is (29) See Fig. 2 for their stability plots. These methods are A-stable.
Methods of Order 9
The continuous form of methods of order p = 9, step number k = 3 is 
,
where, 
Hybrid LMM (24) Hybrid LMM(26) Figure 2 . The region of absolute stability of the hybrid LMM in (2) for k=2. ( ) ( ) (14364 5 ( 2856 (1368 7 ( 45 4 )))) 
15 ( 2 ) ( 16 ( 24 ( 24 ( 20 (174 7 ( 33 8 )))))) 8704 ( ) The corresponding hybrid predictor scheme for the output method in (30) 
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The stability polynomials of the algorithms in (32) and (34) are (36) and (37) These methods are again A-stable respectively as seen in Fig. 3 .
Methods of Order 11 and 13 Respectively
In like manner, we obtain the continuous and the discrete form of the methods in (2) and ( (38) Observe that these methods are zero and A-stable respectively as revealed by their boundary loci, see Fig. 4 . Next is the methods of order 13, setting N = 13 in (12) and (13) respectively and following the same procedure yields the continuous scheme for k = 5. The continuous coefficients are again omitted The boundary locus of π 5a (w, z) and π 5b (w, z) shows that the schemes are A-stable respectively, again, see Fig. 5 and Table 1 respectively. Methods of order 15 (i.e k = 6) although their discrete form are not given are not stable processes as seen in Fig. 6 In Table 1 , denote the discrete error constants of the schemes in (2), while represent the error constants of the hybrid predictors in(3).
The advantages of the hybrid LMM(2) over the SDLMM [6] are:
• The angle of absolute stability of the hybrid LMM(2) is 90 for k  5, while SDLMM have two members of A-stable process as in their respective family of methods. The hybrid LMM(2) possess A-stability properties with higher order than the SDLMM [6] .
• also, the error constants of the hybrid LMM (2) 
NUMERICAL EXPERIMENTS AND CONCLUSION
In this section we compare the hybrid LMM in (16) and (17) with the popular SDLMM of Enright [6] of the same order. The sixth order SDLMM is Figure 5 . The region of absolute stability of the hybrid LMM in (2) for k=5. Table 1. Step-number (k), order (p) and angle (α) of the hybrid LMM(2). According to [7] , Prob. 1 is moderately stiff and the exact solutions is nicely given as y 1 (x) = e -0.1x +e -200x and y 2 
Problem (2): Singularly perturbed test problem in [14] the exact solution to Prob. 2 is y 1 (x) = e -2x and y 2 (x) = e -x . Prob. 2 become very stiff as ε AE 0.
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Hybrid LMM k = 6 Figure 6 . The region of absolute instability of the hybrid LMM in (2) for k=6.
The application of the methods in (16) , (17) , and (50) to Problems. 1, 2 and 3 respectively lead to solving of a system of non-linear equations in y n +k for the solution components is resolved by applying the Newtons Raphson scheme (51) where is the Jacobian matrix from
The starting values for (51) is from the explicit trapezoidal rule
To implement methods (16), (17) and (50) in [25] to estimate the error ϖ n . Therefore, the maximum of the absolute error values of the difference between the numerical solution of the AHLMM [25] and methods ((16), (17) ) and (50) respectively is regarded as the error to esitmate (55) where, is the solution obtained from (54) while, y n is the numerical solution generated from methods ( (16), (17)) and (50) respectively. To compute a new integration step we adopt where, h old is the mesh-size adopted in the last attempt either a successful or a failed step.
h new is the new mesh-size to be used for re-computation if the last step was a failure, otherwise, it is used to advance the integration.
TOL is the allowable error estimate specified by the user, and p is the order of the methods. nfe represent the number of function evaluations, while nrs is number of rejected steps during the computation process. Tables 2, 3 , 4, and 5 show the numerical results and the tolerance, tol = 10 -6 for our experiments.
In Table 2 , the hybrid method (2) compares favourably with the SDLMM [6] on problem 1, but outperformed the SDLMM [6] in Table 3 and 4 on problem 2 and 3 respectively. Again, observe from Table 2 , 3, and 4 that the methods reached the specified tolerance which shows that the algorithms implemented are of good performance. The advantage of the method (2) over the SDLMM are emphasized at the end of section 2.
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A-stable High Order Hybrid Linear Multistep Methods for Stiff Problems Conclusively, a family of variable order hybrid LMM for the direct solution of stiff IVPs in ODEs is considered. The boundary locus in Figs. 1-Fig. 6 respectively shows that the proposed scheme in (2) is A-stable for step number k  5 and unstable when k ≥ 6. Furthermore, Table 1 shows that the hybrid LMM have smaller error constants and higher order than the SDLMM for the same step number. The numerical results in Table 2, Table 3 and Table 4 respectively show that the algorithm in (2) compares favourably with the SDLMM [5] of the same order. We may note that the class of methods in (2) can be implemented in GLM, see for examples [22] .
