Abstract. In this paper, a coupled system of two parabolic equations, subject to the homogeneous Neumann boundary conditions and the initial conditions, is considered, as the one-dimensional version of phase field system of grain boundary motion, proposed by 21] . The presented system includes some non-standard situations, which come from a weighted total variation, built in a governing free energy. The main objective of this paper is to give a certain definition method for solution of our system, which can respond to the focused non-standards. Consequently, the existence of solution of our system is demonstrated with help from the general measure theory and the general theory of evolution equations governed by time-dependent subdifferentials. *
Introduction
Let (0, T ) ⊂ R be a bounded time-interval with the terminal time 0 < T < ∞, and let Ω := (−L, L) ⊂ R be a one-dimensional spatial domain with the boundary points ±L ∈ R. Let Q T := (0, T ) × Ω ⊂ R 2 be the product set of the time-space coordinates. In this paper, a system, denoted by (S), of two parabolic initial-boundary value problems is considered. This system is formally described as follows. 
α(η(t, ±L))
Dθ |Dθ| (t, ±L) = 0, t ∈ (0, T ),
(0.
2)
The presented system (S) is motivated by the phase field model of grain boundary motion, known as Kobayashi-Warren-Carter model (cf. [20, 21] ). According to [20, 21] , the original Kobayashi-Warren-Carter model is supposed to represent two-dimensional grain boundary motion in a polycrystal, as in Silicon-Carbide. Hence, the system (S) is supposed to be a model case of Kobayashi-Warren-Carter model, and from physical viewpoint, the spatial domain Ω is supposed to be a two-dimensional (or more higherdimensional) one.
In Kobayashi-Warren-Carter model, the phase of grain is represented by the following vector field of crystal orientation:
(t, x) ∈ Q T → η(t, x)(cos θ(t, x), sin θ(t, x));
with the use of two unknowns η and θ. In the context, the unknowns η = η(t, x) and θ = θ(t, x) are two order parameters, which describe the orientation order and the mean orientation angle, respectively, at any point (t, x) ∈ Q T in polycrystal. Notably, the order parameter η is supposed to satisfy 0 ≤ η ≤ 1 in Q T , and then the threshold values 1 and 0 are supposed to indicate the completely oriented phase and the disorder phase of orientation, respectively. In addition, the integrant parts α = α(η), α 0 = α 0 (η) and g = g(η) are all given functions under suitable assumptions, and α is the derivative of α. The functions η 0 = η 0 (x) and θ 0 = θ 0 (x) are given initial values.
The system (S) is derived from the following governing energy, called "free energy": -gradient flows of this free energy, with respect to order parameters η and θ, respectively, whereĝ is a nonnegative primitive of g. Then, the PDE expressions in (0.1)-(0.2) are just formal ones, including the homogeneous Neumann type boundary conditions, and their rigorous meanings are going to be given by means of appropriate variational inequalities.
One of characteristics of the free energy F is in the point that it includes the integral part of the weighted total variation measure α(η)|Dθ| of θ. Indeed, due to this term, the spatial regularity of angle θ is within the range of BV-functions, and it implies that the system (S) is equipped to deal with the representation of sharp interfacial phase of grain, as in polycrystal. But, on the other hand, this term also makes the mathematical treatment be quite difficult, and then the major difficulties appear in two non-standard situations, listed below.
(Stn. 1) Mathematical treatment of the term α (η)|Dθ| as in (0.1).
For measure theoretical approach, the weight α (η) (and the unknown η) is expected to be continuous on Q T . However it seems to be not favorable within the range of general parabolic regularity, involved in the term α (η)|Dθ| of measure. Under fixed situation of time-variable, a number of existing theories, such as [2, 3, 4, 12, 13, 19, 22, 25, 26] , enable to give the representation of the singular diffusion, by means of the subdifferential of the weighted total variation. However, in view of the expected regularities of η and θ, the time-dependence of the energy, caused by the weight α(η(t)), would not be in the applicable scope of existing theories, such as [17, 24, 27] (see Remark Ap.6 in Appendix, for details).
In order to avoid such non-standards, the authors of [20, 21] also proposed another mathematical model, by using a relaxed free energy. Specifically, under one-dimensional situation of Ω, the relaxed free energy is formulated as:
with the use of small relaxation constant ν > 0. Now, for any ν > 0, let us denote by (S) ν the system of gradient flows, derived from the relaxed free energy F ν . Then, the system (S) ν , for each ν > 0, can be called a relaxation system for the original one (S). Also, from the other point of view, the system (S) can be regarded as a limiting system for the sequence {(S) ν | ν > 0} of relaxation systems, as ν 0. Furthermore, it is notable that the study results on relaxation models have been reported, recently, from various approaches: the numerical approach [20, 21] and the theoretical approach [14, 15, 16, 18] .
In view of such background, let us set the goal of this paper to give a meaningful definition of the solutions of our system (S), which can respond to the non-standards, pointed in (Stn. 1)-(Stn. 2). To this end, the relaxation systems (S) ν , for ν > 0, will be treated as some kinds of approximation problems for (S). Consequently, the existence of a certain solution of our system (S) will be demonstrated through the limiting observation for (S) ν , as ν 0. The demonstration argument for the existence result will be proceeded according to the following content.
In the first Section 1, the main result of this study will be stated. Although the conclusion is stated in the form of Main Theorem, the essential of this study is not only in the proof of this theorem, but also in the definition method of solution, provided in Definition 1.1. In the next Section 2, the outline of the proof of Main Theorem will be shown. Roughly summarized, the proof will be divided in the following two verification parts.
(Part I) Compactness of the approximation sequence.
More precisely, this part is concerned with finding a limit [η, θ] (cluster point) for the sequence {[η ν , θ ν ] | ν > 0} of solutions of approximation problems (S) ν , for ν > 0, in appropriate topologies, as ν 0.
(Part II) Compatibility of the limit [η, θ] with the system (S).
More precisely, this part is concerned with the verification whether two components η and θ of the limit [η, θ] solve the initial-boundary value problems (0.1) and (0.2), respectively, or not.
In either part, some important matters will be stated in forms of key-lemmas. On that basis, the verifications of (Part I) and (Part II) will be completed in the following Sections 3 and 4, respectively, by giving the proofs of those key-lemmas. Moreover, some technical topics, specific to this study, will be collected in the last Appendix with supplemental remarks.
Statement of the main result
Let us begin with the preparation of notations, that are needed for rigorous formulations in mathematics.
Abstract notations.
For an abstract Banach Space X, we denote by | · | X the norm of X. In particular, when X is a Hilbert space, we denote by ( · , · ) X the inner product of X.
Notations for simplicity. Throughout this paper, let us set:
C c := C c (Ω) (the space of functions in C, with compact supports),
(Ω)), 
(1.1)
, and the measure theoretical phrases, such as "a.e.", "dt" and "dx", and so on, are all with respect to the one-dimensional Lebesgue measure L On that basis, we denote by BV (U ) the space of all BV-functions on U , and in particular, we simply denote by BV the space
For any v ∈ BV (U ), the Radon measure Dv is called the variation measure of v, and its total variation |Dv| is called the total variation measure of v. Additionally, the value |Dv|(U ), for any v ∈ BV (U ), is calculated as:
In general, the space BV (U ) is known as a Banach space, endowed with the norm:
and in principle, it takes over the embedding property of W 
(1 
As it is easily seen, the above functional is proper l.s.c. and convex function on L
2
. In view of this, we denote by ∂Φ β (w; · ) the subdifferential of each convex function Φ β (w; · ) in the topology of L 
Remark 1.1 (Possible choice of integrant parts) Referring to [20, 21] , the setting:
will provide a possible choice, that fulfills the above (A1)-(A5). is compactly embedded into C(Ω). Therefore, with the use of the prepared notations and assumptions, the rigorous formulation of the free energy F in (0.3) can be given by:
On the basis of the above notations and assumptions, the solution of the system (S) is defined as follows.
) of functions is called a solution of (S), if and only if the components η and θ fulfill the following three conditions.
(S2) η solves the following Cauchy problem of evolution equation on (H 
The solutions of Cauchy problems (1.3)-(1.4) are prescribed according to the definition method, mentioned in Section Ap.1 of Appendix.
Remark 1.3 (Treatments of the non-standards)
The continuity of η, mentioned in (S1), comes from the one-dimensional setting of Ω, and also, it successfully responds to the non-standard situation, pointed at (Stn. 1) in Introduction. Besides, as a consequence of (S1)-(S2), it is inferred that α (η(t))|Dθ(t)| ∈ (H 1 ) * while it belongs to M (= (C 0 ) * ), for a.e. t ∈ (0, T ). Additionally, the subdifferential term ∂Φ α (η(t); θ(t)) will be the mathematical representation of the singular diffusion −(α(η) Dθ |Dθ| ) x , as in (0.2). Nowadays, we can check the adequacy of this representation method, by referring to some literatures, such as [2, 3, 4, 12, 13, 19, 22, 25, 26] (see Section Ap.2 in Appendix, for details). Now, the conclusion of this paper will be summarized in the following Main Theorem. 
with w ∈ C(Ω).
More precisely, in many of diffusions (e.g. p-Laplacians for 1 < p ≤ 2), the above types of pairings are supported by some norms of the gradient D(v 1 − v 2 ) with some orders, but such supporting property is not available for our case of singular diffusion (relative to 1-Laplacian).
Proof of Main Theorem
In this section, we briefly see the outline of the proof of Main Theorem. As it is mentioned in Introduction, the relaxation system, denoted by (S) ν , is going to be adopted as the approximation problem for the system (S). Also, the system (S) ν is supposed to be derived from the relaxed free energy F ν , given in (0.4).
In view of this, let us first clarify the exact formulation of the relaxation system (S) ν , for any ν > 0. To this end, we add the following notations, for the sake of convenience.
Maximal monotone relative to Laplacian. Let us set:
, by putting:
As it is easily seen,
, and it coincides with the restriction F | D N of the duality map F :
Notation for the approximation approach. Let us fix any ν > 0. Here, for any positivevalued function β ∈ C(R) and any w ∈ L 2 , we define a proper l.s.c. and convex function Φ β,ν (w; · ), by putting:
and we denote by ∂Φ β,ν (w; · ) its subdifferential in the topology of L
2
. By using the above notations, the relaxation system (S) ν , for any ν > 0, is formulated as a system of the following Cauchy problems of two evolution equations.
In each system (S) ν , the solution is defined as a pair
) of functions, such that:
and η ν and θ ν fulfill the Cauchy problems (2.3) and (2.4), respectively. Also, the rigorous expression of the relaxed free energy F ν in (0.4), can be given as follows:
Now, the proof of Main Theorem will be divided into two parts (Part I) and (Part II), mentioned in Introduction.
(Part I) Compactness of the approximation sequence
As previous studies for the relaxation system (S) ν , we can now refer to several papers, such as [14, 15, 16, 18] . In either study, the domain of the free energy F ν is settled by L 2 × H 1 0 , so that the homogeneous Dirichlet boundary condition is imposed to the Cauchy problem, corresponding to the second one (2.4). However, from (2.2) and (2.6), it is inferred that the homogeneous Neumann type boundary condition is inherent to the Cauchy problem (2.4).
In view of this, we have to start with checking some basic properties for the relaxation system (S) ν , as in the following key-lemmas.
Lemma 2.1 (Solvability of the relaxation system) Let us fix any ν > 0. Let us assume the conditions (A1)-(A4), and instead of (A5), let us assume:
[η 0,ν , θ 0,ν ] ∈ D 0 ∩ (H 1 × H 1 ) ⊂ C(Ω) × C(Ω).
Then, the relaxation system (S) ν admits a unique solution
[η ν , θ ν ].
Lemma 2.2 (Dissipation of the relaxed energy) Under the same assumptions and notations with Lemma 2.1, the both functions:
are absolutely continuous, and furthermore:
In addition to the above, we need to prepare the following lemma, concerned with continuous dependence of convex energies, in the sense of Mosco [23] .
, and let {w ν | ν > 0} ⊂ C(Ω) be a sequence, such that:
, in the sense of Mosco, as ν 0. More precisely:
After the proofs of the above Lemmas 2.1-2.3, the verification of (Part I) will be demonstrated as follows.
The first, we fix any [η 0 , θ 0 ] ∈ D 0 . Then, applying (m2) of Lemma 2.3 to the case when:
we can prepare an approximation sequence {θ 0,ν | ν > 0} ⊂ H 1 of θ 0 ∈ BV , such that:
Hence:
and we may assume that:
Then, by virtue of (A1)-(A4), (2.7) and (2.10), it is deduced that:
Under the one-dimensional setting of Ω, we see from (2.5) and (2.11) that:
Consequently, for a certain decreasing sequence {ν n | n = 1, 2, 3, · · · } ⊂ (0, ν 0 ), having the zero-convergence property:
) of functions, such that: 14) and the approximation sequence Throughout this (Part II), we fix the (decreasing) sequence {ν n } ⊂ (0, 1), the sequence
) of functions, found in (2.13)-(2.18). On that basis, the discussion will be proceeded in the order of verifications, from the compatibility with the second Cauchy problem (1.4) to that with the first one (1.3).
Verification of the compatibility with (1.4) . For the sake of convenience, we start with adding some more notations.
Notation for the limiting observation. Let
) be the same as in (2.10)-(2.15). Also, let I ⊂ (0, T ) be any open interval. Here, we define a functional
As well as, for any n ∈ N, we define a functionalΦ Φ α (η(t); 0) = Φ α,ν n (η n (t); 0) = 0, for all t ∈ I and n = 1, 2, 3, · · · .
Subsequently, according to Remark Ap.6 in Appendix, the lower semi-continuity and convexity of functionalsΦ n ( · ) I , n ∈ N, are guaranteed by [17, Lemma 1.2.2]. But, as it is also mentioned in Remark Ap.6, the functionalΦ( · ) I is not in applicable scope of the general theory [17] , and hence the lower semi-continuity and convexity ofΦ( · ) I are not derived, so immediately.
On the basis of the above notation and remark, we next prepare the following keylemmas. 
forms a Radon measure on I × Ω, such that:
for any open set U ⊂ I × Ω. 
) be a sequence of functions, such that:
Then, the following two items hold. 25) then: 
, in the sense of Γ -convergence [9] , as n → ∞. More precisely:
Now, let us see the verification argument, after we obtain the above key-lemmas. We first take any open interval I ⊂ (0, T ) and any z ∈ BV (z ∈ D(Φ( · ) I )), to find a sequence
Such sequence {ζ n } can be obtained by applying (γ2) of Lemma 2.7, to the case when
On the other hand, since the pair [η n , θ n ], for each n ∈ N, fulfills the Cauchy problem (2.4) in the case of ν = ν n , Here, let us integrate the both sides of (2.29) over I. Then, taking into account of (2.13)-(2.18) and (γ1) of Lemma 2.7, we deduce that:
Since the selection of the open interval I ⊂ (0, T ) is arbitrary, it follows from (2.30) that:
and for a.e. t ∈ (0, T ), that is the Lebesgue point of densities in (2.30). Moreover, by (2.9) and (2.16), 4) .
Verification of the compatibility with (1.3).
With regard to the compatibility with (1.3), the principal part of the verification argument will be reduced to the following lemma.
Lemma 2.8 (Convergence of time-integrals of weighted total variations) Let I ⊂ (0, T ) be any open interval, let ψ ∞ ∈ C(I × Ω) and {ψ n | n = 1, 2, 3, · · · } ⊂ C(I × Ω) be the same as in Lemma 2.5, and let
[η, θ] ∈ L 2 (I; L 2 ) × L 2 (I; L 2 ) and {[η n , θ n ] | n = 1, 2, 3, · · · } ⊂ L 2 (I; L 2 ) × L 2 (I; L 2
) be the same as in (2.14)-(2.18). Then:
On the basis of this lemma, the compatibility with the first Cauchy problem (1.3) will be verified as follows.
From (A1), (2.15) and (2.17), we immediately see that:
weakly in L In the meantime, applying Lemma 2.8, to the case when:
with any open interval I ⊂ Ω and any ψ ∈ C(I × Ω);
we also have:
ψ(t) α (η(t))|Dθ(t)| dt as n → ∞, for any open interval I ⊂ (0, T ) and any ψ ∈ C(I × Ω). (2.35)
On account of (2.34)-(2.35),
α (η(t))|Dθ(t)| = µ * (t) = −η t (t) − F η(t) + η(t) − g(η(t))
in D (Ω) (in the distribution sense), for a.e. t ∈ (0, T ).
Thus, noting that:
we can conclude that the limit [η, θ] solves the first Cauchy problem (1.3).
Verification of (Part I) in proof of Main Theorem
In this section, we complete the verification of (Part I), by giving the proofs of Lemmas 2.1-2.3.
Proof of Lemma 2.1. As it is already mentioned, the difference between our study and the previous ones [14, 15, 16, 18] is found only in the boundary condition, inherent in the second Cauchy problem (2.4). So, in principle, we can prove this lemma just as in [14, Proofs of Theorems 2.1-2.2], and all we have to care is in the situation such that we essentially rely on Poincaré's inequality.
In order to make clear such situations, let us first overview the outline of the proof. Referring to [14, , the proof of Lemma 2.1 will be largely divided in three steps, summarized below.
(Step 1) Study of an auxiliary problem, denoted by (P1;θ) ν :
under given setting of the functionθ ∈ W
The discussion in this step is proceeded through the following two small steps:
(step 1-1) the existence and uniqueness of solution
Step 2) Study of an auxiliary problem, denoted by (P2;ᾱ 0 ,η) ν :
On that basis, this step is further subdivided in the following small steps:
(step 2-1) the existence and uniqueness of solution in case ofᾱ 0 ∈ C 2 (Q T ); (step 2-2) the existence and uniqueness of solution in case of
(Step 3) Study of coupled system {(P1; θ ν ) ν , (P2;ᾱ 0 , η ν ) ν }, under the setting such that the functionᾱ 0 also depends on the unknown η ν . More precisely:
(step 3-1) the existence of solution in the case whenᾱ 0 is given as
by using the unknown η ν , and the usual (one-dimensional) mollifier ε with a small constant ε > 0; (step 3-2) the existence of solution in the required case whenᾱ 0 = α 0 (η ν ) ∈ L ∞ (Q T ); (step 3-3) the uniqueness of solution of (S) ν .
In these steps, Poincaré's inequality will be involved only in the proof of (step 2-1), and the proofs of all other steps will be slight modifications of those, found in the previous study [14, .
Hence, we give here only the proof of (step 2-1). The existence and uniqueness problem in this step will be a direct consequence of one of general theories, e.g. [24, 27] , which is kindred to the study of Kenmochi [17] (see Section Ap.3 of Appendix, for details).
Let us begin with the preparation of some auxiliary notations, for the application of the general theory. Let us fix any large constant A 0 > 0, such that: 
Then, the auxiliary problem (P2;ᾱ 0 ,η) ν will be reformulated, as follows:
by using an equivalent transform:
where ∂Ψ t is the subdifferential of Ψ t in the topology of L
2
, for any t ∈ [0, T ]. Additionally, by basic (but technical) calculations, we will find a large constant A 1 > 0, to realize that:
Thus, taking into account of Lemma Ap.2 and Remarks Ap.4-Ap.5 in Appendix, we can apply some certain general theories, such as [24, 27] , to conclude the existence and uniqueness of solution of (P2;ᾱ 0 ,η) ν in (step 2-1).
Proof of Lemma 2.2. We can prove this lemma, by using almost the same demonstration method, as in [14, Section 5] . Incidentally, the absolute continuity of the energies will be direct consequences of (B) of Lemma Ap.3 and Remark Ap.6 in Appendix. 
Besides, let us note that:
Thus, by virtue of (2.8) and the lower semi-continuity of Φ β (w 0 ; · ), it is deduced that:
Secondly, we verify the condition (m2). For anyv 0 ∈ D(Φ β (w 0 ; · )) = BV , let us take a sequence
by using the usual regularization method of BV-function (cf. Next, for any i ∈ N, let us take a decreasing sequence {ν i | i = 1, 2, 3, · · · } ⊂ (0, 1), such that:
for any i ∈ N and any 0 < ν ≤ν i . Now, the required sequence {v ν | ν > 0} will be obtained in the following way:
In fact, we immediately see from the definition of {v ν | ν > 0} that:
Also, by the lower semi-continuity of the total variation,
On account of (2.8) and (3.4)-(3.5), we can apply [1, Proposition 1.80] to calculate that:
Verification of (Part II) in proof of Main Theorem
In this section, the proofs of Lemmas 2.4-2.8 are going to be given, to complete the verification of (Part II).
Proof of Lemma 2.4.
First, we give the proof of the item (I). Let us fix any ξ ∈ L 
where for any Borel set B ⊂ R, χ B : R −→ {0, 1} is the characteristic function of B. Then, the functions:
are also measurable on I.
In the meantime, by the uniform continuity of ψ ∈ C(I × Ω), it is easily checked that:
Hence, applying Lebesgue's dominated convergence theorem, we calculate that:
It implies the validity of the item (I).
Secondly, let us look toward the remaining item (II). Since:
we can immediately regard 
Then, we can apply Lebesgues's dominated convergence theorem, to deduce that the function:
is measurable on I, and:
as it is asserted in (II).
Proof of Lemma 2.5. This lemma is obtained by means of the general measure theory, as in [1, Chapter 1] . Let us start with verifying the item (III). By virtue of (2.23), (2.24) and the uniform boundedness theorem, we have:
→ 0, as n → ∞, for any ϕ ∈ C 0 and a.e. (fixed) t ∈ I. 
where for a.e. t ∈ I,
, n ∈ N, are the Radon-Nikodým densities of Dξ ∞ (t) and Dξ n (t), n ∈ N, respectively, for their total variations.
By virtue of (4.1), (4.2) and [1, Theorem 1.59],
Hence, the item (III) is obtained by taking into account of (I) of Lemma 2.4 and Fatou's lemma.
Next, let us assume (2.25) to verify the item (IV). In (4.1), we can replace the functions ψ ∞ and ψ n , n ∈ N, by γ ∞ and γ n , n ∈ N, respectively. So, we easily see from [ 
In particular, combining (2.25) and (4.4), it follows that:
Now, on account of (2.21), (4.4), (4.5) and [1, Proposition 1.80], we deduce that:
and hence:
Thus, we conclude the item (IV). 
On that basis, let us define a sequence
) of bounded functions, by putting:ξ
for a.e. t ∈ R;
is the natural extension ofζ(t) ∈ BV , prescribed in (1.2), for a.e. t ∈ I. Additionally, for any κ > 0, let us define a sequence {ψ
), by putting:
where for any ε > 0, ε is the usual (one-dimensional) mollifier.
Hereafter, we prove this lemma by applying some diagonal argument to the class {ψ
First, for the sequence {ξ κ | κ > 0}, it is immediately seen that:
Besides, since:
we can apply Lebesgue's dominated convergence theorem, to deduce that:
Secondly, for any κ > 0, the sequence {ψ
ε | ε > 0} can be supposed to fulfill that:
So, due to Lebesgue's dominated convergence theorem and the lower semi-continuity of the total variation,
) as ε 0, for any κ > 0, (4.8) and Here, for any κ > 0, any ε > 0, any t ∈ I and any ϕ ∈ C 1 c with |ϕ| C(Ω) ≤ 1, Fubini's theorem enables us to calculate that:
(4.10) Therefore, noting that:
we have:
, for any ε > 0, any t ∈ I and any κ > 0.
(4.12)
On the other hand, it follows from (4.10)-(4.11) and Lemma 2.4 that: On account of (4.9) and (4.12)-(4.13), we can apply Lebesgue's dominated convergence theorem, to obtain that:
In the light of (4.6)-(4.7), we find a decreasing sequence
Subsequently, by using (4.8) and (4.14), we further find a decreasing sequence {ε m | m = 1, 2, 3, · · · } ⊂ (0, 1), such that:
), required here, will be obtained as a subsequence of {ψ
), such that:
Proof of Lemma 2.7.
) be the same as in (2.10)-(2.15). Also, let I ⊂ (0, T ) be any open interval, and letΦ( · ) I andΦ n ( · ) I , n = 1, 2, 3, · · · , be the functionals, defined in (2.19) and (2.20), respectively.
As it is already mentioned in Remark 2.1,
). Also, for any ζ ∈ D(Φ( · ) I ), we easily check from (A4) that ζ(t) ∈ BV for a.e. t ∈ I, and we infer from (I) of Lemma 2.4 that the function:
is measurable on I. Hence, "the equality (2.28)", and "the lower semi-continuity and convexity ofΦ( · ) I " turn out to be direct consequences of "(A3)-(A4) and (2.14)", and "Fatou's lemma and the triangle inequality", respectively.
As well as, the condition (γ1) is immediately verified by taking a subsequence {ζ
for a.e. t ∈ I, and lim
and applying (m1) of Lemma 2.3 and Fatou's lemma.
For the verification of the condition (γ2), let us first apply Lemma 2.6, to prepare an approximation sequence 
On that basis, the required sequence {ζ n | n = 1, 2, 3, · · · } will be obtained as follows:
In fact, from the constitution method of {ζ n }, we immediately see that: Such {θ n } can be taken by applying (γ2) of Lemma 2.7 to the case ofζ ∞ = θ ∈ D(Φ( · ) I ).
On the other hand, since the pair [η n , θ n ], for each n ∈ N, fulfills the Cauchy problem (2.4) in case of ν = ν n , it is deduced that:
So, letting n → ∞, with the use of (2.16) and (γ1) of Lemma 2.7, yield that: On account of (2.12), (2.14), (2.15), (2.18) and (4.19), the assertion (2.33) of this lemma will be obtained by applying (IV) of Lemma 2.5 to the case when: and hence we also have the lower semi-continuity and convexity of the functionalsΦ n ( · ) I , for n = 1, 2, 3, · · · , defined in (2.20) . Furthermore, if ν > 0, and if we somehow find the solution θ ν of the auxiliary Cauchy problem (P2;ᾱ 0 ,η) ν , then we can immediately conclude the absolute continuity of the function t ∈ [0, T ] → Φ α,ν (η(t); θ ν (t)). But, we cannot apply similar arguments for the class {Φ α (η(t); · ) | 0 ≤ t ≤ T } of convex functions, withη ∈ C(Q T ), that is associated with our second Cauchy problem (1.4), because the use of Hölder's inequality, as in (ap.4), is available only when ν > 0.
