The intersection exponent for simple random walk in two and three dimensions gives a measure of the rate of decay of the probability that paths do not intersect. In this paper we show that the intersection exponent for random walks is the same as that for Brownian motion and show in fact that the probability of nonintersection up to distance n is comparable (equal up to multiplicative constants) to n ? .
Introduction
The intersection exponent is a measure of the rate of decay of the probability of nonintersection of independent paths of simple random walks. Let S t ; S This exponent is only nontrivial for d = 2; 3, and that is why we restrict to those values. If d = 1, the gambler's ruin estimate for simple random walk shows that 1 (1; k) = k. For d 4 , the probability decays more slowly than a power law (and, in fact, for d 5, does not even go to zero);
see 5] and references therein. This exponent is closely related to a similar exponent for Brownian motion, and it has been shown 3] that the two exponents are the same. A more general intersection exponent can be de ned as follows (we will be more precise below). Let This more general intersection exponent arises in analyzing the ne structure of the boundary of a path S 0; n 2 ]; see 12] for a discussion of the multifractal spectrum of harmonic measure of a simple random walk. In this paper we extend the results of 3, 13] to show that this more general intersection exponent is the same as the corresponding exponent for Brownian motion. The results in this paper are used in 12].
We start by de ning the exponents for Brownian motion. Let B 1 ; : : :; B k be independent ddimensional Brownian motions (d = 2; 3) de ned on a probability space ( ; P) and let B be another d-dimensional Brownian motion de ned on another probability space ( 1 ; P 1 ). Assume for now that the Brownian motions start at the origin. De ne the stopping times T i n = infft : jB i (t)j = e n g; T n = infft : jB(t)j = e n g; The intersection exponent = d ( ; k) is de ned for > 0 by the relation E Z n ] e ?n ; n ! 1; (1) where the symbol means that both sides are comparable, i.e., bounded by a constant times the other side. It is not di cult, using Brownian scaling and subadditivity, to show that is well de ned in the sense that E Z n ] e ?n ; n ! 1;
(2) where denotes that the logarithms of the two sides are asymptotic. It takes more work 11] to show that can be replaced with ; in doing so one can show that the constants can be chosen uniformly on compact intervals, i.e., for every 0 < 1 < 2 < 1, there exist positive constants c 1 ; c 2 such that for all n 0 and all 2 1 ; 2 ], c 1 e ?n E Z n ] c 2 e ?n :
If is an integer, we can interpret this result as saying that the probability that k + Brownian motions starting on the unit sphere reach the sphere of radius n in a way so that the paths of the rst k Brownian motions do not intersect the paths of the last Brownian motions is comparable to n ? . The disconnection exponent in two dimensions is the exponent = 2 (0; k) de ned by the relation PfZ n > 0g e ?n ; n ! 1: (3) Again the existence of a number satisfying PfZ n > 0g e ?n ; n ! 1; (4) can be shown by scaling and subadditivity; in 9] it was shown that (3) holds for k = 2; a similar argument works for all k. We will make the following convention: if X is a nonnegative random variable, then X 0 = 0; X = 0; 1; X > 0:
Using this convention, we can write (3) as
n ] e ?n ; n ! 1:
The exact values of the exponents are not known and determination of the values is an interesting open problem; see 11] for a discussion of these values.
Intersection exponents for simple random walk can be de ned similarly. Let S 1 (t); : : :; S k (t) be simple d-dimensional random walks (d = 2; 3) with integer time t de ned on the probability space ( ; P) and let S(t) be another simple random walk de ned on ( 1 ; P 1 ). De ne the analogous stopping times i n = infft : jS i (t)j e n g; n = infft : jS(t)j e n g; The goal is to show that the simple random walk has the same intersection exponent; in fact, we show that for every 0 < 1 < 2 < 1, there exist constants c 1 ; c 2 such that for all 0 m n < 1, This result extends results in 3, 13] ; in the rst paper the Brownian intersection exponent is shown to be the same as the random walk exponent for positive integer , and in the second paper a proof is given for the disconnection exponent with k = 1. Both of these papers are complicated by the fact that they only use (2) and (4) and consequently can only prove results for random walk with rather than . In 10] it was shown how to combine (1) and (3) with strong approximation to prove the random walk result for k = 1; = 1 with . This paper uses that basic framework to prove the main result. The results of this paper are used in 12] to analyze the multifractal spectrum of harmonic measure on a random walk path. The proofs in both 10] and 12] use the random walk result with rather than just ; this stronger convergence allows \second moment" techniques to be used. This is analogous to the Brownian motion case where the results were used to prove results about Hausdor dimension of the set of cut-points and the outer boundary 8, 9].
In 4] it was shown that the result of 3] holds for all mean zero, nite variance walks. The methods used in this paper are not strong enough to conclude such a result. We only prove the result for simple random walk, but we expect that the results can be extended to random walks for which one can get a strong approximation as described in the next section. We do not know at this time which random walks this includes; there are certainly mean zero, nite variance walks for which our method does not work. We do not know if the results will be true for all such walks or not. We will concentrate solely on simple random walk in this paper.
The strong approximation that we need is basically the standard Skorohod approximation. By applying the Skorohod embedding to each component separately, one can de ne independent random walks S The argument is complicated by the fact that we must use the strong approximation on both the random walks S 1 ; : : :; S k and on S. If there were only one random walk to approximate, the arguments would be similar but easier to follow; see 14] for such an argument using only one random walk in two dimensions. The basic outline of the paper is as follows. In the next section we review the necessary preliminary facts about Brownian motions and random walks including the relevant results about the intersection and disconnection results. The proof follows in the following three sections. The rst section shows that the intersection exponent for slightly fattened Brownian motions is the same as that for Brownian motions. The next section uses that fact and the strong approximation to give a lower bound for the intersection probability for random walks. The upper bound for random walks is handled in Section 5. The nal section deals with a couple of straightforward extensions of the main result that are useful for applying the results in 12].
We will make some conventions about constants. For the remainder of this paper we x positive integer k, 0 < 1 < 
Preliminaries
In this section we review the necessary facts from previous work. We start by outlining the strong approximation, which is basically a version of the Skorohod embedding; we review the necessary facts about the Brownian motion exponent; we discuss the results that rigorize the idea \Brownian motions or random walks that get close are very likely to intersect"; and nally we discuss some standard convexity inequalities and prove a simple lemma about sequences of positive numbers. for n su ciently large, and hence
for all n su ciently large (and hence is true for all n with a change in the constant c Then, as mentioned above P U n ] c expf?e n g: (6) As before, let n be the rst hitting time of the sphere of radius e n by S. An inequality similar to (5) (8) PfB i 0; T i n ] i n+1 g 1 ? c expf?e n g: (9) We let U i n ; A i n be as above. Similarly we assume we have a Brownian motion B t and an independent multinomial process L t de ned on the probability space ( 1 ; P 1 ) that produce a simple random walk S t with PfS 0; n ] n+1 g 1 ? c expf?e n g; (10) PfB 0; T n ] n+1 g 1 ? c expf?e n g:
Again we let U n and A n be as above.
We now review the relevant results in 11, 9] about the intersection exponent and disconnection exponent for Brownian motion. It will be useful to set up some notation. Let B(x; r) be the closed ball of radius r about x, and let S n be the sphere of radius e n centered at the origin with S = S 0 . Let A r be the half-space A r = f(x where c is an absolute constant, independent of n and C. There is no such uniform bound in three dimensions (actually there is one for random walk where the power law is replaced with a power of the logarithm, but this is not strong enough for our purposes); however one can get good stochastic bounds on this quantity when C is a random walk or a Brownian motion path. Suppose C is a Brownian motion or random walk path going from the origin to the sphere of radius n. Consider the random variable Y = Y de ned as the supremum over all x within distance of C of the probability that another Brownian motion or random walk starting at x reaches the sphere of radius 2n without hitting C. Then it can be shown 8, 10] that for every M < 1, there exist K; such that the probability that Y ( =n) is less than or equal to Kn ?M . By a judicious choice of M, one can prove the following. We let B Similarly, let F n be the random variable on ( ; P), F n = F n ( 1 ; 2 ) = sup PfF n e ? n g = 0;
PfF n e ? n g = 0:
We nish this section with some simple inequalities that will be used in the The particular case that will be important to us is as follows. Suppose for 0 m r n, there exist nonnegative random variables X(m; n); Y (m; r; n). Suppose 
We end this section with a simple lemma about sequences which we will need in Section 5. 3 Bound for fattened Brownian motions
In the next two sections we show that we can fatten the Brownian motion paths in a way so that the following holds: they are su ciently large that the random walk paths will lie in the fattened Brownian paths with high probability, yet they are su ciently small so that the intersection exponent for the fattened paths is the same as for the original paths. It turns out that fattening by jB t j 1? works ne for any 0 < < 1=2. The condition < 1=2 is what is needed so that the random walks lie within the fattened Brownian motions. If we tried to fatten the Brownian motions by as much as jB t j, then the intersection exponent would change. However, fattening by jB t j 1? will not change the exponent. We will only need to do this for one value of , and, somewhat arbitrarily, we choose = 1=16. We note that the above proof works equally well for = 0 in d = 2, i.e., the disconnection exponent. This gives us the following lemma. For the remainder of this paper we will not explicitly discuss the disconnection exponent; instead we now make the comment that all the proofs work equally well for the = 0 case. We now improve on the estimate (15). Let Z(m; n) = P um 1 
4 Lower bound for the random walk
We now use the result of the last section to prove the lower bound for the simple random walk. The basic idea of the proof is simple. In the last section we showed that the probability that the Brownian motions stay reasonably far apart is comparable to the probability that they do not intersect. If the Brownian motions stay reasonably far apart, then the corresponding simple random walks should also stay reasonably far apart. It takes a little care to make this idea precise. Brownian motion through the strong approximation. We let U 1 n ; : : :; U k n ; A 1 n ; : : :; A k n ; U n ; A n be the events as before. We let
We recall that A n is F n+1 measurable, that U n is independent of the Brownian motions B 1 ; : : :; B k , and that c; can be found so that P A n ] 1 ? c expf?e n g; P U n ] c expf?e n g:
A n n U n f? n Since the event A r depends only on B t ; t T r+1 , the strong Markov property applied to B t and (7) imply P um 1 fA c r ; B 0; T n ] \ = ;g P um 1 (A c r ) Z(r + 1; n) ce ? r e ? (r?m) Z(r + 1; n):
(The last inequality follows since P 1 (A c r ) decays faster than e ? r for any .) Also, U r is independent of the Brownian motion, and hence (6) Note that b 0 = 1 and for n > 0, b n?1 b n e 2 b n?1 : In particular, b n e n 2 . Proving (22) is equivalent to proving that the b n are bounded. We will derive a recursive inequality for b n in terms of b n?1 .
We assume B motions, and hence the random walks, start at the origin. If the simple random walks do not intersect, then either the corresponding Brownian motions do not intersect, or there is a largest integer r such that there is an intersection of the Brownian motions after they reach the sphere S r .
We use a decomposition like this to derive the inequality. This shows that if we can prove (23) for all su ciently large r, we also have it for all r. Z n;+ = P 1 fS(0; n;+ ] \ ? n;+ = ;g; Z n;? = P 1 fS(0; n;? ] \ ? n;? = ;g: Clearly, Z n;+ Z n Z n;? ; where Z n = Z (0; n). Using Lemma 4.1 (and, if necessary, conditioning the random walks so that after reaching S n they go distance at most e n =20 in the next e 2n steps) , we can see that E (Z n;+ ) ] ce ? n :
The goal of the remainder of this section is to prove the other bound. The argument follows that in 8]. . The result then follows from (24) and (25).
