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We investigate the connection between Besov spaces and cer-
tain approximation subspaces of the Hardy spaces Hp(Rd); 0 <
p à 1. In particular, we establish the wavelet decompositions for
the Hp(Rd) spaces and we characterize the homogeneous Besov
spaces B˙sp;q(Rd) in terms of the wavelet coecients of such decom-
positions, under minimal decay and smoothness conditions on the
wavelet set Ψ. In the process, we also obtain a new characteriza-
tion of the B˙sp;q(Rd) spaces in terms of the modulus of smoothness
measured in the norm of Hp(Rd). c© 1996 Academic Press, Inc.
1. INTRODUCTION
There has recently been great interest in wavelets and
wavelet decompositions. This is due in part to the potential
numerical applications of wavelets to such elds as data
compression, neural networks and the numerical solution
of dierential equations.
The term wavelet was used initially, to denote a univari-
ate function  2 L2(R) whose normalized dyadic translates
 j;k := 2k=2 (2k  −j); k 2 Z; j 2 Z, form a complete or-
thonormal system in L2(R).
In several dimensions the single function  is replaced by
a wavelet set Ψ of 2d−1 functions whose normalized trans-
lated dilates form a complete orthonormal system in L2(Rd),
that is, every function f 2 L2(Rd) enjoys the wavelet de-
composition
f =
X
 2Ψ
X
j2Zd;k2Z
hf;  j;ki j;k: (1.1)
Here  j;k := 2kd=2 (2k  −j); k 2 Z; j 2 Zd, while hf; gi :=R
f flg for all f; g 2 L2(Rd).
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There are several important generalizations of wavelets;
for instance, in the concept of prewavelet, it is required that
the functions  j;k are orthogonal only for dierent values of
k 2 Z. However, one requires that the totality of functions
 j;k; j 2 Zd; k 2 Z;  2 Ψ, is a stable basis for L2(Rd). In
this case, instead of (1.1), one obtains
f =
X
 2Ψ
X
j2Zd;k2Z
hf; γ ;j;ki j;k; (1.2)
for some appropriate family of functions γ ;  2 Ψ, where
γ ;j;k := 2kd=2γ (2k  −j).
The usual method for constructing wavelets is based on
the concept of multiresolution analysis introduced by Mal-
lat [22]. Starting with a function ’ 2 L2(Rd) that satises
the renement equation
’() =
X
j2Zd
a(j)’(2  −j) (1.3)
we dene the space V to be the principal shift-invariant
space generated by ’; i.e., V is the L2-closure of the linear
span of the shifts ’(−j); j 2 Zd of ’. By dilation, we form
the spaces
Vk := ff(2k)jf 2 Vg; k 2 Z:
Upon assuming the conditions: (i) Vk  Vk+1, (ii) SVk =
L2(Rd), (iii)
T
Vk = f0g and (iv) that f’( − j)gj2Zd forms
an L2(Rd) stable basis for V (see Section 3 for the denition
of stability) we dene the wavelet space
W := V1 	 V0;
and again by dilation we obtain the corresponding spaces
Wk; k 2 Z. From the construction, it is obvious that
Vk+1 = Vk Wk and Wk ? Wjk; j 2 Z; k ≠ j:
The other conditions of multiresolution then imply that
L2(Rd) =
M
k2Z
Wk:
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of generators for W0 with L2-stable shifts. The construc-
tion of multivariate wavelets by this approach (that is, by
seeking appropriate generators) has been studied by Meyer
[23] and more recently by de Boor et al. [2] within the con-
text of shift-invariant spaces. Also, Jia and Micchelli [17]
have connected the existence of multivariate (pre)wavelet
bases to the extensibility (in a certain way) of a nite set of
Laurent polynomials. In particular it is shown in [17], using
the QuillenSuslin theorem from algebraic geometry, that
when ’ (the generator of V0) is a renable, compactly sup-
ported function with linear independent shifts then, there
is always a (pre)wavelet basis Ψ consisted of 2d − 1 func-
tions. In this paper however, we are going to follow the
construction of multivariate (pre)wavelets based on tensor
products of univariate (pre)wavelets (see Section 4). Never-
theless, our analysis holds with minor modications for the
general (pre)wavelet sets given in the above references.
We should point out, that the aforementioned prewavelets
are a special case of what are known as biorthogonal
wavelets (see [8] for details).
Although wavelet decompositions were initially dened
for functions in L2(Rd), there are several other spaces that
enjoy such representations like the Lp(Rd) spaces, p > 1.
When p à 1 wavelet decompositions of the form (1.1) (or
(1.2)) hold only in the framework of the Hp(Rd) spaces.
One of the prime features of the wavelet representations
is the fact that the coecients that appear in (1.1) (or (1.2)),
implicitly contain valuable information about the size and
the smoothness of the function f. In other words, one can
determine from these coecients, whether f is contained
in certain smoothness spaces such as the potential spaces
and the various Besov spaces. The latter spaces include the
spaces B˙sq(Lp(Rd)) and B˙sqHp(Rd)) (see denitions in Section
2) and are in rough terms, spaces of functions that measure
their smoothness s, in dierent Lp(Rd) or Hp(Rd) metrics,
respectively.
In several applications, such as data compression, we con-
front the problem of approximating a function (or signal) f,
by nonlinear means. More specically in wavelet approxi-
mation the main idea is to be able to represent any func-
tion f with the most ecient and economical way from its
wavelet decomposition (1.2). Thus, we have to select the
smallest number of coecients that guarantee the desired
accuracy of the application. In order to formulate the prob-
lem mathematically let n denote the nonlinear manifold
n = fs : s =
X
j;k; 2n
dj;k;  j;kg;
where n is any set with at most n elements and dj;k; are
complex numbers. We dene the error of approximation
from n by
En(f)p = E(f;n; Lp) = inf
s2n
kf − skp; 0 < p à 1:
DeVore et al. [12] were the rst who considered the problem
of characterizing the functions that can be approximated
with a prescribed order of approximation from n. Roughly
speaking, they proved that a function f can be approximated
from n with order O(n−s=d) in Lp(Rd) if and only if f is in
the Besov space B˙s(L(Rd));  := (s; p) := (s=d + 1=p)−1.
The key in establishing such a theorem, is the fact that the
norm of a function f in B˙s(L(Rd)) can be given exclusively,
in terms of the coecients of its wavelet decomposition.
However, for s suciently large,  à 1, and such decompo-
sitions hold only for functions in the H(Rd) spaces and not
in the L(Rd) spaces. Nevertheless, the whole analysis goes
through in light of the fact that the spaces B˙s(L(Rd)) and
B˙s(H(Rd)) coincide for the desired range of the smooth-
ness index s.
Motivated by these observations, our interest in this pa-
per is the characterization of the Besov spaces B˙sq(Hp(Rd)),
0 < p à 1; 0 < s < 1; 0 < q à 1, in terms of wavelet
coecients. In particular, we show that there exist a tensor
product (pre)wavelet basis Ψ and corresponding γ ;  2 Ψ
(depending on p), such that for every f 2 Hp(Rd) (1.2)
holds. Moreover, we prove (cf. Corollary 8.2) that
jfjB˙sq(Hp(Rd))
 (
X
k2Z
[2k(s−d=p+d=2)
X
 2Ψ
(
X
j2Zd
jhf; γ ;j;kijp)1=p]q)1=q;
0 < p à 1; (1.4)
with the usual change to sup when q = 1. Here and for the
rest of the paper by A  B we mean that there exist positive
constants, independent of the involved variables, such that
const à B=A à const.
Similar characterizations have been previously given by
Meyer [23] (for p Æ 1 and rapidly decaying wavelets), by
Sickel [31] (for s > dmax(0; 1=q − 1; 1=p − 1) and com-
pactly supported wavelets) and Bourdaud [6] (for r-regular
wavelets and d(p=2 − 1) − r < s < r; 0 < p < 1). Here we
extend the range of the indices to 0 < s < 1; 0 < q à 1
and 0 < p à 1. In addition, our decay and smoothness
conditions on the wavelets, match or improve the ones in
the above references.
Our approach to the characterization of smoothness
spaces is based on ideas that have their roots in Approxima-
tion Theory, and is closely related with the theory of shift-
invariant spaces. In particular, we establish direct (Jackson
type) and inverse (Bernstein type) inequalities and then we
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call upon results of interpolation of operators in order to
obtain the desired characterization of Besov spaces (for a
detailed analysis on the role of Jackson and Bernstein in-
equalities see [25]).
For the purpose of characterizing Besov spaces by
wavelet coecients, we study in x2 the dierent deni-
tions for Besov spaces based on the Lp(Rd) and Hp(Rd)
quasinorms. We introduce an Hp(Rd) modulus of smooth-
ness and we give a new characterization of the Besov spaces
B˙sq(Hp(Rd)). In this way, we obtain a concrete comparison
between the Besov spaces based on Hp(Rd) spaces (usually
studied in Harmonic Analysis) and those based on Lp(Rd)
spaces (usually studied in Approximation Theory).
The outline of the paper is as follows. In Section 2, as we
already mentioned, we study Besov spaces. In Section 3 we
investigate the L2 projector P onto various shift-invariant
spaces generated by a nite family of functions f’i : i 2 Ig.
Our main interest is to show how one controls the size of
the kernel of P from the size of ’i; i 2 I. These results are
essential, in order to extend P to Hp(Rd) and establish (1.2)
for functions in Hp(Rd), which are done in Section 5. Sec-
tion 4 introduces various known formulas for (pre)wavelets.
Sections 6 and 7 are devoted to the study of Jackson and
Bernstein type inequalities respectively and nally in Sec-
tion 8 we characterize Besov spaces in terms of wavelet
expansions, that is, (1.4).
As it is clear from the above description, we do not aim at
presenting the L2 wavelet-theory. However, we will discuss
some of its aspects, under assumptions that are best suited
for the establishment of our results.
Throughout this paper we use standard multiindex no-
tation. In particular, for every x = (x1; : : : ; xd) 2 Rd and
 = (1; : : : ; d) 2 Nd, we dene x := x11    xdd ; jj :=
1 +    + d and D := @jj@1x1@d xd : The inner product of
two vectors x; y in Rd is denoted by x  y. If x 2 Rd we let
ex denote the exponential function with values
ex(y) = eixy; y 2 Rd:
As is customary, for any domain Ω in Rd we denote by
Ck(Ω); k 2 N, the space of functions with jj à k continu-
ous derivatives on Ω and by C10 (Ω) the space of innitely
dierentiable functions with compact support in Ω. Also
we denote by S(Rd) the Schwartz space of innitely dif-
ferentiable and rapidly decreasing functions on Rd and by
S0(Rd) its topological dual, the space of tempered distribu-
tions. The Fourier transform f of an integrable function is
dened by
f() :=
Z
Rd
f(x)e(−x)dx;
while the inverse Fourier transform is dened by f() :=
(2)−d f(−). Duality now extends the Fourier transform,
and thus its inverse, uniquely from S(Rd) to S0(Rd).
For any f 2 S0(Rd) and g 2 S(Rd) we dene hf; gi :=
f( flg) with the usual extensions, by means of duality, to the
various subspaces of S0(Rd). We also denote by P the space
of all polynomials on Rd and with S0=P the space of equiva-
lence classes of distributions in S0(Rd) modulo polynomials.
Finally, for every 0 < p à 1 we dene Lp(Rd) to be
the set of all functions f such that the norm
kfkLp := k
X
2Zd
jf( − )jkLp([0;1]d)
is nite. The embedding l1(Zd)  lp(Zd) along with
H¤older’s inequality, give that
Lp(Rd)  Lp(Rd); 1 à p à 1;
and
Lp(Rd)  Lq(Rd); 0 < q à p à 1:
It is easily seen, that if jf()j à const (1+j  j)−(d+);  > 0,
then f 2 Lp(Rd) for every 1 à p à 1. Also L1(Rd) =
L1(Rd) while for every compactly supported function f;
kfkLp  kfkLp , with the constants of equivalence depend-
ing on the support of f.
2. BESOV AND TRIEBEL LIZORKIN SPACES
The Besov spaces B˙sq(Lp(Rd)) were rst introduced by
Besov in the late 1950s by means of the modulus of smooth-
ness and were closely related to Approximation Theory. At
the end of the 1960s, new methods using maximal inequal-
ities (introduced by Peetre, Stein, and Feerman) were em-
ployed and two new types of spaces were constructed, the
homogeneous Besov spaces B˙sp;q(Rd) and the homogeneous
TriebelLizorkin spaces F˙sp;q(Rd) (along with their nonho-
mogeneous counterparts). The F˙sp;q(Rd) spaces provided a
unied approach for almost all the existing function spaces
(Lp(Rd); Hp(Rd), potential spaces).
The relationship between the various Besov spaces is
the main theme of this section. It is known (see [26]) that
the spaces B˙sp;q(Rd) are identical with the traditional spaces
B˙sq(Lp(Rd)) for s > d(1=min(p; 1) − 1) and 0 < p à 1. In
order to extend the above result to the full range of s, i.e., to
0 < s à d
(
1=p − 1 for 0 < p à 1, we are going to intro-
duce an Hp(Rd) modulus of smoothness, !r(f; t)Hp and then
show that for 0 < s à d(1=p − 1); the spaces B˙sp;q(Rd) are
equivalent to B˙sq(Hp(Rd)), where the latter spaces measure
their smoothness by means of the modulus of smoothness
!r(f; t)Hp . We start by giving several well-known results
and denitions.
WAVELET COEFFICIENTS MEASURING SMOOTHNESS 103
Let f be a complex-valued function on Rd and h 2 Rd,
the translation operator Th is dened by
Th(f)() := f( + h):
As usual, Th can be extended by means of duality to the
space of tempered distributions S0(Rd). The rst dierence
operator h, on distributions f 2 S0(Rd), is dened by
hf := Thf−f while the r-th dierence operator is dened
inductively by
rhf := h(
r−1
h f):
Let (X;kk) be a quasinormed complete, translation invari-
ant subspace of distributions in S0(Rd) or complex-valued
functions on Rd. The r-th modulus of smoothness of a func-
tion f 2 X, is dened by
!r(f; t) := sup
jhjàt
krh(f)k:
Let 0 < s < 1; 0 < q à 1 and r a positive integer
with r > s, the Besov space B˙sq(X) is dened to be the set
of all f 2 X such that
kfkB˙sq(X) :=
8><>:
R1
0 [t
−s!r(f; t)]q
dt
t
1=q
; q ≠ 1;
sup0<t<1 t−s!r(f; t); q = 1;
(2.1)
is nite. From elementary properties of !r, it follows thatZ 1
0
[t−s!r(f; t)]q
dt
t

X
2Z
"
2s!r

f;
1
2


#q
;
and therefore one obtains a discretized version of k  kB˙sq(X)
kfkB˙sq(X) 
8>><>>:
 X
2Z
"
2s!r

f;
1
2


#q!1=q
; q ≠ 1;
sup
2Z
2s!r

f;
1
2


; q = 1:
We are primarily interested in the cases X = Lp(Rd), or
Hp(Rd) where we obtain the Besov spaces B˙sq(Lp(Rd)) and
B˙sq(Hp(Rd)) respectively. It turns out that their denition is
independent of r > s.
Let now ;  2 Z, be a family of functions in S(Rd) with
the following properties:
(i) supp   f2−1 à jj à 2+1g
(ii) jD ()j à const 2−jj for all  2 Zd (2.2)
(iii)
X
2Z
j ()j2 = 1 for every  2 Rd − f0g:
The homogeneous Besov space B˙sp;q(Rd), where −1 <
s < 1; 0 < p à 1 and 0 < q à 1, is the collection of
all f 2 S0=P such that
kfkB˙sp;q(Rd) :=
8><>:
(
X
2Z
[2sk  fkLp ]q)1=q; q ≠ 1;
sup
2Z
2sk  fkLp ; q = 1; (2.3)
is nite.
By interchanging the orders of integration and summa-
tion in the above denition we derive the homogeneous
TriebelLizorkin spaces F˙sp;q(Rd) dened for all −1 < s <
1; 0 < p < 1 and 0 < q à 1, as the set of all f 2 S0=P
such that
kfkF˙sp;q(Rd)
:=
8>><>>:
k(
X
2Z
[2sj  fj]q)1=qkLp ; q ≠ 1;
ksup
2Z
2sj  fjkLp ; q = 1;
(2.4)
is nite.
Several remarks are in order. First of all we note that
the various Besov and TriebelLizorkin spaces are com-
plete seminormed spaces if 1 à p; q and complete quasi-
seminormed spaces otherwise. It is also well known (cf.
[35]) that the denitions of the homogeneous Besov and
Triebel Lizorkin spaces are independent of the family of
functions ()2Z. Thus, hereafter we x the sequence
()2Z. Moreover, we assume (a fact that can be veri-
ed easily) that all the ’s are dilates of a single function
 2 S(Rd), that is,
() := 2d(2): (2.5)
Trying to shed some light on why one should regard
the distributions in the various spaces given above as el-
ements of S0=P, we rst note that if either kfkB˙sp;q(Rd) = 0
or kfkF˙sp;q(Rd) = 0, then the above denitions imply that for
every  2 Z;kfkLp = 0, which in turn, by (2.2), shows
that supp f = 0, i.e., f is a polynomial (cf. [29, p. 150]).
Moreover, the conditionX
2Z
j ()j2 = 1;  2 Rd n 0;
does not necessarily imply that for every f 2 B˙sp;q(Rd) (or
F˙sp;q(Rd)) X
2Z
    f ! f
in the sense of S0(Rd), a rather counter-intuitive statement
(here we used the notation () := (−)). Although half
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of the above sum, namely
P
Æ1, converges the other half
does not, as it was pointed out by Peetre in [26]. Neverthe-
less, the fact that f 2 B˙sp;q(Rd) (or f 2 F˙sp;q(Rd)) guaran-
tees that there exist polynomials  and k; k 2 Z, of degree
à s− d=p such that
lim
k!1
1X
=−k
    f + k = f + ;
i.e.,
P
2Z     f converges to f in the sense of S0=P
(for a more detailed analysis see [13, 35, 36]).
Now that we introduced the various Besov spaces we are
ready to state the main result of this section.
Theorem 2.1. Let 0 < s < 1; 0 < q à 1 and 0 <
p < 1. Then f 2 B˙sp;q(Rd) if and only if f 2 B˙sq(Hp(Rd)).
Moreover, we have that
kfkB˙sp;q(Rd)  kfkB˙sq(Hp(Rd)): (2.6)
We mention that for p Æ 1 this result is well known.
Several spaces of functions can be identied with certain
homogeneous TriebelLizorkin spaces such as the Lp spaces
and the real Hardy spaces; it is known that for 1 < p < 1,
kfkLp  kfkF˙0p;2 (2.7)
(cf. [33]), while for 0 < p à 1
kfkHp  kfkF˙0p;2 : (2.8)
(cf. [35]), an identication that we shall adopt for the rest
of the paper.
The real Hardy spaces Hp(Rd) were rst introduced by
Feerman and Stein in their celebrated paper [15] where
among other things they discussed the various equivalent
denitions. We recall that for 1 < p < 1 the Hp(Rd)
spaces are nothing else but the usual Lp(Rd) spaces. There
are, however, signicant dierences between the Lp(Rd) and
the Hp(Rd) spaces for 0 < p à 1. We note for instance that
S(Rd) is not a subset of Hp(Rd); 0 < p à 1, in contrast to
the Lp(Rd) spaces since in general a function f 2 S(Rd)
belongs to Hp(Rd) only if it has a certain number of zero
moments.
The Hp(Rd) spaces are in some sense the natural ex-
tension of the Lp(Rd) spaces, for the values of p; 0 <
p à 1; for instance various CalderonZygmund type oper-
ators have bounded extensions to the Hp(Rd) spaces when
0 < p à 1, unlike the Lp(Rd) spaces. In particular, we have
the following:
Proposition 2.2. Let 0 < p à 1 and let m() be a
complex-valued function on Rd such that
sup
jjàN
sup
2Rd
jjjjjDm()j =: CN(m) < 1 (2.9)
for some integer N with N > d(1=p − 1=2). Then, m
is a bounded multiplier on Hp(Rd) with multiplier norm
kmkMHp à const CN(m), i.e., for every f 2 Hp(Rd)
kf  mkHp à const CN(m)kfkHp :
Proof. For a proof see [34, page 363].
Recall that for 1 < p < 1 the above result holds for
the Lp(Rd) spaces under the assumption that N > d=2 (cf.
[34]).
It is easily seen, by changing variables, that if m is a
bounded multiplier for Hp(Rd) then for every t > 0; mt :=
m(t) is also a bounded multiplier for Hp(Rd) with norm
independent of t, that is, kmtkMHp = kmkMHp . Trivially,
now one derives:
Corollary 2.3. For every  2 Z;  (defined by (2.5)),
is a bounded multiplier for Hp(Rd) with norm independent
of  2 Z.
Using Corollary 2.3, and standard estimates (see for ex-
ample Proposition 2.6 below), we deduce:
Corollary 2.4. Let f 2 S0(Rd). Let also a, b > 0 and
assume that supp f  Ω := f 2 Rd : a à jj à bg. Then
for every 0 < p < 1,
kfkHp  kfkLp ; (2.10)
where the constants of equivalence depend only on Ω.
In a similar way one can also prove that for every 0 <
p < 1
k  fkLp  k  fkHp (2.11)
with the constants of equivalence independent of  2 Z.
Next we state two well known results from [35]. We start
with the so called PlancherelPolyaNikol’skij inequalities.
Proposition 2.5. Let f 2 S0(Rd) be such that, supp f 
f 2 Rd : jj à bg for some b > 0. If 0 < p à q à 1
and  is a positive multiinteger then, there exists a constant
independent of the choice of f and b such that
kDfkLq à const bjj+d(
1
p− 1q )kfkLp :
Proposition 2.6. Let 0 < p à 1 and f 2 S0(Rd). Let
also b > 0 and assume that supp f  f 2 Rd : jj à bg.
If  > d(1=min(1; p) − 12 ) and m 2 W

2 (Rd), then there is a
constant independent of b and f, such that
k m  fkLp à const km(b)kW2 kfkLp :
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Here the Sobolev space W

2 (Rd) is dened by
W

2 (R
d) := ff 2 S0(Rd) : kfkW2 :=
X
jjà
kDfkL2 < 1g:
The basic steps in proving Theorem 2.1 is to establish
weak-type inequalities and then to use the so-called discrete
Hardy inequalities.
For a sequence of complex numbers (ak)k2Z we denote
by k  klq the quasinorm
k(ak)klq :=
 X
k2Z
[2kjakj]q
!1=q
:
It is known that k(bk)klq à const k(ak)klq holds if either
jbkj à const 2−k
0@X
jàk
[2jjajj]
1A1= (2.12)
or
jbkj à const
0@X
k<j
jajj
1A1= ; (2.13)
where 0 < , and in (2.12), 0 <  < . Here the constants
depend only on ;  and .
In order to prove half of (2.6), namely
kfkB˙sp;q(Rd) à constkfkB˙sq(Hp(Rd)); (2.14)
we use the following lemma from [5].
Lemma 2.7. Let d > 1, then there exist functions  1;  2;
: : : ;  d in S(Rd), such thatPd
j=1  j() = 1 on f : 1=2 à jj à 2g
supp  j  f : jjj Æ (3
p
d)−1g 1 à j à d:
Proposition 2.8. Let 0 < p < 1 and f 2 S0(Rd).
Then, for every  2 Z; r 2 N,
kf  kLp à const !r

f;
1
2

Hp
;
where the constant is independent of  2 Z and f.
Proof. Let e := ei then,
kf  kLp  kf  kHp
à const
dX
j=1
k

() j


2

f()
_
kHp ;
where the  j’s are as in Lemma 2.7. The right side of our
last inequality equals
const
dX
j=1
k
 
() j(=2)
(1 − ej=2 )r
(1 − ej=2 )r f()
!_
kHp
à const
dX
j=1
k((1 − ej=2 )r f())_kHp
à const !r

f;
1
2

Hp
;
because () j(=2)(1 − ej=2 )−r is a bounded multiplier
on Hp(Rd); 0 < p à 1, with norm independent of  2 Z
by virtue of Proposition 2.2 and the remarks that follow it
(when 1 < p < 1).
Using Proposition 2.6 we prove the following weak-type
inequality:
Proposition 2.9. Let 0 < p < 1 and f 2 S0(Rd). Then
for every ; k 2 Z; r 2 N
!r(    f; 2−k)Hp
à const min f1; 2(−k)rgkf  kLp (2.15)
where the constants are independent from  and f.
Proof. From the denition of !r, it is clear that for every
 2 Z,
!r(    f; 2−k)Hp à constk    fkHp
à constk  fkHp
= constk  fkLp ;
because  is a bounded multiplier on Hp(Rd), with multi-
plier norm independent of . Thus, without loss of gener-
ality we can assume that  à k. Then,
[rh(    f; )]() = (1 − e(h))r f() () ()
=
(1 − e(h))r
(  h)r (  h)
r f() () ():
From (2.11) we have that
krh(    f; )kHp  krh(    f; )kLp ;
with the constants of equivalence independent of . Apply-
ing Proposition 2.6 with m() := ((1 − e(h))r=(  h)r) (),
we obtain that
krh(    f; )kHp
à constkm(2)kW2 k((  h)r f() ())_kLp ; (2.16)
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where  is a suciently large integer. Moreover, since
jhj2 à 1, we see that
km(2)kW2 à const;
with the constant independent of ; h. Thus, the right side
of (2.16)
à const jhjrk

  hjhj
r
f() ()
_
kLp
à const jhjr
X
jj=r
kD(  f)kLp (2.17)
à const jhjr2rk  fkLp ;
where the last inequality holds for PancherelPolya
Nikol’skij’s inequality (Proposition 2.5). Taking now the
sup over jhj à 2−k, the result follows.
Proof of Theorem 2.1. In view of Proposition 2.8 we
have only to show that for every f 2 B˙sp;q(Rd)
kfkB˙sq(Hp(Rd) à constkfkB˙sp;q(Rd): (2.18)
We will consider only the case where p à 1. When p >
1, the proof follows in a similar way and is well known.
Suppose that f 2 B˙sp;q(Rd). ThenX
2Z
    f = f
in the sense of S0=P convergence. The p-subadditivity of
k  kHp and Proposition 2.9 give
!r

f;
1
2k
p
Hp
à
X
2Z
!r

    f; 12k
p
Hp
à const minf1; 2(−k)rgkf  kLp :
The result now follows by virtue of the discrete Hardy in-
equalities (2.12) and (2.13) taking into account that r > s.
3. THE L2-PROJECTOR ONTO A FINITELY
GENERATED SHIFT-INVARIANT SPACE
In this section we introduce the concept of stability and
we will discuss the L2-projector P onto the shift invariant
space generated by a family of functions  = f1;    ; ng
 L2(Rd). The results in this section are more or less
known. Our only input is to show how one controls the
size of the kernel of P from the size of the functions in the
family . This is an important fact, since the decay proper-
ties of the kernel play a crucial role in extending P to the
Hardy spaces.
A space S is said to be shift-invariant if f 2 S im-
plies that f(x + ) 2 S for all  2 Zd. In other words,
S is invariant under translation by multiintegers. We are
primarily interested in shift-invariant subspaces of the clas-
sical Lp(Rd) spaces, 1 à p à 1, of p-integrable functions
and the real Hardy spaces Hp(Rd); 0 < p à 1.
To construct such a space one often starts with a nite
collection of functions  = f1;    ; ng and generates the
space Sp() := S(; Lp(Rd)) (or S(; Hp(Rd))), which is
the Lp(Rd) (or Hp(Rd)) closure of the linear span of the
shifts of the 1;    ; n. From its denition, it is obvious
that Sp() is a shift-invariant space. In the special case
where Sp() is generated from a single generator , we
call Sp() := Sp(fg) a principal shift-invariant space (PSI
hereafter). It is apparent now from the above discussion
that the space V, of the multiresolution, is the principal
shift-invariant subspace of L2(Rd) generated by ’, i.e., that
V = S2(’).
We say that a family of functions  = f1; : : : ; ng 
L2(Rd) has L2-stable shifts if there are positive constants
such that for every set of sequences of complex numbers
c1; : : : ; cn in l2(Zd)
const
nX
i=1
kcikl2 à k
nX
i=1
i 0 cikL2
à const
nX
i=1
kcikl2 ; (3.1)
where the discrete convolution i 0 ci is dened by
i 0 ci() :=
X
2Zd
ci()i( − ): (3.2)
A word of explanation is needed about the meaning of (3.1).
The right inequality means that whenever ci; i = 1; : : : ; n 2
l2(Zd) the partial sums of the series, in the denition of i0
ci, converges in the L2(Rd) sense and the right inequality of
(3.1) is satised. Likewise, the left inequality of (3.1) means
that if ci’s are sequences for which
P
i i 0 ci exists in the
above sense, then the sequences ci; 1 à i à n must be in
l2(Zd) and the left inequality of (3.1) holds. It is easy to see
that it is enough to verify this in the case where the ci’s are
nite sequences, for then it will hold for all ci’s.
One of the main tools for studying the stability of a nite
collection of functions is the so-called bracket product. For
every f; g 2 L2(Rd) the bracket product [; ] is dened by
[f; g] :=
X
22Zd
f( + )g( + ): (3.3)
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It is well known that the shifts of a function  2 L2(Rd)
are L2-stable if and only if the bracket product [ ; ] satis-
es
const à [ ; ] à const a.e.; (3.4)
for some positive constants. Moreover, orthonormality is
equivalent to
[ ; ] = 1; a.e.
Extending the above result to a nite family of functions
Jia and Micchelli [17] proved the following:
Proposition 3.1 (Jia-Micchelli). Let f1; : : : ; ng 
L2(Rd). Then the integer shifts of i; 1 à i à n, are
L2-stable, if and only if for every  2 Rd, the sequences
( j(+ ))22Zd ; (j = 1; : : : ; n), are linear independent.
Now that we introduced the concept of stability we are
ready to give the main theorem of this section.
Theorem 3.2. Let  = f; 1 à  à ng be a collection
of functions in L2(Rd) with stable shifts and let S2() be the
corresponding shift-invariant space generated by . Then,
the L2-projector P, from L2(Rd) onto S2() is given by
P(f)() =
X
1ààn
X
j2Zd
Z
Rd
f(y)γ(y − j)dy

( − j); (3.5)
where for every 1 à  à n; γ is given by
γ =
X
1àwàn
w 0 bw (3.6)
for some sequences (bw(j))j2Zd 2 l1(Zd) and satisfiesZ
Rd
γ(y)w(y − j)dy = wj0;
1 à v;w à n; j 2 Zd: (3.7)
Moreover, if for some m > d
j()j à const (1 + j  j)−m; 1 à  à n; (3.8)
then
jγ()j à const (1 + j  j)−m; 1 à  à n: (3.9)
Finally in the case where the shifts of f; 1 à  à ng form
an orthonormal set then, γ =  for every 1 à  à n.
The rst part of the theorem is a classical assertion on
the so-called Riesz basis. We will shed some light only on
how one controls the size of the functions γ from the size
of ; 1 à  à n (i.e., (3.9)). We rst give some preliminary
results.
When S2() is generated by a family of functions  :=
f1    ; ng  L2(Rd), then it is known (see for instance in
[3]) that the L2-projection of a function f 2 L2(Rd) into
S2() is given by
P¯(f) =
nX
=1
detG (f)
detG()
; (3.10)
where G() is the Gramian matrix
G() := ([ ; w])1à;wàn; (3.11)
and the corresponding matrix G (f) is obtained from G()
by replacing its vth row by ([ f; w])1àwàn. If  is an or-
thonormal set, then
detGv (f)
detG()
= [ f; v]
and consequently γv = v for every 1 à v à n.
Under the weaker assumption of stability for the family
  L2(Rd) Jia and Micchelli [17] proved that there exist
functions γv; 1 à v à n that satisfy (3.6) and (3.7).
Proof of Theorem 3.2. Due to the stability of the family
 the sequences ( j(+))22Zd ; (j = 1;    ; n);  2 Rd, are
linear independent. Thus, the matrix G(), given by (3.11),
is invertible for all  2 Rd. Expanding detGv (f) it follows
that for every 1 à v à n
detGv (f)
detG()
=
"
f;
X
1àwàn
Pvw w
#
; (3.12)
where Pvw() =
P
j2Zd bvw(j)ej().
Moreover, from known estimates on Banach algebras and
the theory of Gelfand (see [16] for details) it follows that
jbvw(j)j à const jjj−m:
Applying (3.12) to u (instead of f) we derive that for every
1 à u à n "
u;
X
1àwàn
Pvw w
#
= uv: (3.13)
Dening γv; 1 à v à n, by
γv :=
X
1àwàn
Pvw w
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we see, applying the inverse Fourier transform, that
γv =
X
1àwàn
w 0 bvw;
and (3.9) follows. Thus from (3.12) and (3.10) we deduce
(3.5) while from (3.13) we obtain the orthonormality con-
dition (3.7). Finally if instead of the decay (3.8) we just
assume that  2 L2(Rd) then a simple application of
Wiener’s lemma (see [29]) gives that (bvw(j))j2Zd 2 l1(Zd)
for all 1 à v;w à n.
4. WAVELET DECOMPOSITIONS FOR L2(RD)
Returning to the properties of multiresolution we note
that several authors have studied minimum conditions on
the generator function ’. Most notably, Jia and Micchelli
[17] have shown that
S
Vk = L2(Rd) is satised when ’ 2
L2(Rd) and
P
2Zd ’( −) = 1 while, for
T
Vk = f0g it is
enough to assume that ’ 2 L2(Rd) has L2-stable shifts.
For a moment we are focusing our attention in the uni-
variate case assuming that we have the whole multiresolu-
tion setting in L2(R), associated to a function  (we use 
to distinguish it from ’ in the general multivariate case).
Mallat [22] proved that if  has orthonormal shifts then the
corresponding wavelet  is given by
 () =
X
j2Z
(−1)ja(1 − j)(2  −j); (4.1)
where (a(j))j2Z are the coecients of the renement equa-
tion (1.3). When  2 L2(R) has stable (but not orthonor-
mal) shifts a prewavelet  was introduced by Micchelli
[24] and independently by Chui and Wang [11] and has the
form
 () =
X
j2Z
(−1)j+1(j − 1)(2  −j);
(j) :=
Z
R
(y)(2y + j)dy: (4.2)
Similar results have been also obtained in [2] from the view-
point of shift invariant spaces.
To elucidate the above denitions we note for instance
that, starting with the unit step function  = [0;1], (4.1)
gives rise to the so-called Haar wavelet H = [0;1=2) −
[1=2;1]. On the other hand if we start with the hat func-
tion  = [0;1]  [0;1] which has stable (but not orthonor-
mal) shifts, then in order to use Mallat’s recipe (4.1) we
rst have to orthonormalize the shifts of . However, this
orthonormalization is going to produce a sometimes unde-
sired, non-compactly supported wavelet (in general when
 is a B-spline then orthonormalization gives rise to the
so-called Battle–Lemarie´ wavelets). Instead, one can derive
directly from (4.2) a compactly supported prewavelet.
For the rest of this paper, by univariate wavelet we refer
to the one given from (4.1) and by univariate prewavelet to
the one obtained from (4.2).
We turn now our attention to the multivariate case. As we
have already mentioned, we shall consider tensor product
(pre)wavelets.
Let V denote the set of the vertices of the unit cube [0; 1]d
and V0 = V n f0g i.e.,
V0 = fv = (v1;    ; vd) : v ≠ 0 and vi = 0 or 1; i = 1;    ; dg:
Assume that  2 L2(R) is a univariate function that gives
rise to a multiresolution analysis for L2(R), and let  be the
orthonormal wavelet or prewavelet obtained from . We set
0 :=  and 1 :=  and we dene a collection of 2d − 1
functions , on Rd by
Ψ := f v; v 2 V0g;
where
 v(x) := v1 (x1)   vd (xd); v 2 V0: (4.3)
We also dene
’(x) := (x1)   (xd); x 2 Rd: (4.4)
It is easily seen, that ’ provides a multiresolution analysis
fVkgk2Z for L2(Rd) with V = S2(’), the principal shift-
invariant space generated by ’. In addition the collection Ψ
generates the space
W0 := V1 	 V0:
The L2-projector Pk onto the subspace Vk; k 2 Z, is given
by
Pk(f) =
X
j2Zd
hf; γj;ki’j;k:
Since Pk is a projection onto the space Vk the sec-
ond condition of the multiresolution implies that for every
f 2 L2(Rd);kPk(f) − fkL2 ! 0; k ! 1, while from the
third condition we deduce that kPk(f)kL2 ! 0 as k ! −1.
It follows, that every f 2 L2(Rd) can be written as a tele-
scoping sum
f =
X
k2Z
Pk+1(f) − Pk(f) =
X
k2Z
Qk(f); (4.5)
where Qk := Pk+1−Pk is the orthogonal projection of f into
the space Wk. Thus, if Ψ is an orthonormal set of generators
for W0
Qk(f) =
X
v2V0
X
j2Zd
hf;  j;k;vi j;k;v;
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where the sum converges in the L2(Rd) sense and substitut-
ing in (4.5)
f =
X
v2V0
X
k2Z
X
j2Zd
hf;  j;ki j;k:
When Ψ is a prewavelet set instead, it is easy to see that Ψ
is a stable family (see [18]) and with the help of Theorem
3.2 (with Ψ instead of ), there exists a dual, to Ψ, family
of functions γv; v 2 V0, such that
Qk(f) =
X
v2V0
X
j2Zd
hf; γj;k;vi j;k;v; (4.6)
and consequently
f =
X
v2V0
X
k2Z
X
j2Zd
hf; γj;k;vi j;k;v: (4.7)
5. WAVELET DECOMPOSITIONS FOR HP(Rd)
5.1. Overview. Our aim in this section is to prove that for
the appropriate choice of  v and γv; v 2 V0, every function
f 2 Hp(Rd) can be expressed as
f =
X
v2V0
X
j2Zd;k2Z
hf; γj;k;vi j;k;v: (5.1)
Following the guidelines of the L2-case we establish: (i)
that the L2-projector P has a bounded extension to Hp(Rd),
(ii) kPk(f) − fkHp ! 0; k ! 1 and (iii) that kPk(f)kHp !
0; k ! −1. Using a telescoping sum (ii) and (iii) imply
that for every f 2 Hp(Rd)
f =
X
k2Z
Pk+1(f) − Pk(f)
in the sense of Hp(Rd) convergence. The boundedness of P
will also imply that the L2-projector Q := Q0 := P1 − P0 is
a bounded operator from Hp(Rd) onto
W := Sp(Ψ);
the shift-invariant space generated by Ψ. Writing now
Qk(f) := Pk+1(f) − Pk(f)
in terms of  j;k;v; j 2 Zd; v 2 V0; (5.1) will follow.
We start by establishing the boundedness of the L2-
projector on Hp(Rd).
5.2. Boundedness of the L2-Projector. In this section we
prove that for every f 2 Hp(Rd); 0 < p à 1
kP(f)kHp à const kfkHp (5.2)
for some constant independent of f and that
kPk(f)kHp ! 0; k ! −1: (5.3)
Equation (5.2) is a classical result, the only reason we
present its proof here is because we need certain portions
of it for the establishment of (5.3).
One of the main characteristics of theHp(Rd) spaces (0 <
p à 1) is that they can be described in terms of basic
building blocks called atoms. A function A is said to be
a (p;1; N)-atom on Rd; 0 < p à 1, if it is supported on a
cube I in Rd with sides parallel to the axes and satises
(1) jA()j à jIj−1=p, with jIj the volume of I,
(2)
R A(x)xdx = 0 for all multiindices ; jj à N.
It is known that for any (p;1; N)-atom A with N Æ
[d(1=p − 1)];kAkHp à const, (cf. [21]) for some constant
independent of A. For the rest of the paper we dene N to
be the integer part of d(1=p − 1), i.e.,
N := [d(1=p − 1)]: (5.4)
The main result in the atomic theory of the Hardy spaces
is the following theorem which was proved in the univari-
ate case by Coifman [9] and in the multivariate case by
Latter [21].
Theorem 5.1. (CoifmanLatter). A distribution f is in
Hp(Rd); 0 < p à 1, if and only if there exist a sequence
of (p;1; N)-atoms Ai and a sequence of non-negative real
numbers i such that
f =
1X
i=0
iAi
in the distributional sense. Moreover,
const kfkHp à inf
f=
P
iAi
 1X
i=0

p
i
!1=p
à const kfkHp ;
for some positive constants independent of f.
It is natural now for someone to ask whether certain prob-
lems, such as the boundedness of CalderonZygmund op-
erators (CZO), can be solved by focusing our attention on
the individual atoms. Of course any operator T would be
bounded if we could prove that T maps atoms into atoms.
Coifman and Weiss [10] observed that for certain type of
operators T, for every atom A; T(A) is a function with
similar structure, which they termed molecule. Since then
several people have worked on the molecular structure of
Hp(Rd) spaces, among them, Taibleson with Weiss [37] and
more recently Frazier with Jawerth [13].
Following Taibleson and Weiss for any 0 < p à 1 we let
 > (1=p−1). We also set c = −(1=p−1) and b = 1=2+.
A function M is called a (p; 2; N; )-molecule centered at x0,
if it satises
(1) kMkc=bL2 kM()j  −x0jdbk1−c=bL2 =: N(M) < 1
(2)
R
Rd M(x)xdx = 0 for all multiindices with jj à N.
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Taibleson and Weiss proved [37] that the Hp(Rd) norm
of a (p; 2; N; )-molecule M is controlled by the quantity
N(M), that is,
kMkHp à const N(M); (5.5)
for some constant independent of M. As a consequence of
this fact we easily derive that if T is a linear operator on
Hp(Rd); 0 < p à 1, that maps any (p;1; N)-atom A, to
a (p; 2; N; )-molecule T(A) with N(T(A)) < const, for
some constant independent of A then, T is a bounded op-
erator Hp(Rd).
Let T be a bounded operator on L2(Rd) dened by
T(f)(x) :=
Z
Rd
K(x; y)f(y)dy: (5.6)
Assuming that the kernel K(x; y) satises
(i) jK(x; y)j à const (1 + jx− yj)−(d+N+1);
(ii) j@yK(x; y)j à const (1 + jx− yj)−(d+jj)
for every ; jj à N+ 1; x ≠ y;
(iii)
Z
Rd
K(x; y)xdx = P(y); jj à N;
where P is a polynomial of degree à N;
we will prove that T has a bounded extension on Hp(Rd).
Theorem 5.2 (Meyer). Let T be a bounded operator on
L2(Rd) defined by (5.6) and such that the kernel K(; ) and
T satisfy conditions (i), (ii), (iii) above. Then, there exists a
constant such that for every (p;1; N)-atom A, supported
on the cube I with center x0 and sidelength r; T(A) is a
(p; 2; N; )-molecule for (1=p−1) <  < (N+1)=d, centered
at x0 and
N(T(A)) à const: (5.8)
Proof. The boundedness of T on L2(Rd) and the fact that
A is an atom gives
kT(A)k2 à const kAkL2
à const jIj−1=p+1=2 = const r−d=p+d=2: (5.9)
Also,Z
Rd
jT(A)(x)j2jx− x0j2dbdx =
Z
jx−x0jÆ2r
+
Z
jx−x0j<2r
=: I1 + I2:
For I2, notice that the boundedness of T on L2(Rd) implies
I2 =
Z
jx−x0j<2r
jT(A)(x)j2jx− x0j2dbdx
à const r2db
Z
I
jA(x)j2dx
à const r2dbr−2d=prd: (5.10)
In order to bound I1, we shall employ the moment condi-
tions for A and the Taylor expansion of K(x; y) with respect
to y around x0. We nd
jT(A)(x)j =
Z
I
K(x; y)A(y)dy

=

Z
I
(K(x; y) −
X
jjàN
(y − x0)
!
 @yK(x; x0))A(y)dy

à const
Z
I
jx0 − yjN+1
 sup
0àà1
 
1
jx− y − (x0 − y)jN+d+1
!
 jA(y)jdy
à const
rN+1
(r+ jx− x0j)N+d+1
Z
I
jA(y)jdy
à const
rN+1+d−(d=p)
(r+ jx− x0j)N+d+1
because r + jx − x0j à 3 sup0àà1 jx − y − (x0 − y)j and
jA()j à jIj−1=p. Taking this into account in I1 we get that:
I1 à const r−2d=p
Z
jx−x0jà2r

r
(r+ jx− x0j)
2N+2d+2
 jx− x0j2dbdx
à const r2dbr−2d=prd: (5.11)
Here we used the fact that 2N+ 2d+ 2 > 2db+d because
b = 1=2 +  and (1=p − 1) <  < (N + 1)=d. Combining
now (5.9) with (5.10), (5.11) and using the fact that b− c =
−1=2 + 1=p we have
kT(A)kc=bL2 kT(A)(x)jx− x0jdbk1−c=bL2
à const (r−d=p+d=2)c=b(rdb−d=p+d=2)1−c=b à const (5.12)
which shows that N(T(A)) à const, with the constant
independent of A.
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In order to prove that T(A) has certain zero moments we
see that for every  with jj à NZ
Rd
T(A)(x)xdx =
Z
Rd
Z
Rd
K(x; y)A(y)dy x dx
=
Z
Rd
A(y)
Z
Rd
K(x; y)xdx dy
=
Z
Rd
A(y)P(y)dy = 0;
because P is a polynomial of total degree à N. Notice that
the above change of integration is justied because A 2
L1(Rd) has compact support and jK(x; y)j à const (1 +
jx− yj)−(d+N+1).
We note that if the kernel K(x; y) that denes the operator
T is replaced by 2jdK(2jx; 2jy) for some j 2 Z then the
corresponding operator
Tj(f)(x) :=
Z
Rd
2jdK(2jx; 2jy)f(y)dy
satises the result of Theorem 5.2. Moreover, it follows
from the above proof that for every (p;1; N)-atom A
kTj(A)()j  −x0jdbkL2 à const rdb−d=p+d=2;
which implies that
N(Tj(A)) à constkTj(A)kc=bL2 (rdb−d=p+d=2)1−c=b; (5.13)
where the constant is independent of j 2 Z and A. We
shall use this fact later on, (in Theorem 5.4), to show that
for every f 2 Hp(Rd);kPk(f)kHp ! 0; k ! −1.
We now return to the L2-projector P : L2(Rd) ! S2(’),
dened by
P(f)(x) =
X
j2Zd
Z
Rd
f(y)γ(y − j)dy ’(x− j)
=
Z
Rd
K(x; y)f(y)dy (5.14)
where K(x; y) =
P
j2Zd γ(y − j)’(x − j) and ’(x) := (x1)
  (xd). In order to show that P has a continuous extension
to Hp(Rd) we shall use Theorem 5.2. Therefore, we have to
start with a ’ 2 L2(Rd) that will guarantee conditions (5.7)
(iiii).
Since ’ has stable shifts, conditions (5.7) (i) and (ii) are
satised under the assumptions
j’()j à const (1 + j  j)−(d+N+1);
jD’()j à const (1 + j  j)−(d+jj); (5.15)
jj à N+ 1:
Indeed, in this case γ = ’=[ ’; ’], i.e.,
γ() =
X
k2Zd
c(j)’( − j); (5.16)
where c(j); j 2 Zd are the Fourier coecients of [ ’; ’]−1.
Employing as before the results from [16] on Banach alge-
bras we easily derive that jc(j)j à constjjj−(d+N−1) which
guarantees that
jγ()j à const (1 + j  j)−(d+N+1);
jDγ()j à const (1 + j  j)−(d+jj);
jj à N+ 1: (5.17)
The momentscondition (5.7) (iii) is closely related to
the approximation properties of the principal shift-invariant
space generated by ’. There is an extensive literature inves-
tigating the eciency of approximation of shift-invariant
spaces (see [4] for references) dating back to the funda-
mental work of Schoenberg [30] in the 1940s. Schoenberg
considered the univariate case of the PSI space generated
by a compactly supported function ’, and related the be-
havior of the Fourier transform ’ at 2Z with the order of
polynomials that can be reproduced locally from the shifts
of ’.
More general it is well known that if a compactly sup-
ported function ’ on Rd satises
(i) ’(0) ≠ 0; and
(ii) D ’(2) = 0 for all jj < k and
 2 Zd n f0g; (5.18)
then, the PSI space generated by ’, contains locally all
polynomials of total degree < k. These are the so called
StrangFix conditions of order k; SFk hereafter, and guar-
antee that Sp(’) enjoys good approximation properties in
Hp(Rd); 0 < p à 1.
In what follows we’ll assume that ’, and for that rea-
son the generator of the univariate multiresolution analysis
, satises the StrangFix conditions of order N + 1. We
emphasize that this is not always an additional assumption
since it can be derived directly from the smoothness and
decay properties of ’; following Cavarreta et al. [7] one
can prove that if a function ’ 2 Ck has linear indepen-
dent shifts, satises the renement equation and is such that
’(0) ≠ 0 and jD’(x)j à const(1 + jxj)−m;m > d+ k, for
all jj < k; then ’ always satises the StrangFix condi-
tions of order k. Similar results have been also established
by Meyer in [23].
We’ll prove that if ’ satises the StrangFix conditions
of order N+1 and j’()j à const(1+ j  j)−d−N−1 then (5.7)
(iii) holds. Indeed, notice that the stability of ’ (which is
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a direct consequence of the stability of ) and Leibnitz’s
formula applied to
γ =
’
[ ’; ’]
;
(in case where γ ≠ ’) shows that γ satises also the Strang
Fix conditions of order N + 1. Applying now, Poisson’s
summation formula (see [33]), on the function
[()jγ(y − )]; jjj à N;
it is easily seen thatX
k2Zd
[(k)jγ(y − k)] = yj + j−1(y); (5.19)
where j−1 is a polynomial of total degree < jjj. Assuming
that jj à N
X
k2Zd
Z
Rd
’(x− k)xdxγ(y − k)
=
X
à



X
k2Zd
Z
Rd
’(x)xk−dxγ(y − k)
=
X
à
c
X
k2Zd
k−γ(y − k); (5.20)
for appropriate constants c;  à . Combining (5.19) and
(5.20) the result follows.
Summarizing we have proved the following theorem:
Theorem 5.3. Let ’ satisfy the decay and smoothness
conditions (5.15) and the Strang–Fix conditions of order
N + 1. Then the linear operator P defined by (5.14) is a
bounded operator on Hp(Rd).
We note here that, since ’(x) := (x1)   (xd), the above
decay and smoothness assumptions on ’ are reflected di-
rectly to  in the sense that ’ satises (5.15) if and only if
 does, as well.
We close this section by showing that kPk(f)kHp !
0; k ! −1 for every function f 2 Hp(Rd).
Proposition 5.4. Under the assumptions of the previous
theorem, the operators Pk; k 2 Z defined from (5.14) by
dilation satisfy
kPk(f)kHp ! 0; k ! −1;
for every f 2 Hp(Rd).
Proof. Since P is a bounded operator on Hp(Rd), it is
enough to prove the result only for (p;1; N)-atoms. Let A
be a (p;1; N)-atom. We shall show that for every  > 0,
there exists k0 2 N such that for every k Æ k0,
kPk(A)kHp à const ;
for some constant independent of A.
We have shown that for an appropriate  > 0; P(A) is a
(p; 2; N; )-molecule. By dilation we see that the same holds
for Pk(A); k 2 Z. According to (5.5) it is enough to prove
that there exists k0 2 N, such that
N(Pk(A)) à const 
for every kÆk0, where N(Pk(A)) := kPk(A)kc=bL2 kPk(A)()j
−x0jdbk1−c=b.
Since kPk(A)kL2 ! 0; k ! −1, we have that for su-
ciently small k0 and k Æ k0
kPk(A)kL2 à b=ckAkL2 :
From this along with (5.13) (applied to Pk) we derive that
kPk(A)kc=bL2 kPk(A)()j  −x0jdbk1−c=bL2 à const ;
and the theorem follows.
At last in order to establish (5.1) we need to show that
for every f 2 Hp(Rd),
Pk(f) ! f; k ! 1:
This will be derived from more general results regarding
the approximation properties of the family fPkgk which are
the subject of the next section.
6. JACKSON’S INEQUALITY
Our goal in this section is to investigate the rate of con-
vergence of kPk(f) −fkHp when f is a suciently smooth
function. We dene smoothness in terms of the potential
spaces Hrp(Rd); r > 0 dened, using the Fourier transform
and its inverse, by
Hrp(Rd)
:= ff 2 S0=P : jfjHrp := k(jjr f())_kHp < 1g: (6.1)
In particular we want to give sucient conditions on ’
such that for every f 2 Hrp,
kf − Pk(f)kHp à const 2−krjfjHrp : (6.2)
Once (6.2) is established it will readily follow that kf −
Pk(f)kHp ! 0; k ! 1, for every f 2 Hp(Rd), because
C10
T
Hp(Rd) is dense in Hp(Rd). Indeed, for every  > 0
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and every f 2 Hp(Rd) there exists g 2 C10
T
Hp(Rd) such
that kf − gkHp à , therefore,
kf − Pk(f)kHp à const fkf − gkHp + kg− Pk(g)kHp
+ kPk(g) − Pk(f)kHpg
à const f(1 + kPkk)kf − gkHpg
+ kg− Pk(g)kHp
à const ;
for k suciently large. This nal remark along with Propo-
sition 5.4, concludes also the establishment of the wavelet
decomposition (5.1) for the Hp(Rd) spaces.
Next we return to the investigation of (6.2), we will give
two dierent approaches; the rst one (Theorem 6.1) makes
use of the approximation properties of the shift-invariant
space Sp := Sp(’) := S(’;Hp), and imposes seemingly
weaker assumptions on ’ both in the frequency and time
domains while the second (Theorem 6.2) is more easily ac-
cessible since all the decay and smoothness assumptions on
’ are given in the time domain.
Associated to the PSI space Sp, we have the family of
spaces
Shp := ff(=h) : f 2 Spg; h > 0: (6.3)
The eciency of approximation of these spaces is measured
by means of approximation orders. For any f 2 Hp(Rd) we
dene the error of approximation, Ep(f;Shp), of f from Shp
by
Ep(f;Shp) := inf
s2Shp
kf − skHp :
Roughly speaking, the approximation order of the shift-
invariant space Sp is the rate that the error of approxi-
mation decays, as h ! 0, when f varies over a family of
smooth functions. The faster the error decays to 0 the more
ecient the PSI space Sp is for approximation.
Note that we do not necessarily assume that ’ 2 Hp(Rd).
However, it is easily seen that Sp is not empty, since it is
possible to construct nite linear combinations of the shifts
of ’, that are in Sp.
We say that Sp provides order of approximation r > 0,
in Hp(Rd) if for every function f 2 Hrp(Rd) the error of
approximation of f from Shp satises
Ep(f;Shp) à const hrjfjHrp ; (6.4)
for some constant independent of f and h.
The approximation properties of the PSI space Sp were
studied in [19] where we proved the following theorem.
Theorem 6.1. Let ’ defined on Rd, and let m be an
integer with m > d=p. Let also  be a C10 function, such
that supp   B and  = 1 on B=2, for some 0 <  < .
If r > 0 and ’ satisfies
(1) j’(x)j à const=(1 + jxj)m
(2) j ’j Æ  > 0 on B
(3) ’ 2 Cm( flB)
(4)
P
22Zdn0 k() ’(−)=jj ’()kpMp is finite for  =
0 and  = r,
then, Sp provides order of approximation r in Hp(Rd).
Recall that kkMp , in the fourth condition above, refers to
the norm of the multiplier operator (cf. (2.9)). Returning for
a moment to the StrangFix conditions we note that, from
assumption (4) (plus some additional decay assumptions for
’ when r > d=p) one can show that ’ satises the Strang
Fix conditions of order r, in other words this is an extension
in some sense of the theorem of StrangFix to the Hp(Rd)
spaces.
For the proof of this theorem we used the observation
that
Ep(f;Shp) = hd=pEp(fh;Sp); (6.5)
where fh() := f(h) and then we employed the approxima-
tion scheme
T¯(fh)() :=
X
22Zd
(+ ) fh(+ )
’(+ )
’() (6.6)
to show that for every f 2 Hrp(Rd)
kf − Th(f)kHp à const hrjfjHrp ;
where
T˘h(f)() := T¯(fh)(h): (6.7)
Under the assumptions of Theorem 6.1 we showed that T is
a bounded operator from Hp(Rd) into Sp, as well as from
L2(Rd) into S2.
Combining now this theorem with the fact that the L2-
projector P is a bounded operator on Hp(Rd) we derive
Jackson’s inequality. Indeed, since T : L2(Rd) ! S2 and P
is a projector on S2; PT = T on L2(Rd). A density argument
now leads us to the fact that PT = T on Hp(Rd). As a
consequence, for every f 2 Hrp,
k(I− Pk)fkHp à const fkf − Tk(f)kHp
+kPk(Tk(f)) − Pk(f)kHpg
à const f(1 + kPkk)kf − Tk(f)kHpg
à const 2−krjfjHrp ; (6.8)
where Tk(f) is dened from (6.6) and (6.7) by dilation (with
h = 2−k).
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It is not hard to construct functions ’ that satisfy the
conditions of Theorem 6.1. For example any ’ with ’ 2
C10 (Rd) and such that
’() =
(
1; jj à 2=3
0; jj Æ 4=3:
provides approximation of any positive order in Hp(Rd).
Functions of this type are well known in wavelet theory and
give rise to the so-called Meyer wavelets. Other examples
include tensor products of univariate B-splines:
’(x) := (x1)   (xd):
For instance when  is the hat function then a direct appli-
cation of the above theorem shows that Sp provides order
of approximation k for every 0 < k à 2 in Hp(Rd), for
1=2 < p à 1.
Alternatively, in order to prove (6.2), instead of Theorem
6.1, one can employ the following result from [20] where
we studied the approximation properties of kernel operators
on various TriebelLizorkin spaces.
Theorem 6.2. Let 0 < p à 1, and r 2 N+. Assume also
that ’; γ are functions on Rd such that
(1)
jD’(x)j à const (1 + jxj)−d=p−r−1; jj à 1;
(2)
jDγ(x)j à const (1 + jxj)−d=p−r−1; jj à [d=p− d] + 1;
(3) ’ satisfies the Strang–Fix conditions of order r,
(4) γ satisfies the Strang–Fix conditions of order [d=p−
d] + 1,
(5) γ(0) = ’(0) = 1, and D γ(0) = D ’(0) = 0 for every
1 à jj < maxfr; [d=p − d] + 1g:
Then, for every 0 à n < r and f 2 Hnp the operator Pk
defined by
Pk(f)(x) :=
X
j2Zd
2kd
Z
Rd
f(y)γ(2ky − j)dy’(2kx− j)
satisfies
k(I− Pk)fkHp à const 2−knjfjHnp :
7. STABILITY ESTIMATES AND
BERNSTEIN’S INEQUALITY
In this section we discuss stability estimates for the shift-
invariant spaceW0 generated inHp(Rd) by the integer trans-
lates of the tensor product (pre)wavelets Ψ = f v : v 2 V0g.
Momentarily we assume that Ψ  L2(Rd)
T
Hp(Rd)
T
B˙
s0
q (Hp(Rd)); 0 < s0; q à 1; s0 ≠ 1, at the end of the sec-
tion we give sucient conditions that guarantee this fact.
We also need the dual functions, γv; v 2 V0, of the
(pre)wavelet set  v; v 2 V0 to belong in the dual of Hp(Rd),
namely the Lipschitz space Lip(d(1=p−1)) := Lip(d(1=p−
1); L1(Rd)) (or BMO for p = 1). For this it is sucient to
assume that for every jj à N+ 1 (jj = 0 for p = 1)
jDγv()j à const (1 + j  j)−m;m > d=p; (7.1)
recall that  v = γv; v 2 V0 when Ψ is a wavelet set.
Our goal is to prove
Theorem 7.1. Let 0 < p à 1 and 0 < s0; q à
1; s0 ≠ 1. Let also Ψ = f v; v 2 V0g be a collection of
(pre)wavelets in L2(Rd)
T
Hp(Rd)
T
B˙
s0
q (Hp(Rd)) with dual
functions γv; v 2 V0, that satisfy the decay and smoothness
conditions (7.1). Then, for every S 2 Wk
kSkB˙s0q (Hp(Rd)) à const 2ks0kSkHp : (7.2)
For (7.2) we establish the following lemma.
Lemma 7.2. Let  v; v 2 V0, be a collection of (pre)wave-
lets in Hp(Rd) with dual functions γv; v 2 V0, that satisfy
the assumptions of Theorem 7.1. Then, there exist positive
constants such that for every S 2 Hp(Rd) with
S =
X
v2V0
 v 0 cv; cv := (cv(k))k2Zd 2 lp(Zd)
we have
const
X
v2V0
kcvklp à kSkHp à const
X
v2V0
kcvklp ; (7.3)
where the discrete convolution (cf. (3.2)) is defined in terms
of the convergence in the norm of Hp(Rd), i.e., the sequence
of the partial sums converges in the Hp-sense.
Proof. We shall consider the more general case where
Ψ is a prewavelet set. The wavelet case follows similarly.
The right hand side follows directly from the p-th power
subadditivity of the Hp(Rd) norm.
For the left inequality, by Theorem 3.2, we have that for
every v 2 V0,
cv(k) =
Z
Rd
S(y)γv(y − k)dy; k 2 Zd:
Therefore, for each v 2 V0,
kcvkplp =
X
j2Zd
Z
Rd
S(y)γv(y − j)dy
p :
Using the atomic decomposition for S we write
S =
1X
i=0
iAi
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where, for each i;Ai is a (p;1; N)-atom supported on some
cube I with center xI. Then, since 0 < p à 1,
kcvkplp =
X
j2Zd
X
iÆ0
i
Z
Rd
Ai(y)γv(y − j)dy

p
à
X
j2Zd
X
iÆ0
jijp
Z
Rd
Ai(y)γv(y − j)dy
p (7.4)
=
X
iÆ0
jijp
X
j2Zd
Z
Rd
Ai(y)γv(y − j)dy
p :
In the case where jIj > 1 using that jAi()j à jIj−1=p,
we haveX
j2Zd
Z
Rd
Ai(y)γv(y − j)dy
p
à
1
jIj
X
j2Zd
 Z
I+j
jγv(y)jdy
!p
à
const
jIj jIj
X
j2Zd
 Z
[0;1]d+j
jγv(y)jdy
!p
à const
with the constant independent of I, because jγv()j à
const(1 + j  j)−m with m > d=p.
Next, we treat the case jIj à 1 and 0 < p < 1. For this
we let  2 C10 be such that  = 1 on Bpd(0) and  = 0 on
(B2
p
d(0))c. Then,X
j2Zd
Z
Rd
Ai(y)γv(y − j)dy
p
=
X
j2Zd
Z
Rd
Ai(y)(y − xI)γv(y − j)dy
p
à kAikpHp
X
j2Zd
kγv()( + j − xI)kpLip(d(1=p−1))
à const
X
j2Zd
kγv()( + j − xI)kpLip(d(1=p−1));
because kAikHp à const with the constant independent
of i. Assuming that d(1=p − 1) = N +  with 0 <  à 1
we haveX
j2Zd
kγv()( + j − xI)kpLip(d(1=p−1))
=
X
j2Zd
(
X
jj=N
kD(γv()( + j − xI))kLip())p
à const
X
j2Zd
X
jjàN+1
jDγv()kpL1(B2pd(0)−j+xI)
à const;
because of (7.1). In any case,
kcvkplp à const
X
iÆ0
jijp à constkSkpHp :
Invoking this last estimate into (7.3) completes the proof.
Finally when p = 1 the result follows in a similar manner
since
jγv()j à const (1 + j  j)−m; m > d=p;
and kγvkBMO à const kγvkL1 .
From the proof of Lemma 7.2 it is easily seen that the
L2-projector Q dened by
Q(f)() =
X
v2V0
X
j2Zd
Z
Rd
f(y)γv(y − j)dy

 v( − j)
is bounded on Hp(Rd); 0 < p à 1. Indeed, following the
proof of Theorem 7.2,
kQ(f)kpHp à const
X
v2V0
X
j2Zd
jhf; γv;jijp
à constkfkpHp :
Proof of Theorem 7.1. We recall that
Wk := ff(2k)jf 2 W0g; k 2 Z:
Without loss of generality we can assume that k = 0,
since the general case can be easily derived by dilation. Let
S() =
X
v2V0
 v0  cv() =
X
v2V0
X
j2Zd
cv(j) v( − j):
Then, for every vector h and r > s0
rh(S; ) =
X
v2V0
X
j2Zd
cv(j)
r
h( v( − j)):
Applying the Hp(Rd) norm and taking the supremum over
jhj < t; t > 0,
!r(S; t)
p
Hp à
X
v2V0
X
j2Zd
jcv(j)jp!r( v( − j); t)pHp
=
X
v2V0
X
j2Zd
jcv(j)jp!r( v; t)pHp :
From this we easily get that
!r(S; t)Hp à const max
v2V0
!r( v; t)Hp
X
v
kcvklp :
116 GEORGE C. KYRIAZIS
Finally, multiplying the last inequality by t−s0 raising to
the qth power and integrating, we obtain
kSkB˙s0q (Hp(Rd)) à const max
v2V0
k vkB˙s0q (Hp(Rd))
X
v
kcvklp
à const
X
v
kcvklp
à constkSkHp ;
with the last inequality derived from the stability of the
family  v; v 2 V0.
Note that in Theorem 7.1 we made the assumptions that
the
f v; v 2 V0g  L2(Rd)
\
Hp(Rd)
\
B˙
s0
q (Hp(Rd)): (7.5)
We close this section by giving sucient conditions for
(7.5) to hold.
To verify that  v; v 2 V0, are in Hp(Rd), we shall use the
following lemma.
Lemma 7.3. Let f be a function on Rd such that
(1) jf()j à const(1 + j  j)−m;m > d=p and
(2)
R
Rd x
f(x)dx = 0, for every  2 Zd; jj à N,
then, f 2 Hp(Rd).
Proof. The proof of this lemma is a direct consequence
of the fact that f is a (p; 2; N; ) molecule for an appropriate
choice of .
Similarly using standard estimates one can prove (see for
instance in [13]):
Lemma 7.4. Let L = [d(1=p− 1) − s0]; s0 > 0 and m >
d=p. If f is a function on Rd such that
(1) jDγf()j à const(1 + j  j)−m; jγj à [s0] + 1 and
(2)
R
Rd x
f(x)dx = 0, for every  2 Zd; jj à L,
then, f 2 B˙s0p;q(Rd).
We require that the wavelets  v; v 2 V0 satisfy the as-
sumptions of both lemmata. Since ’ and Ψ are tensor prod-
ucts in terms of univariate function  and the univariate
wavelet  the decay and smoothness conditions of ; can
be carried over, to ’ and the wavelet set Ψ.
In particular, according to Mallat’s formula (4.1), the rate
of decay of  depends on the size of  and the size of the
coecients in the renement equation (1.3). To satisfy the
decay condition of Lemma 7.3, when  has orthonormal
shifts, it is enough to assume that
j()j à const (1 + j  j)−m; m > d=p: (7.6)
In this case, the coecients of the renement equation (1.3)
satisfy
ja(j)j à const(1 + jjj)−m; j 2 Z: (7.7)
Thus, from (4.1) the univariate wavelet  decays also at
the same rate, and as a consequence the same holds for ev-
ery  v; v 2 V0. In a similar manner, when  has L2-stable
shifts (not orthonormal) (7.6) guarantees that the coe-
cients (j); j 2 Zd in formula (4.2) satisfy (7.7) and there-
fore the prewavelet set  v; v 2 V0; decays at the desired
rate.
Next we give sucient conditions so that the (pre)wavelets
in Ψ satisfy the moments-condition of Lemma 7.3. Once
more it suces to establish this, only for the univariate
wavelet  since every  v; v 2 V0, is given by a tensor prod-
uct that involves  . In the case of prewavelets the arguments
that follow are still valid with minor modications.
From the decay condition (7.6) we see that ;  2 CN(R);
N = [d(1=p − 1)]. We recall also from [22] that (0) = 1.
Applying the Fourier transform at (4.1) we have
 () = G


2




2

with
G() :=
1
2
X
j2Z
(−1)ja(1 − j)ej(−); (7.8)
where (a(j))j2Z are the coecients of the renement equa-
tion. Thus, we see that G is a suciently smooth function
in a neighborhood of zero. The renement equation (1.3) is
equivalent to
() = H


2




2

with H() =
1
2
X
j2Z
a(j)ej(−): (7.9)
It is also easily seen that G() = e−iH(+ ) (see [22]),
and consequently,
G(r)(0) =
X
0àkàr

r
k

(−i)kH(r−k)(): (7.10)
Proposition 7.5. Let  be such that j()j à const(1+
jj)−m;m > d=p. Assume also that  satisfies the conditions
of multiresolution analysis, the refinement equation and the
Strang–Fix conditions of order N+1. If  is the orthogonal
wavelet generated by  then for every k 2 N,Z
R
xk (x)dx = 0; 0 à k à N:
Proof. The decay of  along with the stability implies
that [ ; ] Æ const > 0 on Td. Since
R
R x
k (x)dx =
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(−i)k  (k)(0) it is sucient to prove that for every 0 à k à
N;  (k)(0) = 0. From (7.8), by Leibniz’s rule, we get
 (k)() =
1
2k
X
γàk

k
γ

G(γ)


2

(k−γ)


2

: (7.11)
Evaluating at 0, we have
 (k)(0) =
1
2k
X
γàk

k
γ

G(γ)(0) (k−γ)(0): (7.12)
Therefore, it is enough to prove that for every γ with 0 à
γ à N, we have G(γ)(0) = 0. From (7.10), we see that it is
sucient to have
H(k)() = 0 for every 0 à k à N: (7.13)
We are going to prove (7.13) by induction on k; k à N.
It readily follows from (7.9) and the orthonormality of the
shifts of  (i.e., [ ; ] = 1 on T) that
jH(+ )j2 + jH()j2 = 1
for every  2 T. Invoking now the fact that (0) = 1 we
have that H(0) = 1 (see [22]). As a consequence H() = 0.
Assume now that for every γ < k;H(γ)() = 0. The 2-
periodicity of H along with Leibniz’s formula applied to
(7.9) and the StrangFix conditions of order N + 1 give
that, for every  2 Z,
0 = (k)(2(2 + 1)) =
1
2k
H(k)() (2+ ):
Therefore if H(k)() ≠ 0 then (2 + ) = 0 for every
 2 Z which in turn implies that
[ ; ]() = 0
which contradicts the stability of .
Summarizing, in order to ensure that the (pre)wavelet set
Ψ is in Hp(R)d), it is enough to assume that the univariate
function  satises the StrangFix conditions of order N+1
and the decay conditions (7.6) while membership in B˙s0p;q(Rd)
(by Lemma 7.4) requires in addition that for some m > d=p
jDk()j à const(1 + j  j)−m; 0 à k à [s0] + 1: (7.14)
8. BESOV SPACES AND WAVELET COEFFICIENTS
In the previous sections we established all the machinery
needed to characterize Besov spaces in terms of the wavelet
coecients. The main tools are: the boundedness of the L2-
projector P on Hp(Rd) (Theorem 5.3), Jackson’s inequal-
ity (6.2), Bernstein’s inequality (Theorem 7.1), the discrete
Hardy inequalities (2.12), (2.13) and nally the fact that the
Besov spaces can be realized as interpolation spaces.
It is well known (see [35]) that for 0 < s < 1; 0 <
p < 1 and 0 < q à 1 the Besov space B˙sp;q(Rd) is an
interpolation space for the pair (Hp(Rd); Hlp(Rd)); l > s, in
other words an equivalent semi-quasinorm for B˙sp;q(Rd) is
given by
kfkB˙sp;q(Rd)
 (
X
2Z
[2sK(f; 2−l; Hp(Rd); Hlp(Rd))]q)1=q; (8.1)
where the K-functional K(f; t;Hp(Rd); Hlp(Rd)) is dened
for all f 2 Hp(Rd) +Hlp(Rd) by
K(f; t;Hp(Rd); Hlp(Rd)) := inf
f=f0+f1
(kf0kHp + tkf1kHlp ):
(It follows from Theorem 2.1 that (8.1) is also an equivalent
semi-quasinorm for B˙sq(Hp(Rd))).
Theorem 8.1. Let 0 < p à 1; 0 < q à 1; 0 < s < 1
and r 2 N+ be such that 0 < s < r. Let also ’ and
 v; v 2 V0 be the tensor products (4.3), and (4.4) respec-
tively. Assume that the L2-projector P is given by
P(f)(x) :=
X
j2Zd
Z
Rd
f(y)γ(y − j)dy’(x− j):
If ’ and γ satisfy the conditions of Theorems 5.3 and
6.2 (or 6.1), and  v; v 2 V0, satisfy the conditions of The-
orem 7.1 for some s0 with r > s0 > s then, for every
f 2 B˙sq(Hp(Rd)) the following semi-quasinorms are equiv-
alent:
(i) kfkB˙sq(Hp);
(ii) k(2skP(f) − P−1(f)kHp )klq : (8.2)
Proof. First we prove that
k(2skP(f) − P−1(f)kHp )klq à constkfkB˙sq(Hp): (8.3)
For this we note that for every  2 Z
kP+1(f) − P(f)kHp
à constfkP+1(f) − fkHp + kP(f) − fkHpg: (8.4)
From the uniform boundedness of the operator norms of
P;  2 Z on Hp(Rd), and Jackson’s inequality we see that
for every g 2 Hlp(Rd); s < l < r,
kP(f)−fkHp à constf(1+kPk)(kf−gkHp+2−lkgkHlpg:
Taking now the inmum over all g 2 Hlp(Rd)
kP(f) − fkHp à const K(f; 2−l; Hp(Rd); Hlp(Rd)):
At last, multiplying both sides of (8.4) by 2s and applying
the lq-quasinorm we obtain (8.3).
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For the other half we are going to derive a weak inequal-
ity using Bernstein’s inequality (7.2). Indeed
!r

f;
1
2k
p
Hp
à
X
k<
!r

P+1(f) − P; 12k
p
Hp
+
X
àk
!r

P+1(f) − P(f); 12k
p
Hp
à const
X
k<
kP+1(f) − P(f)kpHp
+
X
àk
2−ks0pkP+1(f) − P(f)kpB˙s0q (Hp)
à const
X
k<
kP+1(f) − P(f)kpHp
+2−ks0p
X
vàk
2vs0pkP+1(f) − P(f)kpHp ;
where in the second inequality we used that
2ks0!r

P+1(f) − P(f); 12k

Hp
à kP+1(f)−P(f)kB˙s0q (Hp):
In view of the two inequalities (2.12) and (2.13) the result
follows.
Since the L2-projector played a dominant role in the de-
velopment of the whole theory, we recast the above theorem
in terms of ’(x) := 1(x1)   d(xd). For this we recall that
N := [d(1=p − 1)] and dene
L := maxfN+ 1; rg:
Corollary 8.2. Let 0 < p à 1; 0 < q à 1; r 2 N+
and s 2 R be such that 0 < s < r < 1. Let also ’ be
the generator of a multiresolution analysis for L2(Rd) with
stable shifts and assume that
(1)
jD’(x)j à const (1 + jxj)−d=p−r−1; jj à L;
(2) ’ satisfies the Strang–Fix conditions of order L,
(3) ’(0) = 1; D ’(0) = 0 for every 1 à jj < L.
If  v; v 2 V0 are the (pre)-wavelets given by (4.3) and
γv; v 2 V0 the corresponding dual functions then, for every
f 2 B˙sq(Hp(Rd)) the following semi-quasinorms are equiv-
alent:
jfjB˙sq(Hp) 
0BB@X
k2Z
[2k(s−d=p+d=2)

X
v2V0
0@X
j2Zd
jhf; γj;k;vijp
1A1=p]q
1CA
1=q
:
When ’ has orthonormal shifts it is clear that for ev-
ery j; k; v; γj;k;v =  j;k;v. In closing we mention that all the
aforementioned results can be carried over, almost identi-
cally, to the non-homogeneous Besov spaces as well.
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