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Edited by Robert Russell and Giulio Superti-FurgaAbstract Systems theory and cell biology have enjoyed a long
relationship that has received renewed interest in recent years
in the context of systems biology. The term systems in sys-
tems biology comes from systems theory or dynamic systems
theory: systems biology is deﬁned through the application of
systems- and signal-oriented approaches for an understanding
of inter- and intra-cellular dynamic processes. The aim of
the present text is to review the systems and control perspec-
tive of dynamic systems. The biologists conceptual framework
for representing the variables of a biochemical reaction net-
work, and for describing their relationships, are pathway
maps. A principal goal of systems biology is to turn these sta-
tic maps into dynamic models, which can provide insight into
the temporal evolution of biochemical reaction networks. To-
wards this end, we review the case for diﬀerential equation
models as a natural representation of causal entailment in
pathways. Block-diagrams, commonly used in the engineering
sciences, are introduced and compared to pathway maps. The
stimulus–response representation of a molecular system is a
necessary condition for an understanding of dynamic interac-
tions among the components that make up a pathway. Using
simple examples, we show how biochemical reactions are mod-
elled in the dynamic systems framework and visualized using
block-diagrams.
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In an amusing article, Yuri Lazebnik [1] argues that with the
ever increasing ﬂood of information about the components
that are involved in any of the cell functions, like apoptosis,
we are failing to improve our understanding of cell functions.
Put speciﬁcally, by simply collecting and cataloguing the com-
ponents and their molecular properties, we lose sight of how
the components interact functionally. By comparing an engi-
neering approach to systems with that of biology, he argues
that a more systematic and formal approach is necessary to
move from molecular characterization towards an understand-
ing of cell function through the interactions of the components
involved. The functions of the cell do not reside in the mole-
cules themselves but in their interactions, just as life is an emer-
gent, rather than an inherent, property of matter. Although
life, or the functions of the cell, arise from the material world,
they cannot be reduced to a plain description of the compo-
nent parts. A central dogma of systems biology is that it is
the dynamic interactions of molecules and cells that give rise
to biological function. The understanding of inter- and intra-
cellular networks deﬁnes the agenda of the (re-)emerging area
of systems biology. The principle aim is to understand intra-
and inter-cellular processes [2]:
1. How do the components within a cell interact, so as to
bring about its structure and function?
2. How do cells interact to develop higher levels of organiza-
tion, including, cell clusters, tissue and organs?
To support an understanding of the functioning and func-
tion of cells, in our view systems biology ought to focus on
mathematical modelling and simulation of the dynamics asso-
ciated with biochemical reaction networks (pathways).
With the many reviews and special issues available on the
subject, the present article instead focusses on the diﬀerential
equation or dynamic systems approach that underlies the
majority of noteworthy publications that may be attributed
to this area. One notices a trend in the current literature that
the term mathematical is frequently avoided and replaced
by computational to make mathematical modelling and sim-
ulation more acceptable to experimentalists. Systems biology is
trying to establish a close link between experimental data and
mathematical models in molecular and cell biology. Central to
any computational approach or simulation is a model, a math-
ematical model. Variables in a dynamic system change withblished by Elsevier B.V. All rights reserved.
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must be organized in a formal model. Control systems analysis
provides a way of formalizing such organization by using
structured mathematical descriptions of dynamical systems,
and graphical representations of system component interac-
tions. The purpose of this article is to provide a review of sys-
tem- and signal-oriented methods for biologists. On the way,
we learn about various ways to represent and visualize our
understanding, including the biologists pathway diagrams,
the biochemists reaction equations, pathway maps, the mathe-
maticians diﬀerential equation models, and the control engi-
neers block-diagrams. These tools serve as an interface
between the practical experiment and a theoretical model of
system dynamics.2. Diﬀerential equations as a language for observed changes
There are a range of formalisms available for modelling
and/or simulation of biochemical networks, including formal
languages, stochastic models and diﬀerential equations. The
choice of a suitable framework is not only guided by which
formalism would provide the most realistic representation.
The large number of variables and nonlinear relationships
force us to make assumptions. The experimental diﬀculties
in quantifying intracellular concentrations renders most mod-
els in molecular and cell biology phenomenological. We are
thus not in the business of building in silico replica models
of actual physical interactions of molecules. Instead, we
ought to choose a conceptual framework that is best suited
to support the biologists reasoning in making sense of obser-
vations.
Cell functions, including cell growth, cell diﬀerentiation,
proliferation, stress response, etc. are dynamic processes.
We observe through temporal changes in concentrations,
counts or copy numbers. A natural approach to describe dy-
namic processes in terms of rates of change are diﬀerential
equations. Diﬀerential equations come in two ﬂavors: ordin-
ary diﬀerential equations (ODEs), describing changes over
time and partial diﬀerential equations (PDEs), describing
changes in space and time. While the latter seem intuitively
more appropriate for modelling intra- and inter-cellular pro-
cesses, they require mathematical tools and experimental data
that in most practical cases are not available. We hereafter
focus, therefore, on ODEs as the most commonly adopted,
although not only approach for modelling intra-cellular dy-
namic processes. To motivate diﬀerential equation modelling
we use a very simple model of proteolysis. Let us consider a
protease E, which cleaves a speciﬁc peptide bond in a sub-
strate protein S, and thereby activating it to yield the modi-
ﬁed cleaved form P. In the ﬁrst step, we would assume or
hypothesize the principle:
‘‘The rate of proteolysis is inversely proportional to the
amount of substrate.’’
Assuming the rate of cleavage (proteolysis) is inversely pro-
portional to the amount of inactive substrate S, we can trans-
late this into a mathematical model by ﬁrst considering a
notation for the rate of change of substrate S: dS/dt. The
change over time is related to the slope of the concentration
proﬁle:The mathematical model for changes in the substrate con-
centration is subsequently obtained as
The parameter kp deﬁnes the rate coeﬃcient and includes
assumptions about (constant) temperatures and volume.
The concentration proﬁle of the cleaved form, P(t) is readily
obtained from P(t) = S0S(t), where S0 denotes the initial
substrate concentration. The state of the system is, therefore,
completely determined by S(t). For simple diﬀerential equa-
tion models, we ﬁnd an analytical or formal solution. This
is another equation which describes the curve SðtÞ ¼ S0
ekpt. For more complex systems, we will often not be able
to ﬁnd such solutions in analytical form but instead obtain
solutions through numerical integration of the diﬀerential
equations.
With the chosen framework of ODEs we now look at more
complex networks. Pathways are the concept by which
knowledge of interactions of proteins in cell functions is orga-
nized. A pathway map exhibits the names of the molecular
components, whose interactions govern the basic cell func-
tions. This leads us to a deﬁnition of pathways as biochemi-
cal networks. A large number of pathway maps are collected
in biological databases (e.g., http://www.kegg.org). Whether
we are aiming for stochastic models or a diﬀerential equation
model, one possible approach to bring these static diagrams
to life through modelling and simulation, is to decompose
large reaction networks into a set of unidirectional reaction
channels Rl
Rl : ll1Xj þ ll2X2 þ    þ llnXn!
kl
. . .
where X denotes a chemical species participating in a reaction,
the + signs represent a combination, the arrow represents a
transformation proceeding with rate kl and llj P 0 deﬁnes
the number of molecules of Xj involved in the reaction [3].
For instance, consider the following example
X1 þ aX2!k1 bX3!k2 aX2 þ cX4s
which can be split into two reaction channels
R1 : X1 þ aX2!k1 bX3 R2 : bX3!k2 aX2 þ cX4
When a reaction occurs, the changes to molecule popula-
tions can be summarized in form of vectors
m1 ¼ ð1;a; b; 0Þ; m2 ¼ ð0; a;b; cÞ:
That is, if the ﬁrst reaction channel is active, the population
of X1 molecules decreases by one, the population of X2 by a
molecules and so forth. Applying the law of mass action, a dif-
ferential equation model is easily derived. Denoting with
x1,. . .,x4 the dynamic variables corresponding to chemical spe-
cies X1,. . .,X4, we have
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dt
x1 ¼ k1x1ðtÞxa2ðtÞ;
d
dt
x2 ¼ ak1x1ðtÞxa2ðtÞ þ ak2xb3ðtÞ;
d
dt
x3 ¼ bk1x1ðtÞxa2ðtÞ  bk2xb3ðtÞ;
d
dt
x4 ¼ ck2xb3ðtÞ:
Looking at the structure of these equations, we recognize the
generalized representation
d
dt
xiðtÞ ¼
XM
l¼1
mlikl
YN
j¼1
xlljj ðtÞ; i ¼ 1; 2; . . . ;N ; ð1Þ
where the units of the concentrations x are mol per liter,
M = mol/L. For simplicity, the commonly used square brack-
ets [ ] to denote concentrations are omitted. Eq. (1) is already a
quite general representation, suitable for a large class of path-
ways, it allows for further assumptions leading to Michaelis–
Menten type kinetics. The beauty of mathematical analysis is
that it identiﬁes particular cases as examples of a more general
framework. We can thus further generalize this representation,
ignoring the speciﬁc structure on the right-hand side. The most
commonly employed framework to model nonlinear dynamic
systems is the state-space model [4–7]
_x ¼ f ðxÞ þ
Xm
i¼1
giðxÞui;
yj ¼ hjðxÞ; 1 6 j 6 p;
ð2Þ
where _x is shorthand for the rate of change dx(t)/dt of the n
variables summarized in the vector x. At any time t, x, repre-
sented through the variables x1(t) , . . . ,xn(t) deﬁnes the state of
the system. This system has m inputs and p outputs, the depen-
dence on t is omitted to simplify notation. A fundamental
assumption in using (2) is that together with some initial con-
dition x0 = x(t = 0) the state completely deﬁnes the future
behavior of the system.
Control variable u represents some independent stimulus. In
cell signalling u(t) would typically model ligands binding to
receptors. In many situations, we will not be able to observe
all state-variables directly. Through the response variable y
and the mapping h we can capture this situation. For example,
we may only be able to measure a total concentration phos-
phorylation assay. The f, g and h in (2) are mathematical mor-
phisms or mappings, relating the variables on the right-hand
side of the equation to rates on the left-hand side. Note that
while x, u and y are functions of time, f, g, h do not explicitly
depend on time. This means that we hereafter consider only
time-invariant systems, i.e., dynamic systems where the vari-
ables evolve in time but where the system properties remain
unchanged.
The state-space model (2) is applicable to a wide range of
systems. Although spatial aspects are not represented explic-
itly, this would require PDEs, for many practical cases it is
either possible to assume rapid diﬀusion and thus ignore it,
or diﬀerent regions of the cell may also be modelled by intro-
ducing additional variables to the model. The same protein
would thus have two variables in the model, representing dif-
ferent compartments such as, for example, the nucleus and
cytosol of the eucaryotic cell. In our view, the greatest weak-
ness of (2), and any other conventional diﬀerential equationmodel, are the consequences of protein translocation, e.g., in
and out of the cell nucleus. The nucleocytoplasmic export of
molecules that play a role nearer the membrane and receptors,
introduces time-delays [8]. As is well known from dynamic sys-
tems theory, transport delays have a signiﬁcant inﬂuence on
the behavior of a dynamic system. Delay diﬀerential equations
are a natural framework to account for such phenomena
explicitly. However, as with PDEs we trade a more realistic
model with an increase in the complexity of a formal analysis.
On the other hand, including delays in numerical simulations
does not pose any diﬃculties but requires detailed knowledge
of parameter values.
Implicit in the deﬁnition of a dynamic system (2) is the
assumption that we have an idea of what are the independent
and dependent variables of a system – corresponding to stim-
ulus u and response y, respectively. For many intracellular pro-
cesses, it is far from clear which proteins can be considered
‘‘drivers’’ and which ‘‘followers’’. For signal transduction
pathways ligands binding to cell surface receptors may be con-
sidered the input to the system and gene expression as the out-
put or response to the stimulus u(t). The area of cell signalling
[9] is, therefore, most susceptible to the control perspective on
intra-cellular dynamics.
Rather than continuing with more abstract representations,
as beautiful they may be to the theoretician, we now develop
concrete models from basic examples. Before this, we are, how-
ever, introducing an unambiguous graphical representation of
diﬀerential equation models.3. Pathway block-diagrams
Pathway maps used are for most cases a graphical represen-
tation that lacks a standard and for which it is not clear which
mathematical model should/could be used to simulate the sys-
tem. We, here, introduce a block-diagram representation of
nonlinear dynamic systems, which is an unambiguous transla-
tion of the mathematical model (2). Admittedly, it is, therefore,
only suitable for diﬀerential equations. The biologists concep-
tion of a pathway map is similar to block-diagrams that are
widely used in the physical- and engineering sciences. Arbi-
trary complex systems can be built up from four basic building
blocks:
The most important block we are going to focus on is that of
an integrator, which describes an accumulation or growth pro-
cess. The diﬀerentiator is simply the reverse operation to the
integrator. As alluded to above, the transport delay block is
of particular importance in simulating the eﬀect of protein
translocation, nucleocytoplasmic export and related spatial ef-
fects. Block-diagrams diﬀer to pathway maps in that they show
the processing of signals. Block-diagrams are thus a signal-ori-
ented approach, an arrow in these diagrams is associated with a
Fig. 1. Test signals that can be used to investigate the dynamic behavior of pathways.
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simply deﬁning associations, plus/minus signs indicating
ampliﬁcation/inhibition but instead they are numbers that
are added or subtracted. Towards this end, blocks or subsys-
tems are connected through signals via the following nodes:
For the addition/subtraction node, if there is no sign, a ‘‘+’’
is assumed. These basic building blocks form a de facto stan-
dard for graphical modelling of control systems circuits. While
the value and use of diagrammatic representations of pathway
models and tools to visualize them are discussed, for exam-
ple, 1 in [1,10,11], there are no established standards for path-
way maps. Given that we are discussing the value of control
concepts in pathway modelling, we hereafter consider a couple
of well studied examples of biochemical systems and investi-
gate (a) how control block-diagram representations might be
used and (b) how a control analyst might incorporate feedback
loops in pathway models. A discussion of how the more con-
ventional pathway maps can serve as information organizers
and simulation guides is discussed in [12].4. The role of feedback
Diﬀerential equations models, such as the control system (2)
are particularly suited to study the role of feedback loops. One
of the ﬁrst biologists who recognized the importance of biolog-
ical feedback was Rene´ Thomas [13]. For any process that is to
maintain, optimize or adapt a condition or value, information
about the is-state has to be fed back into the decision on any
change that should occur. In other words, feedback loops are
the basis for any form of regulation and/or control.
Control engineers distinguish between two principal kinds of
control systems with diﬀerent purposes: a) reference tracking,
and b) disturbance rejection. We hereafter refer to the ﬁrst case,
where the system is sensitive to inputs, as the ability to make
changes as required, e.g., to track or follow a reference signal,
as control. On the other hand, we refer to regulation as the
maintenance of a regular or desirable state, making the system
robust against perturbations. Regulation that maintains the le-
vel of a variable is also referred to as homeostasis. Here, we
should distinguish two forms of robustness in a control system.
The ﬁrst is robustness against external disturbances (distur-
bance regulation). In a biochemical pathway, a disturbance
might be caused by unwanted cross-talk from a neighboring
signalling pathway. The second form of robustness, is one1 See also http://discover.nci.nih.gov/kohnk/interaction_maps.html.which tolerates parameter changes in a system, without signif-
icantly changing the system performance. Both forms of
robustness are important properties in understanding path-
ways (see Fig. 1).
A central objective of systems biology is to devise methods
that allow the detection and description of feedback loops in
pathways [14,15]. An important result from systems theory is
that this is only possible through perturbation studies, where
the the system is stimulated with a well deﬁned signal. Unfor-
tunately, experiments in molecular and cell biology are diﬃcult
to set up in a way that suits systems-theoretic approaches. A
major hurdle for the success of systems biology arises, there-
fore, from the need to conduct expensive, time consuming,
complex perturbation experiments.
A superﬁcial view of feedback would say that positive feed-
back is bad (destabilizing) and negative feedback is good (sta-
bilizing). Indeed, the description of the role of feedback often
implies that in the absence of negative feedback, a system is
unbounded, unstable and not resistant to perturbations. In
fact this is not the case, most dynamical systems exist in a sta-
ble manner without the need for feedback. A better way in
which to describe the role of feedback is as a modiﬁer of the
dynamical behavior of a system. Depending upon the nature
of the feedback, it can either stabilize, destabilize, sensitize
or de-sensitize the behavior of a process. While positive feed-
back is conventionally associated with destabilization the truth
is more complex, and in many circumstances negative feedback
can have unwelcome eﬀects. However, in the context of the
special dynamical model forms found in pathway modelling,
there are certain special dynamical features induced by feed-
back that are important to understand. The following simple
models of accumulation or growth processes will illustrate
some of these features as they manifest themselves within cells.
As an initial demonstration of the features associated with
feedback, consider the simple model of growth (e.g., of a cell
or of a population of molecules in the cell). Let u(k) denote
the stimulus of the system at time k and y the response. Let
us take the view that the present depends not only on the cur-
rent state but also on the past, leading to a discrete version of a
diﬀerential equation, called diﬀerence equation:
yðkÞ ¼ f ðyðk  1Þ; uðkÞÞ; ð3Þ
where f describes the detailed functional relationship between
the stimulus, the past of y and the current response y(k).
One way to illustrate this is by the following block-diagram:
0 5 10 15 20
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)
Fig. 2. Illustration of the stabilizing eﬀect of a negative feedback loop in a discrete-time system. Left: unstable system with a positive feedback loop.
Right: negative feedback loop with KP = 1. In both cases the response to unit step input signal is shown.
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block denote an ampliﬁcation of the signal, respectively, the
unit sampling time delay. For instance, let us look at a linear
system, where f is realized by the following law
yðkÞ ¼ uðkÞ þ yðk  1Þ:
For initial conditions y0 = 0, u0 = 0 if we stimulate the system
with a step input, u(k) = 1 for k P 1, a simulation reveals a
linearly increasing, unbounded signal (Fig. 2, left). Whatever
the initial conditions, y0 P 0, the system is unstable and an
unrealistic model for most purposes. Let us, therefore, see
what happens if we add a negative feedback loop to the system:
The temporal evolution of the response signal is modelled by
the following equation
yðkÞ ¼ ðuðkÞ  KP  yðkÞÞ þ yðk  1Þ:
A simulation reveals a bounded signal (Fig. 2, right).5. Tutorial examples
In the following, we present very simple examples of bio-
chemical reactions, which are subsequently translated into a
set of mathematical (diﬀerential) equations. These in turn
maybe related to a standard positive/ negative feedback repre-
sentation drawn from control engineering. In general, we say a
component or variable of a system is subject to negative feed-
back when it inhibits its own level of activity. For example, a
gene product that acts as a repressor for its own gene is apply-
ing negative feedback. Likewise, a component of a system is
subject to positive feedback when it increases its own level of
activity. Through these examples we are going to review the
concepts of the biochemists reaction equation, pathway maps,
diﬀerential equations and block-diagrams.Returning to our proteolysis example from the introduc-
tory section, we generalize it in the context of the frame-
work outlined above. Consider a simple monomolecular
reaction, where chemical species X is transformed. The
change in concentration of X at time t depends on the con-
centration of X at time t in that the rate by which the reac-
tion proceeds is proportional to the concentration at each
time instant,
dxðtÞ
dt
/ xðtÞ
with a certain positive rate constant k. A diagrammatic repre-
sentation of this biochemical process illustrates the fact that
chemical species X ‘‘feeds back’’ on itself:
X X
A linear mathematical ODE model of the process is given by
d
dt
xðtÞ ¼ k  xðtÞ:
Here, X acts as a substrate being converted and the product.
There is positive feedback in that the larger the product X, the
greater the rate of change by which substrate X is transformed.
A simulation of this system reveals the expected unbounded
growth in the concentration of X,
xðtÞ ¼ x0  ekt;
where x0 = x (t = 0) denotes the initial condition. With increas-
ing x, the growth rate dx/dt also increases in this system, lead-
ing to an unbounded growth. Next, we look at the
autocatalytic reaction
XþA !
k1
k2
2Z
where for a given X molecule, A facilitates the doubling. A
pathway map of this process would be
In pathway maps, we use a bar at the end of the arrow to
denote an inhibition or negative feedback loop. If A is consid-
ered to have a constant concentration, generalizing the law of
mass action, we arrive at the following diﬀerential equation
model:
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dt
xðtÞ ¼ k1axðtÞ  k2x2ðtÞ ¼ k1axðtÞ 1 k2ak1 xðtÞ
 
:
Why we rewrote the equation in the form given in the second
line will be clariﬁed below. In this autocatalytic reaction the
product has a strong inhibitory eﬀect on the rate at which
X is transformed. In order to indicate the internal feedback
mechanisms at work in this system, we will label the right-hand
bracketed term (1  k2x(t)/(ak1)) as a control input variable
u(t)
d
dt
xðtÞ ¼ k1auðtÞxðtÞ:
Because of the product term on the right-hand side this equa-
tion is also referred to as a model of a bilinear system. If we
consider variable x to represent the state of the system, and
we write dxðtÞ=dt ¼ _x for short, this system becomes an exam-
ple of (2), in particular:
_x ¼ f ðxÞ þ gðxÞu; xðt0Þ ¼ x0;
y ¼ hðxÞ:
We can alternatively write:
uðxÞ ¼ a bx;
where the constant a is called the intrinsic growth rate of the
population and a/b corresponds to the maximum attainable
population. The model we thus obtain is speciﬁed by the equa-
tion
dx
dt
¼ ax a=b x
a=b
 
¼ axðtÞ 1 b
a
xðtÞ
 
: ð4Þ
This model form is called the logistic growth model and is
equivalent to the autocatalytic reaction introduced above.
The model describes the real growth rate as a proportion of
the intrinsic growth rate. This proportion however decreases
with an increase in the population, leading to a more realistic
scenario of a system that remains within bounds (Fig. 3). Both
previous examples, echo the observations made in the discrete-
time example of a simple growth process with added negative
feedback.
For two molecular species, we can generalize the control of
the system into
_x1 ¼ u1ðx1; x2Þx1;
_x2 ¼ u2ðx1; x2Þx2:0 0.5 1 1.5 2 2.5
0
2
4
6
8
10
12
14
t  (sec)
x(t
)
Fig. 3. Unbounded and limited growth. Left: simulation of the monomolecula
reaction (logistic equation) with negative feedback. For the solid line x0 = 2If we specify for u1 and u2,
u1ðx1; x2Þ ¼ k1a k2x2;
u2ðx1; x2Þ ¼ k2x1  k3;
we obtain the well known Lotka–Volterra model of two com-
peting populations. If variables x1 and x2 correspond to the
chemical species X1 and X2, the biochemical representation
of this system is
X1 þA!k1 2X1
X1 þX2!k2 2X2
X2!k3 B
where A is maintained at a constant concentration and B cor-
responds to the degradation of X2. The ﬁrst two reactions are
autocatalytic. Compared to the limited growth model from
above, this system is capable of showing oscillatory behavior.
The block-diagram for the Lotka–Volterra model can be
drawn directly from those equations:
The Lotka–Volterra model of competing species gives an
opportunity to discuss the purpose of mathematical models
as a mechanism for illuminating basic principles, while not
necessarily describing the details of a particular case. Speciﬁ-
cally, the Lotka–Volterra model would nowadays be consid-
ered an unrealistic model for modelling animal population
dynamics. However, as an abstraction it has proven very useful,0 5 10 15 20
0
2
4
6
8
10
t  (sec)
x(t
)
r reaction with positive feedback. Right: simulation of an autocatalytic
, a = 2, b = 1/2.5 and for the dashed line x0 = 10, a = 2, b = 1/3.
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the right questions [16]. It is in this spirit that models of intra-
cellular dynamics are, or should be, developed in systems biol-
ogy. The systems considered here are frequently used for an
introduction to diﬀerential equations. The prototypical biolog-
ical example of a regulatory system is the protein synthesis
model of Jacob and Monod [17]. The conceptual model ex-
plains how the production of mRNA (x1), is feedback con-
trolled by a repressor (x3). A simpliﬁed pathway map of this
process is shown in the following diagram:
A diﬀerential equation model of this regulatory mechanism
of protein synthesis is
d
dt
x1 ¼ k1k2 þ k3x3ðtÞ  k4x1ðtÞ;
d
dt
x2 ¼ k5x1ðtÞ  k6x2ðtÞ;
d
dt
x3 ¼ k7x2ðtÞ  k8x3ðtÞ:
For each of these equations, the last term describes degradation
of the molecules. k5 is the rate of synthesis for the protein that
facilitates the production of the co-repressor. Note that there is
no minus sign to indicate the negative feedback as in previous
examples. The greater x3 in the numerator of the ﬁrst term of
the rate equation for x1, the smaller its contribution towards
the rate of change of x1. In contrast to the previous example
where the feedback was linear, i.e., a simple additive or negative
term, in this example the feedback is nonlinear. To illustrate the
use of block-diagrams more clearly, let us consider the block-
diagram for the Jacob–Monod model of protein synthesis.
We are now alerted to the fact that negative feedback does not
necessarily coincide with an explicit form of negative feedback
loop. Speciﬁcally, we have in the block-diagram arbitrarily
chosen to arrange the ﬁgure such that x3(t) appears as the term
fed-back to x1(t) and that because of the nonlinear form of the
feedback it will in fact for small perturbations be negative. The
arbitrary nature of the feedback variable is because there is no
explicit control input. In such autonomous systems, it is the
physical/biological structure that will determine what we (the
analyst) chose to call the feedback signal. When the diﬀerential
equation for x1 is linearized by Taylor series expansion the
x3(t) appears as a negative feedback term. Whether or not lin-
earization is feasible depends on the system considered.
In the block-diagram above, we have also noticed that deg-
radation is represented by an integrator with a negative feed-
back loop around it. This motif, we can summarize into a
single block:Note that this is not just an arbitrary graphical simpliﬁca-
tion, the inner structure of the block remains unambiguously
deﬁned. That is, we do not lose information or accuracy in pre-
sentation by scaling the block-diagram in this way. Finally, the
protein synthesis model can be simpliﬁed to
Although, the systems we have considered here are fairly
simplistic, the consequences of feedback loops we have ob-
served remain akin for more complex processes. For a related
instructive discussion of the dynamic systems approach in bio-
chemical pathway modelling we recommend [18–20].6. Discussion and conclusions
Although a pathway or pathway map describes molecules,
their physical state and interactions, it is an abstraction, with
no physical embodiment. A pathway map is thus a model;
which proteins and what physical states of the molecules
should be considered for experiments and the model is what
we call the art of modelling.
Feedback loops are the essence of control and regulation, for
only if information about the consequences of some output is
fed back, the system can adjust itself or respond in an appro-
priate way. Using ODEs to model biochemical networks, we
have shown that feedback loops can stabilize and destabilize
a system, keep its variables and signals bounded, they can
make the system robust against perturbations, they allow the
system to adapt to changes, or track an input stimulus.
Another relevant feature of control systems is that they have
speciﬁc intent, and control systems analysts have theories for
understanding intent and methods for achieving a required in-
tent or purpose [21]. In a modelling framework, the causal
structure of a control system provides a framework for the
dynamical manipulation of information with a purposeful
objective. This is topical and relevant in the light of recent dis-
cussion of the value of systems biology compared with mathe-
matical biology [22]. In this same spirit, feedback loops lie at
the heart of the causal/purposeful mechanisms of control and
regulation in dynamic systems. Speciﬁcally, it is only if infor-
mation about the consequences or some output is fed back,
can the system automatically adjust itself or respond in an
appropriate way. Feedback is not always beneﬁcial, for feed-
back loops can stabilize or destabilize a system. Feedback
can keep a systems variables and signals bounded, or it can in-
duce oscillations or unbounded growth. Likewise, feedback
loops can make a system robust against perturbations, but at
the same time they allow the system to adapt to changes, or
track an input stimulus. The role of feedback in biochemical
O. Wolkenhauer et al. / FEBS Letters 579 (2005) 1846–1853 1853reaction networks will be our second principal theme for this
article, and the two themes are brought together by a control
system oriented description and analysis of a dynamic pathway
modelling example.
Apart from the role of feedback loops, the text has tried to
survey alternative and complementary representations and
visualizations, including the biochemists reaction equations,
the mathematicians diﬀerential equation models, the control
engineers block-diagrams and the biologists pathway maps.
Block-diagrams are well established in the engineering sciences
as a means of describing dynamic systems in general. Through
the integrators used, these diagrams are inherently linked to
diﬀerential equation models and are, therefore, less general
than those molecular interaction maps [11], commonly used
to visualize relationships in pathways. On the other hand,
block-diagrams are a direct and unambiguous visualization
of the mathematical model. These diagrams also do not explic-
itly represent spatial aspects. While the transport of a protein
from the nucleus to the cytosol can be modelled, compart-
ments are realized by introducing more than one variable in
the model for the same molecular species in diﬀerent regions
of the cell. For the analysis of the nonlinear diﬀerential equa-
tions models, we only used time plots. Visualization is no less
important to theoreticians than it is to biologists and so there
are a range of tools available we have not mentioned here,
including stimulus–response curves, phase-plane and bifurca-
tion analysis (e.g., [23,24,16,20]). For an application of these
mathematical tools applied to a model of the yeast cell cycle,
we refer to the expositions of Novak and Tyson [25,26,20].
The building block approach to an understanding of systems,
when associated with purpose, is very similar to the causality
principles that are embedded in the dynamical system model-
ling methods of control engineering. One question we investi-
gated here was whether the control engineers proﬁciency
with block-diagram models and modular representations can
contribute to systems biology by facilitating the translation
of biological concepts into mathematical representations.
The cell is made up of molecules, like a car is made up
from plastic and metal. But a soup of molecules is no more
a cell than a heap of plastic and metal is a car. To under-
stand the functioning and function of a cell, we need to know
the relations and interactions of the components that consti-
tute it. If the central dogma of systems biology is that it is
dynamics that determines biological function, we would reﬁne
this statement and argue that the dynamical manifestation of
feedback determines the development and maintenance of bio-
logical processes.
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