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Tadeusz D łotko
Sur certaines équations intégro-différentielles du n-ième 
ordre.
Dans cette note je donne quelques applications des théorèmes démontrés dans [2], 
aux équations intégro-différentielles de la forme
00
(1) (pin\ t )  = 0  |  f ( t , ę  (s)) ds r(t  , s ) , G 2 = 1,
HO
où f ( t ,  x), r ( t , s ) et h ( t ) ^ t  sont les fonctions données et cp(t) est une fonction in­
connue. L’intégrale est comprise au sens de Stieltjes, s étant la variable d’intégration.
Dans le cas plus spécial, où r(t ,  s) = r(t,  t) pour s > t  e t / ( / ,  x) =  x, l’équation (1) 
devient l’équation différentielle linéaire à argument retardé
00
(1') <p(n)( 0 =  J (p(s)dsr ( t , s )
Ht )
du type qui à été étudié par A. D. Mychkis [7] et qui à son tour embrasse l’équation 
plus simple
(1") ę {" \t)  = f ( t ,  (p(h(t)))
étant le sujet des travaux de nombreux auteurs. En particulier les théorèmes que je 
donne ici généralisent certains résultats, contenus dans [1], [3], [4], [5], [6], [7], [8] 
et se rapportant aux équations du type (pM(t) = a(t)(p(h(t)) ou bien <p(n\ t )  = a(t)(p(t).
Les deux théorèmes, que je démontre dans cette note, concernent l’allure asymp- 
totique des solutions des équations du type (1) sous certaines conditions autant 
faibles, qu’elles ne garantissent pas encore l’existence des solutions. Donc ces résultats 
seront applicables dans tout cas particulier, où on sait déjà, que l’équation envisagée 
remplit certaines autres conditions, suffisantes pour qu’il existe des solutions définies 
sur demi-axe positive des t.
Nous convenons d’entendre par solution de l’équation (1) toute fonction (p(t) 
définie et continue pour t ^ T ,  où T=m\ nh( t )  (les hypothèses qui vont suivre, garan- 
tisseront l’existence d ’un tel minimum) ayant les dérivées continues jusqu’à l’ordre n 
dans l’inteivalle <0, oo) et y satisfaisant à l’équation (1).
Vu le caractère des théorèmes, que nous allons démontrer il ne serait pas ici 
nécessaire de formuler des conditions initiales.
Voici quelques définitions et théorèmes, empruntées du travail [2]. Nous écrivons 
cp( t ) ^ ’ oc (resp. < ’ a) lorsqu’il existe un nombre b tel, que l’on a ç>(/)>a (resp. <  oe) 
pour t ^ b  et qu’il n’existe aucun intervalle de la forme <1, oo), dans lequel on ait 
(p{t)=0L. Au lieu <jO(t)>’0 (resp. < ’0) nous écrivons aussi s [<p] =  1 (resp. s [<p]= — 1); 
dans ce cas que la fonction q{t)  est de signe déterminé.
Dans cette note contrairement, que dans [2], je ne profite pas d’un certain lemme, 
donné dans [6].
1. Nous désignons par (j)n, n = 0 , 1, ... l’ensemble des fonctions <p(t) définies et 
continuellement dérivables jusqu’à l’ordre n dans l’intervalle <0, oo).
2. Nous désignons par A" le sous-ensemble de (j)" formé des fonctions (p(t), 
dites oscillantes, telles que sup{t:<p(f)=0} =  +  oo.
3. Nous désignons par il/"k, où O ^ k ^ n ,  l’ensemble des fonctions q>(t) telles 
que pour t ^ T  on a:
1° les fonctions <pM( t ) , i = 0, 1, « sont de signes déterminés,
2° s[(pM]s[(p]=l  pour i — 0,  1 , . . . ,  k,
3° s [<?] =  ( — i y - * pour j = k + l ,  k + 2 ,  . .. ,  n — 1, n (k < n ),
4° lim <p(m)(r)= 0  pour m = k + l ,  k + 2 ,  . . . ,  n —1 ( k < n — 1),
f —► CO
5° il existe lim <p(k\ t ) = g ^  ± oo et s[g]s[q]^0,  si seulement k ^ n —l.
t -*  oo
4. Désignons par Bnk le sous-ensemble i//"*, déterminé par la condition supplémen­
taire
lim ç>w (t) = 0 .
t -* 00
Dans la note [2] on démontre quelques théorèmes, concernant des classes des solu­
tions de l’équation fonctionnelle
(*) ę (n\ t )  = 0 F ę ( t ) ,  t ^ a ,  O 2 — 1.
Le symbole F  désigne une transformation, qui fait correspondre à toute fonction ę( t )  
de classe 4>n une fonction \p (t)= Ftp (t) de classe 0°.
H y p o t h è s e  H 1. Si (p{t)e <f>n est de signe déterminé, la transformée xjift) l’est 
encore et s, [<p].r[i/'] =  l.
H y p o t h è s e  H\.  Si ę (t) e <•/>" est de signe determine et si \ < p ( t ) \ c t p où 
c =  const>0  et p  est un entier non négatif et inférieur à n —1, alors
co
| |  sn~p~2F(p{s)ds\ = oo.
Theoreme 1 de [2]. Dans l'hypothèse / / ,  toute solution de l'équation (*) doit 
appartenir soit à la classe A", soit à l’une des classes tl/"k, où O ^ k ^ n ;  dans le cas 
où 0  =  1, on a k ^ n  (mod 2), dans le cas où 0 =  — 1, on a k ^ n — 1 et k = n — 1 (mod 2).
Theoreme 2* de [2]. Si la transformation F  satisfait aux hypothèses H 1 et H j, 
toute solution <p{t) de l’équation (*) appartient à l’une des classes A", ipnn, B"°, les 
classes \pnn étant exclues pour 0 — — 1 et les classes Bn0 pour ( — l)n0< O .
Nous posons
<M0  =  ]  f ( t ,  <P (s)) ds r ( t , s ) .
HO
H y p o t h è s e  K, .  La fonction / ( / ,  .v) est définie et continue dans le domaine 
D { ( t , x ) : t ^ 0, — oo< .v<+oo} et f ( t , x ) x > 0  pour x^O .  La fonction r ( t , s )  est 
définie dans le domaine A =  {(/, s ) : t ^ 0 ,  s ^ h ( t ) }  où h(t) désigne une fonction con­
tinue pour t ^O,  et lim h(t) = + oo. La fonction r ( t , s ) est non décroissante par
t-* ce
rapport à s et il existe un T ^O  tel que pour chaque t ^ T  il existe un p>h( t )  pour 
lequel r ( t , p)> r ( t , h(t)).
OO
Soit ô(t) = \Jr( t ,  s) et supposons, que S(t) est une fonction continue pour t> 0 .
HO
H y p o t h è s e  K 2. Il existe deux fonctions positives k(t) e <j>° et q (t) e <t>° satisfaisant 
aux conditions suivantes: A(t)->0 pour t-> +  oo, |f ( t ,  x ) \ ^q ( t )  si t ^ O  et |x |> a (f)  et
OO
J tn~2ô( t )q( t )dt  — H-oo.
R e m a r q u e  1. L ’hypothèse K x entraîne l’hypothèse H l dans [2], page 101.
En effet étant supposé que j[<p]= l, choissisons un T x tel que l’on ait (s) > 0  
pour s~^Tx. Ensuite fixons un tel T  que l’on ait h ( t ) ^ T { pour t~^T. Comme d ’après 
l ’hypothèse Kx f ( t , x ) x > 0 pour x # 0 , il est évident, que / '( / , tp(s))>0 pour t ^ T  
si s ^ h ( t )  et cp(s)^0.  Mais <p(s)^0 dans l’intervalle ( T ,  oo) et pour chaque t ^ T  
il existe un p >h ( t ) tel que r ( t , p ) >r ( t , h(t)), donc s [ $ ] = l .
Pareillement s [<j>] — — 1, lorsque s [<p] =  — 1.
R e m a r q u e  2. Des hypothèses Kx et K2 résultent les hypothèses / / ,  et H* dans [2] 
page 101.
Fixons les fonctions k(t) et t]{t) figurant dans l’hypothèse K2. Soit p.ex. tp(t) e </>" 
et (p( t)^ 'c tp, où c =  const>0 et p  est un entier positif, 0 < p < n — 1. Alors <p(t)^ctp 
pour t ^ T * .  Il existe un 7’^ m a x ( l , r * )  tel que pour t ^ T  nous avons: (p(t)^c,  
1 +  oo, 0 < -l( /)< c  pour t-* + co. En vertu de l’hypothèse K2 \f(t, x)\^t](t)
pour t ^ T  et |x |^A (.). Donc
00 co
<Ms)= j  /(*> <p(j))drt(s, z )>  J q(s)d t r(s ,  t)  =  q(s)ô(s)
/ l ( s )  h(s)
et
00 00
j  sn~2(j>(s)ds^  J s"~2q(s)ô(s)ds — + o o .
3. D E U X  THÉORÈMES
Théorème 1. Dans l'hypothèse K x, chaque solution ę  (t) de l'équation (1) appartient 
à l'une des classes A" ou \jjnk, où O ^ k ^ n .  En particulier si 0  =  1, alors k= n  (mod 2), 
si 0  =  — 1, alors k ^ n —l et k = n —\ (mod 2).
La démonstration résulte immédiatement de la remarque 1 et du théorème 1 de [2], 
page 103.
Théorème 2. Admettons les hypothèses K l et K2, alors chaque solution <p(t) de 
l'èquation (1) appartient à l'une des classes A", où B”°. Plus exactement: 
si 0  = 1 et n est pair, ę{t) appartient à A", tj/nn où Bno,
si 0  = 1 et n est impair, (p(t) appartient à A" où ijjnn,
si 0 =  — 1 et n est impair, cp(t) appartient à A" où B"°,
si 0 =  — l et n est pair, <p{t) appartient à A".
Les classes ipnn étant exclues pour 0 =  — 1 et les classes Bno pour ( —1)" 0 < 0 .
D é m o n s t r a t i o n .  En effet, soit (p(t) une solution de l’équation (1) et supposons 
qu’elle ne soit pas oscillante. En vertu du théorème 1 de [2] ę  (t) c ij/"k et le nombre k  
peut être égal à n seulement dans le cas où 0 = 1 .
Nous pouvons donc admetre, que l’on a 0<fc<fl +  l. Nous admettons en outre, 
pour simplifier les notations, que ę ( t ) ^ ’0. Nous allons voir, que le nombre k  ne 
peut pas être supérieur à zéro. Sinon, nous aurions et la fonction ę><fc_1)(>)
serait positive et non décroissante. Donc il existerait un nombre a > 0  tel que 
<p(t_1) (0 ^ ’2a d’ou cp(t)^cttk~1 pour t ^ b ,  le nombre b étant suffisamment grand. 
D ’après (1), du lemme 3 de [2] et des hypothèses K x et K 2 on aurait que
OO
<PW® > 7 -----T—ï\ï(n —k iy. j
d’où
J sn~k~1(j)(s)ds< + oo.
En vertu de l’inégelité <j»(/)>at*-1 , a>0 ,  t ^ b  et des hypothèses K\  et K2 nous 
aurions
<j)(t)^d(t)t](t) pour t ^ b
et
00
J sn~k(f>(s)ds = +CO.
Dans cette relation nous allons voir, que l’indice k  = 0, ce qui est possible exclusive­
ment dans le cas, où 0  =  1 et n pair, ou bien 0  =  — 1 et 77 impair, en tenant compte 
du fait, que ę  (t) e i/r"° et de la condition 2° dans la définition de cette classe. Donc 
il reste de démontrer, que lim<p(r) =  0. En effet, dans le cas contraire, nous avons 
ę ( t ) ^ ' a>0, d’où en vertu de l’hypothèse K 2 et du lemme 3 de [2], résulteraient les 
inégalités
oo oo
oo= |  s"_2<^(s)ds^ |  sn~1(j>(s)ds< + co .
Cette dernière contradiction achève la démonstration.
Corollaires :
1. Si on admet n = 2, 0 = —1, sup(/ —/?(?))< + oo, ô ( t ) ^ m > 0  pour t ^ 0 et
I&O
si f ( t , x )  = x, l’équation (1) prend la forme
oo
(3) ç (n\ t )  = -  J q> (s) dsr ( t , s'),
h(t)
et l’on obtient du théorème 2 le théorème, donné par A. D. Mychkis [7], page 157.
2. Si on admet, que l’équation (3) est de la forme
(4) <p"(t) = OM( t )<p( t -h( t j ) ,
00
où M ( 0 ^ 0  et j  M( t ) d t =  +  co, alors du théorème 2 il résulte pour 0  =  1 une générali­
sation du théorème, démontré par G. A. K a m e n s k i j  [4], page 204 et pour 0  =  — 1 
une certaine généralisation du théorème, donné par le même auteur [4], page 193.
3. Si l’équation (4) est de la forme
(5) M (t) ^ 0
on obtient du théorème 2 (comme dans [2]) les théorèmes, donnés par W. B. Fite [3], 
J. G . Mikusinski [6], G. W. Ananiewa et B. I. Balaganskij [1].
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T a d e u s z  D l o t k o
O PE W N Y C H  R Ó W N A N IA C H  R Ó Ż N IC Z K O W O -C A Ł K O W Y C H  R Z Ę D U  n
S t r e s z c z e n ie
Praca  dotyczy zastosow ań tw ierdzeń udow odnionych w [2]. Z ak łada  się, że funkcja 0 ( t )  = 
co
=  J  f( t,rp (s ))d s r ( t ,  s) przekształca funkcje klasy C” w przedziale <0, co) w funkcje ciągłe w tym
MO
przedziale, zachowując dla dostatecznie dużych wartości t znak  funkcji (pit), jeśli był stały w jakim ś 
przedziale <u, 00), a > 0 .  P onad to  istnieje liczba n tak a , że
00
j  t n~ 2 rj ( t)ó ( t)d t  =  + c o  ,
<5(f)= V  i )  i 0 ( 0 « l / ( 0 * ) |  dla f < 0  i M > A (f )> 0 .  
*(<)
Dow odzi się, że równanie <p^ nKO  =* — <P(0 z  parzystym n dopuszcza tylko rozwiązania oscylujące. 
Jeśli n jest nieparzyste, to  możliwe są oprócz rozwiązań oscylujących rozwiązania dążące do zera 
wraz z pochodnymi aż do rzędu n — 1 włącznie.
Równanie <p^ n\ t )  =  <P(f) z  nieparzystym n  m oże mieć rozwiązania oscylujące lub dążące do  
nieskończoności wraz z pochodnymi aż do rzędu n —2 włącznie. Jeśli zaś n jest parzyste, to oprócz  
ostatnio wymienionych mogą jeszcze dojść rozwiązania zbieżne do zera wraz z pochodnymi aż do  
rzędu n — 1 włącznie.
Podane wyniki uogólniają wyniki cytowane na początku pracy.
Oddano do Redakcji 8  kwietnia 1969 r.
