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Abstract
In this paper, we consider the variable-order Galilei advection diffusion equa-
tion with a nonlinear source term. A numerical scheme with first order temporal
accuracy and second order spatial accuracy is developed to simulate the equation.
The stability and convergence of the numerical scheme are analyzed. Besides, an-
other numerical scheme for improving temporal accuracy is also developed. Finally,
some numerical examples are given and the results demonstrate the effectiveness of
theoretical analysis.
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1 Introduction
The time, space or time-space fractional diffusion equations are widely used
in recent years to model the evolution of various phenomena in applications
in science and engineering (e.g. [6–9,12,19–22,31]). However, analytical solu-
tions could not be obtained for most of these fractional diffusion equations.
Sometimes, even when an analytical solution can be obtained, its expression in
∗ Corresponding author.
Email address: f.liu@qut.edu.au (F. Liu ).
Preprint submitted to Elsevier 24 December 2010
terms of special functions makes its computation difficult. Therefore, a number
of authors proposed numerical methods for solving fractional diffusion equa-
tions (e.g. [1,2,13,16,29,30,32]). For the initial-boundary value problem of the
following Galilei invariant fractional advection diffusion equation [21]:
∂u(x, t)
∂t
+ κ
∂u(x, t)
∂x
=0 D
1−γ
t
(
κγ
∂2u(x, t)
∂x2
)
+ f(x, t). (1)
Chen et al. [2] presented an implicit difference approximation with first order
temporal accuracy and second order spatial accuracy, and analyzed the sta-
bility and convergence of this implicit difference approximation by the Fourier
method.
So as to more accurately describe the evolution of phenomena modelled in
various fields of science and engineering, the concept of variable-order operator
has been introduced. Several authors (e.g. [4,5,10,11,14,17,18,24–28]) have in-
vestigated several classes of variable-order fractional differential equations. To
date, only a few authors studied numerical methods and numerical analysis of
variable-order fractional differential equations. Lin et al. [15] investigated the
stability and convergence of an explicit finite-difference approximation for the
variable-order nonlinear fractional diffusion equation; Zhuang et al. [33] pro-
posed numerical methods for the variable-order fractional advection-diffusion
equation with a nonlinear source term; Chen et al. [3] developed numerical
schemes with high spatial accuracy for a variable-order anomalous subdiffu-
sion equation. Because of the complexity of variable-order fractional partial
differential equations, numerical methods and related numerical analysis of
variable-order fractional differential equations are still at an early stage of
development. It is a worthy topic for further study and development.
In this paper, we will investigate suitable numerical schemes and their
analysis for the following variable-order Galilei advection diffusion equation
with a nonlinear source term:
∂u(x, t)
∂t
+ κ
∂u(x, t)
∂x
=0 D
1−γ(x,t)
t
(
κγ
∂2u(x, t)
∂x2
)
+ f(u, x, t), (2)
with initial and boundary conditions:
u(x, 0) = ϕ(x), 0 ≤ x ≤ X, (3)
u(0, t) = ψ(t), u(X, t) = ω(t), 0 < t ≤ T, (4)
where the diffusion exponent function γ(x, t) satisfies 0 < γmin ≤ γ(x, t) ≤
γmax < 1, κγ > 0 is the generalized diffusion coefficient, the constant κ > 0,
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and 0D
1−γ(x,t)
t g(x, t) is the variable-order Riemann-Liouville fractional partial
derivative of order 1− γ(x, t) for g(x, t) defined by (See [15,33])
0D
1−γ(x,t)
t g(x, t) =
1
Γ(γ(x, t))
 ∂
∂ξ
ξ∫
0
g(x, y)
(ξ − y)1−γ(x,t)dy

ξ=t
. (5)
It is seen that the variable-order Eq.(2) is more complicated than Eq.(1),
which involves only the fractional order partial derivatives and a linear source
term, whereas Eq.(2) involves the variable-order partial derivatives and a non-
linear source term. Therefore, it is more challenging to consider numerical
scheme and related numerical analysis for the problem (2)-(4).
2 A numerical scheme
In this section, we will develop a numerical scheme for the variable-order
Galilei invariant advection diffusion equation with a nonlinear source term (2)
witch satisfies the initial and boundary conditions (3)-(4).
We take an equally spaced mesh of J points for the spatial domain 0 ≤ x ≤
X, K constant time steps for the temporal domain, and denote the spatial
grid points by
xj = jhx, j = 0, 1, . . . , J,
whereas the temporal grid points by
tk = kht, k = 0, 1, . . . , K,
where the grid spacing is simply hx = X/J in the spatial domain and ht =
T/K in the temporal domain. We also introduce the following notations
Ω = {(x, t)| 0 ≤ x ≤ X, 0 ≤ t ≤ T} ,
U(Ω) =
{
u(x, t)|∂
6u(x, t)
∂x6
,
∂3u(x, y, t)
∂x2∂t
,
∂2u(x, y, t)
∂t2
∈ C(Ω)
}
.
In this paper, we assume u(x, t) ∈ U(Ω), f(u, x, t) has first order continuous
partial derivative ∂f(u,x,t)
∂t
and f(u, x, t) satisfies Lipschitz condition respect u:
|f(u1, x, t)− f(u2, x, t)| ≤ L|u1 − u2|, ∀u1, u2, (6)
where L is a Lipschitz constant.
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On the grid point (xj, tk), Eq.(2) become
∂u(xj, tk)
∂t
+ κ
∂u(xj, tk)
∂x
= 0D
1−γk
j
t
(
κγ
∂2u(xj, tk)
∂x2
)
+ f(u(xj, tk), xj, tk), (7)
where γkj ≡ γ(xj, tk).
If g(x, t) has continuous partial derivative ∂g(x,t)
∂t
for t ≥ 0, the following
holds
0D
1−γk
j
t g(x, t) = lim
ht→0
h
γk
j
−1
t
[t/ht]∑
l=0
(−1)l
(
1− γkj
l
)
g(x, t− lht), (8)
where
lim
ht→0
h
γk
j
−1
t
[t/ht]∑
l=0
(−1)l
(
1− γkj
l
)
g(x, t− lht)
is Gru¨nwald-Letnikov fractional partial derivative of order 1−γkj for the g(x, t).
From [23], we have
lim
ht→0
h
γk
j
−1
t
[t/ht]∑
l=0
(−1)l
(
1− γkj
l
)
g(x, t− lht)
=h
γk
j
−1
t
[t/ht]∑
l=0
(−1)l
(
1− γkj
l
)
g(x, t− lht) +O(ht), ) (9)
which leads to
0D
1−γk
j
t g(x, t) = h
γk
j
−1
t
[t/ht]∑
l=0
(−1)l
(
1− γkj
l
)
g(x, t− lht) +O(ht). (10)
Thus we have
[
0D
1−γk
j
t g(x, t)
]
t=tk
= h
γk
j
−1
t
k∑
l=0
λ
(l)
j,kg(x, tk−l) +O(ht), (11)
and
0D
1−γk
j
t g(xj, tk) = h
γk
j
−1
t
k∑
l=0
λ
(l)
j,kg(xj, tk−l) +O(ht), (12)
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where λ
(l)
j,k = (−1)l
(
1−γk
j
l
)
= (−1)l (1−γ
k
j
)(−γk
j
)...(1−γk
j
−l+1)
l!
.
From (12) and u(x, t) ∈ U(Ω) we have
0D
1−γk
j
t
(
κγ
∂2u(xj, tk)
∂x2
− κu(xj, tk)
)
= h
γk
j
−1
t
k∑
l=0
λ
(l)
j,k
(
κγ
∂2u(xj, tk−l)
∂x2
− κu(xj, tk−l)
)
+O(ht). (13)
Again because u(x, t) ∈ U(Ω), then following formulas hold
∂u(xj, tk)
∂t
=
u(xj, tk)− u(xj, tk−1)
ht
+O(ht), (14)
∂u(xj, tk)
∂x
=
u(xj+1, tk)− u(xj−1, tk)
2hx
+O(h2x), (15)
∂2u(xj, tk)
∂x2
=
δ2xu(xj, tk)
h2x
+O(h2x), (16)
where
δ2xu(xj, tk) = u(xj−1, tk)− 2u(xj, tk) + u(xj+1, tk).
Under the condition that f(u, x, t) has first order continuous derivative
∂f(u,x,t)
∂t
, we apply the approximation formula:
f(u(xj, tk), xj, tk) = f(u(xj, tk−1), xj, tk−1) +O(ht). (17)
Applying (13)-(17) gives
u(xj, tk) = u(xj, tk−1) + µ
(1)
j,k
k∑
l=0
λ
(l)
j,kδ
2
xu(xj, tk−l)− µ(2)j,k
u(xj+1, tk)− u(xj−1, tk)
2
+ htf(u(xj, tk−1), xj, tk−1) +R
k
j , (18)
where
µ
(1)
j,k = κγ
h
γk
j
t
h2x
> 0, µ
(2)
j,k = κ
ht
hx
> 0, (19)
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whereas
Rkj = O(h
2
x)h
γk
j
t
k∑
l=0
λ
(l)
j,k +O(h
2
t ) +O(hth
2
x). (20)
Lemma 1. For j = 1, 2, . . . , J, k = 1, 2, . . . , K, it holds that
h
γk
j
−1
t
k∑
l=0
λ
(l)
j,k =
1
Γ(γkj )
+O(ht).
proof. See [3].
From (20) and Lemma 1 we obtain
Rkj = O(h
2
x)hth
γk
j
−1
t
k∑
l=0
λ
(l)
j,k +O(h
2
t ) +O(hth
2
x)
= O(h2x)ht
(
1
Γ(γkj )
+O(ht)
)
+O(h2t ) +O(hth
2
x)
= O(h2t + hth
2
x). (21)
Based on the above analysis, we now present the following numerical scheme
for solving the variable-order Galilei invariant advection diffusion equation
with a nonlinear source term (2) witch satisfies the initial and boundary con-
ditions (3)-(4)
ukj = u
k−1
j + µ
(1)
j,k
k∑
l=0
λ
(l)
j,kδ
2
xu
k−l
j − µ(2)j,k
ukj+1 − ukj−1
2
+ htf
k−1
j , (22)
k = 1, 2, . . . , K, j = 1, 2, . . . , J − 1,
u0j = ϕ(xj), j = 0, 1, . . . , J, (23)
uk0 = ψ(tk), u
k
J = ω(tk), k = 1, 2, . . . , K, (24)
where fk−1j = f(u
k−1
j , xj, tk−1).
In final, we indicate that the numerical method (22)-(24) is uniquely
solvable. In fact, letting
Uk = [uk1, u
k
2, . . . , u
k
J−1]
T ,
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then on the k layer, numerical method (22)-(24) can be written in the following
matrix form:
AUk = b, (25)
where the right term b is a (J − 1) dimension column vector witch includes
the known initial and boundary values, the known source term values and the
before k layer known values unj (n = 0, 1, . . . , k − 1), whereas the coefficient
matrix is a (J − 1)× (J − 1) known matrix:
A =

c d
d c d
. . . . . . . . .
d c d
d c

,
c =
5
6
+ 2µ
(1)
j,k +
5
6
µ
(2)
j,k , d =
1
12
− µ(1)j,k +
1
12
µ
(2)
j,k .
It can be seen that A is a strictly diagonally dominant matrix, hence is a
nonsingular matrix, therefore the linear equation system (25) exists unique
solution, i.e., the numerical scheme (22)-(24) is uniquely solvable.
3 Stability of the numerical scheme
In this section, we will analyze stability of the numerical scheme (22)-(24),
thereby considering the following roundoff error equation
ρkj = ρ
k−1
j + µ
(1)
j,k
k∑
l=0
λ
(l)
j,kδ
2
xρ
k−l
j − µ(2)j,k
ρkj+1 − ρkj−1
2
+ ht
(
fk−1j − f˜k−1j
)
, (26)
k = 1, 2, . . . , K, j = 1, 2, . . . , J − 1.
where ρkj = u
k
j−u˜kj , u˜kj is the approximation for ukj , and f˜k−1j = f(u˜k−1j , xj, tk−1)
is the approximation for fk−1j = f(u
k−1
j , xj, tk−1).
For k = 0, 1, . . . , K, we define the following grid function:
ρk(x) =

ρkj , when x ∈
(
xj− 1
2
, xj+ 1
2
]
, j = 1, 2, . . . , J − 1;
0, when x ∈ [0, hx
2
]
⋃
(X − hx
2
, X],
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then ρk(x) can be developed Fourier series
ρk(x) =
∞∑
l=−∞
ξk(l)e
i2pilx/X , k = 0, 1, . . . , K,
where
ξk(l) =
1
X
X∫
0
uk(x)e−i2pilx/Xdx.
Let
ρk =
[
ρk1, ρ
k
2, . . . , ρ
k
J−1
]T
,
using Parseval equality
X∫
0
∣∣∣ρk(x)∣∣∣2 dx = ∞∑
l=−∞
|ξk(l)|2, k = 0, 1, . . . , K,
and
X∫
0
∣∣∣ρk(x)∣∣∣2 dx = J−1∑
j=1
hx|ρkj |2, k = 0, 1, . . . , K,
we have
‖ρk‖2 ≡
J−1∑
j=1
hx|ρkj |2

1
2
=
 ∞∑
l=−∞
|ξk(l)|2

1
2
, k = 0, 1, . . . , K. (27)
Assume that ρkj with the following form
ρkj = ξke
iσjhx ,
where σ = 2pil/X. Substituting the above expression into (26) gives
ξk = ξk−1 − 4µ(1)j,k sin2
σhx
2
k∑
l=0
λ
(l)
j,kξk−l − iµ(2)j,kξk sin2 σhx (28)
+ht
(
fk−1j − f˜k−1j
)
e−iσjhx , k = 1, 2, . . . , K.
Lemma 2. If 0 < γmin ≤ γ(x, t) ≤ γmax < 1, for j = 1, 2, . . . , J, k =
1, 2, . . . , K, l = 0, 1, . . . , the coefficients λ
(l)
j,k satisfy:
(1) λ
(0)
j,k = 1; λ
(1)
j,k = γ
k
j − 1 < 0; λ(l)j,k < 0, l = 2, 3, . . . ;
(2)
∞∑
l=0
λ
(l)
j,k = 0;
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(3) for n = 1, 2, . . . , − n∑
l=1
λ
(l)
j,k < 1.
Proof. See [3].
Applying Lemma 2, we rewrite Eq.(28) as follows
ξk =
1 + 4(1− γkj )µ(2)j,k sin2 σhx2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
ξk−1
− 4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
k∑
l=2
λ
(l)
j,kξk−l
+
ht
(
fk−1j − f˜k−1j
)
e−iσjhx
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
, k = 1, 2, . . . , K. (29)
Theorem 1. The numerical scheme (22)-(24) is unconditionally stable.
Proof. Firstly, we can verify by induction that
|ξk| ≤ (1 + htL)k|ξ0|, k = 1, 2, . . . , K. (30)
where ξk (k = 1, 2, . . . , K) satisfy Eq. (29).
For k = 1, according to (6), (19) and 0 < γkj < 1, from (29) gets
|ξ1| ≤
∣∣∣∣∣∣ 1 + 4(1− γ
1
j )µ
(2)
j,1 sin
2 σhx
2
1 + 4µ
(1)
j,1 sin
2 σhx
2
+ iµ
(2)
j,1 sin
2 σhx
∣∣∣∣∣∣ |ξ0|
+
∣∣∣∣∣∣
ht
(
f 0j − f˜ 0j
)
e−iσjhx
1 + 4µ
(1)
j,1 sin
2 σhx
2
+ iµ
(2)
j,1 sin
2 σhx
∣∣∣∣∣∣
≤ |ξ0|+
htL
∣∣∣ρ0j ∣∣∣ |e−iσjhx|
1 + 4µ
(1)
j,1 sin
2 σhx
2
= |ξ0|+
htL
∣∣∣ρ0je−iσjhx∣∣∣
1 + 4µ
(1)
j,1 sin
2 σhx
2
= |ξ0|+ htL
1 + 4µ
(1)
j,1 sin
2 σhx
2
|ξ0| ≤ (1 + htL)|ξ0|
Suppose that
|ξn| ≤ (1 + htL)n|ξ0|, n = 1, 2, . . . , k − 1,
combining (6), (19), 0 < γkj < 1 and Lemma 2, from (29) gives
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|ξk| ≤
∣∣∣∣∣∣ 1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
∣∣∣∣∣∣ |ξk−1|
+
∣∣∣∣∣∣ 4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
∣∣∣∣∣∣
k∑
l=2
|λ(l)j,k||ξk−l|
+
∣∣∣∣∣∣
ht
(
fk−1j − f˜k−1j
)
e−iσjhx
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
∣∣∣∣∣∣
≤ 1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
|ξk−1|+
4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k||ξk−l|
+
htL
∣∣∣ρk−1j ∣∣∣ |e−iσjhx|
1 + 4µ
(1)
j,k sin
2 σhx
2
=
1 + 4(1− γkj )µ(2)j,k sin2 σhx2
1 + 4µ
(1)
j,k sin
2 σhx
2
|ξk−1|+
4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k||ξk−l|
+
htL
∣∣∣ρk−1j e−iσjhx∣∣∣
1 + 4µ
(1)
j,k sin
2 σhx
2
=
1 + 4(1− γkj )µ(2)j,k sin2 σhx2
1 + 4µ
(1)
j,k sin
2 σhx
2
|ξk−1|+
4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k||ξk−l|
+
htL|ξk−1|
1 + 4µ
(1)
j,k sin
2 σhx
2
≤
1 + 4(1− γkj )µ(2)j,k sin2 σhx2 + htL
1 + 4µ
(1)
j,k sin
2 σhx
2
+
4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k|

(1 + htL)
k−1|ξ0|
=
1 + 4(1− γkj )µ(2)j,k sin2 σhx2 + htL
1 + 4µ
(1)
j,k sin
2 σhx
2
+
4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
(
k∑
l=1
|λ(l)j,k|
−|λ(1)j,k |
)]
(1 + htL)
k−1|ξ0|
=
1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
+ htL
1 + 4µ
(1)
j,k sin
2 σhx
2
+
4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
[
−
k∑
l=1
λ
(l)
j,k
−(1− γkj )
]}
(1 + htL)
k−1|ξ0|
≤
1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
+ htL
1 + 4µ
(1)
j,k sin
2 σhx
2
+
4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
[1−
(1− γkj )
]}
(1 + htL)
k−1|ξ0|
≤ (1 + htL)k|ξ0|
Then the conclusion (30) is true. in term of (27), (30) as well as kht ≤ T , it
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can be obtained that the solution of the roundoff error equation (26) satisfies
‖ρk‖2 ≤ (1 + htL)k‖ρ0‖2 ≤ ekhtL‖ρ0‖2 ≤ eTL‖ρ0‖2, k = 1, 2, . . . , K.
This complete the proof of Theorem 1. 2
4 Convergence of the numerical scheme
We now carry out convergence analysis of the numerical scheme(22)-(24).
Subtracting (22) from (18) gets the following error equation
Ekj = E
k−1
j + µ
(1)
j,k
k∑
l=0
λ
(l)
j,kδ
2
xE
k−l
j − µ(2)j,k
Ekj+1 − Ekj−1
2
+ht
(
f(u(xj, tk−1), xj, tk−1)− fk−1j
)
+Rkj , (31)
k = 1, 2, . . . , K, j = 1, 2, . . . , J − 1,
where Ekj = u(xj, tk)− ukj .
For k = 0, 1, . . . , K, we define the following grid functions, respectively
Ek(x) =

Ekj , when x ∈
(
xj− 1
2
, xj+ 1
2
]
, j = 1, 2, . . . , J − 1;
0, when x ∈ [0, hx
2
]
⋃
(X − hx
2
, X],
and
Rk(x) =

Rkj , when x ∈
(
xj− 1
2
, xj+ 1
2
]
, j = 1, 2, . . . , J − 1;
0, when x ∈ [0, hx
2
]
⋃
(X − hx
2
, X],
then, Ek(x) and Rk(x) can be developed Fourier series, respectively
Ek(x) =
∞∑
l=−∞
αk(l)e
i2pilx/X , k = 0, 1, . . . , K,
and
Rk(x) =
∞∑
l=−∞
βk(l)e
i2pilx/X , k = 0, 1, . . . , K,
where
αk(l) =
1
X
X∫
0
Ek(x)e−i2pilx/Xdx, βk(l) =
1
X
X∫
0
Rk(x)e−i2pilx/Xdx.
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Letting
Ek =
[
Ek1 , E
k
2 , . . . , E
k
J−1
]T
, Rk =
[
Rk1 , R
k
2 , . . . , R
k
J−1
]T
.
Applying Parseval equalities:
X∫
0
∣∣∣Ek(x)∣∣∣2 dx = ∞∑
l=−∞
|αk(l)|2, k = 0, 1, . . . , K,
X∫
0
∣∣∣Rk(x)∣∣∣2 dx = ∞∑
l=−∞
|βk(l)|2, k = 0, 1, . . . , K,
and
X∫
0
∣∣∣Ek(x)∣∣∣2 dx = J−1∑
j=1
hx|Ekj |2, k = 0, 1, . . . , K,
X∫
0
∣∣∣Rk(x)∣∣∣2 dx = J−1∑
j=1
hx|Rkj |2, k = 0, 1, . . . , K,
we have, respectively
‖Ek‖2 ≡
J−1∑
j=1
hx|Ekj |2

1
2
=
 ∞∑
l=−∞
|αk(l)|2

1
2
, k = 0, 1, . . . , K, (32)
and
‖Rk‖2 ≡
J−1∑
j=1
hx|Rkj |2

1
2
=
 ∞∑
l=−∞
|βk(l)|2

1
2
, k = 0, 1, . . . , K. (33)
We now assume Ekj and R
k
j with the following form:
Ekj = αke
iσjhx , Rkj = βke
iσjhx ,
where σ = 2pil/X. By substituting the above expressions into (31) gets
αk = αk−1 − 4µ(1)j,k sin2
σhx
2
k∑
l=0
λ
(l)
j,kαk−l − iµ(2)j,kαk sin σhx
+ht
(
f(u(xj, tk−1), xj, tk−1)− fk−1j
)
e−iσjh + βk, k = 1, 2, . . . , K.(34)
Using Lemma 2, we rewrite equation (34) as follows
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αk =
1 + 4(1− γkj )µ(2)j,k sin2 σhx2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
αk−1
− 4µ
(1)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
k∑
l=2
λ
(l)
j,kαk−l
+
ht
(
f(u(xj, tk−1), xj, tk−1)− fk−1j
)
e−iσjh
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
+
βk
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
, k = 1, 2, . . . , K. (35)
From (21), there is a positive constant C1, such that
|Rkj | ≤ C1(h2t + hth4x), k = 1, 2, . . . , K, j = 1, 2, . . . , J, (36)
further, by first equality of (33) gets
‖Rk‖2 ≤ C1
√
X(h2t + hth
4
x), k = 1, 2, . . . , K. (37)
In terms of the convergence of the series in RHS of (33), there is a positive
constant C2, such that
|βk| ≡ |βk(l)| ≤ C2htLβ1(l)| ≡ C2htL|β1|, k = 1, 2, . . . , K. (38)
Theorem 2. Suppose that u(x, t) ∈ U(Ω), then the numerical scheme (22)-
(24) is convergent of the order O(ht + h
2
x).
Proof. From E0 = 0 and (32) gets
α0(l) = α0 = 0. (39)
We now can verify that
|αk| ≤ C2k(1 + htL)k|β1|, k = 1, 2, . . . , K, (40)
where αk(k = 1, 2, . . . , K) satisfy Eq. (35).
When k = 1, combining (6), (19), (38), (39) and E0 = 0, from (35) arrive
at
|α1| ≤
∣∣∣∣∣∣
ht
(
f(u(xj, t0), xj, t0)− f 0j
)
e−iσjh
1 + 4µ
(1)
j,1 sin
2 σhx
2
+ iµ
(2)
j,1 sin
2 σhx
∣∣∣∣∣∣
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+∣∣∣∣∣∣ β11 + 4µ(1)j,1 sin2 σhx2 + iµ(2)j,1 sin2 σhx
∣∣∣∣∣∣
≤
htL
∣∣∣E0j ∣∣∣ |e−iσjh|
1 + 4µ
(1)
j,1 sin
2 σhx
2
+
|β1|
1 + 4µ
(1)
j,1 sin
2 σhx
2
=
|β1|
1 + 4µ
(1)
j,1 sin
2 σhx
2
≤ |β1| ≤ C2htL|β1| ≤ C2(1 + htL)|β1|.
Assume that
|αn| ≤ C2n(1 + htL)n|β1|, n = 1, 2, . . . , k − 1,
according to (6), (19), (38), 0 < γkj < 1 and Lemma 2, from (35) gives
|αk| ≤
∣∣∣∣∣∣ 1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
∣∣∣∣∣∣ |αk−1|
+
∣∣∣∣∣∣ 4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
∣∣∣∣∣∣
k∑
l=2
|λ(l)j,k||αk−l|
+
∣∣∣∣∣∣
ht
(
f(u(xj, tk−1), xj, tk−1)− fk−1j
)
e−iσjh
1 + 4µ
(1)
j,k sin
2 σhx
2
+ iµ
(2)
j,k sin
2 σhx
∣∣∣∣∣∣
+
∣∣∣∣∣∣ βk1 + 4µ(1)j,k sin2 σhx2 + iµ(2)j,k sin2 σhx
∣∣∣∣∣∣
≤ 1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
|αk−1|+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k||αk−l|
+
htL
∣∣∣Ek−1j ∣∣∣ |e−iσjh|
1 + 4µ
(1)
j,k sin
2 σhx
2
+
|βk|
1 + 4µ
(1)
j,k sin
2 σhx
2
=
1 + 4(1− γkj )µ(2)j,k sin2 σhx2
1 + 4µ
(1)
j,k sin
2 σhx
2
|αk−1|+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k||αk−l|
+
htL
∣∣∣Ek−1j e−iσjh∣∣∣
1 + 4µ
(1)
j,k sin
2 σhx
2
+
|βk|
1 + 4µ
(1)
j,k sin
2 σhx
2
=
1 + 4(1− γkj )µ(2)j,k sin2 σhx2
1 + 4µ
(1)
j,k sin
2 σhx
2
|αk−1|+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k||αk−l|
+
htL |αk−1|
1 + 4µ
(1)
j,k sin
2 σhx
2
+
|βk|
1 + 4µ
(1)
j,k sin
2 σhx
2
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≤ 1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
+ htL
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1C2|β1|
+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
k∑
l=2
|λ(l)j,k|(k − l)(1 + htL)k−lC2|β1|
+
|βk|
1 + 4µ
(1)
j,k sin
2 σhx
2
≤
1 + 4(1− γkj )µ(2)j,k sin2 σhx2 + htL
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
k∑
l=2
|λ(l)j,k|+ htL
C2|β1|
=
1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
+ htL
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
[
k∑
l=1
|λ(l)j,k| − |λ(1)j,k |
]
+htL}C2|β1|
=
1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
+ htL
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
[
−
k∑
l=1
λ
(l)
j,k − (1− γkj )
]
+htL}C2|β1|
≤
1 + 4(1− γ
k
j )µ
(2)
j,k sin
2 σhx
2
+ htL
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
+
4µ
(2)
j,k sin
2 σhx
2
1 + 4µ
(1)
j,k sin
2 σhx
2
(k − 1)(1 + htL)k−1
[
1− (1− γkj )
]
+htL}C2|β1|
≤
[
(k − 1)(1 + htL)k + htL
]
C2|β1|
≤ C2k(1 + htL)k|β1|.
Then the conclusion (40) is proved via induction. Using (32), (33), (37), (40)
and kht ≤ T, we obtain
‖Ek‖2 ≤ C2k(1 + htL)k‖R1‖2 ≤ C1C2k(1 + htL)k
√
X(h2t + hth
2
x)
≤ C1C2TekhtL
√
X(ht + h
2
x) ≤ C1C2TeTL
√
X(ht + h
2
x)
= C(ht + h
2
x),
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where C = C1C2Te
TL
√
X. The proof of Theorem 2 is completed. 2
5 Numerical scheme for improving temporal accuracy
In this section, we will develop a new numerical scheme for improving
temporal accuracy, So we must look for new breakthrough.
Lemma 3. If p(t) has third order continuous derivative, then
p′(tk) =
∇t
ht
(
1− 1
2
∇t
)p(tk) +O(h2t ). (41)
where ∇tp(tk) = p(tk)− p(tk−1) is the first-order backward difference.
Proof. See [3].
By taking x = xj, t = tk in (2) gives
∂u(xj, tk)
∂t
+ κ
∂u(xj, tk)
∂x
=
1
Γ(γ(xj, tk))
 ∂
∂ξ
ξ∫
0
κγ
∂2u(xj, y)
∂x2
dy
(ξ − y)1−γ(xj ,tk)

ξ=tk
+f(u(xj, tk), xj, tk)
=
 ∂∂ξ
 1
Γ(γ(xj, tk))
ξ∫
0
κγ
∂2u(xj, y)
∂x2
dy
(ξ − y)1−γ(xj ,tk)


ξ=tk
+f(u(xj, tk), xj, tk). (42)
From u(x, t) ∈ U(Ω) and Lemma 3 gets
∇t
ht
(
1− 1
2
∇t
)u(xj+1, tk) +O(h2t ) + κu(xj+1, tk)− u(xj−1, tk)2hx +O(h2x)
=
∇t
ht
(
1− 1
2
∇t
)
 1
Γ(γ(xj, tk))
tk∫
0
κγ
∂2u(xj, y)
∂x2
dy
(tk − y)1−γ(xj ,tk)

+O(h2t ) + f(u(xj, tk), xj, tk), (43)
i.e.
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∇tu(xj, tk)
= ∇t
 1
Γ(γ(xj, tk))
tk∫
0
κγ
∂2u(xj, y)
∂x2
dy
(tk − y)1−γ(xj ,tk)
− κht (1− 1
2
∇t
)
u(xj+1, tk)− u(xj−1, tk)
2hx
+ ht
(
1− 1
2
∇t
)
f(u(xj, tk), xj, tk)
+O(h3t + hth
2
x), (44)
or
u(xj, tk)− u(xj, tk−1)
=
1
Γ(γ(xj, tk))
tk∫
0
κγ
∂2u(xj, y)
∂x2
dy
(tk − y)1−γ(xj ,tk) −
1
Γ(γ(xj, tk−1))
tk−1∫
0
κγ
∂2u(xj, y)
∂x2
dy
(tk−1 − y)1−γ(xj ,tk−1) − κht
(
1− 1
2
∇t
)
u(xj+1, tk)− u(xj−1, tk)
2hx
+ ht
(
1− 1
2
∇t
)
f(u(xj, tk), xj, tk)
+O(h3t + hth
2
x)
=
1
Γ(γ(xj, tk))
k∑
l=1
tl∫
tl−1
κγ
∂2u(xj, y)
∂x2
dy
(tk − y)1−γ(xj ,tk) −
1
Γ(γ(xj, tk−1))
k−1∑
l=1
tl∫
tl−1
κγ
∂2u(xj, y)
∂x2
dy
(tk−1 − y)1−γ(xj ,tk−1) − κht
(
1− 1
2
∇t
)
u(xj+1, tk)− u(xj−1, tk)
2hx
+ ht
(
1− 1
2
∇t
)
f(u(xj, tk), xj, tk)
+O(h3t + hth
2
x)
=
1
Γ(γ(xj, tk))
k∑
l=1
tl∫
tl−1
[
tl − y
ht
κγ
∂2u(xj, tl−1)
∂x2
+
y − tl−1
ht
κγ
∂2u(xj, tl)
∂x2
+O(h2t )
]
dy
(tk − y)1−γ(xj ,tk) −
1
Γ(γ(xj, tk−1))
k−1∑
l=1
tl∫
tl−1
[
tl − y
ht
κγ
∂2u(xj, tl−1)
∂x2
+
y − tl−1
ht
κγ
∂2u(xj, tl)
∂x2
+O(h2t )
]
dy
(tk−1 − y)1−γ(xj ,tk−1) − κht
(
1− 1
2
∇t
)
u(xj+1, tk)− u(xj−1, tk)
2hx
+ht
(
1− 1
2
∇t
)
f(u(xj, tk), xj, tk) +O(h
3
t + hth
2
x)
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=
1
Γ(γ(xj, tk))
k∑
l=1
tl∫
tl−1
[
tl − y
ht
(
κγ
δ2xu(xj, tl−1)
h2x
+O(h2x)
)
+
y − tl−1
ht(
κγ
δ2xu(xj, tl)
h2x
+O(h2x)
)
+O(h2t )
]
dy
(tk − y)1−γ(xj ,tk) −
1
Γ(γ(xj, tk−1))
k−1∑
l=1
tl∫
tl−1
[
tl − y
ht
(
κγ
δ2xu(xj, tl−1)
h2x
+O(h2x)
)
+
y − tl−1
ht
(
κγ
δ2xu(xj, tl)
h2x
+O(h2x)
)
+O(h2t )
] dy
(tk−1 − y)1−γ(xj ,tk−1) − κht
(
1− 1
2
∇t
)
u(xj+1, tk)− u(xj−1, tk)
2hx
+ ht
(
1− 1
2
∇t
)
f(u(xj, tk), xj, tk)
+O(h3t + hth
2
x)
=
κγh
γk
j
t
h2xΓ
k
j
k∑
l=1
[
alj,kδ
2
xu(xj, tl−1) + b
l
j,kδ
2
xu(xj, tl)
]
− κγh
γk−1
j
t
h2xΓ
k−1
j
k−1∑
l=1
[
alj,k−1
δ2xu(xj, tl−1)) + b
l
j,k−1δ
2
xu(xj, tl)
]
− κht
hx
(
1− 1
2
∇t
)
u(xj+1, tk)− u(xj−1, tk)
2hx
+ ht
(
1− 1
2
∇t
)
f(u(xj, tk), xj, tk) + ℜkj , (45)
where
γkj ≡ γ(xj, tk), Γkj ≡ Γ(γ(xj, tk) + 1),
alj,k = (k − l + 1)γ
k
j +
1
γkj + 1
[
(k − l)γkj +1 − (k − l + 1)γkj +1
]
,
blj,k = −(k − l)γ
k
j − 1
γkj + 1
[
(k − l)γkj +1 − (k − l + 1)γkj +1
]
,
ℜkj =
1
Γ(γ(xj, tk))
k∑
l=1
tl∫
tl−1
(
O(h2x) +O(h
2
t )
) dy
(tk − y)1−γ(xj ,tk)
− 1
Γ(γ(xj, tk−1))
k−1∑
l=1
tl∫
tl−1
(
O(h2x) +O(h
2
t )
) dy
(tk−1 − y)1−γ(xj ,tk−1)
+O(h3t + hth
2
x)
=
1
Γ(γ(xj, tk))
(
O(h2x) +O(h
2
t )
) tk∫
0
dy
(tk − y)1−γ(xj ,tk)
− 1
Γ(γ(xj, tk−1))
(
O(h2x) +O(h
2
t )
) tk−1∫
0
dy
(tk−1 − y)1−γ(xj ,tk−1)
+O(h3t + hth
2
x)
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=
1
Γ(γ(xj, tk))
(
O(h2x) +O(h
2
t )
) (kht)γ(xj ,tk)
γ(xj, tk)
− 1
Γ(γ(xj, tk−1))(
O(h2x) +O(h
2
t )
) ((k − 1)ht)γ(xj ,tk−1)
γ(xj, tk−1)
+O(h3t + hth
2
x), (46)
notice that kht ≤ T, then
ℜkj = O
(
h2x + h
2
t
)
.
According to the above analysis, we now present the following numerical
scheme for improving temporal accuracy for solving the variable-order Galilei
invariant advection diffusion equation with a nonlinear source term (2) witch
the initial and boundary conditions (3)-(4):
ukj = u
k−1
j +
κγτ
γk
j
h2xΓ
k
j
k∑
l=1
[
alj,kδ
2
xu
l−1
j + b
l
j,kδ
2
xu
l
j
]
− κγτ
γk−1
j
h2xΓ
k−1
j
k−1∑
l=1
[
alj,k−1δ
2
xu
l−1
j
+blj,k−1δ
2
xu
l
j
]
− κht
hx
(
1− 1
2
∇t
) ukj+1 − ukj−1
2
+ ht
(
1− 1
2
∇t
)
fkj , (47)
k = 1, 2, . . . , K; j = 1, 2, . . . , J − 1,
u0j = φ(xj), j = 0, 1, . . . , J, (48)
uk0 = ϕ(tk), u
k
J = ψ(tk), k = 1, 2, . . . , K, (49)
where fkj ≡ f(ukj , xj, tk).
6 Numerical example
In this section, in order to demonstrate the theoretical analysis results,
we use the numerical scheme (22)-(24) and the numerical scheme for improv-
ing temporal accuracy (47)-(49) to solve the following variable-order Galilei
invariant advection diffusion equation with a nonlinear source term
∂u(x, t)
∂t
+
∂u(x, t)
∂x
=0 D
1−γ(x,t)
t
(
∂2u(x, t)
∂x2
)
+ f(u, x, t), (50)
0 < t ≤ 1, 0 < x < 1,
with the initial and boundary conditions:
u(x, 0) = 0, 0 ≤ x ≤ 1, (51)
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u(0, t) = t2, u(1, t) = et2, 0 ≤ t ≤ 1. (52)
where f(u, x, t) = u(x, t) − u2(x, t) + ext
(
2 + ext3 − 2 tγ(x,t)
Γ(2+γ(x,t))
)
. The exact
solution of the problem (50)-(52) is
u(x, y, t) = ext2.
Table 1 shows the maximum error of the numerical solution for the problem
(50)-(52) using the numerical scheme (22)-(24) for various ht = h
2
x and γ(x, t).
Table 2 shows the maximum error of the numerical solution for the problem
(50)-(52) using the numerical scheme for improving temporal accuracy (47)-
(49) for various h2t = h
2
x and γ(x, t).
By Table 1 and Table 2, it can be seen that the theoretical analysis results
have been supported by the numerical results, and the temporal accuracy
of the numerical scheme for improving temporal accuracy (47)-(49) is well
improved.
Fig. 1 illustrates the comparison of the numerical solution using the numer-
ical method (22)-(24) and the exact solution for the problem (50)-(52) when
t = 1, for γ(x, y, t) = 12+x
3−t5
300
and ht = h
2
x =
1
256
. Fig. 2 illustrates the compar-
ison of the numerical solution using the numerical method (22)-(24) and the
exact solution for the problem (50)-(52) when x = 0.5, for γ(x, y, t) = 10−sin(xt)
310
and ht = h
2
x =
1
256
. Fig. 3 illustrates the absolute error E(x, t) of the numer-
ical solution for the problem (50)-(52) using the numerical method (22)-(24)
for γ(x, y, t) = 16+(xt)
2−sin3(xt)+cos4(xt)
500
and ht = h
2
x =
1
256
, Fig. 4 illustrates
the absolute error E(x, t) of the numerical solution for the problem (50)-(52)
using the numerical scheme for improving temporal accuracy (47)-(49) for
γ(x, y, t) = 16+(xt)
2−sin3(xt)+cos4(xt)
500
and h2t = h
2
x =
1
256
, where
E(x, t) = u(x, t)− uhx,ht(x, t),
whereas uhx,ht(x, t) is the numerical approximation for u(x, t).
It can also be seen from Figures 1-4 that the numerical solutions are very
consistent with the exact solution.
7 Conclusions
In this paper, a numerical scheme with first order temporal accuracy and
second order spatial accuracy for the variable-order Galilei invariant advection
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Table 1
The maximum error max
0≤k≤K
{‖Ek‖2} of the numerical scheme (22)-(24)
γ(x, t) ht = h
2
x =
1
16 ht = h
2
x =
1
64 ht = h
2
x =
1
256
10−xt
300 5.5308× 10−4 1.4567× 10−4 6.1896× 10−5
20−ext
600 5.3773× 10−4 1.4140× 10−4 6.3240× 10−5
12+x3−t5
300 6.3800× 10−4 1.6777× 10−4 5.1685× 10−5
15+cos(xt)
450 5.8356× 10−4 1.5314× 10−4 5.7757× 10−5
10−sin(xt)
310 5.4163× 10−4 1.4275× 10−4 6.4106× 10−5
10+(xt)2−(xt)3
300 5.6130× 10−4 1.4750× 10−4 6.1131× 10−5
13−xt+cos(xt)
400 5.7222× 10−4 1.5063× 10−4 5.9793× 10−5
11+(xt)2−sin(xt)
330 5.5595× 10−4 1.4640× 10−4 6.1100× 10−5
18−sin2(xt)+cos3(xt)
630 5.2269× 10−4 1.3746× 10−4 6.5359× 10−5
16+(xt)2−sin3(xt)+cos4(xt)
500 5.6574× 10−4 1.4910× 10−4 5.9994× 10−5
Table 2
The maximum error max
0≤k≤K
{‖Ek‖2} of the numerical scheme for improving tempo-
ral accuracy (47)-(49)
γ(x, t) h2t = h
2
x =
1
16 h
2
t = h
2
x =
1
64 h
2
t = h
2
x =
1
256
10−xt
300 2.9953× 10−4 1.5690× 10−4 1.1311× 10−4
20−ext
600 2.8011× 10−4 1.3630× 10−4 9.2323× 10−5
12+x3−t5
300 5.3424× 10−4 4.1077× 10−4 3.7142× 10−4
15+cos(xt)
450 2.2974× 10−4 8.2279× 10−5 3.7155× 10−5
10−sin(xt)
310 2.8718× 10−4 1.4218× 10−4 9.6551× 10−5
10+(xt)2−(xt)3
300 1.8482× 10−4 3.4384× 10−5 1.2258× 10−5
13−xt+cos(xt)
400 3.0465× 10−4 1.6408× 10−4 1.6057× 10−4
11+(xt)2−sin(xt)
330 2.0659× 10−4 6.0892× 10−5 2.0982× 10−5
18−sin2(xt)+cos3(xt)
630 2.8179× 10−4 1.3618× 10−4 9.0181× 10−5
16+(xt)2−sin3(xt)+cos4(xt)
500 2.4594× 10−4 9.7291× 10−5 5.1515× 10−5
diffusion equation with a nonlinear source term has been developed. The sta-
bility and convergence of the numerical scheme have been analyzed. Besides,
another numerical scheme for improving temporal accuracy also has been de-
veloped. Finally, a numerical example hasw been given and the results have
demonstrate the effectiveness of theoretical analysis. The techniques for the
numerical schemes and related numerical analysis can be extended to other
partial differential equations with the variable-order Riemann-Liouville frac-
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Fig. 1. The comparison of the numerical solution using the numerical scheme
(22)-(24) and the exact solution for the problem (50)-(52) when t = 1, for
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tional partial derivative.
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