Using the sub-seasonal to seasonal forecast model of Beijing Climate Center, several key physical parameters are perturbed by the Latin hypercube sampling method to find a better configuration for representation of Madden-Julian oscillation (MJO) in the free-run simulation. We find that although model simulation is especially sensitive to some parameters, there are overall no significant linear relationships between model skill and any one of the parameters, and the optimum performance can be obtained by combined perturbations of multiple parameters. By optimization, MJO's spectrum, intensity, spatial structure and propagation, as well as the mean state and variance, are all improved to some extent, suggesting the correspondence and interrelation of model's performances in simulating different characteristics of MJO. Further, several sets of initialized hindcasts using the optimized parameters are conducted, and their results are compared with the hindcasts using only improved initial conditions. We show that with an optimized model, the forecast of MJO beyond 3-week lead time is not improved, and the maximum useful skill is only slightly increased, implying that a decrease of model error does not always translate into an increase of forecast skill at all lead time. However, the skill is obviously enhanced during lead times of 2-3 weeks for forecasts in most seasons and initial phases except for a few cases. Particularly, the deficiency in forecasting MJO's propagation from the Indian Ocean to the Pacific is relieved, further highlighting the positive contribution of reducing model error compared to previous work that only reduced initial condition error. In this study, we also show benefits of multi-scheme ensemble strategy in describing uncertainties of model error and initial condition error and thus improving MJO forecast.
Introduction
Madden-Julian oscillation (MJO; Madden and Julian 1971) is a well-known phenomenon that prevails in the tropics and exerts remarkable modulations on the tropical and extratropical atmospheric circulations. Due to its close connection with a wide range of local or remote weather and climate events (e.g., tropical cyclone, mid-latitude weathers, monsoon, and El Niño-Southern Oscillation), MJO has become an important topic of many research and operational centers.
For exploring MJO's origin, representation and influence, numerical climate model is undoubtedly a pivotal tool, which has achieved widespread use in the past few decades. Many studies showed that state-of-the-art climate models are capable of reproducing MJO's basic characteristics in intensity, spectrum, spatial structure and propagation as well as the relevant dynamics (e.g., Kim et al. 2009 Kim et al. , 2014b Hung et al. 2013; Ahn et al. 2017 ). However, it was also revealed by these studies that the skill of MJO simulation always varied from one model to another, and most models showed limitations in one or more aspects. To minimize climate model's deficiency and to improve MJO simulation, numerous attempts have been made in enhancing model's grid resolution or its ability of explicitly resolving subgrid processes (e.g., Inness et al. 2001; Khairoutdinov et al. 2005; Ziemianski et al. 2005; Liu et al. 2009 ), introducing complete airsea coupling (e.g., Waliser et al. 1999; Zheng et al. 2004; Sperber et al. 2005; Rajendran and Kitoh 2006; Zhang et al. 2006) , and improving physics parameterizations (e.g., Lee et al. 2001; Liu et al. 2005; Zhang and Mu 2005; Deng et al. 2015) . These efforts present effective methods for improving model performance, and also suggest that MJO simulation is highly sensitive to climate model's various settings. Especially, convection parameterization scheme is a critical part in determining model's ability in simulating MJO (e.g., Lee et al. 2003; Liu et al. 2005; Kim and Kang 2012; Cai et al. 2013; Zhu et al. 2017) . Even small changes of physical parameters related to convection and precipitation, such as closure assumption, convection trigger, evaporation of convective precipitation, entrainment rate, and diabatic heating, can result in marked differences in MJO's representation in a model (e.g., Wang and Schlesinger 1999; Maloney and Hartmann 2001; Zhang and Mu 2005; Lin et al. 2008b; Li et al. 2009; Boyle et al. 2015; Del Genio et al. 2015) . In this context, refining physics parameterization, optimizing relevant key physical parameters and thus improving model performance become goals of research groups for numerical simulation of MJO.
With the success in MJO simulation, dynamic prediction of MJO has also made good progress. In recent years, forecast skill of MJO is gradually enhanced, and useful skills at the lead time beyond 2-3 weeks have been achieved by many climate models. Particularly, the operational prediction models at the Australian Bureau of Meteorology and the National Center for Environmental Prediction (NCEP) of NOAA can provide skillful MJO forecast up to 3 weeks (Rashid et al. 2011; Kim et al. 2014c; Wang et al. 2014) ; the European Centre for Medium-Range Weather Forecasts (ECMWF) forecast system can skillfully predict the MJO up to 27 days in advance (Kim et al. 2014c; Vitart 2014) ; and the Geophysical Fluid Dynamics Laboratory (GFDL) coupled model also exhibited 27-day skill for the boreal winter MJO (Xiang et al. 2015) . The multi-model ensemble results can further increase MJO prediction skill by about 1 week, as shown by the Intraseasonal Variability Hindcast Experiment (ISVHE) Project . Even with the above-mentioned gratifying progress, MJO prediction is still considerably challenging due to its significant sensitivity to initial conditions (e.g., Vitart et al. 2007; Fu et al. 2011; Liu et al. 2017) , air-sea coupling (e.g., Vitart et al. 2007; Fu et al. 2013) , differences among models (e.g., Fu et al. 2013; Zhang et al. 2013; Neena et al. 2014) , and the characteristics of MJO event itself (e.g., Lin et al. 2008a; Rashid et al. 2011) .
Given the importance and the challenges of MJO simulation and prediction, increasing attention is paid to this topic by many major projects . Particularly, in recent years, the Sub-seasonal to Seasonal (S2S) Prediction Project is ongoing, and many organizations join in this effort to promote scientific research and operational application of sub-seasonal forecast (Vitart et al. 2017) . Being an important source of sub-seasonal predictability, MJO is listed as one of the key issues for the S2S project. Thus, improving the simulation and prediction of MJO in any individual model that participates in this project is meaningful, not only for the improvement of model itself but also for a positive contribution to the real-time operational products released by the project.
The Beijing Climate Center (BCC) climate system model (BCC_CSM) is one of the climate models participating in the S2S project. It has provided comprehensive reforecasts for every initial date during the past 20 years and real-time forecast products up to now. Liu et al. (2017) is a detailed documentation on the progress of BCC's participation in the S2S project, including the model version used to build a forecast system, initialization and ensemble forecast schemes, performance and deficiency, and further improvement on MJO prediction. It pointed out that the BCC_CSM has apparent biases in spectrum, structure and propagation of MJO, which may cause the limited skill of MJO prediction to some extent. Even with these model deficiencies, the MJO prediction skill was still enhanced from 15-16 to 21-22 days because of the improvement of initial conditions (Liu et al. 2017) . In this context, it is necessary to explore whether this skill can be further enhanced by optimizing the model itself. In addition to a possible benefit to the S2S products from this model, this exploration is meaningful for addressing the following questions. (1) To what degree is the MJO simulation sensitive to changes of multiple physical parameters in a complex climate model? Parameter tuning has always been used as an economic and effective method to optimize a model with established dynamics and physics schemes. Previous studies of parameter sensitivity focused more on the extreme cases, climatological mean state or seasonal-to-interannual variability rather than on the intraseasonal variability; or they paid more attention to the sensitivity of MJO simulation to a single physical parameter rather than to multiple parameters. It is useful to explore how good the representation of MJO is if multiple key parameters are simultaneously tuned to reduce the uncertainty of physics in a climate model, given that the impacts of various parameters may be nonlinear and interactive. (2) To what extent can the MJO prediction skill be enhanced by reducing the error in MJO simulation? Studies by Jiang et al. (2015) , Klingaman et al. (2015a, b) , and Xavier et al. (2015) characterized the key features in MJO physics and further examined how these features were related to models' MJO simulation and forecast skills. They showed weak and statistically insignificant relationships between MJO fidelity in the free-run simulations and initialized hindcasts. From the perspective of cross comparison among multiple models, these studies suggested that MJO performance in model simulation does not necessarily translate into performance in short-term forecast. Due to use of different dynamic frameworks and physical processes, various models differ largely in terms of error behavior, which leads to uncertainty of multi-model comparison results; thus, it is meaningful to explore the abovementioned issue using a single model with relatively fixed error feature. (3) What are the impacts of model error and initial condition error on limiting MJO prediction skill in a model? Model error and initial condition error are two crucial factors controlling reliability of prediction. The in-depth understanding of the uncertainty, importance and impacts of these two types of error is meaningful for enhancing model's capability in forecasting MJO.
The rest of this paper is organized as follows. In Sect. 2, we give details of the model, experiment, validation data, and methods. In Sect. 3, we show the sensitivity of model performance to several key physical parameters and the improvement of MJO simulation by parameter optimization. In Sect. 4, we present the impact of parameter optimization on MJO prediction. Summary and discussion are given in Sect. 5.
Model, experiments and validation data

Model
The model used in this study is the moderate-resolution BCC_CSM version 1.2, which participates in the S2S project. It is an atmosphere-land-ocean-sea ice coupled model. The atmospheric component is the BCC Atmospheric General Circulation Model version 2 with a horizontal T106 triangular truncation and 40 vertical hybrid sigma/pressure layers. The land component is the BCC Atmosphere and Vegetation Interaction Model version 1.0. The ocean component is the GFDL Modular Ocean Model version 4 at 1/3°-1° horizontal resolution. The sea ice component is GFDL Sea Ice Simulator. Details on similar versions of BCC_CSM and their use in climate change projection and short-term climate prediction have been documented in several studies (e.g., Wu et al. 2013 Wu et al. , 2014 Liu et al. 2014 Liu et al. , 2015 .
Experimental design
Both simulation and prediction experiments are conducted in this study. Their design details differ due to different purposes.
Simulation experiments with perturbed parameter sets
It is assumed that a large part of the convection and precipitation biases in climate models may come from the cloud and convection parameterization schemes that include many uncertain parameters (e.g., Jackson et al. 2008; Yan et al. 2014; Qian et al. 2015; Yang et al. 2015) . Especially, significant sensitivities of MJO simulation to deep and shallow convection schemes and relevant parameters have been shown by previous studies. In BCC_CSM, the shallow convection (Hack scheme) and cloud process parameterizations resemble those in the Community Atmosphere Model version 3 (CAM3; Collins et al. 2004 ). The deep convection parameterization uses a mass flux cumulus convection scheme by Wu (2012) , which makes several innovations and is thus different from that in CAM3 (Zhang and McFarlane 1995) . In this study, we select seven parameters related to the convection and cloud processes. The parameters' description, default values and perturbed ranges are given in Table 1 . The adjustment time scale and precipitation efficiency for shallow convection (τ_shal and C 0 _shal), the Cai et al. (2013) . The sensitivities of RH_trig, C 0 _deep and K e _deep in deep convection parameterization for MJO simulation were shown by many studies (e.g., Wang and Schlesinger 1999; Maloney and Hartmann 2001; Zhang and Mu 2005; Lin et al. 2008b; Boyle et al. 2015) . In addition, for the atmospheric component model of the BCC_CSM, Yang et al. (2015) illustrated the significant sensitivity of precipitation and winds over the tropical Indian Ocean and western Pacific to the parameters of C 0 _deep, K e _deep, RH_low and RH_high. The uncertain ranges for these parameters follow the suggestions by model developers or previous studies (Collins et al. 2004; Jackson et al. 2008; Boyle et al. 2015; Yang et al. 2015; Wu 2017, personal communication) . Perturbed parameter ensembles approaches have been widely used to assess the uncertainties of model parameters or further explore the potential for improving model physical schemes (e.g., Jackson et al. 2008; Collins et al. 2011; Yan et al. 2014; Boyle et al. 2015; Posselt et al. 2016) . Here, we use the Latin hypercube sampling (LHS) method to sample points within the seven-dimensional parameter space. LHS is an effective sampling technique for a large number of dimensions. It uses stratification strategy to produce good uniformity on each dimensional projection. This method divides the range of each parameter into several equal bins, and makes each bin appear once at an optimal distance, thus ensuring an even distribution of the sampled points in the multi-dimensional space. Theoretically, the sampling size should be as large as possible. Boyle et al. (2015) conducted 1100-member perturbing experiments for 22 parameters, which is well worth learning but difficult to imitate in this study due to limited computing resources. Loeppky et al. (2009) suggested that the number of sampled points should be at least 10 times the number of parameters. Given this, a total of 85 perturbed points are sampled for the 7 parameters in this work, with a ratio of about 12 times. Similar consideration is also used by Yang et al. (2015) for a sampling and sensitivity analysis of several parameters in the BCC atmospheric model. For the perturbed runs with 85 sets of parameters as well as the control run with the default parameters, the model is integrated for 7 years for each run and the daily outputs of the last 6-year are used for analysis. Also, to confirm the effects of parameter tuning, two additional 15-year simulations are conducted by using the default parameters and optimal parameters, respectively. Using the outputs from all these experiments, the performances of the model in simulating MJO features are scored. Many metrics regarding MJO variability and internal physics have been defined in previous studies. Here, we only choose several basic metrics including the wavenumber-frequency spectra of 15°S-15°N averaged 850-hPa zonal wind (WFS_U850), wavenumber-frequency spectra of 15°S-15°N averaged outgoing longwave radiation (WFS_OLR), two leading empirical orthogonal functions (EOFs) of intraseasonal anomalies of combined outgoing longwave radiation, 850-hPa and 200-hPa zonal winds, and lagged correlation between the first and second principal components corresponding to the two EOFs (LC_PCs). To obtain a skill score in a simple way, for 1-or 2-dimensional image distributions of the above fields, we compute the pattern correlation coefficient (PCC) to represent the feature similarity between simulation and observation. The PCCs are computed separately for WFS_U850, WFS_OLR, EOFs and LC_PCs, and then an average of the PCCs is used as the skill score of one experiment. Using this method, all the simulation experiments are evaluated to find out the skillful and unskillful ones.
Prediction experiments using optimized parameters
Since the model used in this study is one of the participants in the S2S project, a prediction strategy similar to that used in the project is utilized for a direct comparison with the BCC S2S hindcast outputs. We use the original hindcasts for the S2S project (EXP0_S2S) and the improved hindcasts with new initialization schemes (EXP1_Ini) by BCC S2S forecast model. Details of these two sets of hindcast can be found in Liu et al. (2017) . Compared to EXP0_S2S, EXP1_Ini use different atmospheric reanalysis to generate atmosphere initial condition, and also introduce observational daily sea surface temperature data to upgrade ocean initial condition. Both were conducted on 1st, 6th, 11th, 16th, 21st, and 26th of each month during 2000-2013 with a quasi-5-day interval. Each hindcast did a 60-day integration and included four lagged average forecasting (LAF) members, initialized at 0000 UTC on the hindcast day and 0018, 0012 and 0006 UTC of the previous day, respectively. The differences between EXP0_S2S and EXP1_Ini only lie in different initial conditions.
For a further exploration on the impacts of model optimization to MJO prediction, we add several sets of hindcast as follows.
1. Hindcast experiments with the optimal parameter set (EXP2_Ini_OptPara). On the basis of EXP1_Ini, these hindcasts replace the default model parameter set with the optimal parameter set from the parameter perturbation experiments defined in Sect. 2.2.1. Comparing EXP2_Ini_OptPara with EXP1_Ini may provide the degree of improvement for MJO prediction due to the optimization of MJO itself in the model. 2. Hindcast experiments with the ensemble of several different parameter sets (EXP3_Ini_EnsPara). These hindcasts are all initialized at 0000 UTC of the hindcast day, and they replace the LAF ensemble strategy with an ensemble of four different parameter sets. To achieve this, all the parameter perturbation experiments are scored according to the metrics shown in Sect. 2.2.1 and the first four skillful ones are chosen to give better parameter sets for constituting ensemble members. The ensemble scheme in EXP3_Ini_EnsPara depicts uncertainty of model physical parameters, while those in EXP1_Ini and EXP2_Ini_OptPara depict the uncertainty of initial conditions. 3. Hindcast experiments with a broad ensemble strategy (EXP1-3_Ens), which do an ensemble average on the hindcasts of EXP1_Ini, EXP2_Ini_OptPara and EXP3_ Ini_EnsPara. Compared to the other experiments, EXP1-3_Ens try to explore whether the MJO prediction can be improved by ensemble of different types of experiments regarding the uncertainty of both initial condition error and model error.
Validation data and method
The observational data used to evaluate the MJO simulation and forecast mainly include the NOAA daily outgoing longwave radiation (OLR; Liebmann and Smith 1996) , and daily wind field from the NCEP/Department of Energy (DOE) Reanalysis 2 (Kanamitsu et al. 2002) . The processes of extracting MJO signals from observation, simulation and prediction runs are completely in the same way as those in Liu et al. (2017) , in which several procedures were adopted based on the techniques in Wheeler and Hendon (2004) , Lin et al. (2008a) and Gottschalck et al. (2010) . The preprocess for simulation outputs is different from that for prediction outputs. For the former, the intraseasonal variability is extracted by using a 20-100-day Lancoz filter, and MJO spatial structure and principal components (PCs) are derived by an EOF expansion of combined variables of OLR, 850-hPa zonal wind (U850) and 200-hPa zonal wind (U200). For the latter, a deduction of the average variability over the previous 120 days is used, and the PCs are obtained by projecting forecasted intraseasonal anomalies onto the observed multiple-variable EOFs.
As in Wheeler and Hendon (2004) , MJO structure, amplitude and phase angle are defined by the two leading EOF modes, (PC1 2 + PC2 2 ) 1/2 , and tan −1 (PC2/PC1), respectively. The MJO forecast skill is mainly measured by bivariate anomaly correlation (BAC) as defined in Lin et al. (2008a) .
3 Impacts of parameter perturbation on MJO simulation
Sensitivity of model performance to parameters
A model's performance is often determined by the configuration of main physical parameters. In this section, we explore the sensitivity of model climatology and variance over the tropics to the parameters in Table 1 . Figure 1 shows the spatial distributions of sensitivities of climatology and intraseasonal variance of U850 and OLR in November-April to the selected parameters. Here, sensitivity is defined as the regression coefficients of climatology and intraseasonal variance against the perturbed parameters in the 85 simulations. In terms of sensitivity of climatology (Fig. 1a) , RH_low is found to be the most influential one among the parameters, which has especially significant positive correlations with the zonal wind and precipitation over the eastern Pacific (not shown). It means that over the eastern Pacific where a large amount of lowlevel clouds is often observed, enlarging RH_low value can reduce the low-level clouds and remarkably strengthen the convection there. This is possibly because the decrease of low-level clouds is helpful to increase the surface incident solar radiation, warm the underlying surface, intensify the low-level instability, and thus support the enhancement of convection. With a relatively weak magnitude, the impact of RH_high is generally similar to that of RH_low, while the impacts of τ_shal and C 0 _shal are both opposite to that of RH_low. This may suggest that the effect of RH_high on high-level clouds and the effects of τ_shal and C 0 _shal on shallow convection are associated with the change of low-level clouds in the model; or it may mean that the results of tuning RH_high, τ_shal and C 0 _shal tend to follow or offset the results of tuning RH_low while simultaneously perturbing multiple parameters. The three parameters in the deep convection scheme affect the climatology in different ways. C 0 _deep shows more impacts over the tropical Indian Ocean and the eastern Pacific; K e _deep and RH_trig are relatively more influential over the Maritime Continent and the equatorial Pacific, respectively. The sensitivities of intraseasonal variance to the parameters exhibit different details (Fig. 1b) . Nevertheless, RH_low is still the most influential one. Also, the effect of RH_low is opposite to the effects of τ_shal and C 0 _shal, but similar to that of RH_high; the influences of C 0 _deep, K e _deep and RH_trig in the deep convection scheme differ from each other. These results are highly model-dependent. Yang et al. (2015) used an atmosphereonly model that was the same as the atmospheric component of the coupled BCC_CSM and chose several parameters that were partly similar to the parameters used in this study, but they found some results that are different from this study. This is possibly because we use different combinations of parameters in perturbation experiments and an ocean-atmosphere coupling can also increase the complexity of parameter sensitivity.
For climatology and intraseasonal variance of U850 and OLR, PCC of spatial distribution between each simulation experiment and observation is calculated as the model's skill in depicting climatological background of MJO, and then the responses of skill to various parameters in the 85 simulations are given in Fig. 2 . It is found that there are clear differences in the magnitude and variation range between the skills of OLR and U850, and that the skill of OLR is mostly lower than that of U850, suggesting that OLR is more difficult to simulate in the model due to the complicated impacts of convection, cloud and microphysics processes. Nevertheless, for both climatology and intraseasonal variance, the variations of OLR skill agree well with those of U850 skill, indicating correspondences of parameters' impacts on model performance in simulating different climatological variables. For the variations of model skill and each parameter, the distribution of PCC versus parameter value often shows considerably scattered feature, and there is overall no obvious monotonic linear relationship between the changes of parameter and model performance, possibly due to complex interrelation among multiple parameters and physical parameters' nonlinear impacts on model simulation. One exception is RH_low, for which a too large parameter value can cause a nearly linear decline of model skill. This is because RH_low is the most influential parameter as shown in Fig. 1 , and its large-amplitude increase may induce an intense change of physics process and thus aggravate the model simulation.
Further, PCC of the MJO phase-longitude composite map between simulation and observation is computed as the model's performance in describing MJO characteristics, and its responses to the various parameters are shown in Fig. 3 . The MJO PCC series given in Fig. 3 are somewhat correlated with the U850 PCCs (R = 0.26) and OLR PCCs (R = 0.25) shown in Fig. 2 , passing the 95% confidence test for 85 samples. This suggests a possible link between model performance in terms of climatology and that in terms of MJO variability. It is further noted that, compared to the responses of model skills in depicting climatology and variance distributions to the selected parameters, responses of model skills in simulating MJO features are more complicated. For most parameters, quite scattered distributions of model skills versus parameter values are found, indicating that there are overall no linear relationship between the changes of model performance and parameters. This reemphasizes the complexity of parameters' interactions and their influences. Of course, to reveal the significance of these parameters, more approaches other than simple linear methods ought to be adopted. For example, Boyle et al. (2015) demonstrated parameter sensitivity for MJO simulation via conducting a huge number of perturbation experiments and then using a Bayesian parameter estimation method, to reveal the importance of several parameters in the deep convection scheme of the CAM5 model.
Influence on basic characteristics of MJO
Using the method shown in Sect. 2.2.1, we compute the PCCs of WFS_U850, WFS_OLR, EOFs, and LC_PCs between simulations and observations for all the experiments with perturbed parameters, and then rank the skillful and unskillful runs according to the magnitude of average PCC scores. The parameter values and PCC scores for the Fig. 2 Responses of model performances in simulating a climatology and b intraseasonal variance of 850-hPa zonal wind (blue dots) and outgoing longwave radiation (red dots) to the seven parameters (all normalized to [0, 1] ). Model performance is defined as the pattern correlation coefficient between simulation and observation over the tropics (30°S-30°N) . The results for zonal wind and outgoing longwave radiation in b refer to the left and right y-coordinates, respectively. The purple and yellow lines are the fittings of blue and red scattered data points, respectively perturbed runs with the highest and lowest skills, as well as for the unperturbed control run, are given in Table 2 . It again indicates that, the range of parameter values does not exhibit a clear relationship with the degree of skill, suggesting that the best or worst simulation may result from a complex compromise of nonlinear impacts of various parameters.
Climatology and intraseasonal variance are two basic characteristics, although they are not considered in the metrics in Sect. 2.2.1 to score the experiments. Figure 4 shows the distributions of OLR and U850 climatology in observation and various model runs. The observations exhibit robust convection from the tropical Indian Ocean to the western Pacific, coupled with strong precipitation and westerly wind over the region. The control run captures the general distribution of convection, but with apparent biases; especially, a remarkable convection suppression bias appears over the eastern Indian Ocean and the Maritime Continent, which is thought to be an important deficiency in the BCC_CSM to limit the MJO propagation from the Indian Ocean to the Pacific and further contribute to the formation of the Maritime Continent predictability barrier (Liu et al. 2017 ). In the low-skill simulation, this deficiency is maintained, while the biases over the eastern Pacific and the western Pacific are mostly strengthened. In contrast, in the high-skill simulation, the extent and magnitude of dry bias over the Maritime Continent is clearly reduced. This indicates significant sensitivity of model climatology to parameter values. However, the biases may be affected by the structural deficiency of physical schemes, given that the patterns of bias distribution in different runs are generally similar. Boyle et al. (2015) suggested that parameter optimization may produce reasonable skill in precipitation mean field at the cost of deterioration in radiation mean field in the CAM5 model. Differences Table 3 , we list the bias and root mean square error (RMSE) of shortwave and longwave cloud radiation effects over the global domain for boreal winter climatological means between simulation and observation. The high-skill run exhibits an error magnitude comparable to that in the control run, providing a reasonable parameter setting and radiation simulation result that is acceptable for a climate model. Figure 5 shows the distributions of intraseasonal variance of U850 and OLR in observation and various runs. In the observation, there is strong variance of U850 over the tropical Indian Ocean and the extra-tropical Pacific, with a large-magnitude center over the Maritime Continent. The feature is generally reproduced in the high-skill run, but with apparent biases over several regions in the control run and low-skill run. Generally speaking, the simulation of intraseasonal variance of OLR is worse than that of U850, despite that the strong variance over the Indian Ocean and Maritime Continent is partially reproduced by the highskill run and the control run. The metrics for parameter optimization in this study are aimed at the improvement of MJO features other than that of climatology or variance, but the results shown in Figs. 4 and 5 partly confirm the correspondence of skill enhancement in climatology and that in MJO itself. high-skill simulation, and f low-skill simulation. Also shown are the corresponding biases for the c control, e high-skill and g low-skill simulations Spectrum and EOF modes are two important aspects to examine the parameter perturbation experiments. Their features can directly indicate the validity of parameter tuning. Figure 6 gives the wavenumber-frequency spectra of tropical U850 and OLR in observation and model runs. The observation is featured by a dominant spatial scale of zonal wavenumber 1 for U850 and zonal wavenumbers 1-3 for OLR during the periods of 30-80 days, which distinguish the MJO from other equatorial waves. The control run is featured by a spectral peak at lower frequency and a wider wavenumber range. With perturbed parameters, the low-skill run shows extremely small spectral values at the intraseasonal scale, while the high-skill run displays a distribution more resembling the observation, although with an underestimated spectral peak for OLR and U850. Similarly, the precipitation spectra in high-skill run also gives a spectral peak at the intraseasonal scale of 30-80 days, although the spectral magnitude is apparently underestimated (not shown).
Figures 7 and 8 give the two leading EOFs of 20-100-day filtered anomalies of combined OLR, U850 and U200, and the lagged correlations between the PCs of these two modes, respectively. We can see that the first EOF mode is featured by enhanced convection near the Maritime Continent and inhibited convection over the eastern Pacific to Africa, while the second EOF mode shows convection enhancement over the western Pacific and suppression over the Indian Ocean (Fig. 7a, b) . These two modes explain about 43% of the variance, and exhibit the maximum positive or negative correlation when PC1 leads or lags PC2 by 10 days, denoting the eastward propagation of MJO signal (Fig. 8) . In the control run, reversed order of EOF1 and EOF2 (with respect to the order in the observation), underestimated total variance, unrealistic strength and width of convection anomaly, and the largest correlation at a shorter-than-observed lag between PCs are found. However, the spatial structure is reasonably captured by the model, with pattern correlation coefficients of 0.93 and 0.83 between the simulations and observations for EOF1 and EOF2, respectively (Figs. 7c, d, 8) . The low-skill run shows deteriorated features. In contrast, the high-skill run gives similar pattern correlations of EOFs as the control run, and thus does not show remarkable improvement in spatial structure, but its lagged correlation between PCs is closer to the observation and its total variance of the two EOFs is also slightly enhanced, suggesting a more reasonable evolution of MJO (Figs. 7e, f, 8 ).
Improvement of MJO propagation
To further verify the improvement of MJO simulation by parameter tuning, two additional 15-year runs are conducted with the optimal parameters and default parameters in the above-mentioned high-skill simulation and control simulation, respectively. The characteristics of MJO propagation in these runs are then investigated. Figure 9 shows the lag-longitude diagram of 10°S-10°N averaged OLR and U850 correlated against PC1. Compared to the strong MJO signal and clear propagation from the Indian Ocean to the Pacific in the observation, there are apparently weaker signal and a discontinuous and faster propagation in the control run. In the high-skill run with the optimal parameters, the continuity and magnitude of MJO signal are both obviously improved, though the propagation is still faster than the observed.
The composites of OLR and U850 anomalies for the eight phases of MJO lifecycle are given in Fig. 10 . We can see that well-organized MJO convection initiates from Africa shown at the top right above each panel. Value given in the parentheses of the subtitle is the spatial pattern correlation between observation and simulation. The order of EOF1 and EOF2 in simulations is reversed with respect to that of the observation and the western Indian Ocean, propagates from the Indian Ocean across the Maritime Continent to the western Pacific and disappears in the western hemisphere. The control run generally captures the eastward propagation of MJO, but it shows a faster developing and decaying tendency for the convection from the Indian Ocean to the Maritime Continent. Meanwhile, the convection anomalies over the western Indian Ocean in phases 2-4 and over the western Pacific in phases 5-6 show especially wide spatial range, displaying not well-organized MJO structure. To some extent, the highskill run clearly reduces the biases over the western Indian Ocean and the western Pacific, and gives a more reasonable transition of convection from wet phase to dry phase over the Indian Ocean and the Maritime Continent. Figure 11 shows the pressure-phase diagrams of 10°S-10°N averaged intraseasonal specific humidity anomaly and its tendency at three positions. Over the Indian Ocean and western Pacific, apparently wet and dry anomalies are observed in most troposphere, with maximum centers located between 500 and 700 hPa. Along the phase axis, the positive (negative) moisture anomaly is led by a drying (wetting) tendency and followed by a wetting (drying) tendency, denoting the propagation of convection and thus inducing alternation of wet and dry phases. By comparison, the control run shows weaker anomalies, lower intensity centers and unrealistic pace of phase transition. These deficiencies are apparently lessened in the optimized run, although there are obvious biases. Over the eastern Pacific, the observation displays quite small thickness and strength of moisture anomalies, which are wrongly depicted in the control run but significantly improved in the optimized run.
These results indicate that though the goal of parameter tuning is to optimize the wave spectrum and spatial modes of MJO, the propagation and phase transitions of MJO, as well as its climatological background, are all improved to some extent. This illustrates that the optimization result in this study is not a coincidence by multiple tuned parameters; it is on the basis of recognizing and further reducing the uncertainty of physical parameters in the model. However, the biases remained in the optimized run reveal Fig. 8 Lagged correlation coefficients between the first and second principal components corresponding to the two EOF modes in observation, control simulation, high-skill simulation, and low-skill simulation. Value given in the parentheses is the pattern correlation between observed and simulated feature Fig. 9 November-April lag-longitude diagram of 10°S-10°N averaged instraseasonal outgoing longwave radiation anomalies (shading) and intraseasonal 850-hPa zonal wind anomalies (contour) correlated against the first principal component of EOF in a observation, b control simulation and c high-skill simulation some systematic deficiencies, which cannot be overcome by parameter optimization.
Impact of parameter optimization on MJO prediction
The model used in this study participated in the S2S project. Its original hindcast for the S2S project (i.e., EXP0_S2S) showed limited skill in forecasting MJO, while another hindcast with improved initialization schemes (i.e., EXP1_ Ini) showed clearly improved skills. However, even with improved initial conditions, the deficiency in the model itself is still an important factor that limits MJO forecast (Liu et al. 2017) . In this section, two additional sets of hindcast (i.e., EXP2_Ini_OptPara and EXP3_Ini_EnsPara) and the ensemble of multiple hindcasts (i.e., EXP1-3_Ens) are used to explore whether the MJO forecast skill can be further improved by optimizing the MJO characteristics in the model itself. Details of these experiments are given in Sect. 2.2. Figure 12 shows the variation of MJO forecast skill with different lead times in various experiments. For the 5-day sampling frequency (Fig. 12a) , if we take BAC = 0.5 as the threshold of useful skill, the skill is 15 days in EXP0_S2S, 21 days in EXP1_Ini, 22 days in EXP2_Ini_OptPara and EXP3_Ini_EnsPara, and 23 days in EXP1-3_Ens. The degree of skill in these improved experiments is comparable to that in the operational models in Australian Bureau of Meteorology and NCEP (Rashid et al. 2011; Wang et al. 2014) . Our results indicate a 6-day increase of skill by improving initial conditions and 1-2-day enhancement of skill by further optimizing the physical parameters or changing the ensemble strategy. Compared ) as a function of MJO phase in a observation, b control simulation and c high-skill simulation. The composite is made using the days when the MJO amplitude is larger than one. The number of days used to generate the composite for each phase is shown at the bottom right of each panel ) at the longitudes of (top row) 80°E, (middle row) 130°E and (bottom row) 140°W. Shown are the results from (left column) observation, (middle column) control simulation and (right column) high-skill simulation to EXP1_Ini, the upper limit of useful skill is not greatly raised in both EXP2_Ini_OptPara and EXP3_Ini_EnsPara, but the skills during the lead times of 7-20 days are consistently increased after adopting better parameters. This demonstrates the success of model physics optimization in improving MJO prediction. It should be noted that, however, the skills beyond the 20-day lead time are similar among EXP1_Ini, EXP2_Ini_OptPara and EXP3_ Ini_EnsPara, which suggests a quick growth of forecast error that cannot be overcome by current methods. With an ensemble of these three sets of experiments, the skill beyond 20 days is enhanced in EXP1-3_Ens, indicating a better representation of error uncertainty in the new ensemble scheme. Further investigation on the ensemble of any two of these hindcast sets showed that the increase of skill at long lead time is not simply due to enlarged member size, and it only occurred when EXP1_Ini was included in the ensemble (not shown). This implies that a reasonable description of error uncertainty rather than the employment of many members is more critical to the performance of ensemble forecast, although in this study we do not build a highly efficient ensemble strategy to enhance the prediction skills at most lead times. For the 10-day sampling frequency (Fig. 12b) , which is conventionally used by most models in the ISVHE project and by several models in the S2S project Vitart et al. 2017) , similar skill variation features are found, indicating that the forecast cases with this sampling frequency can also be used to show the overall forecast skill of MJO.
MJO forecast during the Dynamics of the MJO/Cooperative Indian Ocean Experiment on Intraseasonal Variability in Year 2011 (DYNAMO/CINDY) Period attracts much attention in recent years (e.g., Fu et al. 2013; Xiang et al. 2015) . Thus, Fig. 13 shows MJO forecast skill as a function of lead time during the DYNAMO/CINDY Period. With the 5-day experiment frequency (Fig. 13a) , EXP1_Ini gives a 27-day skill, but it is not further enhanced in EXP2_Ini_OptPara and EXP3_Ini_EnsPara. This means that the optimization of model physics and use of parameter ensemble approach do not necessarily translate into an increase of overall forecast skill of MJO during that particular period. However, EXP1-3_Ens shows a skill of about 28-29 days, which is comparable to the results in Fu et al. (2013) and Xiang et al. (2015) . When the experiment frequency is changed to 10 days (Fig. 13b) , the useful skills in various experiments exhibit a clear spread from 22 to 31 days, suggesting that forecasts for some of the cases during the DYNAMO period are sensitive to the change of model parameters and ensemble prediction schemes. Figure 14 further gives forecast skill's seasonal variation in various experiments. As demonstrated in Liu et al. (2017) , EXP1_Ini shows a better MJO forecast skill compared to EXP0_S2S, due to the improvement of initial conditions. The skill is high in winter and low in summer, corresponding to the difference of MJO amplitude in the two seasons. From EXP1_Ini to EXP2_Ini_OptPara and EXP3_Ini_EnsPara, with optimization of model parameters, a clear enhancement of forecast skill is mainly found beyond the lead time of about 1 week. As a result, the useful skill (BAC = 0.5) is increased from about 16 days to more than 20 days in summer. In winter, although the skill is also enhanced at most lead times, it is little raised or ever slightly reduced beyond 3 weeks in EXP2_Ini_OptPara and EXP3_Ini_EnsPara. EXP1-3_Ens partly relieves this problem, but it does not achieve a consistent increase of skill during most lead times in all four seasons. This again confirms that enlarging member size does not always lead to effective enhancement of ensemble forecast skill.
MJO forecast skill is also sensitive to initial and target phase (e.g., Lin et al. 2008a; Kim et al. 2014c; Wang et al. 2014) . Thus, the BAC is computed for each MJO phase using the cases with large-than-one initial or target amplitude. The skills as a function of lead time and phase in various experiments are given in Fig. 15 . In EXP1_Ini, the differences of BAC among various initial phases become appreciable beyond 1-week lead time, featured by gradually emerging peaks near phases 2 and 5 and valleys near phases 3 and 7 (Fig. 15a) . For the forecast targeting phases, relatively high skills are found near phases 3 and 6 and low skills near phases 2 and 5 (Fig. 15b) . This implies that the MJO is easily predicted when it is initially located over the central-western Indian Ocean and Maritime Continent, but is difficult to forecast when it starts from the eastern Indian Ocean and the central Pacific. In EXP2_Ini_OptPara and EXP3_Ini_EnsPara, due to optimization of model physics parameters, the skills beyond 1-week lead time at most initial and target phases are somewhat enhanced. Particularly, the forecasts at initial phase 2 and target phases 6 and 7, aiming at the MJO propagation from the central-western Indian Ocean to the western Pacific, show better than 30-day skills. In EXP1-3_Ens, the skills are further raised somewhat.
Focusing on the initial phase 2, at which the forecast is most skillful and the improvement by scheme modification is most significant, Fig. 16 displays time-longitude composites of OLR and U850 anomalies. In the observation, MJO evolution from initial phase 2 is featured by propagation of enhanced convection anomaly from the Indian Ocean to the western Pacific, surrounded by eastward propagating anomaly of suppressed convection on both sides (Fig. 16a) . In EXP0_S2S, eastward propagation of convection signal is featured by faster moving speed, quicker amplitude decay and more disordered spatial structure compared to the observation (Fig. 16b) . EXP1_Ini with upgraded initializations partially improves the initial state and evolution of convection anomaly over the Indian Ocean and the western Pacific, but the MJO propagation is still clearly faster than the observed, and the spatial structure beyond 3 weeks is still disordered (Fig. 16c) . With optimized physical parameters, EXP2_Ini_OptPara and EXP3_Ini_EnsPara show distributions of OLR and U850 anomalies that are more similar to the observation, despite that the decay of convection intensity and the propagation of convection signal at longer lead times are still faster than observed (Fig. 16d, e) . EXP1-3_ Ens does not further improve the convection and circulation evolution to a considerable extent. This shows that the growing forecast error is complicated and changeable, and current ensemble scheme is still deficient in depicting uncertainty of forecast error at longer lead time (Fig. 16f) .
Summary and discussion
In this study, using the BCC S2S forecast model, we examine the sensitivity of several key physical parameters and explore the usefulness of parameter optimization in enhancing the skills of MJO simulation and prediction.
For several key parameters related to the cloud and convection physics that are crucial to MJO simulation, we use the LHS method to perturb the parameters and further investigate their impacts on model performance. In term of the climatology and intraseasonal variance of U850 and OLR, the relative humidity threshold for low stable clouds is the most sensitive parameter, with especially remarkable impacts over the eastern Pacific. Among the multiple parameters, some of them show quite similar (opposite) responses, suggesting the homogeneity (heterogeneity) of these parameters in affecting model's performance. However, there are overall no significant linear relationships between any one ) and 850-hPa zonal wind (contour; units m s −1 ) anomalies for initial phase 2 of MJO in a observation, b EXP0_ S2S, c EXP1_Ini, d EXP2_Ini_ OptPara, e EXP3_Ini_EnsPara, and f EXP1-3_Ens. Only MJO cases with larger-than-one initial amplitude are used in the composite of the parameters and the model skill in depicting climatology, intraseasonal variance and MJO characteristics, possibly due to parameters' nonlinear influences on model results and complex interaction among various parameters. This indicates the necessity of tuning the model in multi-dimensional parameter space, to search for the best configuration of parameters for optimum model performance.
Based on the comparison among all the experiments with perturbed parameters, the most skillful and unskillful runs are chosen, and their skills in simulating basic characteristics of MJO are then explored. Compared to the control run, the optimal-parameter run shows more realistic spectrum, and similar skill in spatial distribution of MJO modes but clearly improved relationship between the modes. Meanwhile, the distributions of climatology and intraseasonal variance, which are not the goals of the optimization, are also improved, implying a possible link between the simulation of mean state and that of MJO variability. Using the optimal and default parameter sets, two longer integrations are conducted to verify the degree of skill in simulating MJO's propagation characteristics. It is found that due to the parameter optimization, model's deficiencies such as weaker-than-observed signals, not-well-organized spatial structure and faster-than-observed propagation of MJO are all somewhat reduced. Especially, the vertical structure of convection and the transition between wet phase and dry phase of convection during MJO's life cycle are considerably improved. These results support that the optimization process may have tuned the physical parameters towards ideal values at which model physics match the reality better, rather than values at which the model state occasionally resemble the reality.
Further, several sets of sub-seasonal hindcast using the optimized parameters are conducted, and their results are compared with those of the hindcast using the original default parameters. We then explore the importance of model optimization and impacts of model error and initial condition error on forecast. For overall forecast of MJO, the original model shows a maximum useful skill of 15 days, which is largely increased to 21 days in the hindcasts with improved initial conditions, and further enhanced to 22 days in the hindcasts with both improved initials and model parameters. By optimizing the model, the skills are little changed within 1 week and beyond 3 weeks, but they are somewhat enhanced during lead times of 2-3 weeks. The skill's dependences on season and on MJO phase in different hindcasts are also compared. After 1-week lead time, a clear increase of skill due to model parameter optimization is often found in most seasons, especially the summer, and at most initial phases, especially phase 2. Beyond 3-week lead time, however, the upper limit of useful skill in winter remains unchanged or even slightly reduced, and the forecast from a few initial phases also become slightly worse when the optimized parameters are adopted. This suggests that the forecast error is not a simple linear accumulation of initial condition error and model error, and the decrease of model error does not always translate into increase of forecast skill. The above results demonstrate the positive impact of model optimization on improving MJO forecast, but they also indicate the deficiency of current initialization and model physics schemes in inhibiting the quick growth of forecast error at longer lead time. An ensemble of multiple hindcasts with different schemes can partly reduce this deficiency, due to a better representation of error uncertainty rather than a simple enlargement of ensemble member size.
This study to some extent reveals the relationships between representations of different MJO characteristics in model simulation, and between the simulation skill and forecast skill of MJO. Sperber et al. (2005) indicated that realistic description of mean state is important for better simulation of MJO, while Kim et al. (2011) , Benedict et al. (2013) and Boyle et al. (2015) found that improved representation of MJO may corresponds to degraded mean state in one or more aspects in models. By comparing several models, Jiang et al. (2015) showed an insignificant link between model MJO fidelity and mean state, which suggests that some factors other than the mean state are critical for realistic simulation of MJO. Klingaman et al. (2015a, b) further showed that there is little correspondence between the MJO fidelity in model simulation and the MJO skill in initialized forecasts. For the model used in this study, higher fidelity of MJO is accompanied by a better mean state in the model, and is also associated with overall better performance in MJO forecast. However, our results also indicate that improvement of MJO simulation does not necessarily translate into enhancement of MJO forecast skill at any time, which agrees with the finding that there are weak relationships between MJO fidelity in 2-day hindcasts and 20-day hindcasts (Klingaman et al. 2015b) . The irregular correspondence between simulation and forecast may be attributed to the complex and modeldependent interaction between model error and initial condition error; thus, improvement of forecast should rely more on describing the uncertainty of these two errors, rather than on only decreasing the magnitude of the errors.
In Liu et al. (2017) , the tendency toward drying over the eastern Indian Ocean and Maritime Continent during MJO's evolution is assumed to be an important factor to accelerate the wet-to-dry phase transition and thus accounts for the Maritime Continent predictability barrier of MJO in the BCC_CSM. This current work has partially relieved this deficiency as shown in Figs. 4 and 10 , in which the dry bias of mean state and the underestimated wet anomaly of MJO convection near the Maritime Continent are both reduced to some extent. With this improvement of the model, the prediction skill valleys near target phases 4 and 5 at the lead time of about 20 days are not as notable as those in the forecasts with the original model (see the dashed lines and shadings in Fig. 15b) . In a way, these results partially support the assumption for the attribution of the Maritime Continent predictability barrier of MJO in Liu et al. (2017) , and demonstrate the positive role of model optimization in overcoming forecast deficiency.
Particularly, because of the optimization of the model, the forecasts of MJO for initial phase 2 or target phase 7 show especially prominent increases of skill, implying the obviously improved forecast of MJO propagation from the central Indian Ocean to the western Pacific. It is assumed that the convection suppression over the western Pacific plays a dynamically active role in MJO propagation over the Indian Ocean and Maritime Continent (Kim et al. 2014a) , and its strong representation is the key for high skill MJO events in the ECMWF hindcast (Kim et al. 2016) . Liu et al. (2017) pointed out that a better description of dry anomaly over the western Pacific in model initial condition favors the enhancement of forecast skill for MJO propagation from the Indian Ocean in the BCC S2S hindcast. As a follow-up study of Liu et al. (2017) , we reveal in this study that for further increase of MJO forecast skill by improved model physics, the dry anomaly over the western Pacific could last at longer lead time (see Fig. 16d ), suggesting the positive role of decreasing model's deficiency over this area. Thus, the efforts for improving MJO forecast should take the optimization of convection state over the western Pacific as a necessary target.
