In this paper we consider point-to-point and distributed source coding problems where the receiver is only interested in a function of the data sent by the source encoder(s), while knowledge of the function remains unknown to the encoder(s). We find the rate region for these problems, and in particular, show that if the destination is interested in computing a non-bijective function then the rate region for the point-to-point source coding problem expands over the entropy, and the rate region over the distributed source coding problem expands over the Slepian-Wolf rate region. A novel proof technique, similar to random binning, is developed to prove these results.
I. INTRODUCTION
While introducing information theory [1] , Shannon described the fundamental problem of communication as that of "reproducing at one point either exactly or approximately a message selected at another point" and noted that the semantic aspects of communication are "irrelevant to the engineering problem". However, in most practical situations, communication of data is followed by a computation, either in the form of inference being drawn from the data, or processing of the data. In many such scenarios, the computation to be performed on the data is private to the receiver of the data and not shared with the sender for several reasons. Firstly because of privacy issues and secondly because sensors might not have enough computational capability to compute a function that is of interest to the agent. Yet another reason could be that the decoder may not even know what function it wants to compute, e.g. in scientific exploration, but the encoder could still store the encoded representation, and then later the decoder could decode it. Hence, in this work we consider point-to-point and distributed source coding problems where the receiver is only interested in a function of the data sent by the source encoder(s), while knowledge of the function remains unknown to the encoder(s).
Lossless source coding where the receiver is only interested in computing a function of the data has been considered in some form in several settings. Orlitsky and Roche [2] consider the problem where the sender communicates with the receiver such that the receiver wants to compute some function of their combined data and show that the number of bits required is equal to the conditional entropy of a naturally defined graph. Ahlswede and Körner [3] consider the problem of source coding with side information, while Körner and Marton [4] consider the case with two encoders separately encoding two binary correlated source such that the modulo-two sum of their encoded data can be reproduced reliably. In a distributed setting, Doshi et al. [5] consider the problem of functional coding and under some special constraint on the source, solve it using graph coloring methods. However, in all these cases the function of interest to the receiver is known by the encoder. Martinian et al. [6] consider a lossy source coding problem where the distortion function is known at the encoder. It is shown that knowing the distortion measure only at the encoder is as good as knowing it at both the encoder and the decoder in many cases. Bucklew [7] considers a quantization problem where only a function of the quantized data is of interest to the decoder while the function remains unknown to the encoder.
The problem of distributed source coding involving two separated encoders encoding possibly correlated data, X and Y , in a lossless manner was solved by Slepian and Wolf [8] . The Slepian-Wolf theorem [9] states that the encoded data can be reliably decoded at the decoder at a rate as small as H(X, Y ), even if the two encoders are not allowed to communicate with each other. Moreover, there has been interest in a special case of the distributed source coding problem, where we are interested in finding only a function of the encoded data instead of the actual data itself; this problem is also known as the distributed functional source coding problem. Han and Kobayashi [10] established the necessary and sufficient condition for the achievable region of this problem to coincide with the Slepian-Wolf region. This problem finds applications in sensor networks where the centralized agent processing data from all the sensors is only interested in finding a function of the data. A lossy version of this problem was considered in [11] while the lossless version of the problem was solved under certain constraints on the source in [5] . However, note that these papers assume that the function of interest is known to the encoder.
We will provide more insight on the main results of this paper in the following section.
A. Overview of results
We consider two source coding problems in this work. First, we consider a problem that we call the computational source coding problem, where as shown in Fig. 2 , the destination is interested only in a function of the data received from the source by the encoder while the function of interest to the destination remains unknown to the encoder. In the classic source coding problem, if the encoder uses rate R to encode a random variable X and if the destination is interested in the original data produced by the source, then Shannon's source coding theorem [1] states that for reliable communication, the rate R > H(X) is asymptotically achievable. However, since in most practical scenarios the destination is primarily interested in some processed form of the original data, we wish to find the achievable region when the destination is only interested in a function, f (X), of the original data. Suppose the encoder knows the function, f (·); then again from Shannon's source coding theorem [1], we know R > H(f (X)) is asymptotically achievable. But if the encoder has no prior knowledge of f (·), then the achievable region does not follow directly from Shannon's source coding theorem. In this work, we show that even when the encoder has no prior knowledge of f (·), rate
is sufficient for the destination to reliably compute f (X) asymptotically almost surely.
The next problem that we consider is the distributed computational source coding problem, where as shown in Fig. 3 there are two separate encoders encoding possibly correlated data, X and Y , and the decoder is only interested in reliably receiving a function f (·) of the correlated data, f (X, Y ), while the function remains unknown to both encoders. We show that the rate region for this problem, as shown in Fig. 1 , is:
A novel proof technique called codebook trimming is developed to prove these results. It is similar in some ways to random binning.
II. PRELIMINARIES
In this section we will provide some preliminary results that will be useful in Section III and IV for analyzing the proposed schemes. Let x n denote the sequence {x 1 , x 2 , . . . , x n }, and N (a|x n ) the number of times the letter a ∈ X occurs in the sequence x n . Similarly, for any function f : X → Z, define f (x) n as the sequence {f (x 1 ), f (x 2 ), . . . , f (x n )}, and N (f (a)|f (x) n ) the number of times the letter f (a) ∈ Z occurs in the sequence f (x) n . Let X be a random variable with probability mass function P X (·), then f (X) is also a random variable, with probability mass function P f (X) , where P f (X) (f (a)) = Pr[ i:f (i)=f (a) {X = i}]. Now, we define the notion of some strongly typical sets as follows: Definition 1. For ≥ 0, define a set of strongly typical sequences, T n (P X ), as:
Definition 2. For ≥ 0, define a set of strongly f-typical sequences, T n (P f (X) ), as: Definition 3. For ≥ 0, define a set of f (u) n -equivalent typical sequences
Proposition 1 and Theorem 1 derive some properties of the above defined typical sets which will be useful in Section III for analysis of error probability in our proposed scheme.
be a function f : X → Z for some set Z, and X n be a sequence emitted by a DMS P X (·), then
The proofs of Proposition 1 and Theorem 1 follow directly from the forthcoming proofs of Proposition 2 and Theorem 2 respectively, mutatis mutandis, and are omitted for brevity.
Let (x n , y n ) denote the sequence {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )}, and N (a, b|x n , y n ) the number of times the pair (a, b) ∈ X × Y occurs in (x n , y n ). Similarly, for any function f : X × Y → Z, define f (x, y) n as the sequence {f (x 1 , y 1 ), f (x 2 , y 2 ), . . . , f (x n , y n )}, and N (f (a, b)|f (x, y) n ) the number of times the letter f (a, b) ∈ Z occurs in the sequence f (x, y) n . Let X and Y be random variables with joint probability distribution P XY (·), then f (X, Y ) is also a random variable with probability mass function P f (X,Y ) , where
. Now, we define the notion of some strongly typical sets as follows.
Definition 4. For ≥ 0, define a set of jointly, strongly typical sequences, T n (P XY ), as:
Definition 5. For ≥ 0, define a set of jointly, strongly f-typical sequences, T n (P f (X,Y ) ), as:
Definition 6. For ≥ 0, define a set of f (u, v) n -equivalent jointly typical sequences
Proposition 2 and Theorem 2 derive some properties about the jointly typical sets defined above. These properties will be useful in Section IV when we discuss achievable schemes in distributed settings.
which implies,
We also know that,
Using the triangle inequality, we have
Also note that
Thus, from (1) and (2), we have,
be a function f : X × Y → Z for some set Z, and (X n , Y n ) be a sequence emitted by a DMS P XY (·), then
Similarly, one can show that
From [12, Theorem 1.2] we get,
Further,
From (3) and (4) we get,
This completes part (i) of the proof.
Minimizing the right side with respect to ν, gives us the following result:
which is equal to the left side before applying the Chernoff bound and hence is a tight bound. Similarly, for
, ν = ∞, we find the left side to be equal to the right side = 0. But, if
where A and B are binary random variables, with probability mass functions as follows:
is the relative entropy between them. From [12, (1.45)] we get,
We also need to ensure that
which implies we need,
Further, using
Similarly, one can show the following,
Thus from (5) and (6) we get,
≤ 2e
Using (8) we get,
This completes the proof for (ii). Next, we prove part (iii) of the theorem using the results obtained in (i) and (ii).
Similarly, one can show that,
This completes the proof for part (iii). For any function f : X ×Y → Z, define (f (x, y) n , y n ) as the sequence {(f (x 1 , y 1 ), y 1 ), . . . , (f (x n , y n ), y n )}, and N (f (a, b), b|f (x, y) n , y n ) be the number of times the pair (f (a, b), b) ∈ Z ×Y occurs in the sequence (f (x, y) n , y n ). Let X and Y be random variables with joint probability distribution P XY (·), then f (X, Y ) is also a random variable with probability distribution P f (X,Y ) , and denote the joint probability distribution of
. Now, we define the some more jointly typical sets as follows.
Definition 7. For ≥ 0, define a set of jointly, strongly f Y -typical sequences, T n (P f (X,Y ),Y ), as:
Proposition 3 and Theorem 3 derive some properties of the above defined sets which will find use in Section IV for analyzing error probability for our scheme.
Proof: Note that for any,
Thus, from (9) and (10), we have,
From (10) and (11) we get,
N (c,b|f (x,y) n ,y n )/n (using Chernoff bound)
Minimizing the right side with respect to ν, gives us the following result: ,b|f (x,y) n ,y n ) n , ν = ∞, the right side turns out to be P X|f (X,Y ),Y (a | c, b) N (c,b|f (x,y) n ,y n )
, ν = ∞, we find the left side to be equal to the right side = 0. But, if ,b|f (x,y) n ,y n ) n , ν = ∞, we have,
N (c,b|f (x,y) n ,y n )/n − 1. and D(P B ||P A ) is the relative entropy between them. From [12, (1.45)] we get,
We also need to ensure that 2 > 0. Thus, we need
Thus from (13) and (14) we get,
Using (15) we get,
This completes the proof for part (iii).
III. COMPUTATIONAL SOURCE CODING
Source 
A. Problem Statement
A discrete memoryless source (DMS) P X (·), with alphabet X , generates a sequence x n where the ith element of x n is represented by x i , where x i ∈ X , for i ∈ {1, 2, . . . , n}. The encoder assigns an index w to x n , where w ∈ {1, 2, . . . , 2 nR } and sends it to the decoder in a lossless manner using nR bits. Once the index w is received by the decoder, its task is to producex n such that the error probability
is sufficiently low. Here f (X) n denotes the sequence {f (X 1 ), f (X 2 ), · · · , f (X n )} corresponding to the sequence X n , where f (X i ) is a function of the ith element of X n , X i . Note that in our setting, only the decoder and the destination have knowledge of the function f (·), and the encoder has no prior knowledge of f (·). The problem to be addressed is to find the minimum rate R such that the probability of error, P e , can be made arbitrarily low for large values of n.
Definition 9.
A rate R is achievable if the encoder can use nR bits to send w to the decoder such that P e → 0 for sufficiently large n.
Theorem 4. All values of R, for R > H(f (X)), are achievable, where H(f (X)) is the entropy of the memoryless sequence f (X) n .
B. Achievable Scheme
In this section, we will describe the proposed achievable scheme in detail. First, we will discuss the construction of codebook for the encoder and the decoder, followed by the encoding and decoding schemes.
1) Codebook Construction: The codebook for the encoder and the decoder is a matrix where each codeword is associated with two indices. The codebook is generated using the idea of random binning, where each of the codewords in a codebook is uniformly assigned a bin, i.e. an index from a set of possible indices. A more formal construction of the codebooks follows. To construct a codebook C x , generate 2 n(R+R ) codewords x n (w, v) for w ∈ {1, 2, · · · , 2 nR } and v ∈ {1, 2, · · · , 2 nR } independently, where for each x n (w, v), x i (w, v) is generated independently at random using P X (·).
In Fig. 2 , both the encoder and the decoder have access to C x . But the decoder will further process the codebook C x before performing its decoding task.
Codebook Trimming: Collect all the sequences in the codebook C x with the received index w and form the set R c . Now, R c will undergo further trimming operations before it is used by the decoder. Partition all the sequences in the set R c into clusters with each cluster containing sequences that are f -equivalent. We call two sequences, x n 1 and x n 2 , f -equivalent when f (x 1 ) n = f (x 2 ) n . If a cluster contains at least one sequence in T n (P X ), then we call it a good cluster, else we call it a bad cluster. Now randomly pick a sequence from each of the clusters in R c , such that if it is a good cluster then the sequence picked belongs to T n (P X ), otherwise if it is a bad cluster then randomly pick any sequence from it. Call this randomly picked sequence the representative sequence of the cluster. Now trim R c further such that R c only contains the representative sequences corresponding to each of the clusters formed earlier. The codebook thus formed, R c , is what the decoder will effectively use.
2) Encoding Scheme: Given x n e to be encoded, the encoder looks it up in the codebook, if it is successful, then it transmits w corresponding to the codeword in nR bits, otherwise it transmits w = 1 using the same number of bits.
3) Decoding Scheme: Given w, the decoder will look for the required sequence from a special type of set as defined below.
Definition 10. For ≥ 0, define a set of representative sequences of strongly typical sequences, T n (P X ) R , as:
Also, we will find an upper bound for the size of the above defined set that will be useful in analyzing the error probability.
Lemma 1. The size of the set T n (P X ) R is bounded as below:
where 0 is a small constant.
Proof: From [12, Chapter 1], we know that,
Now cluster all the vector sequences in T n (P X ) such that each cluster contains sequences that are f -equivalent. Let us represent the set of such clusters by C n (P X ). Then,
Note that T n (P X ) R ⊂ T n (P X ) and no two sequences in T n (P X ) R are f -equivalent. Thus, |T n (P X ) R | ≤ |C n (P X )|. For any cluster c ∈ C n (P X ), with sequences f -equivalent to x n c we have,
Further, since δ 1, (n) → 0 as n → ∞, for every 0 > 0 there exists n 0 such that δ 1, 2 (n) < 0 , for all n > n 0 . Thus, we fix n 0 and choose n > n 0 to ensure δ 1 , (n) < 0 for some arbitrarily small fixed 0 and,
Decoder Task: Given w, the decoder looks forṽ such that x n (w,ṽ) ∈ T n (P X ) R . If successful, it gives out x n (w,ṽ) as the required sequence to the destination. Otherwise, it gives out x n (w, 1).
C. Analysis & Achievable region
In this section, we will find a set of values of the rate R that is achievable for the proposed scheme in the previous section to show that we can attain a value of R that is arbitrarily close to H(f (X)) with asymptotically almost surely no error.
1) Achievability: Now we will provide the proof to Theorem 4.
Proof of Theorem 4:
We now analyze the proposed achievable scheme and check under which conditions it fails, which will further give us the achievable region. Let 0 < 1 < ≤ µ X , and x n e be the sequence generated by the DMS P X (·). From [12, Theorem 1.1] we know that
where δ 1 (n) = 2 |X | e −n 1µX for 1 > 0 and µ X = arg min a∈supp(PX ) P X (a). Thus, we will assume x n e ∈ T n 1 (P X ) for the following cases.
Case 1. The encoder fails if it is unsuccessful in finding a pair (w, v) such that x n (w, v) = x n e . Using the fact that
Further, since we assumed that x n e ∈ T n 1 (P X ), it follows from [12, Theorem 1.1] that
Using (18) and (19), we get,
Case 2. Since the decoder looks forṽ such that x n (w,ṽ) ∈ T n (P X ) R , if there is no such sequencex n e ∈ T n (P X ) R such thatx n e is f -equivalent to x n e , then the decoding scheme fails. We know that T n (P X ) R = T n (P X ) ∩ R c , and that x n e ∈ T n
Hence, x n e ∈ T n (P X ). From the previous case, we know that x n e lies in the codebook almost surely, and since it lies in T n (P X ) as well, it must also lie in one of the good clusters formed during the trimming of R c . In the process of trimming, recall that each good cluster of R c has a representative sequence that belongs to T n (P X ) which remains in R c , the rest of the sequences from the cluster are removed. Hence, we are assured that there exists a sequence in R c that is f -equivalent to x n e and also belongs to T n (P X ). Let us call this sequence R(x n e ). Thus, in this case, for large n the error probability goes to zero. For the remaining cases, we will assume that R(x n e ) ∈ T n (P X ) R . Case 3. Now we consider further decoding failures. So far we have the following almost surely for n → ∞: 1) there exists (w, v) such that x n (w, v) = x n e ; 2) x n e ∈ T n (P X ); 3) R(x n e ) ∈ T n (P XY ) R ; 4) there exists (w, v r ) such that x n (w, v r ) = R(x n e ). The decoder looks forṽ r such that x n (w 1 ,ṽ r ) ∈ T n (P X ) R . To ensure that the correct sequence is recovered at the decoder, we need to make sure thatṽ r = v r . Hence, the decoder fails if there existsṽ r = v r such that x n (w,ṽ r ) ∈ T n (P X ) R . Thus, the probability with which the decoder fails is,
But, we know,
From (21) and Lemma 1 we get,
Thus the following inequality ensures ṽr =vr Pr[X n ∈ T n (P X ) R ] → 0 as n → ∞.
From (20) and (22), we have,
2) Converse: In this section, we will prove that any scheme for the computational source coding problem that ensures asymptotically almost surely no error requires a minimum rate of H(f (X)), and hence show that our proposed scheme is asymptotically optimal. The proof is standard which makes use of Fano's inequality [13] .
Theorem 5. For the functional source coding problem, a DMS P X (·), encoded with rate R such that there is asymptotically almost surely no error, must satisfy the condition, R ≥ H(f (X)), where H(f (X)) is the entropy of the memoryless sequence f (X) n .
Proof: Since W can take at most 2 nR values, it follows that
Here, (d) follows from the fact that H(W | f (X) n ) ≥ 0. Similarly, (e) is derived from the fact that f (X) n is a function of W and (f ) follows from Fano's inequality [13] , where h 2 (P e ) is the binary entropy with
IV. DISTRIBUTED COMPUTATIONAL SOURCE CODING Source P XY (·) 
A. Problem Statement
A discrete memoryless source (DMS) P XY (·), with alphabet X × Y, generates a sequence (x n , y n ) where the ith element of (x n , y n ) is represented by (x i , y i ), where (x i , y i ) ∈ X × Y, for i ∈ {1, 2, . . . , n}. Encoder 1 assigns an index w 1 to x n , where w 1 ∈ {1, 2, . . . , 2 nR1 } and sends it to the decoder in a lossless manner using nR 1 bits. Similarly, encoder 2 assigns an index w 2 to y n , where w 2 ∈ {1, 2, . . . , 2 nR2 } and sends it to the decoder in a lossless manner using nR 2 bits.
Once the index pair (w 1 , w 2 ) is received by the decoder, its task is to produce (x n ,ŷ n ) such that the error probability
Note that in our setting, only the decoder and the destination have knowledge of the function f (·), and the encoders have no prior knowledge of f (·). The problem to be addressed is to find all possible rate pairs (R 1 , R 2 ) such that the probability of error, P e , can be made arbitrarily low for large values of n.
Definition 11. A rate pair (R 1 , R 2 ) is achievable if encoder 1 and encoder 2 can use nR 1 and nR 2 bits respectively to send the pair (w 1 , w 2 ) to the decoder such that P e → 0 for sufficiently large n.
Theorem 6. The following set of values of the pair (R 1 , R 2 ) is achievable:
where H(f (X, Y )) is the entropy of the memoryless sequence f (X, Y ) n , and H(f (X, Y )|X) and H(f (X, Y )|Y ) are the corresponding conditional entropies.
B. Achievable Scheme
In this section, we will describe the proposed achievable scheme in detail. First, we will discuss the construction of codebooks for the encoders and the decoder, followed by the encoding and decoding schemes.
1) Codebook Construction: The codebook construction in this case is similar to the point-to-point case. To construct a codebook for encoder 1, C x , generate 2 n(R1+R 1 ) codewords x n (w 1 , v 1 ) for w 1 ∈ {1, 2, · · · , 2 nR1 } and v ∈ {1, 2, · · · , 2 nR 1 } independently, where for each x n (w 1 , v 1 ), x i (w 1 , v 1 ) is generated independently at random using P X (·). Similarly, to construct a codebook for encoder 2, C y , generate 2 n(R2+R 2 ) codewords y n (w 2 , v 2 ) for w 2 ∈ {1, 2, · · · , 2 nR2 } and v 2 ∈ {1, 2, · · · , 2 nR 2 } independently, where for each y n (w 2 , v 2 ), y i (w 2 , v 2 ) is generated independently at random using P Y (·). The decoder has access to both C x and C y and generates a codebook C xy using C x and C y such that C xy contains all pairs (x n (w 1 , v 1 ), y n (w 1 , v 2 )) corresponding to all pairs (w 1 , v 1 ) and (w 2 , v 2 ) in C x and C y respectively. In Fig. 2 , the encoders have access to C x and C y respectively and the decoder has access to C xy . But the decoder will further process the codebook C xy before performing its decoding task.
Codebook Trimming: Collect all the sequences in the codebook C xy with the received pair of indices (w 1 , w 2 ) and form the set R c . Now, R c will undergo further trimming operations before it is used by the decoder. Partition all the sequences in the set R c into clusters with each cluster containing sequences that are f -equivalent. We call two sequences, (x n 1 , y n 1 ) and (x n 2 , y 2 n ), f -equivalent when f (x 1 , y 1 ) n = f (x 2 , y 2 ) n . If a cluster contains at least one sequence in T n (P XY ), then we call it a good cluster, else we call it a bad cluster. Now randomly pick a sequence from each of the clusters in R c , such that if it is a good cluster then the sequence picked belongs to T n (P XY ), otherwise if it is a bad cluster then randomly pick any sequence from it. Call this randomly picked sequence the representative sequence of the cluster. Now trim R c further such that R c only contains the representative sequences corresponding to each of the clusters formed earlier. The codebook thus formed, R c , is what the decoder will effectively use.
2) Encoding Scheme: Given x n e to be encoded, encoder 1 looks it up in the codebook C x , if it is successful, then it transmits w 1 corresponding to the codeword in nR 1 bits, otherwise it transmits w 1 = 1 using the same number of bits. Similarly, given y n e to be encoded, encoder 2 looks it up in the codebook C y , if it is successful, then it transmits w 2 corresponding to the codeword in nR 2 bits, otherwise it transmits w 2 = 1 using the same number of bits.
3) Decoding Scheme: The decoder will look for the required sequence from a special type of set as defined below.
Definition 12. For ≥ 0, define a set of representative sequences of jointly, strongly typical sequences, T n (P XY ) R , as:
Also, we will find an upper bound on the size of the above defined set that will be useful in analyzing the error probability.
Lemma 2. The size of the set T n (P XY ) R is bounded as below:
Proof: From [12, Chapter 1], we know that
Now cluster all the vector sequences in T n (P XY ) such that each cluster contains sequences that are f -equivalent. Let us represent the set of such clusters by C n (P XY ). Then,
Note that T n (P XY ) R ⊂ T n (P XY ) and no two sequences in
For any cluster c ∈ C n (P XY ), with sequences f -equivalent to (x n c , y n c ) we have
which implies
Further, since δ 1 , (n) → 0 as n → ∞, for every 0 > 0 there exists n 0 such that δ 1, 2 (n) < 0 , for all n > n 0 . Thus, we fix n 0 and choose n > n 0 to ensure δ 1, (n) < 0 for some arbitrarily small fixed 0 and
Similarly, we define the following sets that would again be useful in analyzing the error probability for the scheme.
Definition 13. For ≥ 0, and (x n , y n ) ∈ T n (P XY ) define a set of representative sequences of y n -equivalent jointly, strongly typical sequences, T n (P XY |y n ) R , as:
Definition 14. For ≥ 0, and (x n , y n ) ∈ T n (P XY ) define a set of representative sequences of x n -equivalent jointly, strongly typical sequences, T n (P XY |x n ) R , as:
Now, we will find an upper bound on the size of the above defined sets, then
Lemma 3. The size of the set T n (P XY |y n ) R is bounded as below:
Now cluster all the vector sequences in T n (P XY |y n ) such that each cluster contains sequences that are f -equivalent. Let us represent the set of such clusters by C n (P XY |y n ). Then,
Note that T n (P XY |y n ) R ⊂ T n (P XY |y n ) and no two sequences in T n (P XY |y n ) R are f -equivalent. Thus, T n (P XY |y n ) R ≤ C n (P XY |y n ) . For any cluster c ∈ C n (P XY |y n ), with sequences f -equivalent to (x n c , y n ) we have
Further, since δ 1, (n) → 0 as n → ∞, for every 0 > 0 there exists n 0 such that δ 1 , 2 (n) < 0 , for all n > n 0 . Thus, we fix n 0 and choose n > n 0 to ensure δ 1, (n) < 0 for some arbitrarily small fixed 0 and,
Similarly one can show the following bound on |T n (P XY |x n ) R .
Lemma 4. The size of the set T n (P XY |x n ) R is bounded as below:
Decoder Task: Given (w 1 , w 2 ), the decoder looks for (ṽ 1 ,ṽ 2 ) such that (x n (w 1 ,ṽ 1 ), y n (w 2 ,ṽ 2 )) ∈ T n (P XY ) R . If successful, it gives out (x n (w 1 ,ṽ 1 ), y n (w 2 ,ṽ 2 )) as the required sequence to the destination. Otherwise, it gives out (x n (w 1 , 1), y n (w 2 , 1)).
C. Analysis & Achievable region
1) Achievability: Now we will provide the proof to Theorem 6.
Proof of Theorem 6:
We now analyze the proposed achievable scheme and check under which conditions it fails, which will further give us the achievable region. Let 0 < 1 < ≤ µ XY , and (x n e , y n e ) be the sequence generated by the DMS P XY (·). From [12, (4.6)] we know that
where δ 1 (n) = 2 |X | |Y| e −n 1µXY for 1 > 0 and µ XY = arg min (a,b)∈supp(PXY ) P XY (a, b) . Thus, we will assume (x n e , y n e ) ∈ T n 1 (P XY ) for the following cases.
Case 1. Encoder 1 fails if it is unsuccessful in finding a pair (w 1 , v 1 ) such that x n (w 1 , v 1 ) = x n e . Using the fact
Using (29) and (30), we get,
Thus, Pr[x n (w 1 , v 1 ) = x n e ] → 0 as n → ∞ if,
Similarly, one can show that Pr[y n (w 2 , v 2 ) = y n e ] → 0 as n → ∞ if,
Case 2. Since the decoder looks for (ṽ 1 ,ṽ 2 ) such that (x n (w 1 ,ṽ 1 ), y n (w 2 ,ṽ 2 ) ∈ T n (P XY ) R , if there is no such sequence (x n e ,ỹ n e ) ∈ T n (P XY ) R such that (x n e ,ỹ n e ) is f -equivalent to (x n e , y n e ), then the decoding scheme fails. We know that T n (P XY ) R = T n (P XY ) ∩ R c , and that (x n e , y n e ) ∈ T n
e , y n e ) ∈ T n (P XY ). From the previous case, we know that x n e and y n e lies in the codebooks C x and C y respectively almost surely, and since (x n e , y n e ) also lies in T n (P XY ) almost surely, it must also lie in one of the good clusters formed during the trimming of R c . In the process of trimming, recall that each good cluster of R c has a representative sequence that belongs to T n (P XY ) which remains in R c , the rest of the sequences from the cluster are removed. Hence, we are assured that there exists a sequence in R c that is f -equivalent to (x n e , y n e ) and also belongs to T n (P XY ). Let us call this sequence R(x n e , y n e ). Thus, in this case, for large n the error probability goes to zero. For the remaining cases, we will assume that R(x n e , y n e ) ∈ T n (P XY ) R .
Case 3. Now we consider further decoding failures. So far we have the following almost surely for n → ∞: 1) there exists (w 1 , v 1 ) such that x n (w 1 , v 1 ) = x n e ; 2) there exists (w 2 , v 2 ) such that y n (w 2 , v 2 ) = y n e ; 3) (x n e , y n e ) ∈ T n (P XY ); 4) R(x n e , y n e ) ∈ T n (P XY ) R ; 5) there exists (v r1 , v r2 ) such that (x n (w 1 , v r1 ), y n (w 2 , v r2 )) = R(x n e , y n e ). The decoder looks for (ṽ r1 ,ṽ r2 ) such that (x n (w 1 ,ṽ r1 , y n (w 2 ,ṽ r2 ) ∈ T n (P XY ) R . To ensure that the correct sequence is recovered at the decoder, we need to make sure thatṽ r1 = v r1 andṽ r2 = v r2 . Hence, the decoder fails if there exists (ṽ r1 ,ṽ r2 ) = (v r1 , v r2 ) such that (x n (w 1 ,ṽ r1 ), y n (w 2 ,ṽ r2 ) ) ∈ T n (P XY ) R . Thus, the probability with which the decoder fails is,
For (a), we have
From (33) and Lemma 2 we get
Thus the following inequality ensures
From (31), (32), and (34), we have
For (b), we have
From (36) and Lemma 4 we get
Thus the following inequality ensures (ṽr 1 =vr 1 ,vr 2 =ṽr 2 ) Pr[(x n (w 1 , v r1 ), Y n ) ∈ T n (P XY ) R ] → 0 as n → ∞. 
2) Converse: In this section, we will prove that any scheme for the distributed computational source coding problem that ensures asymptotically almost surely no error requires a minimum sum-rate of H(f (X, Y )) and minimum individual rates of H(f (X, Y )|X) and H(f (X, Y )|Y ) corresponding to R 1 and R 2 respectively, and hence show that the proposed scheme is asymptotically optimal. The proof is standard which makes use of Fano's inequality [13] .
Theorem 7. For the the distributed functional source coding problem for a DMS P XY (·), encoded by two separate encoders with rates R 1 and R 2 such that there is asymptotically almost surely no error must satisfy the following condition:
Proof: First we will show the converse for the sum-rate, and later for the individual rates. Replace the encoders in the original problem description with a single encoder, see Fig. 4 , and we will show that the minimum rate required for such an encoder is H(f (X, Y )) if we require P e → 0 for n → ∞. Since W can take at most 2 nR values, it follows that
≥ nH(f (X, Y )) − h 2 (P e ) − P e log 2 (|f (X, Y ) n | − 1).
Here (g) follows from the fact that H(W | f (X, Y ) n ) ≥ 0. Similarly, (h) is derived from the fact that f (X,Ŷ ) n is a function of W and (i) follows from Fano's inequality [13] , where h 2 (P e ) is the binary entropy with P e = Pr[f (X, Y ) n = f (X,Ŷ ) n ]. Since R ≥ H(f (X, Y )) is the minimum rate required for this case, in a distributed setting where two separate encoders encode X n and Y n separately, we will have R 1 + R 2 ≥ H(f (X, Y )).
Now, we will find a lower bound on R 1 . Suppose that both encoder 1 and the decoder in the original problem description have an additional knowledge of Y n , see Fig. 5 . We will show that the minimum rate required for such a case is H(f (X, Y )|Y ) if we require P e → 0 for n → ∞. Since W can take at most 2 nR1 values, it follows that
≥ nH(f (X, Y )|Y ) − h 2 (P e ) − P e log 2 (|f (X, Y ) n | − 1).
Here (j) follows from the fact that H(W | f (X, Y ) n , Y n ) ≥ 0. Similarly, (k) is derived from the fact that f (X, Y ) n ) is a function of W and Y n , and (l) follows from Fano's inequality [13] , where h 2 (P e ) is the binary entropy with P e = Pr[f (X, Y ) n = f (X, Y ) n ). Since R 1 ≥ H(f (X, Y )|Y ) is the minimum rate required for this case, in a distributed setting where the encoder does not have any prior knowledge of Y n must have the same lower bound on the rate of encoder 1, hence, R 1 ≥ H(f (X, Y )|Y ). Similarly one can show R 2 ≥ H(f (X, Y )|X).
V. CONCLUSION
This paper considers the problem of computational source coding in a lossless regime for both the point-to-point and the distributed case. It is shown that if the destination is only concerned about a function of the message generated by the source rather than the original message itself and if the encoder has no knowledge of the function that the destination is interested in but knows the minimum number of bits to be sent, then it can reliably send the message as efficiently as if it has the knowledge of the function. In particular, if the destination is interested in computing a non-bijective function then the rate region for the computational source coding problem expands over the entropy, and the rate region over the distributed computational source coding problem expands over the Slepian-Wolf rate region. Also, note that this approach can be used as a subcomponent within Berger-Tung schemes [14] , [15] to consider lossy functional problems.
