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Lennart Carlerson em [ 2] obteve o seguinte resulta 
do: 
"Seja ~ uma medida finita em lzl < 1 tal que e-
xiste uma constante A satisfazendo ~ (Sh) .;;; A h para todo 
toda função f de 
tal que 
J 
lz l < 1 
.. 
E reciprocamente. 
e eo < e < ao + h } Então 
com p ;;. 1 
p 
\f(zll d~" 
existe uma constante 
para 
c 
Uma extensão deste teorema é apresentado por Peter L. 
Duren, em ( 4 ] , da seguinte forma: 
"Sejam P e q tais que o < p.;;; q < 00 • 
q/p 
~(Sh) .;;; A h se, e somente se , Então 
(*) l J q r I f (z> I d~ .;;; c 11 f 11 p H I zl < 1 
para toda função f do Hp ". 
O objetivo do nosso trabalho é apresentar a demonstr~ 
ção desse teorema, procurando esclarecer todas as passagens ne-
la contida. 
l.l.. 
Para isso, vamos dividir nosso trabalho em três capl 
tulos. 
O primeiro capitulo constará de algumas definições e 
resultados necessários para o capitulo seguinte. 
No segundo capltulo apresentaremos, inicialmente, al 
guns resultados e algumas observações que serão utilizados na 
demonstração do teorema de P. Duren. 
Entre as observações destacamos aquela que nos gara~ 
~ te que e suficiente provar o teorema para p = 2 (ver (2-8) ) • 
Entre os resultados está provado que toda função do 
H2 é escrita como a integral de Poisson de sua função limite 
(ver (2-3)). 
Diante, destes fatos, é suficiente mostrar que 
J J lu(z) lq d~ ]l/q~ l lzl<l 
onde u é a integral de Poisson da função 2 4> e L , 4> > o 
ra provarmos (*) • 
Para tal prova, definiremos a função 
~ (z) = sup 1 
I J 4>(t)dt I 
onde o supremo é tomado sobre os intervalos I~ Iz (III<l) 
com 
p~ 
Iz = {eit : e - 1 
2 
(l-r) ~ t ~e+ _!_(1-r)} 
2 
sendo i9 z = re • 
.. 
iii. 
Dai, para se concluir a demonstração, ê suficiente 
provar que o operador T que a cada $ associa $ é do tipo 
forte (2-q) • Mas, utilizando o teorema de interpolação de 
Marcinkiewcs, basta mostrar que T é do tipo fraco (1-q). 
Para a reciproca, utilizamos uma particular função de 
H2 de onde tiramos o resultado. 
No terceiro capitulo, faremos uma aplicação deste teo 
rema no espaço Hp . 
CAPÍTULO I 
NOTAÇÕES E DEFINIÇÕES PRELIMINARES 
Seja Jl uma medida a-finita sobre :Rn , X um sub-
conjunto de JRn , O < p < ~ 1 f uma função mensurável em X 
e 
llfll =[f Pl\l 1/p I f <x l I P d \l 1 • 
X 
Definimos LP(x,d~) como sendo o espaço das funções f tais 
que 11 f 11 < "' • Ao valor 
Plll 




Para "' p = co I L (XIdjl) é o espaço das funções limitadas com 
exceçao de um conjunto de medida nula e 
11 f 11 co 
1 
\l = in f {A : Jl { x : I f (x) I > A} = O } • 
Quando nao especificarmos a medida Jl , estaremos co~ 
siderando a medida de Lebesque e nesse caso LP(X 1 dx) será de 
notado por LP(x) e 11 f 11 d por 11 f 11 P p, X 
paços 
Vamos ver, agora, alguns resultados referentes aos es 
Lp (X) • 
Banach. 
Para 1 .;; p .;; "' I ( Lp (X) I 11 • 11 ) p 
A de4Lgu~td~de de Schw~ftz: Sejam 
2. 
é um espaço de 
funções per 
tencentes a 2 -L (X) • Entao f.g pertence a 
f e g 
L1 (X) e 
11 f .g 111 .;; 11 f 11 2 • 11 gll 2 • 
A de4Lgu~tdade de Min~oW4~L: Sejam fn(n=l 1 2 1 ••• ) 
funções do LP(x) • Então 
• 
A ~ Õ!U!'Iut~ de P~ft.t.ev~t: (ver [ 6 1 ) • Seja f uma fun-
co 
çao de Lp (X) e I Q; einx a forma complexa da série de n=-oo n 




J f (x). 
-inx dx = 2iT e 
-1! 
112 "' \a:n \2 Então 11 fn = I . 2 
n=-oo 
DEFINIÇÃO: Seja f pertencente a LP ([ -n, 1l J) • 
Definimos a integftat de Poi.t..t.on de f por 
3. 
1T 
u (r ,x) 1 J P (r ,t- xl f(t) dt = 2ií 
-1T 
onde 
1-r 2 P(r,$) = 
1- 2r cos 4l+r 
A função P(r, <P) é denominada nÚcleo de Poi~~on. Temos o se-
guinte lema: 
co 
(1- 1) L ema: P (r, <P ) = L 
n=-oo 
Vemonht~a~ão: Observemos que 
co 
ri nl in$ co co L = z: rn e in$ + L rn -in$ - 1 e e 
n=-oo n=O n=O 
co 
= z: (r ei<j>)n + 
.. 
z: (r e-i$) n- 1 . 
n=O n=O 
Cada um dos somatórios acL~a constitui uma série geo-
métrica infinita de razão menor do que 1 •. Logo: 
00 
z: rlnlein$ = ---=1- 1 + ---=--- - 1 






r e "' = 
1- r 2 
---=---='-----.. = P (r, <!> l 2 1- 2r cos <!>+r 
• 
DEFINIÇÃO: Sejam 1 .;;; p < co , 1<: q < "' e T um o-
perador de Lp(:JRn, dJ.1 1 ) em Lq(:JRn, dJ.l 2 l . Dizemos que T é 
um ope~ado~ ã~b-i~nea~ se 
T(f1 + f 2 l é bem definido, sempre que T(f1J e T(f2 ) 
estão definidos, e: 
Um operador T de 
e , 
Lp(:JRn, dlll) em Lq(JR n, dJ.l 2 l , 
é um ope~adM t~po 6Mte (p,q) 
se existe uma constante M , tal que: 
O menor valor de M denominamos no~ma (p,q) de T • 
Um operador T de 
1 " p .;; 00 e 1 .;; q < oo , é um ope~ado~ t~po 6~aco (p,q) 
se existe uma constante M , tal que: 
).12 { z: 
4. 
. • 
para toda função f de LP (JR n, d).l 1 ) e y > O • 
O menor valor de M denominamos no~ma 6~aca (p,q) de T • 
Se q= oo , diremos que T é do tipo fraco (p,oo) se T for 
do tipo forte (p,oo) • 
(1-2) Teo~ema de Ma~cinRiewicz: Sejam 
dois pontos do triângulo 
(a1 , 81l e 
( 81 * 82) • 
Seja T um operador sub-linear, .simultaneamente do tipo fraco 
s. 
(1/a1 , 1/a2l e (1/81, l/S2l , com normas M1 e M2 , respecti-
vamente. Então para todo ponto (a, 8 l onde a= (1-t) a 1 + ta2 e 
8 = (1-t) 81 + t82 , o operador T é do tipo forte (1/a, 1/8) 
com: 
11 T(f)lll/S < 
onde K = K independe de f , e é limitado se t,a1 ,a2 ,81 ,s2 
a 1 , a 2 , 81 , S2 são fixados e t varia entre O e 1 • 
Vemon&t~aç.ão: (ver [7 l - pag. 111 - Vol. II) • 
Apresentaremos, agora, alguns resultados de séries du 
plas, que serão utilizados posteriormente • 
b, 
DEFINIÇÃO·: Seja f uma sequência dupla. A sequência 
dupla s , de f in ida por 
p 
s <P ,q> = L 
m=l 
q 
L f (m, n) 
n==l 
é denominada hê~ie dupla e será denotada por L f(m,n). 
m,n 





Cada número f(m,n) é chamado tê~mo da série dupla, e, cada 
~(p,q) , de homa pa~ciat. 
te quando 
A série dupla L f (m,n) 
m,n 
L I f (m, n) I converge. 
m,n 
.. 
e ab~otutamente conve~gen 
O seguinte teorema de séries duplas será utilizado no 
presente trabalho, e aqui colocado sem demonstração. 
"' "' (1-3) Teo~ema: Sejam séries absoluta-
mente convergentes com somas A e B , respectivamente. Seja f 
a sequência dupla definida pela equaçao 
Então 
i {rn,n) E IN X IN • 
L f(rn,n) converge absolutamente·e tem sorna AB. 
rn,n 
DEFINIÇÃO: Seja f urna sequência dupla, e g urna 
7. 
bijeção de IN em IN x IN • Consideremos G a sequência defini-
da por G(n) = f(g(n)) -com n pertencente a IN • Neste caso, 
g é dito ser um a~~anjo da sequência dupla f na sequência G. 
O teorema abaixo, sobre arranjo, nos garan~e que, se 
a série for absolutamente convergente, a sorna é a mesma, qual-
quer que seja o arranjo dado. 
(1-4) Te.o~e.ma: Seja L f(rn,n) urna série dupla e g um 
rn,n 
arranjo da sequência dupla f na sequência G • Então: 
a) L G(n) converge absolutamente se, e somente se, 
n 
í f (rn,n) converge absolutamente 
rn,n 
b) se a I f (m ,n) converge.absolutamente e 
m,n 
L f(m,n) = S temos Í:G(n)=S . 
m,n 
Estes resultados sobre séries duplas podem ser encon-
trados em [1 I pág. 372 . 
DEFINIÇÃO: Seja O< p <~·.Entenderemos por Hp 
o espaço das funções f ana1lticas em [z[ < 1 , tais que: 
lim . r 




de ] . 
Usualmente, llfi!Hp é denominada "noJtma." Hp de f. 
8, 
OBSERVAÇÃO: Para p < 1, llfiiHp. nao é uma norma no sentido 
usual, pois não satisfaz necessariamente a desigualdade triang~ 
lar. Podemos, entretanto, definir uma distância d(f,g) entre 
dois elementos f e g de por: 
d (f ,g) 
Com a distância assim definida, Hp é um espaço métrico compl~ 
to. 
Veremos, agora, alguns resultados dos espaços Hp 
que serao utilizados no nosso trabalho. As demonstrações podem 
ser encontradas em [7 ] - Vol. I - págs 271-284 • 
Consideremos uma função f analltica em I z I< 1 
com todos os zeros de f , distintos 
da origem e contados de acordo com a sua multiplicidade. Supo-
nhamos que f tenha um zero de multiplicidade k na origem. 
Então sao válidos os seguintes resultados: 
(1-5): 
(1-6) : 
Se f E HP temos que 







* z - 1; n 
.. 
TI !~ ! converge. 
n=l 11 
.. 
TI I~ I converge, temos que 
n=l n 
, onde t 
converge absoluta e uniformemente em todo disco fechado 
9 • 
·1 zl.;; r , O <r <1 • Além disso, a função limite, que denotaremos 
por fl(z) , é regular com I fl(z)l< 1 e z; 1 , r; 2 , ••• , z;n , ••• 
são os zeros de B(z) • 
(1-7) : Se f E Hp e g é uma função definida por 
g(z) = f (zl 
B (z) 
, com (J 
onde 
um número real, temos que g(z) 
uma função regular que não tem zeros em I z I < 1 ; além disso, 
g 6 Hp e f pode ser escrita por: 
f{z) = g(z) • B(z) • 
A função B (z) ~ e conhecida como produto de Blaschke da f • 
(1-8): Se f E Hp , o limi.te nao tangencial de f , quando z 
se aproxima de ix ( ix) ~ d e , existe e vale f e • Alem isso, 
(1-9): se f 8 HP temos 
J.J.. 
CAP!TULO II 
Neste capltulo, vamos apresentar a demonstração de um 
teorema devido a P. Duren (ver [4]) . Este teorema nos dá urna 
caracterização de medidas finitas v no disco aberto I zl < 1 
para que tenhamos limitação do tipo 
. (2-1) { f 1/q I f ( z) I q dv } .;;; A 11 fR Hp 
lz I <1 
para toda f pertencente ao espaço HP • 
Vamos inicialmente enunciar e demonstrar alguns lemas 
e fazer algumas observações sobre (2-1) que serão utilizadas 
na demonstração deste teorema. 
(2-2) Lema: Seja c urna constante positiva. 
co 2 2n Se t I anl r < c para todo r com O< r< 1 então 
n=O 
00 2 I la I < c . 
n=O n 





ra todo N > O I lan I r <c • 
n=O 




N 2 í 2n lim l anl r <c I 




ou seja, 1~1 <c para todo numero N >O 
n=O 
Então, por definição 
co 2 í I anl <c • 
n=O 
(2-3) lema: Seja f 6 H2 • Então f pode ser escrita como 
a integral de Poisson de sua função limite. 
Vemon&t~a~ão: Como f 6 H2 , pelo desenvolvimento de 
Taylor, temos que 
onde f{n) (O) 
n! 
a 0 = f(O) 
co 
A série L 
n=O 
gual a 1. 
para n '* O e 
tem raio de convergência menor ou i-










está bem definida e é absolutamente convergente. 
Como a função f pertence a H2 , temos por defini-
çao que existe uma constante C tal que: 
'TT 
1 J I f (r e i$) I 2 d$ < C • 
-'TT 
Portanto, segue por (2-4) que 
'TT 
J I "' (2-5) 1 L a n+m an r 2'TT m 
-'TT n,m=O 
Pelo fato de 
00 
e 
i (n-m) $ 
1 dcb < c 
n+m 
r 
e de L I an ~ lrn+m 
n,m=O 
ser convergente segue, pelo crité-
rio de Weierstrass, que 
n,rn=O 
-- rn+m ei(n-m)$ 
an am é uniformemente convergen-





Entretanto, como J e i (n-ml ~ d~ = 0 para e 
1T 
J para . n=m temos que 





n < C para todo O < r < 1 • ou seja, I 
n=O 








Vamos mostrar que essa série tem sentido em L2 • 
Como I ê convergente, temos que: 
n=O 
dado E > O , existe um n~~ero natural NO tal que para todo 
.. 




2 11 [ m+p 
. m+p 
e-ij<!> 1 d<f> r in<j> 1 J -11 n~ ein<f> 1: 11 an e 11 = a . a. 2 21! n J n=m j=m 
= 
11 [ m+p a ã. 
J_11 n,j~ n J 
Podemos integrar têrmo a têrmo a série acima e obte-
mos que: 
m+p 






1 r r 1 2 211 1: I I 2 < an • = an e: 
211 
n=m n=m 
Como L2 ~ completo, existe função e uma g 
co 
I a ein<j> = g (<f>) n 
n=O 
Mostremos que: 
lim f(rei<l>) = g (<f>) • 
r -> 1 
Pela fÓrmula de Parseval, e como: 
2 




6 L2 tal que: 
temos 
(2-6) = 
Levando em conta que 
= 2 2 ~ ·I a I I rn - 11 l.. n 
n=O 
lim . I rn - 1 I = O 





converge, dado E > O , existe um número natural N > O , tal 
que para r suficientemente próximo de 1 temos: 
co 2 (2-7) L I anl I rn - 11 2 
n=O 
N 2 co 








De (2~6) e (2-7) obtemos para r suficientemente 
próximo de 1 que: 
Falta apenas verificarmos que: 
-e 




Para isso vamos mostrar inicialmente que 
co 
lim P <r, e l 
m -> oo n=m. 
Observemos que dado 
€ >O , existe.um número na tu-
ral No> o tal que 
"" 
L 2 ~ € I anl Mr 
n=N0+1 
onde l ~. r, 7T Mr = J I P (r, e) I 2 de ~ fixo • e 
-7T 
Pela desigualdade de Schwarz temos 
7T 
"" 1 f P(r,el L ein((jl-6)d6 . a 27T n 
-7[ n=N0+1 
l 7T "' 2 r, .;; Mr f [ L a ein((jl-6) ] d6 n -7T. n=N0+1 
Pela fÓrmula de Parseval aplicada ao segundo membro 
de desigualdade e pela observação acima segue 
1 
27T 











Portanto, podemos considerar 
'!f 
1 J lim P (r, e) 2'!T m -> "' -'!f 
Por (1-1) temos: 
00 






ein(<f>-6lde a . n 
• 
Como esta série converge uniformemente e absolutamen-
-1! .;; e .;; 1T temos: 
'!f 
1 J [ "' ri jleije ] [ y e in (<f>-9 l] de lim L • a 2'1T n m -> 
"' 
-'!f j=-oo n:O 
'!f 




Integrando têrmo a têrmo resulta que 
'!f 
1 co ri jlein<jl r i (j-n) e lim L a e de 






= lim 1 L an rn ein<!> • 2'!T , 
2
'TT n:O m -> "" 
19. 
r n ein~ f( i~) an = re 
n=O 
Assim, temos demonstrado o Lema. • 
Conforme falamos no inicio faremos algumas observações 
que farão parte da demonstração do teorema central deste traba-
lho. 
(2-8) Se (2-1) e vãt~do pa~a H2 , então he~ã vãt~do pa~a 
HP ~om O < p < oo 
Tomemos, primeiramente, uma função f pertencente ao 
espaço Hp que não possui nenhum zero em I z I < 1 • 
Seja f /2 g(z) = [ f(z) • Então g é uma função analí 
tica em I zl < 1 e além disso 
2'!f ' r, 1 
Jo 
·e 2 
lim l lg (re1 ) I d6 = 
r -> 1 2'Tf 
J 2'!f (' lim 1 J I f (rei e l I P de = r -> 2'Tf o 
p/2 
= 11 f 11 < "' Hp 
E H2 
p/2 
ou seja, g e 11 g 11 2 = 11 f 11 p 
H H 





lg(z) I dll 
lz I <1 
~ > 2 • Segue que 
n g n 2 H 












lz I <1 
= q > p , pois, h ~ 2 • 
2/p 
c .11 f 11 
Hp 
Este primeiro caso, nos demonstra que se (2-1) é 
válido para as funções do espaço H2 então sera válido para as 
funções do espaço Hp que não possuem nenhum zero no circulo a 
berto I z I < 1 • 
Vamos analisar, agora, o caso de uma função' f do 
Hp , f não identicamente nula, tal que f tenha zeros em 
I z I< 1 Como os zeros de uma função analitica são isolados, 




lz I < 1 • 
Sejam ... todos os zeros de f si 
tuados em lzl < 1 , distintos da origem e enumerados de acor-
do com a sua multiplicidade. Seja a origem um zero de ordem k 
de f . 
icr zk z-z:: 1 Tomemos B(z} rr n = e , 
n * I z::nl z- z:: 
n 
o produto de Blaschke da f • Então por (1-7) temos que a fun 
çao 
g(z) = f (z) 
B (z) 
é uma função 
analltica de HP que nao tem zeros em I z I< 1 • Além disso, 
f(z) = g(z)B(z) • 
Por (1-6) e pela definição de B(z) temos I B(z) I< 1 
para I z I< 1 
Como g(z) nao tem zeros em I z! <1 segue pelo que 
vimos anteriormente que vale o teorema para g 
Assim, 
(2-9) r f if<zlq d\l l lz I <1 
l ,L, 
onde q/p ;;. 1 . 
l
l/q I f lgt,llq IB(,) lq d> 11/q 
= l lz1<1 
c llg 11 p 
H 
• 
Por (1-9) e (1-8) temos que: l ,, I f(re10 JIP d6 l p 1im - 1- f ft f 11 Hp = = 
r -> 1 21! o 
21! 
1 f lg(eie) • B(eie) IP de "' 21! o 
De IB(ei9 ) I= 1 segue novamente por (1-9) 
21T 
n f 11 P 1 f i9 p = I g (e ) I. d9 = Hp 21f ) o 
21T 
1im 1 r lg(re19 ) !P d9 = ) 
r -> 1 
p 




Logo em (2-9) temos que 




Conc1uimos, do primeiro e do segundo caso, que se a 
desigualdade (2-1) for válida para as funções do espaço H2 
então será válido para as funções do espaço Hp com O < p <"' • • 
23. 
Uma segunda observação que faremos é a seguinte: 
(2-10) Se para toda função g e L 2 existe urna constante C 
tal que 
c 11 g 11 
2 
onde u é a integral de Poisson da g 
então, para toda função f E H2 é válida (2-1) • 
Demonstremos tal afirmação: Seja uma função f per-
tencente ao espaço H2 . Pelo lema (2-3) temos que 
e 
lim f(reie) = g(e19 ) e L2 
r ->1 
u(z) = f(z) onde u é a integral de Poisson da 
função g • 
Pela hipótese, temos 
f ~ q t f I f <z > I 
. -~ 
Como 11 g 11 2 
1/2 





o que demonstra (2-10) • 
llf 11 2 
H 
Na observação (2-10) podemos considerar apenas as 
funções $ do L2 positivas. 
De fato: Se $ e L 2 então podemos escrever 
$ (z) = $ 1 (z) +i$ 2 (z) onde $ 1 = lRea1 $ 
24. 
Como cada $. (z) (i= 1,2) é real temos que pode ser 
~ 
decomposta em: 










Temos que cada $ij (i= 1, 2 e j = 1, 2 ) · é uma 
função positiva e além disso 
(2-11) 
2 
I$ <z > I 2 I 
i,j=l 
2 
l$ij (z) I 
25. 
Lembrando que: dado dois n9s reais. positivos a e b com a;;. b 
e um n9 r positivo, valem as desigualdades 
e 
Denotando por uij a integral de Poisson de $ij te 
remos que: 





e pelas desigualdades consideradas acima temos 
e 
q 2 q 
lu (z) I 
"' 
2q L lu .. (z) I l.J 
i,j=l 




lz I <1 
que para q ;;. 2 
lu1 j <•> lqdu] 
1/q 
Logo, como estamos supondo que 
lj> € L2 , 
"' > o é válido que 
[ J q r· . I u <z> I d).l c 




[ J lu<z) lq d).l(z)] <: 
lz I <1 
Como, por definição, temos que: 
para as funções 
n <P a 
2 
2 
· ~ ciJ. H .. 11 ~J 2 
i,j=l 
2 
"'J', . ! [ 7f 2 ··f'' J i e ~ I <P ij (r e ) I .;; i,j=l i,j=l -71" 
2 [ 
2 7f 
" 2 f'' I f I<Pij(re >I de • i, j=l -71" 
Segue de (2-11) que: 
2 
I 11 "'i .n = J 2 2 11 <P 11 2 . 
i,j=l 
26. 
Portanto, podemos concluir em (2-12) que existe uma 
27. 
uma constante A tal que: 
1/q 
[ J I u (z l I q d].l ] <: A 11 <f> n 2 
I zl <1 
o que demonstra nossa observação. • 
Demonstremos agora um lema de recobrimento, para isto 
necessitamos da seguinte definição 
Para cada ponto z = reie em O < lz I < 1 vamos ·con 
siderar o arco Iz definido por 
: e - _L (1- r)<: t <: e + _L (1 -r)} 
2 2 
. o 1 
fig. 1 
Tomando e variando de O a 2~ • Identificamos Iz 
com o intervalo da reta 
! e - 1 
2 
(1- rl , e + 1 
2 
(1 -r} l • 
28. 
(2-13) Lema. do Rec.obtt.únen.to: Seja A um conjunto nao vazio 
em I z I < 1 que não contém uma sequência infinita de pontos zn 
cujos arcos associados Iz são disjuntos. Então existe um nú 
n 
mero finito de pontos em A tal que os arcos 
Iz são disjuntos e 
n 
m 
A c: u {z : I c: J } 
n=l z zn 
onde 
Vemon.~>.tll.a~ão: Seja z 1 pertencente a A tal que 
IIZ I > 
1 
sup 
1 2 zEA 
IJZ I = SI I I. 
1 zl 
Seja B = A - {z 1 
mos que fazer pois 
zio podemos tomar 
Ir I z 
: I c: 
z 
A c: 
e seja J com centro em 
zl. 
e com 






I c: J } 
z z1 
tal que 
for vazio nada mais te 
Se B1 for não va-
Consideremos os intervalos 
aos arcos e respectivamente com 
I 
Se existir um ponto x em 
O < a 1 < a 2 < x < b1 < b 2 
21Iz I > IIz I , ou seja, 
1 2 
29. 
[a1 , b1J e [a2 , b 2J teríamos que 
Pela escolha .de z1 temos que 
Ao Jz temos que o intervalo correspondente é dado 
1 
por 
Como x - a 2 > O temos que 
+ _s_<b 
2 1 
b 2 < x + (b2 - a 2 ) < x + 2(b1 - a 1 ) < 
b 1 + 2(b1 - a 1 ) = 3b1 - 2a1 
e como x - b 2 < O obtemos 
donde concluímos que I está contido em J , ou seja, z2 z2 zl 
pertence a n1 , o que é falso. 
Logo, temos 
30. 
















{ z : 
nada mais temos que 
vazio, consideremos 
I > 1 sup IIZI z3. 2 zEB2 
= ~ e I n I 
z3 z2 
fazer. 
um ponto z3 pertencente à 
e teriamos 
= ~ 
Como, por hipótese, em A nao existe uma sequência 
zn cujos arcos associados são disjuntos temos 
m 
que existem em A tal que A c: U {z: 
n=l 
I c: J }, 
z zn 
• 
(2-14) Como uma Última observação, vamos mostrar que dado um 
arco I 
I = { eit : com I I!< 1 
existe um ponto w com lwl < .1 tal que 
Sabemos que 
$+$ 
i ( o) 
e 2 é o ponto médio de I • To-
mando sobre o segmento, que liga este ponto à origem, o ponto w 
que dista da origem 1 - I I I , temos 
<!>+<fJ 31. 
i ( o) 
w= (1-\IIl e 2 e 
J it <P+<Po 1- (1-1 Il ) <P +<P + 11.!_ } I e . < t < o . w t 2 2 2 2 
=l 
it <P+<Po 
- .Jll •H <P 
+ -7) < t < o e : 2 2 2 
= 
{eit . $0 < t < <P } = I • . 
Estamos agora em condições de demonstrarmos o teore 
ma que enunciaremos a seguir 
( 2-15) T~o~ema: Seja ~ uma medida finita no clrculo unitã 
rio complexo lzl <1 e sejam p,q números tais que O<p<q<ao. 
Seja sh = {re16 : eo < e < e o + h , 1- h < r < 1} com 
o ..;; h < 1 • 
Então, uma condição necessária e suficiente para que 





J I f< z > I q d~ < c 11 f 11 p , 
H 
é que exista uma constante A , independente de h , satisfazen 
do. 
32. 
Vtmon~t~a~~a: Pela observação (2-8) vimos que é 
suficiente fazermos a prova para p = 2 • 
Vamos demonstrar que se (2-16) é válido para toda 
função f de H2 , então existe uma constante A tal que: 
sh = { reiS : 1 - h < r < 1 e o ~ e < h } • 
Seja f uma função definida por 
f (z) = 1 com O < a < 1 • 
1- az 
Temos que f é analltica para lz I < 1 e além dis-
50 
11 2 
r 11 f 11 1~ 1 1 J 1 I d8 = H2 r.-> l 211 i8 -11 1- are 
lim l 1 r = r-> 1 2 2 l-a r 
1 < .. = 
(1- a2l 1/2 
ou seja, f e H2 
33. 
Seja s' = { rei e o .;; e .;; 1 - a , Cl. "' r cos e < 1 } 
1-a 
(ver figura 2) 
a I· 1-a. 1 I 
fig. 2 
Observemos que para todo ·e z = re~ em S' 1-a. as se-
guintes desigualdades se verificam: 
sen
2
e < sen2 (1-a.) < (1-a.) 2 < 1 
e 
a. < r cos e < 1 
Então, 
2 
\1-a.z\ = (1-a.r cose) 2 + a. 2r 2 sen2e < 
[ (1 +a.) 2 + a.2 ] = 
' 2 (l-a) [ 2a2 + 2a. + l 1 • 
34. 
Como 2~ 2 + 2~ + 1 é uma função crescente para 






\1- ~z I 2 2 < 5 (1 - ~) < 9 (1 - ~) 
11- az I < 3 (1 -a) , 
1 
> 
1 para todo z e Si-a • 
1 1 - a.zl 3 (1- a) 
Por hipótese, como f pertence a H2 , ternos 
De (2-17) e levando em conta que 
1 c 1 
= c ( 1 2)1/2 
l-a 
si c {z: lzl<l} 
-~ 
• 




l ]l/q < 3C (1-a)l/2 
(1 +a) 1/2 
< 
1/2 




Vamos considerar agora as regiÕes sh • Estudaremos 
dois casos, 1 
2 
e h > 1 
2 
Primeiramente seja h ~ 1 
2 
• Tomemos CL = 1 - h e 
i e 
s' - { r e · : 1 - 2h ~ r cos e < 1 e o ~ e ~ h } • 2h -
(ver figura 3 abaixo) 
cos a > 
l-2h l-h 1 
fig. 3 
Se z = re16 
cos h Como 
(1-h)(l-
2~ h I 
pertence a , temos sh 
cos h> 1- h
2 
e h~ 2 
~ (1- h)cosh ~ 
(1-h)cose~ 
r cos e • 






Visto que, h 2 - h+ 2 ;;. O , temos 
(1-h)(l- ;;. 1 - 2h • 
Logo r cose ;;. 1- 2h e portanto z pertence a s2h. 
Isto mostra que 
donde 
E por (2-18) temos que para h" 1 2 
Analisemos agora o caso h> 1 
2 
q/2 
(2h) > 1 e 
q/2 
JJ(Sh) < ;.t{z: lzl < 1} (2h) 
Neste caso temos 
Logo, para todo O< h< 1 , temos que existe uma cons-
q q/2 
tante A=max{(3CV2), 1J{Z:Izl<l}2} talque 
onde q ;;. 2 
como queriamos demonstrar. 
Vamos demonstrar,agora, a reciproca, isto é, dado 
q(2 .;;; q < oo) e se para todo h(O <h< 1) o conjunto 
37. 
sh = { re18 : 1 - h .;; r < 1 1 e 0 < e < e o +h } 
satisfaz a propriedade de que existe uma constante A > O tal 
que 
então para toda função f pertencente a H2 existe uma cons-
tante C tal que 
J J I f (z) I q dll )l/q.;; 
l 1 zl <1 c 11 f 11 2 H 
Corno cada f de H2 é a integral de Poisson de sua 
função limite, pela observação (2-10) será suficiente provar-
mos que: 
onde u(z) é a integral de Poisson da função positiva $ 8 L2 • 
Para isto, vamos considerar para cada z = reia o ar-
co limitado 
I = {eit: e- .1:._{1-r) <;; t.;; e+ .1:._(1-r)} 
. z 2 2 
(ver figura 1) • 
Podemos identificar Iz com o intervalo 
1 1 [e - - 2- (1- r) , e + - 2- (1 -r) l 
38. 
Seja ~(t) uma função positiva integrâvel, de perio-
do 2n • Definamos 
-~(z) = sup 1 
li I 
J ~(t) dt 
I 
onde o supremo é tomado sobre todos os intervalos I tal que I 
contenha Iz e I Il < 1 • 
Mostremos que para I z I< 1 vale a desigualdade 
onde u é a integral de Poisson de $ , ou seja, 
u (z) = 1 
2'11 
( P(r,t). $(t-e) dt; z=reie 
-'11 
e P(r,t) é o núcleo de Poisson. 
Vamos considerar 2 casos: 
Primeiramente tomemos 
P(r,t) = 




• Neste caso 




u(z)..;;; 1 211 . 3 ( lj> (t) dt 
-11' 
..;;; 3 
Analisemos agora o caso r> 1 
2 
Por cálculo direto, temos P(r,t) = 
. 2 
Como sen 2 ( t/2) > ~ para t em [ -11, 1r 1 teremos 
1T 
P(r,t) < 
Seja ô = 1- r , li < 
2 (1- r) 
1 
2 









(1-r) 2 + t 2 
• 








o menor inteiro tal que 
"' I x(~) 1 7n n=O 2nô 
31tl 2 > 
onde 












P(r,t) < 1 • 
Então, para z =reie temos 
311 2 
11 .. 




2 .. 11 
u(z) < l: 1 J x(lt I). ;(t-O)dt 21) 2 2n 2nô 
n=O -11 
Como para ~ a integral e nula segue que: 
.. 
u(z) < 1 <)>(t)dt. 
n=O 
[ -11 , 11 l 
Onde,estamos denotando por 
J <I> (t)dt 
[-2nó,2nó] 
[-11,11] 
a integral calculada 
Seja N
0 
o menor inteiro tal que 2(2no) > 1 para 












J $(t)dt + 




onde denominaremos o primeiro somatório por s1 e o segundo por 





1 J $(t)dt < 
[ -'TI, '!! 1 
- -$(z).;; 2<P { z) 









J <P(t)dt < 
[ -'TI, 'TI 1 
1e · 1 · 
Logo, para todo z =re com r > - ·temos 
2 
2 - 2 -u (z) <: 31T (2<P (z) + 211 <P 11 1 > = 61T (<P (z) + h 11 1} 
(2-19) 
temos: 
Dos dois casos r <: _!_ e r ~ 1/2 temos 
2 




lz I< 1 
c• n i/111 2 
J J Ju.(z) lq dJJ ll/q <: 
t zl<l 
q 
+ 11 <PIII dJJ 
Como, por Schwarz, temos 
Segue que existe ~~a constante c tal que 
l J q lu (z) I I z I< 1 
43. 
Logo nos é suficiente provar (2-19) para concluirmos 
a demonstração. 
Para isso, vamos considerar o operador T que a cada 







T assim definido é um operador sub-li-
-..../ 





J (<f>l + <f>2) (t)dt = 
I 
[ j I <f>l (t)dt + J .,(tldtl < I 
<t> 1 (t)dt + sup _!_ J q, 2 (t)dt = I I I I 
onde o supremo sao tomados sobre os arcos I tal que I ~ Iz e 
\I\ < 1 • 
Observemos que se T • e do tipo forte (2 ,q) com 
2<:q<"' então, por definição, existe uma constante C tal 
que 
..... 
! J [~(z)]qd\lll/q< lz I <1 c 
o que demonstra o teorema. 
Portanto, para concluirmos a demonstração, basta-nos 
mostrar que T é do tipo forte (2,q) 
Como, por definição, T é do tipo (oo,oo) , pelo teo-
rema de interpolação de Marcinkiewicz (1-2) se provarmos que 
T é do tipo fraco (l,q) com segue que T . e do 
tipo forte (2,q) • 
Portanto, mostremos que T é do tipo fraco (l,q) 




ra os s 
E · = { z : <j> (z) > s } com s > O • 
s 
Vamos considerar os valores s tais que 
tais que E = % s o resultado é imediato. 
E i' % . Pa 
s 
Para provarmos (2-20) usaremos a hipótese de que e-
q/2 
xiste uma constante A> O tal que 1l (Sh) < Ah com q > 2. 
45. 
Por conveniência vamos substituir q/2 por q e neste caso te 
mos: 
(2-21) 
Para cada E > O , definimos: 
AE 




= {z . Iz c Iw para algum w E AE } . s . s 
Façamos algumas considerações sobre os conjuntos defi 
nidos acima. 
(2-22) Se El < E2 e z E 
E2 
As então 
J <jl(t)dt > S (E 2 + I Iz I l > 
Iz 
S (El + I I I) I z 




El < E2 A c As se . s 
(2-23) Se e:l < e:2 então 
e:l e:2 
B :::l Bs • s 




tal que se Bs um w pertencente a A s 




(2-25) E c: 
s 
De fato, se z 
sup 
I ::>Iz 
li I <1 
Logo existe um 
(2-22) w E 
E 
A 1 
s , ou seja, 
própria 
e: 
definição de As e 
f: 
B o para algum f: 
s o 
pertence a E 
s 
temos que 






arco I , satisfazendo Ir! < 1 






> s , ou 
e I ::> Iz 
seja, 
, tal 
Portanto é sempre possivel encontrar um f: 
o 
suficientemente 
pequeno tal que: 
f <jl(t}dt > s(l II + E 0 ) • 
I 
Pela observação (2-14) existe um w tal que I= Iw , segue 
que 
J $ ( t) d t > s ( I Iw l + E 0 ) , 
Iw 
f: 







ou seja, z pertence 
para todo 
1/n 
Es c: Bs 
(2-26) 
De (2-25) e (2-23) 
E < e: o 










podemos concluir que E c: Be: 
s s 
para todo n;;>N temos 
. 
cujos arcos associados 
sao disjuntos. Temos que: 
(2-27) 
em 
s L (€ + \Iz \),.; Í J \$(t)\dt~llH 1 • 
n n n 
Observemos portanto que nao pode haver infinitos z 
n 
cujos arcos são disjuntos. Se existisse um núme 
ro ilimitado desses pontos então, pela desigualdade acima, ~l 









pertence a A e: 
s e os arcos 
Jz 
n 
tem o mesmo centro que 
associados Izn são dis-
I com \Jz = SjiZ I z 
n n n 
' 
• 
Como para z em temos.que existe 
tal que Iw contém Segue por (2-28) que 




contendo em Jzn para algum n • Logo está contido em Jz 
n 







Passaremos, agora, ao estudo dos conjuntos 
{ z : Iz c Jz } • Vamos denotar tais conjuntos por An 
n 
que 
Consideremos, primeiramente, os conjuntos An tais 
!z I > 4/5 • Temos 
n . 
= 1 - I zn I < 1/5 e = 5IIz I< 1 • 
n 
Seja T a região limitada por Jz e pelas semi-re 
n 
tas que passam pela origem e pelos pontos extremos de Jz 
mos 
n 
Para z pertencente à T com lz! < 1 - IJz I te-
n 
I Iz I > IJz I o que implica que 
n 
Para z nao pertencente a T , temos que a projeção 
d e z está em Iz mas nao em Jz , logo, I ri J 
z r zn n . 
' 
• 
Podemos concluir, pelos casos considerados acima,que 
An estâ contido em SIJ I que é a intersecção do conjunto 
zn 
com T (ver figura 4 abaixo) • 
4/5 1 
fig. 4 
Portanto p(An) < p(SIJ 1> com 
zn 
4 lz I>-
n 5 Por 
(2-23) segue que para cada n existe uma constante Bn tal 
que 
< B IJ \q 
n z 
n 
com lz I > n 
4 
5 
Analisemos, agora, os conjuntos An com 
lz I < 4/5 . n Então li I > 1/5 e zn IJz I > 1 • Donde n 
'11 (An) < [ 'U { z : \ z \ < 1} 1 • 1 < 




Juntando os dois casos, temos que para todo zn exis 
te uma constante Cn tal que: 
para todo n , l"'n<m. 
m m 
Portanto I I 
n=l n=l 
Podemos substituir acima IJz I = SIIz I e concluir que exis 
n · n 





Por (2-29) obtemos: 
. e:: 







l i z 
n 
• 
m (m L I Iz I > I 
n=1 n n=1 
q 1/q 
IIz I ) de 
n 
( 
m q 1/q 




Por (2-26) e (2-30) ternos 
m 









A s 11 ~ 11 , 
1 
ou seja, o operador T e do tipo fraco (l,q) o que demonstra 
o teorema • 
CAP!TULO III . 
Daremos neste capltulo uma aplicação do teorema 
(2-15). Além disso, tomando a medida de Lebesque mostraremos 
que o teorema se aplica apenas para p e q com O < _g_ ~ 2 
p 
52. 













M (r,f)dr <co 
q 
21! f !f(rei6 ) lq d6 n 
o 
Vemonét~açio: Basta verificarmos que as condições 
do teorema (2-15) estão satisfeitas. 
para 
Para isso, seja ll a medida em lz I < 1 tal que 
i8 






l-h f o 
q/p-2 
(1 -r l dr de = 
q/p 
h 




é o conjunto definido no teorema .(2-15). 
Logo, existe uma constante 1 A = ---'=--- > o tal que 
q/p 
11 (Sh) ..;; Ah 
q/p-1 
Portanto e válida a hipótese do teorema para q > p 
donde temos que para toda função 
J ·e q 
q 
I f <ré >I dv 
" 
A 1\f 11 • 
Hp 
I zl < 1 
Agora,como 
J \f(rei
8J \q djl = 
I zl < 1 
1 211 q/p-2 
Jo J 
. e q (1- r) I f (re~ l I d8 dr 
o 
e segue o resultado. • 




Seja 11 a medida de Lebesgue em lzl< 1 
Notemos que 
De fato, como 
para __g_ ..;; 2 • 
p 
o < h < 1 
Portanto 
temos que h 2 -
q/p 
v<sh) .;; h 
Temos que 
se e só se 
' 3 
__!!_ < h2 " 
2 





que existe urna constante A tal que ~(Sh) <; 
<; Ah para qfp > 2 
~ 
e equivalente a 




..; A h 
q/p 
A h 
donde ternos urna contradição pois A independe de h 
e isto 
Aplicando o teorema obtemos: se O < p < oo e f 8 Hp 
então a desigualdade 
! 1 21T J J o o 
1/q 
l<t,e16 J lq aa ar l < c n f n P 
H 
é válida apenas para q tal que p .;; q .;; 2p • 
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