ABSTRACT The potential energy profile for many complex reactions of proteins, such as folding or allosteric conformational change, involves many different scales of molecular motion along the reaction coordinate. Although it is natural to model the dynamics of motion along such rugged energy landscapes as diffusional (the Smoluchowski equation; SE), problems arise because the frictional forces generated by the molecular surround are typically not strong enough to justify the use of the SE. Here, we discuss the fundamental theory behind the SE and note that it may be justified through a master equation when reduced to its continuum limit. However, the SE cannot be used for rough energy landscapes, where the continuum limit is ill defined. Instead, we suggest that one should use a mean first passage time expression derived from a master equation, and show how this approach can be used to glean information about the underlying dynamics of barrier crossing. We note that the potential profile in the SE is that of the microbarriers between conformational substates, and that there is a temperature-dependent, effective friction associated with the long residence time in the microwells that populate the rough landscape. The number of recrossings of the overall barrier is temperature-dependent, governed by the microbarriers and not by the effective friction. We derive an explicit expression for the mean number of recrossings and its temperature dependence. Finally, we note that the mean first passage time can be used as a departure point for measuring the roughness of the landscape.
INTRODUCTION
Proteins are dynamic macromolecules that exhibit many scales of molecular motion (1) (2) (3) (4) (5) . In the simplest reduction, just two can be considered (6, 7) . One is an overall profile of a free energy surface, which typically has minima at both ends of the process and has a maximum somewhere in between. There is, however, a shorter length scale: as the system proceeds from one side to another, it goes through local minima of the free energy surface. These minima, known as conformational substates or microstates, range from a few to hundreds. How then does one provide a formalism, which takes these two reaction scales into account?
This question has been dealt with in some detail previously. The standard picture is that of diffusion of the system, as described by a Smoluchowski equation (SE). The SE is, however, already a coarse-grained description of the process. What are the microscopic dynamics that lead to the SE description? The motivation for this article comes from the fact that one cannot uniquely identify from the SE the underlying microscopic dynamics without additional information. More specifically, in the limit of strong friction, one can derive the SE from the Klein-Kramers equation in phase space by adiabatic elimination (8) . The Klein-Kramers equation is in turn derived from a Hamiltonian in which the system is bilinearly coupled to a harmonic bath with Ohmic friction (9) . It is this friction that then reduces the reaction rate, as shown by Kramers in his famous article (10) .
However, one can also derive the SE directly from a master equation description of the hopping between microstates (11, 12) . Such a description is valid as long as the barriers separating microstates are larger than the thermal energy k B T. In this description, there is no obvious friction coefficient that couples the system to some underlying bath. In fact, in KleinKramers dynamics, the friction must be strong to achieve the SE, but simulations have shown that the typical frictional force as derived from force autocorrelation functions is not very large when compared to typical molecular vibrations (13) (14) (15) (16) (17) . Although these simulations have not been carried out for macromolecules, they do suggest that the KleinKramers equation is not the correct route to the SE applicable to protein isomerization reactions.
The differences between the two underlying mechanisms are not only philosophical in nature. For example, Zwanzig considered the effect of the roughness of the potential (18) . His theory starts with the SE. He describes the roughness in terms of a free energy profile that has a random component. The roughness of the potential leads to a non-Arrhenius increase in the mean first passage time and thus a decrease in the reaction rate, beyond that expected from a simplified Kramers analysis. These ideas were further developed by Bryngelson and Wolynes (19) , who start their analysis with a generalized master equation formalism, then use the continuous-time random walk description to estimate mean first passage times for protein folding. Hyeon and Thirumalai (20) suggested how the roughness can be measured by applying an external force on the biosystem. This was then actually achieved by Nevo et al. (21) . If, however, the underlying dynamics of the SE is a master equation and the barriers of the potential energy profile are uncorrelated, then the derivative of the potential is ill defined in the continuum limit and the SE seems to become meaningless. What then is the effect of the roughness? Can it really be measured?
The two different mechanisms lead also to interpretational problems. Hyeon and Thirumulai (20) use the Klein-Kramers dynamics to argue that one can extend a proposed method for measurement of the roughness, also for moderate friction, by employing the Kramers moderate friction expression for the rate. What, however, is the source of this friction? Sagnella et al. (17) have noted that the velocity autocorrelation function relaxes with two timescales. A short timescale is associated with the molecular friction, and a longer timescale is associated with the residence time in the microstates. In the master equation approach, the friction is associated with the time the system is trapped in each of the microstates. Since this time is very long, as compared to molecular timescales, the friction is indeed strong, the process of transformation from reactant to product is indeed diffusive, and the use of the SE is justified, with some caveats.
The derivation from a kinetic equation raises another interesting question (6) . Kramers showed that strong friction reduces the reaction rate. He derived a prefactor in the rate expression that is inversely proportional to the friction. It is also well understood that this prefactor comes as a correction, which accounts for the multiple recrossings of the transition state (22, 23) . How do the recrossings as estimated by using master equation dynamics (7) relate to recrossing as estimated using the Kramers formalism?
The purpose of this article is to clarify the usage of the SE in the context of protein reaction dynamics. We argue that the SE equation is valid for such processes only when derived from the master equation. The molecular friction may not be sufficiently strong to justify the usage of the SE as derived from the KleinKramers equation. This leads to a number of conclusions:
The free energy profile in the Smoluchowski equation is that of the barriers (separating microstates) only. The strong friction, which justifies usage of the Smoluchowski equation, is a result of the long trapping times in the microstates, which separate reactants from products. The effective friction coefficient is temperature-dependent, but it does not have any affect on the recrossing probability. Recrossing exists in the discrete limit also (we present an explicit expression for the mean number of recrossings of the topmost barrier); it is temperature-dependent and depends on the number of barriers between microstates whose energy is k B T or less of the topmost barrier energy. In the presence of spatially dependent friction, the equilibrium distribution of the SE depends on the friction.
Finally, we conclude that one should use the mean first passage time expression, which is valid for the master equation (24) for estimating rate constants rather than an approach whose starting point is the SE. The mean first passage time expression derived from the master equation remains valid in the presence of a rough energy landscape.
In the next section, The Master Equation, we review results that are known for the discretized master equation description of the process. In The Smoluchowski Equation, we consider the continuum limit. We end with a summary in the Discussion section.
THE MASTER EQUATION
Our model for biological reactions is that of a reactant and product. The route leading from the reactant (protein in conformation A) to the product (protein in conformation B) passes through a rugged landscape, composed of many shallow potential wells and barriers separating them. The overall rough structure of the potential along the reaction coordinate is that of a double well potential in which the two wells are separated by a barrier. However, along the way there are many (N) local minima, whose local well-depth is assumed to be larger than k B T . We can safely assume that the system gets trapped in such a microwell ¼ microstate, before continuing on its journey. Consider then the j th microstate. It has a well separated by barriers from the rest of the chain. The rate of escape to the left will be denoted as
while the rate of escape to the right is denoted as
where the values V j61/2 are the barrier heights to either direction, V j is the well-depth of the j th microstate, and b ¼ 1/k B T. The prefactor n j is a frequency that may include in it the effect of the local microscopic friction, which typically appears in the Klein-Kramers equation (25) . That is, here we do not consider the microstates themselves to have rugged surfaces.
Anticipating the continuum limits, we may rewrite these rates also as
and
where we used the notation
Initially, the population of reactants ( j ¼ 0) is unity; the population of all other local minima ( j ¼ 1, . . . , N) is zero. We then put a sink at the products ( j ¼ N 1 1), so that ul-timately, all the population disappears in the sink, precisely the boundary conditions which validate a mean first passage time estimate for the rate of reaction. Allowing for nearest neighbor transitions only, the time-dependent population of the j th microstate is described in terms of the master equation
The detailed balance condition
n eq j (9) assures that, at equilibrium, there is no change, which is that ðdn eq j =dtÞ ¼ 0: We then find that the equilibrium distribution is
The expression for the mean first passage time for the discrete dynamics is well known (24, 26) , and in our notation it becomes
As shown in Appendix A, the rate expression derived by Zhou et al. (see their Eq. 7 in (7)) is (apart from a steepestdescent-like approximation) identical to the inverse of the mean first passage time expression of Eq. 11. The standard transition state theory (TST) expression for the rate in the absence of recrossings of the transition state is obtained by using the usual steepest descent arguments. We assume that the frequency factors n k do not vary much as one moves from one microstate to the next one. We also assume that the reactant well-depth (V 0 ) is much lower than the well-depth of any of the microstates so that the second sum is + j k¼0 n À1 k expðÀbV k Þ;n À1 0 expðÀbV 0 Þ: If we further assume that only the topmost barrier (with barrier height V z , located at j ¼ j z ) contributes to the remaining sum, then we find that the mean first passage time is
and this is the standard TST limit. In light of this, are recrossings of the topmost barrier at all important in this discrete model? Yes. When the landscape is rough, the top barrier height V z is not unique, in the sense that there are, say, M ) 1 microstates whose barrier heights are within k B T or less of the maximal barrier. This number of states M will depend on the temperature. For a static landscape, the larger the temperature, the larger the magnitude of M. One can then no longer ignore these additional microstates that are in the barrier region (27) . They add to the mean first passage time since motion between them is diffusive.
As discussed in Pollak and Talkner (23) , in the diffusive limit, the mean first passage time will be increased relative to the TST estimate. This increase is related to recrossings of the topmost barrier. The probability flux leaving reactants (products) may be divided into subsets that cross the topmost barrier k times. The mean number of crossings of the topmost barrier is denoted as AEN R ae, (AEN P ae). Similarly, the probability flux leaving the topmost barrier may be divided into subsets that recross it l times. The average number of recrossings of the topmost barrier is denoted as AEN c ae. The two are not identical, but related to each other:
If one assumes that the probability of reaching either reactants or products from the topmost barrier without further recrossing is the same for both, and that subsequent recrossings are independent of each other, then the mean first passage time will be enhanced by the factor (2 AEN c ae 1 1).
In the TST limit, there are no recrossings since AEN c ae ¼ 0, and one regains the TST limit. The factor of 2 reflects the fact that having reached the top barrier, one has equal probability to go back toward either direction. Consider now, the mean first passage time expression. Using the steepest descent estimate as above, one has that
so that the mean number of recrossings is given by the expression
To estimate the enhancement, let us assume that the microstate barriers roughly follow the shape of a parabolic barrier, that is
where we assumed that the distance between microstates is l. The summation over states can now be roughly estimated as an integral and we find that
In this limit, in which the temperature is not too low (see Fig.  1 
Here, g is the friction coefficient and r(q,t) is the distribution function for finding the particle at position q at the time t. We assume that the potential function has a minimum at q ¼ Àa, a barrier located at q ¼ 0, and a sink located at some value of the coordinate (q 1 ), which is well beyond the location of the barrier. The mean first passage time from the well to the product is given by the expression
The principal contribution to the integration over q comes from the barrier top, while the major contribution for the integration over q9 comes from the minimum at q ' Àa: Approximating the barrier around its top as parabolic, VðqÞ ' Àðmv z2 q 2 =2Þ 1 V z for q ' 0 -and around the well as harmonic, VðqÞ ' mv 
2 =2 for q ' Àa-we have that the mean first passage time is t ' ð2p=v 0 Þðg=v z Þexp ðbV z Þ: The prefactor g=v z is twice the average number of crossings of the barrier induced by the friction (23 
from which it is evident that the spatial dependence of the friction does not affect the equilibrium distribution. This is to be expected when one thinks of the friction in terms of an interaction with a bath, and the potential as the free energy along the reaction coordinate. The free energy is an averaged quantity that already includes any bath effects and therefore the friction does not affect the equilibrium distribution.
The master equation route
The starting point is the master equation as given in Eq. 8. The j th well is located at the coordinate value x j . We denote the distance between two consecutive wells as l j , such that the barrier denoted by j -1/2 is located at
To derive the continuum limit of the master equation one lets the distances l j tend to 0, while the rates G j tend to infinity, keeping the diffusion coefficient
The physical picture one has in mind is that of a diffusing particle, with a well-defined diffusion coefficient.
The master equation is rewritten in terms of the probability p(x j ,t) ¼ n j (t) of finding the system at the point x j at the time t,
Expanding all variables around their value at x j up to quadratic terms in l j , we have that 
The decadic logarithm of the mean number AEN c ae of barrier recrossings for a parabolic barrier as a function of the logarithmic dimensionless barrier parameter x ¼ log 10 mbv z2 l 2 was numerically determined by means of Eq. 52 (crosses) and the approximate formula (Eq. 15) (solid line). The dotted line displays the asymptotic relation (Eq. 53).
We then note that
where we stress that this derivative comes from the difference in consecutive barrier heights separating microstates. The potential energy function that will appear in the corresponding SE is the profile of the barriers. It does not include in it information about the wells. Expanding the master equation to second order in l j , one then finds that the corresponding SE for the probability density r(x, t) ¼ p( 
We thus see explicitly that the friction is proportional to the inverse of the escape rate from a microstate. This inverse is proportional to the residence time in the microstate, which is long compared to the characteristic microstate prefactor n j . Equation 29 differs from the SE derived from the KleinKramers equation as given in Eq. 21 and used for example in Best et al. (29) . The equilibrium distribution here is r eq ðxÞ ; g Ã ðxÞexpðÀbVðxÞÞ:
This is not an error. It coincides with the continuum limit of the equilibrium solution (Eq. 10) of the master equation (for similar considerations that assure the correct equilibrium limit see Hänggi et al. (12)). That Eq. 30 expresses the correct equilibrium limit distribution is a direct consequence of the fact that the friction g*(x) in this derivation comes from the residence time in the microstates. More specifically, the prefactor, by definition is
where the notation DU(x) comes for the difference between the average barrier height of the microstate and its welldepth. In other words, the equilibrium population is proportional to the Boltzmann factor for the well-depth and this is what it should be. We also note that the friction coefficient g*(x) is strongly temperature-dependent. This, too, is very different from the temperature-independent coefficient that appears in the Klein-Kramers equation and used in the literature (25, 29) .
Recrossings
In the presence of space-dependent friction, the mean first passage time expression as derived from the SE given in Eq. 29 is
The steepest descent approximation here is a bit tricky, since as already stressed above, the potential V(q) appearing in this expression is the profile of the barrier energies and does not include in it any wells. Using the definition of the friction coefficient as given in Eq. 28 (and assuming that the length scale l(x) is independent of x), we may rewrite the mean first passage time as
The second expression in brackets reduces within a steepest descent estimate to the standard TST expression while the first one expresses the enhancement of the mean first passage time due to recrossings of the highest barrier. The continuum limit for the mean number of recrossings as given in Eqs. 14 and 15 then becomes
It is important to note that the number of recrossings is not proportional to the friction coefficient g*(q), as would be the case for the Klein-Kramers equation. The friction coefficient does not even appear in the expression for the recrossings. We have thus shown that 1. The discrete jump model and the continuum model lead in the continuum limit to the same equilibrium distribution and to the same mean first passage time. 2. The mean first passage time is increased due to recrossing of the highest barrier between reactants and products. 3. The number of recrossings is temperature-dependent; in the discrete limit, it decreases to zero as the temperature is lowered to zero. Lowering of the temperature diminishes the probability of recrossing the central barrier due to the Arrhenius factor of neighboring barriers.
Rough energy landscape
The derivation of the SE as given above assumes that the potential barrier heights vary smoothly from one microstate to the other. If this is not true, and more specifically, for a model of random, spatially uncorrelated potentials, then one cannot go to the continuum limit and the SE equation is not valid. This might seem to imply that Zwanzig's major result (18) , which is that the rough energy landscape leads to a nonArrhenius temperature reduction of the rate, is incorrect. In fact, his point of departure-the SE-is not valid; however, the expression for the mean first passage time is more general than the SE. To understand the mean first passage time in the presence of the rough energy landscape, one should take as the starting point the mean first passage time expression for the master equation, as given in Eq. 11. One may then average this mean first passage time, over the roughness of the potential. Following Zwanzig, we assume that the barrier energy V j11/2 has a mean value AEV j11=2 ae and Gaussian fluctuations dV distributed as expðÀdV 2 =ð2e 2 ÞÞ; where e ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi AEdV 2 j11=2 ae q is the root mean-squared roughness. We will further simplify and assume that the potential minima of the microstates are not rough. One then has that the mean first passage time, when averaged over the roughness of the barriers, is
and this is identical to the result derived by Zwanzig.
DISCUSSION
Diffusion is central to the study of dynamics in biological systems. Rather than just assuming that one can use a diffusion equation, we tried to provide an answer for its validity. We noted that the source is not the interaction of the system with a surrounding bath. Instead, the friction comes from the long residence times of the system as it traverses from one microstate to the next. This time is very long when compared to the timescales n j , which characterize the microstates and therefore leads to the diffusive character of the dynamics as described by the SE. This does not mean that the ''standard friction'', which results from the interaction of the system with the bath does not exist or is uninteresting. The standard friction guarantees that the microstates equilibrate locally on a timescale that is rapid compared with the escape time from the microstate. This in turn justifies the usage of a master equation. However, the diffusional property is a result of the long residence times, which are mainly governed by the barrier heights separating the microstates rather than by the standard friction.
This observation is not new in the context of the physics of fluids. It underlies Zwanzig's theory (30) , which relates the self-diffusion to the longitudinal and shear viscosities in liquids (31) . We believe that it is not generally appreciated in the context of biological reactions, which occur on a rough energy landscape. This lack of appreciation manifests itself through a number of observations considered in this article. We showed that the effective friction is temperature-dependent. This temperature dependence has to do with the residence time in the microstates, which increases exponentially as the temperature is lowered. We also showed that in contrast to the results obtained from the Klein-Kramers equation in the strong friction limit, here the average number of recrossings of the highest barrier is temperature-dependent. The source for this temperature dependence is the effective number of microstates whose barrier energies are within k B T of the dominant barrier height. This number increases with increasing temperature and underlies diffusive recrossing of the topmost barrier.
Our analysis points out that one should not always assume that the Smoluchowski equation is valid for biological systems. In fact, when the landscape is sufficiently rough so that barrier heights can be considered to be independent random variables, the SE is no longer valid because the spatial derivative of the barrier heights is not well defined. However, the idea that the roughness can be measured via reaction rates is correct. The more general concept validating this is the mean first passage time expression, which holds also for rough energy landscapes. It does not assume any continuity in the potential. Zwanzig's result (18) that the roughness increases the mean first passage time in a non-Arrhenius fashion is correct, since it can be derived directly from the mean first passage time expression.
In this article we considered only a one-dimensional model. Can one really describe the complexity of change in a biological system with one-dimensional models? The onedimensional picture is an oversimplification but remains instructive because it reveals the essential physics responsible for the diffusional properties of motion on rough energy landscapes. There is nothing though that limits application of the same ideas to more realistic multidimensional descriptions. Specifically, the same ideas are readily derived also in two dimensions by following the formalism of Schumaker and Watkins (32) , which would then lead to diffusion in two dimensions.
APPENDIX A: THE MEAN FIRST PASSAGE TIME
For the same model as considered in The Master Equation, Zhou et al. (7) derived an expression for the reaction rate, valid in the limit that the rate of escape from the initial well (reactant) G 1)0 is much smaller than the rates of jumping between microstates. Denoting
(where, for the second equality in the right-hand side, we used Eqs. 1 and 2), they find that the rate is given by the expression
where
We then see that
Noting that
and as discussed following Eq. 11 that the reactants' well is much lower in energy then the wells of the microstates, we have that
so that finally
which is just the mean first passage time expression as given in Eq. 11.
