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Introduction
In the last two decades, gas-sensitive silicon carbide based field-effect transistors (SiC-FETs) have been extensively studied for applications in harsh environments, e.g. for exhaust monitoring [1] [2] [3] [4] . Recently, their good sensitivity and selectivity towards volatile organic compounds (VOCs) in the low parts per billion (ppb) or even sub-ppb range [5, 6] has led to development towards the use in indoor air quality monitoring. Some of those VOCs have a major influence on the air quality as they are hazardous to human health already in very low concentrations. For example, naphthalene has a long-term exposure limit determined by the World Health Organization (WHO) of only 1.9 ppb on annual average [7] . At the same time, there are other common VOCs which are not harmful up to very high concentrations (1000s of parts per million, ppm), like ethanol [8] , but act as interfering gases in the intended sensor application. Indeed, ethanol can be commonly present in the low ppm-range indoors, where people on average spend more than 90 % of their time [9] . This evidently shows that measuring Total VOC (TVOC), which is the prevalent measure for air quality nowadays, is not meaningful, and selective VOC detection and quantification are required.
To improve the selectivity of SiC-FETs, variations of the operation temperature, applied bias voltage as well as the sensing layers have shown to be effective approaches [10] [11] [12] [13] . Since both the catalytic metal and the supporting insulator in the gate area of the device are active in the gas detection mechanism (more details are presented in section 2.1.2), both can be varied to increase the selectivity. It has been demonstrated that a stack of SiO2/ MgO/ LaF3 or IrO2 improves the selectivity to oxygen [11] , whereas a carbonate layer underneath platinum (SiO2/MgO/ Pt/ Li2CO3-BaCO3) provides sensitivity to CO2 [12] . The hydrogen response of silicon based FET sensors employing different insulators (SiO2, Si3N4, Al2O3 Ta2O5) and a platinum gate contact was related to the concentration of oxygen in the surface layer [13] .
Here the traditional SiC-FETs with a sensitive layer of porous platinum (Pt) or iridium (Ir) as catalyst on dense silicon dioxide (SiO2) insulator have been compared to a new generation of SiC-FETs with an additional layer of tungsten trioxide (WO3) between Ir as catalyst and SiO2. The Ir/WO3/SiO2 SiC-FET has been developed in order to improve the sensor's performance, i.e. sensitivity and selectivity towards VOCs. The catalytic properties of metal/metal-oxide compounds, and especially their good selectivity towards VOCs, have been regularly reported in literature [14] [15] [16] .
In this work, two different kinds of SiC-FETs are exposed to gas mixtures with different ratios of ethanol and naphthalene: one with WO3 layer and porous Ir on top ("Ir/WO3/SiO2"), and one without WO3 layer ("Ir/SiO2"). Driving them in temperature cycled operation gives the opportunity to explore the influence of temperature as well as using multivariate statistics for further analysis. All presented experiments and evaluations were performed related to a possible application of Ir/WO3/SiO2 as selective sensing material for hazardous VOCs.
Transducer and operating modes

Temperature cycled operation
Most materials used for sensing layers are not very specific to one compound. Instead, they will show similar reactions to many different substances, i.e. they have low selectivity. In the presence of several gases in several concentrations, and taking into account sensor drift, the static signal of one sensor does not carry enough information to allow discrimination or quantification of gases. Hence, this simple approach can only be employed in very controlled environments, but not in complex ones as, e.g., offices or homes. The selectivity can be improved by producing a signal pattern, either using a sensor-array of different sensors [17, 18] , or the virtual-multisensor approach [19, 20] , i.e. varying a parameter of the device to change its sensing properties, resulting in signals from "virtual different" sensors. In this work, the second approach has been used by varying the operation temperature of the sensor devices cyclically (temperature cycled operation, TCO). This operation mode has been shown to not only improve selectivity, but also sensitivity and stability for both MOS [19] and SiC-FET [21] gas sensors.
Silicon carbide based field-effect transistors
The gate of the silicon carbide based field-effect transistor (SiC-FET, Figure 1a , produced by SenSiC AB, Kista, Sweden) is covered with the sensing material and eventually measures the shift in work function caused by dipoles on the metal/insulator interface. Those dipoles result from adsorption on the catalytic metal, decomposition and chemical reactions followed by spill-over of formed species to the insulator surface, exposed due to the porosity of the metal.
The dipoles at the metal/insulator interface, which cause a shift in the work function may be hydrogen ions, i.e. protons, forming polar -OH groups with the gate oxide [22, 23] , changes in the surface coverage of negative oxygen ions by oxidizing or reducing gases [4, 24] , or, arguably, adsorbed dipole molecules [25] . The coverage of the gate oxide with charges introduces an additional electrical field and, thus, affects the conducting channel between drain and source, which results in a change of resistance. This is determined as the current flowing when a voltage is applied over the drain-source contacts. Applying a relatively high VDS = 4 V ensures that the device is in the saturation region, which has been shown to produce the largest signals [26] . The gate-source voltage, VGS, is kept at zero at all times, which allows a current flow in the range of µA through the normally-on FET device.
The chip containing the transistor is glued to a Heraeus platinum heater, enabling electronic temperature control. As the thermal mass of the whole setup is relatively large with a t90 of more than five seconds, transient effects in the sensing material are mostly masked by slow heating and cooling. Instead, the temperature cycle for this device focusses on different temperature plateaus, including temperatures that have been determined as optimal for several hazardous VOCs in preliminary experiments. The cycle includes plateaus of 200, 250 and 300 °C as well as a plateau at 100 °C to test the performance at low temperatures, and has a total length of 60 s (Figure 1b) . 
Preparation of sensitive layers
A dense thin film of WO3 has been deposited on the gate area (onto the native SiO2 gate dielectrics) of the SiC-FET by pulsed laser deposition (PLD). The used laser was a XeClExcimer laser with operation at a wavelength of 308 nm. The pulse length and repetition rate was 25 ns and 5 Hz, respectively. The rotating target used was a pure ceramic WO3 disc.
Before the deposition the vacuum chamber was pumped to a base pressure of 10 -3 Pa and then an oxygen partial pressure of 5 Pa was injected to the deposition chamber. During deposition, the FET substrates were heated to 550 °C and the result was a dense, nanocrystalline, ~50 nm thick layer of tungsten trioxide. Raman spectroscopy and grazing incidence X-ray diffraction (GIXRD) were used to determine the crystal structure of the WO3 layer. The layers were determined to be composed of monoclinic γ-and ε-phases. The measured Raman spectrum of the layer is presented in Figure 2a . Contributions from both monoclinic γ-and ε-phases can be identified from the curve. [28, 29] . As it is seen, some of the peaks from the two phases are overlapping strongly making the labelling of the phonon modes challenging. However, there are also some peaks specific to the two different WO3 structures, thus enabling the phase identification of the WO3 structures from the spectrum. By using atomic force microscopy (AFM), the sample surfaces were also determined to be very flat. The average surface roughness value Rq calculated from a 5 µm × 5 µm AFM micrographs is Rq = 0.82 nm. A 1 µm × 1 µm AFM surface micrograph of the layer is shown in Figure 2b . It is seen that the flat surfaces of the layers are formed of very small nanosized grains. For the reference sample, the PLD processing step has been omitted. On top of the gate oxide (WO3, or SiO2 for the reference sample), porous iridium with a thickness of 30 nm has been deposited by DC magnetron sputtering in Ar at a pressure of 50 mTorr (6.66 Pa).
Measurement setup
All experiments have been conducted with the measurement setup described in [30] , which is able to reliably provide ppb-level concentrations of target gases reliably with very low contaminations. The sensors have been controlled and read-out using electronics developed and produced by 3S GmbH (Saarbrücken, Germany).
The SiC-FET was characterized using the gas exposure profile shown in An exposure to naphthalene lasts 30 minutes and is followed by 60 minutes of carrier gas and current ethanol concentration without naphthalene.
Data evaluation
Feature extraction and dimensionality reduction
The SiC-FET sensor's signal was measured with 10 Hz sample rate, which results in 600 data points per temperature cycle. Most of those data points are highly correlated, violating one of the main assumptions, i.e. independency of the multivariate methods used for discrimination and quantification. This and other problems, summarized as "curse of dimensionality" [31] , make reduction of each cycle's dimensionality, i.e. the number of data points, or "features", describing the signal, crucial. In a first step, this is done by manually selecting contiguous groups of data points ("ranges") and computing their mean and/or slope for all cycles.
Depending on the number of ranges, this step will reduce the number of features by one to two orders of magnitude.
In this case, the means of 50 consecutive data points each were computed, resulting in 12
features. Additionally, each temperature plateau has been divided into 10 (for 100 °C) or 5
(for all other temperatures) parts with logarithmically increasing length. Hence, one cycle is now being described by only 37 features instead of 600 features. 
Discrimination
Being able to discriminate one gas from all others in a complex mixture is a sign for good selectivity towards that gas. In this work, discrimination ability is tested using linear discriminant analysis (LDA, [32, 33] ) in combination with a k nearest neighbors (kNN)
classifier. LDA is a method used in pattern recognition to find a linear combination of features that separates two or more classes. This is achieved by finding coefficients for all features so that the relation between inter-class variance and intra-class variance is maximized, where each "class" corresponds to the cycle running in a certain gas. This can also be understood as finding a lower-dimensional subspace in the multi-dimensional feature space which best discriminates the classes. This is another feature reduction step, and three or fewer dimensions, or "discriminant functions", are often enough to represent the data with negligible loss of information. The found coefficients are the outcome of "training" the algorithm with a specific dataset.
When an unknown cycle has to be classified, the value of each discriminant function is computed by taking the inner product of the feature vector and the vector of coefficients, which projects the cycle into the subspace. Subsequently, its k nearest neighbors are found in training data, and the majority class of those neighbors determines the class of the unknown data point. The parameter k is chosen based on the training data so that the best classification result is achieved.
Quantification
The basis for quantification is comprised of the same features used for discrimination.
However, in this case, they are the input to partial least squares regression (PLSR, [34] ), a powerful algorithm for regressing multivariate data. Similar to LDA, this algorithm also projects the features into a lower-dimensional subspace. However, it does so with the aim of finding the best compromise between minimizing the loss of explained variance and maximizing the correlation between projected and target (concentration) data. The training results in a set of coefficients and an offset; the predicted concentration for a set of features is the linear combination of the features with the determined coefficients and added offset.
Similarly to LDA, the number of components, i.e. the dimension of the subspace, can be chosen for PLSR. This choice is critical as wrong values can easily lead to under-or overfitted models. To determine the best number of components, the cross-validation root mean squared error (CV-RMSE) is computed for all possible numbers of components, and the model with the lowest CV-RMSE is chosen.
A proper identification of insignificant features, i.e. features that do not contribute to the model, has several advantages. Excluding them can make the model more stable as less noise is introduced. Also, the location of important features can highlight important parts of the cycle, and, thus, temperatures or temperature steps with high contribution to the quantification. Eventually, this can help to understand the processes happening on and in the material.
Testing features for significance is here done by applying the t-test [35] to the found coefficients. To do so, each coefficient is divided by its standard error, which, in turn, can be estimated by bootstrapping [36] , i.e. sampling randomly from the data several times and building models from those samples. If the ratio lies below a distinct value, depending on chosen significance level and degrees of freedom in the model, the feature is called insignificant.
Validation
A model's prediction for its training data will become better for every feature that is added.
However, this does not imply that its prediction ability for new data increases -in fact, it often gets worse since the model has adapted too much to small fluctuations and outliers in the training data. This state is called overfitting and has to be avoided to find a good model.
One method to do this is to use k-fold cross-validation [37, 38] , in which each class is divided into k chunks. It will then train a model with (k-1) of these chunks and project the k th chunk to simulate unknown data. For this unknown data, the error, i.e. either misclassification rate (in case of LDA) or RMSE (root mean squared error, in case of PLSR), is determined. This is done k times, until each chunk has been used as unknown data. The mean value of the k error values should be close to the error for the whole training data; a much higher cross-validation error indicates overfitting and an unsuitable model.
Results
Discrimination
In some cases, the exact quantity of a component is not of primary interest, but rather its presence at all. Such discrimination can determine whether a certain component is below or First, all cycles in 0 ppm ethanol were pooled into one class which is to be discriminated Both sensing layers, i.e. Ir/SiO2 and Ir/WO3/SiO2 are able to discriminate ethanol from nonethanol in all cases. However, Ir/WO3/SiO2 produces a larger gap between both classes, which means a much clearer discrimination, especially for edge-cases. In Figure 5 , another LDA has been performed with one class for each concentration, which reveals the "inner structure" of the previous diagrams. For Ir/WO3/SiO2, the first discriminant function, which covers more than 90 % of the overall signal information, separates especially 0 ppm from every other concentration, while the distance between higher concentrations is only small in comparison. The second discriminant function then separates the remaining non-zero concentrations further. In contrast, for Ir/SiO2, the majority of information is able to discriminate between all four concentrations at once.
Hence, finding a projection in which all non-zero ethanol concentrations are located at the same point requires more of a compromise for Ir/SiO2 than for Ir/WO3/SiO2 which leads to the differences in class spacing in Figure 4 .
For indoor air quality, detection of naphthalene independent of ethanol presence is more meaningful. Thus, in the following, the model was trained on the same data, but with naphthalene as target, and ethanol as interfering component. All cycles with presence of naphthalene were pooled into one class, and discriminated against cycles without It is evident that Ir/WO3/SiO2 (Figure 6a ) produces a significantly better separation of naphthalene from non-naphthalene than that in the case for Ir/SiO2, which produces a large overlap of both classes. The best value for k of the kNN-classifier has in both cases been determined to be k = 5. With this k-value, almost perfect classification is reached for Ir/WO3/SiO2, while Ir/SiO2 shows about 5 % classification errors.
Quantification
When a more exact measure of the quantity of a certain component in a mixture is required, simple discrimination approaches cannot be used anymore. Those algorithms try to separate classes as far from each other as possible, which is less useful for concentration as a continuous measure, and, moreover, lacks interpolation ability. Instead, quantification algorithms like PLSR (described in section 2.4.3) can be employed. The signal of the Ir/WO3/SiO2 device (a) shows a pronounced dependence on the logarithm of the concentration and thus very low accuracy (which cannot be captured well with R 2 ), whereas the signal for Ir/SiO2 (b) exhibits a linear dependence, but poorer precision (10 ppb)
than Ir/WO3/SiO2 (5 ppb).
In contrast to the models for ethanol, features at 100 °C are chosen in three of four cases, and slopes of the flat part of the plateaus get included in both models. The slope features from the transition from 100 °C to 250 °C are again included in both models, as before.
As the Ir/WO3/SiO2 signal follows a logarithmic function, it can be linearized by training the model on logarithmic instead of actual concentration values. This has been done in Figure 9 .
A shift of 5 ppb has been applied to every concentration before taking the logarithm in order to avoid problems at 0 ppb. In the diagram, the real concentration values have been recalculated. (Figure 7b ), i.e., again the "onset" slopes show high predictive power.
Discussion
Both Ir/SiO2 and Ir/WO3/SiO2 can discriminate ethanol between 1 and 5 ppm from no ethanol ( Figure 4 ). This is an expected result since ethanol, especially in such relatively high concentrations, can usually be reliably detected by a broad range of gas sensor devices, including Ir/SiO2-SiC-FETs. As ethanol concentration is 25 to 1000 times higher than naphthalene concentration, ethanol is likely to mask a portion of the sensor response to naphthalene, which makes the signal quite stable and independent from naphthalene.
However, a comparison between Figure 6a and b reveals that addition of a WO3 layer to the device noticeably widens the gap between the classes.
Indeed, an LDA of all ethanol concentration classes, as presented in Figure 5 , shows that the step from 0 to 1 ppm of ethanol causes a strong change for Ir/WO3/SiO2, which is however followed by only small changes when the concentration is increased further. Hence, the material itself shows more of a binary response to ethanol. For Ir/SiO2, instead, the signal change for each concentration step is similar, thus all concentrations can be separated from each other easily. This means, however, that a projection which can combine all these concentrations into one class cannot, at the same time, have a good separation to the noethanol class as well.
These findings can, in turn, explain the results for the classification problem "naphthalene vs.
no naphthalene", shown in Figure 6 . For Ir/WO3/SiO2 (Figure 6a ), a small peak appears between 0 and 2 for the naphthalene class, which is followed by another, larger peak between 3 and 5. The small peak corresponds to naphthalene without ethanol background, while the larger peak corresponds to all naphthalene concentrations in any ethanol concentration from 1 to 5 ppm. On the other hand, Ir/SiO2 (Figure 6b ) is much more influenced by changing concentrations of ethanol, which leads to overlap of the classes. As the Ir layer deposited on top of the dense WO3 film is very porous, the new three-phase boundary between WO3/Ir/gas is believed to enhance the sensing properties of the FET structure towards VOCs, as compared to SiO2/Ir/gas three-phase boundary which is known to promote dissociation of e.g.
ammonia [4] . It has already been shown by previous studies that PLD deposited WO3 layers can be used as extremely sensitive sensors for naphthalene [39] .
An attempt was made to find a detection limit for naphthalene in varying ethanol concentrations for Ir/SiO2. For this, the in each case lowest naphthalene concentration was shifted from the "naphthalene" to the "other" class (compare to Figure 6 ) until all concentrations up to 30 ppb were contained in the "other" class. After each shift, the model was trained again; however, no significant improvement could be achieved, showing that the influence of changing ethanol concentration masks a large portion of the naphthalene influence.
In Figure 7 , PLSR has been employed to perform quantification of the four ethanol However, we have recently shown that PLD deposited, porous WO3 performs similarly well on a MOS sensor platform [39] . In comparison to an optochemical naphthalene sensor described in [40] , our sensor exhibits about 10 times longer response times (10 min vs. 1 min), but an at least 100 times lower detection limit (5 ppb vs. 500 ppb).
All models for naphthalene quantification contain features from the 100 °C plateau, indicating that even such low temperatures can contribute to the model for naphthalene. At the same time, the sensor is not influenced by ethanol at such low temperatures, indicated by the fact that no features around 100 °C were chosen for ethanol quantification. Hence, this relatively low temperature contributes to discrimination of both gases and, thus, to the sensor's selectivity.
Low response to and, thus, low influence of ethanol is expected at low temperatures due to the reduced reaction rate of the molecule on the sensor surface. For pure WO3, increasing response to alcohols with increasing temperature has been reported in [41] . 
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