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The current status of bounds on and limits of fermion determinants in two, three and four
dimensions in QED and QCD is reviewed. A new lower bound on the two-dimensional
QED determinant is derived. An outline of the demonstration of the continuity of this
determinant at zero mass when the background magnetic field flux is zero is also given.
1. Introduction
The calculation of fermion determinants is an old problem that has reemerged
as part of mainstream physics. They lie at the heart of gauge field theories with
fermions and appear in the calculation of every physical process. Their increas-
ing interest is due to lattice QCD and the improvement of lattice fermion ac-
tions. They are obtained by integrating over the fermion fields analytically to pro-
duce the one-loop effective action Seff = −ln det, where det is formally the ratio
det(/P−e/A+m)/det(/P+m) of Fredholm determinants of euclidean Dirac operators.
Properly defined, det is a gauge invariant but nonlocal function of the background
gauge potential Aµ, and it is this nonlocality that makes det so challenging to cal-
culate both analytically and numerically. At present the best that can be hoped for
from analytic nonperturbative calculations are restrictive upper and lower bounds
on determinants in two, three and four dimensions, as well as particular limits,
such as strong coupling or small fermion mass. Such results are relevant to lattice
calculations extrapolated to the continuum as they are a nontrivial test of lattice
discretization procedures, algorithms, and practices such as taking the square root
of the Kogut-Susskind determinant to simulate two degenerate quark flavors.
In Sec. 2 we report on the current status of bounds on and limits of fermion
determinants. In Sec. 3 the derivation of a new lower bound on the two-dimensional
QED determinant is given. Section 4 contains the proof that the chiral limit of
this determinant coincides with the Schwinger model’s determinant only when the
background magnetic field’s flux is zero.
2. Bounds and Limits on det
In order to make estimates the class of background gauge fields has to be defined.
Since the determinant is part of the gauge field’s action, Aµ and the field strength
Fµν are random fields. However, there is a need to regulate in any dimension.
1
For Aµ ∈ S′, the Schwartz space of tempered distributions, this can be done by
smoothing Aµ in the determinant and elsewhere, except in the gauge-fixed Gaussian
measure dµ(A) for Aµ, by convoluting it with a function hΛ ∈ S, the functions of
rapid decrease.1 This gives a potential AΛµ(x) = (hΛ ∗Aµ)(x) that is a polynomial
bounded C∞ function whose covariance is now
∫
dµ(A)AΛµ (x)A
Λ
ν (y) = D
Λ
µν(x− y). (1)
The Fourier transform of DΛµν is proportional to |hˆΛ|2, where hˆΛ is the Fourier
transform of hΛ and has the property that hˆΛ = 0 for momenta k
2 > Λ2. Therefore
without loss of generality we may assume smooth potentials and fields. In addition
they must be in some Ln(Rd) space(s) that will be stated explicitly below.
All results, except the upper bounds for d = 2, 3, are for an abelian field obtained
by using Schwinger’s proper time definition2 of the determinant as the starting
point, namely
ln det =
1
2
∫ ∞
0
dt
t(
Tr
{
e−P
2t − exp
[
−((D − eA)2 + 1
2
eσµνFµν)t
]}
+
e2||F ||2
24π2
)
e−tm
2
, (2)
where σµν = [γµ, γν ]/2i, γµ† = −γµ, and ||F ||2 = ∫ d4xF 2µν (x). The last term is
the second-order charge renormalization subtraction at zero momentum transfer
required for the integral to converge for small t in d = 4. A local counterterm is
not required to define lndet in d < 4, and so the last term in (2) will be omitted in
this case.
d = 2
The calculation of (2) in this case requires knowledge of the bound and scattering
states of a charged fermion confined to a plane in the presence of a static magnetic
field B perpendicular to the plane. Of course there is actually no third dimension
in this strictly two dimensional problem. For Aµ ∈
⋂
n>2 L
n(R2),
−− ||eB||
2
4πm2
≤ ln det ≤ 0. (3)
In addition, the lower bound requires that B be square-integrable. This bound will
be derived in Sec. 3. A sharper lower bound for a unidirectional magnetic field
B(x) ≥ 0 is given by3
ln det ≥ 1
4π
∫
d2x
[
eB(x)− [m2 + eB(x)]ln
(
1 +
eB(x)
m2
)]
. (4)
The upper bound in (3) was obtained as a limit4, 5 of lattice estimates.6, 7 It is
referred to as the ”diamagnetic” bound though physically it is a reflection of the
paramagnetism of a charged fermion in an external magnetic field as (2) makes
clear. Moreover, the upper bound also holds for nonabelian fields.4–6 There is the
technical problem of proving that the lattice limit coincides with the renormalized
determinant detren defined in Refs. 4,5,8 and that detren can in turn be identified
with definition (2). This is dealt with in Refs. 4, 5. It would be desirable to have a
continuum proof of the upper bound in (3).
If in addition B has a finite range then, for m2 → 0
ln det =
|eΦ|
4π
lnm2 +R(m2), (5)
where limm→0[R(m
2)/lnm2] = 0 and Φ =
∫
d2xB(x).9 For integer values of eΦ/2π
(5) is intuitively expected by the Aharonov-Casher theorem10 which states that the
number of zero modes of /P − e/A is [|eΦ|/2π], all with positive or negative chirality,
where [x] stands for the nearest integer less than x and [0] = 0. This result indicates
that the zero-mass limit of det does not coincide with the Schwinger model except
when Φ = 0. The proof of continuity at m = 0 will be outlined in Sec. 4.
As a corollary of (5) suppose we define ln det3 as
ln det = − e
2
2π
∫
d2k
(2π)2
|Bˆ(k)|2
∫ 1
0
dz
z(1− z)
k2z(1− z) +m2 + ln det3, (6)
where the first term is just second-order perturbation theory and ln det3 is the
remainder. Then provided 0 < |eΦ| < 2π,
there is at least one value of m2 > 0 for which ln det3 = 0.
11 This means the
following: it is known that lndet3(m
2 = 0) = 0 as first shown by Schwinger.12
Continuity of ln det3 at m
2 = 0 when Φ = 0 implies limm2=0 ln det3 = 0. Equations
(5) and (6) imply that lndet3 < 0 if 0 < |eΦ| < 2π and m2 is sufficiently small,
while it must become positive before approaching zero as m2 →∞.11 So our result
states that when 0 < |eΦ| < 2π, the zero in ln det3 moves from m = 0 when Φ = 0
to some finite value(s) whenm2 > 0. No information is available yet on mass zero(s)
when |eΦ| ≥ 2π.
d = 3
Here we have
−− Z
6π
∫
d2x |eB(x)| 32 ≤ ln det ≤ 0. (7)
As for d = 2 the upper bound was obtained as a limit 4, 5 of lattice estimates 6 and
holds also for nonabelian fields provided Aµ ∈
⋂
n>3 L
n(R3). This restriction on
Aµ is sufficient to make mathematical sense out of the renormalized determinant
detren referred to above. The same technical problem of limits referred to for d = 2
persists here.
The lower bound13 is valid only for unidirectional fields B(x) ≥ 0 with x ∈ R2;
hence the box cutoff Z in the direction of B. In addition, the derivation assumed
that Aµ ∈
⋂
n>2 L
n(R2), that B has finite flux and B ∈ Ln(R2), n = 2, 32 . A 2x2
representation of the Dirac matrices was used. The definition (and regularization)
of the fermion determinant in (2) is parity conserving and gives no Chern-Simons
term, which is known to be regularization dependent.14 The analysis leading to the
upper bound in (7) predated the discovery of the Chern-Simons term and is not
included in the definition of det.
Another lower bound may be obtained from the lower bound in (3) and the
connection between the QED2 and QED3 determinants,
13 namely
ln detQED3 =
Z
2π
∫ ∞
m2
dM2√
M2 −m2 ln detQED2(M
2). (8)
Eqs. (3) and (8) immediately give
ln detQED3 ≥ −Z||eB||
2
16π|m| , (9)
where in this bound B no longer has to be unidirectional.
d = 4
In this case only strong coupling limits are known. Thus if e→ λe, then
||eB||2ZT
48π2
≤ lim
λ→∞
(
ln det
λ2lnλ
)
≤ ||eB||
2 T
6π2
. (10)
The upper bound13 requires A ∈ L3(R3) and B ∈ L2(R3). If A is also in the
Coulomb gauge ∇ · A = 0 then we showed13 that Aµ ∈
⋂
3≤n≤6 L
n(R3), which
guarantees that ln det in (10) is well-defined. Then the upper bound in (10) is valid
for general square-integrable static magnetic fields; T is the (euclidean) time cutoff.
The main input to this bound is the upper bound on ln det in d = 3 given by (7).
The lower bound3 holds only for square-integrable magnetic fields B(x) ≥ 0 and is
derived from the lower bound (4).
Finally we note that it is possible to make a derivative expansion of ln det
into a sum of terms containing increasing numbers of derivatives of Fµν .
15 Such
an approach has the merit of going nonperturbatively beyond the constant field
approximation. Nevertheless, it is an expansion, and either all terms are summed
or the series is terminated and the remainder is bounded. Investigation of this
problem has begun with some exactly solvable cases.16 For the special case of a
sech2(x/λ) magnetic field it is found that the derivative expansion of ln det is a
divergent asymptotic series that is Borel summable.16 This is encouraging. As far
as bounds on ln det are concerned, all that is required is to show that the series is
asymptotic in the strict mathematical sense because then one has a bound on the
remainder of the series after any number of terms.
3. Lower Bound on ln det in d = 2
The lower bound in (3) was originally derived for a unidirectional field B ≥ 0 in
Ref. 3. We have since noticed that it is easy to generalize this result to a general
square-integrable field. From here on the coupling constant e is absorbed into the
potential: eAµ → Aµ.
From definition (2), without the charge renormalization term,
∂
∂m2
lndet =
1
2
Tr
[
(D2 − σ3B +m2)−1 − (P 2 +m2)−1
]
, (11)
where D = P −A. Using
(D2 − σ3B +m2)−1 = (D2 +m2)−1 + (D2 +m2)−1σ3B(D2 +m2)−1
+ (D2 +m2)−1σ3B(D
2 +m2)−1σ3B(D
2 − σ3B +m2)−1, (12)
(11) becomes
∂
∂m2
lndet =
1
2
Tr[(D2 +m2)−1 − (P 2 +m2)−1
+ (D2 +m2)−1σ3B(D
2 +m2)−1σ3B(D
2 − σ3B +m2)−1]. (13)
Because of the definition (2) the trace of the first two terms in (13) is defined by
the left-hand side of
∫ ∞
0
dtTr
[
e−(P−A)
2t − e−P 2t
]
e−tm
2 ≤ 0; (14)
the right-hand side follows from Kato’s inequality in the form stated by the authors
in Ref. 17. Hence,
∂
∂m2
lndet ≤ 1
2
Tr
[
(D2 +m2)−1σ3B(D
2 +m2)−1σ3B(D
2 − σ3B +m2)−1
]
. (15)
By the Schwarz inequality, |Tr(AB)| ≤ ||A||2||B||2,
∣∣Tr[(D2 +m2)−1σ3B(D2 +m2)−1σ3B(D2 − σ3B +m2)−1]∣∣ ≤ ||α||2||β||2, (16)
where
α = (D2 +m2)−1σ3B
β = (D2 +m2)−1σ3B(D
2 − σ3B +m2)−1. (17)
Setting < x|(D2 +m2)−1|y >= ∆(x, y|A),
||α||22 = Tr(σ3B∆†(A)∆(A)σ3B)
≤ Tr(B∆2(A = 0)B)
=
||B||2
2πm2
, (18)
where use was made of the diamagnetic (Kato’s) inequality
|∆(x, y|A)| ≤ ∆(x− y), (19)
in the form given in Ref. 18.
Next,
||β||2 ≤ ||(D2 − σ3B +m2)−1||∞||(D2 +m2)−1σ3B||2
=
||α||2
m2
, (20)
since D2 − σ3B ≥ 0.
Combining (15), (16), (18), and (20) gives
∂
∂m2
lndet ≤ ||B||
2
4πm4
. (21)
Now integrate (21) from m2 to m2 = ∞ and set det(m2 = ∞) = 1. This does
not conflict with any renormalization condition. It is physically reasonable since an
infinite-mass fermion cannot respond to an external magnetic field. Then
lndet ≥ − ||B||
2
4πm2
, (22)
which is the left-hand side of (3).
4. Continuity of lndet in d = 2 at m = 0 when Φ = 0
From (6) we want to show that
lim
m=0
lndet = lndetSchwinger model
=
1
4π2
∫
d2xd2y B(x)B(y) ln|x− y|, (23)
and in particular that
lim
m=0
lndet3 = 0, (24)
if Φ = 0 and Aµ ∈
⋂
n>1 L
n(R2). The analysis is simplified if B has finite range,
which we will assume. Then the limit in Eq. (23) comes from the first term in
Eq. (6). The demonstration of (24) is not in the literature to our knowledge. It is
surprisingly tedious and only its outline will be given.
Step 1.
Let S = (/p +m)−1. Neither S/A nor (S/A)2 are trace class operators, while (S/A)3
is. Therefore the identity lndet(1 +A) = Tr ln(1 +A) for trace class operators has
to be modified to the regularized Fredholm determinant5, 8, 19–22
lndet3(1− S/A) = Tr
[
ln(1− S/A) + S/A+ 1
2
(S/A)2
]
. (25)
The connection of lndet3 to definition (2) is given in Ref. 11. The effect of (25)
is to remove the ambiguous second-order graph from the determinant; it is defined
by the second-order expansion of (2), giving the first term in (6). The operator
S/A is a compact operator on L2(R2,
√
k2 +m2d2k;C2) for Aµ ∈
⋂
n>2 L
n(R2),
[Cn = {A| ||A||nn ≡ Tr(A†A)
n
2 < ∞}].1, 4, 5, 22 Because S/A ∈ C3, one more loop (i.e
one more order in /A) can be subtracted from the determinant to give20, 21
lndet4(1− S/A) = lndet3(1− S/A) + 1
3
Tr(S/A)3. (26)
By C-invariance Tr(S/A)3 = 0. At this point it is useful to make a similarity trans-
formation 4, 5 and consider det4(1−Km), where
Km =
m− /p
(p2 +m2)
3
4
/A
1
(p2 +m2)
1
4
, (27)
is a compact operator on two-component square-integrable functions on R2.
Step 2.
The main theorem required to show that limm=0 lndet4 = 0 is Simon’s theorem 6.5
specialized to det4:
|det4(1−Km)− det4(1−K0)|
≤ ||Km −K0||4 exp
[
Γ4(||Km||4 + ||K0||4 + 1)4
]
, (28)
where 14 ≤ Γ4 ≤ 34 .20 Here K0 is Km with m = 0, which is known to be in Cn,
n > 2.23
Furthermore,23
det4(1 −K0) = 1. (29)
It is essential for the proof of this that Aµ is ”nonwinding” so thatAµ ∈
⋂
n>1 L
2(R2).
[This condition was not stated in Refs. 4, 23. But it is necessary, and the proofs
leading to (29) still go through.] Therefore by (28), (29) and (26) the demonstration
of (24) requires that limm=0 ||Km −K0||4 = 0.
Step 3.
The operator difference Km −K0 may be decomposed into a sum of five terms so
that
||Km −K0||4 ≤
∣∣∣∣
∣∣∣∣ /p|p|
(
1
|p| 12 /A
1
(p2 +m2)
1
4
− |p|
(p2 +m2)
3
4
/A
1
(p2 +m2)
1
4
)∣∣∣∣
∣∣∣∣
4
+
∣∣∣∣
∣∣∣∣ /p|p|
1
|p| 12 /A
(
1
|p| 12 −
1
(p2 +m2)
1
4
)∣∣∣∣
∣∣∣∣
4
+m
∣∣∣∣
∣∣∣∣ 1(p2 +m2) 34 /A
1
(p2 +m2)
1
4
∣∣∣∣
∣∣∣∣
4
. (30)
The unitary /p/|p| is irrelevant to the norms and will be dropped from here on. We
now outline the m = 0 limit of the first norm.
By Ho¨lder’s inequality, ||fg||r ≤ ||f ||p||g||q for p−1 + q−1 = r−1, and p, q, r ≥ 1,
∣∣∣∣
∣∣∣∣ 1|p| 12 /A
1
(p2 +m2)
1
4
− |p|
(p2 +m2)
3
4
/A
1
(p2 +m2)
1
4
∣∣∣∣
∣∣∣∣
q
≤
∣∣∣∣
∣∣∣∣
(
1
|p| 12 −
|p|
(p2 +m2)
3
4
)
|A| 12
∣∣∣∣
∣∣∣∣
p
∣∣∣∣
∣∣∣∣|A| 12 1(p2 +m2) 14
∣∣∣∣
∣∣∣∣
p
, (31)
where p = 2q > 4 and the unitary /A/|A| has been dropped from the second norm
in (31). Then
K1 =
(
1
|p| 12 −
|p|
(p2 +m2)
3
4
)
|A| 12 , (32)
is a compact operator in Cn, n > 2 by Lemma 2.1 of Seiler and Simon22 on integral
operators of the form f(p)g(x) and, by the same lemma as stated in Ref. 21,
||K1||Cn ≤ (2π)−
2
n
∣∣∣∣
∣∣∣∣ 1|p| 12 −
|p|
(p2 +m2)
3
4
∣∣∣∣
∣∣∣∣
Ln
∣∣∣∣∣∣|A| 12 ∣∣∣∣∣∣
Ln
. (33)
Simple estimates give limm=0 ||K1||4−ǫ = 0 for 0 < ǫ < 2, and since ||K1||4−ǫ ≥
||K1||4+ǫ is a general property of Cn spaces,
lim
m=0
||K1||4+ǫ = 0. (34)
Referring again to (31), let
K2(m) = |A| 12 1
(p2 +m2)
1
4
, (35)
where K2 ∈ Cn, n > 4 by Lemma 2.1 of Ref. 22. At m = 0, K2(0) = |A| 12 |p|− 12 and
by writing K2(0) as the sum
|A| 12 1
(m+ |p|) 12 + |A|
1
2
(
1
|p| 12 −
1
(m+ |p|) 12
)
,
each of the two operators belongs to Cn by Lemma 2.1, and hence so does K2(0).24
More simple estimates give
lim
m=0
||K2(m)||4+ǫ ≤ ||K2(0)||4+ǫ, (36)
where 0 < ǫ < 2. This together with (34) and (31) give
lim
m=0
∣∣∣∣
∣∣∣∣ 1|p| 12 /A
1
(p2 +m2)
1
4
− |p|
(p2 +m2)
3
4
/A
1
(p2 +m2)
1
4
∣∣∣∣
∣∣∣∣
q
= 0 (37)
for q > 2, and hence the first norm on the right-hand side of (30) vanishes in the
m = 0 limit.
Repetition of analysis of this kind establishes that the remaining two norms in
(30) also vanish at m = 0, demonstrating (24) when Φ = 0.
5. Further Work
A major barrier to a better understanding of fermion determinants beyond two
dimensions is the lack of criteria for counting zero modes. In three dimensions
nothing is known, and in four dimensions only the difference of positive and negative
chirality zero modes is known for a given background field. It is sometimes assumed
that they all have one or the other chirality. A counterexample would settle this
matter. In three dimensions the discovery of a topological invariant that counts zero
modes would be of considerable importance to physics as well as mathematics.
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