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る。第 1 の方法は変換群上のハール測度を用いて直接に最良不変予測量を表現し，第 2 の方法は予測
十分統計量の関数として求め，第 3 の方法は最良不偏予測量との関係から求める Q
まず第 2 節で予測モデルの不変構造を定義する。 x を観測可能な確率ベクトルとし， x に基づいて
予測される確率ベクトルを Y とする。変換群G が z =(X, Y) の標本空間上に次の様に作用すると
仮定し; g(x , y)=(gx , [g;xJy) , gεG，更に Gの下で確率構造は不変であると仮定する。このとき不変
予測量(非確率化予測量Sの場合，全てのg ， x に対して ò(gx)= [g;xJ ? x) を満たすもの)全体の中で
危険関数を最小にするものが最良不変予測量である。
第 3 節ではハール測度を用いての最良不変予測量の構成方法を示した。この問題は Hora-Buehler
















第 6 節は付録で， 3.3節の例の最良不変予測量の求め方を証明したものである口
論文の審査結果の要旨
本論文は最良不変予測量の構成方法に関して著者がこれまでに発表した 3 編の論文の内容をまとめ
たものであり，これらは本論文の中心をなす第 3 ， 4 , 5 章にそれぞれ対応して， 3 種類の構成方法
を論じている。
X, Y, G でそれぞれ説明変量，目的変量，変換群を表わすとき，従来の理論ではG の要素が単純に
Y に作用したのに対し，本論文にわける著者の功績は作用がXの値に従属することを許した点にあり，
このため理論の適用範囲が拡大した。第 3 章は変換群上のハール測度を利用して最良不変予測量を構
成する方法を提示した。著者はこの方法を位置・尺度モデルとプログレッションモデルの 2 つの場合
に例示し，後者において石井が直観的な見地から提出した予測量が最良性を持つことの証明に初めて
成功した。第 4 章は従来の予測十分統計量の理論を深化し，この統計量の関数の族の中から最良不変
予測量を見出す方法を提出した。さらに第 5 章では最良不偏予測量をまず求め，これに修正項を加え
て最良不変予測量を求める方法を論じた。
これらの理論は統計的推測理論に対する著しい貢献であって，学位論文として価値あるものと認め
る。
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