We consider the problem of meta-analyzing two-group studies that report the median of the outcome. Often, these studies are excluded from meta-analysis because there are no well-established statistical methods to pool the difference of medians. To include these studies in meta-analysis, several authors have recently proposed methods to estimate the sample mean and standard deviation from the median, sample size, and several commonly reported measures of spread. Researchers frequently apply these methods to estimate the difference of means and its variance for each primary study and pool the difference of means using inverse variance weighting. In this work, we develop several methods to directly meta-analyze the difference of medians. We conduct a simulation study evaluating the performance of the proposed median-based methods and the competing transformation-based methods. The simulation results show that the median-based methods outperform the transformation-based methods when meta-analyzing studies that report the median of the outcome, especially when the outcome is skewed. Moreover, we illustrate the various methods on a real-life data set.
Introduction
Meta-analysis is a statistical method for combining data from several scientific studies addressing a common research question. Researchers conduct meta-analyses to obtain more precise statistical estimates of the outcome of interest, investigate sources of heterogeneity, and generalize conclusions across studies. Over the past few decades, meta-analysis has gained considerable popularity in research synthesis and is widely considered to be the gold-standard of evidence for systematic review.
Researchers often meta-analyze two-group studies that evaluate the change in an outcome across two groups. One such study design includes clinical trials with a treatment and control group. Frequently, only summary measures of the outcome variable in each group are available from the primary studies, which typically include a point estimate of the outcome and its variance. Data analysts must then decide on the effect measure to use in the analysis, which quantifies the change of the outcome between the two groups. Standard meta-analytic methods estimate a pooled effect measure by a weighted mean of the study-specific effect measures, where the weight assigned to each study are inversely proportional to the variance of the point estimate. These methods are referred to as inverse variance approaches [4] .
In this paper, we consider the case where the outcome variable is continuous and is measured on a scale that is meaningful and consistent across studies. In this context, two-group studies usually report the sample mean and standard deviation of the outcome in each group, and researchers typically use the difference of means as the effect measure of the primary studies. Then, researchers meta-analyze the difference of means in the two groups. Meta-analytic methods for pooling the difference of means are well-established in the literature [8] .
However, when the distribution of the outcome variable is skewed, authors often report the sample median of the outcome to better represent the center of the data. In this case, to describe the spread of the data, authors frequently report the first and third quartiles, the minimum and maximum values, or both sets of measures (e.g., see [21, 25] ). Although the difference of medians is the most natural effect measure to use in this context for two-group studies, there are no available statistical methods to meta-analyze the difference of medians. The challenge of applying the inverse variance approach to pool the difference of medians is that the variance of the difference of medians is not reported by the primary studies. Furthermore, this quantity is difficult to estimate based on the summary measures provided by a primary study because it depends on the underlying distribution.
Consequently, studies that report the median of the outcome are either left out of meta-analyses (e.g., see [12] ) or researchers transform the outcome so that well-established meta-analytic methods can be applied. More specifically, several authors have recently proposed methods estimate the sample mean and standard deviation from the median, sample size, and several commonly reported measures of spread [26, 15, 2, 18, 17, 19] . These methods are used to estimate the difference of means and its variance for each primary study that reports medians. Then, data analysts pool the estimated difference of means using the inverse variance method. Although these methods are widely used in practice, they suffer several limitations. First, in this analysis, one uses an estimate for the study-specific effect measure (i.e., the estimated difference of means) rather than one that can be directly calculated (i.e., the difference of medians), which introduces an additional source of error in the analysis. Moreover, the performance of these methods for estimating the sample mean and standard deviation has been shown to be heavily influenced by the skewness of the outcome distribution [18] , which is likely to be highly skewed when authors report medians. Finally, regardless of the accuracy of these methods for estimating sample mean and standard deviation, sample medians may better represent the center of the data for skewed outcomes and therefore may be the preferred effect measure in meta-analysis of skewed continuous outcomes.
In this work, we develop methods to directly meta-analyze the difference of medians. We first consider several simple methods that are not based on the classical inverse variance approach. Specifically, we extend the methods proposed by McGrath et al [20] for meta-analyzing one-group studies that report the median to the two-sample context, and we consider applying linear quantile mixed models. In order to weight studies optimally, we develop methods to estimate the variance of the median in order to pool the difference of medians using the inverse variance approach.
We describe the existing the proposed methods to meta-analyze two-group studies that report medians in Section 2. In Section 3, we present the results of a simulation study evaluating the performance of the existing and proposed methods. In Section 4, we illustrate these approaches on a real-life data set. We conclude with a discussion in Section 5.
Methods

Standard Fixed Effect and Random Effects Models
We first describe the standard fixed effect and random effects models for the meta-analysis of continuous outcomes. For study i where i = 1, . . . , k, let y i denote the estimated effect measure and let σ 2 i be its estimated variance. For instance, the effect measure may be the difference of means or difference of medians of the outcome in two arms of a trial. Note that although σ 2 i is estimated from the data, it is typically assumed to be a known quantity in meta-analysis. The fixed effect model posits that a single true effect measure, θ, underlies all studies. Under standard assumptions,
) is random within-study variation. The pooled effect measure is then estimated by a weighted mean of y i ,θ
The weights for the estimates above are given by w i = 1/σ 2 i . The random effects model, on the other hand, presumes that different studies have different true effect measures. The true effect measure of study i is sampled from a normal distribution with mean θ and variance τ 2 . That is,
) is random within-study variation, and θ i and i are independent. The pooled effect measure is estimated bŷ
The weights are given by
The method of moments estimator of DerSimonian and Laird [9] is commonly used to estimate τ 2 , which is given bŷ
Under the typical assumption that the variances are known, the fixed effect and random effects estimators are minimum variance unbiased estimators [22] .
Existing Methods: Transformation-Based Approaches
For group j (j = 1, 2) in study i, we use the following notation for summary measures that might be reported. Let n ij be the number of subjects, y ij be the median of the outcome, q 1,ij and q 3,ij be the first and third quartiles, respectively, and let a ij and b ij be the minimum and maximum values, respectively. Furthermore, letx ij be the sample mean and s ij be the sample standard deviation. We consider the following sets of summary measures that studies may report. In scenario 1 (S 1 ), a study reports the median, minimum and maximum values, and number of subjects. In scenario 2 (S 2 ), a study reports the median, first and third quartiles, and number of subjects. Lastly, in scenario 3 (S 3 ), a study reports the median, minimum and maximum values, first and third quartiles, and number of subjects.
We estimate the sample mean and standard deviation of the outcome in each group in each study. Then we estimate a fixed effect and random effects pooled difference of means and its 95% confidence interval (CI) from the estimated differences of means and their variances [13] . For the random effects methods, we estimate τ 2 using the method of DerSimonian and Laird [9] . We call these approaches transformation-based approaches. In the following subsections, we describe the methods for estimating the sample mean and standard deviation under scenarios S 1 , S 2 , and S 3 .
Method of Wan et al
Wan et al [26] give an overview of methods for estimating the sample mean and standard deviation under scenarios S 1 , S 2 , and S 3 . Wan et al [26] recommend the following methods based on their simulation study. For S 1 , Wan et al [26] suggest using Hozo's method [15] to estimate the sample mean and recommend using their proposed method to estimate standard deviation. These estimates are given by:
, where Φ −1 denotes the inverse of the standard normal cumulative distribution function. For S 2 , Wan et al [26] develop the following methods to estimate the sample mean and standard deviation:
.
Lastly, in S 3 , Wan et al [26] suggest using the method of Bland [2] to estimate the sample mean and recommend using their method to estimate the standard deviation, which are given by:
A brief outline of the derivation of these methods is given below. First, we consider estimating the sample mean in S 1 and S 3 . Hozo et al [15] and Bland [2] place upper and lower bounds on the ordered observations with the reported sample quantiles. By summing the n ij inequalities and dividing by n ij , one obtains bounds for the sample mean in S 1 and S 3 . Then, one estimates the sample mean by the average of the upper and lower bounds. Note that these methods make no distributional assumptions for the outcome variable.
To estimate the sample mean in S 2 , Wan et al [26] assume that the outcome distribution is normal. Wan et al [26] show that the mean of the normal distribution can be expressed in terms of the expected value of the median and first and third quartiles. Then, Wan et al [26] estimate the sample mean by replacing the expected value of the sample median and first and third quartiles with the observed sample values.
Similarly, Wan et al [26] estimate the sample standard deviation in S 1 , S 2 , and S 3 under the assumption that the outcome distribution is normal. Wan et al [26] show that the standard deviation of the normal distribution can be expressed in terms of the expected value of sample quantiles. One can then estimate the sample standard deviation by replacing the expected value of the sample quantiles with the observed sample quantiles.
Method of Luo et al
We also consider the methods more recently recommended of Luo et al [19] . Under the assumption that the outcome variable is normally distributed, the methods of Luo et al [19] optimize the sample mean estimates recommended by Wan et al [26] . The formulas for estimating the sample mean from S 1 , S 2 , and S 3 are given below: To estimate the standard deviation, Luo et al [19] recommend the methods previously described by Wan et al [26] .
Proposed Methods
We propose several methods to directly meta-analyze the difference of medians when the primary studies present summary statistics of S 1 , S 2 , or S 3 . The target parameter in this case is the population difference of medians. These approaches, which we call median-based approaches, fall into two categories. In the first category, we consider simple approaches that do not apply the standard inverse variance method. The second category of approaches estimates the variance of the difference of medians and then pools the studies using the standard inverse variance method described in Section 2.1.
Median of the Difference of Medians
McGrath et al [20] proposed methods for pooling one-group studies that report the median of the outcome. These methods use the median of the study-specific medians as the pooled estimate of the median and invert the sign test to construct a CI around the pooled estimate. We consider extending the methods proposed by McGrath et al [20] for pooling two-group studies as follows. We take a median of the study-specific differences of medians as the pooled estimate, and invert the sign test to construct the corresponding CI [3] . Note that this method is nonparametric and the CI does not have coverage probability of exactly 95% because of the discreteness of the sign test. Therefore, the coverage probability of the interval is slightly higher than 95%, which depends on the number of studies included in the meta-analysis. We call this method the median of the difference of medians (MDM) method. If the study-specific difference of medians are drawn independently from a continuous distribution with median equal to the population difference of medians, the proposed method consistently estimates the target parameter. Moreover, the pooled estimator is a Hodges-Lehmann estimator in this case.
Linear Quantile Mixed Models
Quantile regression models estimate the conditional quantile of the outcome variable. Linear quantile mixed models extend quantile regression models to include random effects [11] . We apply linear quantile mixed models (LQMM) to meta-analyze the studies, where the the study-specific difference of medians are random intercepts in the model. The estimated fixed effect intercept and its 95% CI are then used as the pooled estimate and its corresponding CI.
The LQMM models were fit using the 'lqmm' package in the R Statistical Software. Several numerical integration methods are available for model fitting, and different numerical integration methods lead to different distributional assumptions of the random intercepts. Because study-specific difference of medians are assumed to be normally distributed, Gauss-Hermite quadrature was chosen for numerical integration of the likelihood [11] .
Methods Based on Estimating the Variance of the Difference of Medians
We estimate the variance of the difference of medians of a given study using the asymptotic variance of the difference of medians. For group j in study i, let f ij be the probability density function of the underlying distribution, m ij be the study-population median, y ij be the sample median, and n ij be the number of subjects. The asymptotic distribution of y ij is normal with mean m ij and variance 1 4nij fij (mij ) 2 . It then follows that the asymptotic distribution of y i := y i1 − y i2 is
We estimate the difference of medians, m i1 − m i2 , by replacing these quantities with the respective sample medians. To estimate the variance of the difference of medians, we use
where f i1 (m i1 ) and f i2 (m i2 ) are estimates of f i1 (m i1 ) and f i2 (m i2 ), respectively. In Section 2.3.3.1, we propose a method to estimate these quantities for each study. After estimating the difference of medians and its variance for each study, we estimate a pooled difference of medians using the standard meta-analytic methods presented in Section 2.1. As with the transformation-based methods, we use the method of DerSimonian and Laird [9] to estimate heterogeneity. For notational simplicity in the following section, we fix study i and group j and consequently drop the subscripts i and j from all relevant variables and functions. For instance, we denote the density function of the underlying distribution evaluated at the study-population median of group j of study i as f (m) instead of f ij (m ij ).
Quantile Estimation
Given an independent group in a primary study that reports summary statistics of S 1 , S 2 , or S 3 , we propose the following method based on least squares to estimate the density function of the underlying distribution evaluated at the study-population median (i.e., f (m)). First, we select a model parametrized by θ as the underlying distribution, which we denote as P . Then, we fit the parameters of the distribution as follows. We define S P (θ) to be the sum of squares of the discrepancy between the theoretical quantiles of P and the observed sample quantiles. That is, in S 1 , we use
where a, y, and b denote the observed sample minimum, median, and maximum, respectively. Moreover, n denotes the sample size and F (·) denotes the cumulative distribution function of P . In S 2 , S P (θ) is expressed as
where q 1 and q 3 denote the observed first quartile and third quartile, respectively. Lastly, in S 3 ,
We then fit the parameters of P by minimizing S P (θ) with respect to θ,
We consider that the underlying parametric family of distributions may be the normal, log-normal, Weibull, or gamma distribution. These distributions were chosen to reflect a wide variety of possible outcome distributions. For each parametric family of distributions considered, we fit the parameters by minimizing S P (θ). The parametric family of distributions yielding the smallest value for S P (θ) is chosen to be the underlying parametric family of distribution, thereby allowing us to obtain f (m). We call this method quantile estimation (QE).
To minimize S P (θ) with respect to θ, we use the limited-memory Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, denoted by L-BFGS-B, which is a quasi-Newton algorithm with box constraints [5] . For the log-normal and normal distributions, the study-population median was constrained to be between the minimum and maximum values in S 1 and between the first and third quartiles in S 2 and S 3 . We allowed a wide range of values for σ for the log-normal and normal distributions. Additionally, for the Gamma and Weibull distribution, we considered a wide range of values for the parameters. Table 1 summarizes the parameter constraints in S 1 , S 2 , and S 3 for all distributions.
We imposed suitable constraints for the parameter values in the L-BFGS-B algorithm (e.g., not allowing negative variance). The specific values for the constraints were chosen based on the work of Kwon and Reis [18] . Specifically, in the Bayesian transformation-based method of Kwon and Reis, the authors used these values for the uniform prior bounds when fitting the normal, log-normal, and Weibull distributions in S 1 , S 2 , and S 3 . For the gamma distribution, we set the constraints for the β parameter based on the uniform prior bounds of Kwon and Reis for fitting the exponential distribution in S 1 , S 2 , and S 3 , and we allowed a wide interval for the α parameter.
We implemented the described L-BFGS-B algorithm using the optim function available in 'stats' package in R Statistical Software. Convergence of the L-BFGS-B algorithm was defined as when the reduction of the objective function is within a factor of 10 7 of machine tolerance, which corresponds to a tolerance of approximately 10 −8 . In all replications in the simulation study, the L-BFGS-B algorithm converged for at least one distribution. For each distribution, changes to the specific values of the constraints did not affect the solution provided the algorithm converged.
Best-Case Scenario for Quantile Estimation
As a best-case scenario for the quantile estimation method, we use the true value of f (m) to estimate the variance of the difference of medians. That is, we estimate the variance of the difference of medians for each study using equation (1), where f i1 (m i1 ) and f i2 (m i2 ) are replaced with the true values of f i1 (m i1 ) and f i2 (m i2 ), respectively. We denote this method by QE-BC.
Summary of Methods
We provide a brief summary of all methods considered to meta-analyze two-group studies that report the median of the outcome of interest. All methods fall into one of two categories: methods that meta-analyze the difference of means in order to estimate the population difference of means, and methods that meta-analyze the differences of medians in order to estimate the population difference of medians.
Methods estimating the population difference of means:
Wan et al: The mean and SD are estimated in each group in each study using the methods recommended by Wan et al [26] . Then, we meta-analyze the estimated difference of means using the inverse variance method described in Section 2.1.
Luo et al:
We use the method Luo et al [19] to estimate the mean and SD in each group in each study. We then pool the estimated difference of means using the inverse variance method.
Methods estimating the population difference of medians:
Median of the Difference of Medians (MDM): We take the median of the study-specific difference of medians as the pooled estimate, and we invert the sign test to construct a CI around it.
Linear Quantile Mixed Models (LQMM): We fit a linear quantile mixed model using the study-specific difference of medians as random intercepts. The estimated fixed effect intercept and its 95% CI is used as the pooled estimate and the corresponding CI.
Quantile Estimation (QE): We estimate the variance of the difference of medians in each study using equation (1) . To estimate the density of the underlying distribution, we fit several distributions by minimizing the distance between the observed and theoretical quantiles and select the distribution with the best fit according to the proposed model selection procedure. Then, we use the inverse variance method to meta-analyze the difference of medians.
Best-Case Scenario for Quantile Estimation (QE-BC):
We estimate the variance of the difference of medians in each study using (1) , where the density of the underlying distribution is known. Then, we use the inverse variance method to pool the difference of medians.
In Appendix A, we describe a Bayesian method for density estimation and show the simulation results for this method. In Appendix B, we describe several modifications to the proposed median-based methods and display their performance in the simulation study. These methods were excluded from the main paper because, in the simulation study, they did not considerably outperform the methods described in this section.
3 Simulation Study
Data Generation
We systematically compared the performance of the proposed median-based methods with the transformationbased methods via simulation study. We simulated data for meta-analyzing two-group studies by varying the number of studies, number of subjects per study, underlying outcome distribution, and between-study heterogeneity.
The number of studies was set to k = 10 or k = 30. For a given study, the number of subjects was set to be equal across the two groups, which we denote as n. The value for the number of subjects was drawn from a log-normal distribution with median either 50 or 250 and σ = 1. When the median number of subjects was set to 50, we constrained the number of subjects to be between 10 and 500 by resampling until a value fell in the desired interval. Similarly, when the median number of subjects was set to 250, we constrained the number of subjects to be between 50 and 2,500.
We considered a total of three scenarios for the outcome distribution. In the first two scenarios, the outcomes for both groups were normally distributed and only differed by a location shift. For each study, we sampled n values from the normal distribution with µ = 35 and σ = 7 two times independently, which we call the outcome values for groups 1 and 2. An effect size, denoted by c, was then added to the outcome values in group 1 for all studies. We considered a null and moderate effect size. The moderate effect size was chosen to obtain power of 0.60 in a two-sample z-test of the difference of means with α = 0.05. For the third scenario, the group 1 outcome followed a moderately skewed mixture of normal distributions and the group 2 outcome followed a normal distribution with µ = 35 and σ = 7 for all studies in the meta-analysis. The mixture of normal distributions had approximately a mean of 41, median of 39, and variance of 60. No additional effect size was added to the group 1 outcome values. Figure 1 displays the densities of the normal and mixture of normal distributions and gives the parameters values used for the mixture of normal distributions.
Lastly, we considered that the outcome either had no heterogeneity (i.e., a fixed effect model) or we added heterogeneity, denoted by d, which we generated from a normal distribution with mean 0 and variance τ 2 . When heterogeneity was included, we considered two levels of τ 2 in order to obtain I 2 equal to 0.25 and 0.75-typically characterized as low and high levels of heterogeneity, respectively [14] . For each study in a meta-analysis, we sampled a value of heterogeneity and added it to the group 1 outcome values.
There were a total of 2 × 2 × 3 × 3 = 36 combinations of data generation parameters, summarized in Table 2 . For each of the 36 combinations, we simulated data for 1,000 meta-analyses.
In our simulations, all primary studies in a given meta-analysis reported the same set of summary measures. In the primary analysis, the primary studies reported summary measures of the outcome in the form of S 1 , S 2 , and S 3 , as described in Section 2.2.
Sensitivity Analysis: A Mix of Means and Medians
When meta-analyzing real-life data, some primary studies may report the median of the outcome and others may report the sample mean. We incorporated this scenario in our simulations as follows. We considered that studies reported the median of the outcome in both groups if the Shapiro-Wilk normality test [23] with significance level α = 0.05 is rejected in at least one group and reported the mean in both groups otherwise. Additionally, we mimicked the scenario where authors do not consider the skewness of the outcome when choosing to report a mean or a median. Specifically, a random 25% of the primary studies reported the median and the remaining studies reported the mean of the outcome. When studies reported the median of the outcome, the first and third quartiles and the number of subjects were also reported (i.e., S 2 ). When the mean of the outcome was reported, the standard deviation and number of subjects were reported as well. For completeness, we also considered the scenario where all studies reported the sample mean, standard deviation, and number of subjects. This represents the best-case scenario for the transformation-based methods and the worst-case scenario for the median-based methods.
We applied the transformation-based approaches and median-based approaches in these scenarios as follows. For the transformation-based approaches, the sample mean and standard deviation were only estimated from studies that reported medians. When studies reported the sample mean, standard deviation, and number of subjects, these values were used to calculate the difference of means and its variance.
The quantile estimation method was applied as described in Section 2.3.3.1 when a study reported the median. When a study reported a mean, the method was applied in the following way. We assumed that the outcome distribution was normal when studies reported the mean and fit the parameters of the normal distribution using the maximum likelihood estimates (i.e.,μ =x,σ 2 = n−1 n s 2 ). Then, we estimated the variance of the difference of medians using equation (1) .
For the MDM and LQMM methods, the effect measure of the study was taken to be the difference of means for studies reporting means and the difference of medians for studies reporting medians. Then, we took the median and its corresponding CI of the study-specific effect measures as the pooled median estimate for the MDM method. For LQMM method, the we applied the model as described in section 2.3.2, where the random intercepts are the study-specific effect measures. Note that in this scenario, these approaches make the assumption that the sample means well-approximate the medians.
Performance Measures
We estimated the relative error (RE), variance, and coverage of the CIs of the pooled estimates. Lettingθ denote the estimate of the pooled effect measure and θ denote the true pooled effect measure, we define the relative error ofθ as
We use the relative error of the pooled estimate as a performance measure rather than bias because, when the outcome follows a mixture of normals, the value of the target parameter θ (i.e., the population difference of means for the transformation-based methods and the population difference in medians for the median-based methods) depends on the method used. The variance was calculated over the 1,000 meta-analyses for each of the 36 combinations of data generation parameters. Additionally, we calculated the bias of the estimate of heterogeneity. Lettingτ 2 and τ 2 denote the estimate and true value of heterogeneity, respectively, the bias was defined as Bias(τ 2 ) :=τ 2 − τ 2 . We note that in the scenario where both group outcomes were normally distributed and the added effect size was equal to zero, the true pooled effect measure was equal to zero. In this scenario, we used bias instead of relative error as a performance measure.
Results
The results of the simulation study are given when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate. We found in preliminary analyses that these factors did not considerably affect the performance of the methods, and similar results hold for other fixed levels of these factors.
In Appendix C, we present the figures corresponding to the sensitivity analysis described in Section 3.2. Moreover, we note that in some contexts data analysts prefer to conduct fixed effect analyses. Therefore, we present the results of the primary analysis where we apply the inverse variance methods in a fixed effect analysis in Appendix D. Figure 2 displays the relative error of the pooled estimates by the outcome distribution and the summary measures reported in the primary analysis. The median-based methods have median relative error of nearly zero, regardless of the outcome distribution or summary measures given. The transformation-based methods also have median relative error of nearly zero for the normal distribution. However, the transformationbased methods display high relative error for the mixture of normals case. Although the method of Luo et al performs better than the method of Wan et al in S 1 when considering relative error, it does not offer a considerable improvement in S 2 or S 3 when the outcome distribution follows a mixture of normals. Figure C .1 is the corresponding figure for the sensitivity analysis. When studies report the mean or median based on the skewness of the distribution, the relative error of all the approaches is similar to that of S 2 . In the scenarios where (i) studies randomly report the mean or median of the outcome and (ii) all studies report the mean, all methods perform well when the outcome is normally distributed and the transformation-based methods outperform the median-based methods in the mixture case. Table 3 gives the variance of the methods by the outcome distribution and the summary measures reported. We first consider the primary analysis. The QE method has the smallest variance amongst the median-based methods, nearly equal to the variance when using the true density (i.e., QE-BC). Moreover, the variance of the QE method is not highly affected by the summary measures reported. In all scenarios considered in the sensitivity analysis, the QE method has similar variance as the transformationbased methods as well as the QE-BC method. The other median-based methods (i.e., MDM, and LQMM) yielded higher values for the variance. Moreover, the variance of all approaches was not considerably affected by the summary measures reported in the sensitivity analysis. Figure 3 gives the coverage of the CIs of the methods by the outcome distribution and the summary measures reported in the primary anlysis. Note that coverage probability of the CI for the MDM method depends on the number of studies, and coverage probability of this method is approximately 97.85% for 10 studies. The median-based methods have nominal or near nominal coverage in all scenarios. For the transformation-based methods, their coverage is approximately 90%-92% in most scenarios where the outcome distribution was normal. However, the transformation-based method have poor coverage when the outcome distribution is a mixture of normals. The method of Luo et al only offers a considerable improvement to that of Wan et al when studies present S 1 and outcome distribution follows a mixture of normals.
Relative Error
Variance
Coverage
Next, we consider the coverage of the methods in the sensitivity analysis, which is given in Figure C. 2. In the scenario where studies report a mean or median based on the Shaprio-Wilk normality test, the coverage of all methods is similar to the S 2 scenario. When studies randomly report the mean or median, the transformation-based methods outperform the median-based methods in regards to coverage when the outcome is skewed. Specifically, when the outcome distribution is generated from the mixture of normals, the median-based methods have low coverage (i.e., less than 40%) but the the transformation-based methods obtain coverage of approximately 88%. The same conclusions hold for the scenario where all studies report sample means. Figure 4 illustrates the bias for estimating heterogeneity by the outcome distribution and the summary measures reported. Note that the MDM method is not included because it is not a random effects approach. The QE-BC method performs better than the QE method for estimating heterogeneity when the outcome follows a mixture of normals in S 1 and S 3 and both methods perform comparably otherwise. Similarly, for the transformation-based approaches, the method of Luo et al performs better than the method of Wan et al when the outcome follows a mixture of normals in S 1 and S 3 . When comparing the transformation-based methods to the median-based methods, the method of Luo et al performs either better than or comparably to the LQMM and QE methods for estimating heterogeneity in all scenarios in Figure 4 . Figure C .3 displays the results for the bias for estimating heterogeneity in the sensitivity analysis. When studies report a mix of means and medians, the Luo et al and LQMM methods are preferable for estimating heterogeneity when the outcome is normal and the QE method performs best in the mixture case. When all studies report means, the method directly pooling the difference of means estimates heterogeneity better than the transformation-based methods, as expected.
Bias for Estimating Heterogeneity
Example
To illustrate these approaches, we reanalyzed the meta-analysis conducted as part of the dissertation of Sohn [25] . The goal of the meta-analysis is to evaluate the impact of novel diagnostic tests for reducing diagnostic delays for patients diagnosed for drug susceptible or drug resistant tuberculosis (TB). Diagnostic delay is defined in [25] as the length of time between an individual's first TB specific visit to a health care provider and the time of availability of diagnostic test results for clinical decision-making. The primary studies compared the delays experienced by two groups of patients, each receiving a different type of diagnostic test. One group received the Xpert MTB/RIF test, a cartridge-based nucleic acid amplification based test that can be performed at lower levels of the health system. Patients in the comparator group were diagnosed based on sputum smear microscopy, a century-old test widely used as the primary diagnostic test for TB.
The relevant data set was extrapolated from nine studies, all of which reported the median, first quartile, and third quartile of the diagnostic delay along with the sample sizes in the Xpert and smear groups (i.e., S 2 ). Since diagnostic delay was measured in days, patients who received same-day test results were recorded as having a diagnostic delay of 0 days. In order to avoid complications for the quantile estimation method when fitting parameters of distributions with a strictly positive support, we added a value of 0.5 to all diagnostic delay summary data. Table 4 displays the relevant study-specific summary data.
In the original analysis, the author estimated the sample mean and standard deviation from the summary data using the methods recommended by Wan et al [26] . Then, they calculated the difference of means and its variance for each study, and they meta-analyzed the difference of means in a random effects analysis.
In our analysis, we first apply transformation-based approaches to meta-analyze the data. We compare the methods recommended by Wan et al [26] with the method of Luo et al [19] for estimating the difference of means. We display the estimated study-specific difference of means and their 95% CIs in Table 5 . We observe that the estimated difference of means and their 95% CIs obtained by the two methods are nearly identical.
We next considered using the difference of medians as the effect measure. In this case, we apply the MDM, LQMM, and QE methods to pool the difference of medians, as described in Section 2.3. Table 5 displays study-specific difference of medians along with their estimated 95% CIs using the QE method.
We display the pooled estimates and their 95% CIs of all considered methods in Table 6 . We also report the I 2 statistic [14] and the p-value of the χ 2 test of heterogeneity [6] for the methods that pool studies with the inverse variance method (i.e., the Wan et al [26] , Luo et al [19] , and QE methods). Moreover, we report the estimate of heterogeneity for the random effect methods (i.e., the Wan et al [26] , Luo et al [19] , LQMM, and QE methods).
The estimated pooled difference of means of the two transformation-based methods are very similar and are centered at 2.1 days. The median-based methods estimate a pooled difference of medians of approximately 1 day. Moreover, the inverse variance methods all estimate significant heterogeneity.
Discussion
We proposed several methods to meta-analyze two-group studies that report the median of the outcome along with the sample size and several measures of spread. The proposed methods directly pool the difference of medians, whereas the existing transformation-based methods [26, 15, 2, 18, 17, 26, 19] are commonly used to pool estimates of the difference of means.
Based on the results of the simulation study, we make the following suggestions to data analysts metaanalyzing two-group studies that report the median of the outcome. If all or nearly all studies report the median of the outcome, the median-based methods are expected to perform better than or comparably to the transformation-based methods. Similarly, if all or nearly all studies report the mean, the transformationbased methods should be used. In the case that some studies report the mean and others report the median, several additional considerations must be made. If the study-level outcome distribution is approximately normal, then all the methods considered in this paper are expected to perform well. If the study-level outcome distribution is highly skewed in some of the primary studies, then the transformation-based methods may be better suited. In practice, the skewness of the outcome distribution may be evaluated by Bowleys' coefficient of skewness [16] -provided that the primary studies report the appropriate summary measures-or authors may make assumptions of skewness based on a priori domain knowledge of the outcome.
Amongst the median-based methods, we recommend the quantile estimation method for most analyses. We found that this method performs better than the median of the difference of medians method and the linear quantile mixed model method in nearly all scenarios of the simulation study. Although we also implemented the Approximate Bayesian Computation method to improve density estimation by offering more well-established model selection and model averaging techniques (see Appendix A), we found that this approach performs nearly identically to the quantile estimation method in all scenarios in the simulation study. Therefore, in practice, we recommend the use of the quantile estimation method over the Approximate Bayesian Computation method because of its simplicity and low computational cost. Moreover, we note that the error induced by density estimation does not considerably affect the performance of the quantile estimation method, which can be seen by the fact that it performs similar to the approach using the true underlying density. The quantile estimation method offers several other advantages because it uses the inverse variance method to pool studies. First, under the standard assumption that the variances are known, the corresponding estimator is a minimum-variance unbiased estimator [22] . Second, it allows data analysts to perform standard follow-up analyses-such as heterogeneity modelling and cumulative meta-analyses-as well as graphical assessments-such as forest plots and funnel plots.
In the one-sample case for meta-analyzing medians studied by McGrath et al [20] , they generated a skewed outcome in their simulations using a log-normal distribution. When generating the outcome in this manner, they found that meta-analytic methods using inverse variance weighting yielded highly biased estimates due to the correlation between the effect measures and their variances, which is a well-documented problem in the literature (e.g., see [24, 10] ). Therefore, we chose to use a mixture of normal distributions to generate a skewed outcome in this work so that the effect measures are independent of their variances. When meta-analyzing data where this correlation is present, the median of the difference of medians and linear quantile mixed model method may be the preferred median-based methods because these methods weight studies equally. In future work, we intend to study more thoroughly the effect of correlation between effect sizes and their variance on the proposed median-based methods.
We also considered applying weighted versions of the median of the difference of medians and linear quantile mixed model methods, where studies were weighted proportionally to their sample size. As found in the one-sample case of McGrath et al [20] , these weighted variations did not considerably improve the performance of the methods in the simulation study. Therefore, we excluded these approaches for parsimony.
Several authors have recently developed methods to estimate the sample mean and standard deviation from the median, sample size, and several measures of spread [26, 15, 2, 18, 17, 19] . We decided to use the methods recommended by Wan et al [26] and the subsequently optimized sample mean estimators of Luo et al [19] in our work for because they have been shown to clearly outperform the methods of Hozo [15] and Bland [2] . No known comparisons of the method of Luo et al [19] with those of Kwon and Reis [18, 17] have been performed. When comparing the methods recommended by Wan et al [26] with those of Kwon and Reis [18, 17] , the skewness of the outcome distribution and summary measures reported have a stronger influence over the performance of the estimators compared to the choice of method. Since the method recommended by Wan et al [26] are more widely used in practice compared to those of Kwon and Reis [18, 17] , we opted for the methods recommended by Wan et al [26] in this work.
Lastly, we revisit the data set originally collected and analyzed by Sohn [25] . Since all the primary studies reported the median of the outcome, the results of the simulation study suggest that the medianbased methods are most suitable for meta-analyzing the data. The preferred quantile estimation method estimates a pooled difference of medians of approximately 1 day [95% CI: 0.2, 1.9] between the Xpert and smear groups. This method also indicate that the primary studies included in the meta-analysis are highly heterogeneous (I 2 = 97%), consistent with the conclusions obtained in the original analysis. Table 1 : L-BFGS-B parameter constraints. 2 ) + c + d y 1 generated from mixture +d y 2 ∼ N (35, 7
2 ) y 2 ∼ N (35, 7 2 ) c 0 Set to obtain power = 0.6 d 0 Set to obtain I 2 = 0.25 Set to obtain I 2 = 0.75 Table 3 : Variance of the pooled estimates of the methods by the outcome distribution and summary measures reported in the primary and sensitivity analyses. The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was the moderate level.
Transformation Methods
Median Table 5 : Study-specific (estimated) effect measures and their 95% CIs. For the transformation-based methods, the effect measure is the estimated difference of means. For the QE method, the effect measure is the difference of medians. Figure 1: Probability density functions of the outcome distributions. Letting f (x) denote the density of the mixture distribution, the mixture distribution can be described by
, where we used w 1 = 2/5 and w 2 = w 3 = w 4 = 1/6 for the mixture probabilities (which were normalized to sum to 1), µ 1 = 36.5, µ 2 = 40.5, µ 3 = 44.5, and µ 4 = 49.5 for the means, and σ 1 = 2.8, σ 2 = 3.6, σ 3 = 6, and σ 4 = 11 for the standard deviations, respectively. Relative error of the pooled estimates of the methods by the outcome distribution and summary measures reported. The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate. Figure 3 : Coverage of the CIs of the pooled estimates of the methods by the outcome distribution and summary measures reported. The MDM method has coverage probability of 97.85%, whereas all other methods have coverage probability of 95%. The dotted line denotes coverage of 0.95. The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate. Figure 4 : Bias of the estimate of heterogeneity of the methods by the outcome distribution and summary measures reported. The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate.
A Density Estimation via Approximate Bayesian Computation
In this section, we propose a Bayesian method for density estimation, which offers more well-established model selection and model averaging techniques. Using the same notation as in Section 2.3.3.1, we apply approximate Bayesian computation (ABC) to estimate f (m) from S 1 , S 2 , and S 3 . In standard Bayesian analyses, the posterior distribution is expressed as
where p(y|θ) denotes the likelihood and p(θ) denotes the prior distribution. The main idea behind ABC is that a random sample drawn from a correctly specified likelihood should be close to the observed data. In ABC, one samples parameter values from p(θ), denoted by θ * , and then draws a sample from p(y|θ * ). We consider θ * to be a draw from the approximate posterior distribution if the distance between the observed data and the generated pseudodata is sufficiently small. Specifically, we implement the following algorithm, adapted from the methods of Kwon and Reis [18, 17] .
We begin with specifying k candidate parametric families of distributions for the outcome variable, which we denote as P 1 , . . . , P k . Let model P i be parametrized by θ i for i = 1, . . . , k. We select a parametric family of distributions from a multinomial distribution with probabilities p = (p 1 , . . . , p k ) where initially p i = 1 k for i = 1, . . . , k. Suppose model P i chosen for some fixed i. We sample θ * from the specified prior distributions corresponding to model P i . Then we simulate a data set, y * , with n observations from the likelihood and compute summary statistics in the same form of the original study (i.e., S 1 , S 2 , or S 3 ). If the distance between the summary statistics of y * and the study-specific summary statistics is sufficiently small, we retain θ * . After every 1,000 iterations, we update the vector p so that p i is the percentage of accepted parameter values for the model P i . After N repetitions for some large N , the distribution of the accepted θ * approximate the posterior distribution of model P i . We fit θ i using the means of their respective posterior distributions.
We consider applying ABC with (i) single distribution selection and (ii) Bayesian model averaging to estimate f (m). As used by Kwon and Reis [17] , we denote the ABC method with single distribution selection as ABC SDS and denote the ABC method with Bayesian model averaging as ABC BMA .
For single distribution selection, we use Bayes' factor for model selection. That is, we select the distribution with the highest posterior model probability. Kwon and Reis [18] show that the posterior model probability of model P i is well-approximated by the percentage of accepted parameter values for that model, p i . After selecting the parametric family of distributions with the highest posterior model probability, we estimate f (m) using the density function and distribution median of the fitted distribution.
For Bayesian model averaging, let f (m) (i) denote the probability density function of the fitted distribution evaluated at its distribution median under model i by applying the ABC algorithm. Then
, where p i is the estimated posterior model probability of model P i .
Consistent with the methods of Kwon and Reis [18, 17] , the distance between summary statistics of the simulated and observed data is measured in the 2 norm. Moreover, in standard practice, one often uses a small acceptance rate of sampled parameter values rather than a minimum threshold to select candidate parameter values [1] . Specifically, we fix an acceptance rate of sampled parameters at 0.1% and set the number of iterations to 20,000 for a given parametric family of distributions, as recommended in this context by Kwon and Reis [18, 17] . That is, the 20 sample parameter values yielding summary statistics closest to the observed data were used to model the posterior distributions. As with the least squares method, we consider the following candidate distributions: the normal, log-normal, Weibull, and gamma distributions. Table A .1 displays the prior distributions under S 1 , S 2 , and S 3 . As with the box constraints used in the L-BFGS-B algorithm, these prior distribution were selected based on the ABC algorithms of Kwon and Reis [18, 17] .
Because of the high computation cost of the ABC methods, we apply these methods to the first 500 (out of the 1,000) simulated data sets for each combination of data generation parameters. In Table A .2, we display the relative error of the pooled estimates, variance of the pooled estimates, coverage of the 95% CIs of the pooled estimates, and bias of the heterogeneity estimates when the ABC methods were applied to the data generated in the primary analysis of the simulation study. In all scenarios, the ABC methods perform comparably to the QE method and its best-case scenario (i.e., the QE-BC method). In the "Relative Error" and "Bias for Estimating Heterogeneity" columns, the data are presented in the format: median (first quartile, third quartile). The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate. All methods were applied to the same 500 simulated data sets for each combination of data generation parameters. 
B Modifications to the Proposed Methods
In the following subsections, we discuss several modifications to the proposed median-based methods and evaluate the performance of the methods under these modifications.
B.1 Median of the Difference of Medians
In the main paper, we invert the sign test to construct a CI around the pooled estimate of the MDM method. When the number of studies is sufficiently large, one can use the normality approximation of the binomial distribution to construct an approximate 95% CI around the pooled estimate. Specifically, let k denote the number of studies and z 0.025 denote the 0.975 quantile of the standard normal distribution. The quantiles of the study-specific difference of medians are the lower and upper limits, respectively, of the approximate 95% CI of the MDM method [7] . We denote the MDM method with the normality approximation as MDM-N. We applied the MDM-N method to the data generated in our primary simulation study, and we compare its coverage and CI lengths to the MDM method. Theoretically, the coverage probability of the MDM method is approximately 97.85% for 10 studies and 95.72% for 30 studies. In Table B .1, we present the coverage and mean length of the CIs of these methods. In all scenarios considered, the MDM-N had nearly equal coverage and smaller mean length of CIs when compared to to the MDM method.
B.2 Modifications for Density Estimation Methods
In some contexts, authors may assume that the underlying outcome distribution of the two groups in a primary study only differ by a location shift. In this case, one can gain greater precision estimating the variance of the difference of medians by averaging the density estimates over the two groups. This method is described in the following paragraph.
Using the notation of Section 2.3.3, we assume that f i1 (m i1 ) = f i2 (m i2 ). Under the location shift assumption, a new estimate of the variance of the difference of medians is given by V ar(y i ) = 1 4 f (m)
where f (m) i is given by
However, we found in our simulations the accuracy of the pooled estimates of the density estimation methods using (2) did not considerably improve the accuracy of the methods (data not shown). Table B .1: Effect of normality approximation on the coverage and mean length of CIs for the MDM method. The methods were applied to the simulated data when the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate. All primary studies reported the median of the outcome and the sample size in both groups. give the relative error of the pooled estimates, coverage of the 95% CIs of the pooled estimates, and the bias of the heterogeneity estimates, respectively.
Figure C.1: Relative error of the pooled estimates of the methods by the outcome distribution and summary measures reported in the sensitivity analysis. The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate.
Figure C.2: Coverage of the CIs of the pooled estimates of the methods by the outcome distribution and summary measures reported in the sensitivity analysis. The MDM method has coverage probability of 97.85%, whereas all other methods have coverage probability of 95%. The dotted line denotes coverage of 0.95. The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate.
Figure C.3: Bias of the estimate of heterogeneity of the methods by the outcome distribution and summary measures reported in the sensitivity analysis. The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate.
D Fixed Effect Methods
In this section, we apply the inverse variance methods in fixed effect analyses. This includes both transformationbased methods as well as the QE and QE-BC methods. Table D.1 gives the relative error, variance, and coverage of the 95% CIs of the inverse variances methods with fixed effect pooling. The results are similar to those of the random effects analyses, and the same overall conclusions and recommendations hold in the fixed effect case. Table D .1: Performance of inverse-variance methods in fixed effect analyses. Performance is measured by relative error, variance, and coverage of the 95% CIs of the pooled estimate. In the "Relative Error" columns, the data are presented in the format: median (first quartile, third quartile). The methods were applied to the simulated data when the number of studies was 10, the median number of subjects per study was 50, the value of I 2 was 25%, and the added effect size in the normal distribution case was moderate. 
