ABSTRACT: Test results are presented of a pixel array detector (PAD) developed for x-ray imaging at the Stanford Linear Coherent Light Source (LCLS). The basic module of the PAD consists of two bump-bonded chips: a reverse-biased silicon diode chip of 185 × 194 pixels, each of which is coupled by bump-bonds to a charge integrating CMOS ASIC with digitization in each pixel. The LCLS experiment requires a high signal-to-noise ratio for detection of single 8 keV x-rays, a pixel full-well exceeding 1, 000 8 keV x-rays, a frame-rate of 120 Hz, and the ability to handle the arrival of thousands of x-rays per pixel in tens of femtoseconds. Measurements have verified a pixel full-well value of 2, 700 8 keV x-rays. Single 8 keV photon detection has been shown with a signal-to-noise ratio of > 6. Line-spread response measurements confirmed charge spreading to be limited to nearest neighbor pixels. Modules still functioned after dosages up to 75 Mrad(Si) at the detector face. Work is proceeding to incorporate an array of modules into a large-area detector.
Introduction

Coherent imaging experiment at the LCLS
The Linac Coherent Light Source (LCLS), a free-electron laser (FEL), is being developed at the Stanford Linear Accelerator Center (SLAC). The laser will produce extremely bright, temporally short x-ray pulses at a wavelength of 1.5Å (8 keV) [1] . One experiment planned for this FEL is single-shot coherent imaging of single biological molecules or particles inserted one-by-one into the pulsed x-ray beam [2] . Upon x-ray exposure, the particle ejects photoelectrons, becomes positively charged, and then Coulomb explodes within femtoseconds. Ideally, the laser would provide an x-ray pulse of temporal width smaller than the time for Coulomb explosion. In this case, the x-rays would have scattered off a native structure before the particle structure changes due to the explosion [3, 4] . Since only a relatively small number of x-rays are scattered by a single particle, the complete data set must be assembled by many repetitions of the experiment. A successful development of this technique would provide the opportunity to determine the atomic level structure of biological particles without crystallization. The scattering intensity profile will drop strongly with scattering angle as 1/θ 4 , where θ is the scattering angle [2] . Thousands of x-rays per pixel are anticipated at the central region of the detector while an average of less than one photon per pixel is expected in the wide-angle regions. The LCLS pulses at 120 Hz, so new particles may be injected into the beam every 8.3 ms. 
Detector characteristics
The experiment imposes several demands upon the detector design: a large signal-to-noise ratio at low illumination levels, a pixel full-well greater than 1, 000 8 keV x-rays, and a frame rate of 120 Hz. To meet these requirements a pixel array detector (PAD), consisting of a high-resistivity silicon detector layer bump-bonded to a readout application-specific integrated circuit (ASIC), is being developed. PADs couple the low conversion noise and excellent spatial response of direct x-ray conversion in silicon with the flexibility and speed of a readout ASIC designed in standard CMOS. The detector layer is fabricated by SINTEF (Trondheim, Norway) using high-resistivity 500 µm thick n-type silicon. p + pixel implants are formed on the bump-bonded side and an aluminized n + ohmic contact is applied on the x-ray incident side for the application of an ≈ 200 V bias to fully deplete the thickness of the sensor. The readout ASIC is fabricated in TSMC 0.25 µm feature-size CMOS mixed-mode process through the MOSIS service (Marina del Rey, California, U.S.A.). Detector and ASIC chips were bump-bonded using tin-lead solder by RTI (Research Triangle Park, NC, U.S.A.) [5] . The pixel circuitry consists of a low-noise charge integrating front-end with per-pixel configurable two-level gain followed by an in-pixel single-slope 14-bit analog-todigital converter (A/D) [6, 7] (refer to figure 1 ). The in-pixel digital numbers are read-out via pixel addressing using bit-passing registers and an 8-bit wide bus at a rate of 25 MHz, which results in a full-frame read-out time of 3.1 ms.
A single readout ASIC measures 21.35×21.30 mm with a 185×194 array of 110 µm×110 µm pixels. Test results presented below are on single-module units, i.e., a single detector chip bumpbonded to a single readout ASIC. The final detector configuration will be built from modules of two readout ASICs bump-bonded to one detector array of 185 × 388 pixels with two rows of elongated (275 µm) pixels to bridge the space required to abut two ASIC chips. Eight of these modules will be tiled around a hole for passage of the direct x-ray beam, to create a detector unit of 758×758 pixels. 
Testing results
Methods
Bump-bonded modules were wire-bonded to a support card and mounted in a vacuum cryostat with a thermoelectrically regulated copper cold-finger and an x-ray transparent, light-tight aluminized mylar window. Detector control and data acquisition was accomplished with a Xilinx Virtex4 FPGA on a PCIeSYS100FX development board from PLDA (San Jose, CA) [8] . A rotating copper anode source (FR571; Enraf Nonius, Bohemia, NY, U.S.A.) collimated by confocal multi-layer mirrors (CMF15-165Cu8, Osmic, Troy, NY, U.S.A.) was used for spot response and radiation damage testing. A 50 W TFS-6050 copper microfocus x-ray tube powered by a TCM-500M supply (Trufocus, Watsonville, CA, U.S.A.) was used for flat-field testing.
Pixel saturation, linearity and noise
Detector linearity and pixel saturation value were tested by varying the exposure-time while illuminating with an x-ray spot of ≈ 1 mm × 1 mm. The average per-pixel x-ray value versus exposuretime are shown for both high and low-gain configurations in figures 2a and 2c. Fractional residuals from a linear fit versus measured illumination are shown in figures 2b and 2d. The pixel saturation level (defined as the point of 2% non-linearity) was measured to be 2, 700 8 keV x-rays (5.9 × 10 6 electrons) in low-gain and 350 8 keV x-rays (0.75 × 10 6 electrons) in high-gain. Single-photon sensitivity was confirmed using monochromatic 8 keV radiation incident on the detector through a 25 µm pin-hole centered on a single pixel to eliminate charge sharing. Single pixel response histogram acquired in high-gain mode using 8 keV radiation incident on the detector through a 25 µm diameter pin-hole centered on a pixel. The leftmost peak corresponds to zero x-rays per exposure, the next to one x-ray per exposure, and so on. ADU is the background subtracted measured digital value and Number is the number of occurrences. Exposure times are differentiated by color and indicated in the legend.
sure times, with 10,000 frames acquired per exposure time. The signal-to-noise is sufficiently high to enable counting of individual photons in the integrated signal as evidenced by discrete peaks in figure 3 . The dynamic range is calculated from the noise and linearity measurements as DR =
FW
LG σ HG = 18, 000 = 85 dB, where FW LG is the pixel saturation value in low-gain and σ HG is the rms read-noise in high-gain. Read-noise measurements are summarized in table 1.
Spatial response
To study the spatial response, a uniform x-ray illumination field was occluded using a tungsten knife-edge and the detector was translated by a micro-positioning stage (ILS, Newport, Irvine, CA, U.S.A.). The response from many pixels was aligned to form the pixel edge-spread response shown in figure 4a. The line-spread response is calculated as the spatial derivative of the edge-spread response (using a 5 µm window) and is shown in figure 4b . The normalized intensity fell to 20% and 5% at a distance of 8 µm and 14 µm from the pixel boundary, respectively. This shows that charge sharing only occurs when x-rays are incident in a zone about 20 µm from the edge of the pixel. An example x-radiograph of a U.S. one dollar bill, illustrating the sharp spatial response of the detector, is shown in figure 5 . X-ray absorption contrast is due to the green pigment in the dollar.
Radiation robustness
An ASIC without a matching Si detector layer was dosed at a rate of 193 rad(Si)/sec with 8 keV x-rays while held at 12 • C and electrically biased. An array of spots of different levels of accumulated dose, up to 400 krad(Si), was distributed onto the chip. Failure of pixel functionality occurred at ≃ 140 krad. The failures were localized to the comparator element in the single-slope A/D and are hypothesized to be the result of radiation-induced parasitic field-oxide transistors. Following a 43 day interval, during which the chip was unbiased and at room temperature, pixel functionality returned at all dose levels (up to 400 krad). Residual effects were seen in slight shifts of the -4 - background levels and an increase in the noise of the damaged pixels. An additional 21 hour 56 • C electrically biased annealing period to the same dosed chips removed all signs of radiation damage.
A hybridized module of ASIC and detector layer was dosed up to 75 Mrad(Si) at the detector front face with 8 keV x-rays. The detector pixels continued to function to specification as evidenced by the acquisition of a single pixel response histogram similar to that shown in figure 3 . The x-ray absorption of the detector diode implies an accumulated dose of 64 krad(Si) at the ASIC, ignoring absorption from the tin-lead bump-bonds. After dosing to 75 Mrad, the detector layer leakage currents, measured at −14 • C and a bias of 185 V, increased from 44 fA/pixel to 124 fA/pixel. I-V scans of damaged and undamaged detector portions are shown in figure 6a. The activation energy, A, relates to the leakage current, I, and temperature, T, as I ∝ e −A/kT and is plotted versus reverse bias in figure 6b. The origin of the leakage current increase is hypothesized to be surface states at the SiO 2 -Si interface, which are known to have a broad density of states as a function of energy con- LG indicates a measurement result with the detector front-end configured in low-gain mode (556 fF integration capacitance).
