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Abstract 
Two different optical techniques are applied to the measurement of the acoustic par-
ticle velocity in velocity fields. Firstly, the measurement of both the acoustic particle 
velocity and the mean flow velocity using Laser Doppler Anemometry is described. 
Secondly, the Particle Image Velocimetry method is investigated to determine the pos-
sibility of measuring the acoustic particle velocity and then both the acoustic particle 
velocity and the mean flow velocity. 
For the first case, consideration is given to the conditions necessary to obtain both 
of these parameters. The theory was then developed to allow the analysis of the Laser 
Doppler Anemometry signal. Experiments are then described which test the technique 
and some successful measurements are made. 
In the second case, the conditions for the use of Particle Image Velocimetry is 
discussed and the theory is developed. The theory is compared against computationally 
constructed images in order to test the range and accuracy of the possible ways of doing 
the measurement. Experiments are then done which show that the measured values 
agree well with the theory. 
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Chapter 1 
Introduction 
This thesis is concerned with constructing the theory underlying, and demonstrating 
the use of, optical techniques which permit measurements to be made of the acoustic 
particle velocity (the velocity amplitude of a sinusoidal oscillation) and the measure-
ment of the mean flow velocity of the air simultaneously. 
We shall confine ourselves to the study of sound fields of the order of 1kHz and 
intensity of the order of 120dB and higher, but acoustics, which is defined in Kinsler 
et. al.([36}) as the generation, transmission and reception of energy in the form of 
vibrational waves, covers a large range of topics open to physical investigations. In 
this regime, the non-linear effects in the sound field produce a mean flow field (usually 
called acoustic streaming) which is dependent on the sound field. The measurement of 
the sound field by probe microphones will upset this balance, and so a non-intrusive 
method of measuring the acoustic particle velocity is necessary, and if it can also 
measure the mean flow as well it will be very useful. 
It is the topic of flow-sound field interactions that we are interested in. The presence 
of an intense sound field will produce a flow field[41], just as the presence of a flow 
field can produce a sound field(e.g. organ, whistle, etc.). A flow can also increase the 
attenuation, or amplification, of a sound propagating through a duct [8,51]. 
The measurement of the acoustic particle velocity separately from the pressure 
measurements allows the acoustic impedance to be measured rather than assumed 
[57]. This has many applications in acoustics, where the impedance measurement is 
needed to determine the intensity at a point. 
1 
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The two optical techniques in which we are interested are Laser Doppler Anemom-
etry (LDA) and Particle Image Velocimetry (Ply). In order to deal with these the 
thesis is split into two parts, the first is concerned with the Laser Doppler Anemom-
etry method of measuring flow, and the second is concerned with the Particle Image 
Velocimetry method of flow measurement. 
We begin in Chapter 2 with a discussion of the basics of acoustics, for example 
acoustic intensity and impedance, before developing the acoustic relationships which 
will be of use in later experimental work. Current methods of measuring the acoustic 
particle velocity are reviewed, providing some indication for the motivation of the work 
undertaken in this thesis. The basics of acoustic streaming are discussed. 
LDA is discussed in Chapters 3,4 and 5. LDA is a point measuring technique which 
has been used to measure flow velocity [1] and the absolute acoustic particle velocity 
non-intrusively, and it has been used to calibrate microphones [62]. The measurement 
of sound fields using LDA is not new since several techniques of signal processing have 
been used to measure the acoustic particle velocity (frequency tracking [15], frequency 
analysis [61,66] and Photon Correlation [55,25,56]). Taylor [61] showed that the pres-
ence of a flow in the interrogation area made it difficult to determine the acoustic 
particle velocity, so it was not possible to use this processing method to find both the 
acoustic particle velocity and the mean flow velocity simultaneously from the area of 
interest. Work done by Created et al. [25,7] however showed that the photon correla-
tion signal could be used to measure the acoustic particle velocity and the mean flow 
velocity simultaneously for a mean flow velocity very much larger than the acoustic 
particle velocity. 
Our aims in this Thesis are to: 
• develop the stochastic model of Laser Doppler anemoinetry using the Photon 
Correlation method to include the case for a sinusoidal oscillation superimposed 
on a mean flow. This will allow the acoustic particle velocity and the mean flow 
velocity to be retrieved from the experimental information. 
• show that the theoretical function agrees with experimentally measured function. 
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. use the method to investigate the flow and sound field in a situation in which 
both are linked (e.g. in an organ pipe). 
This will allow the study of areas such as acoustic streaming where flow and sound 
fields affect one another. 
In the second section of the Thesis, we are interested in the possibility of the use 
of PIV for the measurement of the acoustic particle velocity and mean flow velocity. 
PIV is another non-intrusive optical method of measurement which is used extensively 
in fluid dynamics. PIV provides an almost instantaneous measurement of the Eulerian 
velocity vectors over a large plane of the flow[2]. 
The main aims in the PIV sections are to: 
• develop the theory of Particle Image Velocimetry to show the form of the power 
spectrum and the autocorrelation plane for the case where the particle images 
are formed by the oscillation of the seeding particles. 
• show that this would still allow the measurement of the flow velocity. 
• investigate different methods for the measurement of the amplitude of oscillation 
from the power spectrum or the autocorrelation plane. The desired method has 
to work independent of the user and to give consistently accurate results. 
• investigate the effect of different parameters on the measured value using com-
putationally generated simulated images. 
• show that the results obtained using simulated images are also valid for real 
images. 
• use the method in an experiment and compare the experimental results with the 
expected results. 
To fulfil these aims, the second section is broken down into the following chapters. 
The principles of PIV are discussed in chapter 6, the theory of PIV is studied in chapter 
7 showing that it might be possible to measure the amplitude of the oscillation from 
the power spectrum and the autocorrelation plane. These possibilities are investigated 
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using simulated images in chapter 8 and various parameters such as the particle im-
age size and the interrogation area size are investigated to see how they affect the 
measurements. The best method is determined using these simulated images. 
The simulated images are compared with the experimental images in Chapter 9 
to determine if the conclusions arrived at for simulated images are valid. The best 
method of analysing the negatives is then used on images from an experiment involving 
a standing wave in a tube. The amplitude and the flow velocity are measured from 
pictures obtained from the experiment. 
The conclusions are in Chapter 10, which will discuss the two methods and compare 
them to determine the validity of each method. 
The Appendices contain the mathematics of the stochastic model, the program 




In this chapter we will define the various acoustic quantities which are used to param-
eterise and describe sound fields. Expressions relating the velocity and pressure are 
developed and the theory of acoustic streaming is discussed. 
2.2 Intensity and impedance:- 	the relationship 
between acoustic velocity and pressure 
To completely define a sound field both the pressure, p, and the acoustic velocity, v, 
at any point must be determined, where p is the difference between the instantaneous 
and the equilibrium pressures, while v is the particle velocity or instantaneous velocity 
of a small element or particle of fluid. Both of these quantities are required for the 
evaluation of the impedance and the intensity but, although pressure is easily measured 
using small, cheap and accurate microphones, the measurement of acoustic particle 
velocity is more difficult [57]. 
The acoustic intensity which quantifies the transport of energy by the sound field 
is defined as 
I=<pu >= 
1J T
pudt 	 (2.1) 
where the angled brackets indicate time averaging and the integral is taken over one 
cycle of the acoustic disturbance. The intensity is useful in applications such as deter- 
5 
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mining the location of noise sources or sinks in industrial machinery (I3ruel & Kjaer 
1982b)[101. 
The specific acoustic impedance, z , is defined as the ratio of the pressure to the 
acoustic particle velocity 
P 
z = - 
U 
(2.2) 
When dealing with sound in pipes or horns however, it is more convenient to use 
the acoustic impedance which is defined, for a fluid acting on a surface of area S 
perpendicular to the direction of the acoustic particle velocity, as the complex quotient 
of the pressure at the surface divided by the volume velocity at the surface [36] 
(2.3) 
where 
U = Su 	 (2.4) 
Equation (2.3) can also be written as 
Z 	 (2.5) 
where I Z I is the impedance amplitude and q  is the phase difference between the velocity 
and pressure. Acoustic impedance is closely analogous to electrical impedance with 
pressure and volume velocity corresponding to voltage and current respectively. 
For a plane standing wave in a tube the particle velocity and pressure are out of 
phase and are simply related through 
P = ipoctL 
	
(2.6) 
where P0  and c are the characteristic impedance of the medium and speed of sound 
in the medium respectively and ip 0c is the specific acoustic impedance for a standing 
wave in a tube. For air at standard temperature and pressure p0 c takes the value 415 
Pa.s/rn. The acoustic pressure is not usually quoted as a pressure, but rather in terms 
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of sound pressure levels or intensities relating to some arbitrary reference level (usually 
the limit of hearing for the ear at 1kHz, 10 12 W/m2 , equivalent to 20.4 tPa). 
For intensity levels measured in decibels 
IL(db) = Intensity level= 10 log GIf 	 (2.7) 
Then, since the intensity and effective (r.m.s.) pressure for a standing wave are 








If we note that Pref5 defined as 20pPa and that for a standing wave 
Prms = ZUrms 	 (2.10) 
where Urms is the r.m.s. velocity and z=415 Pa.s/m and both are imaginary since the 
pressure and the velocity are out of phase, then we can write (2.9) as 
or 
( 20x10-6 ) 




20x10 6 SPL 
Urms = 	
415 10
--- 	 (2.12) 
Since the velocity amplitude a n is related to Urms through am = Vrms we can get 
am = 0. 0694x 100 .05 S_ 6 
	
(2.13) 
It is thus possible for the SPL to be deduced from the acoustic particle velocity if the 
impedance of the system is known. 
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2.3 Sound intensity measurement when a flow is 
present. 
As we noted before, the intensity can only be properly defined if we know the pres-
sure and velocity at a point, or by controlling the sound field so that a simple known 
relationship exists between the them in which case pressure or velocity measurements 
alone become sufficient. Velocity measurements can be made either directly or indi-
rectly. An indirect method involves the use of pressure gradient microphones, while 
direct methods include the use of Rayleigh Discs and Hot Wire Anemometry. 
The indirect measurement of the acoustic intensity, which became feasible with the 
advent of cheap high speed digital signal processors, involves the use of two closely 
spaced microphones from which the pressure gradient can be estimated and trans-
formed to a velocity using the equations of motion for the sound field [21,11]. This 
technique can also be extended to direct measurement of impedance and absorption 
[47]. This technique however suffers from a variety of drawbacks ranging from cali-
bration difficulties, the need for empirical frequency corrections, directivity effects and 
assumptions which need to be made about the field under investigation. The introduc-
tion of a microphone can also upset the field under investigation. 
The direct measurement of the velocity using Rayleigh Discs [53] involves the use of 
a thin disc, typically made of mica or brass of about 1cm diameter. This is suspended in 
the sound field and the acoustic velocity field acts on the disc to produce measurable 
torques of magnitude proportional to the mean square velocity. Such a device is, 
however, rather difficult to use and has a host of empirical correction factors and 
assumptions which have to be applied and accounted for [34,52,40]. Also, since the 
torque is proportional to the disc diameter, the disc cannot be arbitrarily small and 
will, therefore, produce significant distortions in the sound field. 
The Hot-Wire Anemometer (HWA) is a common fluid velocity measuring device 
which relies on the cooling effect of a flow upon a thin electrically heated wire. The 
resistance of the wire varies with temperature and since a certain velocity of air flow over 
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the wire will cool it down by a distinct amount, the resistance of the wire will be related 
to the air velocity. The HWA has been successfully applied to the measurement of 
acoustic velocities to obtain some good results in the measurement of brass instrument 
input impedances (Pratt[50] and Elliot[201). The experiments that Pratt and Elliott 
carried out showed that there was a small flow within the brass instruments (possibly 
due to the acoustic streaming caused by the high intensities needed to get reliable 
results from the HWA). The presence of this small flow is necessary for the measurement 
of the acoustic velocities using the HWA, since it is not possible for the probe to measure 
in zero-mean flows. The HWA also suffers from the drawbacks of calibration difficulties 
and, like all material probes, disturbance of the sound field. 
2.4 Acoustic streaming 
It is well known that a sound wave does not in general propagate unchanged, even in 
the case of an infinite plane wave. Firstly, energy will be dissipated due to diffusion 
(viscosity, thermal conductivity and other relaxation effects), so that the plane wave 
becomes attenuated, and secondly a sound wave of finite amplitude will be deformed 
as energy will be transferred, as the wave is convected, to higher harmonics as the 
wave propagates. In the linear case, where diffusion and convection are neglected, 
the plane wave will be unchanged. To a first approximation, where convection is 
neglected, the wave becomes attenuated only, and a monochromatic wave preserves its 
form. At a higher approximation the wave will be both attenuated and deformed as it 
propagates; convection leads to an energy transfer from lower to higher harmonics and 
diffusion gives rise to a damping which is more pronounced at the higher frequencies. 
So in a weak sound field, the maximum of energy is to be found at lower and lower 
frequency as the sound propagates through the medium, and for a strong sound field, 
where the convection affects the sound field more than the diffusion, we would expect 
the energy to be transferred to higher frequencies as we travel away from the source. 
In monochromatic sources the importance of convection is determined by the Mach 
number (M = , where c is the isotropic speed of sound and a m is the velocity 
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amplitude (acoustic particle velocity)) compared with unity. If M <<1 the effect 
of convection is negligible. The importance of diffusion is determined by the Stokes 
number (S =, where p is the coefficient of shear viscosity, w is the angular frequency 
and p is the density of the fluid) compared with unity. For S << 1 the diffusion effects 
are in most cases negligible. 
It is also well established experimentally that in addition to the to-and-fro motion 
of the fluid elements in a sound field, a pattern of time-independent circulation of the 
fluid traversed by the sound can be set-up. This circulation is referred to as acoustic 
streaming. There are two kinds of such streaming, one occurring near solid boundaries 
with which a sound wave is allowed to interact, or near solid boundaries which are 
oscillating, the other produced by the interaction of a free progressing beam of sound 
waves with the surrounding fluid. In the first case the linearised motion will be vortical 
in the vicinity of the solid boundaries (i.e. within the "acoustic boundary layer" defined 
as being of the order of magnitude S =Outside this boundary layer the motion 
is irrotational to the first order. In the case of a sound beam, we are usually justified in 
assuming that the motion is also irrotational to the first order. The acoustic streaming 
cannot be explained using only linear terms, since all first order quantities are periodic 
with time and cannot produce a mean motion. The explanation for acoustic streaming 
is therefore found from the higher approximations of the Navier Stokes equation. 
Acoustic streaming of the first kind was observed by Faraday and Dvorak (discussed 
in Rayleigh's book[53]) in the last century, and theoretical studies of these streaming 
phenomena were first undertaken by Rayleigh who applied the method of successive 
approximations in the solving of the differential equations governing the motion of the 
fluid. The linearised equations of motion were used as the first approximation and by 
solving the equations to the second approximation Rayleigh was able to explain some 
of the effects observed in the boundary layers near solid bodies. Thus the streaming 
pattern of Kundt's tube, indicated by observations of Dvorak, was predicted. This was 
later confirmed experimentally by Andrade [5]. When introducing small solid obstacles 
in the form of cylinders and spheres in a sound field, Andrade also observed a flow of 
air in the vicinity of these obstacles. 
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Westervelt and Nyborg [68,48] introduced new forms of the theory which took into 
account discrepancies with Rayleigh's work, and Schlichting [54] developed the forms 
of the acoustic boundary layer. 
Acoustic streaming accompanying a beam of sound, or the "Quartz wind" as it was 
called for a long time, is a time independent circulation of the fluid frequently observed 
near a high intensity beam of sound. Meissener [45] observed such streaming near 
quartz oscillators, and explained it as due to a "pumping action" by the quartz crystal. 
Later however, it was observed that the streaming took place near the beam of sound 
even if the sound source was screened by thin films transparent to the radiation, but 
preventing fluid near the source entering the region. The measured force varied greatly 
with the distance and it became clear that the streaming had to be ascribed to forces 
acting directly on the fluid and it was likely to be associated with the mechanism of 
radiation pressure. 
The first theoretical analysis of the streaming associated with a beam of sound was 
given by Eckart [19]. He used the method of successive approximations to solve the 
equations of motion and showed that the streaming caused by sound waves could be 
regarded as formed by generation of steady vortices of the second order. The vortices 
were generated, due to viscous forces, by a transfer of angular momentum from the 
wave motions to the fluid by viscous force. In the analysis by Eckart it is presupposed 
that the motion is isentropic and he also neglects, a priori, the effect on the streaming 
due to the variation of the coefficients of viscosity it, i ' and c = + ift, with the 
density changes due to the sound waves. It was found that the forces which generate 
the vortices depend on both the coefficient of the shear and bulk viscosity, while the 
forces resisting the vortical motion depend on the coefficient of shear viscosity only. It 
was suggested that a study of the streaming phenomena could provide a method for 
determining the ratio of the bulk and shear coefficients of viscosity. Liebermann [40] 
following this suggestion, studied experimentally the streaming caused by a collimated 
sound beam, and determined the ratio of the second coefficient of viscosity (/)to the 
coefficient of shear viscosity for water and a number of organic liquids. The result was 
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that the viscous number V = 2 + =+ is larger than 4/3 and consequently > 0 
for the liquids studied. 
The works by Eckart and Liebermann have been followed by similar studies by 
several investigators. Markham [43] extended the theory to take into account the re-
laxation processes. The equation of state Vp = cVp used by Eckart was replaced by 
the relation p = cp 1 + R. f- where R is defined as a relaxation factor, generally a 
function of frequency. Thus the influence of the quartz wind on the thermal conduc-
tivity in the sound wave could be accounted for by considering the conductivity as a 
relaxation phenomenon. It was concluded [48,68,44,13] that the streaming velocity is 
determined by the coefficient of sound absorption rather than by the two coefficients 
of viscosity only. With this modification Medwin[44] studied streaming in gases and 
found, especially for the monotonic gas argon, that the shear viscosity and thermal 
conductivity alone accounted for the observed streaming velocity within an error of 
four percent, the frequency being 185kHz. This leads to the result that the coefficient 
of bulk viscosity (cc) is equal to zero within the error mentioned. 
It was Stuart [60] who pioneered the idea that, when the Reynolds number R3 , 
given by poUl/, is large, we can, and indeed must, use the full equation of motion, 
including the important inertia term. Lighthill [41] refers to "Stuart streaming" to 
describe streaming motions calculated using the full equation. 
It is hardly an exaggeration to say that all really noticeable streaming motions espe-
cially those generated by ultrasonic sources, are Stuart streaming. Acoustic streaming 
is Rayleigh Nyborg Westervelt streaming at low intensities, but as the power increases 
Stuart streaming develops. 
We shall mainly be interested in RNW streaming and it is hoped that the methods 
developed within this thesis will be used to measure these phenomena. 
Chapter 3 
Considerations when using Laser 
Doppler Anemometry for acoustic 
measurement 
3.1 Introduction 
As we saw in chapter 2, conventional techniques for measuring superimposed flow 
velocity and acoustic particle velocity suffer from a variety of drawbacks. Consequently 
we shall look to direct optical techniques which will perhaps surmount these difficulties. 
The Laser Doppler Anemometry technique (LDA) provides a non-intrusive method of 
measuring the absolute value of the velocities. The direction of the velocity will be 
in the direction perpendicular to the fringes formed by the crossed laser beams, but 
the sense of the direction has to be deduced from the knowledge of the flow unless 
a technique such as frequency shifting is used. There are two main disadvantages to 
LDA, firstly we need optical access to the flow and secondly, we need scattering centres 
seeded into the flow and it is the velocity of these seeded particles which is measured. 
In some cases the dust particles naturally present in the air will be sufficient, but in 
most cases the flow has to be seeded. 
In this chapter, the techniques and various configurations for LDA will be discussed 
to explain our choice of the photon correlation method. The measurement accuracy, 
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speed and ease of method will be considered before we move on to derive the form of 
the anemometer output signal function for the velocity distribution in order that the 
correlation function will be understood. 
3.2 Principle of the LDA technique. 
The principle of LDA is relatively simple: laser light is projected into the flow under 
investigation, it is scattered from small particles which are either introduced, or already 
present in the flow and which follow the flow faithfully. The Doppler shift imposed on 
the light is then analysed to reveal the fluid velocity. The technique has been used since 
Yeh in 1964 [69] so there has been considerable work done on both optical design and 
signal processing. There are several books available which give excellent introductions 
to this work Durst et al., Watrasiewicz et al., Drain and Durrani and Greated [18,67, 
17,14] in particular will be referenced frequently. 
LDA systems fall into two types - reference beam heterodyne mode and crossed 
beam mode (Figure(3-1)). In the heterodyne mode the light scattered from the moving 
particles undergoes a Doppler shift which combines with the reference beam frequency, 
and the resultant beat frequency is analysed to deduce the flow velocity. In the crossed 
beam, or differential Doppler, mode both beams interfere forming an area of fringes. 
As the seeding particle pass through this, the particles scatter the light and this is 
detected by a photomultiplier. 
The Laser Doppler technique has many applications in fluid dynamics where the 
great advantages are that there is no obstruction to the flow and spatial resolution is 
very high. Nothing but light is needed to be positioned at the point of interest and the 
light from a laser can be focussed to a very small volume where the velocity is to be 
measured. Typical resolution is 20-100m which exceeds that obtainable by any other 
method. 
Since Yeh and Cummins's initial work, there have been many developments of the 
optical configurations and signal processing, so it would take a long time to cover them 








Figure 3-1: LDA configurations. (a) Heterodyne mode. (b) Crossed beam 
mode. 
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all here, so we will only mention some of the arrangements. The references [18,67,14, 
17] will give a good background of other arrangements and methods. 
3.3 Optical considerations 
Of the two arrangements mentioned in the previous section, we are interested more in 
the Differential Doppler system for several reasons. 
Firstly, this configuration is more suited to low concentration flows, since it has a 
higher signal to noise ratio. We do not wish to seed the flow heavily, since the presence 
of large seeding concentrations affects the flows [42,63], so a high signal to noise ratio 
is an advantage. Secondly we can use large collection optics which can increase the 
sensitivity when we have a low seeding density. Thirdly, the optics are much easier to 
align. The Doppler signal can he detected at any angle so the photomultiplier can be 
positioned to avoid the flare from the ends of the tube. 
As noted before, the measuring volume can be very small which means that, to a 
good approximation, the flow velocity changes little over the area of measuring. We 
do have some turbulence in our measurements, but this is quite a small factor as long 
as we are well outside the boundary layer. 
The range of velocities that can be measured depends in part on the fringe spacing. 
For the flow velocity, a large spacing will be good for measuring a slow velocity, while 
a small spacing will be good for the measurement of a fast velocity. For sound fields, 
the displacements of the particles during the oscillation should ideally be of the order 
of a half of the fringe spacing. This gives a higher than actual measuring limit, since 
the technique can work at smaller displacement, but it does give a useful rule of thumb 
estimate for the lower limit of the technique. 
In a crossed beam system the fringe spacing can easily be shown to be that shown 
in equation (3.1) 
d 	
2 sin O 
	 (3.1) 
where A is the laser light wavelength and 0 the half angle between the beams. If a 
particle is passing through the fringe pattern with velocity U, the frequency of the 
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scattered light pulses is 
= 4irU sin O = DU 
	 (3.2) 
where D is known as the velocity to frequency conversion factor. This means that if 
we can determine the frequency of the light pulses scattered by the seeding particles 
as they pass through the fringes, we can calculate the velocity if the wavelength of the 
light and the intersection angle of the beams is known. 
3.4 Signal processing considerations 
The signal from a Laser Doppler Anemometer can he analysed in the frequency or the 
time domains. The various methods are frequency tracking, frequency analysis and 
photon correlation spectroscopy. 
Frequency analysis is a commonly used LDA technique which involves amplifying 
the photomultiplier signal,mixing it with an oscillator frequency, f0, and viewing it 
using a filter of centre frequency, f°8, and bandwidth A f,. The frequency f03 is changed 
with time according to a prearranged sweep time. The analyser sweeps many times 
to build up a signal which is proportional to the square root of the velocity density 
distribution. 
Taylor [61,62] however showed, that the signal obtained from the frequency analysis 
for flow and sound fields superimposed is very complicated and it is also known that 
because of the stochastic nature of the scattering process a swept frequency measure-
ment device could have no particles in the fringe pattern when any particular frequency 
range was being observed. This is called "Drop-out"and will cause some problems in 
the analysis and so the concentration of the seeding has to be dense enough so that 
there is a very low probability of there being no seeding particles in the interrogation 
area. 
Frequency tracking is based on the principle shown in Figure (3-2). The Volt- 
age Controlled Oscillator (VCO) provides a continuous signal which is mixed with the 
Doppler signal and passed through a narrow band filter which is normally pre-set to a 
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• DISCRIMINATOR PROVIDES FREQUENCY-TO-VOLTAGE CONVERSION 
• REMAINDER OF LOOP ENSURES SIGNAL-TO-NOISE RATIO ENHANCEMENT. 
• OUTPUT SIGNAL PROVIDES A CONTINUOUS RECORD OF A VOLTAGE WHICH 
IS DIRECTLY PROPORTIONAL TO INSTANTANEOUS VELOCITY. 
Figure 3-2: Principles of frequency tracking 
specific value. Variations in the frequency of the Doppler signal are compensated by 
the VCO and the output signal, provided the loop has been properly designed, is pro-
portional to the instantaneous Doppler frequency and, therefore to the instantaneous 
velocity. 
A near-continuous input signal is normally required and, if this is not available, 
a drop-out mechanism is employed to hold the last signal until a new signal arrives. 
However, this can lead to erroneous signals, and so a large particle concentration is 
desired. 
In cases where the intensity of the scattered light and/or the signal to noise ratio is 
very low, photon correlation spectroscopy offers particular advantages. The photomul-
tiplier amplifies each photoelectron leaving the cathode material. The average number 
of these pulses is linearly related to the intensity of the scattered light. If the intensity 
is low, the average number of photons reaching the photocathode can be such that 
single pulses reach the anode at times which are well separated. A statistically viable 
sample of these signals will show a sinusoidal variation in the photon arrival rate due 
to the intensity variation across the fringe pattern in the measuring volume. 
As the scattered light intensity increases, the average photon arrival rate at the 
cathode increases yielding overlapping of the electron pulses at the anode. The con- 
tributions from single pulses will add and, at the anode, only the resultant signal will 
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be detected: this will be essentially a continuous current at high light intensities. If 
this current is fed through the load resistor of the photodetector, a voltage signal is 
obtained which is proportional to the instantaneous anode current. Intensity varia-
tions in the scattered light yield voltage variations at the photomultiplier output. The 
output is autocorrelated and this produces an output which can be analysed to give 
the flow velocity. 
We will choose to use the photon counter correlator which computes the correlation 
function from the individual photons scattered from the fringe pattern. This type of 
processing is better at the low light levels than frequency techniques and can deal with 
smaller signal to noise ratios. 
3.5 Tracking of particles suspended in an acoustic 
field 
For LDA and later for PIV we have to understand the characteristics and behaviour of 
particles suspended in fluids with regards to their suitability for use as seeding particles. 
Earlier we have made it clear that LDA depends on signals from particles suspended 
in the flow, rather than signals from the fluid itself. Since the experimenter wishes to 
know the velocity of the fluid rather than the velocity of the suspended particles, it 
is important to know how well the motion of the suspended particles represents the 
motion of the fluid. 
Hjelmfelt and Mockros [32] and Flinze [30] showed that the ratio of the velocity of 
a seeding particle to the local velocity of the fluid is determined by the density ratio 
a = and the Stokes number N5 p1d 1/2 thus the response of a particle of diameter 
d and density p p to the fluid fluctuations of angular frequency w is determined by these 
parameters only. 
Brandt et al [9] showed that for spherical particles with the force exerted on the 
particles by the vibrating medium obeying the Stokes-Cunningham Law, then the ratio 
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+i 	 (3.3) 
for a sinusoidal vibration, where V and Vm are the velocity amplitudes of the particles 
and the medium respectively, r is the radius of the particles and p their density, w 
the frequency of the sound, 77 the viscosity of the medium, and F the Cunningham 
correction factor. This allows us to predict what the limiting size for particles of a 
particular density is, so that the seeding particles can be chosen so that they are smaller 
than this in order that they will follow the medium at that particular frequency. 
For smoke particles of density 1000kg/rn 3 and size 1m in air, the particles will 
follow the air to within 1% up to approximately 8kHz, well within the range of fre-
quencies used in this Thesis. Even at 2m the particles will follow the field to 5% up 
to 4kHz. 
Particle sizes below 1m can in fact be easily generated. Tobacco smoke, which is 
what we used, typically has particle diameters of less than 0.4im, if the smoke is less 
than about 4 minutes old [35]. Particles of this size will allow sound fields of up to 
10kHz to be investigated. 
It is also possible, when using the very sensitive photon correlation technique, to 
dispense with seeding particles altogether and just use the naturally occurring "dust" 
particles in the air. These are typically submicron, which can be advantageous if 
it is inconvenient to introduce artificial seeding, and should be borne in mind when 
deciding on the optical system. The effect of "drop-out" is not relevant because it is 
an intermittent process which will be averaged out over the relatively long time period 
of the photon correlation measurement. 
3.6 Conclusion 
We have discussed some of the methods used in LDA and decided that the photon 
correlation method will be the best one to pursue since the signal-to-noise ratio is 
high, so that heavy seeding is not required, drop-out is no longer a problem because we 
are averaging over a long time, and the combined field can be measured more easily. 
Chapter 4 
The Derivation of the theoretical 
correlation function for the time 
averaged sound and velocity fields. 
4.1 Introduction 
We shall now deduce the form of the output signal and correlation function appropriate 
to the Differential Doppler system and the photon correlation method of signal analysis. 
The flow is of the form 
U = a0 + am sinwr 
	
(4.1) 
and we wish to be able to find the mean flow velocity (a o) and the acoustic particle 
velocity (am , the velocity amplitude of the sinusoidal oscillation) from the correlation 
function. 
The approach will he that used by Sharpe et al. [56] involving the integration of 
the probability density function over the velocity dependent autocorrelation function 
for the fringe geometry under investigation. This well known stochastic method follows 
the method of Durrani and Greated (1977) [17] and is strictly only applicable to quasi-
steady flows in which the velocity does not change "too much" as it travels over the 
fringe pattern. Sharpe used the method to derive the correlation function for the sound 
field only, which should be a special case of this more general form. 
21 
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We should also expect the form to be similar to the correlation function derived 
by Durrani and Greated (1977) and Barnes et al. [7] on the assumption that the flow 
velocity was much greater than the oscillatory velocity( Equation (4.2)). 
R(T) cx: Jo(Dam r) cos(Dao r) 	 (4.2) 
D is the velocity to frequency conversion factor defined in equation (3.2). This is also 
the form of the function if some velocity shifting is done on a system with a sound field 
only. 
This can be analysed by consideration of the peaks and turning points of the flow, 
or by transforming into the Fourier plane where this will form two peaks at frequencies 
proportional to a0 + a, and a0 - am, in which a0 >> am . 
4.2 Time averaged correlation functions for sinu-
soidal oscillations superimposed on a mean flow. 
As we have stated before, the aim is to develop a stochastic model for the correlation 
function so that its form, when there is a mean flow superimposed on a sinusoidal 
oscillation, can be understood for all cases of a0 and am. 
Let us write the output from the detector associated with any pth  particle in the 
observation volume as that given in equation (4.3) [17]. 
x(t) = icKW(/3(i))(M + cos D(t)). 	 (4.3) 
K is a constant associated with the optical power and detector sensitivity, K char-
acterises the particle scattering cross section, M is a constant introduced if the beams 
are not of equal strength and (t) is the particle position at time t and W(3()) 
is the spatial weight function which represents the envelope on the fringes due to the 
Gaussian cross section of the laser beams (equation (4.4)). 
W(/3(t)) = exp(—/3 2 (t)) 	 (4.4) 
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The total output is then 






- 4ir sin O 
Here r0 is the radius at the e 2 intensity points of the beam waist. In order to 
understand the scales of this a little better we could put some numbers into these 
equations. Using the values used in the experiment in Chapter 5, r 0 is of the order 
of 0.1mm, and this can be compared to the fringe spacing used which is of the order 
of 4jtm . For the 675Hz standing wave at 129.77dB as in the experiment set up, the 
amplitude of the oscillation is of the order of 20zm, so the oscillating particle passes 
through many fringes in one cycle. 
In equation (4.5) the low-frequency term has been retained. This can he filtered 
out since it is not necessary, but for this derivation it will be retained. 
To determine the autocorrelation function for x(t) we write as the initial particle 
position ( at time t = 0 ) and ç as its position at time r later (equation (4.6)). 
PT 
= + / v(z)dz = + i(r) 	 (4.6) Jo 
v(z) is the instantaneous velocity of the th  particle which in this case is 
v(z) = ao + a m Slfl(W m Z + TI'). 	 (4.7) 
/' is a random phase. We are interested in recovering the velocity amplitude a m  
and the mean flow velocity a 0 . 
Following the derivation of Durrani and Greated(1977)[17, section 3.3] in which it 
was assumed that and are independent random variables, since the position of a 
particle depends only on its own previous position and its instantaneous velocity (i.e.we 
assume there are no collisions in the measuring volume) we find that the autocorrelation 
function of the output voltage of the photomultiplier is 
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R('r) = E[x(t)x(t + r)] 
p00 
= [icCogo / W(/3y)(M+ cos Dy)dy] 2 
.1- 00 
k 2 CigO E + 2 	p(y;r)Rw (y)(M+cosDy)dy 	(4.8) 
where E[] is the expectation operator, Co = E[K], C1 = E[K], go is the aver-
age number of particles per unit length of the measuring volume and R(0y) is the 
autocorrelation of the spatial weighting function of a Gaussian beam system, given by 
RW(/3Y)=\/-exP(— 02y2
2 
Here p(y; t) is the probability density function of the variable 77(t) which must he 
determined in order to evaluate the autocorrelation function. This is done below, but 
first we note that the first term in equation (4.8) is the square of the mean value of 
the Doppler signal. This will he ignored since it is time independent and so will only 
contribute a constant or pedestal to the correlation function. 
From equations (4.6) and (4.7) we have 
1 7' 	 2a00— 	
---- +  aoT+ am 	sin(w m z + L)dz = a0r + 	sin(-sin( 
Wrn[ 
 
where L' is a random variable uniformly distributed over the interval 0 - 27r: 
p()=, 	0<<2. 
We can use the relationship for a function of random variables to obtain 
1 
' 	
—y+aorA m y — ao r 
- (y - aor)2 
2am . WmT 
Am = 
Wm 	2 
If we ignore the constant term then equation (4.8) takes the form 
R(r) - 









Am 	- (y - aor)2 
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If we proceed to evaluate by substitution of y = a07 + A m  Sin WT and solve (See 
Appendix A), we get: 
i 2 C1 go  [ 	( j3A) 	( /32aT2exp R(T) = 





[M 110( A 
m) Io(2Am 	
A 
aor) + 2(-1)I 
(
3 m) J(/32 A)} 
+' (2A2) cos(Da or)Jo (A,JD2 - 4ar2 ) 
 (02 2 
+2 cos(Daor) 	J2k(DAm) 	I 	( 1)m_kI2(n_k)(2Amaor) 
00 	
00 +2 cos(Dao ) E J2(DA) E  1,,( 4m) (_1)k12(n+k)(/32Amaoy) 
c'o 
 (IPA  
+2 sln(Da0T) 	J2k+l(D11m) i: L1 	(-1)'I2n+2k+l(/32aoA m r) 
00 	 00 
+2sin(Daor)J2k+l(DAm) 	
( 	
m) (_1)Th_kI 2n_2k+l ( 2 ao A m r)] (4.11) 
This is the full expression for the time-dependent part of the autocorrelation func-
tion. From this three important limiting cases can be seen. 
If we consider a situation with zero mean fiow,i.e. a 0 = 0, then the expression 
becomes 
ic 2 Ci go 	I /9 2A\ 
R(T) = 
	2 	
/-exp— 4 ) 
I '73A2 " 	 00 	(/32A) 
[Jo 	(M + J. (DA.))+ 2 J2k(DA m )]. (4.12) 
This is exactly the expression calculated in Sharpe and Greated (1989) [56] for a 
periodic acoustic field. The equation can be simplified by taking typical values of 3 
and am  For example, for a laser beam of unfocussed e 1 width 0.5mm focussed from 
2cm separation using a 20cm focal length lens, j3 takes the value 25000. If this is put 
into the equation above and we consider the behaviour of e_xIn(x) [65] for small values 
of x, this approximates to 
R(r) cx J0(DA m ). 	 (4.13) 
Since we generally are concerned with cases where WmT is small we can approximate 
\
A m = 	
WmT 
S1fl L 	am Y 
( 
Wm 	\. 2 j 
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This allows Equation (4.13) to become 
R(T) cx Jo(Damr). 	 (4.14) 
If there is no acoustic field present, i.e. am = O,then the equation (4.11) becomes 
ic 2 Ci go r 	( /92a2r2\ 
R(T) = 
	2 	
exp - 2 ) (M + cos(Daor)) 	(4.15) 
This is the correlation function for a non-turbulent flow [1,17]. 
If we now consider a combined flow with typical magnitudes for 3, am and a0 then 
again the expression can be simplified. If we consider the behaviour of e_xIn(x)  for 
small values of x [65] and note the wr is also small we can show that the correlation 
function R(r) approximates to; 
( /92r2(a2+L)\ 
R(r) 




[M + cos(DaQ T)Jo (a.rVD2- /94ar2 )] 	(4.16) 
This is very close to equation (4.2) with the only difference being the extra term 
in the Bessel function which is dependent on the velocity of the flow. This extra term 
is much smaller than the other term (D 2  1012 ,  /94ar2 108 for typical values of 
/9, .D, r and a0 that were used in our experiments), although it could be comparable for 
certain arrangements where 0 is large and D is smaller. This equation shows the form 
of the theoretical correlation function for all values of a0 and am. 
Chapter 5 
Experiments to verify the theoretical 
model 
5.1 Introduction 
In this chapter we shall compare the results of experiments with the theoretical results 
developed in the previous chapter. We shall look at several cases of flow and sound 
field interaction. Firstly we shall consider the case in which the flow and sound field 
are generated separately, and we shall show that the model holds for a non-zero mean 
flow which is much larger than the acoustic particle velocity, as was shown by Barnes 
et al. [7]. Then, we shall consider the case were the mean flow velocity is smaller than 
the acoustic particle velocity. 
We shall then briefly use the technique for the measurement of the mean flow and 
acoustic particle velocities in an organ pipe to show the changes that the sound field 
produces on the expected flow through the pipe. 
27 
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5.2 Experiment to compare the theoretical expres-
sion with the measured expression 
5.2.1 Experimental details 
The validity of Equation (4.16) was tested in a series of experiments in which the flow 
and sound field were introduced independently into the tube. The correlation function 
of the combined field was measured and compared to the theoretical expression obtained 
in the previous chapter. 
Figure (5-1) shows a schematic diagram of the apparatus used to produce the 
combined flow. The loudspeaker is positioned at the end of a brass branching section, 
with one of the branches leading along a 2 meter tube to a air pump which could blow 
or suck air and had a clamp which would allow the velocity of the flow to be adjusted. 
The other branch leads to a 70cm long glass tube of diameter 2.5cm which was open 
at the other end. A standing wave of frequency 675 Hz was measured using a probe 
microphone and the frequency was not changed for the rest of the experiment. 
For the optical measuring system a 15 mW He-Ne laser was used as a light source, 
its beam being split into two parallel components 26mm apart which were then focused 
into the tube by a lens of focal length 153mm. 
The LDA setup that we used here only measures the component of the velocity along 
the tube, so the point of focus was positioned on the axis where the velocity would he 
purely along the tube. Since the acoustic particle velocity is zero at a velocity node 
the cross over point was positioned at a velocity anti-node, about 5cm from the end of 
the tube, where the acoustic particle velocity would be maximum. 
The photomultiplier was aligned at approximately 25° to the optical axis and then 
focussed onto the cross-over point. The signal from the photomultiplier was sent to a 
photon correlator where the signal was processed to produce the correlograms. 
We shall use the separate nature of the sound and flow production to set up two 
cases, the first has the acoustic particle velocity less than the mean flow velocity, and 
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Figure 5-1: Schematic diagram of the apparatus used 
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the second has the mean flow velocity much less than the acoustic particle velocity. 
The flow will effect the standing wave to some extent, but this is not the object of this 
simple experiment, and so will not be taken into account. 
The correlation functions for these cases were measured and compared to the the-
oretical curves expected, and then the correlograms were Fourier transformed into the 
frequency domain to allow easier analysis. 
5.2.2 Results 
D = 4sinO = 1.69x106m' 	 (5.1) 
The correlograms measured were entered into a computer and these are shown in 
Figures (5-2 and 5-3). In order to analyse these graphs it is necessary to know whether 
the acoustic particle velocity is greater than the mean flow velocity or vice versa. 
Usually this can be determined from our knowledge of the flow as in this experiment, 
but it should be noted that it is also possible to determine this from consideration of 
the turning points of the two different types of correlation function. Table (5-1) shows 
how the position of the peaks and zeros of Bessel and cosine functions area related 
to one another. The Bessel function peaks and the cosine peaks are spaced evenly, 
with the positions between successive peaks being of the order of 1:2:3. The zeros of 
the Bessel function are positioned at a ratio of 1:2:3 to each other, while the zeros 
of the cosine are placed at a ratio of 1:3:5. Thus if the Bessel function argument is 
smaller (am < ao ) then the turning points are evenly spaced (see Figure (5-2) where 
the turning points are at 21:45). If the cosine function argument is smaller (a o < am ) 
then the turning points are spaced at a ratio of 1:3:5 (see Figure (5-3) where first 
two turning points are at 20:60). This allows us to determine the type of flow we are 
looking at if we do not know whether the flow or acoustic particle velocity is the larger. 
So we can determine which function is which, by analysing the positions of the turning 
points and then relating them to an argument of the Bessel function or the cosine 
function. Another possible way of analysing them is to Fourier transform them into 
the frequency domain. This utilises all the data in the correlogram and produces two 
peaks (Figures (5-4) and (5-5)) at frequencies directly proportional to either am + a0 
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Figure 5-2: Theoretical and experimental correlation functions for com-
bined flow when the acoustic particle velocity is smaller than mean flow 
velocity. Theoretical function with a 0 =0.39ms 1 , am = 0.075nis 1 
Bessel fn peaks cosine peaks Bessel zeros cosine zeros 
J0, N =0 cos'(x)=O .Jo (x)=0 cos(x)=O 
3.8317 3.14159 2.4048 1.57079 
7.0156 6.28319 5.5201 4.71239 
10.1735 9.42478 8.6537 7.85398 
Table 5-1: The zeros of the zero order Bessel function and the cosine function and 
their first derivatives 
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Figure 5-3: Theoretical and experimental correlation functions for com-
bined flow when acoustic particle velocity is larger than mean flow velocity. 
Theoretical function with a 0 =0.042rns 1 , am = 0.40ms' 
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Figure 5-4: Fourier Transform of case where acoustic particle velocity is 
smaller than mean flow velocity, a0 = 0.39±0.009ms 1 , am = 0.065+0.009IT1s 1 . 
X-axis divided by D to give velocity. 
and am - a 0 or a0 + am and a0 - a m  depending on whether the acoustic particle velocity 
is greater than, or less than, the mean flow velocity respectively. 
The expected Fourier transform is dependent on the second term of the Bessel 
function in equation (4.16) being much smaller than the first term so that it can he 
neglected. If this is not so then both the correlograms and their Fourier Transforms 
become too difficult to analyse. 
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Figure 5-5: Fourier Transform of the case where acoustic particle velocity 
is larger than mean flow velocity. Values measured a 0 = 0.043 + 0.009ms 1 , 
am = 0.38 ± 0.009ms 1 . X-axis divided by D to give velocity. 




As can be seen the theoretical curve constructed using values measured from the cor-
relogram, the experimental curve and the Fourier transforms are all in good agreement. 
It should be noted that there is a tendency for the value of the amplitude measured 
from the Fourier transform to be slightly small when am << a 0 , due to the discontin-
uous nature of the Fourier transformed Bessel function, since this will mean that the 
expected peaks will be at the left and right sides of the pixel element for the peaks at 
the left and right of the mean flow respectively, while the peak found is at the centre of 
the pixel element. Consideration of this factor when the separation of the two peaks in 
the Fourier transform is small must be noted, but can be included in the errors. This 
means that the theoretical expression calculated fits the measured correlograms to a 
very good degree for both the cases of a m << ao and am >> ao 
We can choose whether to analyse the correlation function or the Fourier plane. 
The Fourier plane gives an easy reading to measure, and uses all the information in 
the correlation function, but the presence of turbulence in the measured correlation 
function can produce a Fourier Plane where the acoustic particle velocity peaks are 
swamped out to produce a single very broad peak. This will also happen if the two 
peaks in the Fourier Plane are very close together. 
The correlation function will become damped much faster if there is turbulence 
present in the flow, but it will still be possible to measure the parameters if the zeros 
and turning points are present, although there will be a greater error. The Fourier 
plane is easier to interpret, except when the two peaks become unresolvable, but the 
correlation function can still be analysed in these situations. 
There is a limit on the difference between the two velocities using this technique. 
We wish at least one period of both the Bessel function and cosine function to be 
present, and the maximum number of periods that are possible in say a 70 channel 
correlator is 15 (since we wish at least 4 points to describe a period of the functions). 
This means that we can only measure the acoustic particle velocity and the mean flow 
velocity if they are within the range 
(5.2) 
15 	ao 
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This seriously limits the type of flow and sound fields that can be measured. How-
ever, this range can be extended significantly if a frequency shifting technique is used. 
This involves altering the phase difference between the beams repeatedly to make the 
fringe pattern at the interrogation spot shift in a particular direction. This effectively 
imposes a fixed, known velocity onto the flow so that the acoustic particle velocity to 
mean flow velocity ratio can be adjusted until it is within the limit set in equation 
(5.2). 
5.3 Measurement across an organ pipe. 
The method was used to measure the mean flow velocity and acoustic particle velocity 
profile across an organ pipe. In an organ pipe a steady sound field is created by a 
steady flow. The flow from the nozzle impinges on a knife edge which forces the air 
to either side. The instability of the jet has periodicities which are either amplified or 
damped by the sound box attached. 
The measuring point is not far enough away from the jet for the flow to have a 
parabolic profile, but the flow profile can be determined. The measuring technique 
is strictly only valid for single frequency flows, but in this case there are a set of 
resonances in which the fundamental resonance was about 15dB louder than the first 
harmonic, which was the next loudest. The wooden sides and bottom of the pipe had 
been replaced by perspex to allow optical access, but the knife edge and jet were not 
changed in any way (Figure (5-6)). 
5.3.1 Preliminary experiments 
Before starting on the measurement of the profile, some introductory experiments were 
carried out in order to understand the flow a little better. Firstly, the active and passive 
resonances were found. The passive resonance for the open and closed tube were used 
to find the end correction due to the jet and knife edge, while the active resonances 
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Figure 5-6: A diagram showing the dimensions of the organ pipe. 
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Resonances in air filled cavities 
When the length of pipe is comparable with the wavelength of the sound, standing 
waves can be set up in the pipe. For a cylindrical pipe with one end closed and the 
other open, the resonance frequencies are 




For a pipe open at both ends, the resonance frequencies are 
nc 
In = ( 5.4) 
In both cases I' is greater than the geometrical tube length 1, and is given by 
1' = 1 + (aopen r) + amouthr 	 (5.5) 
where r is half the width of the box, and oz,pen  and mouih  are constants. For an 
organ flue pipe, the end correction of the open end should be independent of frequency, 
and the end correction for the mouth end of the pipe has a dependency. In the next 
section we shall find that dependency. 
End correction of a passively resonating organ pipe 
A small microphone was inserted into the open end of the organ pipe which was con-
nected to an oscilloscope (Figure(5-7)). The organ pipe was placed next to a loud 
speaker connected to a signal generator and the amplitude of the sound within the 
tube was observed to change when the frequency of the signal generator was adjusted. 
The frequencies, when the amplitude of the signal of the microphone was at a maximum 
were noted. The microphone position had to be adjusted at times to ensure that it was 
not at a pressure node in order to find all the resonance frequencies. The frequency 
was measured using a frequency meter. This was done firstly with the organ pipe open 
ended, and secondly with the open end of the organ pipe sealed. This allowed the end 
corrections of the open end and the mouth piece end to be calculated. 
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END CAN BE 
BLOCKED 
Figure 5-7: Apparatus used to measure the end corrections of passively 
resonating pipe 
Results 
We shall calculate the end corrections due to the open end and the mouth end, and 
for the mouth end only using the resonance frequencies shown in Table (5-2). 
A graph of the end corrections versus the inverse of the frequency should be a 
constant if the end correction for the jet end is independent of frequency, but as we 
can see in Figure (5-8) the graph is a curve. The value for was found to be a 
constant 0.775 , and this value is added to the closed ended end correction values in 
Figure (5-8) to show that a,outh  is the same for the end open or closed. 
Conclusions 
The end correction for the open end of the pipe is a constant, while the end-correction 
of the jet end varies with frequency, but tends towards 7 for high frequencies. This 
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Figure 5-8: A Graph showing how end corrections for pipes with the end 
open and the end covered, vary with inverse of the frequency. The results 
for when the end is closed have a constant of 0.775 added. 




order of resonance frequency (Hz) am ou h 
Open ended 
frequency (Hz) Cemouth + 0 open 
n=1 311.01 5.19 621.91 5.19 
n=2 1033.3 3.39 1344.1 3.81 
n=3 1810.0 2.58 2099.6 3.13 
n=4 2643.2 1.93 2870.0 2.73 
11=5 3480.0 1.57 3703.0 2.23 
Table 5-2: The passive resonance frequencies of an organ pipe with the air tempera-
ture at 23.5°C. 
5.3.2 Active resonance frequencies of an organ pipe 
The frequency that the organ pipe will resonate at is called the active resonance fre-
quency and will depend on several factors. One of these factors is the geometry of the 
resonance box, but another is the speed of the jet of air. We shall investigate here the 
effect that this latter factor has on the resonance frequency. 
Apparatus and Method 
The flow velocity of the air is controlled by a clamp and the speed of the flow is 
measured using a u-bend tube filled with water with one end of the tube connected to 
the pipe from the fan to the organ pipe Figure (5-9). The velocity of the air was slowly 
increased and the sound produced by the pipe was analysed using a frequency analyser 
to determine the fundamental frequency of oscillation. This was done over a range of 
velocities in order that the dependence of the end correction on the flow velocity could 
he found. 
This was then done again for the case where the open end of the tube was blocked 
so that the only end correction is that for the jet end. 
COMPUTER ACTING 
AS SPECTRAL ANALYSER 
FLOW FROM FAN 
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Figure 5-9: Apparatus used to measure active resonance frequencies of 
organ pipe. 
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Figure 5-10: Variation of active resonance frequency with millimetres of 
water. 
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Figure 5-11: Variation of active resonance frequency with millimetres of 
water for an organ pipe with the end covered. 




Figure (5-10) shows the change of the resonance frequency as the velocity of the incom-
ing air increases in an open ended organ pipe, and Figure (5-11) shows the frequency 
when the end of the pipe is covered. As the air velocity is increased, the frequency 
increases in general about the passive resonance frequency. When the frequency be-
comes much higher than the passive resonance frequency, the frequency drops or more 
likely becomes unreadable as there is a warbling coming from the organ pipe as the 
frequency tries to increase to the second resonance, but instead oscillates between the 
first resonance and the second resonance. The clearest sound could be heard when the 
active resonance was at the passive resonance frequency as all the energy of the system 
is forcing oscillation at the one frequency. 
Conclusions 
It is important for the LDA method to use an air speed which gives an active resonance 
near the passive resonance, since this give a clearer and louder signal. It also means that 
the signal is very close to being sinusoidal since the fundamental resonance frequency 
is of the order of 15db louder than the other resonance frequencies. 
5.3.3 The measurement of the velocity profile of the tube 
using LDA 
In this section a description is given of the use of LDA with photon correlation to 
measure the mean velocity and acoustic particle velocity profiles across the organ pipe. 
The profiles were measured 15mm from the end of the organ pipe and measurements 
were done at a resonance frequency of 615+ 2 Hz. 
The flow at this position will not be fully developed. An estimate of the distance 
for the central flow velocity to be 95% of the developed flow central velocity if the flow 
was constant over the width of the tube is given by [59] 
dRe 
X = ---. 	 ( 5.6) 
30 
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Figure 5-12: Apparatus used to measure the profile of the organ pipe 
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In the flow situation that we will be looking at (mean velocity, ü=0.15ms 1 , tube 
width, d =0.03m) the entrance length will be at least 30cm. Since the pipe is 20cm in 
length the profile will be fiat up to a distance of 0.25 d from the centre. Since the flow 
is not constant over the width of the tube, There is also the distance for the flow to 
expand to become constant over the tube to add on to this distance. This will make 
the distance much further, and so the flow will never be fully developed in the organ 
pipe we used in this experiment. 
Apparatus and method 
The apparatus used is shown in Figure (5-12). The flow was seeded by using an incense 
stick which was placed at the intake of the fan. The speed of the flow was adjusted 
using a clamp which closed off the rubber tube. The flow speed was monitored using a 
u-tube with one end connected to the inlet pipe of the organ pipe. The displacement of 
the water from its average level was noted and used to keep the flow velocity constant 
over the time of the experiment. The measuring point chosen was 15mm from the end 
of the tube, which was the furthest along the tube that we could go and still neglect 
the effects due to the end. 
The correlation function at millimetre intervals across the tube was measured and 
then analysed to give the mean flow velocity and the acoustic particle velocity compo-
nents along the tube. 
Results 
Figure (5-13) shows a graph of the velocities versus the distance across the tube. 
The acoustic particle velocity is not constant across the tube, but is somewhat larger 
at the top of the tube than at the bottom of the tube. A possible reason for this could 
be that the sound wave generated on the knife edge has not had enough time to expand 
out to give a plane wave. This will have ramifications at the open end of the tube since 
this will mean that we will not have a perfect standing wave and this, possibly, is one 
of the reasons that we get a spectrum of sound instead of a clear single tone from the 
organ pipe. 
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Figure 5-13: Measured profile of the organ tube. 
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The flow velocity along the tube has the profile which is consistent with the profile 
of a non-developed Poiseuille flow. The fiat central flow is the expected shape for a 
non-developed flow, although we would have to compare the profile with the developed 
flow to make any more conclusions. 
Conclusions 
The flow velocity and the acoustic particle velocity measured show that the sound field 
envisaged in the organ pipe was an ideal case and did not occur at a point 15mm from 
the open end of the organ pipe. The flow field was not fully developed at this point of 
the tube, but showed the characteristics of an undeveloped Poiseuille flow. 
5.4 General conclusions 
In this first section of the thesis we considered the use of LDA in the measurement 
of combined flow and sound fields. The photon correlation method was singled out 
as being the best method to measure both the flow velocity and the acoustic particle 
velocity, since the frequency tracking and frequency analysis methods produced outputs 
too complicated to analyse. The photon correlation method also gave the best signal-
to-noise ratio and so needed the least seeding. 
The stochastic model of the correlation function was developed and was shown to be 
a more general case of the correlation function for a sound field only, and the correlation 
function of a flow field only. An extra term was discovered which was not present in 
the model used by Barnes et at. [7], which was not significant in the experiments that 
were done in this Thesis, but which could prove significant in other measurements. 
The model was compared to measurements made in a flow and sound field, and 
the theoretical function compared well with the measured correlation function. The 
analysis of these correlation functions in the Fourier planes was discussed. 
The technique was used in a case where the flow caused a sound. The intensity and 
velocity profile of an organ pipe were considered and shown to have some interesting 
characteristics worthy of further study. 
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5.4.1 Further work 
This model and set-up could only measure one component of the velocity. LDA has 
successfully been set up to measure two or even three dimensions using lasers of different 
wavelength. The theory would be the same for this case, but we would need much more 
analysis hardware to implement this. 
The technique has the condition that the acoustic particle velocity and the mean 
flow velocity must be in a smaller ratio than 1:15 since we need the two functions to 
be adequately resolved within the correlogram, although it is expected that frequency 
shifting can be used to satisfy this condition in the future. 
As was also noted, turbulence was present in the measurements. The presence of 
turbulence in the correlograms damps the correlograrn at a faster rate than for a non-
turbulent case correlogram, but is not included in the model. A stochastic model could 
be developed to also include a turbulence term to make the model even more general. 
The turbulence will not affect the values measured using this technique as long as the 
correlation function is not damped so much that the peaks and turning points are no 
longer visible. The effect of turbulence on the Fourier plane would be to broaden the 
peaks, and this would introduce a lower limit to ratio between the acoustic particle 
velocity and the flow velocity if we analyse iii the Fourier plane. 
Chapter 6 
Measurement using Particle Image 
Velo cimet ry 
6.1 Introduction 
Particle Image Displacement Velocimetry (PIDV) is a relatively recent photographic 
method of measuring many fluid velocity vectors simultaneously over extended regions 
of a flow domain. It is one of several techniques aimed at measuring accurately velocities 
at thousand of points in two, or three, dimensional regions. These methods have 
been made possible by significant advances in image processing technology based on 
improved computer hardware and improved video imaging technology. In principle 
these techniques record optical images of flow tracers (seeding particles) and deduce 
velocity from the displacements of the flow tracers during known short time intervals. 
The related image processing techniques include tomographic interferometry (lies-
selink [28]) and planar laser-induced fluorescence for scalars (Hassa et al. [271), and 
nuclear-magnetic-resonance imaging (Lee et al [39]), laser speckle velocimetry, parti-
cle tracking velocimetry, molecular tracking velocimetry (Miles et al [46]) and particle 
image velocimetry for velocity fields. Reviews of these methods can he found in articles 
by Lauterborn and Vogel [38], Adrian [2,3], Hesselink [28] and Dudderar et al [16]. 
Imaging techniques are obviously useful in cases where the flow is not steady. When 
the flow is steady the entire flow can be investigated using a series of single point 
measurements done by a method such as LDA. However, when the flow is not steady, 
multi-point measurement techniques are capable of creating instantaneous pictures of 
the flow field that are unavailable from single-point myzrsureiiiTe4s. Such information 
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is much needed in studies of turbulent flow, where it is now widely recognised that 
the instantaneous realisations of the flow may bear little resemblance to the averaged 
structure 
The field of multi-point measurement is still undergoing rapid evolution, and there 
are many alternative methods of producing and analysing images. We shall briefly 
discuss here the various methods and indicate their advantages and disadvantages. We 
will then go on to discuss the extra difficulties involved in determining the acoustic 
particle velocity from the images recorded, before deriving the equations necessary for 
the understanding of the power spectrum and the autocorrelation plane of the images. 
In this section of the thesis, the principles of PIV will be considered, before the 
theory showing the form of the power spectrum and autocorrelation plane is evolved, 
which will allow us to measure the acoustic particle velocity (Chapter 7). The results 
of the theory will be tested using computationally simulated PIV images (Chapter 8) 
before, finally, experimental images are investigated (Chapter 9). 
6.2 Principles of PIV 
The determination of the fluid velocity involves the measurement of the fluid displace-
ment over a known time interval, as embodied in the defining relationship 
u=lim (x
2 - x 1 ) 
t2-t1 (t - t 1 ) 
= lim 
AX
. 	 (6.1) 
At-0 At 
The displacement Ax = X2 - Xi is formed by monitoring the motion of a marker 
that presumably follows the flow. Typically, this marker is a solid particle, or liquid 
particle, in a gaseous flow and whose typical dimension is of the order of a micrometer. 
In NV the times t 1 and t 2 are fixed, and one measures the separation of x 1 and x 2 
in the image. The general method for this involves producing a pulsed light sheet, with 
time between pulses t 2 - t 1 , which illuminates a flow which is being recorded. There 
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Figure 6-2: Apparatus needed to produce a light sheet using the shutter. 
arc several ways of producing this sheet, the simplest being the use of photographic 
flash lamps, but the most often used method employs an expanded laser beam which 
is interrupted by an electronic shutter or a rotating chopper (Figure (6-2)). Instead 
of a chopping the beam, a pulsed laser could be used, and this has the advantage that 
it is much more powerful than a continuous beam laser, but the minimum separation 
between the pulses is constrained by the recharge and relaxation times of the laser. 
Also, the expanded beam does not utilise the full power of the laser. One method 
which does utilise the full power of the laser is the rotating mirror method, which is 
widely used here in Edinburgh (Figure (6-1))[24]. 
In the rotating mirror method, the beam scans across the area as a face of the multi- 
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faceted mirror rotates across the laser beam (see Figure(6-1)), so the time between 
exposures can he varied by adjusting the rotational speed of the mirror. The full 
strength of the unexpanded beam is therefore reflected off the seeding particles every 
time the beam scans across them and this produces much brighter images on the 
negative for the same power laser than the chopped beam method and is very useful in 
cases where the medium attenuates the beam to a great extent as in the measurement 
of water waves in a wave tank. 
6.2.1 Discussion of various methods of recording images 
Once the required illumination has been produced, it is necessary to find a method of 
recording the images so that they can be analysed later. There are many ways of doing 
this. They can be recorded in two or three dimensions. Two dimensional records can 
he made using standard photographic film, photographic plates, video cameras and 
thermoplastic films. 
Video cameras are available in various types e.g. solid state devices in which sensing 
is performed by large arrays of small photodetectors or scanning by an electron beam. 
A typical resolution is 512x512 detector elements in solid state cameras [31]. 
For photographic film there is a well known, roughly inverse relationship between 
the sensitivity of a film and the film resolution, and a compromise has to be made be-
tween adequate sensitivity and adequate resolution. Typical resolution is 400 lines/mm 
for 400ASA film. 
Thermoplastic films offer a form of electronic photography in which the film images 
can be developed and erased electronically for repeated use. Stereographic imaging uses 
traditional photographic techniques with two cameras to obtain the third component 
of the velocity [6]. Holographic imaging may also be used to record the displacement 
of the particles in three dimensions. The hologram may be viewed afterwards in planar 
slices, so that the examination of the recording is similar to the examination of the 
photographic plate [23]. 
The photographic method will be used to record the images for later analysis since 
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Figure 6-3: Theory behind PIV 
6.22 Discussion of the various methods of analysis 
We will assume here that the images were recorded on photographic film and will 
discuss ways of analysing these images in order to obtain the velocity displacements 
for the small interrogation areas. 
One method is to use a travelling microscope to measure the displacements, but a 
much better and faster way is to use statistical techniques, such as the calculation of 
the autocorrelation plane of small areas of the image. The average displacement of the 
seeding images will form significant peaks in the autocorrelation plane, whose position 
relative to the central point can he calculated (Figure(6-3)). 
The autocorrelation plane can be calculated using the Wiener-Kinchine method 
which utilises several Fourier Transforms (Equation (6.3) ) 1• 
Power Spectrum = FT [Image] FT [Image]* 
	
(6.2) 
Autocorrelation Plane = FT[Power Spectrum] 
	
(6.3) 
1* denotes complex conjugate 





Figure 6-4: The recording of interrogation areas. 
There are several ways of calculating the autocorrelation plane which depend on 
computational FT and optical FT. The method which we shall use involves scanning 
the image onto a computer and doing both FT's computationally. There are two 
ways of doing this. The first, and most accurate, is to probe the negative with an 
interrogating beam from a laser and then record the expanded image of the spot using 
a CCD array. Once the image is recorded, the Autocorrelation plane is calculated and 
the position of the relevant peaks noted before the interrogation spot is moved on to 
the next point(Figure(6-4)). 
The second way involves scanning in the whole image using a desk-scanner [29]. The 
negative will be up to about a4 size first and this will help to increase the resolution 
of the image recorded. 
Several other methods used to calculate the autocorrelation plane from the negative 
involves the use of optical Fourier Transforms. These have the advantage that they are 
practically instantaneous compared to computed FT's which can take a few seconds or 
less depending on the computer. This increase in speed becomes significant when we 
consider that an image will contain, say lOOxlOO interrogations, so there will be 10000 
FT performed at least. If these take 1 second each computationally, then this will take 
2hrs 45mins to do the entire negative. 
Figure (6-5) shows the Young's Fringes method[22], where the negative is inter- 
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LASER 
NEGATIVE 
Figure 6-5: Young's fringes method of finding auto correlation. 
rogated by a laser heani and then a lens performs the first FT. The power spectrum 
is then recorded on a CCD array and the second FT is computed. This will half the 
number of FT computed and so will half the time taken to analyse the image. 
The last way involves doing both the FT optically using lenses, with the power 
spectrum being recorded on some photorefractive crystals or a spatial light modula-
tor which will be erased for each interrogation area [12,33]. This provides an almost 
instantaneous autocorrelation function which can be captured with a CCD array and 
analysed using a computer to give the velocity displacement. 
Chapter 7 
Theory of PIV 
7.1 Considerations for the recording of images for 
the measurement of the Acoustic Particle Ve-
locity 
We are interested in extending the PIV technique so that, in addition to a mean 
velocity, the amplitude of a sinusoidally varying velocity component can be measured. 
This would allow the acoustic particle velocity (APV), and hence the intensity of the 
sound, to be measured. To do this, however, will put constraints on the recording of 
the images. 
The constraints on recording images in PIV for flow velocity measurement are 
firstly that the seeding particles follow the flow faithfully, secondly that the distance 
that the seeding travels while the film is being exposed is negligible, and thirdly that 
the distance that the seeding travels between the exposures is larger than the image 
radius of the seeding particle and smaller than the interrogation area size. 
The first constraint is obvious since we are really interested in the air movements 
that the seeding particles follow, so it is necessary that they follow the flow to a good 
degree of accuracy. The second constraint will allow us to pinpoint the position of the 
image with greater accuracy since a clear image will have a smaller image halo than 
a blurred image. The third constraint is necessary in order to he able to resolve the 
displacement peaks in the autocorrelation plane. If the separation is too small, then 
the displacement peak will be swallowed by the central peak. If it is too big, of the 
58 
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order of the size of the interrogation area, there will be no significant displacement 
peak in the autocorrelation plane since correlated pairs will not exist in the area. 
The seeding considerations for a PIV picture are almost the same as those for LDA 
(see section (3.5)). We still wish the particles to follow the oscillations, and so they 
have to be submicron in size, but we also wish the particles to scatter sufficient light 
into the camera. We have found that new tobacco smoke is ideal since it is typically 
0.5km in size for the first 10 minutes and is a very good scatterer. 
The second consideration is modified slightly in that we wish to record the seeding 
particles over a whole oscillation. This gives a lower limit to the exposure time of 
1  since this is the period of the oscillation. Tithe mean flow component of the 
frequency 
flow is small enough, however, so that the particles do not shift significantly over the 
period, we can use an exposure time which is several periods long. The criteria here is 
that the image of the oscillating particle will not move over the exposure time. 
The third constraint becomes more rigid. Since the image formed by the oscilla-
tory particle will be a streak and since it is necessary that the second image is not 
superimposed over the previous one, we will need large displacements of the image to 
make certain that there is no overlap. This, however, means that there is a restriction 
on how small the interrogation area can be. There is also the problem that we wish 
the interrogation area to be as small as possible for the APV and flow velocity not to 
change significantly over the interrogation area. Yet we wish to have enough particle 
pairs within the interrogation area to give much more prominent peaks for the velocity 
peaks than for the random correlations. 
If we consider an square area which has an edge 3x the size of the streak length 
and a velocity displacement of comparable size to the streaks, for example, then only 
particles which have one of their images in the centre third will have a complete image 
pair within the area. This would mean that there were large numbers of single images 
within the area compared to the number of image pairs, and since the PIV method 
relies on there being more images pairs than random images, the method would produce 
small velocity peaks which will not be significantly larger than the noise peaks. 
Thus we desire an interrogation area whose side is of the order of 5 or 6 streak 
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lengths in order that there are a much higher proportion of pairs than single images 
and this will also mean that there are a larger proportion of complete particle images 
present. 
7.2 A mathematical derivation of the form of the 
power spectrum and the autocorrelation plane 
In order that we can properly analyse the power spectrum and autocorrelation plane we 
need to have a theoretical model to compare with those computed. We shall therefore 
try to construct a model to show their approximate forms. 
The image is formed by the oscillating particle. This has a probability that the 
particle will be at any point in its cycle of 
- 	H(A m ) 
(7.1) F() 
- AmA 2 - x 2 ) Ta 
where H(Am) is the box function which is 1 when A m <X <Am and 0 when x 
and x > A m . 
We will make two assumptions about the image thus formed, firstly we will assume 
that the image will be a convolution of the probability density function of a sine wave 
(shown in Equation (7.1)) and the image which would have been formed by the seeding 
particle if it had been at rest[64]. The image formed by this convolution has the form 
of a streak with magnified discs at either end, with the distance between the ends equal 
to twice the amplitude of vibration (A m ) ( Figure (7-1)). 
Secondly we assume that the image will be recorded linearly and accurately with 
enough resolution. This is important since if the image is not linearly recorded, or has 
inadequate resolution, then the image seen will no longer be of the shape envisaged. 
For the moment we shall assume that the image is recorded accurately. This will be 
discussed further in the conclusions at the end of this chapter. 
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Figure 7-1: An interrogation area showing form of the images formed in a 
flow which is oscillating 
For ease of mathematics, we will assume that the oscillation is in the x direction. 
This means that the image of a single particle recorded on the film using a camera 
whose aperture is open for the period of the oscillation will be of the form 
- H(A)S(y) 
® 'IJ(x,y). 	 (7.2) I(x,y) - A/A_
x 2 
The image of a seeding particle 11(X, y) will be of the form of an Airy disc with a 
width of a say and this can further be approximated by a Gaussian of width in order 
to simplify the mathematics slightly as was done by Adrian (1988)[2] (see Figure (7-2)). 
The intensity of the interrogation area can be considered to be a summation of these 
images randomly placed. This can he expressed mathematically by the expression in 
equation (7.3). 
I(x,y) = H(T,T)BI(x,y) 
72 
: B72]IE(A72)5(y - yn) ® expx) 	 (7.3) = 
72 A 72 JA - (x - x72)2 
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Figure 7-2: Comparison of an Airy function of width a with an exponential 
of width 
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This is only an approximate expression for intensity over the interrogation area 
since we are neglecting any noise and also making three assumptions. 
Firstly, we are assuming that all the seeding particle images are the same. This 
assumes that all the seeding particles are the same size and shape and for smoke 
particles this is usually only true for fresh smoke. Brandt [9] discusses the coagulation 
of smoke particles in a strong acoustic field and shows that after 10 minutes the smoke 
has formed ropes of particles of indeterminate length and shape. Since we are taking 
measurements in the regime where the smoke is still relatively fresh, the particles will 
still be small enough to follow the flow. 
Secondly, we are assuming that all particles are in focus. Since the depth of focus 
of the camera is very small, the particles which are out of focus in the interrogation 
area will generally cause a constant background illumination across the negative and 
this will not significantly alter the expression. 
Thirdly, we are assuming that all the images are contained by the window. This 
assumption, which was made in the flow only case, is not generally true in this case 
however. The images have a length which is sometimes of the order of 1/5th of the size 
of the interrogation area and so there is a large number of images which are clipped 
by the window. The large number of incomplete particle images will produce a low 
frequency component in the power spectrum which will translate into a larger central 
peak in the autocorrelation plane. 
Using the Wiener-Kinchine method of producing the autocorrelation plane means 
that the power spectrum is defined as; 
PS(k,l) = FT[I(x,y)]FT[I(x,y)]* 	 (74) 
and the autocorrelation plane is defined as 
R(x,y) = FT[PS(k,l)]. 	 (7.5) 
The Fourier transform of the image can be shown to be, 
FT[I(x,y)] = C. Jo (2A n k) e_ 22 +12 ) 
n An 
(cos [27r (kx + ly)]  + i sin [27r (kx + ly)]) 	(7.6) 
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cos [27r (k(x - S m ) + l(yn - ym))] 	 (7.7) 
If we assume that the streak length is constant over the area under investigation, 
say 2A m , then the expression can be simplified to Equation (7.8) 
PS = 	_J0
2(27rAk) e _21rcT 2 (k 2 +12 ) 
A2  
CmCn cos [27r (k(x 	Sm) + l(yn - ym))] 	(7.8) 
n m 
Looking at Figure (7-3) which is the power spectrum of Figure (7-1), we can see 
that there are two parts to the equation of significance, the J()e_22(k2+12)  term and 
the summation. The summation term causes the speckled effect which we will ignore 
since the random size and orientation of the terms will make this term approximateable 
by a constant. 
The j02 	term determines the shape of the halo. The Bessel function 
produces fringes which are perpendicular to the direction of the streak. It might 
be possible then to measure the streak length from the power spectrum and this is 
investigated in section (8.2.1). 
The Fourier transform of equation (7.8) ignoring the summation term is; 
2 	 2 R(x, y) - 	 K( 	® 
- 2 A m /I2_I 	
12 - Am I 
0 E DmDnS(xn - Sm) .S(yn, Ym) 	(7.9) 
n m 
and this is shown in Figure (7-4). 
The K() function is the elliptical integral of the first kind and has no simpler 
definition than 
ir/2 
K(m) = f [(1 - t 2 )(1 - rnt2 )] 112dt 	 (7.10) 
and has the form shown in figure (7-5) which was numerically solved. 
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Figure 7-3: Power spectrum showing vertical fringes formed by shape of 
the image. 
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Figure 7-4: Autocorrelation plane of interrogation area showing the broad 
central peak caused by the shape of the images. 
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Figure 7-5: Form of elliptical integral function of the first kind for streak 
of length 2 distance units 
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Figure 7-6: A graph showing a Bessel function (solid line)and its approxi-
mation (marked line) showing that past the first zero they coincide. 
We can approximate the Bessel function term in the power spectrum in order to get 
an analytical form of the autocorrelation function[65]. If we note that for 27rA m k >>2.5 
(see Figure (7-6) 
1 
Jo (2irAm k) 	 cos(27rAmk—) 
4 	
(7.11) 
then equation (7.8) can, if we consider the summation term as being a constant, be 
approximated as 
PS = 4Ake 	(1 + Slll(4A m k)) 	 (7.12) 
The Fourier transform of this will be 
1 	1 
AP 
= _.1(x2+y2) 0 (11(2A 5 ) + 0 	) 	 (7.13)2~2
/rAk /4irAk 
This function is more similar to that shown in Figure (7-4) than the K() function 
(see Figure (7--7) which shows the right hand part of the function), and this means 
that in general the end peak is not produced in the Fourier Transform possibly due to 
the averaging of the central portion of the Power spectrum. The portion of the power 
spectrum within the first minimum is the only different part of the function and it must 
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Figure 7-7: Form of the approximation to the elliptical integral. Showing 
only positive distance. Streak length was 2 distance units. 
be this part which produces the side peaks at ±Am in Figure (7-5). This part is spread 
over only a few pixels, and has other contributions to its size, such as a spike due to 
background illumination in the interrogation area, so it would be more likely to take 
on the attributes of the approximation than the exact form of the Power Spectrum. 
7.2.1 When a Flow is also present 
If a flow is also present in the interrogation area and if we make a multiple exposure 
photograph of the area, then we can also measure the average velocity over the area. 
If we define the velocity displacement as being (Ax, ay),  so that a particle pair will 
occur at (, ) and ( -v, -j), then equation (7.14) showing the intensity across 
the interrogation area, will now become 
_________________ 	7T(2 
I(x, y) = H(T, T) 	
BH(A)8(y - yn) ® x +y2 ) 
n A ,, VA 2  - (x - x) 2 
Ax Ay 	Ax 	A 
0 [b(x — 2 , y — 2 ) + 6(x + 2 , (7.14) 
We will have to make a further assumption here that most of the particle pairs are 
present within the interrogation. If a significant number of the particles have their 
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Figure 7-8: An interrogation area showing the form of the interrogation 
area when a flow displacement is also present between exposures 
associated images outside the interrogation area, then this will tend to produce less 
prominent velocity peaks and it is even possible that the random correlation peaks will 
be larger than the velocity peaks. 
PS = 	J2(2Amk)C_22(k2+l2)(1 + cos (2(Axk + Ayl))) A2 
Xm) +l(Yn1/m))) 	(7.15) 
n m 
The power spectrum of an interrogation area of the type shown in equation (7.14) 
will be of the form shown in Equation (7.15) and Figure (7-9) and this is similar to 
that for the sound field except that there is an extra cosine term present which will 
form fringes superimposed on the J() exp22(1c2+12)  halo. Here we have made the same 
assumption as for the streak length in that we assume that the velocity displacement 
does not change over the interrogation area. 
The separation of these fringes will be related to the velocity displacement, but it 
will be easier to measure this in the autocorrelation plane. This will consist of images 
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Figure 7-9: Power spectrum for case where there is a displacement between 
exposures, showing cosine fringes (at 45° to horizontal) superimposed on the 
vertical fringes due to the image shape. 
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similar to those formed for the single image case centred on the positive and negative 
velocity displacements (see Figure (7-10) and Equation (7.16)). 
2 2 	2+y2) )Øexp R(x,y) = 	______ 	______ 
2AI2 - x2 Am A m 
0(1 + 6(x - Ax, y - Ay) + I  b(X + Ax, y + Ay). 	(7.16) 
Again we have the K() function and it is also possible to approximate this with 
the same term as shown in equation (7.13). In this case (see Figure(7-10)) we do have 
side peaks on the central peaks due to the length of the streak, but they are shifted 
towards the centre and are not very prominent. 
7.3 Conclusions 
We now have a form for the power spectrum and the autocorrelation plane of the image 
area which we can analyse to find both the flow velocity and the acoustic particle 
velocity. 
Firstly we shall note some of the assumptions which were made in the derivation 
of the theory. 
. We assumed that the images are the convolution of the probability density func-
tion for a sine wave and the image of the seeding particle at rest and that they 
are recorded linearly. 
. We assumed that the oscillation was strictly in a direction parallel with the pixel 
grid. 
• We assumed that there were no images concatenated by the edges of the interro-
gation area. 
• We assumed that the seeding particles images were all the same size and shape 
(i.e. they were all in focus, and the seeding particles were all the same shape and 
same order of size). 
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Figure 7-10: Autocorrelation plane of image which has been multiply ex-
posed showing the velocity displacement peaks.The shape of the peaks is 
similar to that when we have only a single exposure 
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• We assume that images do not overlap. 
. We assumed that the summation term in Equation(7.8) approximated to a con-
stant. 
We shall try here to justify some of these assumptions. If we consider them in 
order. The images are, to a good approximation, the convolution of the seeding particle 
images and the probability density function. The pixelation of the images (when they 
are scanned in, the scanner averages over the area of a pixel) will not be a problem as 
long as the image has enough resolution, and the image can be linearly recorded if we 
make sure that the image is not over-exposed. In fact, a small background illumination 
could be beneficial, in that this will allow us to use shorter exposure times. The image 
would then always be brighter than the threshold light level of the film, meaning that 
we could adjust the exposure time with more freedom, allowing us to use the linear area 
of the film. This background illumination would, however, make the negative noisier. 
The orientation of the fringes was taken as horizontal to simplify the mathematics. 
This is not essential, and they can be oriented in any direction. 
The effect of the images which overlap the edge of the interrogation area is not fully 
known, but will be discussed on page 82 
A quick look at an image will show that the seeding particles are not all exactly 
the same shape and size, and they are not all sharply in focus. The average over 
the interrogation area will average out these different sizes to produce a halo with an 
averaged width. This point is covered in general PIV theory (see Adrian (1988)[2] for 
example). 
The overlapping of images can be a problem, because this will push the brightest 
part into the non-linear area of the film unless this is taken into account and the 
exposure time of the images set so that even overlapping images will he within the 
linear area of the film. 
The summation term is difficult to quantify in that it depends on the distribution of 
the images within the interrogation area. If the images are randomly positioned, then 
the summation term will be evenly distribution across the area. Various researchers 
have considered this term and the usual convention is to assume it is a constant. 
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A mathematical model has been determined which will allow us to find the am-
plitude of the oscillation and the flow velocity from PIV negatives. The model shall 
be tested using simulated PIV pictures in which the various parameters are known 
before the method chosen to analyse the negatives is used on real pictures of the case 
of acoustic streaming. 
Chapter 8 
Analysing Simulated PIV images 
We can see from equations (7.15) and (7.16) that the value of the amplitude of fluctua-
tion can be determined from the power spectrum and the autocorrelation plane. Also, 
we note that several assumptions were made to derive these equations, notably that 
only complete images are found within the interrogation area. We are also interested 
in how the ratio of the seeding particle image size and the streak length affects the 
values obtained. 
In order to investigate these factors it is necessary to have images in which the 
values are known. It was for this reason that we determined to produce simulated 
images. 
8.1 Production of the Images 
Equation (7.2) assumes that the image is made from the convolution of the probability 
density function of the sine wave and the seeding particle image. 
An artificial image can therefore be made up using this expression. When this 
image is scanned into the computer, however, the scanner averages over the area of a 
pixel. If this is done to the equation then the pixelated image can be approximated by 
T 	n+O.5 
(_
H(Am) 	ll(x 2 +y2 ) 
(X, Y) 	
In_O.5 	A - x2 




+ 0.5 	n - 0.5)
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This would involve doing a convolution in a generating program, but has the disad-
vantage that we are looking at the average of the pixels in a function which is changing 
very rapidly over that pixel and is discontinuous at the ends of the function. A function 
which changes very quickly in the image plane, changes slowly in the Fourier plane, 
and since it was easier to make image streaks of non-integer length in the Fourier plane, 
we chose to construct the images in the Fourier plane. The information is spread over 
the whole Fourier plane instead of being contained in a few pixels which have been 
averaged over, so it is easier to vary parameters in the Fourier plane. 
The form of the constructed Fourier Transform will be 
o(k 2 +12 ) 
FT[I(x,y)] = Jo (irA m k)e 	 (8.2) 
The image formed from this Fourier transform is placed randomly in a blank image file 
with as many particle pairs as desired, and the displacement due to the the velocity 
and the amplitude of the streak are varied with the position of the image in the file 




= 8cos 	 (8.3) 
y—y) 2 \ 	4rx\ 
U 	
( 
= 10 (i - 	




Uy = 	(y - y) I- 





These are the equations of streaming in a square duct pipe with the wavelength in our 
examples being .\ = 8000 pixels, and the width of the pipe being yi=  901 pixels. 
The position of the images was pseudo-random, and this meant that for the same 
initial number in the random number generator, and same file size, the images were 
positioned in the same places in the blank file allowing us to construct identical pho-
tographs with different halo-widths on the images. The initial number of images and 
the size of the halo-widths could be altered to obtain images similar to those obtained 
experimentally. The listing for the generating program is shown in Appendix B. 
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8.2 Measurement of the streak length from the 
power spectrum and autocorrelation plane 
There are two obvious methods of measuring the streak length from the data presented 
in the interrogation area, from the power spectrum and from the autocorrelation plane. 
In this section we will consider them both, showing examples constructed computa-
tionally, and showing the various factors which affect the results and the considerations 
which have to be made in order to get meaningful results. 
8.2.1 The Power Spectrum 
Equation(7.8) implies that the fringes caused by the streak length will be proportional 
to J(rAm k) in the x-direction of the power spectrum. If we consider Figure (8-2), 
the power spectrum of Figure (8-1), then we can see the vertical fringes due to the 
streak length, and the other fringes superimposed at an angle due to the displacement 
between image pairs. The measurement of the Bessel fringe spacing directly from 
this power spectrum would be affected by the noisy background and the cosine fringes, 
meaning that it would not be possible to accurately find the spacing between the fringes 
directly from the power spectrum. If we average the spectrum along the direction of the 
fringes however, this will produce a function which is proportional to J(7rAm k) and 
so the peaks in the function will occur when irA m k = 3.8317, 7.0159, 10.174, etc. This 
provides an easy relationship from which to obtain the length of the streak (Equation 
(8.6)). Since the power spectrum has symmetry, we will only consider the right hand 
side of the profile. 
Am = 1 * (3.8317ifn = 1,7.0156ifn = 2,or1O.174ifn = 3) 	(8.6) 
27r k,  
Figure (8-3) shows the square root of the averaged power spectrum (Figure (8-2)) 
and this can easily be compared to the form of the theoretical equation (equation (7.8)) 
with a Bessel function of the same argument to show that it compares favourably. 
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Figure 8-1: Sample interrogation area with a = 0.1414 ,A m 	7.72 pixels, 
11 (-11.61,5.87) 
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1/pixel 
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Figure 8-3: Graph showing profile of the power spectrum when averaged 
along the fringes compared to theoretical form 
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Figure 8-4: Profile of three images with amplitude 6.757.0 and 7.25 pixels 
and their average. This shows that the sum of three profiles with different 
amplitudes (in red) is similar to the profile of the average profile (in green) 
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Table (8-1) shows the amplitude measured from the various peaks of the profile of 
the power spectrum (the profile is found by averaging the power spectrum along the 
fringe direction). As can be seen, all the expected values are within the error bound 
of the measured value. There is a low frequency component added on to the Bessel 
function, but that will be expected from the summation which was ignored in equation 
(7.8) which will be a constant which is then multiplied by the halo-shape due to the 
seeding particle image. It can also be seen that it is inherently more inaccurate to 
measure from the first peak than from the second peak,because the error decreases 
inversely as the spatial frequency increases. This is because the spatial frequency is 
inversely related to the amplitude of the vibration. The first peak also gives a higher 
value due to the shift imposed on it be the central peak. There are two factors which 
No. of Peak Bessel function turning point k 
(pixels) 1 
A m  
(pixels) 
A A m  
(pixels) 
1st 3.8317 0.076 8.07 0.89 
2nd 7.0156 0.145 7.70 0.44 
3rd 10.174 0.210 7.69 0.30 
4th 13.324 0.270 7.84 0.24 
5th 16.471 0.344 7.61 0.18 
6th 19.616 0.400 7.81 0.16 
7th 22.760 0.467 7.76 0.14 
Table 8-1: A table to show the amplitude measured from the various peaks in the 
averaged power spectrum. Expected value was 7.74 pixels. 
can affect the profile of the power spectrum. The first is the incomplete (or clipped) 
images, the second is the variation of the amplitude over the area. 
The first factor, the clipped images, was a factor which was not included in the 
initial theory in Equation (7.8). If we say that the 111h  incomplete image will have the 
Fourier Transform e(k, 1) then ignoring the summation we would add on to the power 
spectrum a factor 




--Jo (2irA ri k)® m (k, 1) exp222+12) 
+ E i Om (k, 1)0(k, 1) exp2222) 	 (8.7) 
rn n 
The second term will add a term which is almost constant to the power spectrum, 
and the first term will add a factor which is proportional to Jo (27rAk). The effect of 
these incomplete images cannot be taken into account since it will depend not only on 
how many incomplete images there are, but also on how much of each image is missing. 
This effect can be suppressed if we have a much larger number of images completely 
contained within the interrogation area than are clipped, and so a larger interrogation 
area will be better. 
The second factor, the variation of the amplitude was investigated by constructing 
a test case. In the situation stated here the amplitude varies from 7.716 - 7.807 pixels 
at the edges of the area, with the average being 7.763 pixels . This is not a very large 
variation across the area being about a 0.5 % variation. PIV will generally allow a 5 
% variation of the mean velocity displacement across the interrogation area and it will 
have to be determined what the allowable variation for the amplitude will be. 
If we consider Figure (8-4) which shows three profiles and the average of these 
three profiles, we can see that this averaging still produces the peaks and troughs of 
the function in the same places as the average profile. 
Conclusions 
The measurement of the amplitude is therefore possible from the profile of the power 
spectrum. The first peak of the profile is not the best position to take the measurement, 
however, since it is usually shifted by the central peak, and the error associated with 
the frequency is relatively higher than for the further peaks. We should therefore use 
the second or third peak to make the measurement. 
The variation of the amplitude has the effect of producing peaks and troughs in 
the same position as the average amplitude. The clipped images will introduce some 
terms which will be of a much smaller order than the the main terms in equation (7.8) 
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as long as there are significantly more complete images than incomplete images and so 
can therefore be ignored. 
The summation term will introduce a low frequency term which will raise the zeros 
of the function, but will not affect the position of the peaks and troughs. 
8.2.2 Determination of the streak length from the autocor-
relation plane 
From equation (7.16) and figure (7-5) we can see that the expected form of the auto-
correlation plane was a long thin central peak with two peaks at either end positioned 
at twice the amplitude of vibration with two copies of this on either side at positions 
associated with the velocity displacement. 
As was noted before this is not generally what we get. We seem to get the peaks 
at either end appearing as bulges on either side of the thin streak (Figure (8-5) and 
(7-7)). The Bessel function looks more like its approximation, and the end peaks are 
not produced. 
It is not possible therefore to measure the amplitude of the oscillation from the 
autocorrelation plane in its present form. The modification of the image plane will 
be attempted in section (8.5) to see if the autocorrelation plane can still be used to 
measure the amplitude. 
8.2.3 Determination of the velocity from the autocorrelation 
plane 
As well as wanting to measure the velocity amplitude of the oscillations, we are also 
interested the possibilities of measuring the mean velocity at the same time. Gray et 
al. [58] measured the streaming velocity at the velocity nodes where the streak length 
was very small, but had problems where the streak length was longer. The velocity 
peaks can easily be seen in the Figure (8-5), and it can also be seen that its centre is a 
much larger peak, which means that the velocity can easily be found by a largest peak 
search. In this case the largest peaks are at (-11.8,6.0) and (11.8, -6.0) compared with 
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an expected (-11.6,5.9), so you can see that despite the shape of the peaks it is still 
possible to find the velocity from the autocorrelation plane in the ordinary manner. 
These velocity peaks are of the same form as the central peak, but with a smaller low 
frequency component since we do not have the zero components superimposed. 
The broad nature of the velocity peaks could cause problems if the mean velocity 
was purely in the direction of the oscillation, since this will mean that the central 
peak and the velocity peaks could overlap, giving rise to false peaks between them. 
If we consider Figure (8-6) which shows the measured velocity amplitude against the 
number of pixels across the tube compared to its expected value, we can see that at 
points close to u y =0 the u value becomes very erratic. This phenomena should be 
taken into account when considering the area and we should attempt to make either 
u >> 2A, if u is small, or make u non-zero by some sort of image shifting. 
















Figure 8-5: Autocorrelation plane of figure (8-1). 
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Figure 8-6: Variation of theoretical and measured u and u, velocity dis-
placements in pixels against distance along the photograph in pixels 
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8.3 The effect of the aperture size on the images. 
It can easily be shown that an estimation of the diameter of the image of a seeding 
particle (di ) recorded on the photographic film is 
d, = JM2 d + d + d 
	
(8.8) 
where d is the seeding particle size, M is the magnification of the imaging system, d3 
is the diffraction-limited spot diameter of the optical system given by 
2.44(1 + M)f\ 
	
(8.9) 
and dr is the resolution of the recording medium [2]. The f-number of the lens is 
denoted by f#, and A denotes the wavelength of the light. 
Thus the size of the image on the negative will depend on the these parameters only. 
We are interested in the size of the seeding particle image recorded on the photograph, 
and so we will note that the image recorded on the negative, SI, will be approximately 
Gaussian of the form 
SI 	
--!-(x2+y2) 	 (8.10) 1..I 	 TI 
where 
cl 
= -- 	 (8.11) 
The halo-width on the photograph will be dependent on the rriagriification between 
the negative and the photograph (M1 ) and this can be defined as 
a = M1 a 
	
(8.12) 
We will use the measure - rather than just the measure a to distinguish between 
A m 
the different types of streaks that can be observed from the convolution in equation 
(7.2) because the cases of a large halo-width and a large streak length will be the same 
as for a small halo-width and a small streak length. We shall look at three types of 
streaks, one in which the streak length is much greater than the seeding image, one in 
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225- 250 









8. 	 PI\ IMAGES 
Figure 8-7: Variation of image shape with increase in the width of the 
image halo for -f-- (U) 	= (LOTi, -f- U. 1 25 ( From top down). 
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Figure 8-8: Interrogation area for 	= 0.0177. 
which the seeding image is beginning to affect the results, and one where the seeding 
image is large enough to affect the results. All three of these cases will be present in a 
standing wave, since the amplitude of fluctuation is related to the distance along the 
tube, and so the case of a large amplitude will occur at a velocity anti-node, while a 
small amplitude of fluctuation will occur at a velocity node. 
The images used were f- = 0.0177, f- = 0.0559 and f- = 0.079.(Figure (8-7)) 
As you can see from this figure, the increase in the halo-width will shift the position of 
the highest point of the end-points towards the centre of the image making the streak 
seem shorter than it is. 
We shall construct three separate images with different 	ratios and with an av- 
erage streak length of approximately 7.92 pixels, and an average velocity displacement 
of (4.568.30) and we shall compare the power spectrums and autocorrelation planes of 
all three to determine the effect of the image width on the visibility of the amplitude 
peaks and the velocity peaks. These three images will be identical in every way except 
that the halo-width to amplitude ratio will be different. 
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Figure 8-10: Interrogation area for 	0.0559 
Am 
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Figure 8-12: Interrogation area for 	= 0.079. 












Figure 8-13: Autocorrelation plane for 	= 0.079. 
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Figures (8-8),(8-10) and (8-12) show the chosen interrogation areas of the three 
cases ---=0.0177 ----0 0559 and t-=0.079  respectively. A m 	'Am 
The autocorrelation planes of these images are shown in Figures (8-9), (8-11) and 
(8-13), while Figure (8-14) shows the profiles of the power spectrum for the three cases 
and Table (8-2) shows a summary of all results. 
01 A m from A m from Am from velocity from AP Am 
1st peak of PS 2nd peak of PS 3rd peak of PS 
0.0177 7.92 8.06 7.98 4.09,8.77 
0.0559 7.69 8.17 8.10 4.47,8.80 
0.079 7.99 8.32 8.24 4.54,8.75 
Table 8-2: The amplitude of displacement and the velocity displacement measured 
for several areas with different image width/amplitude ratios. Expected values were 
amplitude==7.92 pixels and velocity = (4.56,8.30) 
As you can see from the autocorrelation planes, the side peaks are not very promi-
nent at all, but seem to be swamped out more as 	increases showing that it is not A m 
easy to find the amplitude from the autocorrelation plane. This means that it is only 
possible to find the peaks accurately for very small values of A m 
Figure (8-14) shows that the increase of the halo-width increases the damping of 
the profile and there is a small shift of the peaks towards the centre. Figure (8-15) 
shows that there is a general trend of larger measured values of the amplitude for larger 
halo-widths although it should be noted that the error in the measurements is of the 
order of 0.5 pixels. If figure (8-15) is studied closely, we can see that the larger the 
halo-width, the more each peak is shifted towards the centre. The third peak is shifted 
less than the second peak and so gives more accurate values in general than the second 
peak, and we also found that this was true for the second peak giving more accurate 
values than the first peak, but this is not shown in the example we have chosen here. 
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Figure 8-15: Graph showing how expected amplitude and measured ampli-
tude vary with the halowidth. 
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8.3.1 Discussion of effect of aperture size on images 
As we have shown, the increase of the 	ratio will produce autocorrelation planes 
with amplitude peaks that are swamped by the central peak and so there will not he 
any amplitude peaks except for at small ratios. 
In the measurements of the amplitude from the power spectrum, the increase in 
will cause a general increase in the amplitude. The first peak will he affected more by 
this than the second or third so it is better to take measurements from the second, or 
third peak, instead of the first. 
We also show that the f- ratio does not affect the velocity measured to a significant 
amount in these examples. This is true for most f- ratios as long as the velocity 
displacement is large enough so that the presence of the central peak does not shift the 
velocity peaks towards the centre. Table (8-2) does have the first velocity smaller than 
expected by 0.5 pixel, but that can be explained as due to noise in the autocorrelation 
plane. 
8.4 The effect of the size of the interrogation win-
dow. 
In section (7. 1), we discussed the necessary size of the interrogation area and determined 
that we would like its width to be of the order of 5 or six streak lengths in size for best 
velocity results. Here we will justify this point and show the effect of the change in the 
size of the interrogation area on the results obtained from that area. 
A simulated photograph was constructed of size 400 pixels x 800 pixels and image 
width a = 0.316 pixels. The images had an amplitude of vibration of approximately 
8 pixels long so the streaks were typically of the order of 16 pixels long. Three in-
terrogation areas were taken, centred on the point (210,210), and these were used to 
investigate how the change in size of the interrogation area affected the results. The 
average velocity displacement expected for this area was (2.631,-8.790),(2-634,-8.759) 
and (2.639,-8.713) respectively (the velocity displacements were determined by averag- 
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Figure 8-16: An interrogation area of size 48 pixels showing average dis-
placement of (2.631,-8.790) and average amplitude of fluctuation of 7.970 
pixels 
ing the expected velocity over the whole interrogation area), so the interrogation areas 
chosen were of the size 3x streak length, 5x streak length and 7x streak length (48 
pixels, 80 pixels and 112 pixels). These are shown in Figures (8-16), (8-18) and (8-20) 
respectively. The centre point is sometimes removed, giving the impression of a double 
point at the centre, because we wished to scale the heights so that the velocity peaks 
could he seen and the centre point was sometimes of a much greater order. With the 
centre point removed, however, the ratio of the highest point to velocity peak height 
is of a much better order. 
Figure (8-22) shows the profiles of these areas and from these we can determine 
the effect of a larger area. The smallest area of 48 pixels produces a profile which 
uses only 3-4 points to determine a period of the Bessel function (peak to peak). This 
means that the profile is not well defined. For the larger area of 80 pixels, the profile is 
defined with a great deal more accuracy, with there being 6 points defining the period 
of the Bessel function. For the largest area, the points are again more closely spaced 
together, allowing the position of the peak to be determined with more accuracy. 
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Figure 8-17: Autocorrelation plane with velocity peaks at (2.85,-8.86) 
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Figure 8-18: An interrogation area of size 80 pixels showing average dis-
placement of (2.634,-8.759) and average amplitude of fluctuation of 7.969 
pixels 
If we make the assumption that we need a certain number of points in order that 
the Bessel function can be distinguished, then the determination of optimum size can 
be discussed mathematically. 
The first peak of the Bessel function occurs when 
(27rfl m kp ) = 3.8317 
	
(8.13) 
where k is the wavenumber of the first peak, which can be written as 	, where 2* T 
is the size of the interrogation area, and s is the number of pixels to the first peak. 





If we now assume that we need six points to define the Bessel function to the first 
peak, then we can replace 3 by six in equation (8.14) to show that the size of the 
interrogation area would be of the order 2 * T =2 * 4.9 * A m . 
An area smaller than this will not resolve the Bessel function properly, leading to 
larger errors. An area larger than this will produce errors due to the larger variations 
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so 
Figure 8-19: Autocorrelation plane with velocity peaks at (2.49,-8.81) 
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Figure 8-20: An interrogation area of size 112 pixels showing average dis-
placement of (2.639,-8.713) and average amplitude of fluctuation of 7.968 
pixels 
of the velocity and amplitude which widen and shorten the significant peaks making 
them harder to detect. 
Table(8-3) shows the measured amplitude and the error of measurement from which 
we can illustrate some points. From the table it can be seen that as the size of the 
area increases from 48 pixels to 80 pixels, the measured amplitude becomes closer to 
the expected value and the error associated with the measurement becomes smaller. 
As the size of the area increases from 80 pixels to 112 pixels, the measured value does 
not change, but the error decreases. 
The autocorrelation planes are shown in Figures (8-17), (8-19) and (8-21) and table 
(8-3) shows the values obtained for the displacement and the amplitude compared to 
the average value in the interrogation area. The values for the velocity in these cases 
correspond quite well with the expected values for all sizes of interrogation areas, 
since the areas used here were small enough that the velocity peaks were significantly 
correlated so as to be higher than the random correlations. 
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Figure 8-21: Autocorrelation plane with velocity peaks at (2.74,-8.33) 
size of area expected A m from error expected velocity 
A m  2nd peak velocity displacement 
(pixels) (pixels) (pixels) (pixels) (pixels) (pixels) 
48 7.97 7.77 0.56 (2.63,-8.79) (2.85-8.86) 
80 7.97 7.97 0.36 (2.63,-8.76) (2.49,-8.81) 
112 7.97 7.98 0.26 (2.64-8.71) 1 	(2.74,-8.33) 
Table 8-3: A table showing how the amplitude of fluctuation measured from the 
profile and the velocity displacement measured from the autocorrelation plane compare 
to the known values. 
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Figure 8-22: Profiles of the three sizes of interrogation area showing in-
crease in resolution that exists for larger areas 
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8.4.1 Discussion of the ideal interrogation area size. 
The two factors which determine the size of the interrogation area are the velocity 
displacement and the amplitude. As we have shown, the amplitude can be found 
with acceptable error in an interrogation area which is greater than 5 x streak length. 
The larger an area is , however, the less significant the results due to the lessening 
correlation between the images until eventually, for an interrogation area where the 
velocities change by over 5% over the area, the assumption that the amplitude and 
velocity do not change by much over the area will be broken, resulting in no significant 
profile in the Power spectrum and no significant peaks in the autocorrelation plane. 
The area should be kept as small as possible, therefore, in order that the velocity 
displacement and amplitude do not vary by a significant amount across the area. 
The optimum size of the interrogation area is therefore one which is determined by 
the size of the amplitude and is of the order of 5*streak  length. 
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Figure 8-23: Figure 8-18 which has been edited to only show all the local 
maximums which are the end points of the streaks. 
8.5 Modification of the image plane 
As can be seen from the discussion of the results from the autocorrelation plane and 
the power spectrum, the shape of the image causes problems which, although they can 
be accounted for, are a nuisance. It would be more desirable if the image was simplified 
in some way, say to make it an image with only two dots at the end of the streaks. This 
would reduce the problem down to a simple peak finding routine in the autocorrelation 
plane and this could be carried out quickly and efficiently. 
We will do this by finding all the points in the image which are local maximums. 
These points will he the end points of the streaks and when we calculate the auto-
correlation plane of that it will provide four significant peaks, two associated with the 
amplitude of vibration (the distance between the peaks at either end of the streaks) 
and two associated with the velocity displacement. If we use Figure (8-18) as an ex-
ample, we can construct a file which only contains the points which are local maxima 
(Figure (8-23)) by simply scanning for points which are larger than their neighbours. 
Comparing this picture with Figure (8-18) will show us that the points which remain 
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Figure 8-24: Power spectrum of local maximum interrogation area showing 
two cosine terms superimposed at an angle. 
in the area are the ends of the streaks. The power spectrum of this area will be a 
multiplication of two cosines at different angles (Figure (8-24)) and this will produce 
the autocorrelation plane Figure (8-25) in which there are four main peaks, one on 
either side of the centre due to the correlation of the end points, and two positioned 
below and above the centre caused by the correlation of the images displaced by the ve-
locity displacement. Table (8-4) shows how the displacement values obtained compare 
to the expected values. The velocity varies by a pixel or more over the interrogation 
area, so the peak is much smoother allowing the velocity values to be interpolated to 
greater accuracy. The amplitude does not vary by a significant amount and so the 
interpolation gives an integer value. If we consider Figure (8-26) which shows the 
amplitude measured against the distance along the tube, we can see that the measured 
values go up in integer jumps and are all a constant value smaller than the expected 
values. 
The amplitude peak is always closer than expected to the centre because of the 
non-continuous nature of the form of the streak. There is a discontinuity at the end of 
the streak which means that when the halo function is convoluted with it, the peaks 
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Figure 8-25: Autocorrelation plane of the local maximum interrogation 
area showing four prominent peaks formed due to end points of streak and 
velocity displacement between exposures. 
amplitude of fluctuation velocity 
(pixels) (pixels) 
expected value 7.97 (2.63, -8.76) 
measured from original image 7.97 + 0.36 (2.49,-8.81) 
measured from modified image 7.00 (2.15,-8.90) 
Table 8-4: A table showing the measured values from the modified image and corn-
paring them to the expected and the measured values from the original 
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Figure 8-26: Graph showing measured amplitude against expected ampli-
tude and measured amplitude plus an offset of 0.85 pixels. 
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will be shifted inwards (see Figure (8-7)). The image width which was given to the 
image in Figure (8-23) was a = 0.316 and this will give an amplitude which will be 
about 0.03 pixels smaller than expected. This is much smaller than the discrepancy. 
The factor which can account for some of the discrepancy, however, is associated 
with the probability density function having a maximum at the far edges of the streak, 
whereas the pixelated version of it has the peak situated at the centre of the pixel. 
This will mean that the measured value is at least 0.5 pixels smaller than the expected 
value. This would account for some of the difference between the expected results and 
the measured results shown in Figure (8-26). 
The rest of the difference can be accounted for if we consider that the pixelation 
will also cause the end pixel to be of a smaller value than the next to end pixel if the 
amplitude is slightly more than an integer value due to the shape of the probability 
density function. If we note that a pixel is defined as 
HEIGHT OF PIXEL = sin_1( + 0.5) sin—'( —0.5) 	(8.15) 
A,, 	 A, 
then the end pixel and the penultimate pixel will be 
HEIGHT OF END PIXEL 	- sin1(1 - -) 	(8.16) 
HEIGHT OF PENULTIMATE PIXEL = sin1(1 - 
	b+ 1 ) 
vn 	 m 
(8.17) 
respectively where A m - b is the inner edge of the outer pixel. This means that the 
amplitude is b pixels longer than an integer where 0 < b < 1. If we compare these two 
functions (Figure(8-27)) then we can see that they cross at approximately b = 0.35. 
This means that when b < 0.35 the end pixel will be smaller than the penultimate 
pixel and the local peak detection routine will chose the penultimate peak instead of 
the final peak. This means that the amplitude measured will be at least 0.85 pixels 
smaller than the expected value if the 0.5 mentioned above is taken into account. This 
can be seen in Figure (8-26) where the measured value plus the offset of 0.85 fit the 
expected values much better. The position of the intercept (0.35 in this case) does 
depend on the amplitude of the oscillation, but does not vary by much. In fact it stays 
between 0.33-0.38 for 2 < A m < 100 pixels. 
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Figure 8-27: Graph showing how the height of the penultimate and ultimate 
pixels vary against one another when the amplitude is b (a fraction of a 
pixel) larger than the inner edge of the pixel. 
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halo-width measured amplitude measured amplitude velocity displacement 
plus offset 
(pixels) (pixels) (pixels) (pixels) 
0.1414 7.03 7.88 (3.97,9.00) 
0.200 7.04 7.89 (3.96,8.99) 
0.316 7.00 7.85 (3.97,8.94) 
0.447 6.55 7.40 (4.46,8.99) 
0.632 6.12 6.97 (4.02,8.96) 
Table 8-5: The variation of the measured amplitude against the halo-width for area in 
which the expected value was 7.92 pixels and the velocity displacement was (4.56,8.3) 
8.5e1 Change in halowidth 
As we can see from above, the local maximums found are at least 2x0.85 pixels further 
apart than the expected value due to the pixelation of the image. Another factor which 
can affect the separation of the images is the halo-width which (as can be seen in figure 
(8-7)) will affect the position of the highest points of the image. 
This correction is small for low values of 	but can be much more noticeable for 
higher values. Table (8-5) shows how the value obtained varies against the ratio 
From this it can be seen that the measured value decreases compared to the expected 
value for increasing t-, 	Figure (8-28) shows this in graphical form. This shows 
that for small halo—widths, we have good agreement, but at larger halo-widths, the 
measured value drops away very sharply from the expected value. 
8.5.2 Discussion of viability of this method 
It can be seen from the results that if we use the aiitocorrelation of the modified image 
plane to find the amplitude of the oscillation we find that we have to add on a factor of 
0.85 pixels due to the pixelation of the image, and also another unknown factor due to 
the particle image halo-width. This extra factor is very significant at large halo-width, 
and this means that this technique only gives good measurements at small halo-widths. 
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Figure 8-28: Graph showing how measured amplitude plus the offset of 
0.85 pixels compares to expected value as the halo-width is varied. 
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The technique also only measures in pixel steps and therefore is not accurate to more 
than half of a pixel. 
The velocity measurements from the autocorrelation plane are not dependent on the 
halo-width to as great an extent. In fact a larger halo-width will produce a smoother 
peak and allow the interpolation routine to identify the peak with sub peak accuracy. 
8.6 FT of profile 
As we noted in section (7.2) the Bessel function can be approximated by the function 
1 
Jo (2irA m k) R 	 cos(2irAmk - 	 (8.18) t/27rA m k 	 4 
and that this will produce an autocorrelation plane which does not have the end peaks 
expected from the K() function. At the time we just noted that this was true, and in 
section (8.2.2) it was shown that in general the autocorrelation planes, possibly due 
to their resolution, did not have these end peaks either. This meant that it was not 
possible to make a measure of the amplitude from the autocorrelation plane. It was to 
try to get around this problem that we tried modification of the image plane, but that 
proved unsatisfactory, so instead we will return to the theory of the autocorrelation 
plane and consider the possibility of using the approximation of the Bessel function to 
find the amplitude. 
Figures (8-29) and (8-30) show the form of the profile and the Fourier transform of 
the profile, showing that the Fourier transform has the same form as the approximation 
of the elliptical integral. The form of this function can be seen to be the box function 
ending at 15.8 pixels with a type function added to it. We can see that the end 
of the box function is marked by a steep decline in the function with the centre of 
that slope being the amplitude. If we consider this in the mathematical terms, the 
autocorrelation plane can be described as 
	
AP(x,y) = (FT [4mk] + ll(2A m )) 0 	 (8.19) 
7r A 
4ir The FT [_
1 
 ] 
term will be of the form of a and so if we consider the first Amk 
[I 	2 
derivative of this with respect to x ignoring the 	term which is averaged, we 
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(e_:_2'tm)2) + e_11((2Am)2)  + e )2) ) 	 ( 8.20) 
This consists of three peaks, one at the centre and two at either side at a distance 
2A m pixels, Two of these peaks can be seen in Figure (8-30), which shows the gradient 
of the FT of the profile compared to the FT of the profile. The peak at zero is not 
represented here correctly since there was no value at distance zero where it should 
have a maximum. 
The widths of these peaks will vary with the particle image halo-width as can be 
seen in figure (8-31) which shows that the change in the shape of the first derivative for 
varying halo-widths of the seeding particle and, if one considers the a = 0.200 pixels 
and the a =0.632 pixels first derivative, it also shows that the position of the peak 
is shifted slightly towards the origin by the central peak. This is also shown in Table 
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Figure 8-30: Fourier Transform of profile and its calculated gradient. 
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Figure 8-31: Graph showing change in width of peak in gradient of the FT 
(-if flip J 	fflp f-p r1.rj11 o ii 1cwk1f1ic mf ccd no rirt rl 
CHAPTER 8. ANALYSING SIMULATED PlY IMAGES 	 119 
Halo-width Measured amplitude Width of peak Width 
amplitude + 
Ir 
(pixels) (pixels) (pixels) (pixels) (pixels) 
0.200 7.86 7.92 0.66 0.21 
0.316 7.83 7.93 1.04 0.33 
0.447 7.77 7.91 1.43 0.45 
0.632 7.59 7.79 1.98 0.63 
Table 8-6: A table showing how the measured amplitude varies with the halo-width 
and how the width of the first derivative peak varies with the expected halo-width. 
Expected amplitude was 7.92 pixels 
expected amplitude except at very large cr where some other factors will also become 
important. 
Table (8-6) also shows the width of the first derivative peak which was found by 
taking the second derivative and finding the peaks present. These peaks will occur 
at the turning points of the peaks in the first derivative. The width of these peaks 
divided by ir will give the width of the particle image halo (or) and so can be used to 
measure this quantity and to determine the shift in the amplitude value imposed by 
central peak. 
Figure (8-32) shows the amplitude measured from the first derivative along the 
tube compared to the expected amplitude and it can be seen that we get very close 
correlation between the two lines, with the measured values being slightly smaller than 
the expected ones due to the the effect of the central peak. 'Phis factor is accounted for 
by adding a correction equal to the width of the peak divided by 7r2 . Table (8-6) shows 
the effect of adding this correction to the measured values, and this is also shown in 
Figure (8-33) and Figure (8-34), where the measured values now fits much closer to 
the expected values. 
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Figure 8-32: Graph showing amplitude measured from the gradient against 
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Figure 8-33: Graph showing expected amplitude and measured amplitude 
Plus o- / R-2 against distance along the tube. 
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Figure 8-34: Graph showing expected amplitude and measured amplitude 
plus a/ -2 against distance along tube for a =0.447. 
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8.7 Conclusion 
In this chapter we have covered some of the assumptions made at the end of Chapter 
7, such as that there are no clipped images and that the amplitude was constant 
across the interrogation area. We have shown that the effect of clipped images can 
be neglected in the analysis as long as there are significantly more complete images 
contained in the area compared to the number of clipped images. The variation of the 
amplitude was considered, and it was seen that the sum of a number of Bessel functions 
with varying argument would have the characteristics of the Bessel function with the 
average argument. 
The effect of the seeding particle image halo on the measurement was studied and 
it was determined that an increase in the image halo increased the measured value of 
the amplitude. The first peak was shifted by more than the next two peaks and so the 
second peak was chosen as the best to determine the amplitude from the profile of the 
Power spectrum. 
The minimum size of the interrogation area was shown to be 5 times the streak-
length from deliberations of the minimum number of points necessary to describe the 
Bessel function period. The maximum size of the interrogation area is determined by 
the variability of the amplitude and the velocity displacement over the area. It is hoped 
to keep the variation of the amplitude and velocity displacement to a minimum in the 
area, so the area should be kept as small as possible. 
In order to simplify the problem of measuring the amplitude and the velocity from 
the same negative, it was determined that the complete streak was not necessary, 
only the position of the end-points of the streaks. A local maximum routine was 
implemented on a set of pictures to identify all points which were brighter than their 
immediate neighbours. These points, in general, will be located at the ends of the 
streaks, and a file containing only these end points will have four definite peaks in the 
autocorrelation plane, two associated with the amplitude, and two associated with the 
velocity. A simple peak detection routine can be implemented to find the position of 
these peaks to measure the amplitude and the velocity displacement. 
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The discrepancy between the measured values and the expected values was shown 
to be partly due to the halo-width of the seeding particles, but mainly due to the 
pixelation of the scanned image. The pixelation would produce values at least 0.85 
pixels smaller than expected and the results would also be rounded to the nearest 
integer. 
The technique of analysing the Fourier Transform of the profile was determined to 
be the best method. The gradient; of the FT of the profile has a peak at the position 
of the amplitude. The width of this peak has the added bonus of giving us a measure 
of the seeding particle halo-width which can be used to give a correction for the shift 
of the peak due to the halo-width giving us a more accurate answer. 
It is possible to measure the mean flow velocity for the interrogation area in a 
multiply exposed picture from the largest peaks in the autocorrelation plane in the 
same manner as in conventional PIV. The streaks produce a long narrow peak instead 
of the usual circular one, but the centre of the peak is always much higher than the rest. 
The only problems noted in the measurement of the velocity was when the amplitude 
and the velocity displacement are in the same direction. The results in this case cannot 
he relied on and should be edited out. A method of image shifting [37,4], where a fixed 
velocity displacement is added to the distance between the images could be used to 
make sure that this situation does not occur, and will also allow a greater range of 
velocity displacements to be measured. 
Chapter 9 
An experiment to measure the velocity 
field and acoustic intensity in a closed 
square cross-section tube 
9.1 Introduction 
So far we have shown that it is possible to retrieve the amplitude of the oscillation, and 
the mean flow velocity, from the simulated images that we artificially constructed, and 
that the values that we get are very close to the expected values. We will now have to 
determine whether the simulated images can be compared to the real images. 
In order to test the method on real data, an experiment was constructed in which a 
standing wave was set up in a closed square duct. The standing wave sets up streaming 
whose velocity depends on the frequency and maximum intensity of the sound field. 
The photographs obtained from this experiment will be used to check the validity of 
the conclusions made using the simulated images, and then the technique will be used 
to measure firstly, the amplitude of vibration (and hence the acoustic particle velocity) 
from a single exposure photograph, and then secondly the amplitude of vibration and 
the mean flow velocity from a multiply exposed photograph. These results are then 
compared to the expected results. 
125 
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9.2 Comparison of real images with the simulated 
images 
In order to validate the simulated images that we used we will compare an experimental 
photograph with a simulated image. We pick an interrogation area from a picture 
(Figure (9-2)) and generate a simulated image with the same parameters (Figure (9-
1)). The power spectrums, autocorrelation planes and FT of the profile of the power 
spectrum are then compared to see if the results obtained from the simulated images 
are valid for the experimental images. 
Figure (9-2) has an area of 120x120 pixels, and has a measured acoustic particle 
displacement of 15.99 pixels. The particle image halo is approximately 0.632 pixels in 
width. Figure (9-1) has been constructed with the same parameters. If we compare 
the two images, we can see that the real image has more streaks present and with 
more variation in the intensity of the images. Some of the images in the real picture 
correspond very well with the images in the simulated image. The bright image in the 
top right hand corner of the real image is very similar to the simulated images. 
If we compare the profiles of the power spectrum (Figure(9-3)) , we can see that 
both the simulated image and the real image have the same periodicity. The simulated 
image is more jagged, possibly an artifact of its simulated nature. The graphs have the 
same peaks and troughs, and decay at the same rate which means that they have the 
same amplitude and halo-width. 
The FT of the profile and its first derivative (Figure(9-4)) give a measure of the 
amplitude of the fluctuation, and it can be seen that the two pairs of graphs tally very 
well. The amplitude measured from the peaks of the first derivative is 15.62 pixels 
for both the real, and simulated image, and, if the shift related to the particle image 
halo-width is taken into account, then we get 15.99 pixels for both amplitudes. As you 
can see, the simulated images have a high degree of correlation with the real images 
with the method working well for both real and simulated images. 
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Figure 9-1: Computer generated image with a =0.632 pixels and A 7 aver-
aging 15.99 pixels. 
Figure 9-2: Real image with or 0.632 pixels and A m 15.99 pixels.  
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Figure 9-3: Graph showing comparison between simulated image profile 
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Figure 9-4: Graph showing comparison between simulated image FT and 
real image FT and their gradients. 
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9.2.1 Conclusion of comparison 
Although the random distribution of the images is different between the pictures, and 
there are more images in the real case, the profile of the power spectrum and the form 
of the first derivative of the Fourier transform are very similar. This means that the 
results derived for the simulated images will be relevant for the real images produced 
from experiments. So the FT of the profile will be used to measure the amplitude in 
an experiment. 
The shape of the real images themselves are the same as those of the simulated 
images in the streak direction, but are slightly thinner in the direction perpendicular 
to the streaks. This could be because the real images were photographed over several 
periods. If the amplitude of the oscillation varied over several periods, this would 
produce a streak that was slightly stretched. 
9.3 Experiment to measure the acoustic particle 
velocity from a single exposure photograph 
An experiment was set up to measure the amplitude along a square cross section 
tube in which a standing wave was present. The tube had a 30mm square cross-section 
and was 700mm long, not including the horn of the loudspeaker. The standing wave 
had a frequency of 185011z and an intensity of 150 + 1dB at the pressure anti-nodes 
as measured with a probe microphone. The tube was illuminated with a thin sheet of 
light produced by a 2W Argon-ion laser using a cylindrical lens and a spherical lens in 
series, and the flow was made visible by the introduction of smoke particles into the 
flow just before the photographs were taken. (Figure(9-5)) 
The camera was set at an 8 ms exposure in order to capture approximately ten 
periods of the oscillation. Since the fluid was moving at approximately 1 mm s 1 , the 
image would move 8 y m, which is approximately half a pixel, so the image will not 
move by a significant amount in that time. The f#  was 4 which allowed a sufficiently 
wide depth of focus while keeping the seeding particle image as small as possible. The 







Figure 9-5: Experimental apparatus used to produce photographs of sound 
field. 
wide depth of focus was necessary because, in order that the area under observation 
was as large as possible on the negative, we put the camera close to the tube. A large 
aperture would produce too small a depth of field which would mean that there were 
many out of focus particles in the measuring area.The film was 400 ASA which was 
push processed to about 800 ASA when it was developed. This was then enlarged to 
about a4 size and the photograph scanned in to a computer. The scanned image was 
1943x 2400 pixels which meant that 1943 pixels was equivalent to 30mm across the 
tube. This allowed the calculation of the magnification of the scanned picture which 
was ipixel equivalent to 0.01544mm. 
9.3.1 Technique for getting the best pictures 
What we are looking for here is a perfect record of the images seen with the eye. In 
order to achieve this, there are several criteria which have to be observed. Firstly, we 
are concerned with only viewing the particles oscillating within a very thin light sheet; 
secondly, we are concerned that the particles do not blur due to the steady movement 
over time; and thirdly, we wish the particle to be accurately recorded on the film. 
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For the first criteria, there are several variables which have to be taken into account, 
such as the thickness of the light sheet and the depth of focus. The thickness of the light 
sheet is determined by the configuration of the cylindrical lens and the convex lens and 
this is usually best set up with the focal point of the lenses being as far away as possible 
from the laser since this will produce the thinnest, most uniform light sheet. The depth 
of the focus is determined by the aperture size and the distance between the light sheet 
and the film. A large aperture has a small depth of focus and the closer the object is, 
the smaller the depth of focus. We wish all particles within the thin light sheet to be 
in focus, since out of focus particles will complicate the power spectrum by introducing 
an extra parameter, and so we have to have a small aperture. But as we showed in 
Chapter 8, we also wish the aperture size to be as large as possible since that gives the 
smallest image particle halo and allows the greatest range of measurements. We also 
have the light sheet close to the camera in order to get the optimum magnification. 
This means that we have to make a compromise between the size of the image particle 
halo and the depth of focus. In this experiment the focal number chosen was 4 which 
provided a depth of focus just deep enough to cover the thickness of the light sheet. 
The second criteria is determined by the length of the exposure time and the mean 
speed of the seeding particles. The oscillating seeding particles will always cover the 
same ground unless there is a steady flow present. We wish the particles to undergo 
at least one full oscillation in the exposure time and it is allowable for the particles to 
oscillate several times as long as the image does not move. In fact the longer that the 
particle is allowed to oscillate the brighter the images on the film and the greater the 
resolution of the film since a smaller ASA film can he used. The length of the exposure 
can, therefore, be up to ten times the period of the oscillation, as long as the particle 
images move less than a pixel in this time. 
The third criteria, the accuracy of recording of the images, is a very important one 
since there are many factors that can alter the accuracy of the recording. Overlapping 
images, low resolution, and non-linear recording of images will all affect the accuracy 
of the recorded image. If the light intensity from the images is not within the linear 
region of the film, then the image will not be recorded accurately. If images overlap, 
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Figure 9-7: Variation of average amplitude of fluctuation against distance 
along tube compared to expected value. Error bars show variance of value 
across tube. 
the chances of this happening will increase. This means that several pictures have to 
be taken with different light intensities and concentrations in order to find the most 
suitable pictures for analysis. 
In order to get the best resolution, we placed the camera in the closest position 
possible to the light sheet. This gives us the greatest magnification and hence the 
greatest resolution of the images on the film. High resolution is advantageous because 
it allows greater accuracy in finding the lengths of the streaks. 
9.3.2 Analysis of Photographs 
One of the photographs taken is shown in Figure (9-6) and if this is studied, it can 
be seen that the amplitude of the vibration changes along the tube but not across the 
tube. 
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Figure 9-8: Variation of amplitude of fluctuation against distance across 
tube at five different locations along tube compared to average value. 
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If we use the method devised for the simulated images, analysing the first derivative 
of the FT of the profile, to measure the variation of the amplitude along the tube 
then we get Figure (9-7). The interrogation area was chosen as 160 x 160 pixels and 
the distance between centre points of the area was 80 pixels. Figure (9-7) shows the 
variation of the average acoustic particle velocity along the tube and it can be seen that 
the amplitude along the tube fits the expected cosine with an amplitude of 2.3±0.05 
x10 4 m and frequency 1850 Hz. 
This corresponds to an acoustic particle velocity of 2.7 ± 0.05 ms - ' and a sound 
pressure level of 151.8 ± 0.16dB at the velocity anti-node. 
Figure (9-8) shows how the acoustic particle velocity varies across the tube, at five 
locations along the tube. As we can see the acoustic particle velocity is approximately 
constant across the tube. There is some variation in the value, but this is within the 
error of the measurement. 
9.3.3 Conclusion 
The experimental results and the expected results compare well. The expected intensity 
was 150 ± 1 dB, measured with a probe microphone, and it is to be expected that this 
can be a little less than the true value since the positioning of the probe at the position 
of maximum intensity was difficult. This will increase the the bounds of the error by 
more than the error associated with the measurement. This means that a measurement 
of 151.8 dB is well within the expected results error. 
The method obviously has some problems at small amplitudes, which is to be 
expected since the central peak will start to interfere with the position of the amplitude 
peak at small amplitudes. 
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9.4 Experiment to find the APV and flow velocity 
in multiple exposed pictures 
A similar experiment to that described in the previous section was set up, but in this 
case, the shutter was set to open at regular intervals. This would allow the seeding 
particles to move between exposures with a displacement related to the velocity of the 
particle at that point. An electronic shutter was used to achieve this which was capable 
of opening and closing in microseconds. The vector map of the mean flow velocity and 
the amplitude of the oscillations was measured from the photograph. 
9.4.1 Experimental details 
The experiment used the same apparatus as in the previous experiment (see Figure 
(9-5)), but in this case, the camera was set up with the aperture open for 1 second, and 
the shutter was set up to be open for 4ms with a 125 ms delay between each opening. 
This meant that in the time the camera shutter was open the electronic shutter opened 
7 times. The frequency of the sound in the tube was decreased to 161611z which meant 
that the period of the oscillation was 0.6ms. This means that there were 6 oscillations 
in the exposure time. 
The f#  was set at 5.6 to allow a greater depth of field. Several photographs were 
taken, and the best were enlarged to roughly 240mm x 192mm. This produced a 
scanned image which was about 3000 pixels x 2400 pixels. 
9.4.2 Results 
The scanned negative (Figure(9-9)) was analysed in 140x 140pixel section spaced at 
70 pixel intervals. The picture was found to be 2001 x 2640 pixels which means that 1 
pixel is equivalent to 0.01136 mm. 
The average amplitude of oscillation along the tube is shown in Figure (9-10) and 
this shows that the amplitude varies as a cosine of magnitude 0.247+ 0.01 x10 3m and 
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Figure 9-9: Photograph a5-7 showing the multiple images and the vortices 
formed by the streaming. 
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Figure 9-10: Graph of average amplitude against distance along the tube 
compared to expected amplitude. Error bars area variance of amplitude 
across tube. 
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Figure 9-11: Graph of amplitude against distance across the tube at four 
positions along tube compared to average amplitude at that distance. 
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wavelength 0.2135 m along the tube. This means that the acoustic particle velocity 
is am = =2.51 ± 0.1 ms' and the frequency was 1616 Hz (cf with measured 
frequency of 1616 Hz). This corresponds to an intensity of 151.17 ± 0.4dB. 
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Figure 9-12: Vector map of photograph a5-7 
The velocity displacements are shown in Figure (9-12) and it can be seen how 
closely they match the expected form from the photograph (The vector map is flipped 
horizontally). The expected form of the velocity should, however, have been sym-
metrical about the centre of the tube, which it clearly is not. This might be due to 
several factors, and many attempts were made to correct the streaming pattern. The 
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adjustment that seemed to be most critical was to seal tightly the edges of the tube, 
the bungs, and loudspeaker, although this did not completely correct the problem. If 
the loudspeaker was adjusted slightly, the pattern of streaming would change so it is 
obviously essential to make the direction of propagation of the exactly sound parallel 
with the sides of the tube. 
The maximum vertical displacement on the velocity map was about 65 pixels which 
corresponded to a flow velocity of 2.7 mm s -1 meaning that the images moved just over 
a pixel in distance at the position of maximum velocity. 
9.5 Discussion 
In this chapter we have shown that the results which were found valid for the simulated 
images is also valid for real images. The method of finding the amplitude of oscillation 
from the gradient of the FT of the profile, and the flow velocity from the autocorrelation 
plane seems to work well and consistently gives a high percentage of results with the 
minimum of post processing editing. 
It is also possible to measure a. wide range of amplitudes and velocity displacements 
since we can alter both the exposure time and the delay. In general, it is desirable for 
the exposure time to be of the order of 3-10 periods (a smaller exposure time is better 
for obtaining clear images, but we are limited by the laser power and may need a longer 
exposure if we are to have sufficient light to record the image on the negative) and the 
delay should be gauged so that the largest displacement is 1/3-1/2 of the interrogation 
area. The delay however can be adjusted to suit the situation desired. 
Chapter 10 
General Conclusions 
In this thesis, we have described optical methods for the measurement of the acoustic 
particle velocity and the mean flow velocity in a situation where they were superim-
posed. The two methods in which we were interested were Laser Doppler Anemometry 
and Particle Image Velocimetry. 
10.1 Laser Doppler Anemometry 
Laser Doppler Anemometry has been used to measure the acoustic particle velocity 
in a sound field and also the mean flow velocity. A general theory was necessary to 
calculate the form of the photon correlation function for this case. The first set of aims 
in this Thesis were to: 
• develop the theory of Laser Doppler anemometry, using the Photon Correlation 
method, for the case of a sinusoidal oscillation superimposed on a mean flow to 
allow the acoustic particle velocity and the mean flow velocity to be retrieved 
from the experimental information. 
• show that the theoretical function agrees with the experimentally measured func-
tion. 
• use the method to investigate the mean flow and sound field in a situation in 
which both are linked (e.g. in an organ pipe). 
143 
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The achievement of the first aim is described in Chapter 4, where we developed the 
theoretical correlation function when a sinusoidal oscillation and a mean flow velocity 
is present within the interrogation area. This theoretical expression was shown to be 
consistent with experimental results not just for when the mean flow velocity is much 
greater than the acoustic particle velocity, but also when the acoustic particle velocity 
is larger than the mean flow and negative velocities are therefore present. This has been 
presented as a paper in the Journal of Physics E: Measuring Science and Technology 
[26]. 
The LDA method is known to be a very accurate way of measuring velocities, but 
its disadvantages are; that it is a one-dimensional measurement, there is a restriction 
on the ranges of the velocity and intensities which can be measured, that it measures 
the speed of the seeding particles and not the air itself, and that it is a point measuring 
technique. However, there are established techniques for finding the other components 
of velocity, and seeding particle problems can be made negligible. But the fact that 
we can only measure at a point can be frustrating if we wish to construct a vector 
map. This means that the method can only he used in steady flow situations, in which 
the initial conditions do not change as we measure across a duct. The technique is 
also restricted to situations in which the acoustic particle velocity and the mean flow 
velocity are of the same order. As is argued by Durrani and Created [17], that the 
ratio of the acoustic particle velocity to the mean flow velocity must lie between 
1/15 < 	< 15 
a0 
(10.1) 
for both parameters to be measurable in the same correlogram, since we would wish at 
least one period of the cosine, or one period of the Bessel function to be present in the 
correlation function, otherwise it will not be possible to analyse. This problem can be 
corrected, however, by the use of a frequency shifter. This will move the fringe pattern 
at a known rate and allow us to add or subtract a velocity to bring the two velocities 
into the same range. The alignment of these devices is very time consuming and so 
was not done, but frequency shifting does offer the possibility of extending the range 
of the LDA method quite considerably. 
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The technique finds two velocities, and the determination of which of these is the 
mean flow velocity, in a situation where it is not obvious from the knowledge of the flow, 
can be done by considering the distance of the zeros of the function from one another. 
If they are at almost regular intervals, then the zeros belong to the Bessel function and 
hence should be used to determine the acoustic particle velocity. If they are positioned 
at 1:3, then they are from the cosine term and should be used to determine the mean 
flow velocity. 
In this way the photon correlation function can be analysed to give both the absolute 
values of the acoustic particle velocity and the mean flow velocity in situations where 
both are present and possibly linked. 
10.2 Particle Image Velocimetry 
Particle Image Velocimetry may be used to measure the velocity fields of flows and it 
offers a quick and fairly accurate method of measuring the two-dimensional velocity 
vectors in a plane. The advantage of PIV over other methods of velocity measurement 
is that we can instantaneously measure the velocity over a large area non-intrusively 
making it a powerful tool in experimental fluid dynamics. 
The aims of the second part of the thesis were to: 
• develop the theory associated with Particle Image Velocimetry to show the form 
of the power spectrum and the autocorrelation plane for the case where the 
particle images were formed by the oscillation of the seeding particles. 
• show that this would still allow the measurement of the flow velocity. 
• investigate different methods for the measurement of the amplitude of oscillation 
from the power spectrum or the autocorrelation plane. The method was required 
to give a high percentage of good results with the minimum of vector editing. 
• investigate the effect of different parameters on the measured values using com-
putationally generated simulated images. 
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• show that the conditions for the measurement of the velocities from the simulated 
images were also valid for real images. 
• use the method in an experiment and compare the results measured with the 
expected results. 
In this Thesis the form of the power spectrum and the autocorrelation plane were 
determined, and four methods of finding the amplitude of oscillation were considered. 
The four methods were 
• determination of the amplitude of oscillation from the power spectrum. 
• determination of the amplitude of oscillation from the autocorrelation plane. 
• determination of the amplitude of oscillation from the autocorrelation plane when 
the image plane has been edited to only include the end points of the streaks. 
• determination of the amplitude of oscillation from the gradient of the Fourier 
transform of the averaged power spectrum. 
It was quickly found that it was not generally possible to measure the amplitude 
from the autocorrelation plane, but it could be used to find the average velocity within 
the interrogation area. The only consideration for the measurement of the velocity was 
that the mean velocity displacement should not be in the same direction as the fluctua-
tion velocity, as this produced many spurious peaks which corrupted the measurement. 
The attempt to measure the amplitude from the autocorrelation plane if the images 
were edited to contain only the position of the end points of the streaks was unsuccessful 
since the positions of these end points was not at the ends of the streaks due to the 
pixelation of the image and the halo-width of the particle images. The autocorrelation 
planes were easy to read, but the values obtained usually needed some corrective factor 
added to them, which increased the error. 
The average of the power spectrum had the form of a Bessel function and so we 
could use the position of the peaks to find the amplitude. This produced good results 
in particular cases, but tended to produce a high percentage of wrong answers when 
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the process was automated, due to the process not identifying the second peak. The 
profile could contain a component from the velocity which would produce a more jagged 
profile. This would make it harder to identify the second peak for the analysis, giving 
an answer either twice as big, or half the expected value. A number of peaks were 
therefore noted and the correct result determined by editing the amplitude data. This 
was time consuming and it was hoped that this stage could he eliminated using a 
different method. 
The Fourier transform of the average and thence the gradient of this function pro-
duced good results more consistently. The gradient was seen to he three exponentials, 
one located at the zero, and two located at ± 2A m making it a simple matter of peak 
detection to determine the fluctuation velocity. It was also discovered that the effect 
of the halo-width on the results could be accounted for by measuring the spread of the 
exponential and this meant that we could get more accurate answers. The procedure 
also produced a good answer consistently, needed less editing time, and was deemed to 
be the best method. A paper on this method has been written and will be submitted 
to Acoustica. 
The effect of the interrogation area on the results showed that there was a minimum 
edge size for the area which was found to be about 10 XA m , since this allowed enough 
points in the power spectrum to define the Bessel function. Fewer points meant that 
two or three points were used to describe a period of the Bessel function and this leads 
to a curve which is too jagged to recognise. 
The simulated images were compared to the experimental images and it was shown 
that the theory worked for both. The amplitude of oscillation was measured along a 
standing wave in a tube first, and then the amplitude and the velocity were measured 
from the second picture to show that it is possible to measure both. 
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10.3 Conclusion 
We have demonstrated that it is possible to measure the acoustic particle velocity and 
flow velocity using the non-intrusive methods of Laser Doppler Anemometry, employing 
Photon Correlation, and Particle Image Velocimetry. 
10.3.1 Comparison of the two methods 
The appropriate method to use in a particular situation will be determined by the 
constraints of the situation being considered. 
The PIV system is obviously better in that we can determine two-components of the 
velocity over a large region instantaneously. This allows us to view flows in which the 
flow, or acoustic particle velocity changes slowly with time. The LDA only measures 
the velocities at a point for each measurement, which is measured over a time range 
of several minutes. The resolution of the sound and flow field can be much finer for 
LDA, however, since the interrogation area can be smaller so, if the sound or flow field 
changes quickly across the area under investigation, the LDA system is of more use.The 
LDA's smaller interrogation area will mean that the velocities are not averaged over 
as large an area as the PIV. 
Seeding is also easier to do for the LDA. The seeding density and size can be 
much smaller for LDA measurements, since the technique is much more light sensitive. 
Seeding has even been dispensed with and the natural dust particle of the air used to 
get good results with LDA. PIV needs the seeding to be denser, possibly causing some 
interference in the sound field, and the particles are usually slightly larger so that they 
can reflect more light. 
LDA is more useful in the high frequency end of the spectra. The LDA technique 
can measure acoustic particle velocities even when the amplitude of the vibration is 
of the same order as the fringe spacing. PIV is constrained by the resolution of the 
negative. Amplitudes of less than 3 pixels in length are difficult to determine accurately 
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and so PIV is only useful for relatively large vibrational amplitudes. Thus LDA gives 
results at higher frequencies and lower intensities of sound than PIV 
If we wish to measure over a large area, in which the flow changes slowly, and in 
which the intensity is large and the frequency in the audible region, the PIV system 
is obviously better. If we wished to look at a system in which the frequency was large 
(for example an ultrasonic source) or in which the intensity was low, it would be much 
more of use to use the LDA system. 
10.3.2 Further work 
There are a number of ways in which the LDA methods and the PIV methods can be 
improved. In the LDA method, we can only measure the velocities fully if the velocity 
components are in one-dimension. This can be extended using some of the standard 
2 or 3D methods of measuring LDA. A frequency shifter can be used to improve the 
range of the LDA technique as well. 
In the PIV technique, we are also impeded by the fact that the amplitude is only 
measured if it is in the x-direction. This problem can easily be overcome if we used a 
Hough transform and used the brightest line to determine the direction of the fringes 
in the power spectrum. The power spectrum can then be averaged along this direction 
to find the profile which can be Fourier transformed to find the amplitude. 
A standard technique which was tried briefly was halo subtraction[49]. In this the 
averaged halo was subtracted from the power spectrum and this removed the centre 
peak in the autocorrelation plane. This increased the range of the technique for the 
measurement of the flow velocity and also increased the accuracy by the removal of 
the influence of the central peak on the velocity peaks. When an acoustic field is 
present however, the shape of the halo changes across the negative, and this makes this 
technique difficult to implement. 
Image shifting could be introduced to increase the range of the flow velocity mea-
surement and resolve the directional ambiguity. This could also be used to make sure 
that the flow velocity and acoustic particle velocity are no longer in the same direction, 
thus removing a source of incorrect results. 
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Another way of doing this would be the to use a CCD array to record a succession of 
images and then cross correlate between the two. A fixed amount could be added to the 
second image to produce the image shift, and there would be the added advantage that 
the results could be viewed almost instantaneously if the CCD array were connected 
to a computer, removing the need for a photographic stage altogether. This method 
also resolves the directional ambiguity since the cross correlation function only has one 
peak. 
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Appendix A 
Appendix 1 
A.1 Mathematical derivation of Autocorrelation 
function for L.D.A. 
This is the actual derivation of the correlation function with explanation of the math-
ematics and the steps involved. We start with equation (4.10). 
We proceed to evaluate by substituting y = a0 'r + A m sin a so that the integral 
becomes that in equation A.1 
4 C + A m Sfl )2\ R(r) 	
/3 2 	f 8
g dcx  (_/32(aor 2 
	





The cosine can be expanded to form the autocorrelation function shown in equation 
A.2 




8/32 —exp (/32aT2) fexp(_/32aorAmsina) 	/ 
0




[M + cos(Dao r) COS(DA m sin a) - sin(Da0 T) Sfl(DA m sin a)]dcx 	(A.2) 
We can now split this into three parts and make the two following substitutions to 
form equation A.3 - A.6. 
P = 0 2 a0 'rA m  
/3 2 A q 
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ti 2 C1go fi 	______ 
R(T) = 2 vex 
(2aT2) (F
1 + F2 + F3 ) 	 ( A.3) 




F2 = cos(Daor) J exp(—p sin a) exp(-2q sin  a) cos (DA T, Sfl a)da 	(A.5) 7r  
-7t72 
F3 = 	sin(Daor) J exp(—p sin a) exp(-2q sin  a) sin(DA m Sfl a)da. 	(A.6) 7r  
-ir/2 
Now the integrals F1 ,F2 and F3 in equations A.4, A.5 and A.6 are evaluated and 
combined to produce the final autocorrelation function. 
First we evaluate F1 by applying the double angle formula to give equation A.7. 
1 	
r/2 
F1 = — q)—  f cxp(—psina)exp(q cos 2a)da. 	 (A.7) 7r  
-ir/2 
It can be shown from the generating function of the Modified Bessel function [65] 
that the following equation is true. 
exp(x cos 2a) = lo (x) + 2 E I(x) cos 2na. 
If this is substituted into equation A.7 and the other exponential split into a cosh 
and sinh then 
Co exp(—q) 
7/2
/ [cosh(p sin a) - sinh(p sin a)] f Io () + 2 	I(q) cos2na} da. J fl= 11 
If we note that the sinh term is odd and disappears, and that equation A.8 is true, 
then we find that the solution of F1 is given by equation A.9 
ir/2 
/ cosh(psina)cos(2na)da = (-1)I2 (p) 	 (A.8) 
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F1 = exp(—q) {lo(p)lo(q) +2(_1)fITh(q)I2Th(p)} 	 (A.9) 
Turning to F2 , we utilise the double angle formula again and also the Bessel function 
expansion for a cosine with a sinusoidal argument to obtain the following equation for 
F2 
F2 = -exp(—q)cos(Da o T) 
¶1 2 
x J exp(—p sin a) exp(q cos 2a) {J o (DA m ) +2 	J2k(DAm) cos(2ka)} da 
-ir/2 
1 
= —exp(—q)cos(Da or) {JO (DA m )FI + 2 E J2k(DArn)F4} 	 (A. 10) 
Here we have defined F4 as shown in equation A.11 
ir/2 
F4 = f exp(—psina)exp(qcos2a)cos(2ka)da. 	 (A.11) 
-ir/2 
As in the evaluation of F1 we expand the second exponential in terms of the modified 
Bessel function and then we expand the first in terms of cosh and sinh. The integrals 
containing the sinh term is zero when evaluated between these limits so we ignore it. 
This means that equation A.11 can be rewritten as follows. 
¶72 
F4 = 2 / cosh(p sin a 	 a )cos(2ka)Io (q)d 
00 	
r/2 
+4 1m (q) f cosh(p sin a) cos(2ka) cos(2rna)da. 
The two cosines in the second term can be made into the sum of two cosines, so the 
second term can be rewritten. 
2 	I(q) f cosh (psin a) [cos (2[m - k]a) + cos (2[m + k]a)}da. m=1 	o 
Using equation A.8 again, we find that F4 equals 
00 
1Q(q)(_1)ki2(p) + 	I. (q)[(_1) m _ k 12 ( m _ k)(p) + (_1)mI2(m+k) (p)]. 	(A.12) 
m=1 
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To evaluate F3 we start by expanding the first exponential in terms of cosh and 
sinh and use the double angle formula on the second exponential and expand it into a 
series containing modified Bessel functions. The sin term can be expanded as in the 
following equation. 
00 
sin(DAm sin a) = 2J2s+i(DAm ) sin[(2s + 1)a]. 	 (A.13) 
Since the term containing the cosh is odd it is ignored leaving equation A.M. 
F3 = - exp(—q) sin(Da or) 	J28+i(DA m ) 
s0 
ir/2 
J [io q + 2 	I7 (q) cos(2ra)] sinh(p sin ) sin{(2s + 1)}d. 	(A.14) 
—ir/2 	 r1 
We then use the addition theorem on the sine-cosine product and then note that 
equation A.15 is true to get equation A.16. 
f sinh(psin a) sin[(2n + 1)]da =7r( — 1 )'12,+, (p). 	(A.15) 
—ir/2 
F3 = — 2exp(—q) sin(Daor) 	J2,+1 (DA.) 
00 
1 ( - 1) s IO(q)I2.,+1(P) + E Ir (q) [(-1)I2 s+2r+1(P) + (_1)8_n128_2T+1(p)1  I. (A.16) r=1 
If we collect this and note equations A.17, A.18 and A.19, we find that the auto-
correlation function is given by equation A.20. 
12k(DAm)(1) 	(02 	= J0(Am D2 - 4ar2) - J0(DA m ) 	( A.17) 
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This is the general stochastic model for a flow with a sinusoidal perturbation su-
perimposed and can be simplified as shown in the main section. 
Appendix B 
Program listings 
/* Program to Analyse the power spectrum *1 
*include "/maps/optics/wjh/include/image .h" 
*include "/maps/optics/wjh/include/cio .h" 
#include <math.h> 
mt Analyse (pic,xpos,ypos,T, profile, FTprof,  display, orient, APV,APV1, 
APVfile ,verbose , apvans) 
image *pic; 
mt xpos,ypos,T,display,orient,verbose,apvans; 
float *APV, *APV1; 
FILE *profile, *FTprof, *APVfile; 
/* char *callocQ;*/ 
mt i,j ,n,m,N1=30,N2=30,N3=30,M=30,N4=O,N5=0; 
float sum0=0.0,suml=0.0, *B,widt, 
*A, max 10.0,max2O.0,max30.Omax4=0,0,max5=0.0,MAX5=0.O,MAX4=Q.O, 
MAX3=0.0,MAX1=0.0, MAX2=0.0, Nmax=0.0, 
SUMO=0.0, SUM1=0,0, 
MINO 10000000000.0, MIN1 10000000000. 0; 
if (verbose > 2) 
printf(" orient = '/.d \n",orient); 
163 
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A(float *) calloc((tmsigned) (T+1), sizeof(float)); 






sumO + *F_PIXEL(pic,T-n,m,O)/* + *F...PIXEL(pic,T+n,m,O)*/; 








if (verbose> 2) 
printf(" averaged = %f \n",suml); 
for(n=O;n<T;n++){ 
if (display == 3) 
fprintf (prof ile, 'I Y.Sf '/.5f \n " , n /(2.O*T),A En] ); 
if (display == 5) 
fprintf(profile, 	7.5± 7.Sf \n",n/(2.0*T),A[n]); 
} 
if (verbose > 2) 
printf(" saved = '/.f \n",suinl); 
MAX 1=O.O;MAX2=O.O;MAX3=O.O;MAX4=O.Q;N1=Q;N2=O;N3=O;N4=O;N5=Q; 
for (n=2;n<T;n++){ 
if ((/*A[n .- 2] < A[n])&&*/(A[n- 1] < A[n]) && 
(A[n+1] < A[n] )/*&&(A[n+2] ( A[n]*/)){ 
if ((A[n] > MAX1) && (n>1) ){ 
MAX5=MAX4 ; MAX4MAX3; 










else if ( (AEn] > MAX2)){ 




else if ( (A[n] > MAX3)){ 
MAX5MAX4 ; MAX4MAX3 ; MAX3=A [n]; 
N5N4;N4N3;N3n; 
} 
else if C (A[n] > MAX4)){ 
MAX5MAX4 ; MAX4A [n]; 
N5=N4; N4=n; 
} 






if (verbose > 2) 
printf(" caic = Xd \n",orient); 
max5 = N5+ (A[N5-11 - A[N5+1])/(2*A[N5 - 1] -4*A ENS] +2*A[N5+1]); 
max4 = N4 + (A[N4-11 - A[N4+1])/(2*A[N4-1]-4*A[N4]+2*A[N4+1]); 
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max3 = N3 + (A[N3-11 - A[N3+1])/(2*A[N3-1]-4*A[N3]+2*A[N3+1]); 
ivax2 = N2 + (A[N2-11 - A[N2+1])/(2*A[N2-1]-4*A[N2]+2*ACN2+1]); 
maxi = Ni + (A[N1-11 - A[N1+1])/(2*A[N1114*A[N11+2*A[N1+1]); 
printf(" p1%5f p2%5f p3=%Sf p4&/.5f  p5'/.5f \n " 
max1,max2,max3,max4,max5); 
if(apvans ==2){ 
if (max2 >T/2 ){ 
*APV = (3.8317*T/(3.14169*maxl)); 
*ApVl = (7.156*T/(3.14159*maxl)); 
} 
else{ 
*APV = (7.156*T/(3.14159*max2)); 
*AP\J1 = (3. 8317*T/ (3. 14159*max2)); 
} 
printf( 	'/,Sf < '1,5± \n " , (2*3.8317*T/(3.14159*maxl)), 
(2*7.0156*T/(3.14159*maxl)) ); 
printf( " '/,Sf < '/.5f < '/.5f \n " , (2*3.8317*T/(3.14159*max2)), 
(2*7.i56*T/(3.i4i59*max2)),(2*1O.0174*T/(3.14i59*max2)) ); 
printf( 	%5f < '/,5f< '/.5± \n",(2*7.156*T/(3.14159*max3)), 
(2*1O.0i74*T/(3.14159*max3)) ,(2*13.324*T/(3.i4159*max3)) ); 
printf( 	'/,Sf< 7,5± <'/,Sf \n " , (2*10.0174*T/(3.14159*max4)), 
(2*13. 324*T/(3. i4i59*max4)) • (2*16 .471*T/(3, 14159*max4))); 
printf( 	7,5± < '/,5f< %5f \n",(2*13.324*T/(3.14159*max5)), 
(2*16.47i*T/(3.14159*maxb)) ,(2*19.6i6*T/(3.i4159*max5)) ); 
} 
autoplane(A,B,T, display, FTprof,(7.0156*T/(3.14159*max2)),  MAX 1, 
APV,&widt ,verboe,apvans); 
fprintf(APVflle,' '/,Sd %5d 	'/.7f '/.5f '/.Sf \n",xpos,ypos, 
*APV,widt, *APV1); 
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if (verbose >2) 
printf('Analysed \n " ); 
return; 
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\*subroutine which does a 1-d FT on the profile of the power 
spectrum *1 
autoplane(A,B ,T, display, prof ile, AM, MAX 1,APV,widt, verbose, apvans) 
mt T ,display ,verbose, apvans; 
float A[] ,B[],M1NAX1, *APV, *widt; 
FILE *profile; 
mt n,k,N0,N10,N20; 
float *R , *K,maxO.O,maxlO.O,MAXO.O,MINO.O, 
averl1000000000000.0, aver10000000000000.0,max20.0,MAX20.0; 
R(float *) calloc((unsigned)(T+1), sizeof(float)); 
K=(float *) calloc((unsigned)(T+1), sizeof(float)); 
1* for (n5;n<T+1;n++){ 
if (aver > A[n]) 
averA[n]; 




R[O]+(1(nT/4.0)*(nT/4.0)/(T*T*1 .0))*(A[n]/*- aver*/); 





R[k] +(1-(n-T/4.0)*(n-T/4.0)/(T*T*1.0))* (A[n]/* - aver*/) 
*cos(2*3. 14159*k*n/(2 . 
K[k] + (1-(n-T/4.0)*(n-T/4.0)/(T*T*1.0))*(B[n]/*-averl*/) 
* cos(2*3.14159*k*n/(2.0*T)); 
t-1 
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if (display == 3) 
fprintf(profile, 	7.5d '/.5f '/.Sf '/.5f \n",k-1,R[k-1],R[k-2]-R[k], 
(2*R[k-11 -R[k-2J -R[k])); 
if (display == 5) 
fprintf(profile, " '/.5d '/,5f \n" 




(((2*R[n-11 -R[n -2] -R[n] )<(2*R[n] -R[n-1] -R[n+1])) 
&& ((2*R[n+1] -R.[n] -R[n+2])<(2*R[n] -R[n- 1] -R[n+1])) ){ 
if ((2*R[n] -RCn- 1] -R[n+1]) > MAX ){ 




for(n1 ;n<1O ;n++){ 
if 
(((2*R [N+n- 1] -R[N+n-2J -R[N+n] ) > (2*R [N+nJ -R[N+n- 1] -R[N+n+1] ))&& 
((2*R[N+n+1] -R[N+n] -R[N+n+21)> (2*R[N+n1-R[N+n-11-R[N+n+11)) H: 
if ((2*R[N+n] -R[N+n- 11 -R[N+n+1]) < -MIN ){ 




if (verbose >2) 
printf(" peak '/,5d lstder '/.5f 2ndder 7.5f \n",n,(R[n-1]-R[n+1])/2.0, 
(2*R[n1 -R[n- 11 -R[n+11)); 
} 




if(((R[n- 1] - R[n] )<(R[n]-R[n+1] ))&&((R[n+1] -R[n+2])<(R[n] -R[n+1]) )){ 






max = N + ((2.0*R[N-11--R[N-21-R[N1) - (2.0*R[N+11-R[N1-R[N-I.2]))/ 
(2. 0*(2 . 0*R[N - 1] -R[N- 2J -R[N] )-4 . 0*(2*R[N] -R[N-1] 
-R[N+1])+2.0*(2*R[N+1] -R[N] -R[N+2])); 
maxi = N1+((2,0*R[N1 - 1] -B.[N1 - 21 -R[N1]) - (2.0*R[N1+1] -R[N11-R[N1+21))/ 
(2 .0*(2 .O*R[N1-1-R[N1-2] -REN1] )-4 . 0*(2*R[N1] -R[N1 - 1] -RCN1+1]) 
+2.0*(2*R[N1+1] -R[N1] -R[N1+21)); 
max2 = N2+0.5 + ((R[N2-11-R[N21) - (R[N2+1]-R[N2+21))/ 
(2.O*(R[N21]RCN2])4.0*(R[N2]R[N2+1])+2.O*(R[N2+1]R[M2+2])); 
if (verbose >0) 
printf(/*" '/.5d %Sf '/.Sd '/.Sf '/,5f*/' width '/.5f pos %5f 1/rt2width '/.5f 
1/2width '/.Sf 1/4widthsq '/.5f \n",/*N,max,N1,maxl,max+(maxl-max)/2.0,*/ 
(maxl-max-1)/2.0, max2,1/(1.4142*(maxl-max-1)/2.0), 
1/(2*(maxl-max-1)/2.0) , 1/(2*(maxl -max- 1)/2.0)*1/(2*(maxl-max-1)/2.o)); 
*widt=(maxl-max-1)/(3.14159*3. 14159); 






\* Program to average halo across picture*/ 
#include '/maps/optics/wjh/include/image.h" 
#include /maps/optics/wjh/include/cio .h" 









static image pici; 
im.zero(halo); 
for (m0; m<X_SIZE(pic)/(2.0*T) ;m++){ 
for (n=O;n<Y_SIZE(pic)/(2.0*T) ;n++){ 













for (n = -10;n< 10;n++){ 
for (m -10;m<10;m-'-+){ 
if ( (n)*(n)+(m)*(m) < (radius1#1)*(radius1+1) ) 
*F_PIXEL(halo,T+n,T+m,O) R_MIN(&picl);; 
} 
printf(found halo \n"); 
im_rscale(halo,2.0*T/(1 .O*Y_SIZE(pic)) ,O.O,O.0); 
im_stats (halo); 
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/* Main program for the analysis of PGM files 
Input needs to be of the form 
general *.pgm Gsize Size xl x2 yl y2 orient PSblank APblank imshift 
verbose window offset 
Gsize is half the distance between measuring points, 
Size is size of interogation area, 
xl x2 yl y2 are start and finish grid points 
orient can be 0 or 1 determined by the direction of the streaks, 
PSblank is the no of pixels blanked in the centre of the PS, 
APblankis the no of pixels blanked in the centre of the AP, 
imshift is the no of pixels in the y direction that the image was 
shifted, 
verbose can be 0 1 2 3 and each number increases the information 
outputed to the screen during running(f or debugging), 
window determines the guassian window used on the Power spectrum. 
offset redundant. 






static image pic,picl,halo,halopict; 
mt n,m,k,i,j ,T=10,G=10,N,N1,M,M1,verbosa=O,analyse,displayl.,screen, 
orient 0, radius, radius l,imshift, window l0.O,x,y, off set,apvans; 




FILE *infilel, *autofjle, *powerfile, *profile,*FTprof, *peakfile, 
*infile2, *APVfile; 
if (argc != 15 ) 
printf("general *.pgm Gsize Size xl x2 yl y2 orient PSblank 
APblank imshift verbose window offset\n"); 
analyse intin("O for general, 1 for findmax, 2 for subhalo",0,0,2); 
display lintin("Onothing, lAutocorrelation, 2= power spectrum, 
3=profile and FT of profile, 4=peaks recorded, 
5=Auto,power,profile andFTof profile ",O,O,S); 
screen=intin("O for nothing, 1 xv of interrogation area,2=xv of power 
,3xv of auto,4 of xv and auto ",0,0,4); 
apvans=intin("Ofor FT, ifor FT+sigma,2for PS, 3for AP",0,0,3); 
if ( analyse == 1) 
width=int in ("width of exp",75,1,100000)/10000.0; 
if (displayl == 1) 
autofileopenit("autofile" ,"auto. dat" ,"w"); 
if (displayl == 2) 
powerfile=openit("powerfile", "power.dat" ,"w"); 
if (displayl == 
autoflleopenit("autofile","auto.dat","w"); 
powerfileopenit ("powerfile" , "power.dat ,Ilw); 
prof ileopenit("profile", "profile. dat" , 
FTprofopenit("FT of profile" ,"FT.dat","w"); 
} 
if (displayl == 3){ 
prof ileopenit("profile" , "profile.dat" , 
FTprofopenit("FT of profile","FT.dat" ,"w"); 
} 
if (displayl == 4){ 
APVfileopenit("APVfile" , "apv.dat" ,"w"); 
peakfileopenit("peakfile","peak.dat","w"); 
} 
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infile2openit("filename for analysis",argv Ell, "rb"); 
sscanf(argv[2] ,"'/,d",&G); 
sscanf(argv[3] , "/.d" ,&T); 
t=2. O*T; 
if ( im_read(&pic,FLOAT,infile2)NULL) 
printf("failed to read file"); 
printf(" no x points '/.5f no y points '/.5f \n", 
X_SIZE(&pic)/(2M*G),Y_SIZE(&pic)/(2.0*G)); 
sscanf(argv[4] , "/.d" ,&N); 
sscanf(argv[5] , "/.d" ,&N1); 
sscanf(argv [6] , "/.d" ,&M); 
sscanf(argv[7] ,"/.d" ,&M1); 
sscanf(argv[8] ,"/.d",&orient); 
sscarif(argv[9] ,"%d", &radius); 
sscanf(argv[1O] , "/.d" ,&radiusl); 
sscanf(argv[11] , "Y.d" ,&imshift); 
sscanf(argv[121 , "Y.d" ,&verbose); 
sscanf(argv[131 , "/.d" ,&windowl); 
sscanf(argv[141 ,"/.d",&offset); 






for (j = 0; j < Y_SIZE(&picl); j++) 
-C 
y = m*2*G-T +j; 
for (i = 0; i < X_SIZE(&picl); i++) 




x = n*2*G-T+i 
/*if(*F..,PIXEL(&pic,x,y,O)> offset)*/ 
if (orient 	0) 
*F_PIXEL(&picl,i,j ,0) 	*F_PIXEL(&pic,x,y,0)/*-1.0*offset*/ 
if (orient =1) 





SPACE(&picl) = SPACE(&pic); 
ACCESS(&picl) = ACCESS(&pic); 





if (verbose > 2 ) 
im_pstats(&picl); 
printf(" mean = '/,5f \n",R_MEAN(&picl)); 
if (verbose >1) 
printf( offset '/.5d \n',offset ); 
for (i=0;i<X_SIZE(&pic1) ;i++){ 
for (j0;j<Y_SIZE(&pic1) ;j++){ 
*F_PIXEL(&pic1,i,j,0) = 
25E*(*F_PIXEL(&picl,i,j ,0)-R_MIN(&picl))/(RJIAX(&picl)-R_MIN(&picl)); 
if (offset >0){ 
if ( *F_PIXEL(&picl,i,j ,0)> 4/5,0*R_MEAN(&pic1)) 
*F_PIXEL(&picl,i,j ,0) = 
(*F_PIXEL(&picl,i,j,0)-.Ft_MEAN(8cpicl)*4/5.0) 
*exp(-windowl*((i-T)*(i-T)+(j-T)*(j-.T))/(T*T*1 .0)); 










printf(" T'/.d G= 'hd winl'/.d xsize'/.d ysize '/,d \n",T,G,windowl, 
X_SIZE(&picl) ,Y_SIZE(&picl)); 
if ( screen 	1 ) 
im_xv(&pic10); 
if ( screen == 4 ) 
im_xv(&picl,0); 
im_toc('R'); 
im_convert (&picl ,COMPLEX); 
im_fourier(&picl); 
im_fromc ( 's'); 
im_convert(&picl,FLOAT); 
/*orientation(&picl, &Angle,T,&An,verbose) ;*/ 
An6.28; 
im_stats(&picl); 
im_rscale(&picl,255.0/R_MAX(&picl) ,-R_MIN(&picl)*255.0/R_MAX(&picl) ,0.0); 
for (i -T;i<T;i++){ 
for (j -T;j<T;j++){ 
if (analyse1) 
*F_PIXEL(&picl,T+i,T+j ,0) *= exp(-width*(i*i+j*j)); 
if ((i*i+j*j) < ((radius1+1)*(radius1+1))) 
*F_PIXEL(&picl,T+i,T+j ,0)0.0; 
*F_PIXEL(&picl ,T+i ,T,0)0.0; 
*F_PIXEL(&cpicl,T,T+j ,0)0.0; 
} 









if (displayl == 2 ) 
im_pgm(&picl,powerfiie,T); 
if (displayl == 5 ) 
im_pgm(&picl,powerfiie,T); 
if (screen == 2) 
im_xv(&picl,O); 
im_toc('R'); 





im..rscaie(&picl ,255 .O/R_MAX(&picl) ,-R_MIN(&picl) 
*255.0/R_MAX(&picl) ,O.0); 
findpeakl(&picl,T,peakfile,n*2*G,m*2*G,dispiayl,APV,APV1, 
imshift ,verbose ,radius , apvans); 
im_stats(&picl); 
for (i = O;i<2*T+1;i++){ 
for Q= O;j<2*T+1;j++){ 
if ( (j-T)*(j-T)+(i-T)*(i-T) < (radius+1)*(radius+1) ) 








if (screen == 3 ) 
im_xv(&picl ,O); 
if (screen ==4 ) 
im_xv(&picl,O); 
if ( displayl == 1 ) 
im_pgm(&picl,autofile,T); 
if ( displayl == 5 ) 
im_pgm(&picl,autofile,T); 
} 
printf(M/.Sf is average angle \n " , An/(1.0*(N1-N+0.0)*(M1-M+0.0)) 
*180/3.14159); 
} 
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\* subroutine which calculates orientation of fringes*/ 
mt orientation(pic1,Angle1,TAn,verbose) 








Angle 3*3.14159/4.0 + A*3.14159/(4.0*T); 
for (B0;B<T;B++){ 
suin+ *F_PIXEL (Pic l,T+(mnt)(B*sin(Angle)),T+(int)(B*cos(Angle)),0)+ 
*F_PIXEL(picl,T-1+(int)(B*sin(Angle)),T+(int)(3*cos(Angle)),0)+ 




if (sum > max){ 
max=sum; *Angle lAngle; 
} 
if (sum == max){ 





Angle 3.14159/4.0 + A*3. 14159/(4.O*T); 
for (B0;B<T;B++){ 
sum+ *F_PIXEL (Pic l,T+(int)(B*sin(Angle)),T+(int)(3*cos(Angle)),0)-f. 
*F..PIXEL(pic1T+(int)(B*sin(Angle)) 1 T-1+(int)(B*cos(Angle))0) + 







if (sum > max){ 
maxsum; *Anglel Angle; 
} 
if (sum == max){ 
max= sum; *Anglel ( *Ang11+Ang1e)/2.0; 
} 
} 
*An = ( *An+ *Anglel); 
if (verbose2) 
printf(" '/.5f is angle \n " , *Anglel *180/3.14159); 
return; 
} 
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\* Program which finds the peaks in the autocorrelation plane*/ 
#include '/maps/optics/wjh/include/image .h' 
#include "/maps/optics/wjh/include/cio .h" 
#include <math,h> 
mt findpeakl(pict,T,peakfile,X,Y, display, APV,APV1,imshift,verbose, 







float amppos=0.0,ampposlo.O,amppos20.0,amp0.0, amp lO.0,amp2O.0 
,max[4] ,MAXO.0,MAX1O.0,MAX2O.0,NintO.0, Mint, Cint ,Dint,al ,a2,a3 
,bl ,b2,b3,cl ,c2,c3,dl ,d2,d3, el ,e2 .,e3; 
if (verbose >2) 
printf("Peaks \n " ); 






pos0 ;poslo ;pos2O; 




if (( (*F_PIXEL(pict,T+n-1,T,0) - *F...PIXEL(pict,T+n,T,0))< MAX) && 
((*F_PIXEL(pict,T+n+1,T,0) - *F_PIXEL(pict,T+n+2,T,0))<MAX)) 
if( MAX > amp){ 






if (( (*F_PIXEL(pict,T,T+n-1,O) - *F_PIXEL(pict,T,T+n,O))< MAX1) && 
((*F_PIXEL(pict,T,T+n+1,0) - *F_PIXEL(pict,T,T+n+2,0))<MAX1)) 




if (( *F_PIXEL(pict,T+n,T,O) >*F_PIXEL(pict,T+n+1,T,O)) &k( 
*F..PIXEL(pict.T+n,T,O) >*F_PIXEL(pict,T+n-1,T.0))) 




/* printf( " '/.bd %Sf \n,n,MAX);*/ 
/* for (n(int)(T/2.0);n<(int)(T+T/2.0)+1 ;n++){ 
for (m=(int)(T/10.0);m<(int)(9*T/10.0)+1;m++){ */ 
for (n1;n<2*T;n++){ 
for (xnl;m<T;m-'-+){ 
MAX = *F_PIXEL(pict,n,m,O); 
if ((n-T)*(n-T)+(m-T)*(m-T) >9 ) 
if (( *F_PIXEL(pict,n-1,m,O) < MAX ) && ( 
*F_PIXEL(pict,n+1,m,O) < MAX)) 
if (( *F_PIXEL(pict,n,m-1,O) < MAX ) && ( 
*F_PIXEL(pict,n,m+1,0) < MAX )) 
if (( *F_PIXEL(pict,n-1,m-1,O) < MAX ) && ( 
*F_PIXEL(pict,n+1,m+1,0) < MAX )) 
if (( *F_PIXEL(pict,n-1.m+1,0) < MAX ) && ( 
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*F_PIXEL(pict,n+1.m-1,O) < MAX )){ 





for (i2;i> -1 ;i--){ 










if (verbose >2) 
printf("Nl'/.Sd N2%5d M1Xd M2'/.5d pos'I.Sd \n ' , N[O] ,N[1] ,M[O] ,M[1] ,pos); 
al- *F_PIXEL(pict,N[11 1,M[1] ,O), 
a2- *F_PIXEL(pict,N[11 ,M[1] ,O), 
a3= *F_PIXEL(pict,N[1]+1,M[1] ,O); 
bl *F_PIXEL(pict,N[0] - 1,M[0],0); 
b2= *F_PIXEL(pict,N[O] ,M[O] ,O); 
b3 *F_PIXEL(pict,N[01+1,M[01 ,O); 
c1 *F_PIXEL(pict,N[11 ,M[1] - 1,O); 
c2= *F_PIXEL(pict,N[11 ,N[1] ,O); 
c3= *F_PIXEL(pict,N[11 ,M[1]+1,O); 
d1 *FPIXEL(pict,N[O] ,M[O] - 1,O); 
d2= *F_PIXEL(pict,N[O] ,M[O] ,O); 
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d3= *F_PIXEL(pict,N[0] ,M[0]+1,0); 
e1 *F_PIXEL(pict,T+pos-1,T,0)- *F_PIXEL(pict,T+pos,T,0); 
e2= *F_PIXEL(pict,T+pos,T,0)- *F_PIXEL(pict,T+pos+1,T,0); 
e3= *F_PIXEL(pict,T+pos+1,T,0)- *F...PIXEL(pict,T+pos+2,T,O); 
Nint= N[1]+ (al-a3)/(2*al-4*a2+2*a3); 
Mint= N[0]+ (bl-b3)/(2*bl-4*b2+2*b3); 
Cint M[13+ (cl-c3)/(2*cl-4*c2+2*c3); 
Dint M[O]+ (dl-d3)/(2*dl-4*d2+2*d3); 
amppos=pos+0.5+(el-e3)/(2.0*el-4.0*e2+2.0*e3); 
el= *F_PIXEL(pict,T,T+posl-1,0)- *F_PIXEL(pict,T,T+posl,O); 
e2= *F_PIXEL(pict,T,T+posl,0)- *F_PIXEL(pict,T,T1-posl+1,0); 






if (verbose >0) 
printf("derpl %7g derp2 '/.7g peak %7g p1 '/.5d p2 '/15d p3 '/.5d\n 
amppos, ampposl,ainppos2, pos,posl,pos2); 
printf (' '/,Sd %5d peak( %5g '/.5g) PS %7g inline peak=%5 
ml ineder'/.5f \n " 
,X,Y, Mint-T,Dint-T-fimshift,APV,amppos2,ampposl); 
if (verbose >1) 
printf(" '/.5g '/.bg %7g \n " , Nint-T,Cint-T, max Ell ); 
if (display == 4)-C 
if(apvans3) 
fprintf(peakfile," '/.5f %5f 	'/,7f 7•7f 7•7f \n " , (1.0*X), 
1.0*Y, 1.0*Mint-1.0*T,Dint-1.0*T+imshift,amppos2) 
else 
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\*program which outputs image in a style recognisable by unigraph*/ 
#include ll/maps/optics/wjh/include/image  .h' 
*include "/maps/optics/wjh/include/cio.h 
#include <math.h> 






for (n=O;n<X_SIZE(pict) ;n++){ 
for (m0;m<Y_SIZE(pict) ;m++){ 
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\* Program to generate the simulated images *7 
#include "/maps/optics/wjh/include/image .h" 
#include '/maps/optics/wjh/include/cio .h' 
#include <math.h> 
#define Mi 259200 
#define IA1 7141 
*define IC1 54773 
*define RM1 (1.0/Ml) 
*define M2 134456 
#define 1A2 8121 
#define 1C2 28411 
#define RN2 (1.0/M2) 
#define M3 243000 
#define 1A3 4561 
#define 1C3 51349 
#define MBIG 1000000000 
*define MSEED 161803398 
#define MZ 0 




static image bigpic,imagepic; 
mt i,j ,n,m,N,x,y,Noimages,Xsize,Ysize,X1,halowidth; 
float Y1,vis,tempran, halow; 
FILE *outfile, *infile, *Fillfile; 
halowidthintin("halowidth*lOOO" ,1000,0, 100000); 
halow= halowidth/ 1000.0; 
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Xsizeintin("xsize of pic " ,100,90,2000); 
Ysizeintin("Ysize of pic",100,90,2000); 
X1=intin("Start position of cosine",200,0,1000); 
im_alloc(&bigpic,Xsize,Ysize,1,FLOAT); 
im_zero(&bigpic); 
Noimages=intin("No of images", 1,0,4); 
Nintin('no of points" ,1000,O,100000); 
outfile=openit('filename of output","Art.pgm","wb"); 
im_alloc(&imagepic ,50 ,50,1 ,FLOAT); 
im_zero(&imagepic); 









/*printf("filled image \n");*/ 
fillpoints(&bigpic,&imagepic,x,y,Noimages,Y1,vis,X1,halow); 
} 
for (n0;n<X_SIZE(&bigpic) ;n++){ 
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\*Subroutine to create images */ 
mt fillpoints(picture,imagepic.x,y.Noimages,Y1,vis,X1,halow) 
image *picture, *imagepic; 







for (M0 ; M<No images ; M++) { 
am 8.0*cos(6.2832*X/lambda)/*(1-(Y1-Y)*(Y1-Y)/(2.0*Y1*Y1))*/; 
/* printf("N Y,5d \n",N);*/ 
printf("filled image V.5d %5f \n",M,am); 
for (i0;i<X_SIZE(imagepic);i++){ 
for (j0;j<Y_SIZE(imagepic) ;j++){ 
/* printf("filled image '/.Sd '/.5d \n",i,j);*/ 
if ((i-25)<O) 
*F_PIXEL(imagepic,i,j,O) = 255 *jO(3.14159*((1*am)*(25-i)/25.0)) 
*exp(-3.14159*((i-25)*(i-25)+(j-25)*(j-25))/(2500.0*halow)) 
else 




/* printf("filled image \n");*/ 
im_stats(imagepic) ;/* 
im_xv(imagepic,O) ;*/ 










/*printf('filled image \n");*/ 
for (n=O;n<X_SIZE(imagepic) ;n++){ 





/*printf(nlfilled image \n");*/ 
U=20*(1-3*(Y1-Y)*(Y1-Y)/(Y1*Y1))*sin(2*6.2832/lambda *X); 
V=40.0/lambda *6.2832 *(y1-y)*(1-(y1-y)*(y1-y)/(y1*y1)) 
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static long ixl,ix2,ix3; 
static float r[98J; 
float temp; 
static mt iff =0; 
mt j; 
if (idum < 0 11 iff == 0) { 
iff=1; 
ixl=(IC1-(iduxn)) 7, Ml; 
ixl(IA1*ixl+IC1) 7, Ml; 
ix2ixl % M2; 
ixl(IA1*ixl+IC1) % Ml; 
ix3ixl 'I. M3; 
for (j=1;j<97;j++) { 
ixl(IA1*ixl+IC1) '1. Ml; 
ix2(1A2*ix2+1C2) 'h M2; 
r [j] =(ixl+ix2*RM2)*RM1; 
} 
idum = 1; 
ii 
U 
ixl(IA1*ixl+IC1) 7, Ml; 
ix2(1A2*ix2+1C2) 'h M2; 
ix3(1A3*ix3+1C3) Y, M3; 
j=l + ((97*ix3)/M3); 
if (j > 97 II j < 1) 
fprintf(stderr,"RANl: This cannot happen."); 
temprLj]; 
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r [j] = (ixl+ix2*RM2)*RM1; 
return temp; 
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static mt inext,inextp; 
static long ma[56]; 




if (idum <0 II iff == 0) 
{ 
iffl; 





ii(21*i) '1 55; 
ma[i] mk; 
mkmj-mk; 
if (ink < MZ) ink += MBIG; 
mj=ma[ii] 
} 
for (k1;k <= 4;k++) 
for (i1;i<55;i++) 
{ 
maLi] -= ma[1+(i+30) '/ 55]; 
if (maLi] < MZ) maLi] +MBIG; 








if (++inext == 56) inextl; 
if (++inextp == 56) inextpl; 
mjma[inextl - ma[inextp]; 




/* printf("Y,ld\n",mj); *1 
/* printf('place. end: '/.f\n",inj*FAC); *1 
/* printf ( 11ran3 7.f\n",test); *1 
Meas. Sd. Technol. 4 (1993) 157-164. Printed in the UK 
Acoustic measurements in flows using 
photon correlation spectroscopy 
D Hann and C A Greated 
The Department of Physics, The University of Edinburgh, James Clerk Maxwell 
Building, The King's Buildings, Edinburgh EH9 3JZ, UK 
Received 22 May 1993, in final form 16 September 1993, accepted for publication 
18 October 1993 
Abstract. Laser doppler anemometry using the photon correlation method of 
signal processing has been used to measure a velocity field in which sinusoidal 
fluctuations generated acoustically are superimposed on a steady flow. A 
stochastic model has been developed for the form of the correlation function, 
and it is shown to be consistent with previous models for a steady flow and for 
sinusoidal fluctuations in an acoustic field. Measurements have been made of the 
velocity field associated with steady flow in a tube with a superimposed acoustic 
field, the results were shown to be consistent with the theoretical predictions. 
1. Introduction 
The standard method of measuring acoustic fields 
in pipes is by using pressure gradient microphones 
and Rayleigh discs. Both of these methods require 
calibrations [12], due to the fact that they will affect 
the flow by their introduction, which are difficult and 
the behaviour of the Rayleigh disc especially requires 
a number of assumptions [1,2]. These methods are 
unacceptable when we have a flow present as well. 
Hot wire anemometers have been used to measure 
the flow velocity in this case, but these too require 
calibration, and will affect the flow by their introduction. 
Since there are many cases in which a mean flow 
field and an acoustic field are present, and it is 
known that a flow will interact with an acoustic 
field [14], a non-intrusive method of measuring the 
flow and acoustic field would be very advantageous. 
Laser doppler anemometry has been used successfully 
to measure the absolute acoustic particle velocity in 
a sinusoidal acoustic field [3,5,8, 11, 15] using both 
frequency analysis and the photon correlation method. 
There is also an approximation for the form of the 
correlation function for a steady flow with a sinusoidal 
component superimposed, but the theory makes the 
assumption that the sinusoidal component is of a much 
smaller magnitude than the steady flow [6]. 
Here we will develop a more general stochastic 
model for the form of the correlation function when 
there is a sinusoidal vibration superimposed on a steady 
flow which does not make the assumption that the flow 
velocity is larger than the absolute acoustic particle 
velocity. This model is a more general case of the 
stochastic model for a sinusoidal acoustic field developed  
by Sharpe and Greated [8] and contains this as a special 
case. 
The theory was tested by comparing the results with 
that of a simple experiment to show that the experimental 
results fitted the theoretical curve for the cases of flow 
velocity greater than acoustic particle velocity, and for 
flow velocity smaller than acoustic particle velocity. The 
experiment also compared the acoustic particle velocity 
in the tube before and after the flow was introduced, 
and it is shown that the flow does change the acoustic 
particle velocity. 
2. Theory of the method 
The notation used throughout this paper is similar to 
that used by Durrani and Greated [16, section 3.3] and 
Sharpe and Greated [9]. It will be assumed that the 
differential Doppler set-up with Gaussian crossed beams 
forming the observation volume is used. The results 
presented here apply equally well if a coherent detection 
arrangement is used, as described in [16], provided that 
the intensity profiles of both illuminating and reference 
beams are Gaussian. It was also assumed that the 
seeding particles (either smoke particles or dust particles 
naturally present in air) faithfully follow the flow; this 
is valid for frequencies up to 1 kHz if the particles 
are smaller than 1 Am [13]. The fringe spacing in the 
observation volume is given by 
d= 29 . 	 (I) 
A is the laser light wavelength and 8 is the half-angle 
between the beams. Then the output from the detector 
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associated with any pth particle in the observation 
volume is given by 
x(t) = KK 1,W(j,,(t))(M + cos D4,, (t)). 	(2) 
K IS a constant associated with the optical power 
and detector sensitivity, K,, characterizes the particle 
scattering cross section, M is a constant introduced if the 
beams are not of equal strength and ,,(t) is the particle 
position at time t. 
The total output is then given by equation (3) where 
D is the so-called frequency-to-velocity conversion 
factor, which relates the Doppler frequency to the 
particle speed and beam intersection angle, which is 
defined in equation (4) and W(,,(r)) is the spatial 
weighting function, which represents the envelope on 
the fringes due to the Gaussian cross section of the laser 
beams (equation (5)): 




0 U= 	 (4) 
21 




Here r0 is the radius at the e 2 intensity points of 
the beam waist. This is of the order of 0.1 mm, and 
can be compared to the fringe spacing used, which is of 
the order of 4 gm . For the 675 Hz standing wave at 
129.77 dB as in the experimental set-up, the amplitude of 
the oscillation is of the order of 20 gm, so the oscillating 
particle passes through many fringes in one cycle. 
In equation (3) the low-frequency term has been 
retained; this can be filtered out since it is not necessary, 
but for this derivation shall retain it. 
To determine the autocorrelation function for x (t) we 
write as the initial particle position (at time t = 0) 
and , as its position at time r later 
= ,, + f
o
v,,(z)dz = p + ,,(r). 	(6) 
Here v(z) is the instantaneous velocity of the pth 
particle, which in this case is 
v,,(z) = a0 + am  Sifl(WmZ + ,f). 	 (7) 
Here a0 is the mean flow velocity, a m  is the particle 
velocity amplitude of the sound field, Wm is the sound 
frequency and 1i is a random phase. We are interested 
in recovering the velocity amplitude a n and the mean 
flow velocity a0 . 
The velocity amplitude (or acoustic particle velocity) 
is an important parameter in the sound field since it is 
possible to define the sound pressure level solely in terms 
of the velocity amplitude for sound fields in which the 
acoustic impedence is known. The sound pressure level  
is defined in equation (8) where pressure and velocity 
amplitude are related by the characteristic impedance Z, 
which is generally complex: 
SPL= 10 log 
PrnisUrms 	 (8) 
p0u° 
Prms 
- Za . 
Urms 
For standing waves, which is the case here, the 
pressure and velocity fluctuations are 7r12 out of phase 
so Z = iz is purely imaginary. To be properly defined, 
we would need to know all three components of the flow 
and sound field, but in the case we are using here, the 
flow and sound field are along the axis of the tube and do 
not have any other components. This means that only 
the component in the direction of the axis of the tube 
needs to be measured so it is not necessary to have a 
two component system to find the intensity vector. 
It can be seen from the above arguments that Prms 
can be expressed in terms of the velocity fluctuations 
and the characteristic impedance. If we note that p o u o = 
10— 12 W, which is the threshold of hearing for the ear, 
then the SPL is 






+ 120. 	(9) 
In cases where the phase of the characteristic 
impedance is not known, it is possible to use a 
combination of measurement of the acoustic particle 
velocity using LDA and measurement of the pressure 
using a miniature or probe microphone to determine its 
phase [lO]. 
Following the derivation of Durrani and Greated [16, 
section 3.3] in which it was assumed that and 4 are 
independent random variables, since the position of a 
particle depends only on its own previous position and 
its instantaneous velocity (we assume that there are no 
collisions in the measuring volume) we find that the 
autocorrelation function of the output voltage of the 
photomultiplier is 
R(t) = E[x(t)x(t -F r)] 
00 	 2 
= [KCOgo f W(y)(M + cos Dy) dy] 
+ K2C1go f : 	r)R(y)(M+ cos Dy)dy 
(10) 
where E[] is the expectation operator, Co 
E[K,,], C 1 = E[K], go  is the average number of 
particles per unit length of the measuring volume and 
R(8y) is the autocorrelation of the spatial weighting 
function of a Gaussian beam system, given by 
l/2 /7r\ 	/ 	2 y 2 \ 
R(fiy) = (\ 	exp (\2 )) 
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Here p,,(y: t) is the probability density function of 
the variable (t) which must be determined in order 
to evaluate the autocorrelation function. This is done 
below, but first we note that the first term in equation 
(10) is the square of the mean value of the Doppler 
signal. This will be ignored since it is time-independent 
and so will only contribute a constant or pedestal to the 
correlation function. 
From equations (6) and (7) we have 
= a0t + am f Sjfl(WmZ + 0 dz 
2am r 	
( 
/wmr\ 	(.L + )] 	(11) = a0 r + - I sin J sin 
Wm L 	2i 
where 1' is a random variable uniformly distributed over 
the interval 0-27r: 
1 	 1 
p(ifr)_ 0<i,fr<- 
2r 	 27r 
We can use the relationship for a function of random 
variables to obtain 
p,1(y; t) = 
- (y - ao r) 2 ] 1 / 2 
- y + a0t E A m y - a0 r 
A m = 	51fl 
(). 
If we ignore the constant term then equation (10) 
takes the form 
(2TK4C 	
1/2 a0r+A, 	 dy 
R(r) = 	82 
) fa,),—A. 7r [A - (y - ao r) 2 1 1 /2 
X exP( 2 )(M+ cos DY). 
If we proceed to evaluate by substitution of y = 
a0 r + Am and solve (see appendix), we get 





2 	 ) 
xexp( 2at2" 
2 ) 




+2(-1),,I ( 12'- ) 
  
I( 2 A ar)} 
( fi2 A 2 
+ 10 	
) 
cos(Daoi)Jo[Arn(D 2  - 4ar 2 ) 2 ] 
CO 
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)12n _2k +IC8 2aoA rnr). 	(13) 
This is the full expression for the time-dependent 
part of the autocorrelation function. From this three 
important limiting cases can be seen. 
If we consider a situation with zero mean flow, that 
is a0 = 0, then the expression becomes 
K2c1g0 7
\1/2 	(_ ,,2  A
R(t) 
= 2 	1 	
exp 
 
x [Io ( "A -
) 
[M + Jo(DAm)] 
+2>1k 
(2A2) 
J2k(DA m )]. 	 (14) 
This is exactly the expression calculated by Sharpe 
and Greated [9] for a periodic acoustic field. The 
equation can be simplified by taking typical values of 
fi and am . For example, for a laser beam of unfocused 
e-  I width 0.5 mm focused from 2 cm separation using a 
20 cm focal length lens, fl takes the value 25 000. If this 
is put into equation (14) and we consider the behaviour 
of e_xIn (x) [41 for small values of x, this approximates 
to 
R(T) X J0(DA m ). 
This can further be simplified to 
R(t) oc Jo(Dam t). 	 (15) 
Since we generally are concerned with cases where WrnT 
is small we can approximate 
2a rn 	 /Wmt\ 
Am = —sin(--;;---) am t. 
Wm 	\ L / 
If there is no acoustic field present, that is a m = 0,then 
the equation (12) becomes 
K 2 	
1/2 




 2 2 2 2 
x [M + cos(Daot)]. 	 (16) 
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Figure 1. A schematic diagram of the laser Doppler 
anemometry arrangement. 
This is an expression for non-turbulent flow [7, 16]. 
If we now consider a combined flow with typical 
magnitudes for , and a0 then again the expression 
can be simplified. If we consider the behaviour of 
el(x) for small values of x [4] and note the wtr 
is also small we can show that the correlation function 
R(r) approximates to 




p4 2 2)1/211 x {M + cos(Daov)Jo(am r(D2 - ao 
(17) 
Interaction of the J0 () term and the cosine will 
produce beats in the correlation function and it is from 
these beats that the measurements are taken. 
3. Experimental apparatus 
The validity of equation (17) was tested in a series of 
experiments in which a flow and sound field could be 
introduced into a glass tube both separately and at the 
same time. The correlation functions for the cases of 
flow field only, sound field only and combined fields 
were measured and compared. A schematic diagram of 
the apparatus is shown in figure 1. The working area was 
a glass tube of length 70 cm, diameter 2.5 cm, which 
had a loudspeaker fitted at one end. The tube had a 
side branch close to the loudspeaker, to which a fan was 
connected. A standing wave of frequency 675 Hz was 
set up in the tube and the fan was used to produce a flow 
simultaneously. 
•1O 0 	5 	10 	15 	20 	25 	30 10 
10 	15 	20 	25 	JO 
Microseconds s_ Tm. 
Figure 2. Theoretical and experimental autocorrelation 
functions for combined flow. Flow velocity 0.9684 m s 1 , 
amplitude of fluctuations 0.190 m s - '. 
For the optical measuring system, a 15 niW He-
Ne laser was used as the light source, its beam being 
split into two parallel components 26 mm apart, which 
were then focused into the tube by a lens of focal length 
153 mm. The positioning of the crossover point of the 
beams was important since the amplitude of the velocity 
fluctuations was larger at a velocity antinode and zero at 
a velocity node. So the crossover point of the beams was 
positioned at the centre of the tube at a velocity antinode, 
which was detected using a probe microphone. The 
photomultiplier was aligned at an angle of approximately 
25° to the optical axis and focused on the crossover 
point. The digital signal was then processed to give 
the photon correlation function. Two cases were looked 
at, one where the acoustic particle velocity was smaller 
than the flow velocity and one where it was larger than 
the flow velocity. In the first case the flow velocity and 
acoustic particle velocity were measured separately and 
these values compared with values obtained when the 
flow and sound field were combined. 
4. Results and discussion 
The values of the velocities were ascertained from the 
positions of the peaks and zeros of the correlograms 
and these values were used in the theoretical equation 
to generate a correlogram, which was then compared 
with the experimental correlogram. 
The flow velocities of figures 2 and 4 were found by 
measuring the time r between peaks and using equation 
(16). We can see that a 0 = 2nir/(Dr) where n is 
the number of the peak from the centre. The acoustic 
particle velocity can be worked out in a similar way; 
from equation (14) am = 7.0157/(Dr) where the time 
r measured here is the time to the first peak of the 
correlation function. 
In the case of the combined flow and sound field, 
it is necessary to know which of the two velocities are 
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Figure 3. Theoretical and experimental autocorrelation 
functions for sound field only. Amplitude of fluctuations 
0.210 ms -1 . 
Microseconds 
S.,çl. Thr* 
Figure 4. Theoretical and experimental autocorrelation 
functions for flow field only. Flow velocity 0.9684 m s' 
larger. In figure 2 the flow velocity is the larger and 
the time to the nth peak can be used to calculate the 
flow velocity as before and time to the first zero is used 
to find the acoustic particle velocity. In figure 5, the 
acoustic particle velocity is larger, and so the time to the 
first zero is used to find the flow velocity and the time 
to the first peak for the acoustic particle velocity. 
These results are shown in figures 2-5. The acoustic 
particle velocity was then used in equation (9) to 
calculate the intensity of the sound field. If we note that 
the characteristic impedance of air at room temperature is 
430 kg m 2 s, then the SPL for each case is 128.90 dB 
in the combined field, 129.77 dB in the sound field only 
and 135.45 dB in the second combined field. 
Figures 2-4 show respectively the combined fields, 
the sound field without the flow in the pipe and the flow 
without the sound field. Figure 5 shows a case in which 
the flow velocity is of a much smaller magnitude than 
the acoustic particle velocity so that the instantaneous 
velocity is sometimes negative. Three things can be 
0 	10 	20 	30 	40 	50 	60 	70 	80 
Microseconds 
S-0. r.,. 
Figure 5. Theoretical and experimental autocorrelation 
functions for combined field. Flow velocity 0.0421 m s 
amplitude of fluctuations 0.4039 m s. 
seen from these figures. 
Firstly, the theoretical results fit well with the 
experimental results. However, in figures 2 and 4 the 
measured damping of the curve is somewhat greater 
than that predicted by theory. This is no doubt due 
to the presence of turbulence, which would have the 
effect of introducing an extra exponential damping term. 
This is verified in the case of figure 5, where the flow 
velocity was of a smaller magnitude than for that of 
figure 2 and there was less turbulence in the tube, 
and the theoretical results fit the experimental results 
much better. Introducing such a term for turbulence 
into the theoretical expression would produce an even 
closer fit, but the effect of such a damping term will not 
significantly alter the position of the peaks and zeros of 
the function, which are the measures being used. 
Secondly, the agreement between theory and 
experiment is equally good in two extreme cases. The 
first graph is for a larger flow velocity than acoustic 
particle velocity. Figure 5 is for a much smaller flow 
velocity than acoustic particle velocity. Thus the theory 
is not constrained to the case where the flow velocity is 
larger than the acoustic particle velocity and indeed the 
instantaneous velocity can be negative. 
Thirdly, the values obtained for the acoustic particle 
velocity for the combined fields and for the case where 
the sound field was measured separately are not the same. 
In the combined field the acoustic particle velocity is less 
than in the sound field only case. This could be because 
the acoustic particle velocity in the sound field only case 
was measured at the velocity anti node (or pressure node), 
which was found using a probe microphone. When the 
flow was introduced into the tube it would cause a low-
pressure area where it sucked the air out moving the 
standing wave along the tube. This would mean that we 
were no longer measuring at the point of highest acoustic 
particle velocity, but slightly along from it, where the 
amplitude is less. 
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S. Conclusions 
These results show that the laser Doppler photon 
correlation technique can indeed be used to measure 
absolute flow velocities and acoustic particle velocities 
simultaneously over a wide range of flow velocities and 
acoustic particle velocities. The results presented do 
not show the limits of the technique and further work 
will have to be done to investigate the range of reliable 
operation. 
Appendix 
We proceed to evaluate by substituting y = a0 r + 
A m sifla so that the integral becomes that in equation 
(18), 
/2 d 	-, a —(a o r +Am  sin a)2 \ 
R(r) 	f ',',/2 	 exp 	2 yr 
x [M + cos(Dao r + DA rn sin a)]. (18) 
The cosine can be expanded to form the autocorrelation 
function shown in equation (19), 
1 	/2 22\ 	r/2 
R(r) = —exp 	
a0 
exp(- 2aotA m sin a) 
	
717 2 	j -r/2 
7 ,8 2 A 2 sin2 a\ 
xexp — 	)[M+cos(Daor) 
x cos(DA m sin a) - sin(Da o r) sin(DA m sin a)]doe. 
(19) 
We can now split this into three parts and make the 
two following substitutions to form equation (20)—(23): 
P = 
q = p2A/4 
2 	/ 7r






(_ 2 ) 




F1 = cos(Daor) 
7r  
x exp(—p sin a)exp(-2q sin 2 a)dot 	(21) 
F2 = 
1
—cos(Daor) f r/2  exp(— psina) Jr  




sin(Dao r) 	exp(—p sin a) 
x exp(-2q sin 2 a) Sjfl(DA m Sfl a) da. 	(23) 
Now the integrals F1 ,F2 and F3 in equations (21)-
(23) are evaluated and combined to produce the final 
autocorrelation function. 
First we evaluate F1 by applying the double angle 




F1 = —exp(— q) 	exp(—p sin a)exp(q cos 2a)da. 
 (24) 
It can be shown from the generating function of the 
modified Bessel function [4] that the following equation 
is true. 
00 
exp(x cos 2a) = 10(x) + 2 	11 (x) cos2na. 
= 
If this is substituted into equation (24) and the other 
exponential split into a cosh and sinh then 
pJr/2 
F1 = —exp(--q)x / 	{cosh(p sin a) - sinh(p sin a)j 
x (10(q) + 21n (q)cos2na) 
If we note that the sinh term is odd and disappears, and 
that equation (25) is true, then we find that the solution 
of F1 is given by equation (26): 
çn12 	 Jr 
I cosh(p sin a) cos(2na) dot = (1) -2 12, (p) (25) j0  
F1 = exP(_q)(lo (P)1o() + 2(_1)'I? (q)12n (P)). 
(26) 
Turning to F2, we utilize the double-angle formula 
again and also the Bessel function expansion for a 
cosine with a sinusoidal argument to obtain the following 
equation for P1. 
F2 = iexp(q)cos(Dao r) 
717 
f 7r/2 exp(—psina)exp(qcos2a)  
(J0(DA m ) + 2 	J2k(DAm) cos(2ka)) doe 
= —exp(—q)cos(Daor) 
717 
(JO(DA rn)Fl +2J2k(DAm )F4) 	(27) 
Here we have defined F4 as shown in equation (28): 
F4 = f7rr/2 exp(—p sin a) exp(q cos 2a) cos(2ka) da. 
(28) 
Acoustic measurements in flows 
As in the evaluation of F1 we expand the second 
exponential in terms of the modified Bessel function and 
then we expand the first in terms of cosh and sinh. The 
integral containing the sinh term is zero when evaluated 
between these limits so we ignore it. This means that 
equation (28) can be rewritten as follows: 
ç ir/2 
F4 = 2 j 	cosh(p sin a)cos(2kcx)10 (q)da 
Jo 
+ 4 	1rn ()j 	cosh(p sin a) 
,n=1 	0 
x cos(2ka) cos(2ma) da. 
The two cosines in the second term can be made into the 
sum of two cosines, so the second term can be rewritten. 
2 	Irn (q)f 	cosh(p sin a){cos[2(in - k)] 
+ cos[2(m + k)]} da. 
Using equation (25) again, we find that F4 equals 
	
Io(q)(— l)kI2k(p)  + 	I,,, (q) 
= I 
r 
X [(-1) rn—k 12 (. —k) (P) + 
(_ 1 )?fl +k 
I(P)I (29) 
To evaluate F3 we start by expanding the first 
exponential in terms of cosh and sinh and use the double 
angle formula on the second exponential and expand it 
into a series containing modified Bessel functions. The 
sin term can be expanded as in the following equation: 
00 Sifl(DA m sin a) = 2 E J s +i (DA m ) sin[(2s + l)a]. 
(30) 
Since the term containing cosh is odd, it is ignored, 
leaving equation (31): 
2 	 CO 
F3 = --exp(—q)sin(Daor)J +i(DA m ) 
7t 	 .v=O  
(Jo(q) +2 j 1 (q) cos f'T/2 	
) 
x sinh(p sin a) sin[(2s + 1)a] da. 	 (31) 
We then use the addition theorem on the sine—cosine 
product and then note that equation (32) is true, to get 
equation (33): f7r/2 
 sinh(p sin cx)sin[(2n + 1)a]da = 7r(-1)Ji(p) 
(32) 
00 
F3 = —2 exp(—q) sin(Daor) 	J2. 1 (DA.) 
s=O 
00 x ( ~— l)'1o(q)I2,, +j (P) + 
X 12s+2r+I(P) + (_1)s_n12.c _ 2r+I (P)]). 	(33) 
If we collect this and note equations (34) and (35), 




= J0[Am(D2 - 4ar2)2] - Jo(DA m ) 	(34) 
00 
J2.c i (DA.)( —  I ) 7Zc+I (fi 2a0Amr) = 0 	(35) 
N=O 
K2C igo 	
1/2 	 ,82A2 " /7r \ 
ml R(r)= 





a0t- 'I 2 
2) 
x {M + cos(Daov)Jo[A m (D2 - fl4ar2)1'21) 
1 1 10  
( p
2A2)1 (2Amaov) 
+2 	1 )fl  J (
2 A 2 ) 
12n(2Amaot)] 




(62A2. ) (_1)n_k12(n_k)(2Aflaov) 




I )n+kI2(n+k) ( 2 A m ao r) 
00 












I 	(I32Amaot) j 
(36) 
This is the general stochastic model for a flow 
with a sinusoidal perturbation superimposed and can be 
simplified as shown in the main text. 
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1 Abstract 
It is shown that the technique of Particle Image Velocirnetry can be used to measure 
the acoustic particle velocity in a monotonic sound field. The mathematical forms 
for the power spectrum and autocorrelation functions of the image formed on film 
by a sinusoidally oscillating seeding particle are derived. 
An experiment using a standing wave is used to show that the expected results 
agree with those obtained experimentally. The acoustic particle velocity along the 
tube is compared to values predicted by theory. 
2 Introduction 
There are many situations in which it is of interest to measure the acoustic particle 
velocity over a large area. Particle Image Velocirnetry (PlY), in its conventional 
form, gives the velocity vectors of a flow field over large areas [1], but does not 
predict the sound field. We will show here that it is possible to measure the acoustic 
particle velocity over an area using PIV techniques. 
Laser Doppler Anemometry (LDA)has been used to measure the acoustic parti-
cle velocity [6, 3, 5, 8] but has the disadvantage that it is a point measuring device 
and so the sound field has to be held stable for a long period if many measurements 
are desired, say to measure the acoustic particle velocity across a tube. 
Ply is also non-intrusive, and gives the absolute acoustic particle velocity so 
there is no interference due to the measuring device, and no calibration is necessary. 
PIV has the advantage over LDA in that we can measure a complete velocity field 
virtually instantaneously with the size of the field determined by the resolution and 
size of our camera. It has been used successfully to measure the flow velocity in a 
standing wave tube near the velocity node when acoustic streaming has been set 
up [7]. 
If the image of a sinusoidally oscillating seeding particle is captured on film, it 
will form dumbbell shaped streaks. The length of these streaks (2A m )willbe related 
to the acoustic particle velocity (am ) by the relationship 
Am2 	 (1) 
W 
Here w is the angular frequency of the oscillation. The length of the streaks 
was measured by Brandt et al. [2] using a traveling microscope, but this can he 
excessively time consuming. We shall use image processing techniques to automate 
this process in order that a vector map of the acoustic particle velocity can be 
constructed with the minimum of human intervention. 
The main problems with PIV are that optical access is required and the flow 
needs to be seeded. Since one is actually measuring the movement of seeding par-
ticles it is important to ensure that they are faithfully following the movement of 
the surrounding air. It is known that smoke particles are submicron and will follow 
the motion of air for frequencies up to 10kHz [2]. 
We shall first discuss the theoretical forms of the power spectrum and auto-
correlation for an image which is formed by an oscillating particle showing how 
an example matches the theory, before using the results to measure the acoustic 
particle velocity along and across a standing wave in a tube. 
3 Theory of measuring the Acoustic Particle Ve-
locity using PIV 
In order that we can properly analyze our measurements in the power spectrum and 
autocorrelation plane we need to have a theoretical model giving the shape of these 
functions in terms of the velocity parameters. We shall therefore try to construct a 
model to show their approximate forms. 
For a monotonic sound field, the image is formed by sinusoidaRy oscillating 
particles and the probability that the particle will be at any distance x from the 
centre of oscillation is 
P(x) 
- 	H(Arn) 	 (2 
where Am is the amplitude of the vibration and II(A m ) is the box function which 
is one for all values of x smaller than A m . 
We will make two assumptions about the image thus formed. Firstly we will 
assume that the image will be a convolution of the probability density function of a 
sine wave (shown in Equation (2)) and the image which would have been formed by 
the seeding particle if it had been at rest[9]. The image formed by this convolution 
will be the form of a streak with magnified discs at either end, with the distance 
between the ends equal to 2A m . 
Our second assumption is that the image will be recorded linearly and accu-
rately with sufficient resolution. This is important since if the image is not linearly 
recorded, or has inadequate resolution, then it will no longer he of the shape envis-
aged. For the moment we shall assume that the image is recorded accurately. 
For ease of calculation, we will assume that the oscillation is in the x direction. 
This means that the image of a single particle recorded on the film using a cam-
era whose aperture is open for the period of the oscillation will have an intensity 
distribution of the form 
- Bill(Ai rn )(y) 
ØW(x,y). 	 (3) 11(x,y) 
- 7V/A_, - 
where Aim  is the amplitude of the 
jth  particle and Bi is related to the intensity of 
the jth paticle. The image of a seeding particle W(x, y) will be of the form of an 
Airy disc with a width of o- say and this can further be approximated by a Gaussian 
of width in order to simplify the mathematics slightly (Figure (1)). 
The intensity of the interrogation area can be considered to be a summation 
of these images randomly placed. This can be expressed mathematically by the 
expression in equation (4). 
I(x,y) = 	B 2 1(x,y) 
Bjfl (Ai m)6(y - yn) 
0 	 (4) = 	
Aj,nA - (x - Xi 
This is only an approximate expression for Intensity over the interrogation area 
since we are neglecting any noise and also making three assumptions. 
Firstly we are assuming that all the seeding particle images are the same size 
and shape; for smoke particles this is usually a good approximation for fresh smoke. 
Brandt et al.[2] discusses the coagulation of smoke particles in a strong acoustic 
field and shows that after 10 minutes the smoke has formed ropes of particles of 
indeterminate length and shape. Since we are taking measurements in the regime 
where the smoke is still relatively fresh, this criteria will not significantly affect our 
results. 
Secondly, we are assuming that all particles are in focus. Since the depth of focus 
of the camera is very small, the particles which are out of focus in the interrogation 
area will generally cause a constant background illumination across the negative 
and this will not significantly alter the expression. 
Thirdly, we are assuming that all the images are contained by the window. The 
images have a length which is sometimes of the order of 1/5th of the size of the 
interrogation area and so there is a large number of images which are clipped by the 
edges of the window. The large number of incomplete particle images will produce 
a low frequency component in the power spectrum which will translate into a larger 
central peak in the autocorrelation plane. 
Using the Wiener-Kinchine method of producing the autocorrelation plane means 
that the power spectrum is defined as; 
PS(k,l) = FT[I(x,y )]FT[I(x,y )]* 	 (5) 
where FT denotes the Fourier Transform. The Auto correlatioii plane is defined as 
R(x,y) = FT[PS(k,I)]. 	 (6) 
The Fourier transform of the image can be shown to be, 
FT[I(x,y)] = 	__ Jo(27rAjmk)e_k2+12) 
A m  
(cos [27r (kx + lyi)] + i sin [27r (kx1 + ly)]) 	(7) 
where Ci is a constant realted to Bi and .JoQ  denotes the zero order Bessel function. 
Therefore the power spectrum is 
PS(k,l) 	
cici 
Jo(2irAim k)Jo(2irAj m k)e 
i 
 
Aim Aj m i  
cos [27r(k(x —x)+l(y—y))] 	 (8) 
If we assume that the streak length is fairly constant over the area under inves-
tigation, say 2A m , then the expression can be simplified to 
1 j2 PS(k,l) = 
A 2 0 
(27rAm k)e - 
M 
1: Cj Cj cos [2?r(k(x —x1)+1(y - y))] 	(9) 
ii 
3 
Looking at Figure (6), the power spectrum of a section of the experimental 
photograph (Figure (5)), we can see that there are two parts to the equation of 
02 significance, the j () e- 1c2+12) term and the summation. 
The summation term causes the speckle and is a low frequency effect which can 
be ignored at the moment. The J()e term determines the shape of the 
halo. The Bessel function produces fringes which are perpendicular to the direction 
of the streak. We can approximate the Besse] function term in the power spectrum 




JO(271A m k) 	 cos (2irA m k—) 	 (10) 
Y2irA m k 
and equation (9) can, if we consider the summation term as being roughly con-
stant, be approximated as 
PS(k, 1) = 4xAke 	 (1 + sin(4A m k)) 	 (l 1) 
Averaging the Power spectrum along the fringes will give us a the profile of the 
Power Spectrum ( Figure (7 )) which will be proportional to 
1 	2 
4A2ke(1 + sin(4irA m k)) 	 (12) 
The Fourier Transform of this will be of the form shown in Figure(8) which has 
a steep slope at the expected amplitude. The gradient of the Fourier Transform can 
be calculated using the relationship 
- dF(x) 	
(13) FT[i2irkf(/c)] -  
dx 
where F(x) is the Fourier transform of 1(k). 
This means that the gradient of the Fourier Transform can be written as 
dR(x) 




(1 + sin(4irA m k))] 
rn 
= FT 	(1 + sin(47rArnk))e_2] 
1 
- 	:;i- (e_9a12 + e_$ (1c_2A,,)2 + e_2A)) 	(14) 
It is seen that there is a peak at the centre, and two peaks at ±2Am which 
should be easy to detect. 
A computer program was therefore written using equation (14) to find the peaks 
in the gradient of the Fourier Transform and this was used for analyzing the pho-
tographs in the experiment discussed below. 
4 Experimental Method 
An experiment was set up to measure the acoustic amplitude along a square cross 
section tube in which a standing wave was present. The tube had a 30mm square 
cross-section and was 700mm long not including the horn of the loudspeaker (Figure(3)). 
The standing wave had a frequency of 185011z and was about 150dB at the pressure 
antinodes, measured with a probe microphone. The tube was illuminated with a 
4 
thin sheet of light produced by a 2W Argon-ion laser using a cylindrical lens and a 
spherical lens in series, and the flow was made visible by the introduction of smoke 
particles into the flow just before the photographs were taken. 
The camera was set at an 8ms exposure in order to capture a practically sta-
tionary image which would not move with the streaming and would be roughly ten 
periods of the oscillation. The camera lens aperture was set to f#  4 which allowed 
a sufficiently wide depth of focus whilst keeping the diffraction broadening effects 
of the seeding particle image as small as possible. This was necessary because of 
the closeness of the camera to the tube in order that the area under observation 
was as large as possible on the negative. A large aperture would produce too small 
a depth of field which would mean that there were many out of focus particles in 
the measuring area.The film was 400ASA and was push processed to about 800ASA 
when it was developed. An A4 size print of the negative was made and scanned 
onto a computer[4J. The scanned image had a resolution of 1943x 2400 pixels which 
meant that 1943 pixels was equivalent to 30mm across the tube. This allowed us to 
get a resolution of 1 pixel equivalent to 0.01544mm in the object plane. 
One of the photographs taken is shown in Figure (4); if this is studied, it can 
be seen that the amplitude of the vibration changes along the length of the tube 
(vertical in the picture), but not across the tube (horizontal in the picture). A sec-
tion of the photograph is magnified and shown in Figure(s) and its power spectrum, 
profile and FT of profile are shown in Figures (6), (7) and (8) respectively. 
In order to analyse the sound field from the photographs, we use the technique 
just described, of computing the first derivative of the FT of the profile of the power 
spectrum, to measure the variation of the amplitude across the tube. 
This gives us Figure (9) in which we have superimposed all the points across 
the tube. The interrogation area was chosen as 160 x 160 pixels and the distance 
between centre points of the area was 80 pixels. It can easily be seen that the 
amplitude is nearly constant across the tube which is what is expected for a plane 
wave. The amplitude along the tube also fits the expected cosine with an amplitude 
of 2.3±0.05 x10 4 m. This corresponds to an acoustic particle velocity of 2.7 ± 0.05 
ms' and a sound pressure level of 151.8 ± 0.16dB at the velocity antinode. 
4.1 Conclusion 
The experimental results fit well with the theoretical predictions, consistent with 
the acoustic particle velocity propagating along the tube sinusoidally in a planar 
wave with a maximum intensity of 151.8 dB. The amplitude across the tube is fairly 
constant and there are few measurements which do not fit the curve. The results at 
the extreme edge of the tube are not included since the analysis system could not 
deal with the high velocity gradients within the boundary layer. 
A difficulty arises in the areas where the acoustic particle velocity is small and it 
is generally in these areas that we have to consider the effect of the central peak on 
the amplitude peak. The presence of the central peak in the graph of the gradient 
of the Fourier Transform will shift the amplitude peak towards the centre by a 
small amount which is dependent on the value of o the width of the image of the 
seeding particle if it was at rest. For small o this will only become apparent at small 
amplitudes, but as o increases, the error will also increase. This puts a lower limit 
on the amplitude of oscillation which can be measured by the technique. There is 
no upper limit to the amplitude. 
One of the main limitations of the technique at the moment is that the particle 
oscillations need all to be in the same direction. This can be overcome if we have 
sufficient resolution of the images. If we rotated the power spectrum so that the 
fringes were aligned with the x-axis, then the procedure for finding the amplitude 
would be the same. This would allow the measurement of more complicated acoustic 
fields in which the oscillations are not aligned in a single direction. 
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Figure 1: The comparison of an airy function of width o with an exponential of 
similar argument 
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Figure 2: A graph showing a bessel function and its approximation showing that 
past the first zero they coincide. 
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Figure 4: The photograph of the sound field. 
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Figure 5: An interrogation area showing the form of the images formed in a flow 
which is oscillating 
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tube compared to the expected value. 
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