Abstract. The White Noise Hypothesis (WNH) assumes that in the uniform pulse code modulation (PCM) quantization scheme the errors in individual channels behave like white noise, i.e. they are independent and identically distributed random variables. The WNH is key to estimating the mean square quantization error (MSE). But is the WNH valid? In this paper we take a close look at the WNH. We show that in a redundant system the errors from individual channels can never be independent. Thus to an extent the WNH is invalid. Our numerical experients also indicate that with coarse quantization the WNH is far from being valid. However, as the main result of this paper we show that with fine quantizations the WNH is essentially valid, in which the errors from individual channels become asymptotically pairwise independent, each uniformly distributed in [−∆/2, ∆/2), where ∆ denotes the stepsize of the quantization.
Introduction
In processing, analysing and storing of analog signals it is often necessary to make atomic decompositions of the signal using a given set of atoms, or dictionary {v j }. In this approach, a signal x is represented as a linear combination of {v j },
In practice {v j } is a finite set. Furthermore, for the purpose of error correction, recovery from data erasures or robustness, redundancy is built into {v j }, i.e. more elements than needed are in {v j }. Instead of a true basis, {v j } is chosen to be a frame. Since {v j } is a finite set, we may without loss of generality assume {v j } N j=1 are vectors in R d with N ≥ d.
Let F = [v 1 , v 2 , . . . ,v N ] be the d × N matrix whose columns are v 1 , . . . ,v N . We say
is a frame if F has rank d. Let λ max ≥ λ min > 0 be the maximal and minimal eigenvalues of F F T , respectively. It is easily checked that
(1.1) λ max and λ min are called the upper and lower frame bounds for the frame, respectively. If λ max = λ min = λ, in which case F F T = λI d , we call {v j } N j=1 a tight frame with frame constant λ. Note that any signal x ∈ R d can be easily reconstructed using the data {x ·
Let G = (F F T ) −1 F = [u 1 , u 2 , . . . , u N ]. The set of columns {u j } N j=1 of G is called the canonical dual frame of the frame {v j } N j=1 . We have the reconstruction
If {v j } N j=1 is a tight frame with frame constant λ, then G = λ −1 F , and we have the reconstruction
In digital applications, quantizations will have to be performed. The simplest scheme is the Pulse Code Modulation (PCM) quantization scheme, in which the coefficients {x·v j } N j=1 are quantized. In this paper we consider exclusively uniform quantizations. Let A = ∆Z where ∆ > 0 is the quantization step. With uniform quantization a real value t is replaced with the value in A that is the closest to t. So, in our setting, t is replaced with Q ∆ (t)
given by
Thus, given a frame {v j } N j=1 and its canonical dual frame {u j } N j=1 , instead of using the data {x · v j } N j=1 and (1.2) to obtain a perfect reconstruction, we use the data
and obtain an imperfect reconstructioñ
This raises the following question: How good is the reconstruction? This question has been studied in terms of both the worst case error and the mean square error (MSE), see e.g. [13] .
Note that the error from the reconstruction is
2 ∆, with {·} denoting the fractional part. While an a priori error bound is relatively straightforward to obtain, the mean square error MSE := E x −x 2 , assuming certain probability distribution for x, is much harder.
To simplify the problem, the so-called White Noise Hypothesis (WNH), is employed by engineers and mathematicians in this area (see e.g. [2, 3, 13] ). The WNH asserts the following:
• Each τ ∆ (x · v j ) is uniformly distributed in [−∆/2, ∆/2); hence it has mean 0 and variance ∆ 2 /12.
• {τ ∆ (x · v j )} N j=1 are independent random variables.
With the WNH it is an easy derivation, which we furnish in the next section, that the MSE is given by
where {λ j } are the eigenvalues of F F T .
Note that using (1.6) the MSE for quantization decreases by a factor of 4 if we decrease ∆ by a factor of 2. It amounts to an increase in signal to noise ratio of approximately 6dB (10 log 10 4 ≈ 6). This is often referred to as the 6dB-per-bit-rule.
The WNH is often called Bennett's White Noise Assumption [2, 3] . Bennett studied quantization error (distortion) in his fundamental paper [4] in the scalar setting. He demonstrated that under the assumption that the scalar random variable has a smooth density, the quantization error behaves like uniformly distributed "random noise" when ∆ is small, resulting in the MSE to be approximately ∆ 2 /12. Bennett also studied quantization errors in the nonuniform quantization setting, which can often be reduced to the uniform setting by the use of companders. The current interest in the WNH stems from the study of vector quantization, in which several correlated signals are quantized simultaneously such as in our setting. A vast literature on vector quantization and on vector quantization errors exist, and for an excellent and comprehensive survey on vector quantization see Gray and
Neuhoff [14] . A weaker form of the WNH, which states that the error components are approximately uncorrelated in the high resolution setting, i.e. when ∆ is small, is often found in engineering literatures without rigorous proofs (see [11] and the discussion in [22] ). A rigorous proof of this weaker form of the WNH was first given in Viswanathan and Zamir [22] . More precisely, they proved that if two random variables X, Y have a joint density function then
Viswanathan and Zamir also proved similar results in the nonuniform quantization setting, under much stronger assumptions.
It should be pointed out that much of the advantage of vector quantization comes from the fact that the quantizations are not necessarily performed independently on each channel.
As a result of it there are many interesting and challenging mathematical problems in nonuniform vector quantization. While the focus of this paper is on uniform quantization, we hope it will be a very first step in resolving the problem in the more general setting.
The objective of this paper is a rather modest one. Given the vast literature on quantization errors and some of the general confusions regarding the WNH, this paper aims to provide complete analysis and rigorous mathematical theorems on the behavior of quantization errors. These results are by no means difficult, and they are also rather intuitive.
Nevertheless we feel there is a need to have them written down. If nothing else we hope this paper will serve to clarify things on the WNH in the uniform quantization setting. As a very simple result we show under the assumption that the distribution of x has a density (absolutely continuous), the components of the quantization errors {τ ∆ (x · v j )} N j=1 can never be independent if N > d. However, we show that asymptotically the WNH is almost valid by proving stronger and more general results than that in [22] . More precisely, we prove that if a set of vectors {u 1 , u 2 , . . . , u k } are linearly independent then the normalized quantization errors
converge in distribution to independent and uniformly distributed random variables as ∆ → 0 + . Applying it to the frame setting, we show that if the vectors {v j } N j=1 are pairwise linearly independent then {τ ∆ (x · v j )} N j=1 becomes asymptotically pairwise independent and thus pairwise uncorrelated, and each τ ∆ (x · v j ) becomes asymptotically uniformly distributed on [−∆/2, ∆/2]. These slightly weaker assumptions are sufficient to lead to the MSE given by (1.6) asymptotically. Furthermore, we also characterize completely the asymptotic behavior of the MSE if some v j 's are parallel. These and other results are stated and proved in subsequent sections.
Several people had given us helpful suggestions on this paper. But in particular we wish to express our gratitude to the referee, who not only read the manuscript very carefully but provided us with a number of valuable suggestions, particularly on the vast engineering literature regarding vector quantization.
A Priori Error Bound and MSE under the WNH
In this section we derive a priori error bound and a formula for the MSE under the WNH. These results are not new. We include them for self-containment. We use the following settings throughout this section: Let {v j } N j=1 be a frame in R d with corresponding
be the canonical dual frame with corresponding matrix
is a tight frame with frame constant λ, then
This yields an a priori error bound (2.1). The bound (2.2) is an immediate corollary.
In particular, if {v j } N j=1 is a tight frame with frame constant λ, then
in the WNH is replaced with the weaker condition that {τ ∆ (x · v j )} N j=1 are uncorrelated.
A Closer Look at the WNH
The WNH asserts that the error components {τ ∆ (x · v j )} N j=1 are independent and identically distributed random variables. Intuitively this cannot be true if N > d. This is indeed the case in general. The following is a simple result. Proof. Let F be the frame matrix for the frame {v j }. Then dim(range(F T )) ≤ d, and therefore L(range(F T )) = 0 where L is the Lebesgue measure on
and therefore so is each Z j . If {Z j } are independent, then Z must be absolutely continuous.
However, Z takes values in Ω so P (Z ∈ Ω) = 1. This contradicts the absolute continuity of Z.
Remark: Actually for Theorem 3.1 to hold we only need to assume that X has an absolutely continuous component, i.e. X = X c + X s where X c = 0 is absolutely continuous and X s is singular. However, the theorem can fail without the absolute continuity condition, even if each component of X may be absolutely continuous. The simplest example is to take (1) The error components {τ ∆ (X j )} m j=1 are independent if and only if there exist complex numbers {β j (n) : 1 ≤ j ≤ m, n ∈ Z} such that
(2) Let h j (t) be the marginal density of X j . Then {τ ∆ (X j )} m j=1 are identically distributed if and only if
for some H(t) independent of j. 
. This part of the theorem is proved by setting β j (n) = h j (n).
The proof of (2) follows directly from the fact that the density of τ ∆ (X j ) is n∈Z h j (t − ∆n) for t ∈ I ∆ . Proposition 3.2 puts strong constraints on the distribution of x for the WNH to hold.
Let X ∈ R d be a random vector with joint density f (x). Let {v j } d j=1 be linearly independent, and let
are independent random variables if and only if there exist complex numbers {β j (n) :
are identically distributed if and only if n∈Z h j (t − n∆) = H(t) a.e. for some H(t) independent of j. They are uniformly distributed on [− 
Proof.
We only have to observe that g(y) is the density of Y and that h j is the marginal density of Y j . The corollary now follows directly from the theorem.
From a practical point of view, with coarse quantization the MSE cannot be estimated simply by (1.6). Thus the "6-dB-per-bit" rule may not apply. We shall demonstrate this with numerical results. However, with high resolution quantization the formula (1.6) becomes increasingly accurate. We show this in the next section.
Asymptotic Behavior of Errors: Linear Independence Case
In many practical applications such as music CD, fine quantizations with 16 bits or more have been adopted. Although the WNH is not valid in general, with fine quantizations we prove here that a weaker version of the WNH is close to being valid, which yields an asymptotic formula for the PCM quantized MSE. Our result here strengthens an asympototic result in [22] .
We again consider the same setup as before. Let {v j } N j=1 be a frame in R d with corresponding frame matrix
Using the quantization alphabet A = ∆Z we have the PCM reconstruction (1.4). Note thatx =x(∆) as it depends on ∆. With the WNH we obtain the MSE
To study the asymptotic behavior of the error components, we study as ∆ → 0 + the normalized quantization error
Theorem 4.1. Let X ∈ R d be an absolutely continuous random vector. Let w 1 , . . . , w m be linearly independent vectors in R d . Then
absolutely continuous with some joint density f (x), x ∈ R m . As a consequence of (3.2) one has that the distribution of
Coming back to the case when f (x) is the density of Y. For any ε > 0 it is possible to
, and furthermore, g(x) = N j=1 c j 1 E j (x) is a simple function where c j ∈ R and each E j is a product of finite intervals. Observe that
Remark: We in fact proved a stronger result, namely the densities converge in L 1 . Applying the above theorem to the MSE, if {v j } N j=1 are pairwise linearly independent then the error components {τ ∆ (X · v j )} N j=1 become asymptotically pairwise independent and each uniformly distributed in [− 
Proof. As usual denote by F and G the frame matrices associated with the frame {v j } N j=1
and the dual frame {u j } N j=1 , respectively. Let
It follows from the proof of Proposition 2.2 that
and hence
Asymptotic Behavior of Errors: Linear Dependence Case
In this section we consider the case in which some vectors in the frame may be parallel.
This can happen, for example, if the frame contains redundant elements. Mathematically it would be interesting to understand how the MSE behaves as ∆ → 0 + . We return to previous calculations and note that
Our main result in this section is:
Theorem 5.1. Let X be an absolutely continuous real random variable. Let α ∈ R \ {0}.
, α = p q and p + q is even,
, α = p q and p + q is odd,
where p, q are coprime integers.
g n (x) represents a small perturbation of g(x) that "smoothes out" the discontinuities of g(x). Now, set
and
Claim: E n (∆) → E(∆) as n → ∞ uniformly for all ∆ > 0.
So the series converges absolutely and uniformly in ∆. Thus
For any n > 0 we have 
Next, suppose α = p q where p, q ∈ Z, (p, q) = 1. We observe that k + α = 0 if and only if k = pm and = −qm for some m ∈ Z. In such a case
It follows that
For r ∈ Z, r = 0 set
By Parseval we have
.
It is easy to check that
, which has Fourier series G r (x) = m∈Z c rm e 2πimx with c 0 = 0 and c k =
for k = 0. This yields Note that if p + q is even then
6 . On the other hand, if p + q is odd then
12 . The theorem follows.
Corollary 5.2. Let X be an absolutely continuous random vector in
and α ∈ R \ {0}. Then
Proof. We only need to note that w · X is an absolutely continuous random variable. The corollary follows immediately from Theorem 5.1.
We can now characterize completely the asymptotic bahavior of the MSE in all cases.
For any two vectors w 1 , w 2 ∈ R d define r(w 1 , w 2 ) by
, and p + q is even, 
4)
Proof. In the proof of (4.2) we showed that
with the notations there. Observe that h ij = u i ·u j . The result is immediate from Corollary 5.2.
For fixed quantization step ∆ > 0 we shall denote 5) and call it the ideal MSE. If {v j } N j=1 are pairwise linearly independent, then the MSE ideal is simply
We should point out that even though the WNH is not true aysmpototically if some vectors in a frame are parallel, the contribution from the second part of (5.5) is often small enough that the MSE under the WNH is close enough to the ideal MSE. In the next section we shall show some numerical data, comparing the actual MSE with the ideal MSE.
Appendix. Numerical Results
Here we present data from our computer experiments comparing the ideal MSE to the actual MSE. We have performed Monte Carlo simulations for several different sets of frames.
We also experimented with various distributions for X ∈ R d . As it turns out, we get very similar results for the distributions we used for most of the frames we tried. In the examples shown, the random vectors X are all chosen to be uniformly distributed in [−5, 5] be N independently and randomly generated vectors uniformly distributed on the unit sphere in R 4 . Table 2 shows the ratio between the actual MSE and the ideal MSE, where MSE ideal = This is a tight frame with frame constant λ = N 4 , and the ideal MSE is 4∆ 2 3N . Table 3 shows the ratio between the actual MSE and the ideal MSE where ∆ = 2 −k . The MSE under the WNH is 0.181818∆ 2 and by our result, the ideal MSE is 0.190083∆ 2 which is closer to the actual MSE. The difference between the two estimates comes from the second part in (5.5). Table 4 shows the actual MSE, the ideal MSE, and the MSE under the WNH, where ∆ = 2 −k . 
