An increasing number of sociolinguists are using mixed effects models, models which allow for the inclusion of both fixed and random predicting variables. In most analyses, random effect intercepts are treated as a by-product of the model; they are viewed simply as a way to fit a more accurate model. This paper presents additional uses for random effect intercepts within the context of two case studies. Specifically, this paper demonstrates how random intercepts can be exploited to assist studies of speaker style and identity and to normalize for vocal tract size within certain linguistic environments. We argue that, in addition to adopting mixed effect modeling more generally, sociolinguists should view random intercepts as a potential tool during analysis.
Introduction
In the study of language variation and change, there is a long tradition of clustering individuals into structured groups, based on social factors such as age, gender, and social class. Across these groups, we observe the productions of (often binary) variables in order to make inferences about the underlying social patterns. Logistic regression models, such as those implemented in Varbrul, have been the method of choice for binary data, and for continuous data, simple linear regression models have been used.
One statistical critique of regression models without random effects is that outliers can affect reported trends. In contrast to simple regression models, mixed effects modeling allows individual speakers to vary in the model as "random effects". As such, we can test whether there are differences among groups that are robustly present across the dataset and we can be more confident that the trends are not carried by one or two individuals. This increase in statistical robustness is the primary reason why the field should move beyond simple regression modeling (Baayen, Davidson & Bates, 2008; Quené & van den Bergh, 2008; Johnson, 2009) . But there is an additional reason why the mixed effects model is a useful tool for the sociolinguist, and it is this second benefit that we focus on in this paper. 1 Simple regression models group individuals together into stratified groups; the models -by their very design -provide no information about individual variation. Yet studies are increasingly focused on the speech of a single individual; speaker style is emerging at the core of the sociolinguistic enterprise (Zhang, 2005; Podesva, 2007; Eckert, 2008) . Mixed effects models provide a way of studying group patterns, while also investigating variation at the individual level. That is, we do not have to choose between regression modeling on the one hand (dispensing with the study of individuals) and qualitative analysis on the other (dispensing with statistical rigor). A mixed effects model is a tool that enables us to investigate the individual and the group, together.
To demonstrate some possibilities of how researchers could use random effect intercepts in their work, this paper presents two case studies in which we have used the random intercepts from mixed effects modeling to learn about the behavior of individuals. One case study uses random effect intercepts to examine which individuals in an ethnographic study are varying most from observed norms. The second case study uses random intercepts as a method of vocal tract normalization by using the random effects as predictors in subsequent models. That is, once we had an assessment of individual variation along some dimension, that variation could be investigated as a predictor of individual behavior in another dimension. The specific research question that was investigated this way is: is the acoustic realization of an individual"s phoneme in one context predictive of their production of it in another context?
It is important to be clear from the outset that we are not claiming that examining the by-speaker random effects from mixed effects models is the only way to answer these types of questions. However, because there are good independent reasons for the community to be using mixed effects models, it seems worth exploring the benefits of random intercepts; since our analyses already generate random intercepts, we should exploit them.
Mixed Effects Models
The term "mixed effects" model is sometimes also used to refer particularly to hierarchical or multilevel models, which have nested random effects. We are focusing in this paper on relatively simple mixed effects models where random effects are crossed and independent (Baayen, Davidson, & Bates, 2008) .
The type of mixed effects model that we are focusing on here is very similar to simple linear or logistic regression models, such as that implemented in Varbrul. All of these regression models allow for multiple predicting factors (called "fixed effects" in a mixed effects model). For each possible predictor, both the magnitude of the effect and the probability of it being due to chance are calculated within the context of all other factors included in the model. Regression models are used to generalize beyond the data to which they are fit, using each of the independent factors to predict what trends there would be if new data were collected. In linear regression, the model bases these predictions on continuous data (e.g., formant values or reaction times) whereas in logistic regression, the log odds of a binary factor (e.g., /t/-/d/ deletion) are calculated. In sociolinguistic work, the predicting factors (or fixed effects) include potential influences on the linguistic variable, such as the following phonological environment or the broad social categories assigned to the speaker.
In addition to the benefits provided by a simple regression model, mixed effects models have the advantage of including "random effects". Random effects can be used in both linear and logistic regression models. Random effects are factors that are sampled from some population; factors should be treated as random effects if they are part of a larger population that has not been sampled exhaustively. In linguistic analyses, random effects are most likely to be individual speakers or stimulus items. Fixed effects, on the other hand, are factors that the researcher expects would be observed when sampling new individuals or items. In mixed effects models, each factor (e.g., an individual speaker) of a random effect (e.g., all participants) is assigned a coefficient, thereby providing a way for the factors to vary from one another. This is desirable because it can reduce the risk of a false positive among the fixed effects. For example, a fixed effect such as GENDER might reach significance as a predictor in a simple linear or logistic regression model, even when only one of the speakers analyzed is behaving differently from all of the others. In a mixed effects model, this speaker is assigned their own random intercept, which accounts for the extreme divergence from the norm that was exhibited by this speaker. The structure of the model is such that the significance of GENDER can be assessed while taking inter-speaker variation into account. As long as each individual is coded with one and only one gender term, both the effect of the individual and the effect of gender can be taken into account simultaneously. This contrasts with a simple regression model where the concurrent inclusion of the individual and a category label associated with that individual cannot be done because these variables are, of course, not independent.
Fitting Mixed Effects Models
Mixed effects models can be implemented using one of the many statistical tools available. While both authors of this paper use the statistical package R, the methods described herein are not limited to analysis in R. Which statistical package is preferred will vary across researchers depending on how they prioritize currency, ease of use, flexibility of different types of analyses, and cost (R is free whereas, for example, SPSS is not). Rather than discuss the advantages and disadvantages of available tools, we discuss the concepts underlying random intercepts and present case studies of how we have exploited the intercepts for work in sociolinguistics.
When you fit a mixed effects model, the output includes a set of fixed effect coefficients and random effect intercepts. The intercepts for the fixed effects are to be interpreted just as they would be in a standard regression model (see Hay (2010) for an introduction). The output provides different intercept values for the random effects in your model. Most sociolinguistic models should probably have two sets of random effects: one for the individual and one for the word or item. We focus in this paper on random effects for individuals.
Interpreting Random Intercepts for Individual Speaker-Hearers
Random intercepts are calculated based on how much statistically unexplained variation there is for each factor in a random factor group. When SPEAKER is included as a random effect in a mixed effects model, the model"s intercept is the model"s "best guess" at how the population (with new speakerhearers) would behave, and the random intercepts are the by-subject adjustment to the model"s intercept.
Thus, each speaker"s random intercept provides an indication of how much that individual"s trend diverges from the predicted trends set forth in the statistical model. Because random intercepts are calculated within the context of the fixed effects included in the model, any trends across the random intercepts of multiple individuals can be understood as being "above and beyond" the trends that may be due to the fixed effects included. For example, if following phonological environment (FOLLOW) is included as a fixed effect, the model"s coefficients for both random and fixed effects are calculated while holding FOLLOW constant. Provided that a token is consistent with the default of any predicting factors in the model, speakers have a roughly equal likelihood of producing either variant of a binary factor if the sum of the model"s intercept and the speaker"s random intercept are equal to zero 2 .
When trying to interpret random intercepts, we should look at both direction and degree of the divergence. The direction is indicated by whether the intercept is positive or negative, and the degree is indicated by the intercept"s value (which can then be compared to the other random intercepts intercept. Speakers with a random intercept value that is closer to zero diverge less from the model"s intercept than those speakers with a value further from zero. Thus, random intercepts provide a gradient measure of examining the extent to which speaker-specific variation is consistent with the trends observed across all of the speakers sampled.
2 Here we are assuming "treatment contrasts" -the default mode in R. When results are reported with treatment contrasts, one factor is chosen as the default for each categorical independent variable. The default factor is then assigned a coefficient of 0. It is also possible to report coefficients using "sum contrasts", which is closer to Varbrul. When using sum contrasts, no factor is chosen as a default, but the values are instead anchored around a mean.
Exploiting Random Intercepts
Here, we provide two case studies of sociolinguistics projects recently conducted in New Zealand, both of which used mixed-effects modeling in their analyses. We focus on the aspects of the analyses that involved examination or utilization of random intercepts. The first case study is a sociolinguistic ethnography investigating the speakers" construction of identity, and the second case study is a corpusbased study of /r/-SANDHI. Through the case studies, we attempt to demonstrate how random intercepts can be used to investigate the construction of style and as a technique to normalize for vocal tract length in certain restricted contexts.
Case Study #1: Selwyn Girls' High
The first dataset we consider was collected by the first author during a year-long ethnography of an all girls" high school, referred to here as Selwyn Girls" High. In addition to participant observation, casual conversations with the girls were recorded, and some of the girls took part in a series of speech perception experiments. Because both quantitative and qualitative data were collected, mixed effects models can be fit to the quantitative data, and tendencies of the different speakers can be interpreted with the help of qualitative analysis.
The School and the Students
Selwyn Girls" High is located in the city of Christchurch, New Zealand. The student body is a mix of students from different Christchurch suburbs, and students come from a range of socioeconomic backgrounds. All of the girls who took part in the study were in their 13 th and final year. One of the privileges of being in the most senior year was that they were the only girls at Selwyn Girls" High who
were not required to wear uniforms. They were also the only students with access to the Common Room (CR): a room with a microwave, multiple beanbag chairs, and a stereo. The room was available for all
Year 13 students but only some chose to eat lunch there on rainy days. Drager (2009) argues that while there were a number of different cliques at the school, there was a fundamental difference between the girls whose group ate lunch in the common room (CR girls) and those whose group did not (NCR girls). Where common room girls described themselves as "normal" and viewed being "normal" as a positive attribute, non-common room girls described themselves as different from the other girls and viewed being "normal" as a negative attribute. While behavior among non-common room girls" cliques diverged from the common room girls" behavior in different ways, noncommon room girls shared the stance that they were "different"; they were not common room girls.
Of course, not all common room girls ascribed to common room norms to the same degree and not all non-common room girls rejected the common room norms outright. In fact, there were noncommon room girls, such as Holly, who wanted to be friends with common room girls, and others, such as Tania, who had previously been in a common room group. One way that the range of stances could be analyzed would be to assign a numerical value to each girl, representing something akin to "the amount that she ascribes to common room values". Using this technique would permit the researcher to include the scale as a fixed (predicting) factor in a statistical model, removing the possibility of exploiting the random effect intercepts. While scales can certainly be worthwhile, there are also dangers in trying to quantify qualitative data. Quantification loses the detail and descriptive features that make qualitative data so valuable; numbers on a scale can only go so far explaining who someone is. While biographical descriptions can also only go so far, they can evoke images and emotions usually lacking in numbers:
images and emotions that are important in understanding how a person identifies.
A second danger in using a scale is that the researcher may overlook some difference between speakers or words, a difference that may none-the-less pattern with the linguistic variable and, more importantly, be socially or linguistically meaningful. Examining the random effects in the same way as described for this case study allows researchers to explore potentially-meaningful differences between their random factors; a researcher may notice a difference in the distribution of some factor (e.g., one syllable words have positive intercepts and multi-syllabic words have negative intercepts) and then revise their model to include a fixed effect for syllable number. Thus, the random-intercepts are a useful tool in the process of exploratory data-analysis and model fitting. This kind of data-trimming may not always be desirable for social data; keeping the data encoding individual variability as a description rather than reducing to number can potentially provide a richer account of the social information and present the reader with more information so that they may be better able to determine whether decide whether or not they agree with the author. Ultimately, what method is appropriate depends on the nature of the data and the author"s goals.
Rather than using a scale, descriptions of speakers alongside quotes from the speakers themselves could be used to give the reader a sense of how the individuals relate to each other and to society more generally, without turning the social factor into a number or a label. When such descriptions are desirable, random intercepts can be used. Using speaker descriptions and quotes to represent social data is certainly nothing new in sociolinguistic work (see e.g., Eckert 1996a; Mendoza-Denton 2008), but combining these descriptions with random intercepts is new, and it is this technique that is presented in the first case study. Two alternatives would be to use percentages (which would mean that other predicting factors would not be controlled statistically) and fitting separate models to data from each speaker. But through exploiting random intercepts, a researcher can combine statistically-controlled quantitative analysis of a linguistic variable with qualitative treatment of social factors.
Phonetic Variation at SGH
To examine whether the socially-based distinction between common room and non-common room girls was made evident in the girls" speech, acoustic phonetic analysis was conducted on recordings of casual speech produced by 28 different girls, 14 of whom were non-common room girls. The analysis focused on variation of the word like, a word with a number of different grammatical functions including the discourse particle as in (a) and the quotative as in (b). At Selwyn Girls" High, the use of discursive functions of like is highly salient. Words such as quotative like that are themselves socially-meaningful may serve as foci of socially-meaningful phonetic variation (Eckert 1996b) . Upon examining the phonetic realizations of tokens of like from Selwyn Girls" High, it became evident that /k/ realization was linked to the girl"s identity but that it was linked differently for the different discursive functions. Because /k/ realizations pattern differently across two different discursive functions, we can be confident that the observed pattern is not a result of /k/ realizations more generally across the different groups.
The analysis revealed phonetic variation that depended on the relationship between the grammatical function of the token of like (TYPE), whether or not the /k/ was released (K-REL), and whether the speaker was a common room or non-common room girl (GROUP). A detailed description of the analysis and the phonetic variation observed is presented in Drager (2009) . Here, we describe only the result that is relevant for the discussion of exploiting random intercepts.
Due to the correlation of different phonetic factors, TYPE was first treated as the dependent variable and K-REL was treated as a predicting factor. In predicting whether the token of like was the discourse particle or the quotative (TYPE), a token was more likely to be quotative like than discourse particle like if it was produced by a common room girl and the /k/ was not released. K-REL appears to be related to a combination of both a token"s function and the speaker"s group. This provides evidence that socially-conditioned phonetic variation can be observed across different lemmas, even when they share a word-form. The use of discursive functions of like was highly salient at Selwyn Girls" High; the girls were aware that they used the discursive functions and they believed that some girls (all of whom were common room girls) used them more often than everyone else at Selwyn Girls" High. Given the salience of the discursive functions, it is possible that the girls used the realizations of like to index their stance as "normal" or "different" from other girls at the school.
But how do trends in the speech of each individual relate to the tendency for common room girls to release the /k/ in the discourse particle and non-common room girls in the quotative? And are the nonlinguistic components of an individual"s style consistent with their ranking in terms of /k/ realization?
To investigate the ranking of a speaker in terms of their likelihood of releasing the /k/ in the discourse particle as opposed to the quotative, the random intercepts for each speaker were calculated by fitting a mixed effects model to the data for K-REL, with following phonological environment (FOLLOW)
included as a predicting factor (Drager, 2009 ). Included as a random effect in the model was an interaction between TYPE and SPEAKER. Including the interaction as a random effect produced two intercepts per speaker: one indicating their use of /k/ release for the discourse particle and one indicating their use of /k/ release for the quotative.
Although GROUP would have been a significant predictor in the model, it was not included as a fixed effect because it would complicate the current purpose of fitting the model to examine the random intercepts. If GROUP was included in the model, the random intercepts would still provide an indication of divergence. However, for each girl, we would have an estimate of the degree to which she deviated from the trends predicted for her by the fixed effects in the model. Thus, high intercepts would indicate how much more likely a girl is to release /k/ than is her group in general. We conceived of group membership as situated within a greater continuum of stance, where common room girls tended to value being "normal" and non-common room girls tended to value being "different". Thus, with GROUP omitted from the fixed effects, the random effects could potentially represent a continuum of the speakers" stances in regard to Selwyn Girls" High norms.
For each speaker, the model provides a value that reflects the difference between the random intercept for the discourse particle and the quotative (K-REL:TYPE), thus indicating the likelihood that a given speaker will release the /k/ in one function of like when compared to the other function. The value does not provide any insight into how frequently that speaker generally releases the /k/ in like. The girls" K-REL:TYPE values are shown in Table 1 . Keep in mind that these values were calculated without including GROUP in the model; any patterns relating to GROUP arise strictly from the ranking of K-REL:TYPE.
The values in Table 1 are listed in increasing order so that we can examine a speaker"s likelihood of releasing /k/ in the discourse particle rather than the quotative, relative to the other speakers. Looking first at the direction of the trends, we compare positive and negative values. Those which are positive indicate that the speaker is more likely to release /k/ in the quotative (i.e., the "non-common room trend") and those which are negative indicate that the speaker is more likely to release /k/ in the discourse particle (i.e., the "common room trend"). Roughly 64% of the girls with the "non-common room trend" are noncommon room girls, and roughly 59% of the girls with the "common room trend" are common room girls.
But what of the exceptions, the girls exhibiting patterns not associated with their group? To interpret their "unexpected" behavior, we can use information gleaned from interviews and participant observation. For example, the best friends of Patricia, a common room girl with non-common room K-REL:TYPE trends,
were girls who did not attend Selwyn Girls" High; Patricia expressed feeling as though her common room clique was not really her group. And Kanani, another common room girl with non-common room K-REL:TYPE trends, had switched from a non-common room group at the beginning of the year. In contrast, Holly (a non-common room girl) has a negative K-REL:TYPE value, meaning that in regard to her patterns of /k/ release, she behaved similarly to common room girls; she was more likely to produce the /k/ in discourse particle like than in quotative like. Although she did not eat lunch in the common room, Holly might have been more accurately categorized as a common room girl because she ascribed to their norms. For example, the clothes she wore were similar to those worn by common room girls, she attended some of the same parties, and Holly talked about some of the common room girls as though they are friends despite not being seen together at school. While the K-REL:TYPE trends of Patricia, Kanani,
and Holly may at first glance appear to be exceptions in regard to their group, qualitative data help to interpret why their speech patterns may not be consistent with their classification as common room or non-common room. Examining the random intercepts provided a way to compare the quantitative data, which could then be interpreted with the help of qualitative data.
The discussion thus far has treated the data as binary (i.e., negative values versus positive values).
One advantage of using random intercepts rather than another possible technique is the ability to view divergence from the norm as a continuous variable. For example, Santra, Joy, and Esther (all of whom were non-common room girls) have the largest values for K-REL:TYPE; they were more likely to release the /k/ when producing quotative like than when producing discourse particle like. This trend is consistent with the pattern associated with the non-common room girls. In contrast, Barbara, Clementine, and Rochelle (all of whom were common room girls) have the smallest values; they were more likely to release the /k/ in the discourse particle than in the quotative. This trend is consistent with the pattern associated with the common room girls. Marissa and Theresa (both non-common room girls) and Jane and Christina (both common room girls) have K-REL:TYPE values near zero. This means that, according to the model, there is a roughly equal likelihood that they will release /k/ when producing quotative like and discourse particle like (though it does not give any indication about whether they are likely to release the /k/ when producing either function).
Some speakers" K-REL:TYPE trends are stronger than those of their friends, despite being in the same direction. Treating the data as continuous allows us to make comparisons between friends" speech patterns and speculate as to why one speaker may demonstrate a stronger trend in some dimension. For example, Santra has the largest K-REL:TYPE value. Her ranking of K-REL:TYPE among the other girls indicates that she is the speaker who was most likely to drop the /k/ in discourse particle like and produce the /k/ in quotative like. In other words, she produced the strongest trend in the direction that is statistically associated with non-common room girls. Santra was one of the central members of The Goths, a non-common room group. In fact, she was the only member to wear all black; she was the reason that girls in other groups referred to her clique as The Goths. She was also the only openly bisexual girl in her year and she actively challenged any political or social views with which she disagreed. Her extreme K-REL:TYPE value reflects her active rejection of other norms at Selwyn Girls"
High, relative even to other girls with positive K-REL:TYPE values. Compare Santra"s behavior to that of her friend, Marissa. Like Santra, Marissa was one of the Goths and was a non-common room girl.
Both Santra and Marissa have positive K-REL:TYPE values, but Marissa"s value is closer to zero; in terms of /k/ release, she diverges less from the common room girls than does Santra. Is this tendency of less divergence consistent with Marissa"s non-linguistic behavior? Yes, from the clothes she wore to the stories she told, Santra was more outrageous than Marissa. Like Santra, Marissa promoted the idea that she was different from the majority of girls at Selwyn Girls" High, but she did so with a more subtle style than Santra. This method allows for comparison of speech styles across different speakers without dispensing with the analysis of social categories to which the speakers have been assigned. Calculating the random effect intercepts (or, as done here, the difference between intercepts from interacting factors) provides a way to examine the extent to which different individuals" behaviors converge on and diverge from the behaviors of the other speakers. It may, therefore, prove useful for analyses where the intercepts can be used to predict behavior in some other dimension. For example, Drager (2009) tested the intercept values from the production of like as a predicting factor in a model from a speech perception experiment in order to gauge whether speakers" production patterns were related to their behaviors in perception. The greater number of analytical devices that we as sociolinguists have at our disposal, the more ways we can approach the relationship between speaker identity and language use. This case study demonstrates how random intercepts can be one more tool in our sociolinguistic toolbox. To illustrate how a speaker"s random coefficients might be used as a vocal tract normalization technique for consonants in certain contexts, we will turn to our second case study.
Case Study #2: /r/-SANDHI
For the second case study, we turn to a corpus-based investigation of /r/-SANDHI in New Zealand English, discussed in more detail in Hay and Maclagan (under review) . In this study, the speakers" random intercepts were used to offset effects of differing vocal tract lengths. These kinds of techniques have not been explored for consonants, although for many consonants the same problem applies. F3 of /r/ is prone to variation by vocal tract length. Some studies have compared raw F3 values across speakers (see e.g. Hirson & Sohail (2007) ), but this is non-ideal for the reasons outlined above. It is possible that some techniques could be adapted from the vowel normalization literature, but as far as we know this has not yet been attempted for /r/. Here we describe how we used mixed effects modeling to by-pass the vocal tract length normalization problem for our analysis of New Zealand English /r/-SANDHI. We did this by feeding the random intercepts of one model as fixed effects in a second model.
Remember, the random intercept for a speaker represents the degree to which that speaker diverges from the overall trends of the model. Thus, it can be used to compare how divergence in one model (such as one from production) might be related to patterns of other variables (such as one from perception).
We"ll refer to this practice of using values from one model as fixed effects in a different one as cascading models.
Before looking at data from the case study, there are some cascading model "rules" we should discuss.
1. Do not include the second model"s dependent variable (y) as a predictor in the first model. The first model will hold constant any factors included as fixed effects. Therefore, the fixed effect (y)
will be factored out of the first model"s random intercepts, rendering them unusable as predictors in future models of y.
2. Recognize that any significant relationship between the speaker"s random intercept and the second model"s dependent variable is reliant on the other fixed effects included in the two models. All modifications to the first model will lead to changes in the random intercept values.
All modifications to the second model can lead to changes in both the fixed effect coefficients as well as the reported p-values.
3. Only use by-subject random intercepts from one model as predicting factors in another model if both models are fit to data from the same subjects. Likewise, by-item random intercepts can only be used if the data for the two models are based on the same items.
New Zealand English is non-rhotic, and displays /r/-SANDHI across word and morphemeboundaries. /r/-SANDHI is a grouping term used to describe two related phenomena: linking /r/ and intrusive /r/. Linking /r/ is the label used when there is an <r> in the orthography but the [r] is realized only when followed by a vowel, as in soaring or soar again. Intrusive /r/, on the other hand, occurs between vowels where an <r> is not represented in the orthography. For example, in New Zealand English, a phrase like ma and pa is sometimes realized as ma-r-and pa. Intrusive /r/, like linking /r/, can be found word-internally across a morpheme boundary, so that the word pawing might be pronounced paw-r-ing. Intrusive /r/ and linking /r/ are variably present across word boundaries in NZE. Across morpheme boundaries, intrusive /r/ is variable, and linking /r/ is near-categorical. The rate of /r/-SANDHI differs dramatically across different speakers and is influenced by a speaker"s socioeconomic status.
Previous work on New Zealand English has demonstrated that intrusive /r/ is phonetically gradient (Hay & Maclagan, 2010) . Hay and Maclagan (2010) found that the value of the third formant (F3), which is an acoustic correlate of the degree of constriction of the tongue when producing an /r/, was predicted by the frequency with which a speaker uses intrusive /r/. In other words, speakers who tend to use intrusive /r/ more often, produce more "/r/-ful" [r]s than speakers who tend to use intrusive /r/ less often.
Of course, formant values are strongly influenced by vocal tract length; a lower F3 in /r/ is found in the speech of people who have a longer vocal tract. In an attempt to account statistically for variability in vocal tract length, Hay and Maclagan (2010) measured F3 in tokens of the word Sarah that were produced by the same speakers as those who produced the tokens containing /r/-SANDHI. If all of the inter-speaker variation of F3 in intrusive /r/ was due to vocal tract differences, then it should be predictable from the measurements of F3 of /r/ in Sarah. Indeed, F3 in Sarah was a significant predictor of a speaker"s F3 in intrusive /r/. It was not, however, the only predictor. A speaker"s rate of /r/-production was a significant predictor even when differences in the F3 of /r/ in Sarah were taken into account.
Because Hay and Maclagan (2010) analyzed read tokens, recordings of Sarah produced in identical contexts were available across all speakers. This level of control, however, is unlikely when dealing with natural speech.
For example, Hay and Maclagan (under review) conducted a second study in which gradience of F3 in /r/-SANDHI was investigated, but this time the variable was extracted from a corpus rather than read speech. Therefore, a similar approach was taken, but this time the study used random intercepts to assess variation across speakers" "real" /r/.
Hay and Maclagan (under review) were interested in investigating whether the frequency with which a word tends to occur before a vowel can predict the value of F3 in word-boundary /r/-SANDHI.
Because /r/ does not surface before consonants in New Zealand English, words that usually occur before consonants are encountered less often with /r/. For example, the word further is likely to occur before a vowel (because it is likely to be followed by words such as on, away or apart) and the word longer is likely to occur before a consonant (e.g. very often before than). As a result, most New Zealanders have encountered the word further more often with [r] realized than they have encountered the word longer with [r] realized. Because of this difference between the number of times different words have been encountered with linking /r/, Hay and Maclagan hypothesized that the /r/ in words usually followed by a consonant will tend to have a higher F3 than the /r/ in words usually followed by a vowel. In other words, when in an environment where [r] is more likely to be realized, the [r] may be realized with a more "rlike" pronunciation. This would be a kind of word-based analogue of the speaker-based effect observed by Hay and Maclagan (2010) . Put simply: speakers and words which are associated with high rates of /r/-SANDHI might also be associated with lower F3 in the /r/ when it is produced.
To investigate the hypothesized relationship between the F3 value of /r/ and the frequency at which the word occurs before a vowel, Hay and Maclagan (under review) conducted a corpus-based study of /r/-SANDHI in New Zealand English. The tokens analyzed came from the Intermediate Archive, a corpus of spontaneous speech produced by New Zealanders and held at the University of Canterbury (Gordon, Campbell, Hay, Maclagan, Sudbury, & Trudgill, 2004) . The research was conducted on the speech of 13 males and 14 females, all of whom were born in New Zealand between 1900 and 1935. For the part of the analysis where random intercepts were used, Hay and Maclagan focused on the subset of the data for which they had the most tokens where [r] was realized: linking /r/ in word final position.
The 27 speakers who produced the analyzed tokens differ in terms of vocal tract size, which means that the tokens differ in regard to their formant values. One option is to fit a mixed effects model to this data, which will assign each speaker a random intercept and enable us to look at effects over and above the speaker-specific variation. This is a significant advance on a simple regression model, where including non-normalized data from different speakers would be problematic. However, there is a sense in which the random intercept here has the danger of being too powerful. What we want to model is not the overall variation in F3 across speakers and words, but how low the F3 is in each token for that particular speaker. For example, a value of 1800 might be very low for one speaker (given their vocal tract length), but very high for another speaker. The model, however, does not have information about the different speakers" vocal tracts and treats both of these values as equivalent. What is needed is an estimate of each speaker"s F3 in other contexts, akin to the average F3 for /r/ the word Sarah used by Hay and Maclagan (2010) .
To address this, Hay and Maclagan fit a mixed effects model to the F3 value of intervocalic /r/ (as in the word parent) from the same speakers upon whose speech the first analysis was based. Because we are dealing with a corpus, there are many tokens of the speakers producing /r/ in a variety of phonological and prosodic contexts. This is problematic because the contexts affect F3 values of /r/, and their distribution is different for every speaker. To remove some of this variation statistically, the predicting factors in the model of intervocalic /r/ were stress pattern (STRESS), the preceding phonological environment (PRECED), and the following phonological environment (FOLLOW). Importantly, GENDER was not included as a fixed effect, even though it would have been significant; males tend to, overall, have lower F3 values in /r/ than females because they tend to have longer vocal tracts. Refraining from including GENDER in the model is done for the same reason that GROUP was not included in the model in Case Study #1; it was not desirable for this particular model to hold GENDER constant.
To see more concretely why this is true, consider the by-speaker random effect intercepts shown in Table 2 . Both sets of intercepts are returned by a model of F3 of /r/ (as in parents) and are based on the same dataset. Shown on the left are the random effect intercepts returned by a model that includes GENDER as fixed effect, and on the right are the random effect intercepts from a model that does not.
The speakers in each column are sorted from the lowest to highest value of their random effect intercept.
The dependent variable in this model (F3) is a formant value and, as would be expected when comparing non-normalized formant values, GENDER is highly significant when included as a fixed The fixed effects that are included in a model influence the by-speaker random intercepts outputted by the model; whether it is appropriate to include a fixed effect such as GENDER in your model will depend on the ultimate goals of your study. For Hay and Maclagan, including GENDER in the model would have been the right thing to do if the sole agenda was to understand influences on F3 in the words being modeled. This, however, was not the sole agenda. Instead, Hay and Maclagan wanted to obtain a set of random effect intercepts from this model that could then be used to predict the formant values produced in linking /r/. The random effect intercepts taken from the model that included GENDER could be an appropriate predictor, provided that GENDER was also included as a fixed effect in the model of linking /r/. But Hay and Maclagan desired a more pure estimate of individual variation in F3. They took the random effect intercepts from the model that excluded the fixed effect of GENDER, as this set of intercepts more directly encodes the full set of variation observed across individuals. Hay and Maclagan (under review) found that when put in their linking /r/ mixed effects model as a fixed effect, the random intercepts from the model of F3 in intervocalic /r/ (shown in the right column) were highly predictive of the F3 values in linking /r/. This is expected; speakers who produce more [r] with lower F3 in intervocalic position also produce linking [r] with lower F3. In this model, GENDER was not a significant predictor of F3, providing evidence that there was no socially-based gender variation of linking /r/ beyond that which might be found for /r/ in intervocalic position more generally. Thus, using random intercepts appears to have worked as a type of vocal tract normalization device for this variable, effectively avoiding the need for more explicit normalization procedures. In addition to the intervocalic /r/ random intercept, other significant factors included the rate of use of linking /r/ by the speaker (consistent with Hay and Maclagan, 2010) , and the proportion of time a word occurs before vowels (consistent with the hypothesis under investigation).
Note that by using this methodology, Hay and Maclagan (under review) were able to establish that there was no gender-based variation that was particular to the production of linking /r/. If they had opted to use the random effects from the original model that included GENDER as a fixed effect (i.e., the values from the left column of Table 3 ), GENDER would have been significant in the resulting model of linking /r/. Under these circumstances, it would not have been possible to test for any separate effect of GENDER on the linking /r/ data.
Thus, we can conclude that speakers and words which are associated with high rates of /r/-SANDHI are also associated with lower F3 in /r/-SANDHI tokens. This was established by finding an estimate of speaker F3 in other contexts. The estimate which was used was the random intercept from a model of F3 in intervocalic /r/, which included fixed effects for linguistic environment in the model. Thus, the intercepts provide an estimate of F3 that is comparable across speakers because it holds constant, as much as possible, the variable influence of those other contexts.
While crude, this was an effective and efficient way for Hay and Maclagan to include an estimate of vocal tract length in their model. Of course, it relies heavily on the "estimator" being an appropriate one, and in most cases this will be a difficult thing to establish. There may well be social variation in the realization of intervocalic /r/ of which we are unaware, thereby contaminating its viability as a normalizing value. Additionally, there may be linguistic predictors missing from our model of intervocalic /r/, meaning that they are unaccounted for in the by-speakers random effects and may still influence the model"s estimates.
Normalization
Before concluding, it is worthwhile to say more about vocal tract normalization and the degree to which mixed-effects models provide some relief in this area. In mixed effects models, each speaker gets their own intercept. However, your research question may be speaker-internal; you may have data from multiple speakers and want to compare two types of tokens from a single individual. For example, in a recent study conducted in New Zealand, Hay and Nilson (2009) were interested in whether New Zealanders use different vowels when talking about Australia than when talking about non-Australian topics. To investigate this, they examined a corpus to find speakers who discussed Australia and then compared variation in two clips of speech (one where Australia was discussed and one where it was not) of equal duration and from the same speaker. Therefore, although there were many speakers, there were observations of both "Australian" and "non-Australian" speech from each speaker. Because the research question related to variation within individuals rather than across individuals, it was valid to use the raw formant values in a single model. Speaker was included as a random effect -which has the approximate effect of centering all of speakers' formant values around a comparable mean -and the topic of speech was included as a fixed effect in the model (where it was significant). Here, the random effect for speaker serves as a normalization tool in the sense that it enables the inclusion of data from many speakers within a single statistical model. It is effective in this way because the question of interest does not involve comparisons across speakers. However, any time that inter-speaker comparisons are desired, there needs to be some way of understanding what counts as an extreme value given that speaker's vocal tract length / vowel space. This requires either normalization in the classical sense or the inclusion of an appropriate predictor in the model, such as that described above and used by Hay and Maclagan (under review) .
Conclusion
The goal of this paper is to demonstrate some of the different ways in which random intercepts might be used by sociolinguists. To do this, we present case studies from sociophonetic work conducted in New
Zealand. The first study shows how random intercepts can be used to rank speakers according to their degree of divergence from a trend, relative to the other speakers analyzed. The second case study demonstrates cascading models, using random intercepts as an alternative technique for vocal tract normalization in the context of a study of linking /r/.
The first case study provides an example of how random intercepts can be used to shed light on how patterns in an individual"s speech relate to patterns produced by others in the community; individuals with the smallest values tended to be girls who actively rejected norms, and individuals with the largest values tended to be girls who contributed to the construction of what it meant to be normal at Selwyn Girls" High. Comparing speakers" random intercept values has many possible applications in the sociolinguistic domain. For example, when combined with qualitative data, this technique may assist in research that examines speakers" styles and the construction of personae, or it might be used in studies investigating the effect of dialect contact or a speaker"s exposure to certain variables.
Additionally, this paper discusses how random intercepts can be used as predicting factors in cascading models. In the second case study, it is used as an alternative tool for vocal tract normalization, using production patterns in one context as a predictor for patterns in a second context. By cascading models, one could also potentially examine the relationship between the production and perception of a variant or it could be used to test a link between two linguistically unrelated variables, such as trends in a speaker"s vowel realizations and the grammatical variants that speaker tends to use.
While the examples provided in this paper come from sociophonetic work, random intercepts can be used for all levels of the grammar as well as for social variables. They may prove helpful when investigating speakers" attitudes or an individual"s integration in a social group or network.
As discussed earlier, the types of questions discussed here could be approached using a range of different methods. The investigation of random intercepts is but another tool in our toolbox. The overall case for using mixed effects models in sociolinguistic research is compelling, and mixed effects models have the added benefit that they yield random effects. Random intercepts are not just a superfluous byproduct of the model-fitting process; they are interpretable, useful, and could help to shed light on our analyses.
