Abstract-Today, professional documents, created in applications such as PowerPoint and Word, can be shared using ubiquitous mobile terminals connected to the Internet. GoogleDocs and EasyMeet are good examples of such collaborative web applications dedicated to professional documents. The static adaptation of professional documents has been studied extensively. Dynamic adaptation can be very useful and practical for interactive multimedia applications, because it allows the delivery of highly customized content to the end user without the need to generate and store multiple transcoded versions. In this paper, we propose a dynamic framework that enables us to estimate transcoding parameters on the fly to generate near-optimal adapted content for each user. The framework is compared to current dynamic methods as well as to static adaptation solutions. We show that the proposed framework provides a better tradeoff between quality and storage compared to other static and dynamic approaches. To quantify the quality of the adapted content, we introduce a measure of the quality of the experience based on the visual quality of the adapted content, as well as on the impact of its total delivery time. The framework has been tested on (but is not limited to) OpenOffice Impress presentations.
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INTRODUCTION
T ODAY, web content can be accessed by PCs, as well as by a wide variety of mobile devices (mobile phones, smartphones, etc.) under many brand names, and with varying features. With the frequent introduction of new devices to the market [1] , their number and diversity is constantly growing. There is also a great diversity among the communication networks used by these devices. Depending on its location, the same device could use different networks (e.g., Wi-Fi, GPRS, or UMTS). Such diversity has changed the logic behind web content authoring, with the result that new patterns of web content presentation have been designed [2] , [3] , [4] , [5] . At the same time, web content is becoming richer, and is using various formats (XHTML, JPEG, GIF, SVG, Flash, etc.) and styles.
In a collaborative environment such as hosting a conference meeting comprising PCs and mobile devices, the presentation slides should be shared and presented synchronously to all participants. The obvious solution is to send the PowerPoint presentation to the participants before the meeting. However, many mobile terminals will not support the PowerPoint format (or any other Office document format). Those that support the format still face the problem of downloading a potentially large document (often several MB). This operation is not only time consuming, but also drains the battery of units, and is often costly. Finally, the problem of synchronization with the host remains; participants lose track of which slide is being presented at any given time. This causes serious usability problems. Web technologies represent an attractive alternative because since they only require that the terminal be equipped with a browser (widely supported), they can customize the content to each participant and ensure constant synchronization with the presentation by sending the slide only when it is presented (slides are sent one by one).
In this paper, we focus on the customization or adaptation of slide documents for each participant. However, in a collaborative meeting context, it is very important to keep the original layout and all embedded images, i.e., the same view should be shared between all the meeting participants. A similar problem has been studied regarding the delivery of webpages to be shared in a collaborative manner. This context is known as cobrowsing or escorted browsing [6] . In this context, when it is not possible to keep the original layout, an extra view is added for PCs that reflects what mobile users are seeing. That way, PC users can refer to that extra view to collaborate with mobile users. In our approach, we propose to keep the original layout intentionally, since in such meeting contexts, the content can be accessed by mobile devices as well as by PCs. In fact, the proposed solutions which completely change the content (shrinking it, converting it to text or audio, etc.) were dedicated to limited mobile devices. Nowadays, more sophisticated devices, such the Apple iPhone, the Nokia Lumia, and so on, have been introduced to the market. With these new devices, it is possible to preserve the original layout of the content and consequently deliver rich content that is visually identical to the original. The current trend is to deliver content that fits the target mobile device's resolution and allows the user to adapt its view by zooming and/or panning.
In recent years, we have witnessed the emergence of context-aware systems [7] , which bridge the gap between a diversified and technologically limited clientele and richer web content. Generally, a context-aware system involves several steps of content analysis and transcoding operations to tailor the content to meet the target mobile device's constraints, user preferences, and role (e.g., attendee or host). Two major trends (static and dynamic) in content adaptation have been studied extensively, with a great deal of work done in the area of static content adaptation [8] , [9] , [10] , where different versions of the original content are created and stored on the server. At runtime, when the content is requested, the best of those versions is selected to be delivered. In dynamic adaptation, a customized version is created on the fly, based on the contextual data gathered mainly at the user's request [5] , [11] , [12] .
There are advantages and disadvantages to using either one of these two strategies. The static approach leads to high processing complexity in generating all the versions, and a great deal of storage space is required to save them. Therefore, to avoid huge response times when content is requested, the processing is often performed offline. In this case, the issue of granularity becomes important, and determines the compromise between the quality of the delivered content and its associated processing complexity and available storage space [13] . The more versions there are available, the better the quality. With the dynamic strategy, the content adaptation is typically performed on the fly, when the terminal's context is known, while the end user is waiting. In this case, the server could easily be overwhelmed when the number of requests becomes significant [11] , [14] . In such a situation, the user himself might lose interest in that content, owing to an unreasonable wait time.
In both content adaptation strategies, selecting the right format is crucial as well. Current solutions, such as the Nokia EasyMeet [15] and GoogleDocs Mobile [16] , convert PowerPoint presentations into JPEG images that can be rendered by mobile web browsers. However, raster formats such as these have major limitations in interactive applications, as they do not allow text editing or keyword searching. The XHTML format could be more suitable in these situations, because instead of converting the whole slide into an image, only embedded images are adapted and the text is resized. In fact, making the dynamic choice between JPEG and XHTML is a challenging task, with the best depending on the rasterized resolution and the amount of text relative to the number of images on a slide.
In this paper, we propose a dynamic framework that enables us to perform an on-the-fly estimation of nearoptimal format and transcoding parameters prior to performing transcoding to reduce computational complexity, while improving the user experience. In this framework, we predict the visual quality of the adapted content and the amount of time it takes to reach the end user (delivery time). The framework we propose has been applied to OpenOffice Impress presentations. It is designed to be quite general, but future work can be carried out to validate its applicability to other professional documents types, such as Word (text) and Excel (spreadsheets).
The paper is organized as follows: We begin by stating the transcoding problem in Section 2. In Section 3, we show how the visual quality and the quality of the experience are evaluated. The experimental setup comparing the static and dynamic approaches is presented in Section 4. The experimental results are presented in Section 5. Section 6 presents the computational complexity of the proposed dynamic framework. Finally, Section 7 concludes the paper.
PROBLEM STATEMENT
Let C be a professional document, referred to here as the original document or content, composed of a set of pages c k made up of various components c k;i . We can write this formally as follows:
C ¼ c 1 ; c 2 ; . . . ; c n , where n is the total number of pages in C.
c k ¼ c k;1 ; c k;2 ; . . . ; c k;mðkÞ , where mðkÞ is the total number of components of the kth page.
For instance, C could be a PowerPoint presentation and c k the kth slide composed of various components c k;i . Theoretically, a component can be any object. For instance, in a slide c k composed of a text box and a JPEG image, c k;1 represents the text box and c k;2 represents the JPEG image.
Given a page c k , let W ðc k Þ and Hðc k Þ be its width and height, in pixels, respectively.
For a page c k , let h k;1 , h k;2 ; . . . ; h k;m be sets of characteristics that can be adjusted to adapt that page's components c k;1 , c k;2 ; . . . ; c k;m , respectively. For example, for a JPEG image (represented by c k;2 ) embedded in a presentation, we may have the set h k;2 ¼ fresolution; quality factorg.
To be rendered by the target mobile device, the original document must be adapted. To achieve this, various adaptation operations can be used. Conceptually, different transcoding parameter combinations can be used by the adaptation operations for each page. Let P be the possible transcoding parameters that can be used to adapt the original document's pages and their components, that is P ¼ ff; z; QF g; where . f 2 fJPEG; XHTMLg is the output format into which the original page is transcoded, . 0 < z 100% is a scaling factor that defines the output resolution of the adapted page, and . 0 < QF 100 represents the quality factor of the outputted JPEG images on the adapted page. These parameters are applied as follows:
. If, for a given page c k , the selected output format is JPEG, the whole page is rasterized into a JPEG image and wrapped in an XHTML skeleton. As a result, the whole page is converted into a webpage that contains only one JPEG image. In this case, the parameters z and QF are used to create that JPEG image.
. If the selected output format is XHTML, the whole page is transformed into an XHTML file, which may include both text and images. As a result, the output XHTML file will contain the same number of components (text and images) as the original document. In this case, to preserve the initial intentions of the author of the original document, the same z is used for all the components of the original pages and the same QF for all the embedded JPEG images. By preserving the author's intentions, the adapted page will have the same layout (relative sizes and positions of embedded components) as the original one. Our formulation of the problem is inspired from the work presented in [17] , [18] , [19] . Let D be the target mobile device and W ðDÞ, HðDÞ, F ðDÞ, SðDÞ, BRðDÞ, and NLðDÞ be its maximum permissible image width, image height, supported formats, file size (in bits), bitrate, and latency of the network in use, respectively.
We define T ðc k ; f; z; QF Þ as the operation that transforms the original page c k using the transcoding parameters f, z, and QF . Let t f;z;QF k be the adapted content created by T ðc k ; f; z; QF Þ.
We say that the adapted content t f;z;QF k is renderable by D if the following relations are true: Þ are the file size, the width, and the height of the adapted content generated by T , respectively.
The set of transcoding parameter combinations that can be used by T to transform original content c k into adapted contents that are renderable by D is given by 
where Q E is a function that evaluates the quality of the user's experience. When (1) returns more than one combination, the one that presents the best visual quality is arbitrarily selected. The following section shows how the visual quality and the quality of the experience are evaluated.
QUALITY OF EXPERIENCE EVALUATION
The quality of the delivered content, as experienced by the end user, called the name quality of experience (Q E ), is affected by three factors [20] :
1. The quality of the content at the source, that is, the quality of the adapted content before delivery. 2. The quality of service QoS, which is affected by the delivery of the adapted content over the network. 3. The human perception regarding the adapted content. In other words, Q E is affected by the visual quality and the transport quality (quality associated with the total delivery time). The first expresses how the content is appreciated visually, and the second expresses the impact of the total delivery time on the appreciation of the content. Based on these qualities, we propose to evaluate the Q E of the adapted content as follows:
For an adapted content t f;z;QF k and a target mobile device D, we propose to evaluate the quality of experience Q E as follows:
where 0 Q V 1 and 0 Q T 1 represent the visual quality and the transport quality, respectively. This is not the only way of evaluating the quality of experience, and as explained in [20] , Q E as well as QoS evaluation represent a completely separate research topic. In our framework, we propose the product of Q V and Q T rather than the sum to prevent large disparities in Q V and Q T from being able to produce a high Q E . In this context, the product is more appropriate than the sum, because Q V and Q T are not compensatory attributes. When two or more attributes are combined to produce a single attribute to represent a given problem, the attributes are classified into compensatory and noncompensatory attributes. The former (compensatory) can be summed whereas the others cannot. This is the fruit of research performed particularly in the marketing and decision making fields [21] , [22] . In the problem at hand, when a JPEG image is aggressively transcoded, its Q T will be close to 1 (very lightweight image) and its Q V close to 0 (very distorted image). If Q V and Q T are summed, the resulting Q E will be close to 1, which is misleading. Contrary to the sum, the product will be close to 0, which seems more reasonable.
Note that the Q E measure we propose is used to illustrate the benefits of our prediction-based dynamic content adaptation over existing methods when a tradeoff between the visual quality of the adapted content and its delivery time is considered. However, the framework applies to other quality measures as well.
Visual Quality Evaluation
Let c k ¼ fc k;1 ; c k;2 ; . . . ; c k;mðkÞ g be an original page. Let t f;z;QF k ¼ T ðc k ; f; z; QF Þ, be the adapted version of c k , composed of the adapted components. We can write t f;z;QF k , for page c k , as is the ith transcoded component and mðk; fÞ is the total number of its components. It is given by (ignoring the XHTML wrapper, which has no impact on quality, for both cases)
Using the SSIM [23] (or any other reliable visual quality index), it is possible to evaluate the visual quality of the adapted content. The latter depends not only on the visual quality of its components, but also on the area occupied by each component (the larger the area, the larger the weight on quality it should have). Therefore, we propose to compute the visual quality as a weighted sum of its components' visual quality, the weights being the area occupied by each. Thus, we have
. Q I is a metric that measures the image quality.
. We assumed that the text is rendered perfectly, and without loss of generality, the visual quality of text boxes is set to 1. However, more sophisticated metrics could be used to take into account the text size, the color, and even the font. . . We always have
because two components are allowed to partially overlap one another. For instance, a text region can completely or partially overlap an image region. However, if two images overlap, the hidden regions of an image should not be considered neither for computing its region A nor its quality Q I . This is particularly important when the page contains a background. . When the adapted content t f;z;QF k comprises one image (e.g., JPEG), its visual quality is reduced to the visual quality of that image, as is the case when the output format to be used is f ¼ JPEG.
Visual Quality Estimation
If adapted content were available, it would be straightforward, using (3), to compute its visual quality. The challenge, with the dynamic content adaptation system we propose, is to be able to estimate the visual quality of components subject to transcoding parameters without having to perform any transcoding operation. This estimation process is the key to the proposed system's reduced computational complexity.
The adapted content's areas can be known at runtime (when the content is requested). That is, if f ¼ XHTML, these areas can be computed by scaling the areas of the original content's components using the scaling parameter z and when f ¼ JPEG, the area of the whole of the original content is scaled using z. From (4), the visual quality of the adapted components is set to 1 for text, and for images it is defined as the adapted image's quality using a given quality metric (e.g., SSIM). It is hoped that the image quality can be predicted using a solution proposed in [17] , in which it is shown to be possible to estimate the SSIM of JPEG images (characterized by QF in , their actual QF ) subject to changing their scaling parameter (z) and quality factor (QF out ) and for a viewing conditions (z v ). For original content c k;i the value of z v controls the resolution, z v W ðc k;i Þ Â z v Hðc k;i Þ, at which the original and the transcoded images should be scaled for comparison, to compute their SSIM. For instance, when z v ¼ 1, the two images are compared at the resolution of the original one; when z v ¼ z, the two images are compared at the resolution of the transcoded one; when z v ¼ minðW ðDÞ=W ðc k;i Þ; HðDÞ=Hðc k;i Þ; 1Þ, the two images are compared at the maximum resolution supported by the terminal or the original size of the image, whichever is the smaller. In practice, this value can be set by the maximum resolution of the target terminal.
In other words, when a JPEG image is transcoded using a scaling parameter z and quality factor QF , the SSIM of the transcoded image can be estimated using the predicted data that are tabulated in [17] , and which are indexed by QF in , z v , z, and QF . For instance, Table 1 , which is extracted from [17] , shows a subarray of predicted SSIM values of transcoded JPEG images characterized by their actual QF in ¼ 80, transcoded using z and QF and evaluated under viewing conditions of z v ¼ 40%. As commercial products generally use a QF value between 75 and 85 to encode documents (or re-encode images) into JPEG images to preserve their visual quality, in Table 1 , we presented a subarray for QF in ¼ 80. OpenOffice, for instance, proposes a default value of QF ¼ 75.
According to this table, we predict that SSIM ¼ 0:90 when an image encoded with QF in ¼ 80 is transcoded using z ¼ 50%, QF out ¼ 70, and viewed at z v ¼ 40%.
Note that these predicted SSIM values were computed by training and clustering, in which only the QF (QF in ) of the original image, and the transcoding parameters z, QF , and z v were considered. A more sophisticated clustering method, taking into consideration two additional features (the original image's number of bits per pixel and QF out À QF in ), was proposed in [24] to improve the prediction accuracy. Tables such as those in [17] can be used to estimate the visual quality of the adapted content as follows:
. When the format to be used is f ¼ XHTML, the adapted content will comprise the same number of components as the original one. In this case, using the SSIM index, the visual quality of the adapted content's components (4) becomes is the transcoded version of c k;i . The SSIM of the embedded images of the adapted content can be estimated using the predicted SSIM values [17] , and thus, the estimated visual quality of the adapted components becomeŝ
where QF in ðc k;i Þ represents the quality factor of c k;i and d SSIMðz v ; QF in ðc k;i Þ; z; QF Þ is the estimated SSIM value that can be extracted from the predicted SSIM arrays [17] using z v , QF in ðc k;i Þ, z, and QF . Thus, the visual quality of the whole of the adapted content can be estimated using (3). This process is illustrated in Fig. 1 . . When the format to be used is f ¼ JPEG, the adapted content will comprise only one JPEG image. Let t JP EG;z;QF k;1 be this image transcoded at z and QF , and t JP EG;100%;80 k;1 be the image created using z ¼ 100% and QF ¼ 80. The latter is used as a reference image. Note that in estimating the visual quality, the image t JP EG;100%;80 k;1 is not actually created. It is mentioned here only to illustrate the visual quality computing process. However, from [18] , the reference image (t JP EG;100%;80 k;1 ) is needed to estimate the file size of the adapted content, as described in Section 3.4. Now, using the SSIM index, the visual quality of the adapted content (3) becomes 
Transport Quality Evaluation
No doubt, the longer it takes to deliver the adapted content, the less it is appreciated by the end user. As the total delivery time increases, its associated quality is reduced accordingly. Therefore, transport quality is inversely proportional to the total delivery time of the adapted content. For an adapted content t f;z;QF k and a target mobile device D, the total delivery time is given by
where . Sðt f;z;QF k Þ is the file size in bits of t f;z;QF k . . D is the target mobile device and BRðDÞ and NLðDÞ its bitrate and the latency of the network to which the mobile device is connected, respectively. . SLðDÞ is the server latency. For a device D, it represents the time spent by the request in the server (e.g., in the queue) waiting to be processed. This value evaluates the performance of the server. . T Lðc k ; f; z; QF Þ is the transcoding latency. It represents how long the adaptation operation takes to complete. It depends on the original content c k and the transcoding parameters f, z, and QF in use. It can be estimated based on past transcoding operations. On high-end computers, this value should be small.
We propose to evaluate the transport quality using a normalized Z-shaped built-in membership function [25] as illustrated in Fig. 3 . This was inspired by the work of [3] , [4] , in which the authors used sigmf and gaussmf membership functions to map various parameters, such as the network's bandwidth and latency, to quality values between 0 and 1. By varying the values of and , it is possible to create a family of curves that have the same behavior. According to different research works performed to estimate the waiting time that users can tolerate when accessing web content [26] , the values of and can be set to model the user's behavior regarding the waiting time. These values can be determined by experience or defined by the end user. The value of expresses the period of time in which the end user is fully satisfied with the response time. The value of ð þ Þ=2 expresses the period of time, in which that appreciation is reduced to 50 percent, and when the total delivery time reaches the value , the user's appreciation is nil. Thus, the transport quality can be formulated as follows:
Transport Quality Estimation
In (5) and (6), all the parameters used in computing the total delivery time and its associated transport quality must, if unknown, be estimated at runtime. Various algorithms have been proposed to estimate the network bitrate at runtime [27] . The network latency is generally estimated by "pinging" the target mobile device at runtime or taking a mean value of previous probings that could have been performed when the user was registered [28] . We propose to estimate the adapted content file size as well, using the method proposed in [18] . That is, when a JPEG image c k;i (characterized by its QF , denoted QF in ) is transcoded into another JPEG image (t JP EG;z;QF k;i ) using a scaling parameter z and quality factor QF (QF out ), the relative file size between them, denoted rðt JP EG;z;QF k;i ; c k;i Þ ¼ Sðt JP EG;z;QF k;i Þ=Sðc k;i Þ, can be predicted by the method presented in [18] . As explained in Section 3.2, these predictors were computed by training and clustering, where QF in , z, QF were considered as features (in [24] , they proposed two new features to increase the prediction accuracy). Table 2 shows predicted relative file sizes for QF in ¼ 80 and various values of z and QF (or QF out ). The predicted relative file size can be used to compute the total delivery time (tdt) and its associated quality (Q T ) as follows:
. When the format to be used is f ¼ XHTML, the file size of the adapted content can be computed by summing the file sizes of its embedded images and text boxes and adding an additional size related to the XHTML wrapper as follows:
where Sðc k;i Þ represents the file size of the component c k;i and rðt XHT ML;z;QF k;i ; c k;i Þ the relative file size between c k;i and its transcoded version t XHT ML;z;QF k;i . Using the predicted relative file sizes [18] (e.g., Table 2 ), the adapted content's file size can be estimated as illustrated in Fig. 4 . For instance, Table 2 shows that an image transcoded using QF out ¼ 80 and z ¼ 80% will occupy 65 percent of its original file size. Formally, the estimated file size is given bŷ , which can be extracted from the predicted relative file sizes arrays tabulated in [18] (Table 2 shows such an array for QF in ¼ 80 and various values of z and QF ¼ QF out ). .
represents the added size of the XHTML wrapper. Typically, the file size of the XHTML wrapper for one slide is equal to 1 KB. Therefore, we set ¼ 1 KB. It is interesting to note that although the file size prediction model does not use explicit statistics related to the compressed form of the input image (such as the number of zeroed DCT coefficients), it implicitly takes into account the compressibility of the original image through its file size, Sðc k;i Þ. . When the format to be used is f ¼ JPEG, using the reference JPEG image created before (t 
The file size of the adapted content can be estimated using the predicted relative file sizes [18] as illustrated in Fig. 5 . Formally, the estimated file size of the adapted content is given bŷ . It can be extracted from Table 2 . . , as before, is the XHTML wrapper size.
Finally, using the proposed dynamic framework, the visual quality, the transport quality, and the quality of experience can be estimated on the fly. Using (2), the estimated quality of experience becomeŝ ; DÞ are two functions that estimate the visual and transport qualities using the prediction arrays of SSIM and relative file sizes [17] , [18] as illustrated in Figs. 1, 2, 4 , and 5.
Use of the Estimation Method
To estimate the optimal combination of format and transcoding parameters that should be used to adapt an original content c k , we compute, using all combinations of f, z, and QF , two arraysQ V ðt f;z;QF k ; DÞ andrðt f;z;QF k Þ. Based on these arrays, we compute the estimated quality of experience arrayQ E ðt f;z;QF k ; DÞ and solve (1) to determine the best feasible solution (i.e., the best transcoding parameters combination). We expect the solution to be near-optimal.
EXPERIMENTAL SETUP 4.1 Slides Corpus
To test and validate the proposed framework, a large corpus of documents (presentation slides) was required. Such slides could have been searched and collected from the web. However, to test and analyze the proposed system on a wide range of slide types, we preferred creating slides composed of components with various sizes and positions in the slide. The images, as well the text, however, were collected from the web to be representative of existing content. We developed a Java-based application that uses OpenOffice APIs (UNO) to create a set of Impress slides [29] . Note that a slide is allowed to contain text and images sharing the same area (overlap). The background was set to none (no master style), but an inserted image could represent 100 percent of the slide, and therefore be considered as a background. The created slides' file sizes varied between 12 and 122 KB. The images were collected from Internet websites such as [30] . The positions of the text boxes and images on the slides were set randomly by a random number generator that is part of the same application. Since the dimensions of the images and text boxes could be continuous, and to avoid context dilution, quantized values, representing the percentage of areas occupied by images and text boxes, were used as follows: I 2 f0%; 10%; 20%; . . . ; 100%g; T 2 f0%; 10%; 20%; . . . ; 100%g:
For instance, I ¼ 40% and T ¼ 30% mean that the area occupied by the images represents 40 percent of the slide and that occupied by the text boxes 30 percent. An example of a slide composed of I ¼ 40% and T ¼ 25% is shown in Fig. 7a .
To facilitate the validation, each document was composed of one slide. This restriction, which can be removed later, does not affect the credibility of the validation, since each slide can be seen as separate content, and so is converted and sent separately. Let V be this validation set.
Transcoding Methodology
To compare the quality of the transcoded content, each slide from V was transcoded using OpenOffice JPEG and XHTML filters, which produce JPEG-and XHTML-based webpages, respectively. The first filter converts the whole slide into an image and wraps it in a skeleton webpage. In the proposed dynamic framework, to be able to estimateQ V andr of any adapted content when the format used is JPEG, ) were created using ImageMagick command line tools [31] . These images replaced those created by the JPEG-based filter. We could, thus, use the predicted SSIM and relative file sizes computed by Coulombe and Pigeon [17] , [18] to estimateQ V andr of the adapted contents.
Note that the native OpenOffice XHTML filter capability was very limited, however, and it was found to have numerous bugs. For instance, the layout was not preserved in the output XHTML webpage, and all the components (text boxes and images) were aligned on the left-hand side. Only one font (the default OS font) was used for the entire presentation. Moreover, it was not possible to embed images in the traditional fashion, which consists in including the image URL in the XHTML text and saving the image in a specific folder. The implemented solution involved converting the embedded images into base-64 encoding, and then include them directly on the webpage (which resulted in larger images). Also, no graphic possibilities were allowed, meaning that all the embedded graphics were simply ignored in the XHTML version. Furthermore, it was not possible to change the embedded images' characteristics, such as the resolution and the quality factor. Ultimately, we improved the filter by fixing these important bugs and limitations, and adding the possibility of manipulating images and their characteristics (with proper URL support), as well as using graphics. After this extension, the modified OpenOffice XHTML filter was able to convert the slide into a standard XHTML file, which could include both text and images. Fig. 6 summarizes the majority of the fixed bugs; Fig. 6a shows the webpage version of a slide as outputted by the native OpenOffice XHTML filter, while Fig. 6b shows the webpage version created by our modified filter (which visually corresponds exactly to the original slide). An example of a slide as exported by the extended OpenOffice XHTML filter is shown in Fig. 7. Fig. 7a shows the original slide as rendered by OpenOffice, while, Figs. 7b, 7c, and 7d show its exported versions with the extended XHTML filter using z ¼ 30% and QF ¼ 80, z ¼ 80% and QF ¼ 80, and z ¼ 50% and QF ¼ 60, respectively.
The following are the sets of transcoding parameters used by these filters, as explained in Section 2: f 2 fJPEG; XHTMLg; z 2 f10%; 20%; 30%; . . . ; 100%g; QF 2 f10; 20; 30; . . . ; 100g:
Let W be the set of adapted contents created from the original contents of V using the transcoding parameters f, z, and QF .
Validation Methodology
The OpenOffice (or MS-Office suite) XHTML filters, which produce JPEG-based XHTML pages, offer the possibility of selecting the target resolution and JPEG quality factor. Though few parameters are offered via their graphical interfaces, high, low, and medium quality, more precise parameters can be used programmatically via their APIs, which is what commercial dynamic solutions use [15] . These techniques do not use any quality of experience measure. They typically adjust the JPEG resolution to the maximum resolution supported by the device and use a fixed JPEG quality factor (e.g., 80) to provide good visual quality regardless of the transfer time incurred. This dynamic system will be denoted below as a fixed-QF system. On the other hand, with static solutions, because different versions of the content are created, the quality of experience of each can be taken into account.
Therefore, we propose to compare our method with a typical dynamic system (fixed-QF system) and various static systems using different granularity levels. Most static transcoding systems create different versions to suit various target mobile devices [3] , [4] , [8] . When the content is requested by the mobile device, the best adapted version among those created in advance is selected for delivery. The granularity of the created versions should be adequate enough to deliver the best user experience possible. However, in practice, it is not always possible to reach that level of granularity, owing to numerous constraints, such as storage space or CPU processing time limitations, for example. Thus, we propose to compare our solution with the following hypothetical static transcoding systems, which are inspired from realistic needs: . Exhaustive system. This system creates the maximum possible number of adapted content versions. We can say it uses all combinations of these quantized values: z ¼ f10%; 20%; . . . ; 100%g and QF ¼ f10; 20; . . . ; 100g for both the JPEG and XHTML formats. As a result, it creates 200 versions for each slide. We assume that this system provides a high enough granularity content, and, therefore, constitutes a good benchmark for comparing the best adapted content provided by each system. . Granularity-based systems. In practice, it is neither always possible nor desirable to transcode content into 200 versions, and so we may consider using only a limited number of values for z and QF . For instance, for an Impress presentation composed of 30 slides, 6,000 versions should be created. For a server dedicated to organizing meetings, for example, the number of versions that should be created could be very high, and so would be the processing time and storage space needed for that purpose.
Since the most widely used quality factor is 80, we propose to compare our solution with 10 systems based on that quality factor and different quantized values of z (see Table 3 ). From the first system to the 10th, the granularity is enriched gradually, always building from the previous system (i.e., system i þ 1 adds one more version on top of system i, whose characteristics are selected to cover the parameters set). For instance, the first system creates only one version (using z ¼ 100%) for each format, while the next system creates two versions (using z ¼ 100% and 50%) and so on, as shown in Table 3 . This schema is not the only one possible, and, depending on the available resources, other sets of systems could be used, such as varying QF around 80 (e.g., 70 or 60). Note that the proposed static systems are actually more sophisticated than those that are commonly used. Typical static systems select the highest resolution content supported by a device regardless of the delivery time. But the proposed static systems, using the same Q E metric, will lead to a fairer comparison between the full potential of static and dynamic approaches.
The comparison focuses on two aspects. First, we compare the performance of the proposed dynamic system, in terms of quality of experience, to the dynamic fixed-QF system and a static system with N versions (i.e., how many versions must a static system generate to match our system). We also compare this quality with that of the exhaustive static system to measure how far we are from optimality. Second, we compare the storage space required by each system. Each adapted content t f;z;QF k in W, which is in fact a webpage, is parsed, and its actual Q V ðt ; DÞ. The SSIM index exhibits a highly nonlinear relationship with the Differential Mean Opinion Score (DMOS), and, therefore, cannot be used directly as a measure of the human perception of quality. Consequently, to address the third requirement regarding the Q E design [20] (see Section 3), the SSIM values are mapped, using a logistic function and regression, to their corresponding subjective Mean Opinion Score (MOS) values [32] . In other words, we compute or estimate the SSIM, but then map it to the corresponding MOS value. As a result two arrays were created:
The best adapted contents obtained by the previously mentioned transcoding systems are computed as follows:
. Exhaustive static system. The best adapted content is identified by solving (1) on the QE array for each slide c k . . Granularity-based systems. First, a subarray is obtained from QE by selecting the rows corresponding to the values of z and QF that define each system (see Table 3 ). Then, the best adapted content, for each slide c k , is identified by solving (1) on that subarray. . Fixed-QF system. First, a subarray is obtained from QE by setting the value of z according to the resolution of the target mobile device and QF ¼ 80. Then, the best adapted content, for each slide c k , is identified by solving (1) on that subarray. . Proposed dynamic system. The best transcoding parameters ð b f Ã ðc k ; DÞ; b z Ã ðc k ; DÞ; c QF Ã ðc k ; DÞÞ are estimated by solving (1) on d QE for each slide c k . Using these optimal parameter estimates, the actual quality of experience is retrieved from the QE array, which corresponds to Q E ðt b 
EXPERIMENTAL RESULTS
To compare the performance and precision of our method with the transcoding systems mentioned in the previous section, the Q E average deviation between the best adapted content obtained by each system and that of the exhaustive system was computed. Since the computed data are too numerous to be presented here, we arbitrarily selected one scenario that uses the mobile device and network communication options found in the marketplace. Based on estimated user tolerable waiting times [26] , the values of and which represent the behavior of the transport quality (see Section 3.2) are set as follows: ¼ 5 s and ¼ 10 s. In this scenario, the proposed mobile device D is a Nokia N8, which has a resolution of 640 Â 360, and is connected to a GPRS network that has a bitrate BRðDÞ ¼ 50 kbps and network latency NLðDÞ ¼ 488 ms [28] . Since the default resolution of the slide, as rendered on a PC by the OpenOffice JPEG filter, is 1;058 Â 794, the maximum viewing conditions are minð 640 1;058 ; 360 794 Þ % 45%, which suggest, from [17] , a comparison of images at z v ¼ 40%. These mobile device and network characteristics are tested using the validation set V. It should be pointed out that similar conclusions are reached with other mobile devices and network conditions when a compromise between visual quality and transfer time must be achieved.
First, the average quality of experience is computed, for various bitrate values for the proposed and the fixed-QF dynamic system, the static exhaustive system as well as the static systems with one and five versions. The results are presented in Fig. 8 for JPEG, and in Fig. 9 for XHTML. As expected, the Q E increases with the bitrate up to a point of saturation (quite visible for XHTML and occurring at higher bitrates for JPEG). The average Q E values obtained for the proposed dynamic solution are close to those of the exhaustive system for JPEG and very close for XHTML. When f ¼ JPEG, our dynamic solution performs better than the static system with up to five versions and very close to it when f ¼ XHTML.
The Q E average deviation (which shows the precision of each system), as computed for this example, is plotted in Fig. 10 for BRðDÞ ¼ 50 kbps and NLðDÞ ¼ 488 ms. This figure shows the difference between our dynamic system, a fixed-QF dynamic system, and the static systems (those with N versions and the exhaustive one with 200 versions). Further, it shows the precision of the adapted content achieved for each system by computing the average deviation of the Q E for each system from that of the exhaustive one. For this mobile device, when the format used is XHTML, our dynamic system provides better quality than the granularity-based system with N ¼ 3 and slightly lower quality compared to the other granularity-based systems (although when N is small, larger fluctuations in quality are observed). All are very close to the optimum. When the format used is JPEG, seven versions are needed by the granularity-based systems to reach the quality obtained by the proposed dynamic system (this number depends on the bitrate, and increases for lower bitrates).
As shown in Figs. 8, 9, and 10, although the Q E of our dynamic solution is, on average, significantly better than that of the fixed-QF system for XHTML, the fixed-QF system can be better under some conditions for JPEG. However, these results hide a defect of the fixed-QF system. For a subset of documents (slides), we computed the optimal solution provided by our dynamic method, the fixed-QF system, and the exhaustive static system. As shown in Figs. 11 and 12 , overall, our dynamic method has the same behavior as that of the exhaustive static one. On the other hand, the Q E results provided by the fixed-QF system are highly variable. As shown in these figures, the curves follow a certain periodicity due to the nature and order of the documents submitted to the test. Actually, the documents are created by varying the areas taken up by images and text boxes. That is, in the first 10 documents, the area of images represents 10 percent of the slide and the areas of text boxes vary from 10 to 100 percent. In the second 10 documents, the area of images is augmented to 20 percent and the areas of text boxes are varied from 10 to 100 percent, and so on.
Of course the dynamic system's performance is highly dependent on the accuracy of the SSIM and file size estimates. With more accurate estimates (and a higher granularity of these estimates, limited here to 10 Â 10 tables from [17] , [18] ), the proposed system could perform even better. We can also observe that the estimated XHTML data are more precise than the JPEG data (average deviation of about 1 percent for XHTML compared to 6 percent for JPEG), and this is explained by the fact that, in the XHTML solution, only the SSIM of the embedded images and the relative file size are estimated (not the textual parts, for which quality and size are known rather than estimated), whereas in the JPEG solution, the estimated data are computed for the whole slide.
It is important to note that we have been very conservative in the performance evaluation of static systems by assuming that the terminal could render every received image. For example, in this scenario, it was assumed that the static system with N ¼ 1 would send a 1;058 Â 794 JPEG image which, upon reception, would then be scaled by the terminal to fit its screen resolution. However, in reality, it is possible that none of the versions generated by a static system will be supported by the terminal (especially for low values of N), providing another significant advantage to the proposed system, as it sends only content the terminal can support.
Although the fixed-QF dynamic system usually provides good visual quality by setting QF ¼ 80, it has no control over the file size, which affects the total delivery time, and therefore the Q E . This aspect has been tested on the same set of slides by computing, for each system, the total delivery time. Figs. 13 and 14 show the total delivery time required by each slide to be delivered when the format used is JPEG and XHTML, respectively. In these two figures, the proposed dynamic system provides a total delivery time very close to that of the exhaustive static system, whereas the fixed-QF system exhibits a highly variable delivery time (more than 10 s in some instances).
Let us now examine the behavior of the storage space needed for the versions created for each transcoding system. To do so, the average file size of the versions created by each system is computed and plotted. Fig. 15 shows the average storage space for the JPEG and XHTML versions. As expected, the XHTML solution is very lightweight, as compared to the JPEG. This is because only the embedded images are rasterized in the XHTML solution, and not the whole slide, as is the case with the JPEG solution. As shown by the curves, our solution becomes increasingly competitive as the granularity of the static transcoding systems increases. In this example, we stated that when JPEG is used, seven versions are needed to reach our estimated optimal adapted content. If the seventh system is used, the total storage space that should be available is 487 KB on average, whereas in our solution, only one version is created, and only 55.5 KB is needed on average. This means that nearly nine times more space should be available to accommodate the seventh transcoding system. In the XHTML solution, three versions are needed to achieve our estimated adapted content. In this case, the total space needed is 75.8 KB. The latter is reduced relative to that needed by the JPEG solution, but it is still far more than what is needed by our solution (16.9 KB on average for only one version). Finally, for the same example, 10 versions (seven JPEG versions and three XHTML ones) should be created by the static transcoding systems, whereas using our solution, only one version (JPEG or XHTML) is created.
Transcoding many versions is CPU-intensive, and should be performed offline, which is not always possible. In contrast, our dynamic solution provides near-optimal adapted content on the fly, while the end user is still online. Overall, the proposed solution is very attractive compared to the static transcoding systems previously presented. It achieves a good compromise between performance (little storage space and less processing time) and good quality (close to that of the exhaustive system).
In summary, when the bitrate is very high, there is no significant advantage in terms of quality of experience to select XHTML over JPEG for any of the systems presented. However, XHTML is increasingly attractive as the bitrate becomes smaller because it always ensures crisp and readable text. For static systems, XHTML requires, for a given Q E average deviation, significantly fewer versions than JPEG and less storage space. It also offers other advantages, such as being able to edit text. Therefore, it is clear that XHTML is, on average, a better format for sharing presentations than JPEG. Even for the proposed dynamic framework, XHTML leads to more accurate Q E prediction and an overall system performance. On a final note, the proposed system is not only superior for low-bitrate connections, but for any situation where a compromise between transport time and visual quality is required (e.g., high-definition content over 3G networks). Yet, it performs competitively in other situations.
COMPLEXITY OF THE PROPOSED METHOD
In contrast with the exhaustive static system, which requires 200 transcoding operations, the proposed dynamic framework requires a single transcoding operation (performed after estimation of the transcoding parameters). To that, we must add the computation of thê Q V array, which can be computed offline;Q T andQ E arrays, that are performed at runtime, and a lookup search in theQ E array. These added computations are very light compared to a single transcoding operation, and can be negligible on high-end servers. The fixed-QF system also requires a single transcoding operation, but, as shown, exhibits a highly variable quality. The granularity-based systems require more than one transcoding operation and are, thus, more complex. The proposed system offers exceptional quality at minimal computational complexity.
CONCLUSION
In this paper, we presented a novel dynamic content adaptation framework applied to professional documents shared using web technologies. The method estimates, on the fly, near-optimal transcoding parameters based on the original content and its composition (areas occupied by text and images). We have proposed a measure of the quality of experience taking into account the visual aspect of the transcoded content, in addition to the total delivery time. The proposed measure, although useful, is mostly illustrative, as the proposed framework is general, and can be used with other quality measures. The validation results show that dynamic content adaptation based on accurate prediction can provide a good compromise between quality and delivery time, and drastically reduce storage requirements. Even though the proposed framework is quite general, future research can be performed to show and validate its applicability to other professional documents such as Word and Excel. Umesh Chandra received the BS degree from Osmania University in 1993 and the MS degree from the University of North Texas in 1996, both in computer science. He is currently a research lead at Nokia Research, Bengaluru, India. He is currently working on developing mobile services targeting emerging markets in the domain of social and location. Prior to this, he worked on mobile video conferencing and developing standards in the area of video transport. His research interests include mobile technologies, IP multimedia, data management, E2E service creation, and emerging markets.
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