A simple and effective syntactic method of description of picture patterns of rectangular arrays of symbols is proposed. The method is based on contextual grammars of Marcus(1969) guided by trajectories in the generation process.The resulting grammar is called Parallel contextual array grammar with contexts shuffled on trajectories. This grammar is capable of describing pictorial patterns that cannot be handled by certain other contextual array grammars introduced in the literature.
Introduction
Syntactic approaches, on account of their structure-handling ability, have played a significant role in the problem of description of picture patterns considered as connected digitized, finite arrays of symbols. Adapting the techniques of formal string language theory, various types of picture or array grammars have been introduced and investigated 1, 3, 4, 12, 13 . Most of the array grammars developed to handle picture languages, are based on Chomskian string grammars. Another well-investigated class of grammars, called Contextual grammars, was proposed by Marcus 7 . A contextual grammar defines a string language by starting from a given finite set of strings and adjoining iteratively pairs of strings (called contexts) associated to sets of words (called selectors), to the strings already obtained. These contextual grammars 2,10 are known to offer new approaches for a number of basic problems in formal language theory. But they have not received much attention regarding their suitability to describe picture patterns. Recently, extension of string contextual grammars to array structures has been attempted 6, 11 . In 5 , based on contextual grammars, a new method of description of pictures of digitized rectangular arrays, called a Parallel Contextual Array Grammar, is introduced. This model is different from 6, 11 . Several properties of these array grammars have been studied in 5 .
On the other hand Martin-Vide et al 8 introduced the notion of adjoining contexts to words by shuffling them on 'trajectories' giving rise to a very general class of contextual string grammars. The notion of shuffle on trajectories was introduced in 9 , while studying the problem of parallel composition of words and languages. Motivated by these investigations, description of rectangular arrays by Contextual array grammars guided by trajectories, is considered here. Parallel Contextual array grammars with contexts shuffled on trajectories are introduced . These grammars are simple yet powerful in describing array structures. Comparison with certain other array generating models is done and closure properties under certain geometric operations are obtained.
Preliminaries
Let V be a finite alphabet. V * is the set of all words over V including the empty word λ. A picture A over V is a rectangular m × n array of elements of V of the form
The set of all pictures or arrays over V is denoted by V * * . A picture or an array language over V is a subset of V * * .
Definition 1:
The column concatenation AΦB of A and B is defined only when m = n and is given by
Similarly, the row concatenation AΘB of A and B is defined only when p = q. The empty array is also denoted by λ, and λΦP = P Φλ = P and λΘP = P Θλ = P for any P ∈ V * * .
Parallel Contextual Array Grammars
We now recall the notions of array contexts and Parallel Contextual Array Grammars 5 .
Definition 2: Let V be a finite alphabet. A column array context over V is an element of V * * $ c V * * of the form
where 
where u 1 , u 2 are of size p × 1 and v 1 , v 2 are of size q × 1, for some p, q ≥ 1 and $ r is a special symbol not in V . If u 1 = u 2 = λ, then we write r = $ r [v 1 v 2 ] and if 
* * , and W, Z are contexts 'built' from the column/row array contexts according to the choice mappings. We denote by ⇒ * in , the reflexive and transitive closure of the relation ⇒ in . Informally speaking, while 'building' W, Z from column array contexts, we imagine that a window is moved down the columns of the array X 2 and W, Z are constructed from the column contexts as 'dictated' by the choice mappings. Likewise for W, Z 'built' from row array contexts. The language generated by G, denoted by ,
The picture language L generated by G has pictures of the following forms
where 'a' stands for black square and 'b' stands for white square. 
where
We obtain the arrays of the picture language L generated by G which is the set of floor designs of the following forms 
Necessary Conditions
Necessary conditions for a language to be of a certain type of parallel contextual array language is now considered. Notations: |X| c is the number of columns in array X.
|X| r is the number of rows in array X.
Step property).
Step property) .
Theorem 9: Every P EAC language has the EBS property.
Proof: Let M ∈ P EAC and G = (V, B, C a , R a , ϕ c , ϕ r ) be a parallel external contextual array grammar generating M.
for some l and
Hence there is a constant p such that for each
Hence M has the EBS property.
Theorem 10: Every P IAC language has the IBS property.
The proof is similar
Remark 11: The converse of the theorem 9 is not true.
We notice this by the following counter example. Consider the language L consisting of the following arrays
Obviously L satisfies the EBS property with p = 3. Let G = {B, C c , C r , ϕ c , ϕ r } be the P EAC grammar associated with L. Remark 13: Every P IAC language and P EAC language has the BALI property.
Proof: In order to prove (i) For a parallel internal contextual array grammar
In the former case this means that there exist column array contexts
these arrays are in L(G). The argument is similar for (ii).
Corollary 15:
The fact that L is not in P IAC is a consequence of Theorem 14.
Theorem 16: If L ⊆ V * * , L ∈ P EAC, then there are two constants p, q such that every Z ∈ L, |Z| c > p or |Z| r > p can be written in one of the following forms (i), (ii) :
Closure properties
In this section, we state closure results for the classes P EAC and P IAC. 
Comparisons
We now state results that compare the class P EAC with the classes LOC 4 of local array languages and L(2RLG) of picture languages of 2-dimensional right linear grammars 4 .
Theorem 19: The family P EAC and the classes LOC of local array languages are incomparable but not disjoint.
Theorem 20: The family P EAC intersects with L(2RLG)
4 of picture languages generated by two dimensional right linear grammar.
Theorem 21: The family P EAC without choice and the family EAC of languages generated by external array column contextual grammar without choice 11 are incomparable but not disjoint. Theorem 23: The emptiness problem and the finiteness problem are decidable for all classes of parallel contextual array grammars
Parallel Contextual Array Grammars with contexts shuffled on Trajectories
We now introduce the notions of parallel shuffled contexts.
Definition 24: A column shuffle array context over V is an element of V * * of the form
A row shuffle array context over V is an element of V * * of the form
Definition 25: Parallel Shuffled Contexts Let V be an alphabet. Let C a be a finite subset of V * * whose elements are the column shuffle array contexts of the form (3) and ϕ c :
Similarly we can define a parallel shuffled row context. Let R a be a finite subset of V * * whose elements are the row shuffle array contexts of the form (4) and ϕ r : V * * → 2 R a be a choice mapping. Given an array X = [a ij ] of size m × n, 
where U is a parallel shuffled column or row context. We denote by ⇒ * the reflexive and transitive closure of the relation ⇒ . The language generated by G, denoted by L(G) is defined as follows:
The family of all parallel shuffled contextual array languages is denoted by PACS. Now we introduce the notions of trajectory on arrays, shuffle on trajectories and parallel contextual array grammars with contexts shuffled on trajectories. Notation: |X| c (|X| r ) respectively denotes the number of columns (rows) in an array X. |t| x denotes the number of occurrences of x in t.
Definition 28: Let V be a finite alphabet, t a trajectory, v a versor , v ∈ V 1 and P, Q ∈ V * * . The column shuffle of P with Q on the trajectory vt, denoted by P vt Q, is recursively defined as follows. If P = AΦX and Q = BΦY where A, B, X, Y ∈ V * * , A and B are the first columns of P and Q respectively, t ∈ V * 1 then
If
and
The symbol ∅ denotes the empty set.
The row shuffle of P with Q on the trajectory vt, v ∈ V 2 , t ∈ V * 2 is defined in a similar way except that l, r are replaced by u, d and Φ by Θ. Also if
Definition 29: A parallel contextual array grammar with contexts shuffled on trajectories (P ACST ) is a construct G = (V, B, C a , R a , ϕ c , ϕ r , T c , T r ) where the components are as in Definition 7, T c is a family of sets T 1 ⊆ V * 1 of trajectories indexed over the subsets of column array contexts and T r is a family of sets T 2 ⊆ V * 2 of trajectories indexed over the subsets of row array contexts. When ϕ c and ϕ r are omitted, we call G as a parallel contextual array grammar with contexts shuffled on trajectories without choice. When T c or T r consists of exactly one set T 1 or T 2 respectively corresponding to C a or R a , we write
The direct derivation with respect to G is a binary relation ⇒ on V * * and is defined as follows:
We denote by ⇒ * T the reflexive and transitive closure of the relation ⇒ T . The language generated by G, denoted by L(G) is defined as follows:
The family of all languages generated by P ACST is denoted by PACT .
We illustrate with an example.
One can easily see that L is generated by the following P ACST, 
Figure 1 Tokens H
where black square is 'a' and white square is 'b'.
PACT and some families of Parallel Contextual Array Languages
The parallel contextual array grammars with contexts shuffled on trajectories introduced here are more powerful in generative power than the parallel external and internal contextual array grammars considered in 5 .
Theorem 31: (i) A language L is a parallel external contextual array language if and only if it is generated by a P ACST,
Hence the family of parallel external contextual array languages 5 is strictly contained in the family PACT , the trajectories being regular languages.(ii) A language L is a parallel internal contextual array language if and only if it is generated by a P ACST grammar
Hence the family of parallel internal contextual array languages 5 is strictly contained in the family PACT , the trajectories being regular languages. (iii) A language L is a parallel (simple) shuffled contextual array language if and only if it is generated by a P ACST grammar G = (V, B, C a , R a , ϕ c , ϕ r , T c , T r ) is strictly contained in the family PACT , the trajectories being regular languages.
Proof:
We prove (i). The other statements are similar. Assume that L is generated by the P EAC grammar
as follows:
y i+1 ∈ C , the set C a contains the element 
