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The last decade has seen an explosion of interest in two-dimensional materials,
which now can be synthesized in either single or a few atomic layer forms. The
discovery of novel fabrication methods for creating single-layer materials such
as graphene, zinc oxide, silicon carbide, boron nitride, and molybdenum disul-
fide has opened a new field of materials research with promising applications
for energy technologies. Single-layer materials not only represent the ultimate
scaling in the vertical direction, but also show a variety of novel and useful
electronic, optical, and mechanical properties.
Using a data-mining and first-principles design approach we identify sev-
eral previously unrecognized families of single-layer materials. We determine
their energetic and dynamical stability, study their electronic and optical prop-
erties, and determine their suitability for electronic and energy applications us-
ing a combination of density-functional calculations with semi-local and hybrid
density functionals, the many-body G0W0 method, and the Bethe-Salpeter equa-
tion. To determine their suitability for photocatalytic water splitting we also
determine their solubility in water.
We discover several single-layer materials with promising properties for
electronic devices such as for dielectric barriers in graphene field-effect tunnel-
ing transistors and for photocatalytic water splitting. Our results provide guid-
ance for experimental synthesis efforts and future searches of materials suitable
for applications in electronic device and energy technologies.
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CHAPTER 1
INTRODUCTION
1.1 Materials Science Tetrahedron of Single-Layer Materials
In this chapter, we use the concept of the materials science tetrahedron (MST)
to structure our review of the single-layer materials. The MST shown in Fig. 1.1
illustrated the four interdependent aspects of materials: structure, properties,
processing, and performance that forming the basis of materials science re-
search. As such the MST provides an important tool that helps our understand-
ing and design of materials [6]. A traditional materials science tool, the MST
has in fact been extensively applied to engineering single-layer materials over
the last decade, although the terminology is rarely used in the literature.
We start out with a brief overview of the structure, properties, processing,
and performance of single-layer materials focusing on the experimental results.
Since there have been several reviews of the experimental aspects of single-layer
materials [7, 8, 9, 10, 11, 12]. We provide in the next chapter a theoretical per-
spective. The whole review focuses on the contribution computational methods
provides for the discovery, characterization, and design of single-layer materi-
als. In particular, we describe general procedure to efficiently search for novel
single-layer materials with useful properties for applications in electronic de-
vices and energy technologies.
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Structure
Processing
Properties
Performance
Figure 1.1: Materials science tetrahedron symbolizing the interplay of ma-
terials structure, properties, processing, and performance. One
snapshot is adopted from Ref. [2].
1.1.1 Structure
With a wealth of attractive properties, single-layer materials are generally de-
fined as individual sheets of atomic-scale thickness that are either extracted
from bulk materials such as graphite, boron nitride and transition-metal
dichalcogenides or directly synthesized in single-layer form using chemical-
vapor deposition or molecular-beam epitaxy. Most single-layer materials occur
in structures with a hexagonal Bravais lattice. Figure 1.2 shows several common
single-layer hexagonal structures, which can be further categorized based on the
number of sublayers in the structure. Single-layer graphene [13], BN [14], and
ZnO [15] shown in Fig. 1.2(a) have only one sublayer, while silicene, buckled
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Figure 1.2: Structures of single-layer materials with hexagonal Bravais lat-
tices: (a) planar and (b) buckled hexagonal group IV or III-V
materials, (c-e) single-layer metal chalcogenides with the num-
ber of sublayers ranging from three to five. M denotes the
metal sublayers, while X represents the chalcogen sublayers.
sheets of silicon [16], can be regarded as consisting of two sublayers as shown
in Fig. 1.2(b). Single-layer metal chalcogenide (M-X) compounds display struc-
tures with a range of sublayers. Figures 1.2(c)-(e) illustrate structures of several
typical M-X compounds with their number of sublayers ranging from three to
five.
Several single-layer materials occur in less well-known structures with
square Bravais lattices. The examples include single-layer SnSe and FeSe, which
have been recently synthesized [17, 18] and single-layer group III-V materials,
which have recently been predicted [19]. Figure 1.3 illustrates the atomic struc-
ture of single-layer SnSe and InP.
Due to their two-dimensional nature, single-layer materials exhibit a mod-
ified vibrational mode in their phonon spectra that displays a different disper-
sion relation than in 3D materials. Acoustic phonons with an out of plane atomic
displacements, also known as ZA or flexural phonons, have a quadratic disper-
sion relationship near the zone center Γ. The flexural phonon mode is respon-
sible for many of the unusual thermal and structural properties of graphene
and other single-layer materials. For example, the presence of these low-energy
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flexural phonons leads to the occurrence of dynamic and static ripples of single-
layer materials at finite temperatures and under small strains [20, 21]. Intrinsic
ripples have extensively been studied for the single-layer materials graphene
and MoS2 [22, 23].
Like any material, single-layer materials exhibit microstructures with defects
occurring either thermodynamically or due to processing [24, 25, 26]. Similarly
to 3D materials, the presence of defects can be either detrimental for the mate-
rials’ properties or can be used to tune and enhance them. Due to their two-
dimensional nature, the classification of defects in 3D materials, needs to be
modified for single-layer materials and the defects are categorized into (i) point
defects including vacancies, substitutions, and dopant atoms; (ii) line defects
such as grain boundaries, interface boundaries, and edges in, e.g., nanoflakes
and nanoribbons; and (iii) area defects like voids.
Single-layer materials are dominated by their intrinsic large surface area.
As a result, defects are interacting with the surface environment rather than
with the bulk environment as in 3D materials. Among microstructural defects,
grain boundaries are commonly observed in experimental samples grown by
chemical-vapor deposition and molecular-beam epitaxy techniques [24, 25]. Un-
like usually undesirable grain boundary defects, introduction of point defects
for doping and functionalization of single-layer materials by adsorbing atoms
or molecules on the surface provides an effective strategy to tailor various prop-
erties of single-layer materials [26]. Although dislocations in single-layer mate-
rials such as graphene have been theoretically predicted [27] and experimen-
tally confirmed [28], single-layer materials are not known to plastically deform,
instead strain usually leads to brittle failure [29].
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(a) (b)
Figure 1.3: Top view and side view of the atomic structures of single-layer
(a) SnSe and (b) InP.
1.1.2 Properties
Properties of single-layer materials are generally different from their bulk coun-
terparts due to reduced dimension and decreased symmetry. For example,
graphene is the strongest material in the world [30], while graphite is brittle.
In addition, electrons in graphene behave like massless Dirac particles and ex-
hibit remarkably high mobilities [31].
Attractive electrical and optical properties are the two main reasons that
single-layer materials receive so intense attention. Important parameters of
these properties are bandgaps and optical absorption. Many of the known
single-layer materials possess bandgaps lying within the range of visible light,
which is extremely beneficial for electronic devices and energy-conversion ap-
plications. For example, single-layers transition metal dichalcogenides MX2 ( M
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= Mo, W; X = S, Se) exhibit direct bandgaps ranging from 1.5 to 2.0 eV [32], wider
than the bandgaps of bulk MX2 due to the quantum confinement effect. Addi-
tionally, because of the two-dimensional nature, the density of states of single-
layer materials, e.g., MoS2 are dominated by van Hove singularities, leading to
a significant increase in the joint density of states and consequently enhanced
optical absorption [33].
In addition to the electrical and optical properties, single-layer materials
such as graphene exhibits remarkable thermal conductivity. For example, the
experimental thermal conductivity of graphene at room temperature can reach
as high as 5300 W/mK [34].
Furthermore, recent studies have shown that single-layer transition-metal
dichalcogenides MX2 like MoSe2 possess sizable piezoelectric coefficients com-
parable to bulk materials including GaN and AlN with the wurtzite struc-
ture [35]. Interestingly, such a piezoelectric coupling effect is absent in the bulk
counterparts of MX2 due to the existence of inversion symmetry.
Finally, single-layer materials could also be promising catalysts. For in-
stance, using single-layer SnS2 as a photocatalyst leads to a high photocurrent
density partly because of the rapid carrier transport in the 2D system [36].
1.1.3 Processing
Over the last decade, a variety of methods have been developed to obtain single-
layer materials [37]. Typical methods include mechanical exfoliation, chem-
ical vapor deposition (CVD), liquid exfoliation, and molecular beam epitaxy
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(MBE) [38, 39, 40, 18].
The pioneering work of preparing single-layer graphene sheets employed
the mechanical exfoliation method [38], in which scotch tape is used to cleave
bulk materials with layered structures materials into single-layer sheets. As
this method preserves the quality of the bulk material, it typically leads to
high-quality sheets with few defects. As such the method is well suited for re-
search purposes. However, one fundamental limit of the mechanical exfoliation
technique is its scalability for large scale production [37]. Mechanical exfolia-
tion takes advantage of the presence of weak van der Waals interlayer interac-
tions and can be applied to convert many layered materials such as MoS2 [38],
BN [38], WSe2 [41], and TaS2 [41] into single-layer form.
The CVD method involves the vaporization of gaseous reactants and subse-
quent reactions of the gas molecules to form a thin film on various substrates.
The method has been widely used to synthesize large-area single-layer mate-
rials such as graphene, BN, and MoS2 sheets [39]. Common substrates for de-
positing these single-layer materials are transition metals such as Cu and Ni
and thermal oxide on silicon. The CVD method has the advantage of scala-
bility, however, single-layer materials synthesized using CVD typically contain
higher densities of defects such as impurities and grain boundaries, compared
to mechanical exfoliation [25].
In liquid exfoliation the exfoliation process takes place in a liquid environ-
ment through ion intercalation, ion exchange, or sonication techniques [40].
Due to its versatility and scalability, liquid exfoliation has become an impor-
tant method to exfoliate layered materials characterized by weak interlayer van
der Waals interactions. For example, single-layer bismuth selenide Bi2Se3 has
7
Figure 1.4: Cross-sectional view of the structure of a monolayer MoS2
field effect transistor. Reprinted with permission from Ref. [3].
Copyright 2011 Nature Publishing Group.
been exfoliated via lithium intercalation [42]. A useful table of families of lay-
ered compounds that can be potentially liquid exfoliated into single-layer sheets
is provided in Ref. [40].
MBE represents an alternative platform for synthesis of single-layer mate-
rials that can produce high-quality films. The elemental components, which
make up a single-layer material can be deposited from either thermal or gaseous
sources. Refractory elements, such as Mo, are typically obtained by electron-
beam evaporation from an assembly that occupies a furnace port. Examples of
single-layer materials that have recently been grown using MBE include super-
conducting single-layer FeSe on SrTiO3 [18], and graphene on SiC [43].
1.1.4 Performance
The remarkable performance of single-layer materials is highlighted by many
demonstrated applications, including graphene-based tunneling transistors
with large on/off ratio [44], heterostructure-based photovoltaic devices with
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high external quantum efficiency [33], and single-layer SnS2 photocatalyst with
excellent visible-light conversion efficiency [45]. These examples can be catego-
rized into electronic devices or energy related applications. Here we describe
two additional examples from both categories in some detail.
Figure 1.4 illustrates a field-effect transistor (FET) based on single-layer
MoS2 [3]. In this device, single-layer MoS2 with a thickness about 6.5 Å de-
posited on a doped SiO2 thin film functions as the channel material. With the
presence of a high-k dielectric, HfO2, the reported mobility of single-layer MoS2
at room temperature can reach more than 200 cm2V−1s−1. Additionally, the cur-
rent on/off switching ratio can be as high as 1 × 108. Note, however, that a
recent study claims that such high carrier mobilities in single-layer MoS2 are
merely experimental artefacts caused by ill-defined capacitance, leading to a
drastic overestimate of the carrier mobilities [46]. In combination with its excel-
lent mechanical properties, single-layer MoS2 also provides promise for flexible
electronics applications [47].
Supercapacitors are electrochemical devices that can rapidly and reversibly
store and release electrical energy [48]. Graphene with its large specific surface
area, excellent conductivity, and stability, is an ideal material for supercapaci-
tor electrodes [11]. Figure 1.5 depicts the schematic of a supercapacitor device
based on graphene [4]. These supercapacitors exhibit maximum specific capac-
itances of more than 2×106 F/kg at a power and energy densities of 10 kW/kg
and 28.5 W h/kg, respectively. Moreover, about 90% of the initial capacitance is
maintained even after 1200 cycles, indicating good cycle lifetimes [4].
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Figure 1.5: Graphene-based supercapacitor device, (a) schematic diagram
and (b) optical image of an coin-shaped graphene-based su-
percapacitor device. Reprinted with permission from Ref. [4].
Copyright 2009 American Chemical Society.
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CHAPTER 2
COMPUTATIONALMETHODS FOR CHARACTERIZATION OF
SINGLE-LAYERMATERIALS
Materials characterization, often located in the center of the MST, involves us-
ing experimental and theoretical tools to analyze the four components of MST.
Experimentally, various microscope techniques have been applied to character-
ize single-layer materials [8]. For example, atomic force microscopy (AFM) is
frequently used to determine the thickness of a single-layer material and dark-
field transmission electron microscopy (TEM) has been utilized to determine
grain boundary angles of polycrystalline graphene sheets [25]. This chapter,
instead of reviewing such experimental tools, emphasizes the roles of computa-
tional tools, particularly, the ones based on density-functional theory (DFT), in
the discovery, characterization, and design of single-layer materials. Figure 2.1
illustrates how the computational tools connect with the four components of the
MST.
Structure. The starting point of any DFT calculation is the atomic struc-
ture. For single-layer materials with experimentally-known structures, com-
putational characterizations are straightforward. For hypothetical single-layer
materials, two common strategies can be followed. The first strategy starts with
the three-dimensional structure of a candidate material selected from the Inter-
national Crystallographic Structural Database (ICSD), such as for example the
zincblende and wurtzite structures [49]. The single-layer structure is then as-
sumed to be a layer cut out of the three-dimensional structure, such as a single
(111) or (0001) layer. Figure 2.2 illustrates as an example the atomic structure
of cubic ZnO and a single (111) layer. This approach can provide a reasonable
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Figure 2.1: Computational approach for the discovery, characterization,
and design of novel single-layer materials.
guess for the atomic structure of an unknown single-layer material. Relaxations
of this structure with DFT will lead to a hypothetical ground-state structure.
The second approach systematically explores the periodic table and exploits
chemical similarities of elements within a group in the periodic table [50, 51].
Replacing one element in an existing single-layer material with another one
of the same group or of similar chemistry provides a useful guess for a novel
single-layer material. This method has successfully predicted silicene and ger-
manene [52].
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Figure 2.2: Atomic structure of bulk ZnO and the corresponding single-
layer (111) surface.
Energetic stability. Once a candidate single-layer structures has been iden-
tified, its energetic and dynamical stability need to be evaluated. In general,
there is an energy cost to synthesize single-layer materials from their three-
dimensional bulk counterparts. This energy cost is given by the formation en-
ergy, Ef = E2D/N2D − E3D/N3D, where E2D and E3D are the energies of single-layer
and bulk structures, respectively, and N2D and N3D denote the number of atoms
in the corresponding unit cells. Note, that in some cases, a thermodynamically
stable bulk compounds with the same composition as the single-layer material
may not exist and the corresponding bulk energy is given by the mixture of
competing phases [53].
A low formation energy, Ef indicates that the candidate single-layer mate-
rial is metastable. Using this definition, we have identified several single-layer
hexagonal group III-V materials with formation energies ranging from 0.38 to
0.52 eV/atom, and lying between the formation energies of single-layer ZnO
(0.19 eV/atom) and silicene (0.76 eV/atom) [54, 55], both of which have been
successfully synthesized [15, 16]. In addition, we found that most transition-
metal dichalcogenides exhibit formation energies below 0.15 eV/atom, indicat-
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ing the ease to mechanically cleave a sheet of single-layer MX2 from bulk crys-
tals [56].
Dynamic stability. In addition to determine the energetic stability, it is impor-
tant to ensure that the candidate single-layer structure is at a local minimum
of the potential energy surface rather than at a saddle point. In other words,
the phonon modes must be real. Two methods are commonly used to calculate
phonon spectra. One is based on density functional perturbation theory [57]
and the other one is so-called force constant method. The former method, im-
plemented in the Quantum Espresso package [58], is more efficient to obtain the
phonon frequencies at arbitrary points in the Brillouin zone than the latter one,
implemented in VASP [59], where a supercell and Fourier interpolation is used
to obtain the full phonon dispersion.
As an example, in our work on the single-layer III-V materials we found that
a few of the hexagonal III-V materials such as InP exhibit a dynamic instability
reflected in imaginary phonon modes. We find that the hexagonal structure re-
construct to an unexpected low-energy tetragonal structure, which is illustrated
in Fig. 1.3(b) [19]. Interestingly, this tetragonal structure is similar to that of
single-layer FeSe, which is a high-temperature superconductor [18].
Solution stability. For the applications of single-layer materials in liquid envi-
ronments, such as a photocatalyst, it is critical to consider the stability of these
materials in the solution environment. Namely for photocatalysts, the candi-
date single-layer materials must be insoluble in water. Taking advantage of
the fact that the solubility decreases exponentially with increasing solvation en-
thalpy, solubility can be quantitatively estimated from the calculated enthalpy
of solvation. In Ref. [2], we describe a method of combining DFT calculations
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with VASP and Gaussian09 [60] to efficiently calculate the solvation enthalpy. In
short, we use VASP to calculate the cohesive energy of a compound, and Gaus-
sian09 to obtain the hydration enthalpy of ions. The sum of these two energies
gives the solvation enthalpy.
Properties. Electronic and optical properties of single-layer materials are ex-
tensively studied in the literature, as these two properties are arguably the most
important for applications of single-layer materials. Two key parameters of elec-
tronic properties are the bandgaps of individual single-layer materials and the
band alignments when contacting one single-layer material with a different ma-
terial, which can be another single-layer material or a substrate or a liquid such
as water.
The most important approximation for electronic structure calculations with
DFT is the approximation of the exchange-correlation functional. Specifically,
bandgaps from local and semi-local approximations to the exchange-correlation
functional, such as the PBE functional [61], typically underestimate experimen-
tal bandgaps due to the lack of the derivative discontinuity [62]. Hybrid approx-
imations on the other hand that include some fraction of exact exchange into the
Hamiltonian, such as the HSE06 functional, provide bandgaps that agree well
with experiment [63]. For example, we found that the HSE06 bandgap of single-
layer BN is in excellent agreement with the experimental value [55]. Another
approach to determine bandgaps is many-body perturbation theory such as the
GW method [64], which calculates the quasiparticle energy bandgap that can di-
rectly be compared to photoemission/inverse photoemission experiments and
hence has more physical meaning than the PBE and HSE06 Kohn-Sham eigen-
value bandgaps.
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Another important electronic property is the band alignment for heterostruc-
tures. For single-layer materials, it is straightforward to calculate the band
alignment, by aligning both the valence band maximum (VBM) and conduction
band minimum (CBM) of the different materials that make up the heterostruc-
ture with reference to the vacuum energy level, which is typically set to zero [2].
The same method can also be applied to calculate the band edge positions of a
single-layer semiconductor with respect to the redox potential energies of water
splitting. This provides a critical criterion to examine whether the semiconduc-
tor is potentially useful for solar water splitting to generate hydrogen.
The optical properties of single-layer materials are important for their appli-
cation in opto-electronic devices as well as for harvesting sunlight for energy-
conversion. Calculations of the imaginary part of the permittivity and the corre-
sponding optical absorption spectrum are two routine functions implemented
in many DFT codes. However, to obtain accurate dielectric constant and optical
absorption, one has to resort to solving the Bethe-Salpeter equation (BSE) based
on GW quasi-particle energies and wavefunctions from standard DFT calcula-
tions [65, 66]. In addition, solving the BSE provides accurate optical bandgaps,
which can directly be compared to the bandgaps measured with UV-vis trans-
mission spectroscopy. For instance, recent calculations of the optical gap for
single-layer SnS2 using the BSE resulted in an optical bandgap of 2.75 eV [36],
consistent with the measured optical bandgap of 2.55 eV [1].
Most synthesis method, such as CVD and MBE, require suitable substrates
for the growth of single-layer materials. Therefore, the selection of a substrate
material is of critical importance to the growth and further separation of a
single-layer material. Similar to the generation of single-layer structures, the
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starting point of substrate calculations is searching for candidate materials in
the ICSD. For epitaxial growth, the goal is to choose candidate substrates with
similar symmetry and surface lattice constants to minimize the mismatch strains
between the single-layer and substrate materials. Then the adsorption energy
for the single-layer material on the substrate can be calculated with the possible
inclusion of van der Waals functional. The magnitude of the binding energy
provides an indication about the bonding characteristics between the materials,
i.e. if chemisorption and physisorption dominates. The determination of the
bonding type provides guidance to experiment which substrate materials to se-
lect for the growth of targeted single-layer materials. For example, the (100) Pd
facet should be suitable for the growth of single-layer tetragonal AlP, since this
metal surface significantly reduces the formation energy of the single-layer ma-
terial [19]. Non-epitaxial growth of single-layer materials provides an alterna-
tive synthesis approach that is expected to lead to somewhat lower absorption
energies. An example is the growth of graphene on sapphire surfaces [67].
Only a few studies have yet used DFT-based tools to characterize the per-
formance of single-layer materials, which are usually linked to transport prop-
erties of a electronic device. This is partly because of the intrinsic limitations
of DFT being a ground-state theory. Recently, several studies have combined
DFT methods with other numerical techniques such as non-equilibrium Green’s
functions (NEGF) to simulate transport properties of electronic devices based
on single-layer materials [68]. In this study, e.g., the I-V characteristics of a
single-layer MoS2 transistor are determined. Additionally, tight-binding (TB)
parameters fitted to the results of DFT calculations enable the calculation of the
temperature-dependent carrier mobility. For instance, with such a combina-
tion of DFT and TB methods, the experimental dependence of electron and hole
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mobility of crystalline naphthalene on temperature is perfectly reproduced in
theoretical calculations [69]. The method could be applied to study the carrier
mobility of single-layer materials, a quantity measured in experiments [70].
Figure 2.1 summarizes the above procedure of computational characteriza-
tion for the discovery, characterization, and design of single-layer materials.
Applying this theoretical recipe, we have discovered several families of previ-
ously unknown single-layer materials including group III-V materials [55, 19],
oxides [54], and metal chalcogenides [36, 56, 2] with possible useful properties
for electronic devices and as photocatalysts for water splitting.
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CHAPTER 3
ELECTRONIC STRUCTURES OF SINGLE-LAYER BORON PNICTIDES
3.1 Abstract1
Single-layer materials such as graphene and boron nitride promise alternative
routes to electronic devices. Hybrid density functional calculations for single-
layer boron pnictides BN, BP, BAs and BSb show that these materials exhibit a
direct band gap of 6.1, 1.4, 1.2 and 0.6 eV, respectively, that originates from the
energy difference of the pz orbitals of the species and is tunable by strain. The
band gap linearly decreases with strain for BN, while it increases non-linearly
for BP, BAs, and BSb. The calculated natural band offsets between the various
boron pnictides are all of type I.
3.2 Introduction
Graphene [13] along with several other atomic membranes such as silicene [52]
and graphynes [71] have attracted tremendous attention for their unique elec-
tronic properties like the massless Dirac fermions [72]. However, all these mate-
rials are semimetals and the lack of a band gap makes them currently unsuitable
for logic applications in electronic devices [73]. Over the years, several methods
have been suggested to open a gap in single-layer graphene. Among them,
hydrogenation [74], fluorination [75], and the reduction of the dimensionality
from 2D to 1D resulting in nanotubes or nanoribbons [76] are the most widely
1Reprinted with permission from: H. L. Zhuang and R. G. Hennig, App. Phys. Lett., 101 (15),
153109 (2012). Copyright 2012 by American Institute of Physics.
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used approaches. A recent theoretical study by Sahin et al. [51] explored an-
other direction aiming at predicting single-layer materials with intrinsic band
gaps instead of the above-mentioned functionalization methods. They found
that single-layer boron pnictide compounds (BX) including boron nitride (BN),
boron phosphide (BP), boron arsenide (BAs) and boron antimony (BSb) exhibit
direct band gaps.
In this study, we perform density-functional theory (DFT) calculations to
elucidate the mechanism of band gap formation in the boron pnictides, deter-
mine the effect of strain on the gap, and predict the natural band offsets between
the various BX compounds and graphene. We find that the Heyd-Scuseria-
Ernzerhof (HSE06) hybrid functional provides accurate band gaps. The applica-
tion of biaxial strain reduces the band gap of BN and increases it for BP, BAs, and
BSb. We calculate the natural valence and conduction band offsets (VBO and
CBO) of graphene and the BX heterostructures. The VBOs between graphene
and BX are 1.42, 0.83, 0.71, and 0.16 eV for X=N, B, P, As, and Sb,respectively.
The corresponding conduction band offsets are 4.65, 0.53, 0.47, and 0.45 eV.
3.3 Methods
The DFT calculations are performed with the Vienna Ab initio Simulation Pack-
age (VASP) [59], a density-functional code using a plane-wave basis and the
projector-augmented wave method [77, 78]. For the exchange-correlation func-
tional, we compare results from the local density approximation (LDA) [79] and
the Perdew-Burke-Ernzerhof (PBE) general gradient approximation [61]. To
overcome the band gap problem of semi-local exchange-correlation function-
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Figure 3.1: Band structures of (a) BN, (b) BP, (c) BAs, (d) BSb and (e)
graphene. These band structures are in similar shapes, and one
notable difference is the energy gap that occurs in BX at the K
point.
als, we employ the HSE06 hybrid density functional [80]. A plane-wave cutoff
energy of 800 eV ensures energy convergence to within 1 meV/atom.
Although only BN has yet been synthesized [14], we assume that all single
layer boron pnictide structures occur in the same crystal structure as BN. Re-
sembling graphene, BN exhibits a honeycomb lattice with two atoms per unit
cell [14]. Each B atom is 3-fold coordinated to the neighboring pnictide atoms.
In our calculations, we assume a slab geometry with a large vacuum spacing of
18 Å to reduce interactions between the layers. The sum of the covalent radii of
B and X atoms provide an initial estimate of the B-X bond lengths. Four-atom
rectangular cells are used to calculate the elastic modulus defined below. For
the Brillouin zone integration, 120×120×1, 40×70×1 and 15×15×1 of Monkhorst-
Pack [81] k-point grids are used for two-atom cells, four-atom cells and the
HSE06 functional, respectively. All atomic configurations are relaxed until the
Hellmann-Feynman forces are less than 1 meV/Å and the in-plane stresses are
below 0.01 GPa. The HSE06 calculations used the relaxed PBE geometries. The
electronic band structure and density of states are calculated starting from the
fully relaxed configurations and self-consistent charge densities.
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Table 3.1: Structural properties of single-layer boron pnictides. The bond
length b0 in Å, cohesive energy Ecoh in eV/atom, and elas-
tic modulus C in N/m are calculated for the LDA and PBE
functional. The cohesive energies are calculated in reference
to the spin-polarized B and X atoms. The energy differences
∆Etot between single layered and bulk zinc-blende structures in
eV/atom are calculated with the LDA functional.
Material bLDA0 b
PBE
0 E
LDA
coh E
PBE
coh ∆E
LDA
tot C
LDA CPBE
graphene 1.412 1.424 8.94 7.97 0.03 389 353
silicene 2.209 2.231 4.58 3.96 0.76 108 102
BN 1.437 1.451 8.05 7.10 0.09 329 300
BP 1.835 1.855 5.80 5.00 0.52 172 163
BAs 1.931 1.958 5.16 4.33 0.52 146 136
BSb 2.128 2.158 4.51 3.73 0.59 119 109
3.4 Results
Table 3.1 compares the bond lengths and cohesive energies of the boron pnic-
tides with graphene and silicene. The cohesive energy and bond length agree
well with previous LDA calculations [51]. As expected, the bond lengths in-
crease with atomic number and covalent radii. The cohesive energies of the
layered boron pnictides are all lower than for the bulk zinc blende structure.
However, the energy difference between the layered and bulk structures of
about 0.5 eV/atom are comparable in magnitude to the differences observed
for graphene and silicene and their bulk diamond structure counterparts. The
stability follows the order: graphene > BN > BAs > BP >BSb> silicene. Previ-
ous phonon calculations by Sahin et al. showed that the layered compounds
22
are mechanically stable [51]. The existence of silicene has been confirmed ex-
perimentally [16], indicating that the layered boron pnictides BP, BAs and BSb
might be metastable as single-layer materials.
The elastic modulus C of the boron pnictides is calculated since it presents
an important mechanical parameter,
C =
1
A0
· ∂
2E
∂2
, (3.1)
where A0 is the equilibrium area of the rectangular cell, and E is the total energy
at an elastic strain . No experimental data of the elastic modulus is available
for the BX series. Our calculated values for graphene are in excellent agreement
with the experimental value of 340±50 [30], indicating the accuracy of DFT for
these layered materials.
Figures 3.1(a)-(f) compare the LDA band structure of the boron pnictides
with the one of graphene. The band structures exhibit similar features. In par-
ticular, the σ-bands of BX around the Γ point are almost identical to that of
graphene, indicating that the B and X atoms in the boron pnictides are strongly
bonded via sp2 covalent bonds. Despite the similarity, the band structures of
the boron pnictides show a remarkable difference. For graphene, the valence
and conduction bands are cone-shaped and degenerate at the Dirac K point.
However, for BX, these two bands are separated by sizable band gaps.
Table 3.2 shows the band gaps of the boron pnictides for the LDA, PBE and
HSE06 functional. The excellent agreement for BN of the HSE06 band gap with
the experimental value of 5.97 eV indicates that the hybrid functional provides
highly accurate band gaps for these layered systems [82]. A common trend is
observed for all three functionals; the band gap decreases across the pnictide
series from N to Sb. The LDA and PBE band gaps closely agree with each other
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Table 3.2: Electronic properties of single-layer boron pnictides. The band
gap Eg in eV are calculated with the local LDA, semilocal PBE,
and hybrid HSE06 functionals. The VBOs are calculated with
the PBE functional and CBOs are determined by adding the
HSE06 band gaps to the VBOs.
Material ELDAg EPBEg EHSEg CBO VBO
BN 4.48 4.64 6.07 4.65 1.42
BP 0.82 0.90 1.36 0.53 0.83
BAs 0.72 0.75 1.18 0.47 0.71
BSb 0.29 0.32 0.61 0.45 0.16
and the LDA band gaps of Ref. [51]. Our HSE band gaps differ from those
calculated by GW0 approximation in the same reference, since the GW0 approx-
imation often overestimates band gaps [83]. It is worth emphasizing that the
band gap of the boron pnictides is a direct gap, quite different from their bulk
counterparts, some of which are well-known indirect band gap semiconduc-
tors [84, 85]. The band gap type transition due to reducing the dimensions from
3D to 2D seems to be a common phenomenon [86] and may provide a general
path to application of these layered materials in electronic devices [3].
To understand the origin of the band gaps in BX, we perform a tight binding
(TB) analysis, considering the hopping matrix elements for the interaction be-
tween the pz orbitals on nearest neighbor sites and neglecting any orbital over-
laps. Following Ref. [87], the Hamiltonian is
H =
 B t · f (k)t · f (k)∗ X
 (3.2)
where B and X are the onsite pz orbital energies of the B and X atoms, respec-
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tively, t is the hopping integral, and f (k) is defined as
f (k) = eikxa/
√
3 + 2e−ikxa/
√
3 cos
(
kya
2
)
(3.3)
here, kx and ky are the components of the wavevector ~k and a is the lattice con-
stant of BX. Solving the secular equation, det(H − E) = 0 gives the eigenvalues
for the conduction and valence pi-bands
E(k) =
B + X
2
±
((
B − X
2
)
2 + (t · f (k))2
)
1/2 (3.4)
At the Dirac K point, f (k)2= 0, resulting in the energy band gap
Eg = |B − X | (3.5)
Equation (3.5) reveals that Eg depends on the energy difference between the pz
orbitals of B and X. For graphene and silicene Eg = 0, since the orbital energies
on both lattice sites are identical. The difference in the LDA energy of the pz
orbitals for a pair of isolated B and X atoms are 4.3, 2.1, 1.8, and 1.2 eV for X=N,
P, As, and Sb, respectively, following the same trend as the band gaps of the lay-
ered boron pnictides shown in Table 3.2. The bonding interaction between the B
and X atoms alters the orbital energies in the layered compounds. The ionicity
of the bonds are controlled by the electronegativity (EN) difference between the
atoms. The Pauling EN values of B, N, P, As and Sb are 2.0, 3.0, 2.1, 1.9 and
1.9, respectively [88]. The Bader charge analysis [89] shows that the transferred
charge in BN, BP, BAs and BSb are +2.1, +0.54, +0.34, −0.41 electrons from B to
X, respectively. The orbital energies of the atoms and the ionicity of the bonds
explain the order of the band gaps and why BN has a much larger gap than the
other layered boron pnictide compounds.
The band structures of BX are significantly affected by biaxial strain, i.e. by
expanding or shrinking of the crystal lattice. Figure 3.2 shows the value of the
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and BSb layered structures.
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band gaps as a function of applied strain in the range of −7% to +7%. For BN,
the band gap is reduced with increased strain, closely following the linear rela-
tionship Eg(eV) = −0.0733 + 4.6075, shown as the red line in Fig. 3.2a. BP, BAs
and BSb on the other hand, show the reverse trend that the band gap increases
with increasing strains. Furthermore the dependence of the gap on strain is non-
linear. For BP and BAs, at small strains around -7%, their band gaps are similar
and for larger strains the difference between the band gaps increases.
Strains also affect the shape of the pi and pi∗ bands near the K point. In gen-
eral, their shapes approaches that of a Dirac cone with increasing compressive
strain as seen in Fig. 3.3 for BSb. Interestingly, for BSb the band gap almost
disappears at −7% compressive strain and the band dispersion shows a nearly
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Figure 3.4: (a) Band alignment of the single-layer boron pnictides and
graphene calculated from (b) the local density of states of
graphene (left) and BN (right) layers in a supercell heterostruc-
ture.
linear relation, similar to graphene. A linear fit estimates the Fermi velocity
vF = 1/~ · ∂E/∂k at the strain of −7% for BSb to be 0.66 · 106 m/s, which is more
than half of the experimental value for graphene of vF = 1.1 · 106 m/s [72].
VBOs and CBOs are calculated based on the energy difference of valence
and conduction band edges of BX relative to the common Fermi level EF in the
heterostructures [90]. We use supercell models for these calculations containing
a single layer of BX and of graphene. Since standard DFT provides accurate
ground state energies, the PBE functional is used to obtain the valence band
edge energy. For the conduction band edge energy, however, we use the HSE06
functional instead, which accurately predicts the band gaps. In order to sat-
isfy periodic boundary conditions, the supercells (e.g. the graphene/BSb het-
erostructure is constructed with 2 × 2 × 1 BSb unit cells and 3 × 3 × 1 graphene
unit cells) exhibit small strains of less than 2% applied to the graphene layer
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in order to match the lattice constants of both layers. Fig. 3.4 illustrates the
band alignment of the graphene/BX heterostructures. The values of the CBOs
and VBOs are listed in Table 3.1. Both the CBO and VBO decreases with in-
creasing atomic number of the X elements in BX and the band offsets are all of
type I. We expect that these data will provide valuable guidance in designing
graphene/BX based electronic devices.
3.5 Summary
In summary, we have demonstrated that single-layer boron pnictide com-
pounds have direct band gaps at the K point. Based on a simple tight binding
analysis, we suggest that the origin of these band gaps are the different elec-
tronegativities of B and X atoms in BX. Furthermore, the band gaps of the boron
pnictides can be tuned by mechanical strains. Finally, we determined the band
offsets for the graphene/boron pnictide heterostructures and show them all to
be of type I.
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CHAPTER 4
COMPUTATIONAL DISCOVERY OF SINGLE-LAYER III-V MATERIALS
4.1 Abstract1
Single-layer materials open up tremendous opportunities for nanoelectronic de-
vices. Using a first-principles design approach we identify a previously unrec-
ognized family of single-layer III-V materials. We determine their energetic and
dynamical stability, identify a surprising reconstruction, and calculate their elec-
tronic properties using a hybrid density functional and the G0W0 method. Our
results provide guidance for experimental synthesis efforts and future searches
of single-layer materials suitable for device applications.
4.2 Introduction
The last two decades have seen an explosion of interest in two-dimensional ma-
terials, which now can be synthesized in either single, or a few atomic layer
form [91, 92, 93]. The discovery of novel fabrication methods for creating
two-dimensional materials such as graphene [13], zinc oxide [15], silicon car-
bide [94], boron nitride [95], and molybdenum disulfide [86] has opened a new
field of materials research with promising applications in nanoelectronic de-
vices. Single-layer materials not only represent the ultimate scaling in the verti-
cal direction, but also show a variety of novel and useful electronic, optical, and
1Reprinted with permission from: H. L. Zhuang, A. K. Singh and R. G. Hennig, Phys. Rev.
B, 87 (16), 165415 (2013). Copyright 2013 by American Physics Society.
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mechanical properties. However, the number of materials that have been syn-
thesized in two-dimensional (2D) form is limited. There are potentially many
more candidate materials awaiting discovery, which could have transformative
properties in device applications [96, 55].
Density-functional theory (DFT) has the potential to predict the stability of
proposed materials and has already played an important role in predicting the
existence of single-layer materials. For example, metastable structures of sil-
icene and graphyne have been predicted by DFT [52, 71], and experimental ef-
forts have tried synthesizing these single-layer materials [16]. Searches for other
2D materials, especially semiconductors beyond those already fabricated, have
continued [96, 55].
The two primary questions in this search are (i) what is the stability of these
single-layer materials and (ii) how are their electronic structures altered due to
reduced dimensionality. In this paper, we answer these two questions for the
family of single-layer group III-V materials. We first identify all suitable candi-
date materials that exhibit the same 3D crystal structure types as occur in the
systems with known 2D materials. To determine the stability of the 2D materi-
als, we compare the formation energies to the corresponding bulk energies and
calculate their phonon spectra. For 2D materials with unstable phonon modes,
we investigate different reconstructions. Hybrid density-functional and G0W0
calculations that can accurately predict the band gap of materials [97, 98, 99] are
used to determine the band structure of the 2D materials. Finally, we construct
a diagram illustrating the relationship between band gaps and lattice constants
which supplements current 3D materials selection diagrams, that are widely
used for the design of electronic devices in the semiconductor technology.
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4.3 Methods
All calculations are based on DFT using the projector augmented wave (PAW)
method as implemented in the plane-wave code VASP [59, 77, 78]. For the
structural relaxations and energy calculations we employ the generalized gra-
dient approximation with the PBE parametrization [61]. To overcome the prob-
lem of band gap underestimation in semilocal exchange-correlation functionals,
the Heyd-Scuseria-Ernzerhof (HSE06) hybrid functional and the G0W0 method
are used for calculating the band structures [63, 97, 98, 99]. A cutoff energy
of 400 eV for the plane wave basis set is used throughout all calculations and
ensures an accuracy of the energy of 1 meV/atom. The k-point sampling uses
the Monkhorst-Pack scheme [81] and employs for the 2D materials a 120×120×1
mesh for the PBE functional, a 12×12×1 mesh for the more expensive HSE06
functional, and a 32×32×32 mesh for the bulk systems resulting in a similar ac-
curacy as the cutoff-energy convergence. For the G0W0 calculations, we employ
64 bands, 96 frequency points and a 18×18×1 k-point mesh. For the 2D materials
a vacuum spacing of 18 Å ensures that the interactions between the layers are
negligible.
We identify all materials that exhibit the same 3D crystal structure types as
occur in the systems with the known 2D materials C, BN, ZnO, SiC [13, 95,
15, 94] using the Inorganic Crystal Structure Database [100]. For the group III-V
systems, the relevant 3D crystal structures are wurtzite and zincblende. Initially,
we assume that all binary group III-V 2D materials have the same hexagonal
structure as single-layer boron nitride and then explore buckled hexagonal and
other structures [14]. We fully optimize all structures until the forces and in-
plane stresses are converged to within 1 meV/Å and 0.01 GPa, respectively.
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The energetic stability of the proposed single-layer materials with respect to
their bulk forms is determined by the energy difference ∆E = E2D/N2D−E3D/N3D,
where E2D and E3D denotes the energy of the 2D and 3D bulk (zincblende or
wurtzite) system, respectively. N2D and N3D refer to the number of atoms in the
respective unit cells.
To investigate the dynamical stability of all single-layer materials we cal-
culate their phonon spectra, using density-functional perturbation theory [57,
101]. Due to the heteropolar characteristics of each material, it is important to
include the long range Coulomb forces in the force constant matrix [57, 102].
The force constants consist of both analytic and non-analytic contributions, the
latter of which depends on the Born effective charges Z∗ and the macroscopic
dielectric constant ∞ [57]. We calculate Z∗ and ∞ and include the non-analytic
contribution in our force constant matrix to determine the phonon spectra.
4.4 Results
4.4.1 Single-Layer Hexagonal III-V Materials
Figure 4.1(a) and Table 4.1 show the energy differences ∆Ehex and lattice pa-
rameters ahex of the hexagonal 2D group III-V materials. The formation ener-
gies relative to the respective bulk phases range from 0.38 eV/atom for InSb to
0.52 eV/atom for AlP. While these formation energies are quite high, they are
comparable to that of single-layer SiC (∆Ehex = 0.50 eV/atom), which has in-
deed been fabricated successfully [94]. This indicates that it might be feasible to
grow hexagonal single-layer III-V materials on suitable substrates that reduce
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Figure 4.1: Energy differences ∆E between the 2D and bulk structures as a
function of lattice parameter for 2D group III-V materials with
(a) hexagonal and (b) tetragonal structure. The diamond and
square symbols denote the energy differences with respect to
the hexagonal wurtzite and cubic zincblende structure, respec-
tively. Black indicates that the hexagonal structure is planar,
while red means that the hexagonal structure is buckled.
the formation energies and stabilize the structures.
Two types of hexagonal structures, a planar and a buckled one, are obtained
by relaxations [96]. The buckling is illustrated in Fig. 4.1(a) and the amount of
buckling zhex is shown in Tab. 4.1. We observe that the nitrides and AlP pre-
fer planar structures, while all others exhibit buckled structures. This structure
trend can be understood from the energy balance between (i) the electrostatic
potential energy of the ions and (ii) the bonding energy of the sp2 and sp3 hy-
bridization that is reflected in the preference of each ion for a trigonal planar or
pyramidal configuration.
The alternating buckling of the layered hexagonal materials results in a
dipole moment across the layer whose electrostatic energy is proportional to
Q2/a2, where Q is the ionic charge of the species and a the lattice parameter.
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Figure 4.2(a) shows that for each group in the III-V family, the energy differ-
ence ∆Ebuckling between the hexagonal planar and buckled geometries decreases
rapidly with increasing Q2/a2, illustrating the importance of the electrostatic
interaction in the stabilization of the buckled and planar structures. The large
electronegativity difference for the nitrides and AlP results in large ionic charges
that is reflected in the Bader charges shown in Tab. 4.2. The large charges com-
bined with their small lattice parameters make the buckling energetically unfa-
vorable in the nitrides and AlP.
The ionic interactions alone, however, are not sufficient to completely ex-
plain the observed structural trends and the preference for each of the ions in
the III-V compounds for sp2 or sp3 hybridization needs to be considered. The
group III elements B, Al, Ga, and In can all form planar trigonal sp2 bonded
molecular structures with D3h symmetry, e.g., trihydrides and trihalides. For
the group V elements, the most common configuration is pyramidal trigonal.
For the case of the nitrogen atom, a trigonal planar configuration can form if
the lone pair occupies a p orbital that can participate in an aromatic bond by
forming pi bonds. An example for such a system is indole, where the energetic
stabilization from the aromatic system leads to the formation of sp2 orbitals and
a trigonal planar nitrogen configuration. The small energy difference between
sp2 and sp3 bonded configurations of nitrogen is also reflected in the small acti-
vation energy for pyramidal inversion of trivalent nitrogen compounds such as
in NH3. In contrast, in phosphorous compounds and compounds of the heav-
ier group V elements, Ga and In, this activation energy is considerably greater
owing to the stronger energetic preference for sp3 hybridization. In general, the
heavier group V elements P, As, and Sb favor trigonal pyramidal sp3 bonded
configurations with C3v symmetry, as seen in the trihydrides [103].
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The combination of the trend to form sp3-bonded trigonal pyramidal struc-
tures for the heavier group V elements and the lower electrostatic energy (Q2/a2)
for the later group III-V compounds explains the observation that only the ni-
trides and AlP exhibit planar hexagonal configurations.
The dynamical stability of the hexagonal 2D materials is determined by the
phonon spectra shown in Fig. 4.3. Out of the twelve III-V materials only AlP,
AlAs and GaSb show imaginary frequencies, demonstrating that the other nine
are dynamically stable. The phonon frequencies at high symmetry k points
agree with previous studies [96]. However, one notable difference is that our
calculations capture an important phonon feature of heteropolar materials, the
splitting of longitudinal and transverse optical modes (denoted as the LO and
TO branches in Fig. 4.3 ) at the Γ point.
Table 4.2 shows the Born effective charges Z∗, the macroscopic dielectric con-
stants ∞, the phonon frequencies of the LO and TO branches (ωLO and ωTO), as
well as the splitting magnitude ∆ω = ωLO−ωTO for the 2D hexagonal III-V mate-
rials. As can be seen, the frequency splitting magnitude follows the same trend
as the ionicity trend in each cation subgroup. For example, in the subgroup In
pnictides, ∆ω decreases from 55 cm−1 for InN to merely 11 cm−1 for InSb. AlN
has the largest ∆ω due to its high ionicity.
Table 4.2 also lists the Bader charges Q that describe how much charge is
transferred from the group III to the group V atoms in the 2D hexagonal struc-
tures. We find that the charge transfer decreases in each subgroup following
electronegativity trends. As a consequence of the decreased ionicity, the struc-
tures buckle and the orbital hybridization changes from sp2 to sp3. Noteworthy,
while a static description of the charge, the Bader charge follows the frequency
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splitting trend in each subgroup, namely, a larger Bader charge transfer corre-
sponds to a larger LO-TO splitting magnitude.
4.4.2 Single-Layer Tetragonal III-V Materials
The phonon spectra of hexagonal AlP, AlAs, and GaSb shown in Fig. 4.3 indicate
that they are dynamically unstable. A possible reason for the instability is the
dipole moment in the direction perpendicular to the single-layer plane. Thus, a
reconstruction that reduces the dipole moment could stabilize the structure. We
start with a planar hexagonal configuration and displace neighboring cation-
anion pairs perpendicular to the plane such that the net dipole moment is zero.
Optimization of this structure results in a tetragonal structure illustrated in the
insets of Fig. 4.1(b). This structure has space group 129 (P4/nmm), Scho¨nflies
symbol D74h, and is characterized by the lattice constant atetr and the out-of-plane
displacement ztetr. Surprisingly, unlike the 3-fold coordinated planar or buckled
hexagonal structure, each cation and anion in the tetragonal structure is bonded
to four neighboring anions and cations, respectively. The 2D tetragonal AlP,
AlAs, and GaSb structures are mechanically stable as illustrated by their phonon
spectra in Fig. 4.3.
To further test the stability of the tetragonal 2D materials, we perform ab-
initio molecular dynamics simulations for the tetragonal AlP system using a
5×5×1 supercell and the PBE functional. A Nose´ thermostat sets the tempera-
ture to 600 K [104]. The simulation is performed for a total time of 2 ps using a
timestep of 1.5 fs. Geometry optimizations of several molecular dynamics snap-
shots for the tetragonal AlP system result in the original tetragonal structure.
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This suggests that 2D tetragonal AlP is stable at a temperature of 600 K.
Although most of the III-V materials are dynamically stable in the 2D hexag-
onal structure, we also calculate their energy in the tetragonal structures. Table
4.1 and Fig. 4.1(b) show their energy relative to the bulk phases and the struc-
tural parameters. Except for AlN, GaN, and InN, all other III-V materials have
lower energies in the tetragonal structures than the hexagonal one. Therefore,
the hexagonal structure is not the only possible metastable 2D structure for the
group III-V materials. The energy ∆Etetr decreases in each subgroup. Notably,
some 2D tetragonal III-V materials have very low formation energies of the or-
der of 0.2 eV/atom. For example, the formation energy of AlSb is 0.16 eV/atom
which is close to the energy of the previously synthesized ZnO of 0.19 eV/atom.
This indicates that it is more likely to grow AlSb in the 2D tetragonal structure
than in the 2D hexagonal one.
To understand why tetragonal structures are favored over hexagonal struc-
tures in most group III-V materials, we plot the energy difference ∆Ehex−tetr be-
tween the hexagonal and tetragonal structures as a function of Q2/a2 of the
hexagonal structures in Fig. 4.2(b). The energy difference ∆Ehex−tetr decreases
with increasing importance of the electrostatic interactions measured by Q2/a2.
This trend is consistent with the explanation that most 2D group III-V materi-
als tend to form tetragonal structures in order to reduce their dipole moment
perpendicular to the layered materials.
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4.4.3 Electronic Structure of Single-Layer III-V Materials
Figure 4.4 shows the band structures obtained using the HSE06 hybrid func-
tional and Tab. 4.2 compares the band gaps obtained with the HSE06 func-
tional and the G0W0 method. The HSE06 and the G0W0 method predict sim-
ilar band gaps with the G0W0 band gaps being slightly larger. Comparison
with experimental data for the single-layer materials BN, fluorographene, and
MoS2 show that theGW method in these related systems overestimates the band
gap [83, 96]. As expected, all the band structures of the 2D hexagonal struc-
tures exhibit similar shapes. One common feature of these band structures is
the occurrence of the valence-band maximum (VBM) at the K point, whereas
the conduction-band minimum (CBM) positions appears at the Γ point. In other
words, all these hexagonal 2D materials have indirect band gaps, different from
the corresponding 3D group III-V materials with mixed band gap types [105].
For example, InP has a direct band gap in 3D, and the band gap type changes to
indirect due to dimension reduction.
Figure 4.5 shows the relationship between the size of the band gap of the 2D
materials and their lattice constants. As illustrated by the color spectrum, most
of the band gaps lie within the range of visible light, indicating that these 2D
materials may be useful for optoelectronic or photocatalytic applications. Of all
twelve materials, AlN has the largest band gap of 4.85 eV. However, this value
is still small compared to its wurtzite bulk phase, which has a wide band gap of
6.2 eV [106].
An important parameter for semiconductor device materials is the elec-
tron/hole effective mass, denoted as m∗h and m
∗
e, respectively. This parameter
affects carrier mobility. From the HSE06 band structure we calculate the av-
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erage m∗e for the CBM at the Γ point, and the m∗h for the VBM at the K point.
Table 4.2 lists the effective masses m∗e/h of the 2D hexagonal materials. The rela-
tive m∗e/h are illustrated in Figure 4.5. The m
∗
e of most hexagonal 2D group III-V
materials are comparable to silicon, which has an average m∗e = 0.26me [107]. In
addition, these m∗e are similar to or smaller than that of single-layer MoS2 with
a theoretical value of m∗e/me = 0.483 [5]. Single-layer MoS2 has recently been
shown to work in transistor devices [3]. The similarity between the calculated
electronic properties illustrates the potential of the predicted 2D hexagonal III-V
materials for electronics applications.
With the HSE06 functional, we also calculate the band structures of the 2D
tetragonal structures exhibiting lower energies than their hexagonal counter-
parts. Surprisingly, except AlP and AlAs, the other seven materials become
metallic. The band structures of AlP, AlAs and GaSb are shown in Fig. 4.4. It
can be seen that even the band gap types of AlP and AlAs are different. AlP
has an indirect band gap of 1.89 eV, while AlAs has a direct band gap of 0.79 eV.
Moreover, the m∗e of tetragonal AlP and AlAs at the Γ point are 0.50 and 0.40 me,
respectively.
To understand the origin of the metallic character of most tetragonal 2D ma-
terials, we analyze the density of states for 2D hexagonal and tetragonal GaSb
shown in Fig. 4.6. For the semiconducting hexagonal GaSb, Fig. 4.6(a) shows
that the valence band maximum is dominated by the Sb p states. The conduc-
tion band minimum (CBM) on the other hand is dominated by about equal con-
tributions from the Sb s and Ga sp3 states. In contrast, for metallic tetragonal
GaSb, Fig. 4.6(b) shows that the density of states near the Fermi level is domi-
nated by the p states of Sb with the sp3 states of Ga being absent. The metallic
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character of the 2D tetragonal GaSb originates from the partly filled band that
is dominated by states of p character localized on the Sb sites. Although the
semiconductor-to-metal transition may be less appealing for growing 2D semi-
conductors, stacking various tetragonal structures may lead to useful metal-
semiconductor heterojunctions.
4.5 Summary
In summary, we identified a large number of metastable 2D materials in the
group III-V family. We identified three different 2D structures that are dynami-
cally stable in this family of materials, a planar honeycomb hexagonal structure,
a buckled hexagonal structure, and a surprising low-energy tetragonal struc-
ture. Using the HSE06 functional, we obtained accurate energy band gaps and
electron/hole effective masses. Our results provide valuable guidance to syn-
thesis efforts and potential applications of 2D group III-V materials.
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CHAPTER 5
COMPUTATIONAL DISCOVERY OF SINGLE-LAYER OXIDE
SEMICONDUCTORS
5.1 Abstract1
The search for single-layer materials is an active research field. Using a first-
principles design approach focusing on formation energy and band gap, we
search the family of II-VI oxides for metastable single-layer semiconductor ma-
terials. We discover a single-layer CdO phase that exhibits a small formation
energy and a direct band gap of 2.1 eV. The phonon spectrum confirms the
dynamical stability of single-layer CdO. Calculations of the optical properties
show a similar absorption to that of graphene. Estimates of the tunneling bar-
rier of a graphene/CdO/graphene heterostructure, reveal that CdO might be a
potential dielectric for applications of graphene in electronic devices.
5.2 Introduction
Although graphene has attractive electronic properties, the lack of a band gap
limits its applications in electronic devices [73]. This limitation, however, has
stimulated experimental and theoretical searches for other complementary ma-
terials exhibiting intrinsic band gaps. Experimental efforts have resulted in the
emergence of various single-layer materials such as zinc oxide [15], silicon car-
bide [94], boron nitride [95] and transition metal dichalcogenides [32, 50, 108].
1Reprinted with permission from: H. L. Zhuang and R. G. Hennig, App. Phys. Lett., 103 (21),
212102 (2013). Copyright 2013 by American Institute of Physics.
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All these advanced materials have promising applications in nanoelectronic de-
vices. For example, the transistors employing single-layer MoS2 as the active
element have recently been demonstrated [3].
Interestingly, the experimental synthesis of several single-layer materials
was preceded by density-functional theory (DFT) studies. For instance, the
computational prediction of single-layer ZnO precedes the corresponding ex-
perimental work by a year [109, 15]. This demonstrates the power of computa-
tional tools for the discovery of as-yet hypothetical materials. Recently, we pre-
dicted that boron pnictides and other III-V single-layer materials are promising
semiconductors that can be stabilized by appropriate substrates [55, 19].
In this Letter, we employ DFT to explore the possibility of single-layer oxide
materials in the II-VI family including BeO, CaO, MgO, ZnO, CdO, and HgO.
In their three-dimensional bulk form, these oxides exhibit attractive electronic
properties [105]. Thus, it is interesting to determine the effects of dimension-
ality reduction on their electronic properties. We investigate the energetic and
dynamical stability of these oxides using their formation energies and phonon
spectra. Accurate hybrid DFT calculations [97] determine the electronic proper-
ties of these hypothetical materials. Based on the predicted formation energies
and band gaps, we narrow our focus to CdO, which has a low formation en-
ergy of 0.26 eV/atom compared to its bulk form and a direct band gap of 2.1 eV.
This band gap lies within the region of visible light. Calculations of the optical
properties show that CdO may be suitable for potential applications in photo-
catalysis and solar energy conversions [110]. Estimates of the tunneling barrier
for a vertical graphene/CdO/graphene heterostructure illustrate the potential
application of single-layer CdO as a dielectric material.
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5.3 Methods
All calculations are based on DFT using the projector-augmented wave method
as implemented in the Vienna Ab initio Simulation Package (VASP version
5.3.2) [59, 77, 78]. For the structural relaxations and energy calculations
we employ the generalized gradient approximation with the Perdew-Burke-
Ernzerhof (PBE) parametrization [61]. To overcome the problem of band
gap underestimation in semilocal exchange-correlation functionals, the Heyd-
Scuseria-Ernzerhof (HSE06) hybrid functional is used for band structure calcu-
lations [63, 97]. We have previously shown that this functional yields an accu-
rate band gap of single-layer BN in agreement with experiment [55]. A cutoff
energy of 400 eV for the plane wave basis set ensures an accuracy of the energy
of 1 meV/atom. The threshold for the electronic convergence is set to an en-
ergy change of 10−6 eV between successive self-consistent iterations. The k-point
sampling employs for the 2D materials a 120×120×1 grid for the PBE functional,
a 12×12×1 grid for the more expensive HSE06 functional, and a 32×32×32 grid
for the bulk systems resulting in a similar accuracy as the cutoff energy conver-
gence. For the single-layer materials a vacuum spacing of 18 Å ensures that the
interlayer interactions are negligible. We optimize all structures until the forces
and stresses are converged below 1 meV/Å and 0.01 GPa, respectively.
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5.4 Results
5.4.1 Structure and Formation Energies
We investigate three different structures for the single-layer oxides BeO, CaO,
MgO, ZnO, CdO, and HgO: (i) a planar honeycomb hexagonal structure (ii) a
buckled hexagonal structure, and (iii) a tetragonal structure [19]. In a previous
study, we found that the tetragonal structure reduced the formation energy of
most single-layer III-V semiconductors [19]. We compare the stability of the
single-layer oxides to their bulk form by calculating the energy difference ∆Ef =
E2D/N2D−E3D/N3D, where E2D and E3D denote the energies of the 2D and 3D bulk
(wurtzite, rocksalt or orthorhombic) phases, respectively and N2D and N3D refer
to the number of atoms in the respective unit cells. We find that due to their large
ionicity and similar to single-layer BN [14], the oxide materials prefer planar
hexagonal structures and that the tetragonal reconstruction is unfavorable by
0.11-0.25 eV/atom.
Tab. 5.1 shows the formation energies relative to the energy of the corre-
sponding bulk phases, ∆Ef , and the lattice parameters, a0, for the planar hexag-
onal oxides. BeO, ZnO, CdO, and HgO have low formation energies of 0.1-
0.3 eV/atom, while the formation energies of MgO and CaO are significantly
higher with values of 0.4-0.6 eV/atom. The low formation energies of BeO,
ZnO, CdO, and HgO indicate that these materials could be synthesized and in-
deed, single-layers of both ZnO and BeO have recently been grown [15, 111].
The low formation energy of the as-yet hypothetical single-layer CdO indicates
that it is a promising material for synthesis efforts.
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Table 5.1: Properties of single-layer oxides, including formation energies
∆Ef relative to the bulk phases in eV/atom, lattice parameters
a0 in Å, Bader charges Q in units of electrons, and the band gap
sizes Eg in eV and types. HgO reconstructd to a Pbam structure,
denoted as HgO (Pbam) (see Appendix A)
∆Ef a0 Q Eg band gap type
BeO 0.09 2.67 1.69 6.80 Indirect
MgO 0.43 3.30 1.62 4.80 Indirect
CaO 0.56 3.74 0.55 3.81 Indirect
ZnO 0.19 3.28 1.18 3.29 Direct
CdO 0.26 3.68 1.18 2.09 Direct
HgO 0.21 3.73 0.90 0.18 Direct
HgO(Pbam) 0.01 7.02 0.88 1.89 Direct
We observe that the formation energies ∆Ef are similar for all post-transition
metal oxides (ZnO, CdO, and HgO) and increase with atomic number for the
alkaline earth metal oxides (BeO, MgO, and CaO) suggesting a change in bond
character. To investigate this trend, we calculate the Bader charges, Q. The
results shown in Tab. 5.1 show a decrease in ionicity for the alkaline earth metal
oxides with atomic number contrary to the trend in electronegativity. The same
trend and very similar Bader charges are observed for the bulk oxide phases, e.g.
for single layer CaO Q = 0.55e and for CaO in the rocksalt structure Q = 0.53e.
This suggests an increase in covalent bond character for the alkaline earth metal
oxides with atomic number, which helps explain the decrease in stability of the
planar single-layer structures.
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Figure 5.1: (a) Band structure of single-layer CdO calculated with the
HSE06 functional. The valence-band maximum is set to zero.
(b) Phonon spectrum of single-layer CdO. The lack of imagi-
nary modes confirms the dynamical stability. The band struc-
tures and phonon spectra of single-layer BeO, MgO, ZnO, and
HgO are shown in Appendix A.
5.4.2 Electronic Band Structure
Next, we screen the single-layer oxides by their electronic band gap. We calcu-
late the band structures of the single-layer oxides using the HSE06 functional
which is known to provide accurate estimates of the band gaps [63, 97]. Tab. 5.1
summarize the band gaps and band gap types of the oxides. Fig. 5.1(a) shows
the band structure of single-layer CdO; the band structures of the other single-
layer oxides are shown in Appendix A. The alkaline earth metal oxides ex-
hibit indirect gaps while the post transition metal oxides all display direct band
gaps. Compared with their bulk counterparts, the band gaps of CdO and HgO
change from indirect to direct [112, 113], while the band gap of ZnO remains
direct [105]. Additionally, the reduction in dimensionality from three to two di-
mensions transforms the band gap types of BeO, MgO and CaO from direct to
indirect.
The 2.09 eV direct band gap exhibited by single-layer CdO is within the
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range of visible light, indicating the potential usefulness of single-layer CdO
for electro-optical device applications. In the following we focus on the prop-
erties of this single-layer material. Although no experimental band gap data is
available for single-layer CdO, our calculated band gap of 2.09 eV is consistent
with the experimental band gap of 2.16 eV measured for thin-film CdO [114].
The calculated band gap of ZnO of 3.29 eV agrees well with previous computa-
tional studies. It is consistent with a band gap of 3.37 eV reported for the same
hybrid functional [115] and similar to the value of 3.58 eV obtained using the
GW approximation [116], confirming the accuracy of the HSE06 functional.
5.4.3 Phonon Spectrum and Dynamical Stability
To determine the dynamical stability of single-layer CdO, we calculate its
phonon spectrum by post-processing the force constants calculated with den-
sity functional perturbation theory as implemented in VASP [57, 101] and the
Phonopy package [117]. Since CdO has a strong ionic character, it is important
to include the long-range Coulomb forces in the force constant matrix [102, 57].
We calculate the Born effective charges and the permittivity, , and include them
into the non-analytical term of the force-constant matrix.
Fig. 5.1(b) shows the phonon spectrum of single-layer CdO. No imaginary
frequencies are observed, confirming the dynamical stability of single-layer
CdO. Similar to graphene and other single-layer materials, the phonon spec-
trum consists of three optical modes and three acoustic modes. The long-range
Coulomb forces in CdO, lead to a splitting of the longitudinal and transverse
optical modes, denoted LO and TO, at the Γ point.
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The longitudinal acoustic (LA) and transverse acoustic (TA) modes are lin-
ear functions of the wavevector q in the long-wavelength limit, i.e. near the Γ
point. From the slopes of the TA and LA modes, we obtain the sound velocities
vs of 1.65 and 5.68 km/s for the two modes, respectively. These sound veloci-
ties are significantly smaller than the experimental values for graphene of vTAs
= 14.7 km/s and vLAs = 22.2 km/s [118], and theoretical values for single-layer
BN with vTAs = 9.1 km/s and vLAs = 22.0 km/s [119]. The out-of-plane acoustic
mode (ZA) is quadratic in q [120]. From the quadratic relation, ω = δ · q2, we
determine the δ as 1.15 × 10−6 m2/s for single-layer CdO, much larger than for
graphene with a theoretical value of δ = 6 × 10−7 m2/s [121]. The magnitude of
δ determines the flexural rigidity [122]. As a result, the larger δ of CdO implies
a higher energy cost to transform CdO from a single-layer form into a nanotube
form.
5.4.4 Optical Properties
To further investigate the potential of single-layer CdO for opto-electronic ap-
plications, we calculate its imaginary permittivity 2 and absorbance A(ω). We
calculate the imaginary permittivity 2(ω) within the independent particle ap-
proximation using
ε2 =
1
4pi0
4pi2e2
Ω0
lim
q→0
∑
k
2ωkδ(ck+q − vk − ~ω)
×
∣∣∣∣∣1q < uck+q|uvk >
∣∣∣∣∣2 , (5.1)
where 0 is the vacuum permittivity, e the elementary charge, Ω0 the volume
of the cell, q the wavevector of incoming light, and ωk is the weight for each k
point [101]. The complex functions uck+q and uvk present the periodic parts of
56
0
0.5
1
1.5
2
ε 2
0 1 2 3 4 5 6 7 8 9 100
0.02
0.04
0.06
0.08
Phonton energy [eV]
A(
ω
)
(a)
(b)
Figure 5.2: Optical properties of single-layer CdO, (a) imaginary dielectric
constant 2 and (b) optical absorbance spectrum A(ω), both cal-
culated using the PBE functional.
the conduction and valence band Bloch wavefunctions, respectively. For light
with a polarization vector within the plane of single-layer CdO, the optical ab-
sorbance A(ω) is given by A(ω) = ω/c·L·2 where c is the speed of light in vacuum
and L is the vacuum spacing (18 Å) between the isolated CdO layers [123].
Accurate calculations of the imaginary permittivity 2 using Eq. (5.1) require
a dense k-point mesh. We use the PBE functional and a 300×300×1 k-point mesh
for the integration. Fig. 5.2(a) shows 2 as a function of photon energy. Two main
peaks can be observed. The first peak arises from the optical transitions between
the valence and conduction bands around the Γ point, while the second peak is
due to the transitions near the M point.
Fig. 5.2(b) shows the optical absorption A(ω) as a function of photon energy.
As can be seen, the optical absorption A(ω) of single-layer CdO is about 2%
over the energy range corresponding to visual light, slightly smaller than that of
graphene of 2.3% [124]. Using the HSE06 functional associated with a 36×36×1
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k-point grid yields qualitatively the same results, except that the peak positions
are shifted to the larger band gaps of the HSE06 functional. The results show
that CdO is nearly transparent in the optical region of the electromagnetic spec-
trum.
5.4.5 Single-Layer Oxides as a Dielectric Barrier
Single-layer boron nitride has recently been used as a dielectric barrier in a field-
effect tunneling transistor consisting of a vertical graphene/BN/graphene het-
erostructure [125]. As that study points out, to improve the transistor’s per-
formance requires a dielectric with a smaller tunneling barrier. The tunneling
barrier for electrons and holes in this application is given by the energy differ-
ence between the Fermi level in graphene and the conduction band minimum
(CBM) or valence band maximum (VBM) of the dielectric, respectively [125]. To
investigate he possibility of using the single-layer oxides as a dielectric mate-
rial, we determine the band offsets and the interaction between graphene and
the oxides.
We first construct a vertical heterostructure of graphene/dielectric/graphene
to evaluate the interaction between the layers and to determine if the presence
of graphene can stabilize the oxide layer. For CdO the stacking of 3 × 3 super-
cells of graphene with a 2×2 supercell of CdO results in a negligible misfit strain
between the graphene layer and the CdO layer in the heterostructure. Since the
lattice parameters of single-layer BN and graphene are closely matched, a stack
of the unit cells of graphene and BN is sufficient.
To determine the character of the inter-layer interaction we perform calcula-
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Figure 5.3: (a) An illustration of graphene/CdO/graphene heterostruc-
ture. (b) Band alignment of single-layer oxides and BN with
reference to the Fermi level of graphene, which is set to zero.
tions for two different functionals, PBE and the van der Waals functional vdw-
optB88 [120]. The results show that binding energy between the graphene and
CdO or BN layers is dominated by van der Waals interactions. The optimal in-
terlayer distance of the graphene/dielectric/graphene heterostructure is 3.34 Å
for CdO and 3.31 Å for BN. The presence of the two graphene layers in the het-
erostructure also has a stabilizing effect on the CdO and BN layer. The formation
energy, ∆Ef , is significantly reduced; for CdO by 0.2 eV/atom to 0.06 eV/atom
and for BN by 0.11 eV/atom to −0.02 eV/atom, making the energy of both
single-layer materials comparable to the energy of their bulk counterpart.
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To determine the tunneling barrier for the different single-layer oxide di-
electrics, we calculate the band offsets between the single-layer oxide materials
and graphene by performing separate calculations for each of the single-layer
materials using the HSE06 functional and aligning the value of the electrostatic
potential in the vacuum region for the different cells [126].
Fig. 5.3 compares the band offsets in the vertical heterostructure of the single-
layer oxides BeO, ZnO, and CdO with the offsets of BN. Both ZnO and CdO
exhibit smaller band offsets than BN. In contrast to BN, for all three oxides the
CBM offset is smaller than the VBM offset. This indicates that the oxides as
dielectric layers may preferentially lead to electron tunneling compared to hole
tunneling observed in the graphene/BN/graphene heterostructure [125]. The
increase in stability and the reduced band offsets indicate that CdO and ZnO
are promising alternative dielectric barrier for field-effect tunneling transistors,
particularly for electron tunneling.
5.5 Summary
In summary, we searched for single-layer oxide materials in the family of II-
VI materials and identified planar hexagonal CdO as a promising material for
future synthesis efforts with a low formation energy. Hybrid functional calcu-
lations show that CdO has a direct band gap of 2.1 eV, making it a promising
material for semiconductor applications. The optical absorption is comparable
to that of graphene. Calculations for vertical graphene/oxide/graphene het-
erostructures show that the graphene layers significantly stabilizes the single-
layer oxides and that single-layer ZnO and CdO present a promising alternative
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to BN as a dielectric barrier for field-effect tunneling transistors. Our results
provide valuable guidance for experimental synthesis efforts and potential ap-
plications of single-layer oxide materials.
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CHAPTER 6
SINGLE-LAYER GROUP-III MONOCHALCOGENIDE
PHOTOCATALYSTS FORWATER SPLITTING
6.1 Abstract1
The recent synthesis of single-layer GaS and GaSe opens the question of sta-
bility for other single-layer group-III monochalcogenides (MX, M = Ga and In,
X = S, Se, and Te) and how the dimension reduction affects the properties of
these materials. Using a first-principles design approach, we determine that
the single-layer group-III monochalcogenides exhibit low formation energies
and are suitable for photocatalytic water splitting. First, density-functional cal-
culations using a van der Waals functional reveal that the monochalcogenides
have formation energies similar to that of single-layer MoS2, implying the ease
of mechanically extracting single-layer monochalcogenides from their layered
bulk counterparts. Next, calculations using a hybrid density functional and the
quasiparticle many-body G0W0 approximation determine the conduction and
valence band edge positions. Comparing the band edge positions with the re-
dox potentials of water, shows that single-layer monochalcogenides are poten-
tial photocatalysts for water splitting. Moreover, the band gaps, band edge po-
sitions, and the optical absorption of the single-layer monochalcogenides can
be tuned by biaxial strain to increase the efficiency of solar energy conversion.
Finally, calculations of the enthalpy of solvation of the single-layer monochalco-
genides suggest their stability in aqueous solution.
1Reprinted with permission from: H. L. Zhuang, and R. G. Hennig, Chem. Mater., 25 (15),
3232-3238 (2013). Copyright 2013 by American Chemical Society.
62
6.2 Introduction
Group-III monochalcogenides (MX, M = Ga and In, X = S, Se, and Te) have
been extensively studied due to their potential applications in fields such as so-
lar energy conversion [127, 128]. For example, solar cells based on InSe have
achieved efficiencies as high as 10.9% [127]. The ultimate dimension reduction
of three-dimensional MX leads to single-layer MX, which consist of four sublay-
ers stacked in the sequence X-M-M-X, as illustrated in Fig. 6.1(a). Experimental
efforts have recently been undertaken to fabricate these MX in single-layer form
and single-layer GaS and GaSe sheets have already successfully been synthe-
sized [129, 130, 131].
The reduction of a materials’ dimension from 3D to 2D frequently results in
novel electronic and mechanical properties. An example for electronic proper-
ties is given by recent experimental studies that have shown that single-layer
MoS2 exhibits a wider band gap than its 3D bulk counterpart [86, 132]. For me-
chanical properties, 2D materials are often easier to strain. For instance, pristine
graphene can withstand strains of up to 25% [30], which is significantly larger
than that of graphite with a maximum elastic strain of 0.1% [133]. In view of
these unusual 2D properties, it is desirable to determine the potential of single-
layer MX materials for solar energy conversion and photocatalysis.
Hydrogen generation by photocatalytic water splitting presents a promising
method for solar energy conversion [110]. Fig. 6.1(b) illustrates the working
principle of water splitting [134]. When sun light shines on a semiconductor,
the photons can generate pairs of electrons and holes. The excited electrons
can then take part in the hydrogen reduction reaction generating H2: 2H+ +
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Figure 6.1: (a) Top and side views of the single-layer MX structure. (b)
Illustration of photocatalytic water splitting. The band edge
positions of a photocatalyst must be aligned with reference to
the redox potentials for water splitting.
2e− → H2. The holes, on the other hand, participate in the oxidation reaction to
generate O2: H2O + 2h+ → 12O2 + 2H+. In order for a semiconductor to facilitate
photocatalytic water-splitting, two conditions need to be satisfied. First, the
band gap of the semiconductor must exceed the reaction free energy of water
splitting of 1.23 eV [135]. Second, a suitable photocatalyst material requires
that its conduction band minimum (CBM) energy is higher than the reduction
potential of H+/H2 and its valence band maximum (VBM) energy lower than
the oxidation potential of O2/H2O.
In addition to fulfilling the above criteria on their electronic structure, the
2D MX studied in this work, exhibit another advantage for applications as pho-
tocatalysts. The 2D nature of these materials means that they maximize their
surface area available for water splitting while at the same time minimizing the
distance that the generated electrons and holes have to migrate, reducing the
possibility of electron-hole recombination and potentially enhancing their cat-
alytic performance [134].
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This work focuses on the exploration of single-layer MX as photocatalysts
for water splitting to generate hydrogen. We first determine the stability of the
materials, followed by the study of the electronic structures of single-layer MX
using accurate hybrid density functional and many-body quasiparticle calcula-
tions. Next, we study how mechanical strains can be used to tune the band gap,
band edge positions, and the optical absorption of the MX to increase the po-
tential efficiency of solar energy conversion. Finally, we address the question of
stability of single-layer monochalcogenides in aqueous solution by calculating
the enthalpy of solvation and comparing the results to related materials with
known solubility.
6.3 Methods
We perform density-functional theory (DFT) calculations using the projector
augmented wave method as implemented in the plane-wave code VASP [59,
77, 78]. For the structural relaxations we employ both the PBE generalized
gradient approximation (GGA) and the Heyd-Scuseria-Ernzerhof (HSE06) hy-
brid functional [61, 63]. A cutoff energy of 400 eV for the plane wave basis set
is used throughout all calculations and ensures an accuracy of the energy of
1 meV/atom. The k-point sampling uses the Monkhorst-Pack scheme [81] and
employs for the single-layer materials a 48 × 48 × 1 mesh for the PBE functional
and an 18×18×1 mesh for the more expensive HSE06 andG0W0 calculations. For
the single-layer materials a vacuum spacing of 18 Å ensures that the interactions
between the layers are negligible.
65
We define the formation energy Ef of the single-layer MX as
Ef = E2D/N3D − E3D/N3D, (6.1)
where E2D and E3D are the energies of the single-layer and bulk MX, respectively.
N2D and N3D denote the numbers of atoms in the respective unit cells. The single-
layer MX exhibit a hexagonal structures with space group P6¯m2 as illustrated in
Fig. 6.1. The 3D bulk structures of GaS, GaSe, GaTe, and InSe possess the same
structure with space group P63/mmc, while InS and InTe have structures with
space groups Pnnm and I4/mcm, respectively [100]. To accurately account for
dispersion interactions, we use the vdw-optB88 van der Waals functional for
the calculation of the formation energies [120].
We determine the band edge positions ECBM and EVBM relative to the vacuum
level using the HSE06 and the G0W0 method by aligning the energy levels for
the different material such that their vacuum levels are set to zero. For the G0W0
method we follow the method by Toroker et al. [136], and determine the CBM
and VBM levels from the band gap center energy EBGC of the HSE06 functional
and the quasiparticle band gap energy EQPg as
EQPCBM/VBM = E
HSE06
BGC ±
1
2
EQPg (6.2)
The validity of this approach relies on the assumption that, in contrast to
the band gaps, the band gap center energies are insensitive to the choice of
exchange-correlation functional. As shown below, the band gap center ener-
gies of the PBE and HSE06 functional for the MX differ by merely 0.01-0.14 eV,
verifying this assumption. Further details about the calculation of the band gap
center energies are given in Appendix B. We use the PBE wave functions as the
starting point for the G0W0 calculations. Moreover, we use 64 bands and 96 fre-
quency points, ensuring that the quasiparticle band gaps EQPg are converged to
66
GaS GaSeGaTe InS InSe InTe MoS2
0.10
0.08
0.06
0.04
0.02
0
Ef
 (e
V
/a
to
m
)
Figure 6.2: Formation energies of single-layer MX and MoS2. The low for-
mation energies indicate that the MX, similar to MoS2, could be
synthesized by mechanical exfoliation.
1 meV.
For the water splitting reaction, the redox potentials depend on the pH
value [137]. Here, we adopt the commonly used value of EredH+/H2 = −4.44 eV +
pH ·0.059 eV for the standard reduction potential for H+/H2 [137, 138, 139]. Cor-
respondingly, the oxidation potential for O2/H2O is EoxO2/H2O = −5.67 eV + pH ·
0.059 eV.
To evaluate the optical properties of single-layer MX, we calculate the optical
absorbance A(ω) given by A(ω) = 2Lω/c, where 2 is the imaginary permittiv-
ity calculated within the independent particle approximation, L is the vacuum
spacing of 18 Å between the isolated MX layers, and c is the speed of light in
vacuum [140]. Accurate calculations of the imaginary permittivity 2 require a
dense k-point mesh. We use the PBE functional and a 300× 300× 1 k-point mesh
for the calculations.
67
To determine how easy the MX can be strained and how strain affects the
electronic and optical properties we perform DFT calculations applying a biaxial
strain  to the materials. We calculate the elastic modulus C, an important mea-
surable property of single-layer materials such as graphene and MoS2 [47, 30],
using
C =
1
A0
∂2E
∂2
, (6.3)
where A0 is the equilibrium area of the simulation cell and E is the energy at
strain .
6.4 Results
6.4.1 Structural Properties
Table 6.1 reports the structural parameters of the single-layer MX calculated
with both the PBE and HSE06 functionals. Our calculated structural parameters
agree well with previous studies of GaS and MoS2 [141, 83]. The comparison
of PBE and HSE06 lattice parameters reveals an interesting trend that the latter
results are smaller than the former ones. The HSE06 functional includes 25%
of exact exchange for short distances, which reduces the self-interaction error
in the PBE functional and improves the agreement with experimental lattice
parameters [142].
Figure 6.2 shows that the formation energies of the single-layer MX materials
are comparable or only slightly larger than the formation energy of single-layer
MoS2, which has been successfully synthesized by micro-mechanical exfolia-
tion [38]. Therefore, we expect that the single-layer MX can also be easily syn-
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thesized by cleaving their 3D counterparts. Indeed single-layer GaS and GaSe
have already successfully been synthesized [129, 130, 131].
Table 6.1 shows the elastic moduli of single-layer MX and MoS2 calculated
with the PBE and HSE06 functionals. The elastic moduli of the MX are signifi-
cantly smaller than that of MoS2, implying that single-layer MX are softer and
can be easier strained than MoS2. Moreover, the moduli decrease in the Ga and
In monochalcogenides when the chalcogen atoms varies from S to Te. The same
trend of elastic modulus is observed in the families of molybdenum and tung-
sten dichalcogenides [143]. Although no experimental elastic moduli are avail-
able for MX, our calculated values for MoS2 are in excellent agreement with the
experimental result [47], indicating the accuracy of DFT for these single-layer
materials.
Interestingly, the elastic moduli from HSE06 are systematically larger than
the ones from PBE. Notably, the elastic modulus of single-layer MoS2 of
189 N/m obtained from the HSE06 functional is in excellent agreement with
the experimental mean value of 180 N/m [47]. Similar to the difference be-
tween LDA and GGA functionals, the larger elastic moduli are likely due to the
smaller lattice parameters predicted by the HSE06 functional [142].
6.4.2 Electronic Properties
Figure 6.3 shows the band structures of single-layer MX obtained from the
HSE06 functional. As can be seen, all the MX materials display indirect band
gaps with the VBM located between the Γ and M points. The CBM for these ma-
terials, however, occurs at two different positions. For GaS and GaTe, the CBM
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Figure 6.3: Band structures of single-layer MX calculated with the HSE06
functional. The valence band maximum is set to zero. The inset
illustrates the first Brillouin zone of the single-layer hexagonal
MX structures.
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Figure 6.4: (a) Total and (b) projected density of states of GaSe.
is at the M point, while for the other four materials it is at the Γ point. For most
MX, the direct band gaps are close in size and position to the direct band gaps
with a maximum energy difference of 0.1 eV. We expect that the direct interband
transitions at the Γ point improve the optical absorption of these materials, since
no phonons are required for this optical transition to proceed.
To understand the bonding characteristics of single-layer MX, we analyze
their total and projected density of states, TDOS and PDOS, respectively. Fig-
ure 6.4(a) shows that the TDOS of GaSe exhibits multiple van Hove singularities
over the entire energy range, which is consistent with the 2D nature of a single-
layer material [102]. The corresponding PDOS of GaSe in Fig. 6.4(b) illustrates
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that the valence band of GaSe is dominated Ga and Se 4p states, indicating hy-
bridization between those orbitals and a covalent bond character, which is typ-
ical for layered metal chalcogenides [144].
Table 6.2 summarizes the band gaps of single-layer MX and MoS2 calculated
with the PBE and HSE06 functionals and the G0W0 method. With all three meth-
ods, we observe a decrease in the band gaps for both the Ga and In monochalco-
genide families as the chalcogen species changes from S to Te, which is due to
the decrease in ionicity [145]. The PBE functional as usual underestimates the
band gaps [146] and predicts gaps 0.6 to 1.4 eV smaller than the HSE06 func-
tional and the G0W0 approximation. The HSE06 and G0W0 methods predict sim-
ilar band gaps with the G0W0 band gaps being about 0.4 to 0.6 eV larger. There
is no experimental band gap data for single-layer MX. However, our HSE06 and
quasiparticle band gaps of MoS2 agree well with previous experimental and the-
oretical studies, indicating the accuracy of these methods [86, 83, 147]. Compar-
ison with experimental data for the single layer-materials BN, fluorographene,
and MoS2 show that the GW method in these related systems overestimates the
band gap [83]. The HSE06 band gap on the other hand, e.g., for single-layer BN,
is close to the experimental value [55, 82]. Therefore, in the following discus-
sions, we focus on the results for the HSE06 functional.
We observe that the HSE06 band gaps reported in Tab. 6.2 for all MX except
GaS fall within the visible spectrum. This indicates that these materials could
harvest a significant fraction of solar light. To confirm whether they are suitable
for water splitting, we need to determine the alignment of the CBM and VBM
energies with the redox potentials of water.
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Figure 6.5: Band edge positions of single-layer MX relative to the vacuum
level at zero strain calculated with the HSE06 functional. The
band edge positions of single-layer MoS2 and the standard re-
dox potentials for water splitting at pH = 0 are shown for com-
parison.
6.4.3 Photocatalytic Water Splitting
Figure 6.5 compares the CBM and VBM energy levels with the redox potentials
of water splitting and Tab. 6.2 lists the values of the band edge positions relative
to the vacuum level for the single-layer MX. The band edge positions of MoS2
are shown for comparison. All the MX as well as MoS2 have band edges lo-
cated at energetically favorable positions for water splitting, suggesting that all
of these seven single-layer materials are suitable photocatalysts. The same re-
sults are obtained from theG0W0 method, as can be seen from Tab. 6.2. Although
there is no available experimental data, our prediction of single-layer MoS2 as
a potential photocatalyst is consistent with recent theoretical work [143]. Note
that even using the experimental band gap of 1.9 eV for MoS2 [86], the resulting
EVBM and ECBM are −4.05 eV and −6.05 eV, respectively. Therefore, the conclu-
sion that single-layer MoS2 is a suitable photocatalyst for water splitting remains
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Figure 6.6: Optical absorbance spectrum A(ω) of single-layer GaSe at the
strains of 0% and 4%. A(ω) is calculated using the PBE func-
tional followed by a rigid energy shift to take into account of
the band gap underestimation of the PBE functional.
the same.
The redox potentials for water increase with pH by pH · 0.059 eV, shifting the
water’s redox energy levels in Fig. 6.5 upwards [137]. This shift is beneficial to
some MX, such as GaTe and InTe, since their oxidation energy levels at pH= 0
are too close to the oxidation potential for O2/H2O. However, for some MX
large pH values make the reduction reactions energetically unfavorable. For
example, the maximum acceptable pH value for InS is 3.2.
In addition to an appropriate band gap and a suitable band alignment, it is
important that a photocatalytic material absorbs a significant fraction of the in-
coming light. Figure 6.6 shows the optical absorption A(ω) of single-layer GaSe
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as a function of photon energy ω. Following a previous study on TiO2 [148],
we compensate for the band gap underestimation of the PBE functional by a
rigid shift of the absorption curves upwards in energy by 1.1 eV, i.e. the differ-
ence between the HSE06 and PBE band gaps. Unlike graphene which shows a
constant absorption of 2.3% in the range of visible light [140], the optical absorp-
tion of GaSe increases significantly with photon energy over the range of visible
light and reaches a maximum absorption of 43% at 5.2 eV. This absorption peak
arises from the optical transitions between the valence and conduction bands
around the K point. Because of the similarities in electronic structure between
all the MX, we expect that the other MX exhibit a comparable optical absorp-
tion as GaSe. The high optical absorption indicates that the single-layer MX are
promising candidates for photocatalytic water splitting.
6.4.4 Band Edge Tuning by Strain
Although all single-layer MX have suitable band edge positions with reference
to the water splitting redox levels, there arise two practical concerns related to
the efficiency of solar energy conversion. First, the band gaps of some MX, e.g.,
GaS and GaSe, are too large to absorb a significant fraction of the solar spec-
trum, reducing their potential conversion efficiency. SrTiO3, another promising
photocatalyst, exhibits a similar problem of a wide band gap of 3.2 eV, leading to
efficiencies of less than 1% [149]. Second, the CBM and VBM of some MX are too
close to the redox potentials of water. The CBM of InS is one such example. A
useful method to address these two concerns is through band gap engineering
by applying strains [133]. In practice, these strains could potentially be realized
by epitaxial growth on suitable substrates.
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To explore the effects of strain on the band gaps and band edge positions of
single-layer MX, we apply biaxial strains in the range from −4% to +4%. We
apply the HSE06 functional to relax atomic positions at each biaxial strain and
obtain the corresponding CBM and VBM from the relaxed configurations. Fig-
ure 6.7 shows the variations of the CBM and VBM levels of the single-layer MX
with strain. Over large regions of strain, the CBM and VBM level depend lin-
early on strain. However, for most materials we observe that the slope changes
abruptly at certain strains. This is due to a change of band edge positions. For
example, the CBM of GaSe at −4% strain occurs at the K point while at +4%
strain, the CBM occurs at the Γ point instead. The corresponding band struc-
tures of GaSe at these two strains are shown in Appendix B.
Transitions from an indirect to a direct band gap and changes in the elec-
tronic structure under strain could enhance the optical absorption of the single-
layer MX. Figure 6.6 compares the optical absorption of single-layer GaSe at
zero strain and a strain of +4%. The tensile strain increases the optical absorp-
tion significantly over the entire energy range of visible light.
Figure 6.7 provides useful guidance for tuning the band gaps and CBM and
VBM levels of single-layer MX in order to maximize the efficiency of solar en-
ergy conversion. For the GaX monochalcogenides, tensile strains are generally
preferred. Tensile strains not only reduce the band gaps but also keep both the
VBM and CBM at suitable energy levels. For example for GaS, a biaxial tensile
strain of +4% reduces the band gap to 2.62 eV, right within the visible spectrum.
For InX monochalcogenides, on the other hand, compressive strains are sug-
gested, which increase the band gaps slightly but more importantly make the
band edge positions more favorable. In contrast, tensile strains reduce the CBM
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of InS and InSe below the reduction potential of H+/H2 making it unsuitable for
water splitting at high tensile strains.
6.4.5 Stability in Water
To assess the stability of single-layer gallium and indium monochalcogenides
in water, we estimate their solubility by calculating the enthalpy of solvation
∆Hsolv. The enthalpy of solvation is determined as the sum of the cohesive en-
ergy and the energy change from gas atoms to hydrated ions. For the chalco-
genides we also consider the possibility of ion association decreasing the en-
thalpy of solvation. Details are provided in Appendix B.
As a benchmark test of our method, Fig. 6.8(a) compares the calculated
enthalpies of solvation ∆Hsolv of five poorly soluble compounds (three silver
halides and two sulfides) with experimental data [150, 151, 152]. All the experi-
mental values are obtained from the solubility product and include an entropic
term that is expected to be small. For the silver halides the calculated enthalpies
correlate well with experimental data for the solubility. A similar agreement
is observed for the sulfides CuS and CdS when ion association is taken into ac-
count. The difference between the experimental Gibbs energy of solvation ∆Gsolv
is nearly system independent indicating a similar entropy of solvation.
Figure 6.8(b) shows the calculated enthalpies of solvation ∆Hsolv of the single-
layer gallium and indium monochalcogenides considering either isolated ions
or ion association. The solvation enthalpies are all larger than 200 kJ/mol.
Comparison with the solubility of the known compounds shown in Fig. 6.8(a)
indicates that the solubility of the single-layer monochalcogenides are below
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10−16 mol/100g water, implying their stability in water.
6.5 Summary
We performed a systematic search for potential photocatalysts in the family of
group-III monochalcogenides. We find that the formation energies of the single-
layer MX are low and comparable to those of single-layer MoS2 which has been
successfully synthesized. Our calculations of the band gaps and band edge po-
sitions using accurate hybrid functional and quasiparticle methods predict that
the MX are potentially suitable photocatalysts for water splitting. We show that
the MX absorb a significant amount of light in the visible range. Additionally,
we show that mechanical strains can be applied to tune the band gaps, band
edge positions, and optical absorption for a better match with the solar spec-
trum and the redox potentials of water in order to increase the efficiency of
solar energy conversion. Finally, we predict high enthalpies of solvation for
the single-layer monochalcogenides, indicating that they are insoluble in wa-
ter. These results provide valuable guidance for synthesis efforts of single-layer
monochalcogenide materials and for their potential applications as photocata-
lysts.
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Table 6.2: band gaps Eg, band gap centers EBGC, and band edge positions
EVBM and ECBM of single-layer MX obtained from different meth-
ods. All energies are in units of eV. Data of single-layer MoS2 are
shown for comparison.
EPBEg E
HSE06
g E
QP
g EPBEBGC E
HSE06
BGC E
HSE06
CBM E
QP
CBM E
HSE06
VBM E
QP
VBM
GaS 2.48 3.19 3.82 –5.07 –5.17 –3.58 –3.26 –6.77 –7.08
GaSe 1.91 2.98 3.34 –4.92 –4.87 –3.38 –3.20 –6.36 –6.54
GaTe 1.66 2.22 2.84 –4.52 –4.64 –3.53 –3.22 –5.75 –6.06
InS 1.74 2.71 3.16 –5.55 –5.60 –4.25 –4.02 –6.96 –7.18
InSe 1.49 2.37 2.83 –5.30 –5.32 –4.14 –3.91 –6.51 –6.74
InTe 1.40 2.20 2.69 –4.79 –4.78 –3.68 –3.44 –5.88 –6.13
MoS2 1.68 2.25 2.36 –5.10 –5.24 –4.12 –4.06 –6.37 –6.42
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Figure 6.7: Strain effects on band edge positions of single-layer (a) GaX
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continuity in slope of the band edges with strain for some MX
arises from changes of the band edge positions to different k
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CHAPTER 7
COMPUTATIONAL SEARCH FOR SINGLE-LAYER TRANSITION-METAL
DICHALCOGENIDE PHOTOCATALYSTS
7.1 Abstract1
Some of the members of the family of single-layer transition-metal dichalco-
genides have recently received a lot of attention for their promising electronic
properties with potential applications in electronic devices. In this work we fo-
cus on the stability of the dichalcogenides and determine their potential for pho-
tocatalytic water splitting. Using a first-principles design approach, we perform
a systematic theoretical study of the dichalcogenides MX2 (M = Nb, Mo, Ta, W,
Ti, V, Zr, Hf, and Pt; X = S, Se, and Te). First, we use a van der Waals functional to
accurately calculate their formation energies. The results reveal that most MX2
have similar formation energies to those of single-layer MoS2 and WS2, imply-
ing the ease of mechanically exfoliating a single-layer MX2 from their layered
bulk counterparts. Next, we use the many-body G0W0 approximation to obtain
the band structures, finding that about half of the MX2 are semiconductors. We
then calculate conduction and valence band edge positions by combining the
band gap center energies from the density-functional calculations and the G0W0
quasiparticle band gaps. Comparing these band edge positions with the redox
potentials of water, we identify that single-layer MoS2, WS2, PtS2 and PtSe2 are
potential photocatalysts for water splitting. Furthermore, we find that PtSe2
undergoes a semimetal-to-semiconductor transition when the dimension is re-
1Reprinted with permission from: H. L. Zhuang, and R. G. Hennig, J. Phys. Chem. C, 117
(40), 20440-20445 (2013). Copyright 2013 by American Chemical Society.
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duced from 3D to 2D. Finally, large solvation enthalpies of these four candidate
photocatalysts suggest their stability in aqueous solution.
7.2 Introduction
The family of single-layer transition-metal dichalcogenides MX2 has recently
received extensive attention because several of its members such as MoS2 and
WS2 have successfully been synthesized and shown to exhibit attractive elec-
tronic properties such as direct band gaps [32]. In addition to the wide inves-
tigation of electronic properties [153, 3]. the study of photochemical properties
of single-layer MX2 appears to be another fast emerging research field [143].
For example, theoretical studies have shown that single-layer MoS2 exhibits the
potential of being used as photocatalysts for solar water splitting to generate
hydrogen [154, 143].
To become a promising candidate semiconductor for water splitting, three
criteria need to be satisfied simultaneously [155]. First, the band gap of the
semiconductor must be at least 1.6-1.7 eV to drive the kinetics of the hydrogen
and oxygen evolution reactions. Second, the band edges must straddle the re-
dox potentials of water. Finally, the semiconductor should be insoluble in an
aqueous solution.
On the basis of these criteria, we have suggested a general procedure of
screening potential 2D photocatalysts.This procedure consists of the successive
evaluations of the stability of the 2D materials, their bandgaps, band edge posi-
tions, and solubility. We have successfully applied this procedure in a previous
study to single-layer Ga and In-based monochalcogenides which are all semi-
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conductors [2]. In the current work, we extend the applications of the screening
procedure to the family of transition-metal dichalcogenides, differing from the
monochalcogenides not only in their chemistry and structure but also in their
electronic structures ranging from metals to semiconductors. To obtain accurate
bandgaps and band edge positions, we perform many-body G0W0 calculations.
To examine the solubility of the single-layer MX2 compounds in water, we com-
pute their solvation enthalpies.
7.3 Simulation Methods
All calculations are based on DFT and the many-body G0W0 approach using the
projector augmented wave (PAW) method as implemented in the plane wave
code VASP [59, 77, 78]. For the structural relaxations we employ the general-
ized gradient approximation with the PBE parametrization [61]. A cutoff energy
of 400 eV for the plane wave basis set is used throughout all calculations and
ensures an accuracy of the energy of 1 meV/atom. The k-point sampling uses
the Monkhorst-Pack scheme [81] and employs for the single-layer materials a
48 × 48 × 1 grid for the PBE functional and a 18 × 18 × 1 for the more expen-
sive G0W0 calculations. We use 64 bands and 96 frequency points for all G0W0
calculations, ensuring EQPg is converged to 1 meV. For the single-layer materials
a vacuum spacing of 18 Å ensures that the interactions between the layers are
negligible.
The formation energy Ef of single-layer MX2 is defined relative to the 3D
bulk ground state structure as
Ef = E2D/N2D − E3D/N3D, (7.1)
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where E2D and E3D are the total energies of single-layer and bulk MX2, respec-
tively [55, 19]. N2D and N3D are the numbers of atoms in the 2D and the 3D
unit cell, respectively. The 3D bulk structures of the MX2 are either P3¯m1 or
P63/mmc [100]. To account for the van der Waals interactions, the vdw-optB88
functional is used for the calculations of the formation energies [120].
We employ the method proposed by Toroker et al. to determine the band
edge positions [136]. The conduction band minimum (CBM) and valence band
maximum (VBM) energies, ECBM and EVBM, are given by
ECBM/VBM = EBGC ± 12E
QP
g , (7.2)
where EBGC is the bandgap center energy calculated with the PBE functional.
EBGC has been shown insensitive to various exchange-correlation functionals [2],
EQPg in eq 7.2 denotes the quasiparticle bandgap from the G0W0 calculation.
The single-layer MX2 compounds exhibit a structure consisting of three
atomic sublayers with the metal atom M in the center sublayer bonded to six
nearest-neighbor X atoms located in the top and bottom sublayers. Figure 7.1
depicts the two structure types that correspond to different stacking of the top
and bottom X sublayers. In the 2H structure the top and bottom X sublayers
are in an eclipsing configuration, while in the 1T structure the top X sublayer is
displaced with reference to the bottom one by a vector of 1/3 (~a1+~a2), where ~a1
and ~a2 are the in-plane lattice vectors. The occurrence of these two distinctive
stacking structures is due to the ionicity of MX2 [139]. MX2 compounds with
higher ionicity favor the 1T structure in which the X anions of the top and bot-
tom sublayers are further apart from each other, minimizing their electrostatic
repulsion.
To assess the stability of single-layer MX2 in water, we calculate the solva-
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Figure 7.1: Two crystal structures of single-layer MX2. (a) 2H structure and
(b) 1T structure.
tion enthalpy, ∆Hsolv, defined as the enthalpy change of the following solvation
reaction
MX2(s)
 M2n+(aq) + 2Xn−(aq). (7.3)
where M2n+(aq) and Xn−(aq) represent the M and X ions in aqueous solution,
respectively. To calculate ∆Hsolv, we decompose the reaction 7.3 into two steps.
In the first reaction, the solid compound is separated into isolated gas atoms,
i.e.
MX2(s)
 M(g) + 2X(g). (7.4)
The enthalpy change of reaction 7.4, i.e. the cohesive energy of the MX2 com-
pound, ∆Ecoh, is calculated using the VASP code and the PBE functional. In the
second reaction, the gas atoms are ionized and subsequently solvated in water,
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i.e.
M(g) + 2X(g)
 M2n+(aq) + 2Xn−(aq). (7.5)
To calculate the enthalpy change, ∆Hhyd, of this reaction, we calculate the energy
of the isolated atoms and of the hydrated ions using Gaussian09 [60]. The aug-
cc-pVQZ basis sets are used for all calculations and for the heavy atoms Mo,
W, Pt, and Te, we use effective core potentials [156, 157]. The energy of the
solvated ions is calculated using several explicit water molecules and the SMD
solvation model for the solute-solvent interactions [158]. Our convergence tests
show that three water molecules are required to converge the hydration energy
∆Hhyd to 25 kJ/mol. We also consider the effect of ion association by calculating
the energy of M2n+-Xn− pairs in aqueous solution using the SMD model. The
enthalpy of solvation ∆Hsolv is given by the sum of the cohesive energy ∆Ecoh
and the enthalpy of hydration ∆Hhyd. The value of n for the charge state of
the M2n+(aq) and Xn−(aq) ions in aqueous solution is determined by the lowest
enthalpy of hydration.
7.4 Results and Discussion
7.4.1 Structure and Stability of Single-Layer MX2 Compounds
Table 7.1 and Table 7.2 list the formation energies as well as the structural pa-
rameters of single-layer MX2 and Fig. 7.2 compares their formation energies.
We observe that the formation energies increase for each cation group. Fur-
thermore, most single-layer MX2 have comparable formation energies to that
of single-layer MoS2. A common method to fabricate single-layer MX2 such as
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Figure 7.2: Formation energies of single-layer transition-metal dichalco-
genides. The similarity of the formation energies for the MX2 to
the value for MoS2, indicated by the red dashed line, suggests
the ease of mechanical exfoliation of the single-layer materials
from bulk crystals.
MoS2 and NbSe2 is micro-mechanical exfoliation [38]. The formation energy is
an important indicator of the strength of interlayer van der Waals interactions
in bulk MX2. Therefore, the small formation energies indicate the ease to cleave
a sheet of single-layer MX2 from bulk crystals.
Recent experiments show that both the 2H and the 1T phases can coexist in
single-layer MoS2 [159]. To test whether a similar phase coexistence can occur in
other MX2, we compare the energy difference ∆E between the 1T and 2H phases
for each MX2, i.e. ∆E = E1T − E2H. The results of ∆E are given in Table 8.1. For
the 2H phases, all ∆E are positive, indicating that 2H phases remain stable. Sur-
prisingly, the ∆E of MoS2 is the second largest among all 2H phases. Similarly,
for the 1T phases, the negative ∆E indicates that the 1T phases are more sta-
ble. Notably for Nb and Ta-based dichalcogenides, their formation energies of
the 2H and 1T structures are close, implying a possible coexistence of these two
phases.
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Figure 7.3: Band structures of single-layer WS2, ZrS2, PtS2, and PtTe2 cal-
culated with the PBE functional (solid blue lines) and the G0W0
method (red circles). The valence band maximum is set to zero.
7.4.2 Band Alignment of Single-Layer MX2 Compounds with
Water Redox Potentials
We then determine the electronic structures of all 27 single-layer MX2. Figure 7.2
reveals that 13 MX2 are semiconductors, whose band edges can be classified into
four categories based on the VBM and CBM positions in the reciprocal space.
First, for all six molybdenum and tungsten dichalcogenides, both the VBM and
the CBM are located at the K point, i.e. all of these compounds are direct-
bandgap semiconductors, arising from the strong localization of d-electron or-
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bitals at the transition metal atoms [132]. Second, for ZrS2, ZrSe2, HfS2, and
HfSe2, the VBM appears at the Γ point while the CBM is at the M point. Third,
for PtS2, the VBM shows up between the Γ and K points, and the CBM is be-
tween the Γ and M points. In the last category comprised of PtSe2 and PtTe2,
their VBM is at the Γ point, while the CBM is between the Γ and K points. Four
representative band structures from all categories are shown in Fig. 7.3. The
PBE functional and the G0W0 method are used to obtain these band structures.
As can be seen, theG0W0 method only corrects the band gap sizes while keeping
the positions of the band edges in reciprocal space unchanged.
Table 7.3 summarizes the bandgaps calculated with the PBE functional and
theG0W0 method. As expected, the PBE bandgaps are smaller than the quasipar-
ticle band gaps and underestimate the experimental ones [146]. The quasipar-
ticle bandgaps correspond to the fundamental bandgaps measured in photoe-
mission/inverse photoemission (PES/IPES) experiments, while the bandgaps
measured by optical spectroscopy are reduced due to exciton binding [136].
Previous calculations for single-layer MoS2 using the G0W0 method and the
HSE06 hybrid density functional resulted in bandgaps of 2.50 eV and 2.34
eV [160, 133, 147], respectively, which are similar to our G0W0 value of 2.36 eV.
Recent calculations for single-layer MoS2 and WS2 by Shi et al. [160] using the
self-consistent GW0 method for the quasiparticle gap and the Bethe-Salpeter
equation to determine the exciton binding energy, resulted in quasiparticle
bandgaps that are slightly larger by 0.3 eV than our values and predict an exci-
ton binding energy in MoS2 and WS2 of 0.6 eV. We observe that most single-layer
MX2 possess quasiparticle bandgaps within the visible light energy range. Both
the PBE functional and the G0W0 method show a decreases of the bandgap in
each cation group because of the decrease in ionicity.
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Figure 7.4: Band edge positions of single-layer transition-metal dichalco-
genides relative to the vacuum level. The redox potentials of
water splitting at pH = 0 (red dotted line) and pH = 7 (green
dashed line) are shown for comparison.
Figure 7.4 compares the band edge positions of single-layer MX2 with the re-
dox potentials of hydrogen evolution (H+/H2) and oxygen evolution (O2/H2O)
at pH = 0 and pH = 7. While the majority of single-layer MX2 have band edge
energies that are unfavorable for photocatalytic water splitting without appli-
cation of an external bias potential, we find that MoS2, WS2, PtS2, and PtSe2
exhibit band edges that straddle the redox potentials of water at for the pH = 0
and make them promising candidates for photocatalytic water splitting. These
four single-layer materials should be able to split water without imposing an
external bias voltage. Our conclusion that single-layer MoS2 is able to catalyze
the water-splitting reaction is in agreement with previous theoretical predic-
tions [154, 143].
In the above discussion, we consider a mechanism of water splitting where
the exciton splits into an electron in the conduction band and a hole in valence
band, which diffuse separately and react with water. In this case, the exciton
binding energy needs to be overcome and the CBM and VBM must be aligned
energetically favorable with the water redox potentials. Indeed, there exists a
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second mechanism where the exciton binding plays an important role. In this
scenario, the exciton directly reacts with water, the exciton binding energy must
not reduce the CBM and VBM levels too much as to make the redox reaction
unfavorable. Assuming a similar exciton binding energy for all the MX2 as cal-
culated for MoS2 and WS2 of 0.6 eV [160], we observe that the redox reaction is
still energetically favorable for MoS2, WS2, PtS2, and PtSe2.
To understand why these 2D materials become promising candidate pho-
tocatalysts, we perform similar calculations of bandgaps, bandgap center, and
band edge positions of their 3D counterparts. The results are shown in Table 7.4
for all the MX2 compounds except PtSe2 which is a semimetal [161]. Consistent
with the experimental reports, the band edge positions confirm that none of
the three bulk materials are suitable for water splitting. Compared with the
bandgaps listed in Table 7.3, the bandgaps of MoS2, WS2 and PtS2 increase
significantly due to the dimension reduction from 3D to 2D. The increase in
bandgap shifts the CBM and VBM and makes these single-layer materials po-
tential photocatalysts for water splitting.
The reason why single-layer PtSe2 turns into a competitive photocatalyst
is slightly different. Figure 7.5 shows the density of states (DOS) of bulk and
single-layer PtSe2 with the G0W0 method. For bulk PtSe2, there exist a finite
number of electronic states at the Fermi level. A similar DOS is obtained from
the HSE06 functional [63, 162]. Therefore, bulk PtSe2 is metallic, consistent with
previous theoretical and experimental studies [161]. In contrast, single-layer
PtSe2 is semiconducting as can be seen by the DOS shown in Fig. 7.5(b). The
opening of a wide bandgap makes the single-layer PtSe2 a potential photocata-
lyst.
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Figure 7.5: Density of states of (a) bulk PtS2 calculated with the G0W0
method and the HSE06 functional and (b) single-layer PtS2 ob-
tained from the G0W0 method.
7.4.3 Tuning of Band Edge Positions
Figure 7.4 shows that some of the band edge positions of the single-layer mate-
rials such as MoSe2 and WSe2 are close to the oxygen redox potential of water.
Several approaches can be adopted to shift these band edge positions and enable
these materials to drive the oxygen evolution reaction, The first method is based
on the dependence the redox potentials on the pH values [137]. Increasing the
pH shifts both energy levels of H+/H2 and O2/H2O upwards as illustrated in
Fig. 7.4, making MoSe2 and WSe2 possible photocatalysts. The second method
is based on applying an external bias voltage. The larger the energy difference
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Figure 7.6: G0W0 band structures of single-layer ZrSe2 at the strains of 0%
(red) and 4% (blue). Valence band maximum is set to zero.
is between the CBM (VBM) and the energy levels of H+/H2 (O2/H2O) the larger
the required bias voltage must be.
A third alternative method of adjusting the bandgaps and band edge posi-
tions of a semiconductor is the application of mechanical strains. For example,
applying a 4% tensile strain to single-layer ZrSe2 results in the G0W0 band struc-
ture shown in Fig. 7.6. Compared to the bandgap at zero strain, the bandgap is
increased by the strain from 1.54 eV to 2.06 eV. The tensile strain additionally
affects the bandgap center energy, decreasing it from −5.37 eV to −5.47 eV. As a
result, the CBM is shifted to −4.44 eV. Although this energy remains still insuffi-
cient to drive the hydrogen evolution reaction spontaneously, the external bias
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Figure 7.7: Solvation enthalpies of single-layer MoS2, WS2, PtS2, and PtSe2.
The enthalpy of insoluble HgS is also shown for comparison.
voltage needed to split water would be drastically reduced.
7.4.4 Stability of MX2 Compounds in Water
Comparing the solvation enthalpies, ∆Hhyd, for different values n for the charge
state of the M2n+(aq) and Xn−(aq) ions in aqueous solution, we find that the low-
est energy charge states of the transition metal cations and chalcogen anions in
aqueous solution are +2 and −1, respectively. In contrast, the energy of the sol-
vated ions with charge states of +4 and −2 is more than 3 eV higher than the
energy of the lower charge states. We furthermore also consider the effect of
possible ion association consisting of M2+-X− pairs in aqueous solution [163].
Figure 7.7 compares the resulting solvation enthalpies, ∆Hsolv, of single-layer
MoS2, WS2, PtS2, and PtSe2 with the calculated ∆Hsolv of HgS, which exhibits a
negligible solubility of 1.27×10−27 mol per 100 g water [150]. For both cases of
isolated and associated ions, the solvation enthalpies, ∆Hsolv, of the four single-
layer materials are significantly larger than that of HgS. Since the solubility of
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a solid compound generally decreases exponentially with increasing solvation
enthalpy [2], we expect that these single-layer materials are insoluble in water.
7.5 Summary
We have performed a systematic search for potential photocatalysts for solar
water splitting in the family of transition-metal dichalcogenides. We found
that the formation energies of single-layer transition-metal dichalcogenides are
comparable to those of single-layer MoS2 and WS2, which have been success-
fully synthesized. In addition, the calculations of band structures reveal that
13 single-layer transition-metal dichalcogenides are semiconductors with four
different types of band edge positions. Among the semiconducting transition-
metal dichalcogenides, we have identified that single-layer MoS2, WS2, PtS2 and
PtSe2 are potential photocatalysts for splitting water. In addition, we observed
that PtSe2 transforms into a semiconductor because of the dimension reduction.
Finally, we predict high enthalpies of solvation for the four single-layer materi-
als, indicating that they are insoluble in water.
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Table 7.1: Structural parameters and formation energies Ef of 2H single-
layer transition-metal dichalcogenides MX2 calculated with the
PBE functional. The structural parameters include lattice con-
stant a0 (Å), M-X bond length bM−X (Å), X-X bond length bX−X
(Å), X-M-X bond angle θX−M−X (degrees). ∆E refers to the energy
difference between the 1T and the 2H structures. All energies
are in units of eV/atom.
a0 bM−X bX−X θX−M−X Ef ∆E
NbS2 3.36 2.49 3.14 77.97 0.093 0.035
NbSe2 3.48 2.62 3.37 79.90 0.097 0.032
NbTe2 3.69 2.82 3.70 81.85 0.100 0.003
MoS2 3.18 2.41 3.13 80.80 0.077 0.283
MoSe2 3.32 2.54 3.34 82.18 0.080 0.237
MoTe2 3.55 2.73 3.61 82.77 0.083 0.173
TaS2 3.34 2.48 3.13 78.11 0.087 0.023
TaSe2 3.47 2.61 3.35 79.87 0.090 0.023
TaTe2 3.70 2.81 3.66 81.19 0.140 0.003
WS2 3.18 2.42 3.14 81.05 0.077 0.297
WSe2 3.32 2.55 3.36 82.46 0.080 0.257
WTe2 3.55 2.74 3.63 83.02 0.120 0.183
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Table 7.2: Structural parameters and formation energies Ef of 1T single-
layer transition-metal dichalcogenides MX2 calculated with the
PBE functional. The structural parameters include lattice con-
stant a0 (Å), M-X bond length bM−X (Å), X-X bond length bX−X
(Å), X-M-X bond angle θX−M−X (degrees). ∆E refers to the energy
difference between the 1T and the 2H structures. All energies
are in units of eV/atom.
a0 bM−X bX−X θX−M−X Ef ∆E
TiS2 3.40 2.43 3.46 89.08 0.090 −0.137
TiSe2 3.52 2.56 3.71 87.00 0.097 −0.113
TiTe2 3.74 2.78 4.10 84.71 0.110 −0.100
VS2 3.17 2.35 3.46 85.04 0.090 −0.003
VSe2 3.32 2.48 3.70 83.81 0.090 −0.007
VTe2 3.55 2.69 4.05 82.54 0.097 −0.002
ZrS2 3.68 2.57 3.60 91.36 0.090 −0.187
ZrSe2 3.80 2.71 3.85 89.16 0.097 −0.157
ZrTe2 3.97 2.92 4.27 85.83 0.113 −0.097
HfS2 3.64 2.55 3.57 91.02 0.087 −0.213
HfSe2 3.76 2.68 3.82 89.05 0.093 −0.170
HfTe2 3.96 2.89 4.21 86.54 0.107 −0.127
PtS2 3.57 2.40 3.21 96.18 0.093 −0.598
PtSe2 3.75 2.53 3.40 95.63 0.107 −0.452
PtTe2 4.02 2.71 3.62 95.96 0.143 −0.056
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Table 7.3: Bandgaps Eg, bandgap center energies EBGC, and band edge po-
sitions ECBM and EVBM of single-layer semiconducting transition-
metal dichalcogenides. The bandgaps are calculated with two
approaches, with DFT using the PBE functional yielding EPBEg
and the many-body G0W0 approximation yielding the quasipar-
ticle bandgaps EQPg . All energies are in units of eV.
EPBEg E
QP
g EBGC ECBM EVBM
MoS2 1.68 2.36 −5.10 −3.92 −6.28
MoSe2 1.45 2.04 −4.60 −3.58 −5.62
MoTe2 1.08 1.54 −4.35 −3.58 −5.12
WS2 1.82 2.64 −4.79 −3.47 −6.11
WSe2 1.55 2.26 −4.33 −3.20 −5.46
WTe2 1.07 1.62 −4.16 −3.35 −4.97
ZrS2 1.19 2.56 −5.86 −4.58 −7.14
ZrSe2 0.50 1.54 −5.37 −4.60 −6.14
HfS2 1.27 2.45 −5.75 −4.53 −6.98
HfSe2 0.61 1.39 −5.25 −4.56 −5.95
PtS2 1.81 2.83 −5.45 −3.97 −6.80
PtSe2 1.41 2.10 −5.03 −3.98 −6.08
PtTe2 0.79 1.14 −4.38 −3.81 −4.95
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Table 7.4: Bandgaps Eg, bandgap center EBGC, and band edge positions
ECBM and EVBM of the 3D bulk structures of semiconducting
MoS2, WS2 and PtS2. The bandgaps are calculated with two ap-
proaches, with DFT using the PBE functional yielding EPBEg and
the many-body G0W0 approximation yielding the quasiparticle
bandgaps EQPg . All energies are in units of eV.
EPBEg E
QP
g EBGC ECBM EVBM
MoS2 0.94 1.30 −4.82 −4.17 −5.47
WS2 1.05 1.48 −4.56 −3.82 −5.30
PtS2 0.73 1.13 −5.18 −4.62 −5.75
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CHAPTER 8
THEORETICAL PERSPECTIVE OF PHOTOCATALYTIC PROPERTIES OF
SINGLE-LAYER SnS2
8.1 Abstract1
We present a first-principles study of the photocatalytic properties of single-
layer SnS2. First, we calculate the formation energy and the phonon spectrum,
verifying static and dynamical stability, respectively. In addition, our calculated
energy of solvation suggests that single-layer SnS2 is stable in aqueous solution.
Next, by solving the Bethe-Salpeter equation, we obtain an optical band gap of
2.75 eV, consistent with the measured optical band gap. The resulting exciton
binding energy of 0.41 eV is consistent with the Mott-Wannier model. Finally,
by aligning the band edges with the redox potentials of water, we find that a
bias potential of at least 0.9 V is required to drive the hydrogen evolution and
that compressive strains can reduce this bias potential.
8.2 Introduction
Hydrogen is regarded as the fuel of the future [164]. Generating hydrogen
from solar water splitting via a semiconducting photocatalyst is a promising
clean solution to overcome the existing energy shortage problems [155]. In ad-
dition to their attractive electronic properties [86, 3, 32], single-layer materials
have recently been shown by both theoretical calculations and experiments to
1Reprinted with permission from: H. L. Zhuang and R. G. Hennig, Phys. Rev. B, 88 (11),
115314 (2013). Copyright 2013 by American Physics Society.
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function as potential photocatalysts for water splitting. For example, theoret-
ical studies have predicted that single-layer transition metal dichalcogenides
and group-III monochalcogenides are potential photocatalysts for water split-
ting [154, 143, 2, 56].
Experiments show evidence that several single-layer materials are advanta-
geous over their three-dimensional (3D) counterparts for use as photocatalysts.
One representative example is the study by Sun et al. for single-layer SnS2 as
a photocatalyst for solar water splitting [45]. The work shows that the inci-
dent photon-to-current conversion efficiency of single-layer SnS2 can approach
38.7%, in striking contrast to the low efficiency of 2.33% of 3D bulk SnS2. Single-
layer SnS2 exhibits a hexagonal structure with space group P3m1. Figure 8.1
shows that the single-layer structure consists of three atomic sublayers with Sn
atoms forming the center sublayer bonded to six nearest-neighbor S atoms lo-
cated in the top and bottom sublayers.
In this work we determine the stability, band gap, and band edge positions
of single-layer SnS2, which are of importance for the material being a poten-
tial photocatalyst. We show that single-layer SnS2 exhibits a low formation en-
ergy, dynamically stable phonon modes, and a high energy of solvation. Fur-
thermore, we determine the optical band gap of single-layer SnS2 as 2.75 eV,
right within the range of visible light. Moreover, we show that the lowest-
energy exciton in single-layer SnS2 is accurately described by the Mott-Wannier
model [165]. Finally, we show that an external bias potential of at least 0.9 V
is required to drive the hydrogen evolution and that compressive strains can
reduce this bias potential.
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Figure 8.1: Crystal structure of single-layer SnS2. Each sulfur atoms (red
ball) has three nearest neighboring tin atoms, while each tin
atom (blue ball) has six nearest neighboring sulfur atoms.
8.3 Methods
We perform density-functional theory (DFT) calculations using the projector
augmented wave method as implemented in the plane-wave code VASP [59, 77,
78]. For the structural relaxations we employ both the Perdew-Burke-Ernzerhof
(PBE) generalized gradient approximation and the Heyd-Scuseria-Ernzerhof
(HSE06) hybrid functional [61, 63]. For the phonon calculations, we use a cut-
off energy of 600 eV to ensure the convergence, particularly of the low-energy
phonon modes. For all other calculations, a cutoff energy of 400 eV for the plane
wave basis set ensures an energy accuracy of 1 meV/atom. The k-point sam-
pling uses the Monkhorst-Pack scheme [81] and employs for the single-layer
materials a 48 × 48 × 1 mesh for the PBE functional and an 18 × 18 × 1 mesh
for the more expensive HSE06, G0W0, and Bathe-Salpeter calculations. For the
single-layer SnS2 calculations, a periodic repeat length of 18 Å in the direction
perpendicular to the SnS2 sheet ensures that the interactions between the layers
are negligible.
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Table 8.1: Structural parameters and elastic modulus of single-layer and
bulk SnS2. The parameters include the lattice parameter a0, the
Sn-S bond length bSn−S, S-S bond length bS−S in units of Å, and
the Sn-S-Sn bond angle θSn−S−Sn in units of degrees. The elastic
modulus C is in units of N/m.
System Functional a0 bSn−S bS−S θSn−S−Sn C
Single layer PBE 3.70 2.60 3.65 90.75 87
vdw-optB88 3.69 2.60 3.66 90.58 90
HSE06 3.64 2.56 3.59 90.80 102
Bulk vdw-optB88 3.71 2.60 3.66 90.82 89
The electron-hole interaction plays an important role in the optical response
of a material [64]. We calculate the optical spectra of single-layer SnS2 including
the excitonic interaction by solving the Bethe-Salpeter equation (BSE) imple-
mented in the VASP code [65, 66]. The BSE spectrum calculations are carried
out starting from the G0W0 quasiparticle energies and the PBE wavefunctions.
For the G0W0 calculations, we use 192 bands and 128 frequency points. The
12 highest valence bands and 16 lowest conduction bands are included in the
calculation of the excitonic states.
To determine the stability of single-layer SnS2 in aqueous solution we use
Gaussian09 [60, 158] to calculate the hydration energy using the PBE functional.
We employ the aug-cc-pVQZ basis sets, and for the heavy atom Sn we use effec-
tive core potentials [157, 156]. The energy of the solvated ions is calculated using
several explicit water molecules and the density-based solvation model (SMD)
for the solute-solvent interactions [158]. We find that three water molecules are
required to converge the hydration energy to 4 kJ/mol.
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8.4 Results
8.4.1 Stability
To be a useful material, single-layer SnS2 needs to be stable, particularly in an
aqueous environment. We determine the stability of single-layer SnS2 by calcu-
lating its formation energy relative to the 3D bulk phase, its dynamic stability,
and its solvation energy in water.
We first determine the structural parameters of single-layer SnS2. Table 8.1
shows that bulk- and single-layer SnS2 exhibit similar structural parameters and
elastic moduli. The generalized gradient approximation slightly overestimates
the in-plane lattice parameter of bulk SnS2 compared to the experimental value
of 3.65 Å [166]. The HSE06 lattice parameters of single-layer SnS2 is smaller
than the PBE counterpart, since the HSE06 functional includes 25% of exact ex-
change, reducing the self-interaction error in the PBE functional and improving
the agreement with experimental lattice parameters [142]. The elastic modulus
of single-layer SnS2 is significantly smaller than that of MoS2, which exhibits an
experimental mean value of 180 N/m [47].
To test the stability of single-layer SnS2 relative to the energy of bulk SnS2,
we calculate its formation energy Ef as Ef = E2D − E3D. To accurately account
for dispersion interactions, we use the vdw-optB88 van der Waals functional
for the calculation of the formation energy. This functional has been found to
accurately describe lattice constants and cohesive energies [59]. Without the van
der Waals functional the single-layer SnS2 incorrectly becomes the ground state.
The resulting formation energy of single-layer SnS2 is only 80 meV/atom higher
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Figure 8.2: Phonon spectrum of single-layer SnS2. The Raman-active
modes at Γ are denoted as A1g and the Eg, respectively.
than that of the bulk phase. This low formation energy is comparable to that of
single-layer transition metal dichalcogenides such as MoS2 and other group-III
monochalcogenides such as GaS and GaSe, all of which have been successfully
synthesized by micro-mechanical exfoliation [56, 2, 38].
To determine the dynamical stability of single-layer SnS2, we obtain its
phonon spectrum from the force constants calculated with density functional
perturbation theory [57, 101] and the PBE functional. Figure 8.2 shows the
phonon spectrum of single-layer SnS2. No imaginary frequencies are observed,
confirming the dynamical stability of single-layer SnS2. The irreducible repre-
sentation of the phonon modes at the center of the Brillouin zone is given by
Γ = A1g + 2A2u + Eg + 2Eu [167]. Two of these six modes, the A1g and Eg modes
denoted in Fig. 8.2, are Raman active [101]. Our calculated phonon frequencies
for the A1g and Eg modes are 311 and 181 cm−1, respectively. This is in excellent
agreement with the experimental values of 310 and 200 cm−1, respectively [45],
indicating the accuracy of DFT for single-layer SnS2.
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Figure 8.3: Band structure of single-layer SnS2 calculated with the PBE
(red dashed line) and HSE06 (blue solid line) functionals and
the G0W0 method (black dots).
We then assess the stability of single-layer SnS2 in water by calculating the
solvation energy when crystalline SnS2 is decomposed into Sn and S ions in
aqueous solution. We first obtain the cohesive energy from the PBE functional as
implemented in VASP and then calculate the hydration energy using the Gaus-
sian09 package [60]. The solvation energy is given by the sum of these two
energies [56, 2]. This method has been successfully applied to determine the
stability of other single-layer materials such as MoS2 and group-III monochalco-
genides [56, 2]. The resulting solvation energy of single-layer SnS2 is 620 kJ/mol,
significantly larger than that of other poorly soluble compounds such as CuS
exhibiting solvation energies ranging from 300 to 400 kJ/mol [150]. Taking into
account ion association where a solvated cation-anion pair is formed, we obtain
an almost identical solvation energy of 619 kJ/mol. The high solvation energy
implies the stability of single-layer SnS2 in aqueous solution.
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Table 8.2: Fundamental indirect and direct band gaps (in eV) of single-
layer SnS2 obtained from three different approaches. Experi-
mental optical band gaps from Ref. [1] are shown for compar-
ison.
Gap EPBEg EHSE06g E
G0W0
g Experiment
Indirect (Σ-M) 1.57 2.52 2.88 2.23
Direct (M-M) 1.81 2.81 3.16 2.55
8.4.2 Electronic Structures
Figure 8.3 shows the band structures of single-layer SnS2 obtained from the PBE
and HSE06 functionals and the G0W0 method. SnS2 displays an indirect band
gap with the VBM located between the Γ and M points, while the CBM occurs at
the M point. Table 8.2 compares the direct and indirect fundamental band gaps
of single-layer SnS2 from these three different approaches with the experimental
optical band gaps [1]. The PBE functional as usual underestimates the band
gaps [146] and predicts gaps 1 eV smaller than the HSE06 functional and the
G0W0 approximation. The HSE06 and G0W0 methods predict similar band gaps
with theG0W0 band gaps being about 0.35 eV larger. However, all three methods
show that the difference between the indirect and direct band gaps is small, with
a value of 0.3 eV, consistent with the difference of the experimental optical band
gaps [1]. Furthermore, the band gaps of single-layer SnS2 are well positioned
within the range of 1.7 - 3.0 eV that is required for efficient photocatalytic water
splitting [168, 134].
To understand the bonding characteristics of single-layer SnS2, we analyze
the total and projected density of states (TDOS and PDOS) within the energy
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window of −4 to 4 eV with reference to the VBM. Figure 8.4 shows that the
TDOS at the valence band edge is as large as 2.8 states/(eV unit cell). Such a
large DOS is suggested as a main contributing factor to the prominent visible-
light conversion efficiency of single-layer SnS2 [45]. The corresponding PDOS
of SnS2 in Fig. 8.4 illustrates that the valence band of SnS2 from −2 to 0 eV is
dominated by the S 3p states, whereas in the lower energy window between −4
and −2 eV, it mainly consists of hybridized states of S 3p and Sn 5p orbitals.
8.4.3 Optical Properties
Figure 8.5 shows the imaginary part of the permittivity 2 calculated from the
Bethe-Salpeter equation and random-phase approximation (RPA), respectively.
Similar to single-layer MoS2, the entire BSE optical absorption spectrum is dom-
inated by resonant excitonic states [133, 160]. Three absorption peaks are ob-
served in the low-energy region below 3.2 eV of the BSE spectrum. In contrast,
no peaks are observed in the RPA spectrum of the same energy window, indi-
cating the importance of considering excitonic effects. The first peak, located at
an energy of 2.75 eV, corresponds to the direct optical band gap at the M point.
This energy agrees well with the experimental direct optical band gap of 2.55 eV
measured by UV-vis transmission spectroscopy [1]. The second peak appears at
2.92 eV due to another exciton, and the third peak corresponds to the direct
quasiparticle band gap of 3.16 eV obtained with the G0W0 method. The energy
difference between the first and third peak positions gives an exciton binding
energy of 0.41 eV, close to the binding energy of 0.4 eV in bulk SnS2 [169] ,and
also comparable to the exciton binding energy of single-layer MoS2 and WS2 of
0.6 eV [160].
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Figure 8.4: Total and projected density of states of single-layer SnS2.
The Mott-Wannier model has recently been applied to estimate the exciton
binding energy of single-layer MoS2 [170, 165]. It is worthwhile testing whether
this model is applicable to the excitons in single-layer SnS2 as well. In this model
excitons forms hydrogen-like states. In two dimensions, the first excitonic bind-
ing energy is
E0 = 4
mr
m0
R∞
22D
, (8.1)
where mr is the reduced effective electron mass, m0, the rest mass of the electron,
2D the effective permittivity, and R∞ the Rydberg constant [170].
For 2D systems, subtleties arise since the calculated permittivity tensor de-
pends on the size of the simulation cell, i.e. the thickness of the vacuum layer.
To determine the permittivity of single-layer SnS2, SnS2 , we treat each cell as a
composite of one layer of SnS2 and one layer of vacuum with vac = 1. We ap-
proximate the thickness of single-layer SnS2 as 5.89 Å, which is the interlayer
distance in bulk SnS2 calculated with the vdw-optB88 van der Waals functional.
Using the linear law [171], calc = f ·SnS2 + (1− f ) ·vac, where f is the volume frac-
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tion of the SnS2 layer in a simulation cell, we fit the permittivity of single-layer
SnS2 from the calculated permittivity, calc, for cells of dimension 10, 18, and
25 Å. This results in the relative permittivity parallel to the sheet of ‖ = 8.17,
perpendicular to it of ⊥ = 2.41, and the effective permittivity of 2D =
√
‖ · ⊥.
We obtain the reduced effective electron mass from 1/mr = 1/me + 1/mh, where
me = 0.25m0 and mh = 0.37m0 are the electron and hole effective masses, re-
spectively, at the M point obtained from the HSE06 band structure. The exciton
binding energy predicted from the Mott-Wannier model is 0.41 eV, identical to
the binding energy calculated by solving the Bethe-Salpeter equation. While
such perfect agreement is probably somewhat fortuitous, it nevertheless indi-
cates that the exciton in single-layer SnS2 is a Mott-Wannier-type exciton.
8.4.4 Band Alignments
To determine under what conditions single-layer SnS2 is able to photocatalyti-
cally split water, we calculate the band edge positions ECBM and EVBM relative
to the vacuum level and compare them with the reduction and oxidation po-
tentials of water. We follow the method by Toroker et al.[136] and determine
the CBM and VBM levels from the band gap center energy, EBGC, relative to the
vacuum level and the value of the band gap Eg:
ECBM/VBM = EBGC ± 12Eg. (8.2)
This method takes advantage of the observation that the band gap center energy
is relatively insensitive to the exchange-correlation functional used [136, 2]. The
approach also allows for the combination of different methods for the band gap
center energy and the band gap. We calculate the energy difference between the
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Figure 8.5: Imaginary part of the permittivity calculated with the BSE and
RPA scheme. The inset shows a close-up of the first three BSE
peaks. To compensate for the band gap underestimation using
the PBE functional in the RPA calculation, we have shifted the
spectra by 1.0 eV, which is the difference between the HSE06
and PBE band gaps.
band gap center and the vacuum level, which is obtained as the average elec-
trostatic potential halfway in between the SnS2 layers. For the HSE06 functional
we obtain EBGC = −6.16 eV relative to the vacuum level and for the PBE func-
tional we obtain EBGC = −6.04 eV. Similar to our previous study on group-III
monochalcogenides [2], we observe that the band-gap center energy depends
only weakly on the functional.
In a number of studies of various materials, including single-layer MoS2 and
bulk Ag3PO4, the band gap center energy is determined from the Mulliken elec-
tronegativity χ [172, 154, 173]. We test this phenomenological model for single-
layer SnS2 and calculate the Mulliken electronegativity χ of single-layer SnS2
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as the geometric mean χ = (χmSnχ
n
S)
1/(m+n) of the electronegativities of Sn and S
atoms, χSn and χS, respectively, with m = 1 and n = 2 for SnS2 [174]. The Mul-
liken electronegativity of an atom is given by the average of the electron affinity
and first ionization potential. Using experimental data for the electron affinity
and ionization potential [150], we obtain a χ for SnS2 of −5.47 eV. This empirical
value significantly overestimates the band-gap center energy, indicating that the
empirical model does not accurately predict the band-edge positions of single-
layer SnS2.
Figure 8.6 shows the band-edge positions of the CBM and the VBM obtained
from Eq. (8.2) using the HSE06 band-gap center energy with the PBE and HSE06
fundamental gaps and the G0W0 quasiparticle gap. To determine the bias poten-
tial at which SnS2 is able to photocatalytically split water, we compare the calcu-
lated band-edge positions with the reduction and oxidation potentials of water.
These potentials depend on the pH value, i.e. the standard reduction potential
for H+/H2 is EredH+/H2 = −4.44 eV + pH · 0.059 eV [137]. In the experimental study
of Ref. [45], the use of 0.5 M Na2SO4 electrolyte resulted in a pH value of 6.6.
Using this value we obtain for the reduction potential EredH+/H2 = −4.05 eV and for
the oxidation potential EoxO2/H2O = −5.28 eV.
The comparison of the water reduction and oxidation potentials with the
band-edge positions of single-layer SnS2 in Fig. 8.6 shows that although the
VBM is energetically favorable for oxygen evolution, the CBM is insufficient to
drive the hydrogen evolution. Therefore, an external bias potential is needed for
photocatalytic water splitting. Such bias potentials decrease the efficiency for
water splitting [155]. We find that a minimum bias potential of 0.9 V is required
to shift the HSE06 CBM above the reduction potential of H+/H2. An additional
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Figure 8.6: Energy diagram of single-layer SnS2 with respect to normal hy-
drogen electrode level in electrolyte of pH = 6.6. The CBM and
VBM energy levels are obtained from the HSE06 band gap cen-
ter in combination with the band gaps from three different ap-
proaches including the PBE functional (1.57 eV) and the HSE06
functional (2.52 eV), and the G0W0 method (2.88 eV).
overpotential of the order of a few tenth of eV is required to overcome various
activation barriers, with the overpotential for the hydrogen evolution reaction
being typically smaller than the one for the oxygen evolution reaction [175].
Comparing the calculated minimum bias potential of 0.9 eV with the reported
experimental bias potential of 1.0 eV [45] indicates a small overpotential for the
hydrogen evolution for single-layer SnS2, on the order of a tenth of an eV.
Strain engineering can be used to reduce the bias potential. Using the HSE06
functional, we predict that compressive strains are favorable. A 4% biaxial com-
pressive strain decreases the band gap to 2.38 eV and increases the CBM and
VBM band edges to −4.65 and −7.03 eV, respectively. This reduces the required
bias potential for hydrogen evolution from 0.9 to 0.6 V and improves the effi-
ciency for photocatalytic water splitting.
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8.5 Summary
In summary, we have investigated several important aspects of using single-
layer SnS2 as a photocatalyst for water splitting. We show that single-layer SnS2
has a low formation energy relative to bulk SnS2, is dynamically stable, and
stable in aqueous solution. By solving the Bethe-Salpeter equation, we obtain
an optical band gap of 2.75 eV and an exciton binding energy of 0.41 eV. The
optical band gap lies within the range of visible light, implying that a significant
fraction of solar light can be harvested by single-layer SnS2. Finally, we show
that a bias potential of at least 0.9 V is needed for the water splitting to proceed
and that compressive strains can reduce the required bias potential. Overall,
our simulation results support the experimental finding that single-layer SnS2
is a promising photocatalyst for water splitting [45].
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CHAPTER 9
CHARGE-DENSITY WAVE DRIVEN PHASE TRANSITIONS IN
SINGLE-LAYERMoS2
9.1 Abstract
The electronic properties of single-layer MoS2 make it an ideal two-dimensional
material for application in electronic devices. Experiments show the MoS2 can
undergo structural phase transitions, however, the transformation mechanisms
and their effect on the electronic structure are not yet understood. We reveal by
density-functional calculations that charge doping can induce the phase tran-
sition of single-layer MoS2 from the 2H to the 1T structure. Further, the 1T
structure undergoes a second phase transition due to the occurrence of charge-
density wave (CDW). By comparing the energies of several possible resulting
CDW structures, we find that the
√
3a × a orthorhombic structure is the most
stable one, consistent with experimental observations. Moreover, we discover
that the band structure of the
√
3a × a structure possesses a Dirac cone, which
is split by spin-orbit coupling interactions into a bandgap of 50 meV. We show
that the underlying CDW transition mechanism is not electronic in nature, but
nonetheless can be controlled by charge doping. Finally, we calculate the inter-
face energy and band offsets of a lateral heterostructure formed by the 2H and
√
3a × a structures.
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9.2 Introduction
Transition-metal dichalcogenides MX2 exhibit a variety of polytypes due to their
unique layered structures and weak interlayer van der Waals interactions [144].
When the dimensionality is reduced to two, the structures of single-layer MX2
appear equally diverse. For instance, single-layer MoS2, an actively investi-
gated member of the MX2 family for electronic applications [3], can occur in
three crystal structures, the 2H, 1T , and 1T ′ structures [159]. Most studies focus
on the ground state 2H structure shown in Fig. 9.1(a) where the top and bot-
tom sulfur sublayers are in an eclipsing configuration [56]. Recent experiments
showed that single-layer MoS2 in the 1T structure illustrated in Fig. 9.1(b) can
function as an efficient catalyst for the hydrogen evolution reaction [176]. In the
1T structure the top sulfur sublayer is displaced with reference to the bottom
one by 1/3(~a1+~a2), where ~a1 and ~a2 are the in-plane lattice vectors.
Previous experiments identified two phase transitions in single-layer
MoS2 [159]. First, the semiconducting 2H structure is transformed to the metal-
lic 1T one. Given the large energy difference and barrier between the 2H and
1T structures [56], the mechanism of this phase transition, however, remains
unclear. Second, the 1T structure is further reconstructed to the 1T ′ superlat-
tice structure, which is a modulated 1T structure that emerges only from the
precursor metallic state and not from the semiconducting one [159], suggest-
ing the possibility of a charge density wave mechanism as is seen in many
three-dimensional metallic chalcogenides that are isostructural to single-layer
MoS2 [177].
In this work, we employ density-functional theory to elucidate the mecha-
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Figure 9.1: Atomic structures of single-layer MoS2.The unit cells are en-
closed by dashed lines. Molybdenum and sulfur atoms are rep-
resented by blue and red balls, respectively.
nism of the two phase transitions in single-layer MoS2 and their effect on the
electronic properties. We analyze the effect of charge doping, which has been
found to strongly affect various materials’ properties such as mechanical and
magnetic behaviors [178, 179]. We find that charge doping reduces the barrier
of the 2H to 1T phase transition, as well as the energy difference between the
two structures. Furthermore, we show that the transition to the 1T ′ state opens a
gap at the Femi level in a typical CDW-like manner, but that soft modes driven
by a strong non-nesting electron-phonon mechanism are the underlying cause
of the instability. Our calculations show that this second transition can also be
controlled by charge doping which provides a possible route to both promote
the transition from 2H to 1T and stabilize the 1T structure against the CDW
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Table 9.1: Structural parameters, energies, and fundamental bandgaps of
single-layer MoS2 with various structures. The parameters a0
and b0 for each structure are denoted in Fig.9.1. All energies Ere f
are with reference to the energy of MoS2 with the 2H structure
and are in units of eV/atom. The bandgaps Eg with and without
spin-orbit coupling are calculated with the PBE functional.
Structure a0 b0 Ere f Ew/o SOCg E
w/SOC
g
2H 3.18 3.18 0 1.67 1.60
1T 3.18 3.18 0.28 0 0
√
3a × a 5.72 3.18 0.18 0 0.05
2a × 2a 6.44 2.77 0.21 0.14 0.10
√
3a × √3a 5.67 2.83 0.22 0.57 0.57
transition, thereby preserving the metallicity.
Studying the stability of metallic single-layer MX2 is of critical importance
as it becomes increasingly useful as an alternative to graphene as metallic leads
for van der Waals heterostructures [180]. Therefore, for the second phase transi-
tion, we compare the stability of several CDW reconstructions originating from
1T single-layer MoS2 and characterize their electronic structures. We confirm
that the 1T ′ structure, i.e. a
√
3a × a orthorhombic reconstruction, is the most
stable one, consistent with experimental results. Surprisingly, the band struc-
ture of the stable
√
3a× a structure exhibits a Dirac cone, split only by spin-orbit
coupling interactions, indicating the possibility of topological insulator behav-
ior in 1T ′ single-layer MoS2. Finally, we study the electronic structure of the
interface of the lateral heterostructure between 2H and 1T ′ in single-layer MoS2
and determine the band offset.
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9.3 Methods
We perform density-functional theory (DFT) calculations using the projector
augmented wave method as implemented in the plane-wave code VASP [57,
101] and the PBE exchange-correlation functional [61]. For all calculations, a
cutoff energy of 600 eV for the plane-wave basis set ensures an accuracy of
the energy of 1 meV/atom. The k-point sampling uses the Monkhorst-Pack
scheme [81] and employs for single-layer 2H and 1T MoS2 a 48 × 48 × 1 mesh
and a 48× 48× 7 mesh for the density of states calculations using the tetrahedra
method. The k-meshes used for the other structures are given in Appendix D.
For the single-layer MoS2 calculations, a periodic spacing of 18 Å between the
MoS2 sheets ensures that the interactions between the layers are negligible.
To simulate the charge doping, we modify the number of valence electrons
to a neutral system using a uniformly charged background. This method has
been widely used in other systems [178]. Consequently, adding or removing
electrons implies n-type and p-type doping, respectively.
The calculations of the phonon spectra are performed using the PHONOPY
program [117] with the interatomic force constants calculated by VASP with
the linear-response method based on the density-functional perturbation theory
(DFPT) [59, 101].
9.4 Results
We first determine the structural parameters and ground state energies of
single-layer MoS2 with both the 2H and 1T structures. Table 9.1 lists the struc-
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tural parameters calculated with the PBE functional. As can be seen, the lattice
constants of the 2H and 1T structures are almost identical, facilitating the for-
mation of a coherent interface as observed in the experiment [159]. However,
the energy difference between the two structures is as large as 0.28 eV/atom.
In addition to the calculations of energy difference, we utilize the nudged
elastic band method to determine the energy barrier between the 2H and 1T
structures [181, 182]. Figure 9.2 shows the energy difference between the 1T and
the 2H structure as a function of reaction coordinate and doping, i.e. the number
of added or removed electrons. Without charge doping, we obtain an energy
barrier of 0.52 eV/atom, much larger than the thermal energy of 25 meV/atom.
On the other hand, the energy barrier from the 1T to 2H structures is slightly
smaller than 0.24 eV/atom, but still significantly larger than the thermal energy.
Therefore, once the 1T structure is formed, it may be kinetically stabilized and
not easily transform back into the 2H structure. The latter energy barrier is also
comparable to that of 0.33 eV/atom calculated for the same phase transition in
single-layer WS2 [183].
Electronic doping affects both the energy difference as well as the energy
barrier.This is exemplified by the doping effects on the martensitic transforma-
tion from α to ω titanium [184]. Figure 9.2 illustrates that the energy barrier
is drastically reduced due to either n or p-type doping. Furthermore, the en-
ergy difference between the 2H and 1T structures decreases as the number of
electrons either increases or decreases. Therefore, charge doping facilitates the
phase transition from the 2H to the 1T structure. This is similar to the pro-
posed charge-transfer mechanism contributing to the 2H-to-1T phase transition
in MoS2 nanotubes [185]. However, our finding provides a somewhat more gen-
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Figure 9.2: Energy difference between the 1T and the 2H structure as a
function of reaction coordinates and number of doped elec-
trons per unit cell.
eral mechanism of phase transition. This mechanism may also apply to other
single-layer materials such as WS2. In practice, the change of the number of
electrons can be realized by several commonly used methods such as lithium
intercalation [176] or in situ transition electron microscopy under high electron
beam doses [186].
We then characterize the electronic structure of 1T MoS2. Figure 9.3(a) dis-
plays the band structure of single-layer MoS2 within the 1T structure. Three
bands crossing the Fermi level confirm that the 1T MoS2 exhibits a metallic be-
havior. Figure 9.3(b) shows the Fermi surface of 1T single-layer MoS2. The
Fermi surface consists of several features including two nearly circular loops
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spectrum of p-type doped 1T MoS2. The real part of the electric
susceptibility of intrinsic and p-type doped 1T MoS2 are shown
in panels (e) and (f), respectively.
around the Γ point and ellipse along the Γ to K points. More interestingly, we
observe that the two triangular Fermi surfaces around neighboring K points are
almost parallel to each other, giving rise to a significant nesting defined as the
superposition of Fermi surfaces when a piece of them is translated to another
one by a nesting vector q [187]. Fermi surface nesting is often cited as a de-
termining factor in the stability/instability of metallic MX2 [188], toward CDW
formation, though we argue here that this is not the case for single-layer MoS2.
To determine the dynamical stability of 1T single-layer MoS2 we calculate
the phonon spectrum. Fig. 9.3(c) shows that 1T single-layer MoS2 exhibits two
dynamically unstable acoustic phonon branches with imaginary frequencies
throughout a significant portion of the spectrum, with the strongest softening
near the M point. This is in contrast to 2H MoS2 which is dynamically stable
(see Fig.D.3 in Appendix D).
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The phonon spectra of intrinsic 1T single-layer MoS2 are affected differently
by electron and hole doping. For n-type doping with 0.5 electrons per unit cell,
the phonon spectrum displayed in Fig. 9.3(c) shows visible, but minor differ-
ences from the intrinsic phonon spectrum. In contrast, the p-doped phonon
spectrum shown in Fig. 9.3(d) illustrates a drastic reduction in the magnitude
of unstable phonon frequencies. Therefore, p-type doping is not only more ef-
fective in reducing the energy barrier between the 2H and 1T structures (see
Fig. 9.2), but also acts against the phonon softening that destabilizes the 1T
phase.
The phonon mode of intrinsic 1T single-layer MoS2 at the M point implies
a commensurate reconstructed structure, however, the dynamical instability in
the second unstable acoustic branch disturbs this simplicity. In other words, the
numerous wavevectors at which the phonon modes become imaginary yield
few clues as to the final stable reconstruction. Therefore, we test three CDW
structures found for 3D MoS2 in the literature, i.e. the
√
3a×a [189], 2a×2a [190]
and
√
3a × √3a structures [191, 192]. Here, a is the nearest Mo-Mo bond length
or the lattice constant of undistorted 1T MoS2.
The atomic positions of these three structures after geometry optimizations
are illustrated in Fig.9.1(c)-(e). Unlike the other two structures without a clus-
terization of Mo atoms, the neighboring three Mo atoms form a trimer in the
√
3a × √3a structure. Symmetry analysis shows that the √3a × a structure has
symmetry group number of 6 (Pm), whereas both the 2a × 2a and √3a × √3a
structures have group numbers of 157 (P31m) [193].The corresponding struc-
tural parameters denoted as a0 and b0 in Fig.9.1 are listed in Tab.9.1. Note that
the ratio between a0 and b0 in fact slightly deviates from the ideal
√
3 in the
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√
3a × a structure.
Table 9.1 reports the energies of the
√
3a×a, 2a×2a, and √3a× √3a structures
with reference to the 2H structure. The similarity in energies of these three struc-
tures may explain why all these structures can be observed in the experiments
of 3D MoS2 [189, 190, 191, 192].The
√
3a×a structure has the lowest energy, con-
sistent with the experimental observation in single-layer MoS2 [159]. A similar
CDW structure has also been discovered in single-layer WS2 [183].
Figure 9.4(a)-(c) depict the band structures of the
√
3a × a, √3a × √3a, and
2a × 2a structures. The corresponding total density of states calculated with
tetrahedron method is shown in Appendix D. For the
√
3a×a structure, no elec-
tron states are found at the Fermi level, and a surprising Dirac-cone is formed
between the B and M points. In contrast, for the 2a×2a and √3a×√3a structures,
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they are semiconducting with their direct bandgaps summarized in Tab.9.1.
Spin-orbit coupling (SOC) affects the electronic structures of single-layer
transition-metal dichalcogenides [194]. To this end, we test whether the SOC
also modifies the electronic structures of the above three reconstructed struc-
tures. Including the spin-orbit coupling (SOC) separates the Dirac cone of the
√
3a×a structure, opening a bandgap of around 50 meV, as seen in Figure 9.4(d).
The bandgap opening due to SOC is interesting, as it may be related to recently
predicted two-dimensional topological insulators [195]. Figure 9.4(e) shows that
SOC also decreases the bandgap of the 2a× 2a structure. However, the bandgap
of the
√
3a × √3a structure, illustrated in Figure 9.4(f), is almost unaffected by
the SOC.
Having confirmed the stability of the 1T ′ structure, we note that FS nesting
will peak near the K point of the Brillouin zone (corresponding to translating the
flat sides of the Fermi surface triangles into one another), whereas the realized
√
3a × a corresponds to q = M/2 in reciprocal space. This means that nesting
itself is clearly unrelated to the eventual structural transition.
As suggested in previous works on CDW formation, the Fermi surface is
only a small part of the energy range from which weight in the susceptibility is
gathered [196, 187]. We therefore calculate the full real part of the susceptibil-
ity, which is the relevant quantity for electronically driven CDW formation and
which may contain peaks at substantially different vectors than the FS nesting
alone. This quantity, χ′(q) is given as:
χ′(q) =
∑
k
f (εk) − f (εk+q)
εk − εk+q , (9.1)
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where εk and εk+q are band energies at the wave vectors of k and k+q, re-
spectively and the numerator is the difference between Fermi functions at those
energies. Figure 9.3(e) shows the calculated χ′(q) for 1T MoS2.
Though strong peaks are clearly visible in χ′(q), they are still mainly at the K
point or along Γ − K and are still unrelated to the observed modulation vector.
This definitively eliminates a purely electronic (Peierls-like) mechanism for the
transition to the CDW 1T ′ structure. The electronic structure could, however,
still be an important ingredient, entering through the electron-phonon coupling
that softens the phonons. For instance, the nesting term given in Eq. D.1 enters
directly into λ, the electron phonon coupling constant relevant to superconduc-
tivity, and the phonon renormalization (softening) that can result, eventually,
imaginary frequencies is proportional to χ′(q). The prevalent softening of the
phonons around the K point seen in the spectrum of Figure 9.3(c) may therefore
stem from structure in χ′(q). However, the equal or stronger softening elsewhere
that gives rise to the 1T ′ structure cannot be related to χ′′(q) or χ′(q) and is more
likely the result of strengthened electron-phonon matrix elements, as has been
experimentally and theoretically seen in other phonon spectra [197].
The effect of n-type doping on the nesting and on the phonon spectra of 1T
MoS2 is weak, whereas p-type doping significantly decreases the nesting and
to the weak effect that n-type phonon spectrum of 1T MoS2, the FS nesting is
almost unaffected by n-type doping. However, p-type doping significantly de-
creases the nesting peaks (not shown) and the corresponding peaks in χ′(q), as
seen in Figure 9.3(f) and furthermore acts toward stabilization of phonons across
the entire spectrum. This again supports our suggestion that p-type doping is a
more effective strategy to stabilize the 1T structure.
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Finally, we investigate the effects of the presence of the
√
3a × a structure on
the energetics and electronic structures of 2H MoS2. To simulate the interface
structure, we construct a supercell from nine rectangular cells of each structure,
leading to two interfaces due to the periodic boundary condition. Figure D.6 in
Appendix D shows the relaxed interface structure. We determine the interface
energy as 0.17 eV/Å, much smaller than the calculated grain boundary energies
of at least 0.35 eV/Å [198].This implies that forming the 2H/1T ′ interface is
more favorable than creating different grain boundaries.
Figure 9.5 shows the local density of states (LDOS) of a formula unit of 2H
MoS2, which is sufficiently far (> 2.5 nm) away from the interface to model pure
2H single-layer MoS2. The valence band offset (VBO) extracted from the LDOS
is 0.32 eV. Correspondingly, the conduction band offset (CBO) or the Schottky
barrier, is 1.58 eV when taking into account of the underestimation of the ex-
perimental bandgap by the PBE functional. The VBO and CBO represent the
energy barriers to overcome for the carriers moving between the 2H structure
and the 1T ′ one. Therefore, we expect that the appearance of the 1T ′ structure
decreases the carrier mobility when 2H single-layer MoS2 is used for electronic
applications such as nanotransistor.
9.5 Summary
To conclude, we have studied two types of phase transitions in single-layer
MoS2. For the phase transition from the 2H to 1T structures, we find that charge
doping of either type n or p lowers the transition barrier and induces the phase
transition. For the phase transition from the 1T to 1T ′ superlattice structure, we
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Figure 9.5: Local density of states of one unit of 2H single-layer MoS2
which is far away from the interface of the 2H/1T ′ heterostruc-
ture.
show that the modulation must be induced by a strong electron-phonon cou-
pling that is also manipulable by charge. For this transition, only p-type doping
has an appreciable effect. The simultaneous existence of all three phases, 2H,
1T , and 1T ′, despite very high barriers at stoichiometry suggests that intrinsic
charge doping may exist and that intentional p-type doping is a possible route
towards stabilizing the metallic 1T phase against the other two gapped phases.
Furthermore, we confirm that the
√
3a×a structure has the lowest energy, agree-
ing well with the experimental observation. The
√
3a × a structure additionally
owns a Dirac cone in the band structure. The spin-orbit coupling splits the Dirac
cone, implying a topological-insulator behavior. Finally, we estimate the energy
barriers met by the charge carriers in the 2H/1T ′ heterostructure.
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CHAPTER 10
COMPUTATIONAL PREDICTION AND CHARACTERIZATION OF
SINGLE-LAYER CrS2
10.1 Abstract1
Using first-principles calculations, we predict a previously unreported bulk
CrS2 phase that is stable in the 2H structure against competing phases and that
single-layer CrS2 exhibits a competitively low formation energy and is dynami-
cally stable. We characterize the electronic, optical, and piezoelectric properties
of this not yet synthesized single-layer material and reveal that it bears both sim-
ilarities and differences compared to single-layer MoS2. Like single-layer MoS2,
CrS2 has a direct bandgap and valley polarization. However, the direct optical
bandgap of CrS2 is smaller with a value of 1.3 eV, close to the ideal bandgap
of 1.4 eV for photovoltaic applications. Moreover, the calculated optical spec-
trum shows stronger optical absorbance. Applying compressive strain further
increases the optical absorbance and bandgap, transforming it into a promising
photocatalyst for solar water splitting. Finally, we show that single-layer CrS2
possesses superior piezoelectric properties to single-layer MoS2.
10.2 Introduction
Immense attention has recently been directed toward the search for novel, per-
fectly 2D materials [49, 2, 56]. Among the various strategies employed to screen
1Reprinted with permission from: H. L. Zhuang, M. D. Johannes, M. Blonsky, and R. G.
Hennig. submitted to Appl. Phys. Lett. Copyright 2013 by American Institute of Physics.
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Figure 10.1: Ball-and-stick model of single-layer CrS2 with the 2H (top)
and 1T (bottom) structures. Chromium and sulfur are rep-
resented by the blue and yellow balls, respectively.
for promising 2D materials [50, 55, 19, 54], one common method is systemati-
cally exploring the periodic table, e.g., by replacing one element in an existing
single-layer material with another element in the same group. This method has
led to the successful prediction of silicene [52].
Single-layer transition-metal dichalcogenides such as MoS2 and WS2 have
been the subjects of a wealth of studies [32]. As chromium belongs to the same
group as molybdenum and tungsten, it is therefore natural to investigate the
possible stability of single-layer CrS2 and its potentially interesting and useful
properties such as electronic, optical, and piezoelectric.
In this paper, we address the stability of single-layer CrS2 from energetic,
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mechanical, dynamical, and thermal perspectives. All stability metrics strongly
suggest the feasibility of experimental synthesis of single-layer CrS2 in the 2H
structure. Regarding the electronic properties of single-layer CrS2, we clarify
previous contrasting conclusions, i.e. Lebe`gue et al. claim that single-layer CrS2
is a metal [49], whereas Ataca et al. determine it as a semiconductor with a
bandgap of 1.07 eV [50]. Using a hybrid density functional we show that, simi-
lar to MoS2, single-layer CrS2 with the 2H structure is semiconducting whereas
the 1T structure is metallic. Both of the 2H and 1T structures are illustrated
Fig. 10.1. As for the optical properties, we show that single-layer CrS2 exhibits
similar valley polarization to that of single-layer MoS2. In addition, by solving
the Bethe-Salpeter equation, we determine the optical bandgap of single-layer
CrS2 as 1.3 eV, close to the ideal bandgap of 1.4 eV for photovoltaic applica-
tion. Furthermore, single-layer CrS2 has a slightly higher optical absorbance
than single-layer MoS2. Mechanical strains can not only tune the bandgap and
optical absorbance of single-layer CrS2, but also enable it to be a potential photo-
catalyst for solar water splitting. Finally, we show that CrS2 exhibits remarkable
piezoelectric properties.
10.3 Methods
We perform density-functional theory (DFT) calculations using the projector
augmented wave method as implemented in the plane-wave code VASP [59,
77, 78]. We use the PAW potentials optimized for GW calculations that describe
the 1s22s22p6 electronic states as core states for both Cr and S. For the struc-
tural relaxations we employ the Heyd-Scuseria-Ernzerhof (HSE06) hybrid func-
tional [61, 63]. For the phonon calculations, we use a cutoff energy of 600 eV to
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ensure the convergence, particularly of the low-energy phonon modes. For all
other calculations, a cutoff energy of 400 eV for the plane wave basis set is used
to ensure an accuracy of the energy of 1 meV/atom. The k-point sampling uses
the Monkhorst-Pack scheme [81] and employs for the single-layer materials a
48 × 48 × 1 mesh for the PBE functional and an 18 × 18 × 1 mesh for the more
expensive HSE06 and G0W0 calculations. For the single-layer CrS2 calculations
a vacuum spacing of 18 ensures that the interactions between the layers are
negligible.
We calculate the imaginary part of the dielectric constant of single-layer CrS2
by solving the Bethe-Salpeter equation (BSE) [65, 66]. The calculations are car-
ried out based on the G0W0 quasiparticle energies and the HSE06 wavefunc-
tions. Although using the HSE06 wavefunctions as a starting point for the
G0W0 and BSE calculations is more computationally expensive, it is expected
that this strategy provides a more accurate description of the electronic ground
state [199]. For the G0W0 calculations, we use 192 bands and 128 frequency
points. The ten highest valence bands and the ten lowest conduction bands are
included in the BSE calculation of the excitonic states.
10.4 Results
10.4.1 Stability
Table 10.1 lists the structural parameters of single-layer CrS2 for the 2H and 1T
structures calculated with the HSE06 functional. The lattice constants and bond
lengths are similar for both structures, which is also observed for other single-
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Table 10.1: Structural parameters and formation energies of single-layer
CrS2 in the 2H and 1T structure. The structural parameters are
calculated with the HSE06 functional and the formation ener-
gies with the HSE06, PBE, and opt-B88 van der Waals function-
als. The structural parameters, in units of Å, include the lattice
parameter a0 and the spacing ∆z between the Cr and the S atom
layers. The formation energies are in units of eV/atom.
a0 ∆z EHSE06f E
PBE
f E
vdW
f
2H 2.99 1.45 -0.008 -0.003 0.075
1T 3.00 1.47 0.237 0.176 0.248
layer materials such as MoS2 [56].
To test the energetic stability of single-layer CrS2, we consider the energies
of different competing Cr-S bulk phases. Surprisingly, neither the ASM Alloy
Phase Diagram Database [200] nor the Inorganic Crystal Structure Database
(ICSD) [100] show any phases with composition CrS2. The ICSD displays an
erroneous entry for CrS2 that corresponds to the CrS2 sublattice of the YSCrS2
misfit layered compound [201]. Instead the listed competing bulk phases for
single-layer CrS2 are Cr5S8 and sulphur. Notably, Cr5S8 is a layered compound
that corresponds to layers of 1T CrS2 with additional intercalating Cr atoms.
We identify a previously unreported CrS2 bulk phase that is energetically sta-
ble against the competing Cr-S phases and show that single-layer CrS2 is close
in energy to the stable CrS2 bulk phase and lower in energy than the compet-
ing Cr-S phases. We find that bulk CrS2 with the same structure as bulk 2H
MoS2 exhibits the lowest energy of various stackings of 1T and 2H CrS2 layers.
The energetic stability of bulk 2H CrS2 against competing phases is given by the
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reaction
5CrS2(bulk)
 Cr5S8(bulk) + 2S(bulk), (10.1)
i.e. bulk CrS2 is decomposed into bulk Cr5S8 and S with space groups of C2/m
and P2/c, respectively. To calculate the energy balance of the reaction, we em-
ploy the vdw-optB88 van der Waals functional to account for the dispersion in-
teractions in bulk Cr5S8 [120]. We find that bulk 2H CrS2 is energetically stable
by 180 meV/atom and expect that it could be experimentally synthesized.
Next, we calculate the formation energy Ef of single-layer CrS2 relative to
the stable bulk CrS2 compound using the formula Ef = E2D − E3D, where E2D
and E3D are the energies of single-layer and bulk CrS2, respectively. Table 10.1
reports the resulting formation energies of single-layer CrS2 calculated with the
HSE06, PBE, and vdW-optB88 functionals. We find for all three functionals that
the single-layer 2H structure is more stable than the single-layer 1T structure,
revealing that 2H CrS2 is the single-layer ground state. The slightly negative
formation energies of the single-layer 2H structure for the HSE06 and PBE func-
tionals are unphysical, due to the lack of van der Waals interactions in these
functionals. In addition to the 2H and 1T structures, we also consider a dis-
torted octahedral structure resembling a single layer of bulk WTe2 (ICSD num-
ber: 14348) [100]. This structure exhibits an energy as calculated by the PBE
functional 95 meV/atom higher than the 2H CrS2 ground state. Importantly, the
formation energy of single-layer 2H CrS2is lower than that of any other single-
layer transition-metal dichalcogenide [56], indicating that it should be possible
to experimentally synthesize single-layer CrS2.
Given the much higher formation energy of 1T and distorted octahedral
CrS2, we henceforth narrow our focus on the 2H structure. We first determine
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Figure 10.2: Phonon spectrum of single-layer 2H CrS2.
the mechanical stability by calculating the two independent elastic constants of
hexagonal 2H single-layer CrS2,
C11 =
1
A0
· ∂
2E
∂211
(10.2)
and
C12 =
1
A0
· ∂
2E
∂11∂12
. (10.3)
Here, E is the total energy of an orthorhombic unit cell employed for the calcu-
lations, and A0 is the equilibrium area of single-layer CrS2 in the orthorhombic
cell. Table 10.2 summarizes the results of C11 and C12. Compared to MoS2, CrS2
exhibits a smaller C11 and a similar C12 [35]. The elastic constants fullfil the Born
criteria of stability for hexagonal structures, i.e. C11 > 0 and C11 −C12 > 0, which
ensure that 2H single-layer CrS2 is mechanically stable [202].
To determine the dynamical stability of single-layer CrS2, we obtain its
phonon spectrum using the force constants obtained for a 6×6×1 supercell [57,
101]. Figure 10.2 shows the phonon spectrum of single-layer CrS2. We observe
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no imaginary frequencies, confirming the dynamical stability of single-layer
CrS2.
We further test the stability of 2H single-layer CrS2 by performing ab initio
molecular dynamics (MD) simulations at 600 K for 3 ps using a 6 × 6 × 1 super-
cell and a time step of 1 fs. The canonical ensemble (NVT ) is used for the MD
simulations. The structures at the end of the MD simulations show no structural
transitions, indicating that single-layer CrS2 is stable at a temperature of 600 K.
The low formation energy of 2H single-layer CrS2 and its mechanical, dy-
namical, and thermal stability suggest the feasibility of the experimental syn-
thesis of single-layer CrS2. However, since there is no stable 3D layered coun-
terpart of 2H CrS2 available for mechanical exfoliation, single-layer CrS2 must
be grown by a chemical method such as chemical vapor deposition or molecular
beam epitaxy.
10.4.2 Electronic Properties
We now turn to the characterization of the electronic properties of 2H single-
layer CrS2. Figure 10.3 shows the band structures of single-layer CrS2 in the
2H and 1T structure obtained using the HSE06 functional. The band structure
of 2H CrS2 displays a direct fundamental bandgap of 1.48 eV, while 1T CrS2
shows metallic behavior with two bands crossing the Fermi level. Therefore,
we suggest that previous contrasting conclusions on whether single-layer CrS2
is metallic or semiconducting are caused by the different structures used for the
calculations.
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Figure 10.3: Band structures of single-layer CrS2 for the (a) 2H and (b) 1T
structure calculated with the HSE06 functional.
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Figure 10.4: Total and projected electronic density of states of single-layer
CrS2 calculated with the HSE06 functional.
To understand the bonding characteristics of single-layer CrS2, Fig.10.4
shows the total and projected density of states (TDOS and PDOS) within the
energy window from −4 to 4 eV with reference to the valence band maximum.
Similar to single-layer MoS2, the entire energy window is dominated by the hy-
bridizations between the S 3p and Cr 4d orbitals implying covalent bonding
between S and Cr atoms. Furthermore, the TDOS of single-layer CrS2 displays
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several van Hove singularities, leading to a large joint density of states that re-
sults in the strong optical absorption discussed below [33].
10.4.3 Optical Properties
We now characterize the optical properties of single-layer CrS2 first for circular
polarized light. An important optical property is the degree of circular opti-
cal polarization η(k) describing the k-resolved chiral absorption selectivity of
a honeycomb structure that lacks inversion symmetry [203]. η(k) can be cal-
culated by post-processing the optical matrix elements of the optical transi-
tions between the top of the valence band and the bottom of the conduction
band [203, 204]. Figure 10.5 shows η(k) of single-layer CrS2 in the reciprocal
space. Similar to single-layer MoS2 [203], we observe that η = ±1 at the K and K’
points, corresponding to absorption of exclusively left and right-handed pho-
tons, respectively. As a result, single-layer CrS2 is a promising candidate mate-
rial for valleytronics applications.
Another critical optical property of single-layer materials is optical ab-
sorbance A(ω). For light with a polarization vector within the plane of the single-
layer material, A(ω) is calculated by A(ω) = ω/c · L · 2, where c is the speed of
light in vacuum and L is the interlayer spacing (18 Å) between the isolated CrS2
layers [123]. The imaginary part of the dielectric constant, 2, is calculated by
solving the BSE.
Figure 10.6 shows the optical absorbance A(ω) of single-layer CrS2 as a func-
tion of photon energy. The first two absorption peaks arise from the optical
transition corresponding to the formations of excitons. Interestingly, the optical
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bandgap of 1.30 eV is close to the ideal value of 1.4 eV for photovoltaic applica-
tions [205]. The optical absorption A(ω) of single-layer CrS2 is about 5-12% over
the energy range of visible light, larger than the absorbance of MoS2 and single-
layer graphene with A(ω) of 5-10% and 2.3%, respectively [206, 124]. Stronger
optical absorbance indicates that single-layer CrS2 is a better sunlight harvester.
Similar to the BSE optical spectrum of single-layer MoS2 [133], the third peak
in the spectrum of single-layer CrS2 corresponds to the G0W0 bandgap of 1.75
eV. The resulting exciton binding energy is 0.45 eV. To test whether this lowest-
energy exciton is accurately described by the Mott-Wannier model [165], we
first determine the electron and hole effective masses at the K point as me =
0.65 and mh = 0.67 m0, respectively, where m0 is the rest mass of the electron.
These masses are slightly larger than those of single-layer MoS2 with me = 0.60
and mh = 0.54 m0 [194]. We then follow the our previous approach of Ref.47 to
determine the in-plane and out-of-plane relative permittivities ‖ = 20.4 and ⊥ =
2.2, respectively. This leads to the effective permittivity of 2D = 6.77. Applying
the Mott-Wannier model to a 2D system, the first exciton binding energy is given
as
E0 = 4
mr
m0
R∞
22D
, (10.4)
where mr is the reduced effective mass and R∞ the Rydberg constant [170]. Using
the values from above in Eq.10.4, we obtain E0 = 0.4 eV, consistent with the
excitonic binding energy calculated by solving the BSE. Therefore, we conclude
that the exciton in single-layer CrS2 is of the Mott-Wannier type.
Strain plays an important role in affecting the bandgaps and the optical ab-
sorbance of single-layer CrS2. Similar to the strain effects on the bandgaps of
single-layer MoS2 [160], the bandgaps of CrS2 increase with increasing com-
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Figure 10.5: Degree of circular optical polarization η(k) of single-layer
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Figure 10.6: Optical absorbance for unstrained and compressively
strained single-layer CrS2 calculated using the BSE scheme.
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pressive strains. For example, Fig. 10.6 shows that a compressive strain of 4%
increases the optical bandgap to 1.64 eV and leads to an enhanced optical ab-
sorbance of 5-15%.
Since the optical bandgap and absorbance of single-layer CrS2 is mechan-
ically tunable, it is worthwhile exploring its potential for energy conversion
applications, e.g., photocatalytic water splitting. To become a promising pho-
tocatalyst for water splitting, a material must satisfy two important criteria: (i)
the bandgap of the semiconductor must be at least 1.6-1.7 eV and (ii) the band
edges must straddle the redox potential energies of water, i.e. −4.44 eV and
−5.67 eV for the hydrogen and oxygen evolution, respectively. Using the HSE06
functional we obtain −4.87 eV for the energy level of the conduction band min-
imum (CBM) and −6.17 eV for the valence band maximum (VBM) relative to
the vacuum level. Clearly, the CBM is unable to drive the hydrogen evolu-
tion. Applying a compressive strain of 4% increases the CBM and VBM levels
to −4.24 and −5.88 eV, respectively, perfectly straddling the redox potential en-
ergies of water with a similar overpotential of 0.2 eV for the hydrogen and the
oxygen evolution. The bandgap type remains direct under compressive strain.
Photocatalyst with direct bandgaps are generally preferred due to their better
optical absorption. The fact that only few existing materials possess both a di-
rect bandgap and suitable band edge positions underlines the importance of our
prediction that strained single-layer CrS2 is a potential photocatalyst.
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Table 10.2: Elastic constants and piezoelectric coefficients of single-layer
CrS2. The elastic constants C11 and C12 are in units of N/m.
The piezoelectric coefficients e111 and d111 are in units of 10−10
C/m and pm/V, respectively.
C11 C12 e111 d111
CrS2 120 32 4.72 5.36
10.4.4 Piezoelectric Properties
A recent study shows that transition-metal dichalcogenides possess sizable
piezoelectric coefficients [35]. Additionally, the study predicts an interesting
trend that the piezoelectric coefficients increase across each chalcogenide fam-
ily from W to Mo. To this end, we expect that single-layer CrS2 exhibits even
larger piezoelectric coefficients than MoS2 and WS2. To corroborate this expecta-
tion, we calculate the piezoelectric coefficients e111 and d111 defined as e111 = ∂P1∂11
and d111 = e111C11−C12 , respectively. Here P1 is the macroscopic polarization along
the armchair direction of the lattice, and 11 is the mechanical strain along the
same direction. Several methods including the density functional perturbation
theory (DFPT) and the modern theory of polarization (MTP) can be used to
calculate P1 [57, 207]. We employ the DFPT for the calculations of e111. As a
benchmark test, we determine e111 for single-layer MoS2 as 3.48×10−10 C/m, in a
good agreement with the reported 3.64×10−10 C/m calculated according to the
MTP [35]. Table 10.2 shows that both piezoelectric coefficients, e111 and d111, are
significantly larger than those of single-layer MoS2 [35], suggesting a stronger
piezoelectric coupling in single-layer CrS2.
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10.5 Summary
We have predicted a previously unreported bulk CrS2 phase that is stable in the
2H structure against competing phases and have shown that single-layer CrS2
exhibits a competitive low formation energy and is mechanically, dynamically,
and thermally stable. We find that single-layer CrS2 has prominent electronic
and optical properties, such as an optical bandgap of 1.30 eV, a direct funda-
mental gap of 1.75 eV, valley polarization, and strong optical absorbance. Ap-
plying compressive strains can tune the bandgaps and optical absorbance, such
that single-layer CrS2 could become a promising photocatalyst for water split-
ting. Finally, we predict large piezoelectric coefficients for single-layer CrS2. We
believe that our findings will stimulate experimental interests in synthesizing
this single-layer material.
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CHAPTER 11
OUTLOOK
Over the next decade, single-layer materials are expected to have a great im-
pact on a wide range of applications from electronic devices to energy conver-
sion. The procedure of computational characterization described in this paper
enables the efficient screening of novel single-layer materials and provides valu-
able guidance for experimental efforts. In addition to these opportunities, four
challenges arise that are described here.
First, as mentioned in Chapter 2, most of the input structures for compu-
tational simulations originate from their three-dimensional parent structures
that can be found in the ICSD. The success of this approach relies somewhat
on serendipity and there are likely many other single-layer materials awaiting
discovery, whose structures and compositions have no three-dimensional coun-
terparts. To this end, smarter structure-search algorithms such as genetic algo-
rithm [208] are helpful to identify these ’orphan’ single-layer materials.
Second, recent studies have shown that stacking different single-layer mate-
rials atop each other leads to van der Waals heterostructures that possess great
promise for desired electronic properties [180]. Because of the non-epitaxial na-
ture of these heterostructures, the requirement of periodic boundary conditions
in computational characterization methods leads to the need to employ large
commensurate simulation cells with a drastic increase in the number of atoms
for the calculation. This increases the computational cost, which may make ac-
curate calculations of electronic and optical properties with methods such as
solving the BSE prohibitive.
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Third, studying the interactions between single-layer materials and sub-
strates would benefit from more accurate van der Waals functionals, which in-
deed remain a long-standing challenge to the computational materials commu-
nity.
Finally, the computational tools employed in most studies of single-layer
materials are limited to DFT-based techniques. However, other theoretical
methods such as quantum Monte Carlo method and molecular dynamics sim-
ulations are also useful for characterizing single-layer materials. Therefore, it
is necessary to incorporate a multi-scale modeling strategy into the framework
shown in Fig. 2.1 in order to thoroughly characterize emerging single-layer ma-
terials.
The rapid emergence of novel single-layer materials, with a broad range of
properties suitable for many applications, presents the exciting opportunity for
materials science to explore an entirely new class of materials. This comes at the
time when mature computational methods provide the predictive capability to
enable the computational discovery, characterization, and design of single-layer
materials and provide the needed input and guidance to experimental studies.
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Crystal structures and lattice parameters of bulk HgO. Table A.1 lists the calculated
lattice parameters for different structures of HgO shown in the Inorganic Crys-
tal Structure Database [100]. The space group information and lattice parameter
are given for each phase, along with the Wyckoff positions for the atoms. As
seen from the total energies, The Imm2 and P1¯ phases are degenerate in en-
ergy and much higher in energy than the other phases, indicating that they are
not stable structures. The orthorhombic Pnma phase is the most stable form
of HgO. Therefore, its total energy is used as the reference energy to calculate
the formation energy of single-layer HgO as reported in the text. In this phase,
the experimental lattice constants are a = 6.613 Å, b = 5.521 Å and c = 3.522 Å
and the experimental Wyckoff positions for the Hg and O atoms are Hg 4(c)
0.1136 0.2500 0.2456 and O 4(c) 0.3592 0.2500 0.5955 [100]. Our calculated lattice
constants and Wyckoff positions are within 1.5% of the experimental values,
verifying the refined crystal structure.
Band structures of single-layer oxides. We use the HSE06 functional to calculate
the band structures of single-layer BeO, MgO, CaO, ZnO and HgO, which are
shown in Fig. A.1
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Figure A.1: Band structures of single-layer BeO, MgO, CaO, ZnO, and
HgO.
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Table A.1: Crystal structure and energy of various reported structures of
HgO. The optimized lattice parameters are given in units of
Å and the energy is given relative to the lowest energy struc-
ture with space group Pnma in units of eV per molecular unit of
HgO.
Structures Space group a b c Etot Wyckoff positions
orthorhombic Pnma (62) 6.71 5.49 3.56 -5.653 Hg 4(c) 0.115 0.250 0.248
O 4(c) 0.364 0.250 0.592
orthorhombic Imm2 (44) 3.36 5.13 3.43 -5.421 Hg 2(a) 0.0 0.0 0.085
O 2(b) 0.0 0.5 0.085
trigonal P3221 (154) 3.59 3.59 8.75 -5.645 Hg 3(a) 0.0 0.746 0.333
O 3(b) 0.475 0.0 0.167
trigonal P3121 (152)) 3.60 3.60 8.76 -5.649 Hg 3(a) 0.254 0.0 0.333
O 3(b) 0.525 0.0 0.833
monoclinic P1¯ (2) 6.92 5.50 6.84 -5.421 Hg 2(i) 0.118 0.250 -0.126
Hg 2(i) 0.117 0.250 0.373
Hg 2(i) -0.382 0.251 -0.124
Hg 2(i) -0.383 0.251 0.376
O 2(i) 0.366 0.250 0.045
O 2(i) 0.36491 0.250 -0.455
O 2(i) -0.133 0.250 -0.296
O 2(i) -0.134 0.251 0.204
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Phonon spectra of single-layer oxides. Figure A.2 shows the calculated phonon
spectra of the six single-layer oxides. The phonon spectra are determined us-
ing the Phonopy [117] package with the force constants calculated by density
functional perturbation theory as implemented in VASP [57, 101]. We calculate
the Born effective charges and the permittivity, and include them into the non-
analytical term of the force-constant matrix. We use a cutoff energy of 500 eV to
ensure convergence, particularly of the low-energy phonon modes. Our calcu-
lated phonon spectrum of single-layer ZnO agrees well with a previous study by
Ciraci et al. [209] As can be seen, among all six single-layer oxides, only single-
layer HgO is dynamically unstable. Following the unstable modes of HgO, we
identify an 8-atom reconstruction that lowers the energy by 0.2 eV/atom result-
ing in a formation energy of only 11 meV/atom above the bulk phase. The band
gap of the reconstructed HgO structure is 1.89 eV calculated with the PBE func-
tional. Figure A.3 shows the reconstructed single-layer structure, which consists
of parallel zig-zag lines of Hg and O atoms, similar to the bulk crystal structure
of HgO.
Band alignment with reference to graphene. We calculate the valence band mini-
mum (VBM) and conduction band maximums (CBM) of the single-layer oxides
Table A.2: Conduction band minimum and valence band maximums
(CBM and VBM) in units of eV) with reference to graphene’s
Fermi level.
Structures BeO ZnO CdO HgO BN
CBM 3.24 1.49 0.76 -0.96 3.83
VBM -3.58 -1.81 -1.31 -1.15 -2.27
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BeO, ZnO, CdO, and HgO as well as for BN with reference to graphene’s Fermi
level. The calculations are performed with the HSE06 functional. For HgO, both
the CBM and VBM are lower than the Fermi level of graphene, indicating an
electron transfer from graphene to HgO in the graphene/HgO heterostructure.
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Figure A.2: Phonon spectra of single-layer BeO, MgO, CaO, ZnO, and
HgO.
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Figure A.3: Reconstructed structure of single-layer HgO. The structure has
space group Pbam (55) with 8 atoms in the unit cell, and the
structural parameters are a = 7.02 Å, b = 6.62 Å, r = 2.03 Å and
θ = 109.2◦.
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Method of calculating band gap center energy. Figure B.1 shows the average
electrostatic potential for single-layer GaSe along the direction perpendicular to
the layer calculated using the HSE06 functional. Shifting the energy scale, such
that the vacuum level is set to zero, determines the alignment of the CBM and
VBM energy levels for different materials. The band gap center energy is given
by the average of ECBM and EVBM.
Band alignments of single-layer MX with reference to water’s redox potential. Fig-
ure B.2 shows the band alignments of single-layer MX and MoS2 with reference
to water’s redox potential calculated using the G0W0 approximation to obtain
the band gaps. Similar to the HSE06 results shown in Figure 6.5 in Chapter 5,
the results of band alignments using the G0W0 band gaps suggest that single-
layer MX and MoS2 are potential photocatalysts for water splitting.
Strain effects on the band structure of single-layer GaSe. Figure B.3 shows the
band structures of single-layer GaSe at the strains of −4% and +4%. As can be
seen, at the strain of −4%, the conduction band maximum (CBM) occurs at the K
point. At the strain of +4%, the CBM switches to the Γ point. The change of band
edge positions leads to the discontinuities of the curves shown in Figure 6.7 in
Chapter 5.
Enthalpy of solvation. When a solid ionic compound AB(s) dissolves in water,
the following solvation reaction establishes the equilibrium concentrations of
the dissolved ions
AB(s)
 A+(aq) + B−(aq). (B.1)
153
0 3 6 9 12 15 18−15
−10
−5
0
Distance (Å)
En
erg
y (
eV
) CBM
BGC
VBM
Figure B.1: Average electrostatic potential (red curve) of single-layer GaSe
along the direction perpendicular to the layer calculated with
the HSE06 functional. The vacuum energy level is set to zero.
The conduction band minimum and valence band maximum
(CBM and VBM) are shown, along with the band gap center
(BGC) energy. All these three energy levels are with reference
to the vacuum level.
Here, A+(aq) and B−(aq) represent A and B ions in an aqueous solution, respec-
tively. The solubility product Ksp of the solvation reaction is given by the Gibbs
energy of solvation ∆Gsolv. In our following analysis, we assume that the en-
tropy of solvation is similar for the various monochalcogenide systems and sev-
eral other reference systems. To calculate the enthalpy of hydration, ∆Hsolv, we
decompose the reaction (B.1) into two steps. First, the solid compound is sepa-
rated into isolated gas atoms, i.e.
AB(s)
 A(g) + B(g), (B.2)
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Figure B.2: Band alignments of single-layer MX and MoS2 with reference
to water’s redox potential calculated using the G0W0 approxi-
mation.
where A(g) and B(g) are isolated A and B atoms in gas state. The enthalpy
change of reaction (B.2), i.e. the cohesive energy of the AB compounds, ∆Ecoh, is
calculated using the PBE functional as implemented in VASP code. In the sec-
ond reaction shown below, the gas atoms are ionized and subsequently solvated
in water,
A(g) + B(g)→ A+(aq) + B−(aq). (B.3)
To calculate the enthalpy ∆Hhyd of this reaction, we calculate the energy of the
isolated atoms and of the hydrated ions using Gaussian09 [158, 60]. The aug-cc-
pVQZ basis sets are used for all calculations and for the heavy atoms Cd, In, and
Te we use effective core potentials [156, 157]. The energy of the solvated ions is
calculated using several explicit water molecules and the SMD solvation model
for the solute-solvent interactions [158]. We find that two water molecules are
required to converge the hydration energy ∆Hhyd to 5 kJ/mol. Ions in solution
can lower their energy by forming pairs [163].These ion associations are more
likely to occur for larger cations and ions with multiple charges. We estimate
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Figure B.3: Band structures of single-layer GaSe at the strains of −4% and
+4%.
the energy of associated ions by calculating the energies of cation/anion pairs
solvated using the SMD model. The enthalpy of solvation is given by the sum
of the cohesive energy ∆Ecoh and the enthalpy of hydration ∆Hhyd.
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Using single-layer SnS2 as an example, this appendix describes the four steps of
calculations used to solve the Bethe-Salpeter Equation (BSE) as implemented in
VASP. The main output of these calculations is the optical spectrum shown in
Fig. 8.5.
Within all the four steps, three common files includingKPOINTS, POSCAR,
and POTCAR are used. The input tags in these three files are shown below:
KPOINTS
SnS2
0
Gamma
18 18 1
POSCAR
SnS2
1.00000000000000
3.2011845345179681 -1.8482047527296159 0.0000000000000000
0.0000000000000000 3.6964095054592310 0.0000000000000000
0.0000000000000000 0.0000000000000000 18.0000000000000000
S Sn
2 1
Direct
0.6666666666666643 0.3333333333333357 0.9178119550298831
0.3333333333333357 0.6666666666666643 0.0821880449701169
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0.0000000000000000 0.0000000000000000 0.0000000000000000
POTCAR
The S GW and Sn d GW pseudopotential files are used in the calculations
However, the INCAR files are slightly different in each step. Step 1 is a standard
self-consistent DFT calculation using the PBE functional. The corresponding
INCAR file contains the following tags:
INCAR
ENCUT = 400
PREC = ACCURATE
IBRION = -1
EDIFF = 1.0E-6
ISMEAR = 0
SIGMA = 0.05
NPAR = 4
Step 2 aims to obtain wavefunction derivatives by the density functional per-
turbation theory. The corresponding INCAR file is as follows:
INCAR
ENCUT = 400
PREC = ACCURATE
NBANDS = 192
IBRION = -1
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ISMEAR = 0
SIGMA = 0.05
NEDOS = 2000
ALGO = Exact
LOPTICS = .TRUE.
Step 2 contains a new parameter NBANDS. A G0W0 calculation requires a large
amount of vacant bands. Although there is no direct convergence criterion of
selecting NBANDS, a general rule is to push the computer limit, i.e. using as
many vacant bands as possible. Note that step 2 is a time-consuming process,
as the eigenvalue problem is solved exactly.
Step 3 provides quasiparticle energies through a G0W0 calculation. The IN-
CAR file is shown below:
INCAR
ENCUT = 400
PREC = ACCURATE
NBANDS = 192
IBRION = -1
ISMEAR = 0
SIGMA = 0.05
ALGO = GW0
ENCUTGW = 200
NOMEGA = 128
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The key parameters in Step 3 are ENCUTGW and NOMEGA. The former pa-
rameter specifies the energy cutoff for response function while the latter one
specifies the number of frequency grid points. These parameters have been
checked so that the quasiparticle bandgap is within an accuracy of five meV as
opposed to the one using smaller values.
Step 4 is the last step of solving the BSE. After this step, the information of
the dielectric constant can be found in the output file named vasp.xml. The
INCAR file for this step reads as:
INCAR
ENCUT = 400
PREC = ACCURATE
NBANDS = 192
IBRION = -1
ISMEAR = 0
SIGMA = 0.05
CSHIFT = 0.05
ENCUTGW = 200
NOMEGA = 128
ALGO = BSE
LBSE = .TRUE.
NBANDSO = 12
NBANDSV = 16
NEDOS = 3000
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Three important parameters are involved Step 4. They are NBANDSO,
NBANDSV, and CSHIFT, respectively. NBANDSO and NBANDSV repre-
sent the number of occupied and unoccupied bands considered for solving the
BSE. The criterion of choosing NBANDSO and NBANDSV is that the optical
absorption peak positions must be almost identical to the peak obtained from
using different values of these two parameters. CSHIFT is a broadening param-
eter normally ranging from 0.025 to 0.1 eV. Smaller values of CSHIFT will make
the absorption peak position sharper. Larger ones will broaden the absorption
peak. However, the peak positions are not affected by the settings of CSHIFT.
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K-meshes. K-meshes used for optimizing the
√
3a × a, 2a × 2a, √3a × √3a, and
2H and 1T ′ heterostructure are 32× 48× 1, 24× 24× 1, 32× 32× 1, and 1× 18× 1,
respectively. The k-meshes for the calculations of the density of states for the
four structures are 32× 48× 9, 24× 24× 9, 32× 32× 9, and 4× 36× 1, respectively.
Band structure of 2HMoS2. Figure D.1a shows the band structure of 2H single-
layer MoS2. As can be seen, 2H MoS2 presents a PBE bandgap of 1.67 eV, consis-
tent with previous calculations and a slight underestimation of the experimental
optical bandgap of 1.90 eV [160, 86]. Including the spin-orbit coupling results
in the band structure shown in Figure D.1b. We observe that the splitting mag-
nitude of the valence band maximum at the K point is 0.149 eV, agreeing well
with a reported value of 0.146 eV [194].
Density of states of 1T MoS2. Figure D.2 shows the total and projected density
of states of single-layer 1T MoS2. Clearly, the total density of states (TDOS) of
single-layer 1T MoS2 is dominated by the Mo 3d and S 4p states.
Phonon spectrum of 2H MoS2. Figure D.3 shows the phonon spectrum of 2H
single-layer MoS2. No imaginary frequencies are observed, confirming the dy-
namical stability of 2H MoS2.
Density of states of single-layer MoS2 with various CDW structures. Consistent
with the band structures shown in the text, the density of states shown in Fig.D.4
confirms that the
√
3a × a structure has a Dirac cone, while the 2a × 2a and
√
3a × √3a structures are semiconductors.
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Figure D.1: Band structures of single-layer MoS2 with the 2H structure cal-
culated (a) with and (b) without the spin-orbit coupling.
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Figure D.2: Density of states of single-layer MoS2 with the 1T structure.
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Figure D.3: Phonon spectrum of single-layer MoS2 with the 2H structure.
The imaginary part of the electric susceptibility. The nesting function, which
is the imaginary part of the electric susceptibility at ω=0, χ′′(q), is calculated
according to the following equation [196],
lim
ω→0
χ′′(q, ω)/ω =
∑
k
δ(εk − εF)δ(εk+q − εF), (D.1)
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Figure D.4: Total density of states of single-layer MoS2 with different re-
constructed structures.
where εF is the Fermi energy. A 100 × 100 × 1 k-mesh is used to calculate both
the real and imaginary parts of susceptibility, resulting in 10000 k points in the
primitive cell of the reciprocal lattice.
2H/1T ′ heterostructure. Figure D.6 illustrates the interface structure after the
geometry optimizations with a force tolerance of 0.025 eV/Å. Similar to the
definition of grain boundary energy of single-layer MoS2 [198], we define the
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Figure D.5: The imaginary part of susceptibility of 1T single-layer MoS2.
interface energy Eint as,
Eint =
E2H/1T ′ − 1/2(E2H + E1T ′)
2l0
, (D.2)
where E2H/1T ′ , E2H, and E1T ′ are the total energies of the heterostructure, the
2H structure, and the 1T ′ structure, respectively. l0 is the interface length in the
simulation supercell. All energies are calculated with 18 rectangular cells, two
of which are illustrated in Fig. D.6.
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Figure D.6: Top view and side view of the 2H/1T ′ heterostructure after ge-
ometry optimizations. Rectangular cells of 2H and 1T ′ struc-
tures are illustrated by enclosed dashed lines.
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