Abstract: Field mapping is an accurate but also time consuming method of detailed mapping of habitat types. Levels of habitat types are usually hierarchically nested at several levels. Our main research question therefore is: 'How detailed can be modelling of habitat types with decision trees and digital data in karst landscape?' Similar to studies in other (non-karst) environments we explored the basic properties of the habitats in Dinaric Karst study region (Classical Karst in Southwest Slovenia) and tested modelling of habitat types at three different levels of detail. To seek for the best set of predictor variables we used RapidEye satellite images, airborne images and digital elevation model. We prepared more than 60 explanatory variables and divided habitat polygons into training and testing samples to validate the results. The results proved that modelling with decision trees in Dinaric Karst landscape does not result in high accuracy at high detailed levels. Due to the presence of mine fields in the large area of Dinaric Karst (e.g. in Croatia and Bosnia and Herzegovina) the field mapping in this area is difficult therefore the findings from this study can be used for further development of mapping through remote sensing.
Introduction
Typologies of the environment, including those presenting habitat types, have different purposes such as making inventory, assessing, monitoring, managing, planning, predicting, sampling, modelling, presenting, and analysing the environment [1] [2] [3] [4] [5] [6] [7] . Classifications help us to reduce the complexity of the natural world [8] and help us to understand it better. An overview of the environment and its characteristics is necessary [9] .
One of the most extensive habitat monitoring scheme in Europe is arguably the Natura 2000 programme, where each European Union (EU) member state develops its own guidelines for field-based conservation status monitoring. These guidelines require detailed surveying of many ecologically relevant variables, most of these classically considered out of reach for remote sensing [10] . Therefore, detailed field mapping of habitats is still the most established and still the most accurate method for mapping, classifying and monitoring Natura 2000 habitats. This method is also in use for karst landscapes. Remote sensing is a well-established method in global land cover mapping [e.g. 3, [11] [12] [13] . Due to constant technological development, it must be constantly tested also for mapping of habitat types [e.g. [14] [15] [16] . Besides, remote sensing plays an increasing role in ecology, biodiversity, and conservation research [17] .
Beginning with simple, often subjective, hand-drawn maps, habitat mapping now involves complex species distribution models using mapped predictor variables derived from remotely sensed data [18] . In addition, hyperspectral imaging enables an accurate mapping of vegetation classes up to a certain detail, but the availability and spatial resolution of even the most advanced airborne hyperspectral sensors limits the differentiation of certain fine scale vegetation characteristics, needed to assess the local conservation status of habitats in a spatially explicit manner [19] . Therefore, we can add additional datasets to improve differentiating. For example, remote sensing data and topography data are widely used in modelling of land cover [20] as well as in detailed mapping of habitats and species distribution [21] . Very-high spatial resolution air-borne imaging spectrometry has shown its ability to map species composition with extremely high accuracy. This technology is still only available for dedicated, small-scale surveys, but wherever complemented with ground data it delivers maps of unprecedented thematic (and especially taxonomic) detail, highly relevant for habitat quality mapping [22] .
Several authors have shown that modelling with high resolution multispectral satellite and airborne images in combination with topographic data can deliver up-to-date land-cover classifications for land resource planning, biodiversity studies, regional or global biogeochemical cycle, environmental change [23] [24] [25] [26] , and detailed habitat monitoring in remote tropical [18] , desert [19] and in dangerous military or war landscapes [27] . The inclusion of topographic data for assessing vegetation diversity has already been performed in past researches [28] .
An examination of above mentioned research cases shows that different modelling techniques may be used for classification of habitats and land cover types. A list of different methods for land cover classification was presented also by [29] , nevertheless decision trees are one of the most frequently used methods for habitat modelling. The method has already been used for modelling of potential habitat for black poplar (Populus nigra L.) [30] , modelling of heathland vegetation [19] , different shrub and tree species [31, 32] , forest cover [33] , invasive or exotic plant species [34, 35] , grassland use intensities [36] , habitat types [14] , marine biotopes [37] , plant distribution in marshes [15] , abundance of taxonomic group of organisms [38] , and wetland habitats [16] . Although decision trees are robust to variables (correlation, noise etc.) there are few researches that also used variable evaluation before the modelling [34] .
It has been proven that the classification of satellite images is an efficient tool when determining the land cover in the Classical Karst region [11] , which is a part of broader Dinaric Karst region. However, according to our knowledge there is no further research on more detailed typological level of habitat types when dealing with Dinaric Karst landscapes of South East Europe, beside that only Slovenia has established national system for habitat mapping and monitoring. Due to remaining mine fields, some parts of southern Dinaric landscapes, especially in Croatia and Bosnia and Herzegovina, are extremely dangerous for field research and economic activities [39] . Some projects of habitat mapping are already in progress and researchers have already faced with this threat ("Terrestrial Habitat Mapping of the Republic of Croatia, World bank project ID: P111205"). Therefore the use of remote sensing and geographic information system (GIS) methods is unavoidable.
Modelling of habitats in Dinaric Karst and Mediterranean is in preliminary phase, few papers are focused on animal habitat modelling [40, 41] or land cover [12] , but no comparable research on modelling mosaicked karst habitats has been published so far. Therefore, established methods reported above are not completely transferable to highly mosaicked and biodiversity rich karst landscape due to high land (karst landscape with dolines) and consequential habitat fragmentation, small land plots, land cover changes in short distance and underground hydrology.
Regarding this, the main objective of the paper is to analyse and compare habitat type modelling with decision trees, at different scales in Dinaric Karst landscape. The main research question is: »How detailed can modelling of habitat types be?«. Our aim is to explore the possibility and accuracy of mapping habitats in Dinaric Karst by using multispectral and topographic Earth observation data combined with field data. We used two established typology schemes: detailed Classification of Slovenian habitat types -HTS (si. habitatni tipi Slovenije) and general Land cover typology by Food and Agricultural Organisation of United Nations Land Cover Classification Scheme -FAO-LCCS. We made a translation from more detailed habitat typology to more general land cover typology and created series of typologies at three hierarchical levels. Then we modelled typology at each level.
Study area and data

Dinaric Karst study area and habitat characteristics
Dinaric Karst landscapes are extending over two EU member countries (Slovenia and Croatia) and non-member countries of Western Balkans that were included in past war conflicts on Balkan in 1990s. Consequently, many unknown mine fields unable safe and professional field mapping of habitats that should be in the near future included in EU Natura 2000 protected area system. This is the largest continuous karst landscape in Europe [42] . We explored the basic properties of the existent karst habitats by studying Slovene Dinaric Karst (Figure 1 ). The study area is spreading over a 24 km 2 of Slovenian region
Kras. The area is characterized by its karst phenomena (dolines, caves, and underground hydrology) which contribute to the formation of rough stony terrain, high biodiversity, high land cover diversity and habitat fragmentation [11] . Karst habitats are characteristic for landscapes that are formed in carbonate rocks. The absence of sur- face water due to predominant groundwater discharge, the presence of specific concave karst landforms (dolines) and distribution of fertile soils in dolines caused traditional land use patterns where cultivated dolines and grasslands prevail. The study area is sparsely populated and overgrowing process is intensive, which makes it harder to distinguish between bushy and forested habitat types in different succession stages. In only 250 years an almost treeless stony grassland landscape was converted to a forest-dominated landscape [44] .
In the past, the dry stony pastures with low sedge and rock knapweed (Carici humilis-Centaureetum rupestris) were formed on shallow soils due to grazing.
In slightly deeper soils with less pronounced stoniness and with more humus, dry and semi-dry grasslands have been formed through mowing and been used as meadows and pastures alternatively. Plant communities of the alpine oatgrass and villous viper's grass (DanthonioScorzoneretum villosae) were formed in this area, and are considered as the most diverse grassland communities.
These grasslands are being overgrown in many places, however they are still better preserved than pastures. Xeromesophile meadows where tall oatgrass (Arrhenatherum elatius) and hay meadows are common on sites with deeper soils.
In valleys with deepest and most fertile soils wet meadows with tall oatgrass can be found, which are regularly fertilized and mowed three times a year. This association is mainly formed on the surfaces that have been arable land in the past. Arable lands are nowadays declining. Around the villages there are still vegetable gardens and fields. In the villages, there are still common tall-tree orchards, while vineyards are less present. The development of human infrastructure has changed a large area of these cultural landscapes. The highway has fragmented the landscape. The habitats in its immediate vicinity have been changed, and are dominated by ruderal communities. Unrestrained expansion of craft zones around settlements [45] has destroyed the natural habitats in the bottom of the cultivated dolines by infilling dolines with waste, be- 
Source data and derived variables
The study was based on several vector and raster data sources (Table 1) . We used habitat type maps produced by field mapping during vegetation period in 2011. Colour aerial images in the scale of 1:2,000 and 1:4,500 were used as a base map for field mapping [45] . Mapping was based on the HTS classification which was adapted from "A classification of Palaearctic habitats" (catalogue of habitat types organized according to CORINE methodology, intending to increase knowledge of the diversity of Europe's habitats [46] ). We collected raster data with high spatial resolution: 6.5 m RapidEye satellite images (provided by Blackbridge, now Planet), 0.5 m aerial images and 5 m digital elevation model (both provided by The Surveying and Mapping Authority of the Republic of Slovenia). Digital elevation model vertical accuracy is between 1 (open landscape) and 3 m (forested area). They were used for the derivation of different explanatory variables -different vegetation and relief indexes, such as site exposure index (see Table 1 for complete list).
Aerial images and digital elevation model were already prepared for the analysis. However, RapidEye images needed additional processing (geometric and radiometric correction) before their usage. The study area was covered by two RapidEye images, taken in spring and summer of two consecutive years (2011-04-20 and 2012-08-18). The processing of satellite images has been performed with STORM-a fully automatic image processing chain developed by our group [47] . The images were first geometrically corrected by automatic extraction of ground control points (GCPs) and matching images onto reference roads, followed by sensor modelling with orthorectification. In the next step the images were radiometrically correctedatmospheric corrections have been applied. We used AT-COR 2 (Atmospheric & Topographic Correction, version 2) to eliminate the effects of the atmosphere such as scattering and haze, and to define the extent of clouds and cloud shades. Several products have been calculated from the images once the pre-processing was completed. We computed the normalized differential vegetation index (NDVI) and the Red Edge NDVI (normalized difference of near infrared (NIR) and red edge bands) in order to get information on vegetation health and level of greenness. Near infrared band was also determined as very useful by previous research [26] .
All of the explanatory variables were available in raster format with different resolutions varying from 0.5 to 6.5 m. Data on habitat types was the only vector layer (the dependent variable). Each patch was represented by individual polygon and encompassed at least few raster cells. Therefore we assigned information on mean and standard deviation value of specific part of each raster layer to each patch (polygon of habitat type). This resulted in a large database with 61 independent variables (30 different variables with 2 different statistics -mean and standard deviation). Aspect was the only variable with one statistical value (majority). In the case of aspect, the numeric values for mean and standard deviation would be misleading (1 ∘ is similar to 360 ∘ , but has completely different value).
Therefore, we divided aspect into 8 categories (N, NW . . . ) and calculate the majority class for each polygon. In this way we obtained the information about the prevailing aspect direction for each unit. The polygon area was also a variable. Table 3 shows a complete list of variables.
Determination of classification levels and decision trees methodology
Translation from habitat to land cover classification scheme
While the conversion from land cover classification to habitat classification or vice-versa can be of great utility, differences in definitions and criteria have so far limited the establishment of a unified approach [54] . In this chapter we explain the translation from detailed HTS habitat typology to more general FAO-LCCS land cover typology for the study area. Land cover data at the European and global levels (e.g. Corine Land cover and FAO land cover maps) are the closest approximation of habitat type maps for Dinaric Karst region. HTS habitat classification was adapted to the diversity of habitats existent in Slovenia [55] . Habitats mapped in the field were divided into 51 types and then grouped into 20 types.
FAO developed a Land Cover Classification System (LCCS) [56] . It is based on a set of diagnostic criteria for a parametric classification approach. The system has two stages: the dichotomous phase (where a dichotomous key identifies 8 major land cover categories) and the modular hierarchical phase (which is open ended and where a set of environmental classifiers allows the definition of more detailed land cover classes) [57] . FAO-LCCS was considered by Tomaselli et al. [54] as an appropriate classification scheme for long-term monitoring of the conservation status of habitats.
The translation from HTS habitat types to FAO-LCCS land cover classes generated comparative level with 7 land cover types. Both original level and comparative level are presented in Table 2A .
We limited our research to vegetated areas. Therefore, we selected suitable (vegetated) types at each level. All the categories/types used in the analysis are separately listed in Table 2B for each level (detailed habitat level, comparative level, and general land cover typology).
It is evident that the habitat typology of HTS arises from the need for evaluation and conservation, while in FAO-LCCS categorization of land cover the anthropogenic aspect is at the forefront. As an example of discrepancies we selected four habitat types on the level of HTS. 3) . In terms of land cover the mentioned type 81 is much closer to the type 38. Hence it is very difficult to distinguish between these types using remote sensing.
According to this and in order to harmonize with the FAO-LCCS we placed these two types, on the comparative level (HTS/FAO-LCCS), into one category Artificial/harvested grasslands (type 1.2.4), the remaining three types (83, 84 and 85) were placed in Artificial trees and dry grasslands (type 1.2.5). Similarly, we included the Humid grassland and tall herb communities (type 37) and the Water-fringe vegetation (type 53), which in HTS habitat typology are classified in two different types, in the same type -Wetland (type 1.1.2). For all the other categories the grouping in the transition from one to another categorization was less demanding.
The problematic category division resulting in the great variability of land use is one of the main characteristics when classifying satellite imagery of the Karst region [11] . The problem, which is a result of the fragmented land division, different land use types and rapid over- growing of the Karst region, is especially evident, because meadows can be detected through thin bushes that create a similar spectral signature. Kokalj and Oštir [11] pointed out the problem in classification and distinguishing between field, bushes or meadows.
Supervised modelling with decision tree method
A decision tree is a machine learning method. The main purpose of modelling with decision tree is to clearly describe the relationship between dependent or objective variable (variable we predict) and one or more independent explanatory variables. Explanatory variables are selected at each modelling level according to their information value or impurity measure (e.g. Gini coefficient) and then used to define subsets. A decision tree consists of internal (parent) nodes -attributes, edges -corresponding to subsets of attribute values, and terminal nodes (child nodes, leaves) -class labels. We can classify certain sample simply by moving from the top of the tree to final terminal node according to rules. With this method we can explain existing data and predict future values [58, 59] . Decision trees do not have specific requirements regarding probability distribution of variables. They can handle nominal (e.g. aspect class) and numeric (e.g. slope) variables, and are not influenced by redundant variables or noise. They do not demand high computation resources and results are easy to interpret. High accuracy can be achieved by using different combination of trees [60] . In this research we used decision trees with algorithm CRT (Classification and Regression Trees; [61] ) with Gini index as an impurity measure [59] . There are many possible settings (e.g. minimum number of units in nodes, number of levels, type of impurity measure, inclusion of pruning), thus we were forced into modelling with trial and error. 90% of polygons were used for modelling, and 10% were used for validation.
The selection of explanatory variables
Identifying the most useful variables for modelling landcover classes is a critical step [62] . If irrelevant data is removed from analysis, one can reduce costs and improve the implementation and understanding of models [63, 64] . However the selection of variables usually receives less attention than the choice of methods [65] . Decision trees automatically select the most informative variable at given node and thus are not affected by unnecessary less informative variables. Despite that fact we would like to maximize modelling success and to remove variables that are not prominent. Thus all data layers were analysed according to their usefulness for modelling habitats/land cover types. We assessed them based on the:
-relationship between each variable and habitat types, -correlation between variables.
To define a numeric objective relationship between each explanatory variable and habitat types classification we calculated information gain and gain ratio [58, 59, 66] . Information gain (InfoGain(A)) is defined as the amount of information, obtained from the explanatory variable, for determining the type of objective variable [59] . Gain-ratio is defined as information gain, normalized with the variable entropy [58, 59] . Both methods require nominal variables, thus our numeric variables were discretized (for details of discretization used in Weka software see [58, 67] and [68] ).
Pearson's and Spearman's coefficients were used to calculate correlation between the most prominent explanatory variables.
Selection of polygons
We examined the size of the polygons. Mapped habitat types (field mapping data) sized between 100 m 2 and 100,000 m 2 were included in the modelling. Polygons larger than 100,000 m 2 are mainly forested habitats, which have not been detailed mapped and therefore are highly heterogeneous. Polygons less than 100 m 2 are mostly very small areas of habitat types, which encompass only few cells and thus cannot represent individual habitat type.
Complete methodology overview
After defining proper classification levels, selecting suitable modelling technique and evaluating appropriate explanatory variables, we modelled habitat types (objective variable) with several explanatory variables. The whole process is schematically presented in Figure 2 .
Results and discussion
Variable selection
We calculated information gain and gain ratio for each explanatory variable at each of three levels. Then we calculated indexed values of the information gain and gain ratio for each variable according to the average value of all variables at given level. Finally, we derived general average value for each explanatory variable (Table 3) . On the basis of the highest values of information gain and gain ratio we can conclude that mean RapidEye band 5 (April), mean NDVI (April; bands 5, 4), and mean difference between August and April NDVI (bands 5, 4) are the most useful explanatory variables for classification of habitats and land cover. Relief indexes (e.g. heat load index and integrated moisture index) are less useful in our case. Among these the most prominent variable is mean altitude, and surprisingly aspect is one of the least important for habitat differentiation in karst landscape where a gently sloping hillside is prevailing.
In regard to the results of correlation analysis, both tests, Pearson and Spearman coefficient, gave similar results and we were able to drop large number of variables that were marked as redundant. After the complete evaluation of variables, we selected a group of variables with low correlation.
The assessment of variables resulted in the selection of 9 explanatory variables: There were 4 pairs with moderate correlation (>0.5 or <−0.5), however the rest of 36 pairs of variables had low correlation (Table 4) . Nevertheless, mean RapidEye band 5 (April), mean NDVI (August; bands 5, 4), and mean difference between August and April NDVI (bands 5, 4) were kept in the database due to their high informative value. As some authors [34] use collinear variables when modelling Complete methodology of the habitat modelling. Different raster data layers were derived on the basis of DEM, Rapideye images, orthophotos, and infrared orthophotos. After the variables evaluation 9 data variables were selected, which were the explanatory (independent) variables. Original habitat types classification (with 51 types; level A) was hierarchically reclassified into more generalized types (levels B, C and D). Models of habitat types were produced for levels B, C, and D on the basis of training sets. Validation set was used to evaluate modelling results. At the end comparison between the levels was performed. with decision trees and the method can handle correlated variables we assume that the use of low and moderate correlated explanatory variables in our study is not problematic.
Accuracy assessment
Modelling land cover at general level (FAO-LCCS; level D)
At the general level of classification of land cover (FAO-LCCS level) we modelled two types: Natural and seminatural vegetation (A12) and Cultivated and managed terrestrial areas (A11).
In the differentiation between these two types producer's and user's accuracies were between 75 an almost 90% (Tables 5, 6 , and 7). The agricultural landscape in the Dinaric Karst is being overgrown by natural vegetation. Therefore, it is difficult to distinguish between natural or anthropogenic grassland, which is overgrowing abandoned fields. This partly explains that the success of predictive models for Cultivated and managed terrestrial areas are always lower than the Natural and semi-natural vegetation. 
Modelling at comparative land cover level (level C)
At the comparative level we modelled the land cover in eight categories (Tables 8, 9 , and 10). 
Modelling at HTS habitats level (level B)
At this level we modelled 12 habitat types. The classification reached its maximum performance with the type Temperate heath and scrub, where 86.7% from training polygons and 70.2% from the testing polygons were placed in the correct habitat type (Tables 11, 12 and 13). This habitat type includes mixed grasslands and shrubs, therefore it was expected that the maximum of incorrectly classified polygons were indexed in the similar types, which represent grasslands or trees or the mixture of both. A higher modelling performance was achieved in the classification of Mesophile grasslands (67.9% for training sample and 57.0% for the test sample), which refer to anthropogenic grasslands. Higher modelling performance was also obtained for the classification of Lines of trees, From the observation of tables 11, 12, and 13 it is evident that some habitats, represented by a very small number of polygons (from 1 to 9 polygons), cannot be adequately modelled. These habitat types, such as wet habitat types, are rare in karst regions.
As we did not determine the importance of the land cover categories, those categories represented by a small number of patches are automatically deprived. Since there are several categories highly represented and these were at great extent correctly classified, the overall assessment of the classification has higher accuracy rate.
Comparison between levels B, C and D
Results from the comparison of the classification accuracies at different levels revealed that model accuracy decreases with the number of habitat type categories (Table 14). This is not surprising, and confirms previous findings [13] . The result was expected as the more detailed the classification is the more similar the categories are.
The comparison of the classification success at different scales for each polygon (Figure 3-5) shows that there There is a relatively high number of polygons which are falsely classified at least at two levels (48.4%). 7.1% of polygons are falsely classified at all three levels. The methods and data used in our research cannot assure highly accurate mapping of habitats in Dinaric Karst. It is possible to distinguish relatively well habitat types at very general level, where similar accuracies were achieved also in other environments with similar number (2 or 3) of categories [e.g. 19, [31] [32] [33] , but the success of correct classification at more detailed level does not give confident results.
The overgrowing of landscape is one of the major problems of the study area, resulting in the loss of the mosaic of habitats. Overgrowing also diminishes differences between certain types. Therefore, it is hard to define clear delineations even in the field.
Another reason for low accuracies is also the spatial resolution of data. Hofer [28] reported that topographic (relief) variability increases plant variability and Rapinel et al. [16] achieved better modelling results with lidar data. Therefore, we believe that higher resolution data should be used and tested also in karst areas.
Since this was one of the rare attempts of using remote sensing data in Dinaric Karst region, the research results can be presented as a basis for testing with other datasets (hyperspectral airborne images, lidar data) or in other countries within the region.
Conclusions
We can conclude that modelling of habitat and land cover types at several hierarchical levels for the study area on the basis of digital elevation model (5 m resolution), satellite images RapidEye (6.5 m resolution), and aerial images (0.5 resolution) did not achieve high accuracies. The highest accuracy (80%) was achieved at the general level with only two habitat types. At lower classification levels the accuracies were less than 70%. As expected, it is harder to model classifications with numerous types. Namely, the landscape is very diverse and larger number of habitat types is more difficult to model.
Producer's and user's accuracies for certain types rarely exceed 80%, as a result of similarity of habitat types. With the overgrowing of cultivated areas the differences between types are becoming even smaller. Therefore, the need to differentiate new types of habitats and land cover inside vegetated areas will arise.
In our case relief data with resolution of 5 m does not contribute to the modelling process and can be eliminated in further models of karst areas, especially when dealing with karst plateaus. Further improvements regarding relief data, could be achieved by using very high resolution laser scanning data, especially in highly karstified landscapes. Additionally, laser scanning would also provide data on vegetation height. With the increasing coverage of laser scanning data from national-scale surveys we expect lidarbased habitat quality assessment to allow a major step forward in regional-scale conservation.
