Abstract. A method of constructing covariant differential calculi on a quantum homogeneous space is devised. The function algebra X of the quantum homogeneous space is assumed to be a left coideal of a coquasitriangular Hopf algebra H and to contain the coefficients of any matrix over H which is the two-sided inverse of one with entries in X . The method is based on partial derivatives. For the quantum sphere of Podleś and the quantizations of symmetric spaces due to Noumi, Dijkhuizen and Sugitani the construction produces the subcalculi of the standard bicovariant calculus on the quantum group.
Introduction
The generalization of differential geometric concepts for Lie groups to quantum groups is ten years after the initiating work of S. L. Woronowicz (cf. [22] ) still a promising task. In this paper we propose an extension of Woronowicz's theory of covariant differential calculi on quantum groups to a certain class of quantum spaces. The Letter is organized as follows: Section 2 contains an account of the adopted notions and notations, a Woronowicz type classification theorem in a dual formulation and, as guiding example, a new approach to the 3-dimensional covariant differential calculi on the quantum 2-sphere of Podleś (cf. [1, 16, 17] ). In Section 3 the main result, Theorem 3, is proved and quantum spaces of Noumi, Dijkhuizen and Sugitani (cf. [3, 15] ) are described as examples. The covariant differential calculi constructed in these cases are shown to be the subcalculi of the standard bicovariant calculus on the corresponding quantum group (the chain rule is valid).
Definitions and general facts
We denote by H an Hopf algebra over C (the complex numbers) with comultiplication ∆, counit ε, antipode S and use Sweedler's notation: a (1) ⊗ a (2) = ∆(a), a (1) ⊗ · · · ⊗ a (Q+1) = a (1) ⊗ · · · ⊗ a (Q−1) ⊗ ∆(a (Q) ) for Q = 2, 3, . . . Likewise, we use Einstein's convention a i b i = i a i b i with respect to repeated lower case indices.
Let X be a subalgebra of H and a left coideal, i. e. ∆(X ) ⊂ H ⊗ X , which is what we call a function algebra of a quantum homogeneous space. Let (Γ, d) be a first order differential calculus on X , that is, Γ an X -bimodule and d : X → Γ a linear map satisfying d(a b) = da b + a db (Leibniz rule) such that Γ = Lin{a db | a, b ∈ X }. We require it to be covariant, i. e. the linear map (2) -reflecting the quantum group operation-to be well-defined. In the following we view differential calculi only up to isomorphisms.
We fix a basis e 1 , . . . , e M of a subcomodule of X . This means ∆(
In this paper we throughout restrict our considerations to the case
(This assumption serves as a substitute for Γ always being a free left module in the quantum group case.) The formulae da = ∂ i (a) de i and de
as consequences of the Leibniz rule. Thus, the ∂ i may be viewed as generalized skew-derivations which belong to a bialgebra of operators on X . If (Γ, d) is an inner calculus, that is, da = ω a − a ω for some ω = ω i de i , then the formula
It is important to note that, by covariance, the operators ∂ i , ∂ i j are determined by their values at the quantum group's identity, which is represented by the counit ε of H: (2) ). Applying id ⊗ ε, multiplying by S(π j i ) from the right and dealing with ∂ i j analogously we get
In the case of an inner calculus as before we have ε
The restricted dual of an algebra A, denoted by A
• , by definition consists of those functionals f on A for which finitely many functionals f i , f i on A exist such that, for all a, b ∈ A, the equation
• into a coalgebra, cf. [8] . • the covariant first order differential calculi on X satisfying condition (1) and
Proof. For a given first order differential calculus on X satisfying condition (1) we apply ε to the first equation of (2) and conclude
Conversely, suppose the set {χ 1 , . . . , χ M } complies with the specified conditions. We define ∂ 1 , . . . , ∂ M as in the statement of the theorem, thus χ i = ε•∂ i . From equation (4) and condition (1) follows the uniqueness up to isomorphism of the calculus to which the given set is assigned. To prove the existence, we set Γ = (X ⊗X )/ Lin{a⊗b−a ∂ i (b)⊗e i | a, b ∈ X } and define by a db = p(a⊗b) with canonical projection p : X ⊗ X → Γ the left module operation and the map d. Condition (1) follows from da = ∂ i (a) de i and the well-definedness of the linear maps a db → a ∂ i (b) on Γ, since ∂ i (e j ) = δ ij 1. We make Γ into a bimodule by defining its right module operation through the Leibniz rule da b = d(a b) − a db (note that d1 = 0 as ∂ i (1) = 0). The criterion for this to be well-defined,
, which ultimately follows from Lin{ε, χ 1 , . . . , χ M } being a right coideal and
Covariance is a consequence of equation (4).
Remark. The right ideal used in [22] is the orthogonal complement of the right coideal used here. Actually any right ideal R of X with ε(R) = {0} gives rise to a covariant first order differential calculus on X as in [22] . Indeed, set
It is however an open question whether this establishes a one-to-one correspondence.
In the case X = H we make the more specific assumption da = a ij du (4) and (5) become
Bicovariance means that the linear map a db → a (1) 
is well-defined. It can be shown to be equivalent to the condition
for all a in addition to left covariance, and then σ i1j1, i2j2
, is invertible and satisfies the braid equation
We will require H to be coquasitriangular, i. e. to be equipped with a universal r-form r : H ⊗ H → C:
The functionr = r • (S ⊗ id) is two-sided convolution inverse to r (that is, (2) )). One can show using (8) and a left convolution inverser of r that S is two-sided composition invertible,
In the cases 
Example 1: Quantum 2-sphere
Covariant differential calculi on the quantum sphere of Podleś which fulfil condition (1) appear in [1] . There, in fact, left and right is reversed, to which however the preceding explanations can be readily adapted. We view X = X c as a right coideal of H = O(SL q (2)), generated as an algebra by e −1 , e 0 , e 1 with ∆(e i ) = e j ⊗ π j i and c = ε(e −1 ) ε(e 1 ) : ε(e 0 ) 2 . We define the calculi by requiring da = de i a i with unique a i ∈ X c and
where the functionals χ k ∈ X
• c are specified below and χ −1 is the inverse of the matrix χ with coefficients χ ij = χ i (e j ).
For the parameter value c = c(3) = −q 6 /(q 6 + 1) 2 an irreducible 3-dimensional representation τ of X c exists (cf. [16] Prop. 4):
q 6 +1 B j,ik , where B j,ik is specified in [18] . The exceptional calculus for c = c(3) then emerges from χ i = ε(e j ) τ ij − ε(e i ) ε.
The standard calculus for parameter values c = −q 2 /(q 2 + 1) 2 results for c = 0 from χ i (a) = r(e i ⊗ a) − ε(e i ) ε(a), using the r-form of O(SL q (2)). Theorem 3 in the following section essentially is the statement that this formula and its variant for c = ∞ below generally define such calculi as those considered here. The matrix χ is singular exactly if c ∈ {0, −q 2 /(q 2 + 1) 2 } or q 4 = 1. The standard calculus and the exceptional one for c = c(3) both satisfy ε(e −1 ) ε(e 1 ) da = −q 4 /(q 4 − 1) 2 (ω a − a ω) with ω = (q 2 + 1) de −1 e 1 + de 0 e 0 + (q −2 + 1) de 1 e −1 .
Finally, we set χ i (a) = r(e i ⊗ ν(a)) − ε(e i ) ε(a) for the exceptional calculus in the case c = ∞, where ν is the covariant algebra automorphism of X ∞ with ν(e i ) = −e i . Here we have da = q 4 /(ε(e −1 ) ε(e 1 ) (q 4 + 1) (q 2 + 1) 2 ) (ω a − a ω).
Example 2: Quantum groups
Let H be one of the quantum groups
, using the r-form of H and a bicovariant algebra automorphism ν with ν(u i j ) = ζ u i j , ζ ∈ C, ζ N = 1 for SL q (N ) and ζ 2 = 1 else. We assume that the matrix φ with coefficients φ mn,ij = φ mn (u i j ) is invertible; this excludes a finite set of values for q (e. g.
. To obtain the standard bicovariant differential calculi we set ε•∂ kj = φ mn (φ −1 ) kj,mn in equation (6), cf. [6] .
Construction
We will require X to have the following property (for i, j, k in any finite set):
Lemma 2. Suppose one of the following definitions is applicable to X : 
Then X has the property (11).
Proof. We suppose that the second case with ∆(V) ⊂ H • ⊗ V is applicable and show that y ij ∈ X for y ij as in (11) . The other cases can be treated similarly. For ξ ∈ V we have
On the other hand y ik (1) x kl (1) ξ(y ik (2) x kl (2) ) = y ik x kl ξ(1), since y ik x kl = δ il 1. We multiply both results by y lj from the right and use x kl y lj = δ kj 1 to obtain y ij (1) ξ(y ij (2) ) = y ij ξ(1), thus y ij ∈ X .
Remark. That X is associated with a quantum subgroup is to say that the first case of Lemma 2 is applicable with p an Hopf algebra epimorphism. If H is faithfully flat as a left X -module and S is bijective, then also the first case is applicable, p being the canonical projection H → H/ Lin(H X + ) with 
Proof. From the first equation in (10) it follows that Lin{ε, χ 1 , . . . , χ M } is a right coideal of X
• , and ε•∂ i (e j ) = δ ij , ε•∂ i (1) = 0 hold by construction and the second equation in (10) . We show ∂ i (X ) ⊂ X , in view of Theorem 1 thereby the first assertion is proved. The equations a (1) ⊗ ν(a (2) ) = ν(a) (1) ⊗ ν(a) (2) , i. e. covariance of ν, and (8) give
For a = e i we get
Because of property (11) the coefficients of the two-sided inverse
To prove the second assertion, we note that ω i = b j y ji ∈ X and verify
Remark. The matrix χ in the preceding Theorem is surely singular if the functionals χ 1 , . . . , χ M are not linearly independent, as in the case of the quantum spheres of Vaksman and Soibelman. This case is treated in [20, 21] .
It is instructive to set up the construction in an alternative way, resembling that of Jurčo for quantum groups (cf. [7] ): We retain the notation of Theorem 3 and its proof. Let Γ be the free left X -module with basis γ 1 , . . . , γ M . We make it into a bimodule with the right module operation γ i a = r(ψ (2) , and the element ω = b i γ i is invariant, i. e. ∆ Γ (ω) = 1 ⊗ ω. One readily shows that da = ω a − a ω defines a covariant first order differential calculus on X . From the equations de i = x ij γ j and γ i = y ij de j one infers that the condition (1) is satisfied. The analogous reworking is possible also for the exceptional calculus for c = c(3) in Example 1 of Section 2; this leads to a free right X -module with basis γ 1 , γ 2 , γ 3 , left module operation a γ j = τ ij (a) γ i and quantum group operation
Example 1: Quantum 2-sphere
The function algebra of the quantum sphere of Podleś admits the following characterization due to Dijkhuizen and Koornwinder (cf. [4] ):
. This description of X c reduces to the actual condition in [4] , "a ∈ X c iff ξ(a (1) ) a (2) = 0" for a single so-called twisted primitive element ξ. The matrices J are solutions to the reflection equation with v i j = u i j specified in Example 2 below, providing those not taken into account there. Actually the algebra X c properly contains the one generated by e −1 , e 0 and e 1 exactly if c = −q n /(q n + 1) 2 , n odd, cf. [11, 12] ; for n = 1 the function algebra of the quantum hyperboloid (quantum disk) arises.
Since ∆(V) ⊂ V ⊗ H
• , it follows from a counterpart of Lemma 2 that X c has the property (11) . The apparent analogue of Theorem 3 yields the standard 3-dimensional calculus, if c = 0, as described in Example 1 of Section 2. This is the subcalculus of a bicovariant calculus (cf. [17] Thm. 1(a) and [1] , but the argument given in the following Example, suitably adapted, applies as well).
Example 2: Quantum symmetric spaces
Noumi, Dijkhuizen and Sugitani (cf. [3, 15] ) have defined quantizations of the classical irreducible compact Riemannian symmetric spaces
They assign to each of these spaces an invertible solution J ∈ C N ×N to the reflection equation
, and define the function algebra of the quantum space by X = {a ∈ H | a (1) ξ(a (2) ) = a ξ(1) for all ξ ∈ V},
• , Lemma 2 implies that X has the property (11) .
Let e 1 , . . . , e M be a basis of the subcomodule (id −1 h) Lin{u i k J kl v j l | i, j = 1, . . . , N } of X . The Haar functional h on H used here is uniquely determined by h(1) = 1 and one of the equations a (1) h(a (2) ) = h(a) 1 = h(a (1) ) a (2) (cf. [8] ; its application here is to split off the 1, if necessary). For some of the spaces it has been shown that these elements generate X as an algebra (cf. [5] Prop. 3.11 and [13] Thm. 4.3).
We prove that if Theorem 3 with b i = e i and ν = id yields a calculus on X it is the subcalculus of the bicovariant calculus with ν = id specified in Example 2 of Section 2: For a ∈ X we have φ mn (a) = r(u 
