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Abstract
Civil structures and infrastructure systems are often subjected to aggressive environmental
or operational factors during their service life, which are likely to trigger a reduction in
structural performance (e.g., stiffness, resistance). Moreover, many types of external loads
may vary with time (e.g., the future cyclone actions in a changing global environment),
potentially resulting in a severer load effect on structures. As a result, the impact of the
time-variation of both structural performance and external load actions should be taken into
account in structural reliability assessment under a probability-based framework.
The built environment provides physical support to realizing the functionalities of a commu-
nity. Different structures/facilities may be functionally dependent, exposed to similar service
environment, and mutually correlated in terms of resistances and aging processes.
This thesis is aimed to develop a mathematical framework for time-dependent reliability as-
sessment of aging civil structures, with an emphasis on both the individual facilities and a
community’s built environment. The framework takes into account the time-variant processes
of both structural resistance and the load effects. For an individual structure, the reliability
is measured by the probability of violating the limit state of resistance being greater than the
load effect. With this regard, two types of load processes are considered, i.e., the discrete
load process representing the occurrence of extreme events, and the continuous load pro-
cess whose temporal correlation is reflected by an autocorrelation function (or equivalently
a power spectral density function). Moreover, the impact of incompletely-informed variables
(imprecise variables) on structural reliability is also studied. The reliability of a built en-
vironment is represented by the post-hazard damage ratio to the building portfolios with
distributed and discretized structures, or the post-hazard serviceability of the infrastructure
system (an electric grid system in this thesis) with interdependent components. Two types
of natural hazards are considered, namely earthquake excitations and cyclone winds, whose
large footprint leads to the spatial correlation of the load effects for different sites.
With a view from individual facilities to a built environment, the proposed framework is
applied to several examples to demonstrate its applicability. The work in this thesis suggests
the importance of reasonably modeling the structural resistance and applied loads on both
the temporal and spatial domains, especially in an attempt to achieve a resilient community.
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Chapter 1
Introduction
1.1 Performance requirement of civil structures
Civil structures and infrastructure systems are expected to satisfactorily meet the requirements associated
with their functionalities. The requirements may include the structural safety against collapse, limited
deflection and others [62, 140], defining a limit state for the structure. For instance, consider a portal
frame that is subjected to a horizontal load F (e.g., wind load or earthquake excitation), as illustrated in
Fig. 1.1. Given the geometry information as well as the material properties, the relationship between the
horizontal displacement at roof, , and F can be derived with some numerical or software-based tech-
niques, as illustrated in Fig. 1.1(b) (see the solid line, e.g., [243]). With this, if the target for the frame
is not to collapse under the action of F , then the performance requirement is that the ultimate yielding
strength Fu1 exceeds F (i.e., Fu1 > F ). However, if the target for the frame is that the horizontal dis-
placement does not exceed a predefined limit lim, accounting for the structural serviceability, then the
performance requirement is that Fs1 > F , where Fs1 is the load with which the horizontal displacement
is lim. Clearly, the structural requirement is dependent on the specific performance target.
Existing structures may be subjected to performance (e.g., resistance, stiffness) deterioration due to
the aggressive environmental or operational factors during their normal service [5, 21, 109, 189, 202,
209, 220, 227]. Subsequently, the deterioration may impair the safety level of the structure. Consider the
example in Fig. 1.1 again, where the F - relationship becomes that in dashed line due to the structural
performance deterioration. In such a case, in the presence of the limit state of structural collapse,
if Fu2 < F < Fu1, then the structure is deemed to survival when not considering the performance
deterioration, which clearly yields an overestimate of the structural behaviour because the frame does
have collapsed. Moreover, if the horizontal load is also time variant (e.g., it increases with time), then the
overestimate of the structural reliability may be even enhanced if not considering the impact of the load
non-stationarity. As such, it is essentially important to take into account the potential time-dependence
of the structural performance/external loads in estimating the safety and serviceability of a structure.
The built environment provides physical supports to the functionalities of a community, where more
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than one structure/building may be involved with interactions and dependencies with each other. Il-
lustratively, consider the linkage between departure point D and arrival point A, as shown in Fig. 1.2.
The performance of the bridges within the roads (linkages) is key to the connectivity between D and A.
Supposing that the post-hazard failure probability of the bridges is equally 0.5 in Fig. 1.2, the probability
of connectivity between D and A is 0.5, 0.25, 0.75 and 0.375 respectively for Figs. 1.2(a) through (d).
One can use a simple, series, parallel or mixed model to describe the behaviour of Figs. 1.2(a) through
(d). However, for more complicated but realistic cases as illustrated in Fig. 1.2(e), the aforementioned
models fail to capture the sophisticated behaviour of the bridge network. Alternatively, some complex
network modeling techniques are to be employed [15, 18, 33, 47, 107, 233]. Furthermore, the perfor-
mance of individual buildings/structures may be mutually correlated in an uncertain environment. For
example, consider two buildings i and j in Fig. 1.3. The overall performance under external load actions
(e.g., wind loads), measured by the fragility curve (e.g., [126]), is representative of the uncertainty as-
sociated with the structural capacity against winds. For the two buildings, the capacity correlation arises
due to the similarity of materials, common construction practice and applied standards/codes [216].
Under this context, the reliability problem for a single structure cannot be extended to that of a network
by simply accumulating the performance of individual members. Rather, one should take into account
the uncertainty, correlation, deterioration and functional interaction of different components to model
the overall performance of a system.
F
Δ
F
Δ
0
Fu1
Fs1
Fu2
Fs2
Δlim
(a) (b)
Figure 1.1: Force-displacement relationship of a portal frame.
1.2 Measure of uncertainty
The failure of a structure, i.e., the violation of the limit state as stated before, is usually rare for well-
designed structures. However, the occurrence of structural failure may usually lead to a catastrophic
2
D A D A
D A D A
(a) (b)
(c) (d)
(e)
D2
Dn
D1
A2
Am
A1
Legend
Link (road)
Bridge
Figure 1.2: Illustration of the performance requirements of a structure in different circumstances.
consequence. As such, it is necessary to measure the possibility of the failure occurrence quantitatively,
taking into account the uncertainty associated with the relevant variables (e.g., structural geometry,
material properties, and others).
Uncertainties arise in structural resistance and the external load effects due to different sources such
as the inherent randomness of the variables, the model error, or the statistical uncertainty [55, 75,
172]. Illustratively, Fig. 1.4 shows a histogram for structural steel yield strength, which indicates that
the structural resistance cannot be simply described in a deterministic manner due to its uncertainty.
The statistics in Fig. 1.4 can be used to determine which distribution type can “best” fit the yielding
strength (lognormal distribution type for this example), which will be further used in structural reliability
assessment.
It is typical to distinguish the uncertainties as either aleatory or epistemic [55, 172]. The former is
associated with the intrinsic randomness of the variable/observation while the latter is due to the lack
or knowledge. One simple example is the modeling of the occurrence of future hazardous events (say,
a tropical cyclone). The occurrence time for each event cannot be exactly predicted due to the inherent
randomness (aleatory uncertainty). On the other hand, the choice of a probability model (e.g., a Poisson
process) to describe the occurrence process is associated with the epistemic uncertainty. Both types of
uncertainty should be considered in a probability-based framework for structural reliability assessment.
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Figure 1.3: Illustration of the correlation arising from building performances.
The statistical uncertainty is an important source of the epistemic uncertainty, representing the dif-
ference between the probability model of a random variable inferred from limited sampled data and the
“true” one [54, 55, 64, 164, 240]. The identification of the distribution type of a random variable is
the key in measuring its uncertainty, which is, unfortunately, difficult or even impossible to realize in
some cases due to information or observations. Under this context, one may use a family of candidate
probability distributions rather than a single known distribution function to capture the probabilistic be-
haviour of the variable [8, 17, 82, 128, 147, 239]. With this regard, the reliability assessment problem
should be modified accordingly in the presence of the imprecise variables.
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Figure 1.4: Histogram and distribution of steel yield strength ([140], reprinted with permission from
Wiley).
1.3 Objectives
The main objective of this research is to develop analytical tools for time-dependent reliability assess-
ment of aging structures. Two main parts are included in the work. The first is aimed to estimate the
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reliability of a single civil structure, considering the uncertainties associated with the resistance deterio-
ration and external load processes, the load-deterioration dependency, as well as the impreciseness of the
probabilistic information of the variables. The second focuses on the reliability problem of a community
which consists of multiple buildings/structures. In detail, the objectives of this research include:
(1) The time-dependent reliability of an aging structure subjected to resistance deterioration and dis-
crete external loads having an impact on the deterioration process. The discrete load process ac-
counts for many extreme load processes such as earthquake excitations and cyclone winds.
(2) The structural time-dependent reliability subjected to a continuous load that is described by a non-
Gaussian process. The continuous load process provides a complementary view compared with the
discrete loads.
(3) The reliability problem in the presence of incompletely-informed random variables. The upper and
lower bounds of structural reliability are derived to account for the impact of the impreciseness of
random variables.
(4) The estimate of post-hazard damage of a community in a changing environment, which is measured
by the economic losses under hazardous events. The mean value and variance of the cumulative
damage are assessed, providing a straightforward measure for the magnitude and variation of the
damage loss.
(5) The time-dependent serviceability of an infrastructure system subjected to spatially distributed loads.
The system behaviour is described with a network flow model to reflect the interaction between
different system components.
(6) The post-hazard damage assessment for a community’s built environment in an efficient manner.
The different subsystems, including residential buildings, commercial zones, industrial areas and
others, are considered.
1.4 Thesis organization and originality
This thesis is organized as follows. The time-dependent reliability problem for a single structure is
discussed in Chapters 3 to 5 and that for a community’s built environment is addressed in Chapters 6
to 8. In detail, following the introduction part (Chapter 1),
Chapter 2 introduces some important mathematical tools for structural reliability analysis, including
the concept of probability space and random variables, selected probability distribution types, simula-
tion techniques for random variables, classical reliability theory and the reliability problem on the time
domain. Some examples are given in Chapter 2 to better illustrate the relevant concepts and applications.
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Chapter 3 discusses the time-dependent reliability assessment method for a single structure in the
presence of discrete load events. The randomness and temporal correlation associated with the load
process are modeled, and a method is developed to estimate the structural reliability taking into account
the load temporal correlation and the deterioration-load dependency.
Chapter 4 investigates the time-dependent reliability of a single aging structure considering a con-
tinuous load process. A non-Gaussian process is used to describe the external loads and a new power
density function is proposed which enables the explicit expression of the time-dependent reliability.
Chapter 5 considers the reliability assessment method in the presence of incompletely informed vari-
ables (i.e., imprecise variables) using a linear programming-based approach. Illustrative examples are
presented to demonstrate how the reliability problem is solved when the distribution type of a random
variable is unknown.
Chapter 6 estimates the cumulative damage of a community subjected to cyclone hazards in a chang-
ing environment. The method is applied to the cyclone damage assessment of Hong Kong, China.
Chapter 7 investigates the time-dependent reliability and seismic resilience of a power grid system
subjected to component deterioration. The complex network modelling techniques are used to model
the electricity allocation among the grid system components, based on which the time-variant seismic
performance of the system is discussed.
Chapter 8 proposes a method for the cyclone damage assessment of a built environment from a coastal
community exposed to cyclone hazards. The spatial correlation of the individual building resistances and
that of the cyclone wind field are considered.
Chapter 9 presents a summary of the thesis and recommends some future works.
Some of the chapters have been based on the author’s published/submitted materials during his PhD
candidature, as stated in the following.
Chapter 3 has been published as: Cao Wang, Hao Zhang. (2018). Roles of load temporal correlation
and deterioration-load dependency in structural time-dependent reliability. Computers & Structures, 194,
48–59.
Chapter 4 has been based on the manuscript submitted to Journal of Structural Engineering, entitled
“Structural time-dependent reliability assessment with a new power spectral density function” by Cao
Wang, Hao Zhang and Michael Beer.
Chapter 5 is based on: Cao Wang, Hao Zhang, Michael Beer. (2018). Computing tight bounds of
structural reliability under imprecise probabilistic information. Computers & Structures, 208, 92–104.
Chapter 6 has been published as: Cao Wang, Hao Zhang. (2018). Probability-based estimate of trop-
ical cyclone damage: An explicit approach and application to Hong Kong, China. Engineering Structures,
167, 471–480.
Chapter 7 has been submitted to a special issue “Resilience of Engineering Systems” (SI033B) of
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the journal ASCE-ASME Journal of Risk and Uncertainty in Engineering Systems, Part B: Mechanical En-
gineering, entitled “Assessing the seismic resilience of power grid systems considering the component
deterioration and correlation” by Cao Wang and Hao Zhang.
A subset of Chapter 8 is based on: Cao Wang, Hao Zhang, Bruce Ellingwood, Yanlin Guo, Hussam
Mahmoud, Quanwang Li. Assessing the post-hazard damage costs of a community’s residential buildings
exposed to tropical cyclone winds (to be submitted to a journal).
The author was the major contributor to these aforementioned journal papers, and the permission to
include these materials in this thesis has been granted by the corresponding author.
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Chapter 2
Mathematical tools for structural
reliability assessment
2.1 Introduction to probability theory
2.1.1 Probability space and random variables
The probability space is an important mathematical concept to describe events with uncertainties. There
are three fundamental elements in a probability space, namely sample space (denoted by 
), event space
(E) and probability function P. The sample space consists of the outcomes of an experiment, and the
event space is a subset of 
. The probability function P provides a mapping from E to the interval [0; 1],
with which the probability of an event, say, A 2 E , varies between 0 and 1 (i.e., 0  P(A)  1). Further,
if the complement of A is A, then P(A) = 1  P(A).
Remark 2.1 The following properties hold for the probability function P.
(1) For A;B 2 E , P(A [B) = P(A) + P(B)  P(A \B). More generally, for n events Ai 2 E ,
P
 
n[
i=1
Ai
!
=
nX
i=1
P(Ai) 
X
1i<jn
P (Ai \Aj) +
X
1i<j<kn
P (Ai \Aj \Ak)  : : :
+ ( 1)n+1P (A1 \A2 \ : : : \An)
(2.1)
(2) For A;B 2 E , if A = [ni=1Ai and Ai \Aj = ? for i 6= j, then P(B) =
Pn
i=1 P(B \Ai).
The conditional probability of event B on A is defined as follows,
P(BjA) = P(A \B)
P(A)
(2.2)
with which P(A \ B) = P(A)  P(BjA). Furthermore, if A and B are statistically independent of each
other, then
P(A \B) = P(A)  P(B) (2.3)
Example 2.1 The use of historical loading information to update the structural resistance [90, 121].
Suppose that the resistance of a bridge girder, R, follows a lognormal distribution (c.f. Section 2.2.4) with
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a mean value of 4000 kNm and a COV (coefficient of variation, i.e., the ratio of standard deviation to the
mean value) of 0.2. Given the bridge’s post-loading survival subjected to a proof loading of s = 3500kNm,
determine the “updated” distribution of the bridge resistance.
Supposing that the post-loading PDF of R is fR0(r), we have
fR0(r) =
1
dr
P(R = rjR > s) = 1
dr
P(R = r \R > s)
P(R > s)
=
8><>:
fR(r)
1  FR(s) ; r  s
0; r < s
(2.4)
where FR and fR are the CDF and PDF of R prior to loading, respectively. Fig. 2.1 presents the PDFs of R,
fR(r) and fR0(r), where the impact of the proof loading on the “updated” distribution is clearly reflected
using the Baysian theorem.
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Figure 2.1: Comparison between fR(r) and fR0(r).
Based on the conditional probability (c.f. Eq. (2.2)), the law of total probability states that for two
random events A and B,
P(B) =
nX
i=1
P(B \Ai) =
nX
i=1
P(BjAi)  P(Ai) (2.5)
In the presence of the events in the sample space 
, a random variable provides a mapping from 

to real numbers. Let X be a random variable with a probability function P, the cumulative distribution
function (CDF) of X, FX(x), is defined as follows,
FX(x) = P(X  x); for 8x (2.6)
If X is a discrete random variable with n possible outcomes fx1; x2; : : : xng, its probability mass function
(PMF), gX(xi), is determined by gX(xi) = P(X = xi) for i = 1; 2; : : : n. With this, the mean and variance
of X, E(X) and V(X), are respectively
E(X) =
nX
i=1
xigX(xi); V(X) =
nX
i=1
(xi   E(X))2gX(xi) (2.7)
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For a continuous random variable X, the probability density function (PDF) fX(x) satisfies FX(x) =R x
0
fX()d , and thus fX(x) =
dFX(x)
dx . Furthermore, the mean value and variance of X are respectively
determined by
E(X) =
Z

X
xfX(x)dx; V(X) =
Z

X
(x  E(X))2fX(x)dx (2.8)
where 
X denotes the domain in which X is defined.
With Eq. (2.5), the law of total expectation or total variance holds, as discussed in the following.
Theorem 2.1 Law of total expectation and Law of total variance (e.g., [40]). For two random variables
X and Y on the same probability space, if the mean of X, E(X), is defined, then
E(X) = E(E(XjY )) (2.9)
and
V(X) = E(V(XjY )) + V(E(XjY )) (2.10)
Remark 2.2 The statement in Theorem 2.1 can be further generalized for Y being a random vector (in this
case, Y is denoted by Y instead) as follows.
We first show that for a scalar variable X and a random vector Y, E[X] = E[E(XjY)]. This is because
E[E(XjY)] = E
Z

X
xfXjY(xjY)dx

=
Z
: : :
Z

Y
Z

X
xfXjY(xjy)dx

fY(y)dy
=
Z
: : :
Z

Y
S

X
xfXjY(xjy)fY(y)dxdy =
Z
: : :
Z

Y
S

X
xfX;Y(x;y)dxdy
=
Z

X
xfX(x)dx = E[X]
(2.11)
Next, one has V[X] = E[V(XjY) + [E(XjY)]2]  [E(X)]2. The proof is as follows. First, note that
E[E(X2jY)] = E
Z

X
x2fXjY(xjY)dx

=
Z
: : :
Z

Y
Z

X
x2fXjY(xjy)dx

fY(y)dy
=
Z
: : :
Z

Y
S

X
x2fXjY(xjy)fY(y)dxdy =
Z
: : :
Z

Y
S

X
x2fX;Y(x;y)dxdy
=
Z

X
x2fX(x)dx = E[X2]
(2.12)
Moreover,
V(XjY) =
Z

X
[x  E(XjY)]2fXjY(xjy)dx
=
Z

X
x2fXjY(xjy)dx+ [E(XjY)]2   2E[XjY]
Z

X
xfXjY(xjy)dx
= E(X2jY)  [E(XjY)]2
(2.13)
Thus,
V(X) = E(X2)  [E(X)]2 = E[E(X2jY)]  [E(X)]2
= E[V(XjY) + [E(XjY)]2]  [E(X)]2
(2.14)
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2.1.2 Moment generating function and characteristic function
For a random variable X, its moment generating function (MGF),  X(), is defined as follows [185],
 X() = E(exp(X)) (2.15)
Specifically, if X is a continuous variable with a PDF of fX(x), one has
 X() =
Z 1
 1
(exp(x))  fX(x)dx (2.16)
An interesting property of the moment generating function is that the kth derivative of  X evaluated
at 0,  (k)X (0), equals E(Xk). Moreover, for two independent variables X and Y with their MGFs being
 X() and  Y () respectively, the MGF of X + Y ,  X+Y (), equals  X()   Y (). This can be simply
proven by noting that
 X+Y () = Efexp[(X + Y ))]g = Efexp[X]g  Efexp[Y ]g =  X()   Y () (2.17)
Furthermore, the characteristic function (CF) of X,  iX(), is given by [22]
 iX() =  X(i) = E(exp(iX)) (2.18)
where i =
p 1 is the imaginary unit. Similar to Eq. (2.16), for a continuous X whose PDF is fX(x),
 iX() =
Z 1
 1
exp( ix)  fX(x)dx (2.19)
Eq. (2.19) implies that  iX() and fX(x) is a Fourier transform pair. Thus,
fX(x) =
1
2
Z 1
 1
exp(  ix) iX()d (2.20)
Example 2.2 For two independent random variables X1 and X2 that follow a normal distribution (c.f.
Section 2.2.3 in the following), if the mean value and standard deviation of X1 are 1 and 1 respectively,
then the MGF of X1 is  X1() = exp
 
1 +
1
2
2
1
2

. Similarly, if the mean and standard deviation of X2
are 2 and 2, then  X2() = exp
 
2 +
1
2
2
2
2

. It can be shown that X1 + X2 also follows a normal
distribution with a mean value of 1 + 2 and a standard deviation of
p
21 + 
2
2 . This can be verified by
considering the MGF of X1 +X2, which is estimated by
 X1+X2() = exp

1 +
1
2
21
2

 exp

2 +
1
2
22
2

= exp
"
(1 + 1) +
1
2
q
21 + 
2
2
2
2
#
(2.21)
Example 2.3 For a random variable X whose MGF is  X() = exp
 
 + 12
22

, its CF is  iX() =
11
exp
 
 i  1222

, and further the PDF, fX(x), is determined uniquely as follows according to Eq. (2.20).
fX(x) =
1
2
Z 1
 1
exp(  ix) exp

 i  1
2
22

d
=
1
2
Z 1
 1
exp(i(   x)) exp

 1
2
22

d
=
1
2
Z 1
 1
cos(   x) exp

 1
2
22

d
=
1p
2
exp

  (x  )
2
22

(2.22)
As such, X follows a normal distribution (c.f. Section 2.2.3).
2.2 Selected probability distribution types
2.2.1 Uniform distribution
If the PDF of a continuous random variable X can be described as follows, then X is deemed to follow a
uniform distribution within the interval [a; b].
fX(x) = I(x 2 [a; b]) 1
b  a (2.23)
where I() is an indication function, which returns 1 if the event in the bracket is true and 0 otherwise.
The mean value and variance of X are a + b and (b a)
2
12 , respectively. With Eq. (2.23), the CDF of X is
given by
FX(x) =
8>>><>>>:
0; x < a
x  a
b  a ; a  x < b
1; x  b
(2.24)
For an arbitrary continuous random variable, its CDF follows a uniform distribution within [0; 1]. This
fact is basis for the “inverse transformation method” [185] that can be used to generate a realization of
a random variable with a known CDF, as will be discussed in Section 2.3.1.
2.2.2 Poisson and exponential distributions
For a time period of (0; T ], discrete events may occur randomly within this period. The Poisson process
is usually employed to model the random occurrence of a sequence of events during a time period of
interest. Dividing (0; T ] into n identical sections, the duration of each interval, T = Tn , becomes short
enough if n is sufficiently large. We assume that,
(1) The probability of the occurrence of one event during each small interval is identically p.
(2) At most one event possibly occurs during each interval.
(3) The event occurrence within each interval is independent of that of other intervals.
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With these assumptions, we let random variable X represent the number of events that occur within
(0; T ]. As such, X follows a Poisson distribution. For an arbitrary non-negative integer k, the probability
of “X = k” can be evaluated by
P(X = k) = Cknpk(1  p)n k (2.25)
where Ckn is the binomial coefficient (which equals to the coefficient of the monomial x
k in the expansion
of (1+x)n). Eq. (2.25) implies that the Poisson distribution can be transformed equivalently to a binomial
distribution (c.f. Remark 2.3). Since n is large enough,
P(X = k) = lim
n!1
n(n  1) : : : (n  k + 1)
k!
pk(1  p)n k
= lim
n!1
1
k!
(np)k(1  p)n k = (np)
k
k!
exp( np)
(2.26)
Let T = np ( is referred to as the “occurrence rate”), and Eq. (2.26) becomes
P(X = k) =
(T )k
k!
exp( T ); k = 0; 1; 2; : : : (2.27)
Eq. (2.27) gives the Probability mass function (PMF) of the Poisson variable X. The mean value and
variance of X are both equal to T .
Remark 2.3 Binomial distribution. Of n times of independent tests, the probability of survival for each
trial is p and the failure probability is 1   p. Let X be the number of successful trials, then X follows a
binomial distribution. P(X = k) = Cknpk(1   p)n k holds for 8k = 0; 1; 2; : : : n. The mean and variance
of X are np and np(1   p), respectively. Furthermore, if n is large enough, we let n  p = constant, and the
moment generating function of the binomial distribution becomes  () = limn!1 [p exp() + (1  p)]n =
exp[(exp()  1)], which approaches the moment generating function of a Poisson distribution.
For a reference period of [0; T ], conditional on X = m, then the occurrence times associated with
the m events, ft1; t2; : : : tmg, has a joint PDF of ft1;t2;:::tn(t1; t2; : : : tn) =
 
1
T
n
[149]. With this, a simple
procedure for sampling the Poisson occurrence times within [0; T ] is as follows.
(1) Simulate a realization of a Poisson variable with a mean value of T , m.
(2) Simulate m variables that are uniformly distributed within [0; 1], denoted by u1; u2; : : : um;
(3) Ranked in an ascending order, the sequence u1T; u2T; : : : umT is the occurrence times of the Poisson
process.
Example 2.4 The poisson process has been used to model the random occurrence of tropical cyclones for a
specific region of interest [124, 224]. Fig. 2.2 examines the cyclone (known as hurricane at the Atlantic
Basin) occurrence for Miami-Dade County, US, an area that has suffer significantly from historical hurri-
canes. Fig. 2.2(a) shows the historical tracks of hurricanes from 1901 to 2010 [124], which was originally
reproduced from the US National Hurricane Center website [157]. Fig. 2.2(b) shows the comparison between
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the recorded and theoretical (Poisson) probability distribution of the annual hurricane events [224]. Totally
27 hurricanes occurred from 1901 to 2010, with which  = 0:245/year. The consistency of the recorded and
theoretical results in Fig. 2.2(b) indicates that the hurricane occurrence can be well described by a Poisson
random process.
(a)
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(b)
Figure 2.2: Poisson distribution for the annual hurricane number of Miami-Dade County, US.
If T is large enough, let T1 denote the arriving time of the first event. Clearly, T1 is a continuous
random variable defined in [0; T ]. Let FT1(t) be the CDF of T1. By definition, 1   FT1(t) equals the
probability that no event occurs before time t (i.e., the probability of T1 > t). With this,
FT1(t) = lim
n!1
h
1  (1  t)tn=T
i
= 1  exp( t); t  0 (2.28)
Eq. (2.28) indicates that T1 follows an exponential distribution. The man value and variance of T1 are 1
and 12 , respectively. Furthermore, the PDF of T1 can be obtained from Eq. (2.28) as follows,
fT1(t) =  exp( t); t  0 (2.29)
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An interesting property of the exponential distribution is that it can be used to model a “memoryless
process”. This property is explained by the fact that
P(T1 > x+ yjT1 > x) = P(T1 > y);8x; y  0 (2.30)
Furthermore, it follows,
P(T1 > x+ y) = P(T1 > x)  P(T1 > y);8x; y  0 (2.31)
The memoryless property of the exponential distribution (c.f. Eq. (2.30)) indicates that the time
interval of two successive Poisson events follows an exponential distribution. With this, for a Poisson
process with an occurrence rate of , the “return period”, defined as the average time between two
successive events [140], is simply 1 .
Remark 2.4 For the case where the time interval between two successive events does not necessarily follow
an exponential but an arbitrary distribution, the Poisson process is generalized as a “renewal process” [185].
Now we consider a more general case of the Poisson process where the occurrence rate  is not a
constant but varies with time, denoted by (t) (i.e., on average (t)  t events occur within a time
duration of t at time t, t! 0). With this, Eq. (2.27) becomes
P(X = k) =
R T
0
(t)dt
k
 exp

  R T
0
(t)dt

k!
; k = 0; 1; 2; : : : (2.32)
Example 2.5 In terms of the non-stationarity in the Poisson process, we consider the occurrence rate of
hurricanes at the Atlantic Basin, as shown in Fig. 2.3. Due to the potential impacts of climate change
[20, 68], the future hurricane occurrence rate may change with time. It was predicted [151] that the the
annual occurrence rate of hurricanes at the Atlantic basin, which is on average 8.4/year currently, will
increase to 13.9/year in year 2100. This is, as a result, indicative of a greater hurricane risk to the coastal
areas with an increasing trend of occurrence rate.
Example 2.6 A structure is subjected to a sequence of hazardous events whose occurrence is modeled by a
non-stationary Poisson process [123]. At time t, the time-variant occurrence rate is (t), and the probability
of survival is (t) conditional on the occurrence of one hazardous event ((t) decreases with time due to
the potential impact of structural deterioration and/or increasing trend of hazard magnitude). Estimate the
structure’s probability of survival for a reference period of [0; T ].
The probability of survival within [0; T ] can be assessed by two approaches.
Method 1. First consider the structural survival associated with one hazardous event. The occurrence time
of a single event has a PDF of f1(t) =
(t)R T
0
(t)dt
. With this, using the law of total probability, the survival
probability conditional on the occurrence of one event is
P(survival, single event) = P1 =
Z T
0
(t)f1(t)dt =
R T
0
(t)(t)dtR T
0
(t)dt
(2.33)
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Figure 2.3: Hurricane frequency from HURDAT database and the fitted prediction for the Atlantic Basin:
1850–2100 [151, 157].
In the presence of totally k events, the survival probability equals (P1)k. Furthermore, with Eq. (2.32), using
the law of total probability again gives the unconditional survival probability within [0; T ] as follows,
P(survival within [0; T ]) =
1X
k=0
(R T
0
(t)(t)dtR T
0
(t)dt
)k
 P(X = k)
=
1X
k=0
(R T
0
(t)(t)dtR T
0
(t)dt

Z T
0
(t)dt
)k exp  R T
0
(t)dt

k!
= exp
 Z T
0
(t)(t)dt
!
 exp
 
 
Z T
0
(t)
!
= exp
 Z T
0
[(t)  1](t)dt
!
(2.34)
Method 2. We divide the service period of [0; T ] into n identical sections, and let n be sufficiently large so
that the duration of each interval, T = Tn is small enough. For the ith interval, [ti 1; ti], the probability of
structural survive is given by
P(i) = (ti)  [(ti)t]| {z }
prob. of occurrence
+ [1  (ti)t]| {z }
prob. of no occurrence
= 1 + (ti)[(ti)  1]t (2.35)
With this,
P(survival within [0; T ]) =
nY
i=1
P(i) =
nY
i=1
[1 + (ti)[(ti)  1]t]
= exp
(
nX
i=1
ln [(1 + (ti)[(ti)  1]t)]
)
 exp
(
nX
i=1
(ti)[(ti)  1]t
)
= exp
 Z T
0
[(t)  1](t)dt
! (2.36)
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2.2.3 Normal distribution
For a normal random variable X with parameters  and , its PDF can be expressed as
fX(x) =
1p
2
exp

  (x  )
2
22

; x 2 R (2.37)
The mean and variance of X are  and 2, respectively. Specially, if  = 0 and  = 1, X follows
a standardized normal distribution, whose PDF and CDF can be written exclusively as (x) and (x).
The CDF of X is closely related to the error function, erf(x), defined as erf(x) = 2p

R x
0
exp( z2)dz.
Mathematically, it follows,
(x) =
1
2

1 + erf
xp
2

; erf(x) = 2(
p
2x)  1 (2.38)
With this, the CDF of X can be alternatively expressed as FX(x) = 12

1 + erf x p
2

. Eq. (2.38) provides
us an insight into the relationship between the error function and the CDF of a normal variable.
Example 2.7 If X is a normal variable with a mean value of 0 and a standard deviation of , then the CDF
of jXj is FjXj(x) = erf

xp
2

for x  0. jXj is deemed to follow a half-normal distribution [115]. The
mean value and variance of jXj are 
q
2
 and 
2
 
1  2

, respectively.
Example 2.8 The use of the error function. The Fick’s second second law provides a powerful tool to de-
scribe the diffusion process of chloride in a concrete structure (usually in the concrete cover) that is subjected
to marine environment [122, 208], taking a form of @C(x;t)@t = D  @
2C(x;t)
@x2 , where C(x; t) is the chloride
concentration at a distance x from the concrete surface at time t, and D is the diffusion coefficient. The
solution of C(x; t) is obtained as
C(x; t) = Cs 

1  erf

x
2
p
Dt

= Cs 

2  2

xp
2Dt

(2.39)
where Cs is the surface chloride concentration.
An important theorem related to the normal distribution is the central limit theorem, which states
that for n independent and identically distributed random variables X1 through Xn with a mean value
of  and a variance of 2 (that is independent of n), the distribution of X1+X2+:::Xn n

p
n
approaches a
standard normal distribution if n!1, i.e.,
P

X1 +X2 + : : : Xn   n

p
n
 x

! (x) (2.40)
A heuristic proof of this theorem is as follows.
Consider the moment generating function of X1+X2+:::Xn n

p
n
, which is given by
 () = E

exp



X1 +X2 + : : : Xn   n

p
n

=

E

exp

Xp
n
n
(2.41)
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where X = X1  . Since n is large enough, using the Taylor series expansion, one has
exp

Xp
n

 1 + Xp
n
+
2X2
2n
(2.42)
By noting that E(X) = 0 and E(X2) = 1, it follows,
E

exp

Xp
n

 1 + E(X)p
n
+
2E(X2)
2n
= 1 +
2
2n
(2.43)
Thus,
lim
n!1

E

exp

Xp
n
n
= lim
n!1

1 +
2
2n
n
= exp

2
2

(2.44)
implying that X1+X2+:::Xn n

p
n
follows a normal distribution with a mean value of 0 and a standard
deviation of 1.
A more general statement of the central limit theorem is given as follows.
Theorem 2.2 Lyapounov Theorem. (e.g., Theorem 27.3 in [22]) For a sequence of independent random
variables X1; X2; : : : Xn, let i and i denote the mean value and standard deviation of Xi respectively for
i = 1; 2; : : : n. Defining Sn =
 Pn
i=1 
2
i
1=2, the sum of Xi,Pni=1Xi, converges to a normal distribution as
n is large enough if the sequence X1; X2; : : : Xn satisfies the Lyapounov condition, i.e., there exists a positive
number  such that limn!1 1S2+n
Pn
i=1 E
jXi   ij2+ = 0.
Example 2.9 Consider an engineered building portfolio with n buildings. In the presence of a hazardous
event, we use a Bernoulli random variable, Yi 2 f0; 1g, to denote the post-hazard state of the ith building.
Yi = 1 if the ith building fails and 0 otherwise. Suppose that each Yi is independent of each other and
P(Yi = 1) = pi for i = 1; 2; : : : n. The number of failed buildings due to the hazardous event is
Pn
i=1 Yi.
We use the Lyapounov Theorem to show that the sum of Yi follows a normal distribution. Note that
lim
n!1
1
S4n
nX
i=1
E
jYi   ij4 = lim
n!1
Pn
i=1 pi(1  pi)(1 + 3p2i   3pi)
[
Pn
i=1 pi(1  pi)]2
(2.45)
Since 1 + 3p2i   3pi = 1  3pi(1  pi) < 1, it follows,
0  lim
n!1
1
S4n
nX
i=1
E
jYi   ij4 < lim
n!1
Pn
i=1 pi(1  pi)
[
Pn
i=1 pi(1  pi)]2
= lim
n!1
1Pn
i=1 pi(1  pi)
= 0 (2.46)
Thus, limn!1 1S4n
Pn
i=1 E
jYi   ij4 = 0, suggesting that fY1; Y2; : : : Yng satisfies the Lyapounov condition
with  = 2. This observation supports the normality of
Pn
i=1 Yi as n is large enough.
Example 2.10 The sum of n independent and identically distributed random variables is not neces-
sarily a normal variable as n is sufficiently large. Consider a community that is subjected to tropical
cyclone damages [225]. The damage loss conditional on the occurrence of one cyclone event is D, with a
mean value of D and a standard deviation of D. The cyclone occurrence is modeled as a stationary Pois-
son process (c.f. Example 2.4), with a mean occurrence rate of . Assume that the post-hazard damaged
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buildings are restored to the pre-damage state before the occurrence of the next cyclone event. Consider the
cumulative cyclone damage costs for a reference period of [0; T ].
We divide the time period [0; T ] into n identical sections, where n is sufficiently large. The probability
of occurrence of one cyclone event during each time interval is identically T=n, with which we introduce a
Bernoulli variable Bi to represent the cyclone occurrence for the ith interval, P(Bi = 1) = P(occurrence) =
T=n and P(Bi = 0) = 1   T=n. Let eDi denote the cyclone damage loss associated with the ith time
interval. Clearly, eDi = Bi  D. The cumulative cyclone damage costs is Pni=1 eDi. We will show that while
each eDi is independent and identically distributed, Pni=1 eDi does not satisfy the Lyapounov condition and
thus does not necessarily follow a normal distribution.
Note that E( eDi) = Tn D for i = 1; 2; : : : n. For an arbitrary positive ,
lim
n!1
nX
i=1
E
 eDi   E( eDi)2+ = lim
n!1nE
"Bi D   Tn D
2+
#
= lim
n!1nE
"D   Tn D
2+
#
 T
n
+ lim
n!1nE
"
T
n
D
2+#


1  T
n

= TE
 
D2+

(2.47)
and
S2n = lim
n!1V
"
nX
i=1
eDi# = lim
n!1
nX
i=1
V [Bi D] = lim
n!1
nX
i=1

E

B2i D2
  (E [Bi D])2	
= n
(
T
n
(2D + 
2
D) 

T
n
D
2)
= T (2D + 
2
D)
(2.48)
Thus,
lim
n!1
1
S2+n
nX
i=1
E
 eDi   E( eDi)2+ = E  D2+
(T )0:5(2D + 
2
D)
1+0:5
6= 0 (2.49)
indicating that the sequence f eDig does not satisfy the Lyapounov condition.
An approach to simulate a realization for a normal variable is as follows, making use of the uniform
distribution (c.f. Eq. (2.23)) and the exponential distribution (c.f. Eq. (2.28)). Consider the vector z in
Fig. 2.4, where the square of the magnitude of z, R2, follows an exponential distribution with a mean
value of 22 (i.e.,  = 122 in Eq. (2.28)). The angle between z and the x-axis,  is uniformly distributed
within [0; 2]. Let X = R cos and Y = R sin. It can be shown that X and Y are statistically
independent and identically normally distributed, with a mean value of 0 and a standard deviation of
 [140, 185]. This can be explained by the joint PDF of X and Y , fX;Y (x; y), which is derived by
considering X =
p
L cos and Y =
p
L sin, where L = R2. The determinant of the Jacobian matrix
of the transformation from (X;Y ) to (L;) is given by
J =

@X
@L
@X
@
@Y
@L
@Y
@
 =

cos
2
p
L
 
p
L sin
sin
2
p
L
p
L cos
 =
1
2
(2.50)
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With this,
fX;Y (x; y) =
1
jJ jfL;(l(x; y); (x; y)) = 2fL(l(x; y))  f((x; y))
= 2  1
22
exp

  l(x; y)
22

 1
2
=
1 p
2
2 exp x2 + y222
 (2.51)
Thus, it can be seen that X and Y are independent and normally distributed with a standard deviation
of .
R
 ̀
y
xX=Rcos̀
0
PDF of X
Y=Rsiǹ z
Figure 2.4: Graphical illustration of generating normal random variables.
2.2.4 Lognormal distribution
If the natural logarithm of a random variable X (rather than X itself) has a normal distribution, X is
deemed to follow a lognormal distribution, whose CDF and PDF are respectively given by
FX(x) = 

lnx  


(2.52)
and
fX(x) =
dFX(x)
dx
=
1p
2x
exp
"
 1
2

lnx  

2#
(2.53)
where the two parameters  and  can be determined uniquely with the mean value and variance of X,
X and 2X , according to
X = exp
 
+ 0:52

; 2X = 
2
X [exp(
2)  1] (2.54)
The items  and  in Eqs. (2.52) and (2.53) are the mean value and standard deviation of lnX
respectively. According to Eqs. (2.52) and (2.53), the COV of X, cX , is cX =
p
exp(2)  1. Furthermore,
 =
p
ln(c2X + 1)  cX if the COV of X is small enough.
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The median of X, medX , is obtained by assigning FX(medX) = 0:5, which yields medX = exp().
The median value is smaller than the mean value, indicating a positive skewness [59] of the lognormal
distribution.
In practical engineering, the lognormal distribution is widely utilized to model the probabilistic be-
haviour of a random variable that is by definition the product of several random variables, e.g., the
structural resistance [60, 159, 231]. Moreover, the fragility curves of a civil structure are typically de-
scribed by the CDF of a lognormal distribution [126, 184].
Example 2.11 According to the ASHTO LRFD Bridge Design Specifications, the bridge capacity R is deter-
mined as the product of several parameters as follows [159, 231],
R = Rn M  F  P (2.55)
where Rn is the nominal resistance, and the other three parametersM;F; P are representative of the uncer-
tainties arising from material, fabrication and structural modelling respectively. With this, one may model
R as a lognormal variable under the assumption of statistically independent M , F and P .
2.2.5 Rayleigh distribution
A random variable X follows a Rayleigh distribution if its PDF takes the form of
fX(x) =
x
2
exp

  x
2
22

; x  0 (2.56)
where  is the scale parameter. Correspondingly, the CDF of X is
FX(x) = 1  exp

  x
2
22

; x  0 (2.57)
The mean value and variance ofX are 
p

2 and
4 
2 
2, respectively. The Rayleigh distribution is closely
related to the normal distribution (c.f. Section 2.2.3). Consider two orthogonal and independent vectors
U and V. If the magnitude of both vectors follow a normal distribution with a mean value of 0 and a
standard deviation of , then the magnitude of Z = U + V follows a Rayleigh distribution. The CDF
of Z = jZj can be derived by recalling Fig. 2.4. We assume that jUj = R cos and jVj = R sin, with
which Z2 = jUj2 + jVj2 = R2. Thus,
P(Z  z) = P(R2  z) = FR(z2) = 1  exp

  z
2
22

; z  0 (2.58)
consistent with Eq. (2.57), where FR() is the CDF of R (c.f. Eq. (2.28)).
If the magnitudes of the two vectors U and V, U and V , are fully correlated, then it is easy to see
that Z follows a half-normal distribution with a mean value of 2p

(c.f. Example 2.7). For the more
generalized case where U and V are correlated with a linear correlation coefficient of , we consider
the distribution of Z. We introduce a normal variable W which is independent of both U and V and let
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V = U +W . With this, the mean value and standard deviation of W are 0 and 
p
1  2, respectively.
Further, one has Z =
p
(1 + 2)U2 +W 2 + 2UW . The PDF of Z is obtained via Monte Carlo simulation
and plotted in Fig. 2.5 for different values of , where  is set 1 for the purpose of illustration. The
dependence of the PDF shape of Z on the correlation between U and Z is clearly demonstrated, with the
half-normal and the Rayleigh distributions being the two extreme cases.
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Figure 2.5: Dependence of Z on the correlation between U and V .
Remark 2.5 For a continuous Gaussian process, the maxima within a time interval that is sufficiently short
follows a Rayleigh distribution. This point will be discussed further in Chapter 4.
2.2.6 Gamma and Beta distributions
If a random variable X follows a Gamma distribution with a shape parameter of a > 0 and a scale
parameter b > 0, its PDF takes the form of
fX(x) =
(x=b)a 1
b (a)
exp( x=b); x  0 (2.59)
where  () is the gamma function,  (x) = R1
0
x 1 exp( )d . The mean and variance of X are ab and
ab2 respectively.
A stationary gamma process, X(t); t  0 with parameters a > 0 and b > 0, is a continuous stochastic
process with stationary, independent and gamma distributed increments. The process X(t) satisfies that
(1) P(X(0) = 0) = 1.
(2) X(t) = X(t+t) X(t) also follows a Gamma distribution with a shape parameter of at and a
scale parameter of b, for any t  0 and t > 0.
(3) For n  1 and time points 0  t0 < t1 < : : : < tn, the variables X(t0); X(t1)   X(t0); : : : X(tn)  
X(tn 1) are independent of each other.
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The process fX(t); t  0g can be used to model a monotonic stochastic process (e.g., the degradation of
a structure’s resistance without repair/maintenance measures [123]).
Based on Eq. (2.59), the generalized Gamma distribution, with three parameters a, d and p, has a
PDF taking the form of [199]
fX(x) =
(p=ad)
 

d
p
 xd 1 exp ( (x=a)p) ; x  0 (2.60)
For a random variable whose PDF is as in Eq. (2.60), the rth order moment is estimated as
E(Xr) = ar
 

d+r
p

 

d
p
 ; r = 0; 1; 2; : : : (2.61)
When the three parameters a, d and p take some specific values, the generalized Gamma distribution
simply becomes some related distributions, as summarized in Table 2.1.
Table 2.1: Relationship between the generalized Gamma distribution and some other distributions.
Case No. Parameter values Distribution Reference
1 p = 1 Gamma Section 2.2.6
2 d = 1; p = 2 Half-normal Example 2.7
3 d = 2; p = 2 Rayleigh Section 2.2.5
4 d = p Weibull Section 2.2.7
Example 2.12 Since the half-normal and Rayleigh distributions are specific cases of the generalized Gamma
distribution, we hypothesise that the PDFs of Z in Fig. 2.5 associated with different values of  can be
well (although not exactly) described by the generalized Gamma distribution. This hypothesis is verified in
Fig. 2.6, where the PDFs associated with the simulation and the generalized Gamma distribution agree well
with each other for all the six cases.
An important property of the Gamma distribution is that for two independent Gamma variables X1
(with shape and scale parameters of a1 and b) and X2 (with a2 and b), X1 +X2 also follows a Gamma
distribution with shape and scale parameters of a1 + a2 and b. The Gamma distribution of X1 + X2 is
explained by the fact that the moment generating function of X1 +X2 is
 X1+X2() =  X1()   X2() =

1
1  b
a1


1
1  b
a2
=

1
1  b
a1+a2
(2.62)
which is exactly the moment generating function of a Gamma variable with shape and scale parameters
of a1 + a2 and b.
Remark 2.6 For n statistically independent and identically exponentially distributed variablesX1; X2; : : : Xn
with a mean value of 1 , their sum,
Pn
i=1Xi, follows a Gamma distribution. This is verified by noting that the
MGF of Xi is   and that of
Pn
i=1Xi equals


 
n
, which is exactly the MGF of a Gamma distribution
with a shape parameter of n and a scale parameter of 1 .
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Figure 2.6: Comparison between the simulated PDFs of Z as in Fig. 2.5 and those given by the general-
ized Gamma distribution.
Remark 2.7 Based on the observations from Remark 2.6, with the central limit theorem (c.f. Section 2.2.3),
when the shape parameter (n) is sufficiently large, a Gamma distribution approaches to a normal distribu-
tion. This can also be verified through considering the MGF of 1n
Pn
i=1Xi,

n
n 
n
. Note that
lim
n!1

n
n  
n
= lim
n!1

1  
n
 n
= lim
n!1 exp
h
 n ln

1  
n
i
 exp

 n

  
n
  
2
2n22

= exp



+
2
2n2
 (2.63)
which is exactly the MGF of a normal distribution with a mean value of 1 and a variance of
1
n2 .
Furthermore, for random variables X1 and X2 as in Eq. (2.62), let X = X1X1+X2 , then X follows a
Beta distribution and is independent of X1 +X2. Clearly, X is defined strictly within [0; 1]. The PDF of
X takes a form of
fX(x) =
 ( + )
 () ()
x 1(1  x) 1; 0  x  1 (2.64)
where  () is the Gamma function, and  and  are two shape parameters. The mean value and COV of
X are + and
q

(++1) respectively. Thus, if E(X) and V(X) are known, the two parameters  and 
are determined by
 =
E2(X)  E3(X)
V(X)
  E(X);  =

E(X)  E2(X)
V(X)
  1

 (1  E(X)) (2.65)
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2.2.7 Extreme value distributions
Let fX1; X2; : : : Xng be a sequence of independent and identically distributed random variables with a
CDF of F . The maxima of the sequence is denoted by Mn, whose CDF is given by
FMn(x) = P(Mn  x) = P(X1  x \X2  x \ : : : Xn  x) = Fn(x) (2.66)
For the case where F is unknown, the following theorem gives an asymptotic estimate of FMn [52].
Theorem 2.3 The Fisher-Tippett-Gnedenko theorem. Suppose that there exists constants an > 0, bn 2 R,
and n > 1 such that
P [(Mn   bn)=an  x] = Fn(anx+ bn)! G(x) (2.67)
for n!1 and non-degenerate G, then G(x) / exp  (1 + x) 1=, where  is dependent on the tail shape
of the distribution. The cases of  = 0,  > 0 and  < 0 correspond to the Gumbel, Fre´chet and Weibull
families respectively.
Remark 2.8 Depending on the specific value of , G(x) takes a standard form of one of the following three
types.
Type 1 G(x) = exp [  exp( x)] ; x 2 R (2.68)
Type 2 G(x) =
8<: 0; x < 0exp( x ); x  0;  > 0 (2.69)
and
Type 3 G(x) =
8<: exp( ( x)
); x < 0
1; x  0;  > 0
(2.70)
If a random variable X follows an extreme type I distribution with location and scale parameters of 
and  respectively, then its CDF is as follows, which is of the same type of Eq. (2.68).
FX(x) = exp

  exp

 x  


; x 2 R (2.71)
With Eq. (2.71), the mean value and variance of X, E(X) and V(X), are respectively determined by
E(X) = + ; V(X) =
22
6
(2.72)
where  is the Euler-Mascheroni constant ( 0:5772).
Example 2.13 For n statistically independent and identically exponentially distributed variablesX1 through
Xn, their maximum value follows an Extreme Type I distribution. This is explained as follows.
Suppose that the CDF of Xi is FX(x) = 1   exp( x) for x  0 (c.f. Eq. (2.28)). Then according to
Eq. (2.66), the maxima of fXig has a CDF of
FmaxfXig(x) = [FX(x)]
n = [1  exp( x)]n = exp (n ln [1  exp( x)])
 exp (  exp(lnn)  exp( x)) = exp

  exp

 x 
1
 lnn
1


(2.73)
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As such, the maxima of fXig follows an Extreme Type I distribution with a location parameter of 1 lnn and
a scale parameter of 1 .
If a random variable X follows an Extreme Type II distribution (Fre´chet distribution), then its CDF
takes the form of
FX(x) = exp

 
x

 k
(2.74)
in which  is a scale parameter and k is a shape parameter. The mean value and variance of X, E(X)
and V(X), are determined as follows respectively
E(X) =    

1  1
k

V(X) = 2

 

1  2
k

   2

1  1
k
 (2.75)
Example 2.14 The maximum peak ground acceleration (PGA) within a reference period (say, one year)
follows an Extreme Type II distribution [46], as briefly illustrated in the following.
The occurrence of earthquake event is modeled by a Poisson process, with an occurrence rate of . Within
a reference period of [0; T ], the CDF of the maximum PGA, denoted by Am, is obtained as follows using the
law of total probability,
FAm(a) = P(Am  a) =
1X
k=0
P(X = k)  [1  Pc(A > a)]k (2.76)
where X is the number of earthquake events within the considered reference period, and Pc(A > a) is the
probability that the PGA, A, exceeds a conditional on the occurrence of an earthquake event.
Pc(A > a) =
Z
R
Z
M
I (A > ajr0;m0) fR(r0)fM (m0)dm0dr (2.77)
where fR(r0) and fM (m0) are the PDFs of R and M , respectively. The CDF of M , FM , takes a form of
FM (x) = 1  exp( (x M0)) (2.78)
where  is a constant and M0 is the minimum magnitude that is considered. Furthermore, using an earth-
quake attenuation model, the relationship between A and M;R is
A = 1 exp(2M)R
 3 (2.79)
where 1; 2; 3 are three constants. Thus,
Pc(A > a) =
Z
R
Z
M
I
 
1 exp(2m0)r
 3
0 > a

fR(r0)fM (m0)dm0dr0
=
Z
R
Z
M
I

m0 >
r30
2
ln

a
1

fR(r0)fM (m0)dm0dr0
=
Z
R
exp

 

r30
2
ln

a
1

 M0

fR(r0)dr0
/ a  2
(2.80)
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With this, we assume that Pc(A > a) = a 

2 , where  is a parameter that is independent of a. Thus,
Eq. (2.76) becomes
FAm(a) =
1X
k=0
P(X = k) 
h
1  a  2
ik
=
1X
k=0
(T )k
k!
exp( T ) 
h
1  a  2
ik
= exp( T )  exp
h
T

1  a  2
i
= exp

 Ta  2
 (2.81)
Eq. (2.81) indicates that the maximum PGA follows an Extreme Type II distribution.
The Extreme Type III distribution is closely related to the Weibull distribution. For a random variable
X following a Weibull distribution, its two-parameter CDF takes the form of
FX(x) = 1  exp[ (x=u)]; x  0 (2.82)
in which u and  are the scale and shape parameters, respectively. The mean and variance of X are
given by
E(X) = u   

1 +
1


; V(X) = u2 

 

1 +
2


   2

1 +
1


(2.83)
in which  () is the Gamma function.
Remark 2.9 The Weibull distribution is by nature the Extreme Type III distribution for minimum values.
This is briefly illustrated by considering a sequence of positive variables fX1; X2; : : : Xng, whose minima is
denoted by Xmin. The CDF of Xmin is by definition determined as follows,
FXmin(x) = P

n
min
i=1
fXig  x

= 1  P

n
min
i=1
fXig > x

= 1  P
 
n\
i=1
Xi > x
!
= 1  P
 
n\
i=1
 Xi <  x
! (2.84)
Suppose that the maxima of the sequence f Xig follows an Extreme Type III distribution whose CDF takes a
standard form of exp( ( x)) (c.f. Remark 2.8). With this,
FXmin(x) = 1  exp( ( ( x))) = 1  exp( x) (2.85)
As such, it can be seen that Xmin follows a Weibull distribution.
2.3 Simulation of a single random variable
2.3.1 Inverse transformation method
For a continuous random variableX with an explicit CDF of FX(x), a powerful tool to simulate a realiza-
tion of X is the “inverse transformation method” [185]. The basic idea is to firstly generate a realization
of FX(x) (a uniform variable within [0; 1]), denoted by u, and then find x by letting x = F 1X (u). This
method can be used provided that the expression of the CDF (as well as the inverse of the CDF) is
computable.
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Example 2.15 For a random variable X that follows an Extreme Type I distribution with a mean value of
mX and a standard deviation of sX , the procedure to generate a sample for X, x, is as follows.
(1) Find the two parameters  and  in Eq. (2.71) according to  =
p
6
  sX and  = mX   , where  is
the Euler-Mascheroni constant ( 0:5772).
(2) Generate a uniform variable within [0; 1], u.
(3) Let x =    ln [  ln(u)].
Example 2.16 By referring to Fig. 2.4, simulate a realization of a normal random variable X with a mean
value of X and a standard deviation of X . The procedure is as follows.
(1) Generate two independent uniform variables within [0; 1], u1 and u2.
(2) Let r =
p 2 lnu1  X and  = 2u2.
(3) Set x = r  cos() + X .
2.3.2 Acceptance-rejection method
For the case where the explicit expression of the CDF of X is not available, one may alternatively use
the “acceptance-rejection method” [185], which is based on the sampling of another continuous variable
Y . Technically, if the PDFs of X and Y are fX(x) and fY (y), respectively, and there exists a constant 
such that fX(x)  fY (x) holds for 8x, then the procedure of sampling X is as follows: (1) Simulate
a realization for Y with a PDF of fY (y), y, and a uniform variable within [0; 1], u; (2) Assign x = y if
u  fX(y)fY (y) or return to step 1 otherwise. The “acceptance-rejection method” is based on the Lemma as
follows. In practice, we can choose such a fY (y) that it is easy to generate a sample for Y .
Lemma 2.1 Suppose that the simulated variable using the aforementioned “acceptance-rejection method” is
X0. The PDF of X0 is fX(x).
This lemma is guaranteed by the fact that
P(X0 = x) = P

Y = x
u  fX(x)fY (x)

=
P
h
Y = x
T
u  fX(x)fY (x)
i
P
h
u  fX(x)fY (x)
i
=
fY (x)dx  fX(x)fY (x)R
fY (x)  fX(x)fY (x)dx
= fX(x)dx
(2.86)
Example 2.17 If the PDF of random variable X is fX(x) = 0:4775x6+1 ; x 2 R, generate a realization for X, x.
Consider a variable Y with a PDF of fY (y) = 1  11+y2 ; y 2 R. The CDF of Y is
FY (y) =
Z y
 1
fY ()d =
1


arctan y +

2

(2.87)
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By noting that for an arbitrary value z,
fX(z)
fY (z)
= 0:4775  z
2 + 1
z6 + 1
 2 (2.88)
The procedure of simulating a sample for X is as follows.
(1) Simulate two independent uniform variables within [0; 1], u1 and u2.
(2) Let y = tan
 
u1   2

.
(3) If u2  fX(y)2fY (y) , then set x = y; otherwise, return to Step (1).
2.4 Simulation of correlated random variables
In the time or space domain, the random events associated with different time points or locations are
often correlated, and their statistical characteristics can be represented by a sequence of random variables
or a random vector.
For correlated random vector X = fX1; X2; : : : Xng, if the CDF (cumulative density function) of Xi
is FXi(x) for i = 1; 2; : : : n, the Rosenblatt transformation method can be used to transform X to an
independent standard normal random vector U = fU1; U2; : : : Ung according to
(u1) = FX1(x1);
(ui) = FXijXi 1(xi); i = 2; 3; : : : n
(2.89)
where () is the CDF of standard normal distribution, and FXijXi 1() is the conditional CDF ofXi given
Xi 1 = fX1 = x1; : : : Xi 1 = xi 1g. With Eq. (2.89), the algorithm to generate samples fx1; x2; : : : xng
for X is as follows: (1) Generate n independent standard normal random variables u1; u2; : : : un; (2)
Set x1 = F 1X1 [(u1)] and xi = F
 1
X1jXi 1 [(ui)] for i = 2; 3; : : : n respectively. However, the Rosenblatt
transformation is often underpowered due to the n! possible ways of conditioning Xi in Eq. (2.89),
which may result in considerable difference in the difficulty of sampling X, and due to the inaccessibility
of conditional CDF FXijXi 1() with limited statistical data.
As a worthwhile alternative of sampling X, the Nataf transformation only requires the marginal dis-
tribution and correlation matrix of X, with basic concept of assuming a Gaussian Copula function for
the joint CDF of X. Under Nataf transformation, the random vector X is firstly translated to correlated
standard normal random vector Y using
Yi = 
 1[FXi(Xi)]; i = 1; 2; : : : n (2.90)
where the correlation matrix of Y, PY = f0ijg, can be determined with known correlation matrix of X,
PX = fijg. According to [56],
ij =
Z 1
0
Z 1
0
ij(yi; yj ; 
0
ij)dyidyj (2.91)
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where i, j and  are given by
i =
F 1Xi ((yi))  E(Xi)p
V(Xi)
;
j =
F 1Xj ((yj))  E(Xj)p
V(Xj)
;
(yi; yj ; 
0
ij) =
1
2
q
1  02ij
exp
(
 y
2
i   20ijyiyj + y2j
2(1  02ij)
) (2.92)
Especially, for the case where the COV of Xi is less than 0.5, 0ij can also be approximated by Rij  ij ,
where Rij is a polynomial function of ij and COV of Xi and Xj [56, 140].
Next, the random vector Y is transformed into an independent standard normal random vector U
through
Y = AU (2.93)
where A is an nn lower triangular matrix obtained from the Cholesky factorization of PY (i.e.,AAT =
PY). With Eqs. (2.90) and (2.93), the relationship between X and U can be obtained as
X1 = F
 1
X1
[(a11  U1)]
X2 = F
 1
X2
[(a21  U1 + a22  U2)]
...
Xn = F
 1
Xn
[(an1  U1 + an2  U2 + : : :+ ann  Un)]
(2.94)
Thus, the procedure of simulating samples fx1; x2; : : : xng for X using Nataf transformation is as follows.
(1) Determine PY by Eq. (2.91), and solve matrix A through Cholesky factorization of PY.
(2) Generate n independent standard normal samples u1; u2; : : : un;
(3) Set xi = F 1Xi
h

Pi
j=1 aijuj
i
for i = 1; 2; : : : n.
2.5 Classical reliability theory
2.5.1 Reliability and reliability index
For a structural member or system, the resistance, R, is expected to be greater than the load effect, S, so
as to ensure the safety of the structure. The importance is evident to estimate the risk of structural failure
(i.e., S exceeds R), considering that both R and S are random variables for practical cases. Usually, the
following two assumptions can be made,
(1) Structural reliability (or safety) can be measured by probability;
(2) Statistics information about resistance and load is observed or known.
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According to the definition of reliability, denoted by L, which equals 1   Pf , where Pf denotes the
probability of failure, we have
Pf = 1  L =
Z 1
0
Z s
0
fR;S(r; s)drds (2.95)
where fR;S(r; s) is the joint PDF of R and S. Eq. (2.95) can be derived using the law of total probability.
Furthermore, if we assume that R and S are statistically independent, by referring to Fig. 2.7, one has
Pf =
Z 1
0
FR(s)fS(s)ds =
Z 1
0
[1  FS(r)]fR(r)dr (2.96)
where FR and FS are the CDFs ofR and S; fR and fS are the PDFs ofR and S, respectively. In Eq. (2.96),
the term 1  FS(r) is also referred to as the “hazard function”.
1 – FS, fR
1
0
r, s
1 – FS
r
P(r ≥ S) 
P(r < S)
fR
P(r<R≤ r+dr)=fR(r)dr
r+dr
Figure 2.7: Illustration of the failure probability associated with the “R-S” limit state function.
The expression of the failure probability Pf in Eq. (2.95) can be alternatively obtained by considering
the ratio of R=S. Since both R and S are practically positive, it follows,
Pf = P(R  S) = P

R
S
 1

= FR=S(1) (2.97)
where FR=S is the CDF of R=S. Since
dFR=S(x)
dx
= fR=S(x) =
Z 1
0
  fR;S(x; )d (2.98)
It is easy to see that Eqs. (2.95) and (2.97) give the same estimate of the failure probability.
Under the assumption of independent R and S, if both R and S are normally distributed, then their
difference, Z = R   S, is also a normal variable. The mean value and variance of Z are respectively
Z = R   S and 2Z = 2R + 2S , where R; S ; R; S are the mean values and standard deviations of
R and S respectively. With this, the failure probability in Eq. (2.95) is simply
Pf = P(Z  0) = 

0  Z
Z

= 1  

Z
Z

(2.99)
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Define a function G = R   S, which is referred to as a “limit state function”. The case of G < 0
corresponds to structural failure; on the contrary, the structure survives if G  0. Clearly, the probability
of structural failure (c.f. Eq. (2.99)) equal that of G < 0.
With Eq. (2.99), the “reliability index” is defined as follows,
 =  1(1  Pf) = R   Sp
2R + 
2
S
(2.100)
which is a widely-used tool to represent the safety level of a structure. For the cases where R and S
are not normally distributed, the index , as expressed in Eq. (2.100) is no longer exact but is still an
important reference parameter for structural reliability.
According to Eq. (2.100), the reliability index can also be treated as the distance from the origin
((0; 0)) to the line R y+R (S x+S) = 0 in an x-y coordinate system, as shown in Fig. 2.8(a). That
is, the distance to the normalized limit state function R   S = 0 from a view of geometric visualization.
This observation can be further generalized for cases where the limite state function is nonlinear, as will
be discussed in the following.
Y
X X X
Limit state functionLimit state function Limit state function
§
(x
*
, y
*
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§ §=min 
distance
(a) (b) (c)
YY
Figure 2.8: Geometric definition of the reliability index .
2.5.2 First-order second-moment reliability
If the limit state function, g(X), is nonlinear, the linearization of g with the Taylor expansion [160] gives
g(X) = g(X1; X2; : : : Xn)  g(x1; x2; : : : xn) +
nX
i=1
(Xi   xi )
@g(x)
@Xi
(2.101)
where x = fx1; x2; : : : xng is the point where the Taylor expansion is performed. If we assign x as the
mean values of each Xi, Eq. (2.101) becomes
g(X)  g(X1 ; X2 ; : : : Xn) +
nX
i=1
(Xi   Xi)
@g(X1 ; X2 ; : : : Xn)
@Xi
(2.102)
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With Eq. (2.100), the approximate solution for reliability index, , is obtained as follows,
 =
g(X1 ; X2 ; : : : Xn)rPn
i=1

Xi  @g(X1 ;X2 ;:::Xn )@Xi
2 (2.103)
The reliability index defined in Eq. (2.103) is the “First-order second-moment reliability index” [140].
Specially, if the limit state function g takes a linear form of g =
Pn
i=1 ai Xi, then the reliability index 
in Eq. (2.103) is simply
 =
Pn
i=1 aiXiqPn
i=1 (aiXi)
2
(2.104)
As has been discussed before, the reliability index  in the presence of a nonlinear limit state function
can also be derived by its geometric definition (c.f., Fig. 2.8(b)), which provides another method for
deriving Eq. (2.103).
Consider the normalized limit state function
gnorm(X) = g(X1 + X1 X1; X2 + X2 X2; : : : Xn + Xn Xn) (2.105)
The Taylor expansion of gnorm at point (0; 0; : : : 0) yields
gnorm(X) = gnorm(X1; X2; : : : Xn)  gnorm(0; 0; : : : 0) +
nX
i=1
Xi  @gnorm(0; 0; : : : 0)
@Xi
(2.106)
The reliability index equals the distance from the origin (0; 0; : : : 0) to the linearized gnorm(X), with which
 =
gnorm(0; 0; : : : 0)rPn
i=1

@gnorm(0;0;:::0)
@Xi
2 (2.107)
By noting that @gnorm(0;0;:::0)@Xi = Xi 
@g(X1 ;X2 ;:::Xn )
@Xi
according to Eq. (2.105), it can be seen that
Eqs. (2.103) and (2.107) are equivalent.
Remark 2.10 In Eq. (2.103), only the first- and second-order moments of the variables (in X) are con-
sidered, while the higher-order moments are ignored. With this, it can be reasonably interpreted that each
variable follows a normal distribution since the PDF of a normal distribution can be sufficiently determined
by the first- and second-order moments (c.f. Section 2.2.3).
2.5.3 First-order reliability method
Recall the limit state function as in Eq. (2.101). The reliability index  can be found by searching the
shortest distance from the origin to the limit state function in the standard normal space, as illustrated
in Fig. 2.8(c). This is called the first-order reliability method (FORM).
For the random vector X, the first step is to transform it into an uncorrelated standard normal vector
Y (c.f. Section 2.4). With this, the limit state function becomes gnew(Y) = g(X). With this, the FORM is
expressed as follows,
 = min jyj subjected to gnew(y) = 0 (2.108)
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An iteration-based approach can be used to find the  as in Eq. (2.108) [140]. Suppose that y(i)
is the ith approximation of the vector Y which is locally perpendicular to g(y) = 0. The (i + 1)th
approximation, y(i+1), is sought by considering the first-order Taylor expansion of g at y(i) as follows,
g(y(i+1))  g(y(i)) + (y(i+1))Tg0   (y(i))Tg0 = 0 (2.109)
where the subscript T denotes the transpose of the matrix (vector), and g0 =
h
@g
@y1
: : : @g@yn
iT
. Eq. (2.109)
further gives
(y(i+1))Tg0 = (y(i))Tg0   g(y(i)) (2.110)
By noting that g0 = jg0ja(i) and y(i) =  (i)a(i), where (i) is the reliability index associated with the ith
run, it follows,
y(i+1) =  a(i)

(i) +
g(y(i))
jg0j

(2.111)
As such, Eq. (2.111) establishes an iteration for the sequence of y(1), y(2); : : :, y(n) which stops until the
difference between (n 1) and (n) is smaller than a predefined limit. With this, the reliability index is
found as (n).
2.5.4 Simulation-based reliability assessment
The structural failure probability generally takes the form as follows in the presence of a limit state
function G(X),
Pf = P(G(X) < 0) =
Z
: : :
Z
G(X)<0
fX(x)dx (2.112)
where fX(x) is the joint PDF of X. In some cases it is difficult to directly calculate the n-fold integral
in Eq. (2.112), especially when n is large. In such a case, the Monte Carlo simulation method provides
an alternative technique for calculating the integral, which can be used to simulate a large number of
experiments, where the observation of the results yields an estimate of the structural failure probability.
First, simulate a realization of X, x1, and determine the sign of G(x1) (i.e., whether G(x1) < 0 or
not), denoted by I[G(x1) < 0]. The indicative function I() returns 1 if the event in the bracket is true
and 0 otherwise. Repeating this experiment form times, if the sample ofX is xi for the ith run, then the
failure probability as in Eq. (2.112) is approximated by
Pf  J =
Pm
i=1 I[G(xi) < 0]
m
(2.113)
Eq. (2.113), guaranteed by the “strong law of large numbers”, provides a simulation-based approach
to estimate Pf in Eq. (2.112). The simulation of the random variables has been discussed in Section 2.3.
With the central limit theorem (c.f., Section 2.2.3), J follows a normal distribution when n is large
enough. The mean and variance of J are respectively determined by
E(J) = I[G(x) < 0]; V(J) =
1
m
V (I[G(x) < 0]) (2.114)
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As such, it can be seen that the variance of J decreases with the number of simulation runs m and is
in proportion to m 1. Eq. (2.114) implies that J is an unbiased estimate of Pf and that to improve
the simulation accuracy of Eq. (2.113), one can either use a sufficiently large m or modify the simula-
tion procedure to reduce V (I[G(x) < 0]). In terms of the latter, the importance sampling method is a
promising approach. Recall Eq. (2.112), which is rewritten as follows,
Pf =
Z
: : :
Z
I[G(X) < 0]fX(x)dx =
I[G(X) < 0]fX(x)
h(x)
h(x)dx = E

I[G(X) < 0]fX(x)
h(x)

(2.115)
where h(x) is a desired legitimate joint PDF. With this, the term E
h
I[G(X)<0]fX(x)
h(x)
i
in Eq. (2.115) can be
estimated as follows using the importance sampling method,
E

I[G(X) < 0]fX(x)
h(x)

 J 0 = lim
m!1
1
m
mX
i=1
I[G(x(i)) < 0]fX(x(i))
h(x(i))
(2.116)
Remark 2.11 A simple illustration of the importance sampling method is given in Fig. 2.9, where the bi-
variate limit state function G(x1; x2) = 0 is considered. When the failure probability is small (e.g.,  10 4),
if using the original joint PDF of X1 and X2 (c.f., Eq. (2.112)), then huge times of simulation runs are
essentially needed. However, by adapting the importance sampling method, choosing another joint PDF h,
the simulation number will be significantly reduced.
x1
x2
Safety domain
h(x)
fX(x)
g(x1, x2)=0
0
μX1
μX2
Figure 2.9: Illustration of the importance sampling method.
Example 2.18 Illustration of different methods for reliability analysis. For a limit state function taking
the form of [229]
Z = R  S1   S2S3 (2.117)
where the probabilistic models of R, S1, S2 and S3 are summarized in Table 2.2. The failure probability
is obtained as 0.003718 via 1,000,000 replications of MCS ( = 2:68). The first-order-second-moment
method gives a reliability index of 2.747 and thus a failure probability of 0.003. Applying the FORM yields
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a reliability index of 2.60 and correspondingly a failure probability of 0.0047. The results associated with
the three methods are close to each other; however, the difference also exists due to the accuracy of each
approach.
Table 2.2: Statistics of the variables in Eq. (2.117).
Variable Mean Standard deviation Distribution type
R 60 10 Normal
S1 15 5 Gamma
S2 1/2
p
3=6 Uniform
S3 20 4 Weibull
2.5.5 System reliability: series and parallel models
Structural members cannot fail in more than one mode, but structural systems may fail in many modes.
This section presents a concise introduction to system reliability, including two basic models: the series
model and the parallel model.
2.5.5.1 Series system
Let Fi denote the failure of member (or mode) i, and Si (i.e., the complementary of Fi, or equivalently
F i) be the survival of i, i = 1; 2; : : : n. For a series system, the system failure Fsys = F1
S
F2
S
: : :
S
Fn.
With this,
P(Fsys) = P

F1
[
F2
[
: : :
[
Fn

= P
 
n[
i=1
Fi
!
(2.118)
Note that for 8i, Fi  F1
S
F2
S
: : :
S
Fn. Thus, the first-order bound of P(Fsys) is given as follows,
n
max
i=1
P(Fi)  P(Fsys) 
nX
i=1
P(Fi) (2.119)
Specifically, if each Fi is independent of each other,
P(Fsys) = 1 
nY
i=1
[1  P(Fi)] (2.120)
which further approximates
Pn
i=1 P(Fi) for typical cases where each P(Fi) is small enough.
2.5.5.2 Parallel system
For a parallel or ductile model, the system failure Fsys = F1
T
F2
T
: : :
T
Fn, where Fi denotes the failure
of element i as before. Since for 8i, F1
T
F2
T
: : :
T
Fn  Fi, it follows,
P(Fsys) 
n
min
i=1
P(Fi) (2.121)
which indeed yields an upper bound of the failure probability of the parallel system. Furthermore, by
noting that P(Ssys) = 1  P(Fsys) = P
 
F 1
S
F 2
S
: : :
S
Fn

= P (
Sn
i=1 Fi), one has
max
"
0; 1  n+
nX
i=1
P(Fi)
#
 P(Fsys) (2.122)
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which gives a lower bound of the parallel system. This lower bound can be further tightened. First, note
that the following relationship holds,
P(Fsys) =
nY
i=1
P
0@Fij n\
j=i+1
Fj
1A (2.123)
In many engineering problems, P(Fij \nj=i+1 Fj) > P(Fi). Based on this, the lower bound of P(Fsys) as
in Eq. (2.122) is tightened as
nY
i=1
P(Fi)  P(Fsys) (2.124)
2.6 Reliability on the time domain
The failure of important civil structures within a community, triggered by either environmental or an-
thropogenic extreme events, may lead to substantial economic losses and disruption to the society. Mo-
tivated by the increasing awareness from the public and asset owners regarding the safety of structures
and infrastructure systems, the research community and engineers have been seeking for advanced im-
plementations of risk mitigation and construction practice. Many factors such as the environmental
conditions, severe load intensity, may pose a significant threat to the structural safety. The exact impacts
of these factors are, unfortunately, often difficult to predict in a deterministic way, and thus should be
assessed using a probability-based method taking into account the uncertainties associated with both
the structural performance and the external load effects [62]. With this regard, structural reliability
assessment provides a useful tool of evaluating and managing structural safety and serviceability level,
which is informative of the structural ability of withstanding future extreme events within its service life
under a probability-based framework. The structural reliability, L, can be quantitatively measured by the
probability that the load effect (S) does not exceed the structural resistance (R), i.e.,
L = P(R > S) (2.125)
Note that both R and S in Eq. (2.125) are time-variant, and thus the reliability L is independent of the
considered reference period, as schematically shown in Fig. 2.10(a). However, realistic civil structures
are often subjected to severe operating or environmental conditions during their service life, and thus
may suffer from the deterioration of structural strengthen or stiffness due to these factors. Moreover,
the external load intensity and/or frequency may also change with time [108, 161, 165, 169]. The
following two examples present a simple illustration of the time-variant resistance and load processes
for a realistic structure. As such, a reasonable approach for structural reliability assessment should take
into account the time-variant characteristics of both the resistance and the external load processes. This
is especially the case when a relatively long reference period (say, 50 years, or the structural service life)
is considered, and the variation of both R and S with time is non-negligible.
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Figure 2.10: Time-variation of both the resistance and load processes.
Example 2.19 Consider a reinforced concrete (RC) beam that is subjected to marine environment, as shown
in Fig. 2.11. The chloride ingression into the concrete may initiate the corrosion of steel bar when the
chloride concentration at the steel surface reaches a predefined threshold, and further result in a reduction
of structural resistance. The relationship between the steel cross-section loss and time t can be described by
the Faraday’s laws of electrolysis [122], which takes a form of
As = K 0  icor  (t  ti) (2.126)
where  0 is the bar diameter(mm), K is a constant , icor is the corrosion rate, and ti is the time of corrosion
initiation, which equals the time at which the chloride concentration at the steel bar surface (c.f. Example )
reaches a threshold Ccr. Furthermore, the time-variant moment bearing capacityMu is obtained as follows,
Mu = fyAs

h0   fyAs
2fcb

= fy(A0  As)

h0   fy(A0  As)
2fcb

(2.127)
where b is the width of the cross section, fc is the concrete compressive strength, fy is the steel tensile strength,
As is the total sectional areas of the steel bars, A0 is the initial sectional areas of the steel bars, and h0 is
the effective depth of the section. Eq. (2.127) indicates that Mu decreases parabolically with time after
the corrosion initiation, or approximately linearly for typical cases where the variation fyAs2fcb with time is
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negligible compared with h0   fyA02fcb , consistent with that reported by [149].
P L
M=0.25PL<Mu
b
x
h0
As
Chloride 
ingress
Figure 2.11: Illustration of the moment bearing capacity of a simply supported RC beam.
Example 2.20 For an in-service bridge, the traffic volume may increase with time due to the development
of local economics and social functionalities. For instance, Pan et al. [169] analyzed the in situ traffic
data of a highway bridge in China covering a period of 1997–2007, and found that the daily traffic volume
increased from 14.8 to 61.4 thousand over the 11 years. This change will accordingly increase the intensity
of the “extreme” traffic loads. Illustratively, we assume that the weight of each vehicle follows a normal
distribution with a mean value of 1 (normalized) and a standard deviation of 0.2. The PDFs of the daily
maximum vehicle weight for years 1997 and 2007 are plotted in Fig. 2.12, from which we can see that the
mean value of the maximum vehicle weight becomes greater with the increasing daily traffic volume.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
PD
F
Vehicle weight
 Single
 14.8 thousand
 61.4 thousand
Figure 2.12: The PDFs of the normalized daily vehicle weight.
For a reference period of [0; T ], the structural reliability, denoted by L(0; T ), is the probability that the
load effect S does not exceed the resistance R for an arbitrary time point within the considered interval.
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Mathematically, it follows,
L(0; T ) = PfR(t) > S(t);8t 2 [0; T ]g (2.128)
where R(t) and S(t) are the resistance and load effect at time t, respectively. The term L(0; T ) in
Eq. (2.128) is referred to as “time-dependent reliability” as it is dependent on the duration of the con-
sidered time period, T .
To begin with, we consider a simple case where the resistance does not vary with time while the load
process is time-variant, as shown in Fig. 2.10(b). With this, the reliability for [0; T ] can be estimated by
L(0; T ) = P(R > Smax) (2.129)
where Smax = maxfS(t)g for t 2 [0; T ]. As such, the time-dependent reliability problem is converted
into a classic one since Smax is a random variable. However, if the resistance also varies with time, then
the reliability within a service period of [0; T ] can not be transformed into a classical problem by simply
considering two variables that are representative of both R(t) and S(t). For instance, if one compares
the maximum of the load effect and the minimum of resistance to evaluate the reliability, denoted by
L0(0; T ), it follows,
L0(0; T ) = P(Rmin > Smax) (2.130)
where Smax = maxfS(t)g and Rmin = minfR(t)g for t 2 [0; T ]. It is demonstrated in Example 2.21 that
the structural reliability may be significantly underestimated by L0(0; T ).
Example 2.21 Suppose that R(t) = XR
 
4  t50

, and S(t) = XS
 
2  t50

, where the time t is in years,
XR and XS are two statistically independent and identically distributed variables, following a lognormal
distribution with a mean value of 1 and a standard deviation of 0.2. With this, the probability of structural
failure within a service period of 50 years is given by
Pf (0; 50) = 1  P(4XR > 2XS \ 3XR > XS) = 1  P

XR
XS
>
1
2

= 0:0067 (2.131)
However, the failure probability that is estimated by comparing the maximum of S(t) and the minimum of
R(t), denoted by P0f (0; 50), is
P0f (0; 50) = 1  P (3XR > 2XS) = 1  P

XR
XS
>
2
3

= 0:0738  11Pf (0; 50) (2.132)
Thus, the failure probability is significantly overestimated by simply considering the maximum of the load
effect and the minimum of the resistance.
Clearly, the time-variant characteristics of both R(t) and S(t) should be reasonably addressed in time-
dependent reliability analyses. A straightforward generalization of Eq. (2.125) in the time domain takes
the form of
L(t) = P[R(t) > S(t)] (2.133)
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which gives an estimate of the instantaneous reliability at time t. Given that the PDFs of R(t) and S(t)
are fR(t) and fS(t), and that the CDFs of R(t) and S(t) are FR(t) and FS(t) respectively, the reliability
L(t) can be estimated as follows,
L(t) =
Z 1
0
[1  FR(t)(s)]fS(t)(s)ds =
Z 1
0
FS(t)(r)fR(t)(r)dr (2.134)
It is noticed that Eq. (2.133) has meaning only if the following two requirements are satisfied simul-
taneously: (1) S(t) is monotonically non-decreasing, and (2) R(t) is monotonically non-increasing. As
illustrated in Fig. 2.10(c), for a reference period of [0; T ], the reliability L(0; T ) can be simply measured
by L(T ) in Eq. (2.133) conditional on the aforementioned two requirements. An example is given as
follows to demonstrate the application of Eq. (2.133).
Example 2.22 As in Fig. 2.11, the RC beam is subjected to the chloride ingress-induced corrosion of steel
bars. We consider a limit state that the chloride concentration at the steel surface C(x; t) reaches the thresh-
old Ccr (i.e., the initiation of steel corrosion; c.f. Example 2.19). With this, we treat the threshold Ccr as the
structural resistance, which is a random variable, and the chloride concentration C(x; t) as the time-variant
load effect S(t) at time t. The beam is deemed as “failure” once C(x; t) > Ccr. Thus, the reliability with in a
reference period of [0; T ] is evaluated by
L(0; T ) = P[C(x; T )  Ccr] (2.135)
The monotonicity of the load process S(t) as in Fig. 2.10(c) is often not the case in practical engi-
neering. More generally, the time-variant load S(t) can be modeled as a stochastic process with random
fluctuation, as illustrated in Fig. 2.10(d). Correspondingly, the time-dependent reliability within a refer-
ence period of [0; T ] is estimated according to Eq. (2.133), where the analysis is unavoidably performed
on the time domain and cannot be simply transformed into a classical problem for a general case with
stochastic R(t) and S(t).
The resistance process is by nature a continuous process. The load process, however, can be typically
classified into two types: continuous and discrete. In Chapter 3, the discrete load process will be dis-
cussed, assuming that the load intensity varies negligibly during the interval in which it occurs without
dynamic response, and the duration of each load t is small enough compared with the whole service
period of interest (i.e., t T ). The reliability analysis in the presence of a continuous load process will
be further discussed in Chapter 4.
2.7 Summary
This chapter provides a brief introduction to some important mathematical tools for structural reliability
assessment. It starts from the basic concept of probability space and random variables, which are the fun-
damental tools for representing and measuring the uncertainties associated with engineering structures,
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followed by the definitions of the mean value, variance, CDF, PDF, MGF, CF of a random variable. Some
frequently-used distribution types are subsequently introduced, with the illustration of their applications
in practical engineering. The simulation techniques for a single random variable as well as a random
vector (consisting of correlated variables) are also discussed, which form the basis for simulation-based
approaches (e.g., Monte Carlo simulation). The classical reliability theory is then presented to form a
basic idea of how to measure the structural safety level (reliability) by employing the probability theory.
Finally, the reliability problem on the time domain is discussed, which, compared with the traditional
reliability theory, is more sophisticated due to the additional dimension and calls for more efforts in rea-
sonably modelling the stochastic processes of structural performance deterioration and external loads,
as well as the interactions between the two processes.
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Chapter 3
Time-dependent reliability: discrete
load process
3.1 Introduction
The performance of civil structures such as strength, stiffness and stability may deteriorate due to severe
operating or environmental conditions in service, resulting in a potential decrease of structural safety
and serviceability below the baseline as assumed for new ones. In an attempt to achieve a better un-
derstanding of the service conditions of aging structures, it is of significant importance to assess the
structural safety and remaining service-life under a probability-based framework, taking into account
the uncertainties associated with both the resistance deterioration and load process [38, 62, 119, 123].
Structural reliability is a widely-used indicator of structural ability to fulfill the safety and serviceability
requirements during a specific time period of interest, and provides a rational criterion to help make
decisions regarding the maintenance optimizations of structures [4, 66, 73, 150].
Significant studies have been conducted in recent decades regarding the time-variant reliability and
service-life assessment of aging structures [58, 93, 116, 148, 149, 170, 200, 201]. Mori and Ellingwood
[149] proposed a closed-form solution for structural time-dependent reliability analysis considering a
stationary load process. Later studies used this method to assess the remaining service life of aging
structures [73, 93, 150]. Li et al [123] improved the work by Mori and Ellingwood [149] and de-
veloped a method for reliability analysis of aging structures, which enables the non-stationarity in loads
[108, 161] to be considered. However, many previous works used a fully-correlated deterioration model,
which cannot not fully address the stochastic characteristics associated with the deterioration process.
Some improved deterioration models have later been proposed [5, 21, 109, 189, 202, 209, 220, 227],
where the monotonicity (non-increasing) and auto-correlation of the deterioration process are taken into
account. Yet limited attention has been paid to the modeling of physical dependence of deterioration
process on load intensities. This is particularly relevant when only incomplete statistical information is
available. Furthermore, existing works have, for the most part, considered the load process as indepen-
dent. Practically, temporal correlation often exists between the load intensities and/or in the load occur-
43
rence due to common causes. For instance, for the tropical cyclone winds, at a specific site of interest,
inter-correlation between successive cyclone events may be posed by common underlying climatologi-
cal causes [65, 124, 224]. The observation of multi-year and multidecadal oscillations in cyclones also
suggests such a temporal correlation [214]. Ellingwood and Lee [65] quantitatively measured the auto-
correlation in wind load process, where a time series model [111] was used. Li et al [124] and Wang et
al [224] preliminarily investigated the impact of temporal correlation in cyclone process on cumulative
community damage. However, to-date methods for structural reliability analysis have yet to incorporate
the temporal correlation in external load process.
This chapter assesses the time-dependent reliability of aging structures in the presence of temporal
correlation in loads and deterioration-load dependency. The correlations arising from both the load oc-
currence times and load intensities are taken into account. The dependency of resistance deterioration on
load intensity is described by a copula function. A simulation-based method is developed for structural
time-dependent reliability analysis. The proposed method is demonstrated through a time-dependent
reliability assessment problem. The impacts of load temporal correlation and deterioration-load depen-
dency on structural safety are investigated parametrically.
3.2 Modeling the temporal correlation in loads
Both the occurrence and intensity of significant loads are unavoidably associated with uncertainties on
the time scale. As a result, they should be modeled using a probabilistic method. The mathematical
modeling of a correlated load process is discussed in this section.
3.2.1 Temporal correlation in load occurrence
In practice, a stochastic random process such as the Poisson process is used to account for the randomness
in load occurrence times [104, 123, 149]. For a reference period of T years, the loads can be represented
by a sequence of randomly occurring pulses with random intensities, S1; S2; : : : SN , at times t1; t2; : : : tN ,
respectively. The sequence of time interval between two subsequent events,  = f1;2; : : :Ng,
can be used to define a Poisson process, where i = ti   ti 1 for i = 1; 2; : : : N and t0 = 0. It is an
independent process and the cumulative density function (CDF) of i, Fi , is given by
Fi(t) = 1  exp

 
Z t
0
(ti 1 + )d

; t  0 (3.1)
where () is the mean occurrence rate of the load at time  (i.e., on average () load event(s) occur
during unit time corresponding to time ). Eq. (3.1) simply becomes Fi(t) = 1  exp( t) for the case
of a stationary process.
Now we consider the temporal correlation in load occurrence. The time interval sequence  is
modeled as a correlated Markov chain, that is, i+1 is directly correlated with i only (see, e.g., [185]
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for details on Markov chain process). Let %i denote the linear correlation coefficient between i and
i+1, with which the correlation coefficient between i and j is given by
ij =
8>>>>>><>>>>>>:
i 1Y
k=j
%k; i > j
1; i = j
ji; i < j
(3.2)
Specifically, if %i  % for 8i, ij in Eq. (3.2) becomes %i j if i > j. The number of loads within time
interval (0; T ], N(T ), is given by
N(T ) = maxfk :
kX
j=0
j  Tg (3.3)
where 0 = 0. The validity of this correlated load process is guaranteed by the convergence of
limT!1
N(T )
T . To illustrate this point, we simply consider the case of a stationary process, where two
subsequent time invertals, i and i+1, are correlated with %i = % and identically distributed with a
mean value of 1= and a standard deviation of 1=.
First, we show that limT!1N(T ) = 1 with probability 1. This can be proven by noting that the
probability of limT!1N(T ) being finite with a value less than $ is
lim
T!1
P(N(T ) < $) = 1  lim
T!1
P(N(T )  $) = lim
T!1
P(S(N(T ))  T ) = 0 (3.4)
Next, it is easy to see that
S(N(T ))
N(T )
 T
N(T )
<
S(N(T ) + 1)
N(T )
(3.5)
where S(N(T )) =PN(T )i=1 i. Consider the lower bound of Eq. (3.5),
lim
N(T )!1
E
S(N(T ))
N(T )

= lim
N(T )!1
PN(T )
i=1 E(i)
N(T )
=
1

(3.6)
and
lim
N(T )!1
V
S(N(T ))
N(T )

= lim
N(T )!1
1
(N(T ))2
V
0@N(T )X
i=1
i
1A
= lim
N(T )!1
1
(N(T ))2
24N(T )X
i=1
V(i) + 2
X
1i<jn
cov(i;j)
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= lim
N(T )!1
1=2
(N(T ))2
24N(T ) + 2 X
1i<jn
%j i
35
= 0
(3.7)
Similarly, for the upper bound of Eq. (3.5), when N(T )!1,
lim
N(T )!1
E
S(N(T ) + 1)
N(T )

= 1=; lim
N(T )!1
V
S(N(T ) + 1)
N(T )

= 0 (3.8)
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This result indicates that both S(N(T ))N(T ) and
S(N(T )+1)
N(T ) become deterministic values as T !1. Thus, with
Eq. (3.5), limT!1 TN(T ) = 1=, or equivalently,
lim
T!1
N(T )
T
=  (3.9)
The Nataf transformation method [131, 140, 158] can be used to generate a sample sequence of ,
provided the marginal distribution of each i and the correlation matrix  = [ij ] are known. The basic
idea is to first transform  into a correlated standard normal distributed vector Y = fY1; Y2; : : : YNg
with a correlation matrix of 0 = [0ij ], and then transform Y into an independent standard normal
distributed vector Z = fZ1; Z2; : : : ZNg. It can be shown that
Y = L  Z (3.10)
where L = [lij ] is a lower triangle matrix satisfying L  LT = 0.
A key step in the Nataf transformation method is to find the correlation matrix 0 provided . Discus-
sions on the relationship between ij and 0ij can be found in literature (see, e.g., [131, 140]). For the
case of a stationary process, each i is identically distributed and follows an exponential distribution.
The mean value and variance of i are 1= and 1=2 respectively, yielding a constant COV (coefficient
of variation) of 1. With this, the relationship between ij and 0ij can be found numerically as
0ij
ij
=  0:05533ij + 0:1522ij   0:3252ij + 1:2285 (3.11)
Note that expanding Eq. (3.10) gives
1 = F
 1
1
[(l11  Z1)]
2 = F
 1
2
[(l21  Z1 + l22  Z2)]
...
N = F
 1
N
[(lN1  Z1 + lN2  Z2 + : : :+ lNN  ZN )]
(3.12)
where
lii =
vuut0ii   i 1X
k=1
l2ik (3.13)
and
lij =
1
lii
 
0ij  
i 1X
k=1
likljk
!
; j  i+ 1 (3.14)
With this, the procedure of sampling a stationary and correlated sequence of, f1; 2; : : : Ng, by means
of the Nataf transformation method is summarized as follows:
(1) Determine 0 with Eq. (3.11), and solve L with Eqs. (3.13) and (3.14).
(2) Generate N independent standard normal distributed samples z1; z2; : : : zN .
(3) Set i = F 1i
h

Pi
j=1 lijzj
i
for i = 1; 2; : : : N .
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For the case of a non-stationary correlated process, however, the COV of i varies with i since it
depends on ti 1. This fact, unfortunately, indicates that one cannot construct the correlation matrix 0
prior to generating a sample of. In such a case, an iteration-based method is proposed to sample.
Note that Eqs. (3.13) and (3.14) demonstrate that the elements in L, lij (i  j), are uniquely
determined once the principal sub-matrix of 0, 0[i; i], is known (see [95] for the definition of principal
sub-matrix). With this, one can generate a sample sequence of as follows:
(1) Sample 1. Generate a standard normal distributed variable z1, and set 1 = F 11 ((z1)). This step
is guaranteed by the fact that l11 = 1 since 011 = 11 = 1.
(2) Let t1 = t0 + 1 = 1, and calculate the COV of 2 with Eq. (3.1).
(3) Find 021 according to Eq. (3.11), and calculate l21 and l22 with Eqs. (3.13) and (3.14).
(4) Generate a standard normal variable z2, and set 2 = F 12 [(l21z1 + l22z2)].
(5) Steps (2)–(4) build a recursion process, with which one can further sample 3; 4; : : : N .
3.2.2 Temporal correlation in load intensity
The temporal correlation in loads may arise from not only the load occurrence times but also the inten-
sities associated with two load events. Conceptually, the correlation between load intensities is expected
to decrease with the time separation of the two events. The exponential law has been widely used in
previous works to model such a correlation decay [124, 132, 136]. Li et al [124] modeled the correlation
coefficient, ij , between the wind speeds of two tropical cyclone events at times ti and tj , as follows,
ij = exp

 jti   tj j
Lc

(3.15)
where Lc is a scale factor accounting for the correlation length. While Eq. (3.15) can capture the main
characteristics of correlation decay as a function of time separation, it has ignored the potential intermit-
tence in loads, considering the fact that the occurrence of significant loads is temporally non-continuous.
To overcome the disadvantage of Li’s model (Eq. (3.15)), an improved form is proposed in this study as
ij = exp

 j(ti)  (tj)j
Lc

 (ti)(tj)
titj
(3.16)
where (t) = t if there occurs a load event at time t and 0 otherwise. It can be seen that Eq. (3.16)
yields Eq. (3.15) conditional on (ti) = ti and (tj) = tj . The intermittence of loads is clearly reflected
in Eq. (3.16). In this chapter, Eq. (3.16) will be adopted to model the temporal correlation between load
intensities. The Nataf transformation method, as discussed in Section 3.2.1, can also be used to simulate
a sample sequence for load intensity, conditional on the occurrence times of each load event.
Finally, it is noticed that the probabilistic models of both load occurrence and load intensities involve
parameters which need to be calibrated via observed/predicted data from the real world before being
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applied to practical engineering. Prior to that, however, these models can be used to investigate the sen-
sitivity of structural reliability to the temporal characteristics of load process (e.g., temporal correlation).
3.3 Dependency of shock deterioration on load intensity
The environmental or operational attacks are responsible for the performance (e.g., resistance) deteri-
oration of aging structures in terms of long-term behaviour [16]. Some researchers have studied the
probabilistic behaviour of resistance deterioration based on experimental results conducted in labora-
tory (e.g., [41, 135, 251]). However, these results may differ from the realistic case and thus scaling
to prototype may cause significant error due to additional uncertainties. Few have also considered the
deterioration model via regression-based analysis of in situ data (e.g., [73]), which unavoidably has a
limitation in application to other cases due to the diversity of different deterioration scenarios. Gen-
erally, a reasonable deterioration model should be capable of incorporating the following deterioration
characteristics: (1) the nature of monotonicity (non-increasing) and auto-correlation; (2) dominant de-
terioration shapes/mechanisms (e.g., resistance loss of RC structures due to Chloride-induced corrosion
is governed by Fick’s second law [16, 145]) and (3) observed information which can be used to calibrate
the unknown parameters involved in the deterioration model.
Mathematically, the overall deterioration of structural resistance can be modeled as a combination
of both gradual deterioration caused by environmental effects and shock deterioration as a result of
significant attacks from extreme events [109, 227], as illustrated in Fig. 3.1. The gradual deterioration
may represent a dominant deterioration mechanism such as expansive aggregate reactions or sulfate (or
other chemical) attack. In this chapter, the gradual deterioration is assumed to be deterministic, while
the uncertainty associated with the shock deterioration is considered. This assumption can well capture
the deterioration characteristics when the gradual deterioration has a small variance or when the shock
deterioration accounts for the majority of the whole deterioration. For the case where the uncertainty
associated with the gradual deterioration is non-negligible, readers can consult a previous study by the
authors [227], where the gradual deterioration was modeled as a stochastic process.
Both gradual and shock deteriorations are expected to have functional relationships with the external
load effects. For instance, a greater load intensity may lead to a severer shock deterioration immediately
after the load action and further accelerate the gradual deterioration afterwards; such effects are un-
avoidably controlled by physics-based mechanisms (e.g., the expansion mechanism of cracks on RC sur-
faces subjected to external attacks, [16]). However, such physical relationships are often difficult or even
impossible to obtain in practice due to the complexity of multi-variant and non-linear analysis. In such
a case, one can use a correlation coefficient to approximate the dependency of shock deterioration on
the load intensity (as the gradual deterioration is assumed to be deterministic), which can nonetheless
capture the main characteristics of the interaction between load effects and deterioration process.
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Figure 3.1: Time-variant resistance and stochastic load process.
A copula function can be used to construct the joint distribution of correlated random variables in
the presence of incomplete information, provided the marginal distributions and correlation coefficient
of the variables. In engineering practice, many researches have taken the advantage of copula function
to model correlated random variables in probabilistic analyses (e.g., [118, 247]).
Taking into account the correlation between shock deterioration (D) and load intensity (S), a schematic
diagram for their joint probability distribution, denoted by hS;D(x; y), is shown in Fig. 3.2. Due to their
mutual correlation, with a given value of S, s, the conditional probability density function (PDF) of
D, fDjs, differs from the marginal distribution fD, and vice versa. Physically, D and S are positively
correlated, since a severer load event may lead to a more significant shock deterioration (e.g., [166]).
With the marginal distributions of S and D, denoted by FS and FD respectively, according to Sklar’s
Theorem [191], there always exists a copula function that satisfies
HS;D(x; y) = C(FS(x); FD(y)) (3.17)
where HS;D(x; y) is the joint distribution function of S and D, and C( ) is a copula function. With
Eq. (3.17), the conditional CDF of D on S = s, FDjs, is given by
FDjs() = lim
s!0
P(D   \ s s < S  s)
P(s s < S  s) =
1
fS(s)
 @HS;D(s; )
@x
(3.18)
Various measures can be used to describe the correlation between two random variables, such as lin-
ear correlation (i.e., Pearson’s , as used in Eqs. (3.2) and (3.16)) and rank correlations (e.g., Kendall’s
) [198]. The Pearson correlation is commonly used to measure the bivariate linear association. How-
ever, it is sensitive to the non-normality of the variables [24]. Note that the relationship between load
intensity and shock deterioration is usually non-normal and physically nonlinear. As a result, both Pear-
son’s  and rank-type Kendall’s  will be used in this chapter to measure the correlation between the load
effect and shock deterioration for comparison purpose, as will be further discussed in Section 3.5.5.
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Figure 3.2: Joint distribution of load effect S and shock deterioration D.
For random variables S and D, mathematically, the Kendall’s correlation coefficient, SD, is defined
as the probability of concordance minus the probability of discordance for a pair of observations (si; di)
and (sj ; dj) chosen from the sample pairs of (S;D) randomly, i.e.,
SD = P [(Si   Sj)(Di  Dj) > 0]  P [(Si   Sj)(Di  Dj) < 0] (3.19)
Further, different candidate copula functions may exist given the bivariate Kendall’s correlation coef-
ficient (note that copula does not necessarily mean a single function but a function family). The Gaussian
copula was used in [227] to model the dependency of shock deterioration on shock effect. However, the
sensitivity of structural reliability to the selection of copula function remains unaddressed. In this chap-
ter, four candidate copula functions are considered, namely Gaussian, Clayton, Gumbel and Frank, to
construct the joint function of S and D [154], as listed in Table 3.1, where (t) is the generator func-
tion. For the sampling of correlated random variables from a copula function, many practical techniques
are available in the literature (e.g., [139, 154, 235]). Of the four copula functions discussed listed in
Table 3.1, three (except the Gaussian copula) are Archimedean. The Kendall correlation between S and
D, SD, can be determined by [154]
SD() = 1 + 4
Z 1
0
(t)
0(t)
dt (3.20)
For Gumbel copula, (t) = (  ln t). Hence, SD() = 1 + 4
R 1
0
t ln t
 dt = 1  1 . Since  is defined in
[1;+1), it is obvious that if  equals 1, S and D are statistically independent; as  approaches infinity,
the limit of SD is 1, indicating that S and D are then fully positively correlated. The Gumbel copula can
only model random variables that are non-negatively correlated since SD()  0.
Similarly, for Clayton copula, SD() = +2 . For Frank copula, the generator function is (t) =
  ln e t 1
e  1 , where  6= 0, with which
0(t) =
e t
e t   1 (3.21)
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With Eq. (3.20), the relationship between SD() and  can be solved numerically and fitted in an explicit
form; for SD() 2 [0:1; 0:9],
SD() = 1  exp
 
7  10 74   9  10 53 + 4:8  10 32   0:1523 + 0:0369 (3.22)
Table 3.1: Four copula functions used to model S and D
Copula Name C(u; v) (t)  2
Gaussian ( 1(u); 1(v)) / [ 1; 1]
Clayton

max
 
u  + v    1; 0 1= 1  t    1 [ 1; 0) [ (0;+1)
Gumbel exp

  (  lnu) + (  ln v)1= (  ln t) [1;+1)
Frank   1 ln

1 + (e
 u 1)(e v 1)
e  1

  ln e t 1
e  1  6= 0
With the dependency of D on S described by a copula function, the Person correlation is estimated
by
SD =
E(S D)  E(S)E(D)p
V(S)V(D)
(3.23)
where E( ) and V( ) denote the mean value and variance of the random variable in the bracket respec-
tively,
E(S D) =
Z Z
xy  hS;D(x; y)dxdy =
Z Z
xy  dHS;D(x; y) (3.24)
Specifically, for Gaussian copula, the following relationship holds [76, 139]
SD =
2

arcsin(SD) (3.25)
3.4 Reliability assessment considering temporal correlation in loads
This section discusses the structural reliability in the presence of both temporal correlation in loads and
the deterioration-load dependency. The probability models developed in Sections 3.2 and 3.3 are used
herein. It should be emphasized that a probabilistic approach requires that all statistical characteristics
of uncertain variables (e.g., distribution type, distribution parameters, dependency between variables)
can be determined reliably from sufficient data. In practice, however, available real-world data on struc-
tural deterioration are often very limited, and the selection of probabilistic models is so generally based
on limited information, and often subjective judgment is involved. In such cases, a non-probabilistic
approach (e.g., imprecise probability theory) can be used alternatively to capture both the aleatory
uncertainty which is due to the inherent random nature of physical quantities, and the epistemic uncer-
tainty arising from limited data. In the last two decades the non-probabilistic approaches have received
considerable attention in the area of structural safety analysis, e.g., [146, 239, 241, 242, 246], among
others. It is acknowledged that the limitations of probabilistic approaches can be well extended with
the non-probabilistic methods. In this chapter, it is assumed that all the probability distributions of ran-
dom variables are known and a probabilistic approach is adopted throughout, as the present chapter is
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focused on the roles of temporal correlation in loads and deterioration-load dependency in structural
reliability.
In general, load correlation can be classified into two types: (1) at a particular time, load intensities
are at different locations correlated due to their common cause, resulting in a spatial correlation; (2) for
a particular site/structure, loads at different times are correlated, leading to a chronological series or an
auto-correlated load process [37, 205]. The present chapter only considers the latter, as the focus is on
the time-dependent reliability of an individual structure subjected to correlated loads on the time scale.
3.4.1 Type-I failure
A structure is deemed to fail at time t if the load effect, S(t), exceeds the resistance, R(t). This type
failure is referred to as Type-I failure in this chapter, which is actually the classical definition of structural
failure. With this, the instantaneous failure probability at time t, pf;ins(t), is given by
pf;ins(t) = P(R(t)  S(t)  0) =
Z 1
0
FR;t(x)fS;t(x)dx (3.26)
where FR;t(x) is the instantaneous CDF of R at time t, and fS;t(x) is the instantaneous PDF of S at time
t. Eq. (3.26) holds under the assumption of statistically independent R and S.
Now we consider the structural failure probability within time interval (0; T ]. If there are n load
events with intensities of S1; S2; : : : Sn occurring at times t1; t2; : : : tn, respectively, the failure probability
pf;1(T ) can be expressed as
pf;1(T ) = 1  P

R1 > S1
\
R2 > S2
\
: : :
\
Rn > Sn

(3.27)
where Ri is the resistance corresponding to time ti for i = 1; 2; : : : n,
Ri = R0  
 
iX
k=1
Gk +
iX
k=1
Dk
!
(3.28)
in which Gk is the gradual deterioration during time interval [tk 1; tk), and Dk is the shock deterioration
at time tk, as illustrated in Fig. 3.1. Conditional on ft1; t2; : : : tng and fS1; S2; : : : Sng, Eq. (3.27) becomes
pf;1(T ) = 1 
Z 1
0
: : :
Z n
0
dFDnjSn(xn)dFDn 1jSn 1(xn 1) : : : dFD1jS1(x1) (3.29)
where i = R0 
Pi
k=1Gk 
Pi 1
k=1 xk Si, and FDijSi is the conditional CDF ofDi on Si for i = 1; 2; : : : n.
3.4.2 Type-II failure
The second type of failure occurs if the cumulative deterioration reaches or exceeds the permissible level,
ga, over the considered reference period, i.e.,
pf;2(T ) = 1  P
" 
n+1X
i=1
Gi +
nX
i=1
Di
!
 ga
#
=
Z
: : :
Z


dFDnjSn(xn)dFDn 1jSn 1(xn 1) : : : dFD1jS1(x1)
(3.30)
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where pf;2(T ) is the probability of Type-II failure within a reference period of T years, Gn+1 is the
gradual deterioration within time interval [tn; T ), and 
 = fx1; : : : xnj
Pn
i=1 xi  ga  
P
Gig. Since the
second type failure mode is related to the cumulative deterioration condition only, which is essentially a
monotonic process, one may simply focus on the deterioration state at the end of the service period of
interest.
3.4.3 Reliability analysis considering both failure mechanisms
Consider the reliability of a structure within service period (0; T ] subjected to both failure modes. Due
to the complexity of calculating the multi-fold integral in Eqs. (3.29) and (3.30), a simulation-based
method is developed in this section for computing the probability of failure. For each simulation run, the
procedure is as follows:
(1) Sample the number of load events, n, and the time sequence ft1; t2; : : : tng according to the simula-
tion technique presented in Section 3.2.1.
(2) Simulate the load intensities fS1; S2; : : : Sng corresponding to the time sequence.
(3) Generate a sample sequence for shock deterioration fD1; D2; : : : Dng, and calculate the gradual
deterioration sequence fG1; G2; : : : Gn; Gn+1g.
(4) The structure is deemed to fail if either of the following two criteria is satisfied: (a) any load intensity
Si exceeds the corresponding resistance for i = 1; 2 : : : n, and (b) the cumulative deterioration,Pn+1
i=1 Gi +
Pn
i=1Di, exceeds the permissible level ga.
Performing the simulation procedure for M times, if the structure fails for r times, then the structural
failure probability is approximated by r=M .
Note that in Step (4) of the above procedure, if criterion (a) is considered only, one can obtain the
failure probability associated with the first failure type; the probability of second-type failure is estimated
if one takes into account criterion (b) only.
For simplicity of notation, in the following discussions, let F1, F2 and F12 respectively denote the
type-I, type-II and combined-failures (i.e., F12 = F1
S
F2).
3.5 Illustrative examples
In this section, several parametric examples are used to demonstrate the applicability of the proposed
method, and to investigate the impacts of load correlation and deterioration-load correlation on struc-
tural reliability. The load process is considered as stationary. The modeling of non-stationarity in load
process and its impact on structural safety are discussed elsewhere [123].
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Consider a structure subjected to dead load D and live load L. The design criterion is given by
0:9Rn = 1:2Dn + 1:6Ln (3.31)
in which Rn, Ln and Dn represent the nominal (code-specified) resistance, live load and dead load,
respectively. It is assumed that Dn = Ln. In Eq. (3.31), the load combination is adopted from a Building
Code [1] in the presence of dead load and live load, and the strength reduction factor (0.9) is chosen for
illustration purpose only. Note that any typical civil structure that has been well designed according to
design standards has a similar design criterion as in Eq. (3.31) (but not necessarily the same coefficients).
As a result, the following analytical results based on Eq. (3.31) can be further applied to more general
cases.
The initial resistance and dead load are assumed to be deterministic, consistent with the observations
that the uncertainties associated with the live loads are the major source of overall uncertainties (e.g.,
[63]). The initial resistance is taken as 1.05Rn, and the dead load is 1.0Dn. The live load is modeled as a
random process. The intensity of the live load has a mean of 0.5Ln and a COV of 0.3, following Extreme
value Type I distribution. The live load occurrence rate, , is assumed to be 0.5/year. The correlation
between two subsequent time intervals, %, is set to be 0.5. The correlation length for load intensity, Lc, is
assumed to be 2.8854, with which the correlation declines to 0.5 with a time separation of 2 years (c.f.
Eq. (3.16)).
The resistance degrades due to the combined effects from both gradual and shock deteriorations.
The former is assumed to be deterministic and cause a 15% reduction of initial resistance linearly over a
reference period of 50 years. The latter is modeled to follow a lognormal distribution with a mean value
of 0:01R0 and a COV of 0.5, and have a linear correlation of 0.8 with the load intensity. Fig. 3.3 shows
the conditional PDFs of shock deterioration,D, on load intensity s = 0:25Ln and 0:75Ln respectively (c.f.
Eq. (3.18)). The unconditional PDF of D is also plotted for comparison purpose. Note that the shock
deterioration D is normalized with respect to Ln in Fig. 3.3. It can be seen that with a positive corre-
lation between S and D, if the realization of S is smaller than its mean value (0:5Ln), the conditional
distribution of D shifts leftwards and becomes narrower compared with the unconditional distribution.
When S is known to be greater than its mean value, the conditional PDF of D moves rightwards with an
increased conditional mean value. Fig. 3.3 demonstrates that the positive correlation coefficient between
S and D can capture the main characteristics of the deterioration-load dependency.
3.5.1 Time-dependent reliability assessment
The structural failure probabilities, pf (T ), for reference periods up to 50 years are illustrated in Fig. 3.4,
assuming a Gaussian copula for the dependency between load intensity and shock deterioration. The
failure probability is obtained by 1,000,000 Monte Carlo simulation, as always the case in the following
discussions. The permissible level of cumulative damage, ga, is assumed 0:5R0 in Fig. 3.4(a) and 0:45R0
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Figure 3.3: PDF and conditional PDFs of shock deterioration, D, on load intensity, S, assuming a Gaus-
sian copula for S and D.
in Fig. 3.4(b). The failure probability increases as the service period becomes longer, which is character-
istic of structural aging and accumulation of risk. The probability of F12 is greater than that associated
with a single failure mode (F1 or F2), as expected. For the case of ga = 0:5R0, the probabilities of
type-I and type-II failures are comparable. For reference periods up to 46 years, the probability of type-II
failure is greater than that associated with F1. However, at the latter stage, the probability of type-II
failure becomes greater. For the case of ga = 0:45R0, type-II failure governs for all service periods. The
failure probability as a function of service period can also be used to predict the structural service life for
a given target reliability level. For instance, if the target probability of failure is 0.02, then the service
life is estimated as 33 years if ga = 0:5R0 and 31 years when ga = 0:45R0.
For both cases of Fig. 3.4, P(F1
T
F2) > P(F1)P(F2), indicating that F1 and F2 are positively cor-
related. In order to measure the correlation between F1 and F2, we consider their linear correlation
coefficient as follows:
(F1; F2) =
P(F1F2)  P(F1)P(F2)p
P(F1)P(F2)(1  P(F1))(1  P(F2))
(3.32)
Table 3.2 presents the correlation coefficients (F1; F2) associated with different reference periods. The
positive correlation between F1 and F2 is clearly reflected, due to the common effects of cumulative
shock deterioration (
P
Dk). Moreover, the correlation (F1; F2) increases with T , which is characteristic
of the cumulation of load temporal correlation and deterioration-load dependency with time.
Table 3.2: Correlation coefficient (F1; F2) for different service periods.
ga T = 20 years T = 30 years T = 40 years T = 50 years
0:5R0 0.362 0.540 0.681 0.712
0:45R0 0.460 0.530 0.578 0.586
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Figure 3.4: Time-dependent reliability analysis for reference periods up to 50 years.
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3.5.2 Effect of temporal correlation in load occurrence on reliability assessment
The failure probabilities pf (20) and pf (50) associated with different correlation coefficients of time in-
terval, %, are presented in Fig. 3.5, assuming that ga = 0:5R0. In Fig. 3.5(a), type-I failure mode governs
and in Fig. 3.5(b), the failure probabilities of the two failure mechanisms (F1 and F2) are comparable.
The increase in % leads to a greater failure probability for both service periods. The failure probability
is more sensitive to % when T is smaller. For instance, for the case of T = 20 years, the overall failure
probability P(F12) is 0.0017 when % = 0:5, about 3.5 times of that associated with % = 0. However,
this ratio decreases to 1.7 when T = 50 years. Moreover, P(F2) is more sensitive to the correlation in
load occurrence compared with that of P(F1) and P(F12), which is especially relevant for the case of a
short service life, as observed from the greatest changing rate of P(F2) with T in Figs. 3.5(a) and (b). In
Fig. 3.5(b), P(F2) increases rapidly with % and exceeds P(F1) when % = 0:35, indicating that the change
of load occurrence correlation may affect the dominant failure mode.
In order to better demonstrate the impact of load occurrence correlation on structural failure proba-
bility, Fig. 3.6 presents the probability mass distribution (PMD) of the load numbers within the reference
period of interest. The PMD is obtained from 100,000 samples of N(T ). The cases of % = 0, 0.3, 0.5
and 0.8 are considered respectively for the purpose of comparison. Obviously, the case of % = 0 corre-
sponds to an independent Poisson process, where the PMD of N(T ) can be calculated with Eq. (3.3).
The theoretical PMD of N(T ) is also plotted in Fig. 3.6, which is overlapped with the simulated one
with % = 0, indicating the accuracy of the simulation procedure. For both service periods, the mean
value of N(T ) increases slightly with % while the COV of N(T ) increases significantly. For instance, for
the case of T = 50 years, E(N(T )) increases by 15% when % increases from 0 to 0.8, while the COV of
N(T ) increases by 137% correspondingly. The variation of mean value and COV of N(T ) increases the
structural failure probability according to Eqs. (3.29) and (3.30), as also observed in Fig. 3.5.
3.5.3 Effect of load intensity correlation on reliability assessment
In order to investigate the impact of load intensity correlation on structural reliability, Fig. 3.7 plots the
failure probabilities associated with F1, F2 and F12 for different values of S , where S is a characteristic
value of load intensity correlation, defined as ij(jti tj j = 2years) conditional on (ti) = ti and (tj) = tj
(c.f. Eq. (3.16)). The type-I failure mode dominates when T = 20 years, consistent with the observation
from Fig. 3.5(a). When T = 50 years, the dominant failure mechanisms depends on the variation of S .
The probability of type-II failure increases with S for both service periods. This is explained by the fact
that the increase of load intensity correlation leads to a greater variance associated with the cumulative
shock deterioration,
P
Dk. To make this more visible, Fig. 3.8 shows the correlation coefficient between
two shock deteriorations, D, as a function of S . Clearly, the increase of S results in a greater shock
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Figure 3.5: Impact of % on structural failure probability.
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Figure 3.6: Probability mass function of number of loads in the presence of correlated time intervals.
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deterioration correlation and further the variance of
P
Dk, since
V
 
nX
k=1
Dk
!
=
nX
k=1
V (Dk) + 2
X
1i<jn
q
V(Di)V(Dj)D(Di; Dj) (3.33)
The type-II failure probability is more sensitive to the variation of S for the case of a smaller reference
period, since the impact of S on the COV of
P
Dk is more significant with a smaller T .
The failure probabilities associated with F1 and F12 also increase with S when T = 20 years. How-
ever, Fig. 3.7(b) shows that the probability of type-I failure decreases with S if S is smaller than 0.6,
and then increases with S when S > 0:6. This non-monotonicity is explained by the fact that the effect
of load intensity correlation on P(F1) consists of two aspects: (a) it increases the variance of
P
Dk,
and (b) it decreases the failure probability with exclusion of the deterioration-load correlation. For (a),
Eq. (3.29) explains that a larger variance associated with
P
Dk increases the risk of failure probability.
For (b), Fig. 3.9 presents the failure probabilities as a function of S associated with two additional
cases: case 1*, the correlation coefficient between shock deterioration and load intensity, SD, equals
0; and case 2*, the COV of shock deterioration is 0. Obviously, for cases 1* and 2*, the effect of load
intensity correlation on the cumulative shock deterioration is subtracted. This accounts for the observa-
tion that the load intensity correlation does not affect the probability of type-II failure, as demonstrated
in Fig. 3.9(b). In Fig. 3.9(a), however, P(F1) decreases with S . This can be explained by simply con-
sidering the following extreme case: suppose that a structure is subjected to two statistically identically
distributed loads Q1 and Q2, and its resistance is constantly R. For independent loads, the failure proba-
bility is 1 F 2Q(R), where FQ( ) is the CDF of loads. On the other hand, if Q1 and Q2 are fully correlated,
the failure probability is then 1  FQ(R) < 1  F 2Q(R). Obviously, the failure probability associated with
the fully correlated loads is smaller than that associated with the independent loads. The failure prob-
ability associated with case 1* is greater than that associated with case 2*, because the COV of shock
deterioration plays a more important role in the failure probability compared with the deterioration-load
correlation.
The effect of S on the overall failure probability, P(F12), is a combination of the effects of S on
P(F1) and P(F2). P(F12) increases with S when T = 20, where the type-I failure mechanism dominates;
for the case of T = 50 years, the variation of load intensity correlation has a negligible effect on P(F12),
as shown in Fig. 3.7.
3.5.4 Effect of deterioration-load correlation on structural reliability
In order to demonstrate the impact of deterioration-load correlation, SD, on structural reliability,
Fig. 3.10 shows the failure probabilities associated with F1, F2 and F12 for different values of SD.
A reference period of 20 years is considered in Fig. 3.10(a) and 50 years in Fig. 3.10(b). In Fig. 3.10(a),
the increase in SD leads to a greater failure probability due to the fact that a larger SD results in a
60
0.0 0.3 0.6 0.9
10-5
10-4
10-3
10-2
Fa
ilu
re
 p
ro
ba
bi
lit
y
S
 F1
 F2
 F12
(a) T = 20 years
0.0 0.3 0.6 0.9
0.1
0.15
0.2
0.25
Fa
ilu
re
 p
ro
ba
bi
lit
y
S
 F1
 F2
 F12
(b) T = 50 years
Figure 3.7: Impact of load intensity correlation on structural failure probability.
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Figure 3.8: The shock deterioration correlation as a function of load intensity correlation.
greater variance of
P
Dk. This observation is consistent with that from Fig. 3.7(a). The probability
of type-II failure is more sensitive to the variation of SD compared with that of the type-I, because
the cumulative shock deterioration has a more significant impact on the type-II failure, as revealed in
Eqs. (3.29) and (3.30). Comparing Figs. 3.10(a) and (b), it is seen that the sensitivity of failure proba-
bility to the variation of deterioration-load correlation is weakened with the increase of T , because the
COV of cumulative shock deterioration becomes less dependent on SD with a longer reference period.
In Fig. 3.10(b), the type-I failure is always dominant for different values of SD. A comparison between
Figs. 3.5(b), 3.7(b) and 3.10(b) indicates that the deterioration-load correlation has a less significant
effect on the failure probability than the correlations in load occurrence and load intensity.
3.5.5 Effect of deterioration-load copula selection on structural reliability
As discussed in Section 3.3, while the Pearson’s linear correlation coefficient has been widely used in
practice to measure the correlation between two random variables, a rank-type correlation coefficient
(e.g., Kendall’s ) is more suitable to measure the dependency of shock deterioration on load intensity,
taking into account the nonlinearity of the deterioration-load relationship. The Gaussian copula has
been assumed to model the dependency of shock deterioration on load intensity in the above illustra-
tive examples, where the Pearson’s  was used to measure the deterioration-load correlation. In this
section, the other three copula functions as summarized in Table 3.1 are also considered to model the
relationship between shock deterioration and load intensity, and to investigate the sensitivity of struc-
tural failure probability to the choice of copula functions, where the Kendall’s correlation coefficient 
is used. Fig. 3.11 shows the relationsihp between Pearson’s  and Kendall’s  for the four candidate
copulas. When the linear coefficient  is fixed, the Clayton copula generates the largest Kendall’s  ,
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Figure 3.9: Impact of different structural configurations on failure probability.
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followed by the Frank, Gumbel and Gaussian copulas. Here, we consider  to be 0.26 and 0.59, corre-
sponding to a Pearson’s coefficient of 0.4 and 0.8, respectively. First, one may suspect from Fig. 3.10(b)
that the impact of copula function selection on structural failure probability is negligible for the case of
T = 50 years, since the variation of SD affects the probability failure slightly. This hypothesis is verified
through the observation that the maximum difference between the failure probabilities generated by the
four candidate copulas is only 4% for both  = 0:29 and 0.56. For the case of T = 20 years, Fig. 3.12
presents the normalized probabilities of failure associated with F1, F2 and F12 with respect to the failure
probability of Gaussian copula. It can be seen that the impact of copula selection on failure probability is
significant. The Gumbel copula generates the greatest failure probability for both cases of  , followed by
Gaussian, Frank and Clayton copulas, respectively. The type-II failure probability is more sensitive to the
selection of copula function than that of the type-I failure. For example, when  = 0:26, the probability
of type-II failure associated with the Gumbel copula is approximately 7 times that associated with the
Clayton copula; this ratio decreases to 3 when the type-I failure is considered. The above observations
suggest the relative importance of considering the sensitivity of structural reliability to the selection of
copula function for deterioration-load dependency when the reference period is short.
3.6 Summary
This chapter has investigated the impacts of temporal correlation in loads and deterioration-load depen-
dency on the time-dependent reliability of aging structures. A new approach is developed for reliability
analysis. Illustrative examples are presented to demonstrate the applicability of the method and to in-
vestigate the sensitivity of structural reliability to the resistance and load characteristics (load temporal
correlation, deterioration-load dependency). Comparison of structural safety levels with/without con-
sidering these factors is made. The following conclusions can be drawn from this chapter.
(1) The correlation in load occurrence increases the structural failure probability for both types of fail-
ure; this effect is more significant for a short reference period (e.g., 20 years).
(2) The probability of type-II failure increases with the load intensity correlation; however, the failure
probability associated with the type-I failure mechanism does not always increase with load intensity
correlation monotonically, due to the combined effects that the load intensity correlation has on both
the variance of cumulative shock deterioration and the reduced failure probability with the exclusion
of deterioration-load correlation.
(3) The deterioration-load correlation increases the structural failure probability, and this effect is weak-
ened as the service time increases. The effect of deterioration-load correlation on failure probability
is less important than the correlations in both load occurrence and load intensity.
64
0.0 0.3 0.6 0.9
10-6
10-5
10-4
10-3
10-2
Fa
ilu
re
 p
ro
ba
bi
lit
y
 F1
 F2
 F12
SD
(a) T = 20 years
0.0 0.3 0.6 0.9
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Fa
ilu
re
 p
ro
ba
bi
lit
y
 F1
 F2
 F12
SD
(b) T = 50 years
Figure 3.10: Impact of deterioration-load correlation on structural failure probability.
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Figure 3.12: Normalized failure probabilities associated with different copulas for T = 20 years.
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(4) The selection of copula function for deterioration-load dependency affects the structural failure prob-
ability significantly when the reference period is short (e.g., 20 years). Of the four copulas discussed
in this chapter (Gaussian, Clayton, Gumbel and Frank), the Gumbel copula gives the largest failure
probability, yielding a relatively conservative estimate of structural safety level. However, the differ-
ence between the failure probabilities associated with different copulas is weakened as the service
period becomes longer.
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Chapter 4
Time-dependent reliability: continuous
load process
4.1 Introduction
Civil structures and infrastructures are subjected to both environmental attacks (e.g., Chloride-induced
corrosion to RC structures) and severe load effects (e.g., over-weighted traffic loads to bridges) during
their service life. Such factors may essentially impair the structural service reliability. A probability-based
approach should be used to evaluate the serviceability level and remaining life of an engineered structure
[4, 73, 149, 227]. The basic concept of structural reliability assessment is to examine whether the load
effect (S) exceeds the structural resistance (load-bearing capacity, R). Both R and S are practically
uncertain due to the randomness arising from structural geometry, material strength, load volume, and
others. Mathematically, the structural failure probability, P, is estimated by P = Pr(R   S < 0), where
Pr denotes the probability of the event in the bracket. For the reliability assessment of a structure
within a specific reference period (e.g., during its lifetime), however, both the resistance and the external
loads may vary with time and thus cannot be simply represented by a single random variable. Under
this context, let R(t) and S(t) denote the resistance and load effect at time t, respectively. The time-
dependent reliability within a service period of [0; T ], L(T ), is given by
L(T ) = Pr fR(t) > S(t);8t 2 [0; T ]g =
Z T
0
Z
Z(t)>0
fZ(t)(z(t))d[z(t)]dt (4.1)
where Z(t) = R(t) S(t) is the limit state function at time t, and fZ(t) is the probability density function
(PDF) of Z(t), which also varies with t. By definition, the time-dependent failure probability, P(T ), is
the complementary of L(T ), i.e., P(T ) = 1   L(T ). Note that Eq. (4.1) indeed involves a multi-fold
integral, as well as the potential association between different folds, and thus is often difficult or even
impossible to solve directly. Specifically, in terms of the external loads, both the non-stationarity and the
temporal autocorrelation should be considered in a reasonable manner. As such, some simplifications
have been introduced to achieve a practical yet sufficiently accurate solution to the reliability problem
[116, 123, 140, 149, 219, 221]. One of the existing methods to model the external loads is to employ a
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discrete stochastic process (e.g., a Poisson process) to represent the occurrence of significant loads that
may impair structural safety directly. A remarkable work was done by [149], who considered a station-
ary Poisson process for the loads, and proposed a closed-form solution for structural time-dependent
reliability,
L(T ) = exp
(

Z T
0
FS [r0  g(t)]dt  T
)
(4.2)
where r0 is the initial resistance,  is the mean occurrence rate of the Poisson process (i.e., on average
 event(s) occurs within a unit time), FS is the cumulative density function (CDF) of each load effect,
and g(t) is the deterioration function of resistance (i.e., the ratio of resistance at time t to the initial
resistance). [123] further proposed a generalized form of Eq. (4.2), where the non-stationarity in the
load stochastic process was also considered. Moreover, note that the autocorrelation in the load process
also arises due to common physical-based causes (e.g., [65]). Conceptually, the correlation between
two load effects at two different time points is expected to decrease as the time separation increases. A
frequently-used model takes the form of (e.g., [124])
() = exp( k ) = exp( kj1   2j) (4.3)
where () is the linear correlation coefficient between two loads with a time separation (or a spatial
distance) of  , k is the scale factor accounting for the correlation changing rate, 1 and 2 are the
two occurring times of loads. Eq. (4.3) is, however, only valid for a continuous process as a discrete
load process is unavoidably associated with intermittence. Wang and Zhang [219] proposed a model to
describe the autocorrelation in a discrete process, and investigated the impact of load temporal correla-
tion on structural time-dependent reliability. Ellingwood and Lee [65] studied the autocorrelation in the
hurricane wind process, where an auto-regressive model was used to measure the autocorrelation in the
wind loads.
The aforementioned discrete load processes, however, may fail to describe the cases where the load ef-
fect is applied continuously to a structure (e.g., underground poles subjected to earth pressure). Fig. 4.1
shows a conceptual comparison between a continuous load process (Fig. 4.1(a)) and a discrete one
(Fig. 4.1(b)). For use in structural reliability assessment, a continuous load process could be trans-
formed to a discrete one, where only the significant load events (e.g., with a magnitude that exceeds
a pre-defined threshold) are considered. While this approach has been used in the literature (e.g.,
[123, 149]), the error induced by such an approximation in structural reliability remains unaddressed.
For a continuous load process which is applied uninterruptedly, the main characteristics of the process
can be captured by the statistics including the mean value, variance and autocorrelation. Further, the
structural time-dependent reliability analysis can be transformed into a problem of a stochastic process
crossing a predefined barrier level (e.g., the resistance) [72, 88, 124]. The solution is usually referred to
as “first passage probability”. This method has been widely used in the literature to estimate the relia-
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Figure 4.1: A comparison between a continuous load process and a discrete one.
bility of civil structures and infrastructure subject to continuous loads [81, 89, 116, 175]. For example,
Li et al [116] developed a method for reliability analysis considering a non-stationary Gaussian vector
process. Beck and Melchers [19] investigated the error introduced in the calculation of the upcross-
ing rate in the presence of a random barrier. The load stochastic process has been, for the most part,
modeled as Gaussian in existing studies, which may differ significantly from the realistic case since a
Gaussian (normal) distribution may lead to a non-positive value of the load effect, inconsistent with the
physical-based properties. Li et al [117] developed a closed-form solution to the “first passage probabil-
ity” considering a non-stationary lognormal distribution. The Nataf transformation method can be used
to convert a nonnormal stochastic process into a normal one (e.g., [250]), which is applicable for cases
where the load process follows an arbitrary distribution (e.g., a Weibull or Extreme Type I distribution,
as has also been widely used in existing studies [140, 204]). However, existing approaches for reliability
assessment considering the temporal autocorrelation in the load process are complicated, with which the
application of reliability assessment in practical use may be difficult. A model of load autocorrelation is
essentially desirable to enable feasible compatibility to practical cases and also an efficient approach of
structural reliability assessment.
This chapter develops a method for structural time-dependent reliability analysis, where, in order to
achieve a simple and efficient solution to the structural reliability, a new power spectral density function
of the load process is proposed, containing two parameters that can be calibrated in an explicit form.
Illustrative examples are presented to demonstrate the applicability of the proposed method and to inves-
tigate the role of stochastic load process in structural reliability. The difference between the reliabilities
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associated with a discrete load process and a continuous one is also discussed.
4.2 Stochastic process-based reliability assessment
4.2.1 Gaussian process of loads
The time-dependent reliability based on the stochastic process theory has been well documented in the
literature [72, 88, 124] and is introduced briefly in this section. Consider the case where the load process
in Eq. (4.1) is Gaussian. Let
Z(t) = R(t)  S(t) = 
(t) X(t) (4.4)
where 
(t) = R(t)  E[S(t)] and X(t) = S(t)  E[S(t)], with E denoting the mean value of the random
variable in the bracket. With this, X(t) in Eq. (4.4) is a stationary Gaussian process with a mean value of
0 and a standard deviation of X = S , where S is the standard deviation of S(t). Fig. 4.2 presents an
illustration of the upcrossing rate-based reliability problem. The positive upcrossing rate of X(t) relative
to 
(t) at time t, +(t), is estimated by (e.g., [134])
lim
dt!0
+(t)dt = Pr
n

(t) > X(t)
\

(t+ dt) < X(t+ dt)
o
= Pr
n

(t+ dt)  _X(t)dt < X(t) < 
(t)
o
=
Z 1
_
(t)
h
_X(t)  _
(t)
i
fX _X
h

(t); _X(t)
i
d _X(t)dt
(4.5)
where _X (or _
) denotes the derivative of X (or 
). Rearranging Eq. (4.5) gives
+(t) =
Z 1
_
(t)

_X   _


fX _X


; _X

d _X (4.6)
SinceX(t) is a 0-mean stationary Gaussian process,X(t) are _X(t) are mutually independent, with which
one has
fX _X(x; _x) =
1
2X _X
exp
(
 1
2
 
x2
2X
+
_x2
2_X
!)
(4.7)
where  _X is the standard deviation of _X(t). Substituting Eq. (4.7) into Eq. (4.6) gives
+(t) =
1
2X
exp

 

2(t)
22X


(
 _X exp
 
 
_
2(t)
22_X
!
 
p
2 _
(t)
"
1  
 
_
(t)
 _X
!#)
(4.8)
where ( ) is the CDF of standard normal distribution. Assuming that the upcrossings of X(t) to 
(t)
are temporally independent and are rare (e.g., at most one upcrossing may occur during a short time
interval), the Poisson point process can be used to model the occurrence of the upcrossings. Let NT
denote the number of upcrossings during time interval [0; T ], and it follows,
Pr(NT = i) =
1
i!
(Z T
0
+(t)dt
)i
exp
(
 
Z T
0
+(t)dt
)
(4.9)
for i = 0; 1; 2; : : :. Further, the structural reliability during [0; T ] is the probability of NT = 0, i.e.,
L(T ) = [1  P(0)] exp
(
 
Z T
0
+(t)dt
)
(4.10)
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Figure 4.2: Illustration of the outcrossing rate of stochastic process X(t) relative to 
(t).
where P(0) is the failure probability at initial time. Specifically, as P(0) is typically small enough, one has
[72, 140]
L(T ) = exp
(
 
Z T
0
+(t)dt
)
(4.11)
Eq. (4.11) presents the time-dependent reliability for a reference of T years. The derivation of +(t)
in Eq. (4.11) has been based on the assumption of a Gaussian process of loads. This may lead to a
significantly biased estimate of structural reliability in many cases where the load effect follows a non-
Gaussian distribution such as a lognormal, Weibull or Extreme Type I distribution. A more generalized
case will be discussed subsequently, where the load process may follow an arbitrary distribution. Finally,
it is noticed that the resistance deterioration process is assumed to be deterministic in this chapter; for
cases where the uncertainties associated with the deterioration are non-negligible and shall be taken into
account, one may use the total probability theorem to obtain the “expectation” of the structural reliability
[183].
4.2.2 Arbitrary stochastic process of loads
In this section, the time-dependent reliability in the presence of an arbitrary stochastic process of loads
is discussed. First, reconsider the time-variant limit state function Z(t) in Eq. (4.4). Note that
Pr[Z(t) > 0] = Pr[R(t)  S(t) > 0] = Pr 1 FS(t)(R(t)) Q(t) > 0	 (4.12)
where Q(t) =  1 FS(t)(S(t)). With this, the term Q(t) is assigned as a standard Gaussian process,
and further an “equivalent resistance” is defined as R(t) =  1 FS(t)(R(t)). In such a way, the time-
dependent reliability analysis is transformed into solving a standard “first passage probability” problem.
That is, Eqs. (4.8) and (4.11) apply in the presence of the “equivalent” resistance and load.
A key step herein is to find the correlation in Q(t) provided that the correlation in S(t) is known.
Suppose that the correlation coefficient between Si = S(ti) and Sj = S(tj) is ij , and the correlation
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coefficient between the corresponding Qi = Q(ti) and Qj = Q(tj) is 0ij . The relationship between ij
and 0ij can be determined by [131, 140]
ij =
Z 1
 1
Z 1
 1
12 	(y1; y2; 0ij)dy2dy1 (4.13)
in which 1, 2 and 	 are given by
1 =
F 1Si ((y1))  E(Si)p
V(Si)
; (4.14a)
2 =
F 1Sj ((y2))  E(Sj)p
V(Sj)
; (4.14b)
	(y1; y2; 
0
ij) =
1
2
q
1  02ij
exp
(
y21   20ijy1y2 + y22
2(1  02ij)
)
(4.14c)
where F 1Si is the inverse of the CDF of Si, and V( ) denote the variance of the random variable in the
bracket. Eqs. (4.13) and (4.14) are the key component of the Nataf transformation (i.e., the transfor-
mation from S(t) to Q(t) herein) addressing the autocorrelation structure of the Gaussian process Q(t).
Eq. (4.13) indicates that 0ij depends on the COV (coefficient of variation) of Si and Sj only if ij is
given.
It is noticed that the method of “equivalent” resistance and load is a generalized form of the “trans-
lation process” method developed by [88], where a constant barrier level was considered. Moreover,
[88] also suggested that the use of a Nataf transform method results in a negligible error in the estimate
of upcrossing rate for many common distribution types such as Weibull, Extreme Type I, lognormal and
Gamma, implying the feasibility of the Nataf transformation-based method in dealing with practical reli-
ability problems with a non-Gaussian load process. [106] presented a further development on Grigoriu’s
translation processes for strongly non-Gaussian processes, where the transformation was realized with an
iteration-based simulation approach that considers the autocorrelation function of the stochastic process.
However, a simulation-based method may limit the applicability of reliability assessment in practical use
due to the relatively low efficiency compared with a closed-form solution.
4.3 Reliability with a continuous or a discrete load process
Recall that the time-dependent reliability problem has been addressed in Eqs. (4.2) and (4.11), respec-
tively. The former considers a discrete load process where only the significant load events that may
impair the structural safety directly are incorporated, while the later is derived based on a continuous
load process. The difference between the two types of load model is discussed in this section.
First, consider the CDF of maxfX(t)g within a time duration of , FXmaxj, where X(t) = S(t)  
E[S(t)] is the normalized load process (c.f. Eq. (4.4)). In the presence of a continuous Gaussian load
process, with Eqs. (4.8) and (4.11), let 
(t) = x and _
(t) = 0, which corresponds to the case of a
73
constant boundary, one has
FXmaxj(x) = exp

   _X
2X
exp

  x
2
22X



(4.15)
Further, as  is small enough [156]
FXmaxj(x)  1 
 _X
2X
exp

  x
2
22X

(4.16)
which yields a Rayleigh distribution. Eq. (4.16) suggests that the maximum load effect within a time
interval that is sufficiently short necessarily follows a Rayleigh distribution, if the continuous load process
is Gaussian. For a discrete load process, e.g., a Poisson process, however, the distribution of maxfX(t)g
within a short time interval of  is given by
FXmaxj(x) = 1    (1  FS(x)) (4.17)
where  is the mean occurrence rate of the Poisson process, and FS is the CDF of load magnitude
conditional on the occurrence of one load event. Eq. (4.17) indicates that the CDF of maximum load is
eventually dependent on FS , and thus may vary for different distributions of each load event. Letting
the two CDFs of maximum load in Eqs. (4.16) and (4.17) be equal yields
FS(x) = 1   _X
2X
exp

  x
2
22X

(4.18)
Eq. (4.18) suggests that if a continuous Gaussian process is transformed to a discrete one, the CDF of the
load effect conditional on the occurrence of one load event simply follows a Rayleigh distribution.
For the more generalized case of a non-Gaussian load process, X(t) can be converted into a Gaussian
process Q(t), as discussed before. With this, for a reference period of , the CDF of maxfX(t)g is given
by
FXmaxj(x) = Pr
8<: \
0t
 
 1[FS(S(t))] <  1(FS(x))
9=; (4.19)
Let x =  1(FS(x)), and Eq. (4.19) becomes
FXmaxj(x) = exp

  _Q
2
exp

 x
2
2

 1   _Q
2
exp

 x
2
2

= 1   _Q
2
exp

  [
 1(FS(x))]2
2
 (4.20)
It should be noted that Eq. (4.20) is only valid when x is large enough. Eq. (4.20) implies that when
the load process is non-Gaussian, the maximum load effect within a time interval does not necessarily
follow a Rayleigh distribution. The distribution type in Eq. (4.20) is referred to as “Pseudo-Rayleigh
distribution” by the authors. Nonetheless, the distribution type of maxfX(t)g is determined if X(t) is
continuous, which again differs from the case of a discrete load process.
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Next, the difference between the reliabilities associated with a discrete load process and a continuous
one is discussed. For simplicity, the load process is assumed to be Gaussian. With a discrete load process,
the time-dependent reliability within [0; T ] is estimated by
Ld(T ) = Pr
24 \
0<tT
(
(t) Xmax > 0)
35 = exp"   _X
2X
Z T
0
exp

 

2(t)
22X

dt
#
(4.21)
which takes a similar form of Eq. (4.11) with a different upcrossing rate +(t) in Eq. (4.8). In fact,
Eq. (4.8) can be rewritten as
+(t) =
 _X
2X
exp

 

2(t)
22X

 h(z) (4.22)
where
h(z) = exp

 z
2
2

 
p
2z [1  (z)] (4.23)
with z = z(t) =
_
(t)
 _X
. Intuitively, for a constant barrier level, z = 0 since _
(t) = 0, with which h(z) = 1,
consistent with the results in [87].
By noting that z is typically negative as _
(t) < 0 and that h(z) is a monotonically decreasing function
of z, h(z)  h(0) = 1 for 8z < 0. For simplicity, Eq. (4.22) is rewritten as +(t) = +0 (t)  h(z). According
to Eq. (4.11), the time-dependent reliability with a continuous load process is given by
L(T ) = exp
(
 
Z T
0
+(t)dt
)
= exp
(
 
Z T
0
+0 (t)h(z)dt
)
(4.24)
With the mean value theorem for integrals (e.g., [45]), there exists a real number z0 2 [minTt=0 z(t);
maxTt=0 z(t)] such that
L(T ) = exp
(
 h(z0) 
Z T
0
+0 (t)dt
)
= [Ld(T )]h(z0)  Ld(T ) (4.25)
Thus, it can be concluded that the choice of a discrete load model overestimates the structural safety
or equivalently, underestimates the failure probability, if the realistic load process is continuous. In fact,
with Eq. (4.25), since Pd(T ) = 1 Ld(T ) is typically small enough for well-designed structures, one has
P(T ) = 1  [Ld(T )]h(z0) = 1  [1  Pd(T )]h(z0)  h(z0)  Pd(T ) (4.26)
which implies that the failure probability is underestimated by a factor of 1h(z0) if the continuous load
process is modeled as a discrete one. It is noticed, however, that the difference between P(T ) and Pd(T )
may be fairly small for many practical cases where h(z0) is close to 1.0; this point will be further discussed
in the following.
4.4 A new power spectral density function
In stochastic process theory based time-dependent reliability analysis, one of the crucial ingredients
is the modeling of the autocorrelation in the load process. For a stationary process, say, X(t), the
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autocorrelation is only dependent on the time separation  but not the absolute time. With this, the
autocorrelation in X(t) is defined as R() = E[X(t)X(t+ )] = R( ) [156]. An illustrative example is
presented in Fig. 4.3, which shows the dependence of autocorrelation in the hurricane load process on
the time interval between two successful hurricane events [65]. The autocorrelation decreases sharply
at the early stage where  is relatively small, and converges to zero latter with a fluctuation along the
horizontal axis. Such an autocorrelation function also applies to many other types of external loads
which are affected by common underlying causes [219].
The spectral density function of S(!), which is a Fourier transform of R(), also provides a tool to
describe the statistical characteristics of X(t). Mathematically, one has
RX() = 2
Z 1
0
S(!) cos(!)d! (4.27a)
2_X = R _X(0) =  
d2RX(0)
d2
= 2
Z 1
0
!2S(!)d! (4.27b)
Eq. (4.27b) implies that a spectral density function, S(!), consequently gives an estimate of the standard
deviation of _X(t). However, since an improper integral is involved in Eq. (4.27b), an arbitrary form of
S(!) does not necessarily lead to a converged form of  _X . For example, if R() takes the form of
R() = 2X exp( k) (c.f. Eq. (4.3)), where X is the standard deviation of X(t), it follows
S(!) =
1

Z 1
0
R() cos(!)d =
k2S
(k2 + !2)
(4.28)
with which Eq. (4.27b) does not converge. Furthermore, even for some spectral density functions that
result in a converged  _X , the integral operation in Eq. (4.27b) may be inefficient when used in the
structural reliability assessment in Eq. (4.11) (that is, a two-fold integral will be involved in Eq. (4.11) if
substituting Eqs. (4.8) and (4.27b) into Eq. (4.11)), especially for use in practical engineering.
In an attempt to achieve a simple and convergent form of Eq. (4.27b), a new power spectral density
function is developed in this section, which takes the form of
S(!) =
a
!6 + b
;  1 < ! < +1 (4.29)
where a and b are two constants. It can be seen that Eq. (4.29) satisfies the basic properties of a power
spectral density function: it’s an even function of ! (i.e., S( !) = S(!)) and positive (this is satisfied by
noting that both a and b are positive values, see Eq. (4.35) below).
With the proposed spectral density function in Eq. (4.29), according to Eq. (4.27), it follows
R() = R(; b) = 2a 
Z 1
0
1
!6 + b
cos(!)d! (4.30a)
2X = R(0; b) = 2a 
Z 1
0
1
!6 + b
d! =
2a
3b5=6
(4.30b)
The integral operation involved in Eq. (4.30a) can be solved in a closed form. To begin with, one has
R(1; b) =
2a
12b5=6
exp

 b
1=6
2


"
2 exp

 b
1=6
2

+ 4 cos
 p
3
2
b1=6   
3
!#
(4.31)
76
Further, it is easy to find that
R(; b) = 5 R(1; b6) (4.32)
As such, Eq. (4.30) provides a straightforward approach to find a and b in the density function S(!),
provided that the autocorrelation function in the load process is known. It is noticed that while the
autocorrelation function in Eq. (4.32) has been derived directly based on Eq. (4.29) rather than from
a physics-based case, Eq. (4.32) nevertheless is feasible to capture different dependence scenarios of
load autocorrelation on the time separation that decreases sharply at the early stage and subsequently
fluctuates along the time axis with a decreasing magnitude. This fact is guaranteed by noting that
in Eq. (4.32), the magnitude of R(; b) is controlled by the term exp

  b1=62

, which is a monoton-
ically decreasing function of  with a given b, while the fluctuation of R(; b) is posed by the term
2 exp

  b1=62

+ 4 cos
p
3
2 b
1=6   3

.
For illustration purpose, Fig. 4.4 shows the dependence ofR() on the time separation  for b = 30; 60
and 90, respectively, assuming a = 1 for all the three cases. The autocorrelation decreases sharply at
the early stage where  is relatively small, and converges to zero soon with a fluctuation along the
horizontal axis. The overall trends in Fig. 4.4 coincide well with that in Fig. 4.3. Moreover, it is seen
that the different values of b result in different shapes of the autocorrelation function, indicating that
the proposed spectral density function enables freedom for different depending scenarios of R() on the
time separation  .
With the autocorrelation in X(t) addressed, one can further find the correlation coefficient in X(t),
(), by () = R()=2X . For instance, for a unit time separation of  = 1, one has
(1; b) =
1
4
exp

 b
1=6
2


"
2 exp

 b
1=6
2

+ 4 cos
 p
3
2
b1=6   
3
!#
(4.33)
Mathematically, it is easy to see that limb!0 (1; b) = 1 and limb!1 (1; b) = 0. Eq. (4.33) can be simply
extended to other values of  by noting that
() = (; b) =
R(; b)
2X
=
5 R(1; b6)
2X
(4.34)
Further, with S(!) taking the form of Eq. (4.29), it follows
2_X = 2a 
Z 1
0
!2
!6 + b
d! =
a
3
p
b
(4.35)
It can be seen from Eq. (4.35) that both a and b are positive real numbers due to the fact that 2_X is a
positive real number. Furthermore, with Eq. (4.35), it is easy to see that Eq. (4.8) has a simple form
with only fundamental algebras involved, which is beneficial for the application of structural reliability
assessment when substituting Eq. (4.8) into Eq. (4.11). The applicability of the proposed power density
function will be demonstrated in the next section. It is emphasized, finally, that for the case where the
load process is non-Gaussian, the proposed density function also applies, if both the resistance and load
effect are converted to the “equivalent” ones respectively, as discussed above.
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Figure 4.3: Autocorrelation in hurricane load effects (after [65]).
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Figure 4.4: Dependence of R() on  for different values of b.
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4.5 Numerical example
In this section, an illustrative example is presented to demonstrate the applicability of the proposed
power spectral density function in structural time-dependent reliability assessment, and to investigate
the role of load autocorrelation in structural safety.
Consider a structure subjected to the joint effect of both a dead load D and a continuous lateral load
H (due to, e.g., the lateral earth pressure [44]). Table 4.1 presents the probability distribution of the
resistance and loads, with a load combination as follows (ASCE standard 7, [11]),
0:75Rn = 0:9Dn + 1:6Hn (4.36)
where Rn is the nominal resistance, Dn is the nominal dead load, and Hn is the nominal lateral load.
Assume that Dn = Hn.
The initial resistance and dead load are modeled as deterministic, due to the fact that the randomness
associated with the live loads contributes to the majority of the overall uncertainties for most engineered
structures (e.g., [60, 63]). The initial resistance has a value of 1.1 times the nominal resistance reflecting
the modeling bias. The dead load is approximated by the nominal value which coincides well with many
in-situ surveys. The live load in Table 4.1 in fact represents the “arbitrary point-in-time” load having a
value that would be measured if the load process were to be sampled at some specific time instants.
A reference period of 50 years (i.e., T is up to 50 years) is considered in the following analysis. More-
over, taking into account the operational environmental factors that are responsible for the deterioration
of structural resistance (e.g., the corrosion of steel bars in RC structures due to the ingression of Chloride
in marine/coastal areas [170]), it is assumed that the structural resistance degrades linearly by 20% over
a reference period of 50 years. The autocorrelation coefficient in the lateral load process is assumed to
be 0.3 for a time separation of 1 year (i.e., R(1 year) = 0:32H , where H is the standard deviation of
H). It is emphasized that while a lognormal stochastic load process (that is, the load process evaluated
at an arbitrary time follows a lognormal distribution) is considered herein, the method in this chapter is
also applicable for loads with other distribution types such as a Weibull or Extreme Type I distribution
[140, 204].
Table 4.1: Probabilistic models of resistance and loads
Item Mean COV Distribution
Initial resistance 1:10Rn 0 Deterministic
Dead load 1:00Dn 0 Deterministic
Lateral load 0:50Hn 0.5 Lognormal
Note that the lateral load H follows a lognormal distribution, and thus is transformed into a stan-
dard normal distribution H by FH(H) = (H), where FH is the CDF of H. With this, according to
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Figure 4.5: Autocorrelation functions in both H(t) (solid line) and Gaussian H(t) (dashed line).
Eq. (4.13), the autocorrelation coefficient in the process H(t) for a time separation of 1 year is found to
be
ln(1 + 0:3c2H)
ln(1 + c2H)
= 0:3241, where cH is the COV of H. As such, with Eq. (4.30), the two parameters a
and b can be found numerically as 18.1 and 78.7 respectively for H. Fig. 4.5 shows the autocorrelation
coefficient in H as a function of time difference  , where an exponential decay model is also presented
for comparison. It can be seen that with both types of correlation coefficient function, the autocorrela-
tion in the load process diminishes rapidly for  being up to three years. to have a similar shape overall.
Moreover, in Fig. 4.5, the autocorrelation coefficient in H(t) assuming a Gaussian process of H(t) is also
plotted, as well as an exponential law of the autocorrelation decay in the “assumed” normal H(t). The
difference between the time-variation scenarios of correlation coefficient functions associated with H
and normal H is negligible.
The spectral density function takes the form of Eq. (4.29), with which the autocorrelation coefficient
in H(t) is modeled by Eq. (4.34). With the two parameters a and b obtained, one can simulate a sample
sequence of H(t) and correspondingly, H(t). Since H(t) is a standard Gaussian process, one has [156]
H(t) 
r
2
N

NX
j=1
cos(!jt+ j) (4.37)
where N is a sufficiently large integer, !j is a real random variable with a PDF of S(!) (Note that the
standard deviation ofH is 1.0, and thus R1 1 S(!)d! = 1), and j is a random variable that is uniformly
distributed in [0; 2]. Fig. 4.6 demonstrates sample sequences for H(t) and H(t) (normalized by Hn),
respectively. Such realizations in Fig. 4.6 provide a straightforward impression on the time-variation of
the stochastic process with certain statistical characteristics.
Fig. 4.7(a) shows the time-dependent failure probabilities for reference periods up to 50 years, as-
suming a mean lateral load of 0:4Hn, 0:5Hn (as in Table 4.1) and 0:6Hn, respectively. A greater load
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Figure 4.7: Time-dependent failure probability for periods up to 50 years.
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Figure 4.8: Upper tail behaviour of the CDF of H (normalized by Hn).
magnitude leads to a higher probability of failure. For reference periods exceeding 10 years, the loga-
rithmic failure probability increases approximately linearly with time, which is consistent with the obser-
vations in [123]. For comparison purpose, Fig. 4.7(b) presents the time-dependent failure probabilities
assuming a Gaussian process of loads. It can be seen from the comparison between Figs. 4.7(a) and (b)
that the assumption of a Gaussian load process underestimates the failure probability compared with
the lognormal load process. This observation can be explained by examining the upper tail behaviour
of a normal distribution and a lognormal distribution, as shown in Fig. 4.8. With the same mean value
and standard deviation, a lognormal distribution has a longer upper tail compared with a normal dis-
tribution, and thus results in a greater probability that the random variable exceeds a given threshold.
Specifically, suppose that the structural failure probability is represented by F (1:0Hn), where F is the
CDF of either a lognormal or a normal distribution in Fig. 4.8. For the case of 0:4Hn, the failure probabil-
ity associated with a lognormal load is 0.015, which is approximately 10 times of that associated with a
normal distribution. This fact indicates that treating a non-Gaussian load process as Gaussian may result
in significant error in the estimate of structural reliability.
In order to investigate the impact of load autocorrelation on structural time-dependent reliability,
Fig. 4.9 presents the time-dependent failure probabilities for different cases of correlation coefficients in
load: case (1) (1 year) = 0:1, case (2) (1 year) = 0:3 (the same as before) and case (3) (1 year) = 0:5.
Correspondingly, the autocorrelation coefficients inH are 0.1107, 0.3241 and 0.5278 for a time separa-
tion of 1 year. Further, with Eq. (4.33), the parameter b is found as 371.1, 78.7 and 16.4 respectively for
the three cases. In Fig. 4.9, the failure probability increases exponentially with T for reference periods
exceeding 10 years, which is consistent with the observation from Fig. 4.7(a). Moreover, Fig. 4.9 sug-
gests that a stronger autocorrelation in loads leads to a smaller failure probability. This can be explained
by considering an extreme case where the structural survival is represented by S1 < r
T
S2 < r, where r
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Figure 4.9: Dependence of failure probability on the autocorrelation in load process.
is the resistance (a deterministic value), S1 and S2 are two identically distributed loads with a CDF of F .
For the case of fully correlated S1 and S2, the failure probability is simply 1 F (r), which is greater than
that associated with independent S1 and S2 (i.e., 1 F 2(r)). Fig. 4.9 on one hand implies the importance
of identifying the load autocorrelation in an accurate estimate of structural reliability, and on the other
hand suggests that for cases where only insufficient load information is available, the assumption of a
weak autocorrelation in loads leads to a relatively conservative estimate of structural reliability.
By noting that the load process follows a lognormal distribution, as summarized in Table 4.1, the
CDF of maximum load effect within a reference period of  can be found through Eq. (4.20). Fig. 4.10
plots the CDFs of maximum load for cases of (1 year) = 0:1; 0:3 and 0.5, respectively. A stronger load
autocorrelation leads to a shorter upper tail of the CDF, and subsequently results in a smaller exceeding
probability given a predefined threshold. This observation is consistent with the one from Fig. 4.9 that a
greater load autocorrelation leads to a smaller failure probability.
Finally, the difference between the failure probabilities associated with a discrete load process and
a continuous one is discussed. The failure probabilities are calculated with Eqs. (4.21) and (4.26),
respectively. For the three cases in Fig. 4.7(a), the difference between P(T ) and Pd(T ) is found to be
negligible. For instance, for a reference period of 50 years, if the mean value of H(t) is 0:5Hn, then
P(T ) and Pd(T ) are equal to 0.036 and 0.035, respectively (with a difference of less than 2%). This
small difference can be explained as follows. Consider a Gaussian load process, with which the term z in
Eq. (4.23) is rewritten as follows,
z =
_
(t)
 _X
=
_
(t)q
a
3
p
b
=
p
2 _
(t)
Xb1=6
(4.38)
With the structural configuration in Table 4.1, for the typical cases where (1 year)  0:8 (correspond-
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Figure 4.10: The CDF of maxfH(t)g (normalized by Hn) during a unit time  = 1.
ingly, b  0:73 according to Eq. (4.33)),
0 > z   
p
2  0:2=50   1:1  0:9Dn+1:6Hn0:75 
0:5  0:5Hn  0:731=6 =  0:0874 (4.39)
with which 1h(z0) 2 [0:8981; 1]. This fact implies that the difference between P(T ) and Pd(T ) has a maxi-
mum of approximately 10%. In fact, even for an extreme case where the resistance degrades severely by
50% over a reference period of 50 years, the maximum difference between the two failure probabilities
is about 20%. As a result, it can be concluded that a continuous load process can be reasonably modeled
by a discrete process where only significant load events are considered.
4.6 Summary
This chapter has proposed a method to estimate the structural time-dependent reliability in the presence
of a new power spectral density function, which yields a simple and efficient solution to the structural
reliability. Illustrative examples are presented to demonstrate the applicability of the proposed method.
The following conclusions can be drawn from this chapter.
(1) The structural time-dependent reliability analysis in the presence of a non-Gaussian load process can
be transformed into a standard “first passage probability” problem by introducing an “equivalent”
load. Provided that the autocorrelation in the load process is known, the correlation coefficient
function in the “equivalent” load process can be uniquely determined.
(2) Some types of power spectral density function of a stochastic process may result in a non-convergent
estimate of the standard deviation of the process’s derivative, and thus cannot be used in reliability
assessment directly (c.f. Eq. (4.11)). The proposed spectral density function as in Eq. (4.29), how-
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ever, enables an analytical estimate of the stochastic process’s characteristics, and further yields a
closed-form formula of structural time-dependent reliability.
(3) If the load process is non-Gaussian, simply assuming a Gaussian process for loads may lead to a
significantly biased estimate of structural reliability. This fact indicates the importance of properly
addressing the distribution type of the load process.
(4) A stronger load autocorrelation leads to a smaller failure probability. For cases where the load
information is insufficient, the assumption of a weak autocorrelation in loads results in a relatively
conservative estimate of structural reliability.
(5) The impact of choosing a continuous or a discrete load model on structural reliability is compared.
The former leads to a specific distribution type (not necessarily Rayleigh if the load process is non-
Gaussian) of maximum load effect during a time interval of interest. The assumption of a discrete
stochastic process for loads overestimates the structural safety compared with that associated with a
continuous load model. The difference is, however, negligible for most engineering cases, and thus
the two methods of modeling load process can be used exchangeably for the purpose of structural
safety assessment.
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Chapter 5
Reliability assessment in the presence
of imprecise information
5.1 Introduction
The various sources of uncertainties arising from structural capacities and applied loads, as well as
computational models, are at the root of the structural safety problem of civil structures. In an attempt
to measure the safety of a structure, it is necessary to quantify and model these uncertainties with
a probabilistic approach so as to further determine the failure probability [50, 62, 123, 140]. In a
reliability assessment, the identification of the probability distributions of the random variables is crucial.
The uncertainty associated with a random variable can be classified into either aleatory or epistemic
[55], with the former arising from the inherent random nature of the quantity, and the latter due to
knowledge-based factors such as imperfect modelling and simplifications, and/or limited supporting
database. Statistical uncertainty is an important source of the epistemic uncertainty, which accounts
for the difference between the probability model of a random variable inferred from limited sampled
data and the “true” one. This uncertainty may be significant if the size of available data/observations is
limited. To better assess the safety of a structure, structural reliability assessment needs to consider both
aleatory and epistemic uncertainties [54, 55, 64, 164, 240].
The result of a structural reliability assessment may be sensitive to the selection of the probability
distributions of the random inputs [61]. However, in many cases, the identification of a variable’s distri-
bution function is difficult or even impossible due to limited information/data. Rather, only incomplete
information such as the first- and the second- order moments (mean and variance) of the variable can be
reasonably estimated. In such a case, the incompletely-informed random variable can be quantified by
a family of candidate probability distributions rather than a single known distribution function. This is
the basic concept of imprecise probability [217]. As a result, the structural reliability in the presence of
incompletely-informed random variables can no longer be uniquely determined. A practical way to rep-
resent an imprecise probability is to use a probability bounding approach by considering the lower and
upper bounds of the imprecise probability functions. Under this context, approaches of interval estimate
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of reliability have been used to deal with reliability problems with imprecise probabilistic information
[204], including the probability-box (p-box for short) method [82], random set and Dempster-Shafer ev-
idence theory [8, 17, 128], fuzzy random variables [147], and others. These methods are closely related
to each other, and may often be used as equivalent for the purpose of reliability assessment [82, 239].
However, the bounds of structural reliability estimated using a probability bounding approach may be
overly conservative in some cases, due to the fact that it only considers the bounds of the distribution
function, thus some useful information inside the bounds may be lost. This fact calls for an improved
approach for reliability bound estimate which can take full use of the imprecise information of the vari-
able(s).
Over the last decade many efforts have been directed towards structural reliability assessment using
imprecise probability theory. In [174], random variables and interval variables are considered simultane-
ously. Monte Carlo simulation was used with function approximation to reduce the total number of simu-
lations. In [82, 206], imprecisely probability distribution functions were modeled using probability-boxes
and Dempster-Shafer structures. The reliability analysis was based on the Cartesian product method and
interval arithmetic. The framework was applied to environmental risk assessment. Schweiger and Peschl
[190] considered stochastic finite element analyses of a deep excavation problem in which the uncer-
tain material parameters and geometrical data were modeled as random sets. The random sets were
propagated through the finite element analysis using the vertex method, under the assumption that the
structural response is monotonic with respect to each random set variable. In [3], structural reliability
evaluations in the presence of both random variables and interval variables were considered. The limit
state functions were approximated using the response surface method to reduce the computational cost.
In [163], the Tchebycheff’s inequality was proposed to construct random set models of a random vari-
able using the information of mean and standard deviation. The approach was demonstrated using two
geotechnical problems. An interval Monte Carlo method was developed in [240] for structural reliability
assessment under epistemic uncertainties. An imprecise cumulative distribution function with interval
parameters is modeled as a probability-box. In each simulation, interval-valued samples are sampled and
the range of the limit state function is computed using interval analysis. A similar approach, namely the
unified interval stochastic sampling approach, was proposed in [234] to determine the statistics of the
lower and upper bounds of the collapse loads of a structure involving mixture of random and interval pa-
rameters. Variance-reduction techniques have been proposed to combine with the interval Monte Carlo
simulation to enhance the computational efficiency, e.g., the interval importance sampling technique
[239], the interval Quasi-Monte Carlo sampling [241], and subset sampling [7, 8].
Mathematically, the use of the (complete) moment information of a random variable is equivalent
to its probability distribution function since knowing one can determine the other completely through
the moment generation function [23, 185]. Many previous studies have conducted reliability analysis
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by making use of the moment information of random variables. For instance, a second-order reliability
analysis method based on an approximating paraboloid was proposed in [57]. In [248], a method for
system reliability analysis was developed taking into account the moments of the system limit state func-
tion derived from point estimates. Zhao et al [249] discussed the suitability and the monotonicity of the
fourth-moment normal transformation in reliability assessment considering imprecise random inputs.
Wang et al [223] proposed an approach to estimate the time-dependent reliability of aging structures in
the presence of incomplete deterioration information. The motivation of using (limited) moment infor-
mation for reliability assessment is due to the fact that in many cases only limited observations/samples
of a random variable are accessible, and thus the estimation of the moments (typically the low order
moments such as mean and variance) based on the limited samples is relatively straightforward and
more reliable as compared with estimating the complete distribution function. One illustrative case
of imprecise probability information is that the standard deviation of a random variable, say, X, can
be roughly estimated from limited observations by 0.25 times the difference between the maxima and
minima of the samples, if the observed values are believed to vary with a range of mean2standard
deviation of X; however, the determination of the specific distribution type of X depends on further
probabilistic information. In the presence of the raw data only, Zhang and Shields [244] employed the
multiple probability models that include different model families with uncertainties associated with the
model parameters to propagate the imprecise probability information. This chapter considers the case
of reliability assessment with imprecise probabilities in which only the low-order moments of a random
variable are known, while the distribution type and distribution function are unknown.
This chapter proposes a linear programming-based method for solving the reliability problems in
the presence of imprecise probabilistic information. The estimate of reliability bounds is transformed
into finding the solution of a linear objective function, where the constraint equations are established
by taking full use of the information of moments, and the range information of the random variable if
available. Two types of objective functions are developed independently, which can verify the accuracy
of the solutions mutually, and provide insights into the problem from different perspectives. The chapter
first introduces the methodology for the problems involving only one imprecise random variable; then an
iterative approach is proposed to handle the problems with multiple imprecise random variables. While
the proposed method computes bounds of failure probabilities directly without first constructing the
probability-boxes of the imprecisely known random input variables, it can also be used to construct the
best-possible cumulative distribution function (CDF) bounds for a random variable with limited statistical
information. Three examples are presented to demonstrate the application of the proposed method on
these two aspects.
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5.2 Probability-box method in the presence of imprecise random
variables
5.2.1 Impact of imprecision on reliability assessment
A typical structural reliability problem takes the form of
Pf = P(G(X)  0) =
Z
: : :
Z
G(x)0
fX(x)dx (5.1)
where Pf represents the failure probability of the structure, G is the limit state function in the presence
of m random inputs X = fX1; X2; : : : Xmg, which defines structural failure if G < 0 and the survival
of the structure otherwise, and fX(X) is the joint probability density function (PDF) of X. The failure
probability in Eq. (5.1) is often estimated by the well-known Monte Carlo method,
Pf  1
N
NX
j=1
I [G(xj)  0] (5.2)
where N is the number of replications, I[] is an indicator function, which returns 1 if the statement in
the bracket is true and 0 otherwise, and xj is the jth simulated sample of X. xj can be generated using
the inverse transform method,
xj = F 1X (rj); j = 1; 2; : : : ; N (5.3)
with FX( ) being the CDF of X, and rj a sample of standard uniform random variates [140].
When the distribution function ofX cannot be determined uniquely and one has to consider a family
of all possible distribution functions, the probability of failure will vary in an interval [Pf ; Pf ], which can
be estimated by the interval Monte Carlo method [240]:
Pf = min
8<: 1N
NX
j=1
I

G
 
F 1X (rj)
  0 ; for all possible FX
9=; ; (5.4)
and
Pf = max
8<: 1N
NX
j=1
I

G
 
F 1X (rj)
  0 ; for all possible FX
9=; (5.5)
where Pf and Pf represent the lower and upper bounds of Pf , respectively.
5.2.2 Probability box approach
A probability-box describes a family of distribution functions by specifying the lower and upper bounds
of the CDF, i.e.,
FX(x)  FX(x)  FX(x); x 2 R (5.6)
where FX(x) is the (unknown) CDF ofX, FX and FX are the lower and upper bounds of FX respectively.
For a number of cases of imprecise probability, methods are available in the literature to construct the
corresponding probability boxes. If only the mean and standard deviation of X are known, denoted by
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X and X respectively, and the distribution type is unknown, Chebyshev’s inequality gives a lower and
an upper bound of FX [163], i.e.,
FX(x) =
8<:
0; x  X + X
1  
2
X
(x  X)2 ; x  X + X
(5.7a)
FX(x) =
8<:
2X
(x  X)2 ; x  X   X
1; x  X   X
(5.7b)
However, the CDF bounds as given in Eq. (5.7) are not the best-possible. As will be shown later in this
chapter, tighter CDF bounds can be constructed for this case.
In practice, the bounds of a random variable are often known, e.g., structural loads are non-negative.
The range information can be utilized to tighten the bounds of FX . Let x and x denote the minimum
and maximum of X, respectively, Ferson et al [82] gave a tighter bounds of FX as follows,
FX(x) =
8>><>>:
0; x  X + 2X=(X   x)
1  [b(1 + a)  c  b2]=a; X + 2X=(X   x) < x < X + 2X=(X   x)
1=[1 + 2X=(x  X)2]; X + 2X=(X   x)  x < x
1; x  x
(5.8a)
FX(x) =
8>><>>:
0; x  x
1=[1 + (x  X)2=2X ]; x  x < X + 2X=(X   x)
1  (b2   ab+ c)=(1  a); X + 2X=(X   x) < x < X + 2X=(X   x)
1; x  X + 2X=(X   x)
(5.8b)
where a = (x   x)=(x   x), b = (X   x)=(x   x), and c = 2X=(x   x)2. Note that the CDF bounds as
defined in Eq. (5.8) are the best possible bounds in the sense that the bounds cannot be any tighter if
one only knows the min, max, mean and variance of a random variable.
A distribution function with uncertain parameters represents another common case of imprecise
probabilities. As the statistical parameters of a distribution function are usually estimated by statisti-
cal inference from sample observations, uncertainties arise in the estimation of the parameters when
the available data is limited. A natural way to quantify the uncertainty of the parameters is to use the
confidence intervals which define interval bounds of the distribution parameters. Zhang et al [239, 240]
have considered the case in which the distribution type is known, but the distribution parameters are un-
certain and modeled by intervals. The present chapter considers the imprecise probabilities in which the
available information is limited to the mean and variance (either point estimates or interval estimates),
and the range of the random variable (if available). The distribution type is assumed to be unknown.
5.2.3 Interval Monte Carlo methods to propagate p-boxes
When the reliability analysis involves probability-boxes, an interval Monte Carlo method can be used to
propagate probability boxes and compute the bounds of probability of failure. The basic Monte Carlo
simulation as in Eq. (5.2) is extended to the case where the distribution function FX is a p-box. In
the presence of the CDF envelope (c.f. Eq. (5.6)) for X, for each simulation run, two samples can be
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generated from the lower and upper bounds of FX , respectively, i.e.,
xj = F
 1
X (rj);
xj = F  1X (rj); j = 1; : : : ; N (5.9)
The interval [xj ; xj ] contains all possible simulated numbers from the family of distributions contained
in the p-box for a given value of rj . Let minG (xj) and maxG (xj) respectively denote the minimum and
maximum of the limit state function G(X) when xj  X  xj . It simply follows,
I [maxG (xj)  0]  I [G (xj)  0]  I [minG (xj)  0] (5.10)
which further gives
1
N
NX
j=1
I [maxG (xj)  0]  1
N
NX
j=1
I [G (xj)  0]  1
N
NX
j=1
I [minG (xj)  0] (5.11)
Thus, a lower and an upper bounds of Pf , Pf and Pf , are obtained respectively as follows [240],
Pf =
1
N
NX
j=1
I [maxG (xj)  0] (5.12)
and
Pf =
1
N
NX
j=1
I [minG (xj)  0] (5.13)
Details about interval Monte Carlo method can be found elsewhere [239, 240]. Clearly, the reliability
bounds as given by Eqs. (5.12) and (5.13) are more conservative than the true bounds of Eqs. (5.4) and
(5.5).
5.3 Linear programming-based reliability bounds analysis
5.3.1 Problems involving one imprecise random variable
We first consider the case of one imprecise probability. Consider a reliability analysis problem involving
the random variables [Q;S], in which Q is a random variable with an imprecise distribution function,
and S = [S1; S2; : : : ] is the remaining random vector with a known joint distribution function. Q and S
are assumed to be statistically independent. The failure probability is given by
Pf =
Z
G(S;Q)0
fQ(q)fS(s)dqds (5.14)
in which fQ(q) and fS(s) are the probability density functions of Q and S, respectively. Eq. (5.14) can
be rewritten as
Pf =
Z
fQ(q)Q(q)dq (5.15)
in which Q(q) represents the conditional failure probability on Q = q, i.e.,
Q(q) , P(G(S; Q = q)  0) =
Z
G(S;Q=q)0
fS(s)ds (5.16)
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Note that the conditional failure probability Q(q) for a given value of Q = q is customarily referred to
as fragility in the risk analysis of natural hazards (e.g., [120]). The conditional failure probability Q(q)
may be obtained analytically through the integration in Eq. (5.16), or numerically using the Monte Carlo
methods.
To facilitate the derivation, Q is normalized into [0; 1] by introducing a reduced random variable
X =
Q Qmin
Qmax  Qmin , where Qmax and Qmin are the maximum and minimum of Q, respectively. With this,
Eq. (5.15) becomes
Pf =
Z 1
0
fX(x)(x)dx (5.17)
where fX(x) is the PDF ofX, and (x) = Q ((Qmax  Qmin)x+Qmin). The computation of tight bounds
of Eq. (5.17) is discussed next, employing the algorithms of linear programming.
5.3.2 Objective function Type 1
As a starting point, consider the case where the only information about the imprecise probability Q is
its first two moments, i.e., the mean (Q) and the standard deviation (Q). To apply Eq. (5.17), the
maximum and minimum of Q need to be estimated. In practice, they can be approximated as Q  kQ,
in which k is sufficiently large (e.g., k = 5). Clearly, the mean and standard deviation of the reduced
variable X are
X =
Q  minQ
maxQ minQ; X =
Q
maxQ minQ (5.18)
Let E(X ) represent the  th moment of X. Lemma 5.1 in the following that states that [ln(E(X ))]0
increases with  for positive integer values of  . Thus,
ln(E(Xj+1))  ln(E(Xj))
ln(E(Xj))
also increases with j
for j = 1; 2; : : :. Fig. 5.1(a) illustrates the possible trajectories of ln(E(Xj)) as a function of j, provided
that ln(E(X)) = lnX and ln(E(X2)) = ln(2X + 2X) are known. The trajectories are bounded within
a circular sector with a central angle of 2. The upper bound of the logarithm of the jth moment is
ln(2X + 
2
X), while the lower bound is a half-line p0j + q, where
p0 = ln
2X + 
2
X
X
; q0 = ln
2X
2X + 
2
X
(5.19)
That is,
p0j + q0 < ln
 
E(Xj)

< ln
 
2X + 
2
X

(5.20)
for all integers j > 2. The cental angle, 2, equals to j arctan(p0)j. Further, if the higher-order (up to the
mth) logarithmic moments of X, ln(E(X)), ln(E(X2)), : : : ln(E(Xm)) are known (see Fig. 5.1(b)), then
the central angle for the mth order of moment, m, is
m =
arctanln E(Xm 1)E(Xm)
 (5.21)
which converges to 0 when m is sufficiently large since
lim
m!1
E(Xm 1)
E(Xm)
= 1 (5.22)
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Figure 5.1: Schematic representation of the jth order moment of X and its bounds.
This fact indicates that the more orders of moment are known, the more precise the probabilistic charac-
teristics of X can be determined. Fig. 5.1 provides a graphical explanation of the precision of a random
variable with limited orders of moments known. Note that ln[E(Xm)] < 0 in Fig. 5.1 for m = 1; 2; : : :
since 0 < E(X) < 1.
Lemma 5.1 For any real value  > 0 and a random variableX defined in [0; 1], [ln(E(X ))]0 increases with
 .
The proof is as follows. Since
[ln(E(X ))]0 = lim
d!0
d ln(E(X ))
d
=
1
E(X )
 E(X
+d )  E(X )
d
(5.23)
it is equivalent to prove that for 0 < 1 < 2 = 1 + d ,
E(X2)
E(X1)
<
E(X2+d )
E(X2)
(5.24)
With the Cauchy-Schwarz inequality, for two functions (x) and %(x) defined in [0; 1], one hasZ 1
0
(x)%(x)dx
2

Z 1
0
2(x)dx 
Z 1
0
%2(x)dx (5.25)
where the equality holds if and only if (x) is linearly proportional to %(x). Let
(x) =
p
x1fX(x); %(x) =
q
x2+dfX(x) (5.26)
Eq. (5.25) gives
[E(X2)]2 < E(X1)  E(X2+d ) (5.27)
which is an equivalent form of Eq. (5.24).
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In Eq. (5.17), as the distribution type of X is unknown, the values of fX(x) for each x cannot be
uniquely determined. The domain of X ([0; 1]) is discretized into n identical sections, [x0 = 0; x1],
[x1; x2], : : : [xn 1; xn = 1], where n is sufficiently large such that
fX(x)  fX xi 1 + xi2
 is negligible
for 8i = 1; 2; : : : n and 8x 2 [xi 1; xi]. The sequence fX

xi 1 + xi
2

;8i = 1; 2; : : : n is denoted by
ff1; f2; : : : fng for the purpose of simplicity. With this, Eq. (5.17) can be approximated by
Pf =
Z 1
0
(x)fX(x)dx = lim
n!1
nX
i=1


i  0:5
n

1
n
 fi (5.28)
Note that the definition of the mean value and variance of X, as well as the basic characteristics of a
distribution function simultaneously give8>><>>:
Pn
i=1 fi  1n = 1Pn
i=1 fi  1n  in = XPn
i=1 fi  1n
 
i
n
2
= 2X + 
2
X
0  fi  n; 8i = 1; 2; : : : n
(5.29)
Eqs. (5.28) and (5.29) indicate that the bound estimate of Pf can be converted into a classic linear
programming problem, i.e., Eq. (5.28) is the objective function to be optimized, f = ff1; f2; : : : fng are
the vector of variables to be determined, and Eq. (5.29) represents the constraints. A brief introduction
of linear programming is presented in Remark 5.1.
Remark 5.1 A linear programming problem takes a standard form of
min cTx; subjected to Ax  b and x  0 (5.30)
where x is a variable vector to be determined, b and c are two known vectors, A is a coefficient matrix,
and the subscript T denotes the transpose of a matrix. The operator  (or ) in Eq. (5.30) means that
each element in the left-hand vector is no more (or less) than the corresponding element in the right-hand
vector. The constraints Ax  b and x  0 simultaneously define a convex poly-tope in which the objective
function, cTx, is to be optimized [6, 51]. The algorithms of linear programming-based optimization have
been well studied and widely applied in previous works [98, 103, 210], including some useful toolboxes such
as YALMIP [133].
An extended form of Eq. (5.30) takes the form of
min cTx; subjected to
Aeqx = beq; Ainx  bin and x  0
(5.31)
where beq and bin are two known vectors, and Aeq and Ain are two coefficient matrices. By noting the fact
that “Aeqx = beq” is equivalent to “Aeqx  beq
T Aeqx   beq”, Eq. (5.31) can be transferred into
Eq. (5.30) assigning A =
24 Aeq Aeq
Ain
35 and b =
24 beq beq
bin
35 in Eq. (5.30).
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Comparing Eqs. (5.28), (5.29) and (5.31), the bounds of Pf can be found by assigning
x = f
c =


 
1 0:5
n

1
n 
 
2 0:5
n

1
n : : : 
 
n 0:5
n

1
n
T
Aeq =
24 1n 1n    1n1
n2
2
n2    nn2
1
n3
2
n3    nn3
35
Ain = diagf1; 1; : : : 1g
beq =

1 X 
2
X + 
2
X

bin =

n n : : : n

(5.32)
The lower bound of Pf arises from the minimization of the objective function while the upper bound of
failure probability is associated with the maximization of Eq. (5.28).
Eqs. (5.28) and (5.29) represents a linear programming-based approach to compute the reliability
bounds for imprecise probability distributions. Another useful application of Eqs. (5.28) and (5.29) is
to construct the best-possible CDF bounds for a random variable with incomplete information. For an
arbitrary value of  , by setting
(x) = I(  x) =

1; x  
0; otherwise
(5.33)
Eq. (5.28) becomes Z 1
0
(x)fX(x)dx =
Z 
0
fX(x)dx = FX() (5.34)
Thus, by solving the linear programming problem defined by Eqs. (5.34) and (5.29), the best-possible
bounds for FX() can be obtained. The constraints in Eq. (5.29) represent the case in which the only
knowledge available are the point estimates of the mean and the standard deviation. The constraints
can be easily modified for more generalized cases if additional information is provided. For example,
if X is known to be strictly defined in the range [x; x], where 0  x  x  1, the introduction of a
new variable X 0 = X xx x enables the applicability of Eq. (5.29). Moreover, if the mean value of X is an
interval estimate of [
X
; X ] rather than a point estimate, the second constraint equation in Eq. (5.29),Pn
i=1 fi  1n  in = X , is modified as  Pn
i=1 fi   1n  in   XPn
i=1 fi  1n  in  X
(5.35)
A similar modification can be made to the third constraint equation in Eq. (5.29) if the standard devi-
ation of X is known to have a predefined range. It should be noted that the probability-box obtained
by the proposed linear programming method will be identical to the probability-box given by Eq. (5.8)
if one knows the min, max, mean and variance of a random variable. However, the proposed lin-
ear programming-based approach represents a more general method for constructing the best-possible
probability-boxes.
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5.3.3 Objective function Type 2
While Eqs. (5.28) and (5.29) have established a straightforward approach for estimating the bounds
of structural failure probability, the accuracy and efficiency of the method is yet to be investigated.
An important question has been raised: have Eqs. (5.28) and (5.29) made full use of the imprecise
information of X? In an attempt to address this issue, as well as to form a different insight into the
problem, this section reformulates the reliability bounds-estimate problem using a different objective
function, referred to as objective function Type 2.
Reconsider Eq. (5.17), where the variableX is assumed to have a mean value of X , a standard devi-
ation of X and unknown distribution type. Fig. 5.1 and Lemma 5.1 have demonstrated the nonlinearity
of ln(E(Xj)) with j. As the basis of further derivation, however, we consider a fictitious case where X
has linear logarithmic moments, determined by a parameter pair (pi; qi). That is, ln(E(Xj)) = pij + qi
for all integers j  2. Since E(X2) = exp(2pi + qi), qi = ln(2X + 2X)  2pi. The corresponding fictitious
failure probability is denoted by Pf (pi). Lemma 5.2 in the following gives the solution of Pf (pi) as a
function of pi. The choice of pi can be arbitrary, as long as it satisfies pi  0.
Lemma 5.2 For a random variable X defined in [0; 1] with an unknown distribution type, if E(Xj) =
exp(pj + q) for 8j = 2; 3; : : :, then Pf (p) =
R 1
0
(x)fX(x)dx = (1   eq)(0) + eq(ep), where fX(x) is the
PDF of X, and q = ln(E(X2)  2p.
The proof is as follows. Since E(Xj) = exp(pj + q) for 8j = 2; 3; : : :, according to [229],
Pf =
a0
2
+
1X
j=1
"
aj + aj
1X
k=1
exp(2pk + q)
(2k)!
 (j)2k( 1)k
#
(5.36)
where aj = 2
R 1
0
(x) cos(jx)dx for j = 0; 1; 2; : : :. Assigning x = exp(p)  j in the equation cosx =P1
k=0
x2k
(2k)! ( 1)2k gives
Pf =
a0
2
+ (1  eq)
1X
j=1
aj + e
q
1X
j=1
aj cos(e
p  j): (5.37)
Further, assigning x = 0 and x = ep respectively in the Fourier expansion of (x), (x) = a02 +P1
j=1 aj cos(jx), yields
(0) =
a0
2
+
1X
j=1
aj ; (e
p) =
a0
2
+
1X
j=1
aj cos(e
p  j) (5.38)
With Eq. (5.38), Eq. (5.37) becomes
Pf (p) = (1  eq)(0) + eq(ep) (5.39)
which completes the proof.
Remark 5.2 A simple verification of Eq. (5.39) is that when X is sufficiently small, E(Xj)  [E(X)]j =
jX , thus p = lnX and q = 0, with which Pf (p) = (X). Specifically, when (0) is typically 0, Eq. (5.39)
can be further simplified as Pf (p) = eq(ep).
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Remark 5.3 The failure probability in Eq. (5.39) is referred to as fictitious as it is derived based on the
assumption that X has linear logarithmic moments.
For a sufficiently large integer n and n  2 different pi’s (denoted by p1; p2; : : : pn 2 respectively), leteEij = exp [pj  (i+ 1) + qj ] for 1  i  n  2 and 1  j  n  2, where qj = lnE(X2)  2pj for 8j. With
this, eEij = exp [pj  (i  1)]  E(X2) (5.40)
A sequence of constants fiji = 1; 2; : : : n  2g can be found such that
E =
n 2X
i=1
iE^i (5.41)
where E = E(X2) E(X3) : : : E(Xn 1)T, and E^i = h eE1i eE2i : : : eE(n 2)iiT. The existence of
sequence fig in Eq. (5.41) is guaranteed by the fact that det

E^1 E^2 : : : E^m 2
 6= 0.
Lemma 5.3 For a random variableX defined in [0; 1], there exist two coefficient sequences fel; l = 1; 2; : : : n 
2g, fel > 0; l = 1; 2; : : : n   2g such that E(Xj) = Pn 2l=1 el  ejl for j = 2; 3; : : : n   1, and Pf =R 1
0
(x)fX(x)dx = (0) +
Pn 2
l=1 el[(el)  (0)], where fX(x) is the PDF of X.
The proof is as follows. First, the existence of sequences felg and felg is guaranteed by the fact that
detB = det
266664
e21 e22    e2n 2e31 e32    e3n 2
...
...
. . .
...en 11 en 12    en 1n 2
377775 =
Y
1l<kn 2
(ek   el)  n 2Y
k=1
e2k (5.42)
which is non-zero if ek 6= el for 8k 6= l. Next, according to [229],
Pf =
a0
2
+
1X
j=1
"
aj + aj
1X
k=1
Pn 2
l=1 el  e2kl
(2k)!
 (j)2k( 1)k
#
(5.43)
where aj = 2
R 1
0
(x) cos(jx)dx for j = 0; 1; 2; : : :. By noting that cosx = 1 +
P1
k=1
x2k
(2k)! ( 1)2k holds
for any x, and that (el) = a02 +P1j=1 aj cos(el  j), Eq. (5.43) becomes
Pf =
a0
2
+
1X
j=1
aj +
n 2X
l=1
el
8<:
1X
j=1
aj
h
cos(el  j)  1i
9=;
= (0) +
n 2X
l=1
el[(el)  (0)]
(5.44)
which completes the proof.
According to Lemma 5.3,
Pf = (0) +
266664
(e1)  (0)
(e2)  (0)
...
(en 2)  (0)
377775
T
 B 1  E (5.45)
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where B is defined in Eq. (5.42). Substituting Eq. (5.41) into Eq. (5.45) yields
Pf = (0) +
n 2X
i=1
i
266664
(e1)  (0)
(e2)  (0)
...
(em 2)  (0)
377775
T
 B 1  E^i
= (0) +
n 2X
i=1
i(Pf (pi)  (0)) =
n 2X
i=1
Pf (pi)i
(5.46)
Substituting Eq. (5.40) into Eq. (5.41) yields
E = E(X2) P  1 2 3    n 2T (5.47)
where P = [pij ](n 2)(n 2) with pij = exp[pj  (i   1)] for 8i; j = 1; 2; : : : n   2. Note that by definition,
as n is large enough, for k = 2; 3; : : : n  1,
E(Xk) =
Z 1
0
xk  fX(x)dx =
n 2X
i=1
Z i=(n 2)
(i 1)=(n 2)
xk  fX(x)dx (5.48)
With the mean value theorem, there exists a sequence fiji = 1; 2; : : : n  2; i 1n 2 < i < in 2g such that
E(Xk) =
n 2X
i=1
ki 
fX(i)
n  2 ; k = 2; 3; : : : n  1 (5.49)
or equivalently,
E =
26664
1 1    1
11 
1
2    1n 2
...
...
. . .
...
n 31 
n 3
2    n 3n 2
37775 
266664
fX(1)
n 2  21
fX(2)
n 2  22
...
fX(n 2)
n 2  2n 2
377775 (5.50)
Comparing Eqs. (5.47) and (5.50), assigning exp(pi) = i gives
i =
1
E(X2)
 fX(i)
n  2  
2
i ; i = 1; 2; : : : n  2 (5.51)
with which one has 8>>><>>>:
Pn 2
i=1 i = 1Pn 2
i=1
i
i
= X
2X+
2
XPn 2
i=1
i
2i
= 1
2X+
2
X
0  i  1;8i = 1; 2; : : : n  2
(5.52)
With Eqs. (5.46) and (5.52), finding the lower and upper bounds of Pf can be formulated as a linear
programming optimization, i.e., Eq. (5.46) is the objective function to be optimized, f1; 2; : : : n 2g
are the variable vector to be determined, and Eq. (5.52) is the constraints.
In the implementation, one can assign i = i 0:5n 2 for 8i = 1; 2; : : : n   2 since i 1n 2 < i < in 2 and n
is sufficiently large. With this, i = exp(pi) gives pi = ln(i) for 8i.
The new objective function in Eq. (5.46) as well as the constraint equations in Eq. (5.52) have been
developed independently of those in Eqs. (5.28) and (5.29). Thus, the results from the two objective
functions can be used for mutual verification. Moreover, Eqs. (5.46) and (5.52) can also be extended to
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the case where X has a predefined range [x; x]. As introduced in Section 5.3.1, this can be handled by
introducing a normalized variable X 0 = X xx x . However, Eq. (5.46) is not applicable to the case where
the statistical parameters of X (mean or standard deviation) vary in intervals, since the statistics of X
are explicitly involved in the objective function. From this point of view, objective function Type 1 is a
more general approach.
5.3.4 Problems with multiple imprecise random variables
Sections 5.3.1 to 5.3.3 have discussed the case of only one imprecise random variable. This section
discusses the reliability problems involving multiple imprecise random variables. Suppose the reliability
problem involves a mixture of imprecise random variables and conventional random variables, [Q;S],
in which Q = fQ1; Q2; : : : Qkg is the vector of k imprecise random variables with unknown distribu-
tion functions, while S is the conventional random vector with known distribution function. Similar to
Eq. (5.15), the failure probability is given by
Pf =
Z
G(S;Q)0
fQ(q)fS(s)dqds (5.53)
where fQ(q) is the joint distribution of Q. It is assumed that each element in Q, Q1 through Qk, is
statically independent. With this, Eq. (5.53) becomes
Pf =
Z
: : :
Z
Q(q)fS(s)ds
kY
i=1
fQi(qi)dq (5.54)
where Q(q) is the conditional failure probability on Q = q, i.e.,
Q(q) , P(G(S;Q = q)  0) =
Z
G(S;Q=q)0
fS(s)ds (5.55)
As before, in order to find the lower and upper bounds of the failure probability, the objective is to
find the optimized distribution function of each element in Q, Qi, so as to maximize or minimize Pf
in Eq. (5.53). To begin with, consider the case where k = 2 (i.e., two imprecise random variables are
involved in the problem). The PDFs of Q1 and Q2 are written as fQ1(x) and fQ2(x), respectively. The
failure probability Pf in Eq. (5.53) becomes a function of fQ1(x) and fQ2(x), denoted by
Pf = h(fQ1 ; fQ2) (5.56)
Consider the lower bound of Pf . Note that a set of candidate distribution types exists for both fQ1(x)
and fQ2(x), denoted by 
Q1 and 
Q2 , respectively. First, an arbitrary distribution is assigned for Q1 and
Q2 (e.g., a normal distribution), whose PDFs are 1fQ1 2 
Q1 and 1fQ2 2 
Q2 . Next, we find 2fQ2 2 
Q2
which minimizes h(1fQ1 ; fQ2) for 8fQ2 2 
Q2 , followed by determining 2fQ1 2 
Q1 which minimizes
h(fQ1 ; 2fQ2) for 8fQ1 2 
Q1 . The approach to find 2fQ2 and 2fQ1 has been discussed in Section 5.3. As
such, it is easy to see that
h(2fQ1 ; 2fQ2)  h(1fQ1 ; 2fQ2)  h(1fQ1 ; 1fQ2) (5.57)
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This fact implies that the pair (2fQ1 ; 2fQ2) leads to a reduced Pf compared with the pair (1fQ1 ; 1fQ2).
Similarly, one can further find the subsequent sequences (3fQ1 ; 3fQ2) through (nfQ1 ; nfQ2), in which n is
a sufficiently large number of iteration. By noting that h(fQ1 ; fQ2) is bounded, according to Lemma 5.4,
it can be seen that h(nfQ1 ; nfQ2) converges to the lower bound of Pf as n is large enough. Further, the
upper bound of the failure probability can also be found using a similar procedure.
Lemma 5.4 If a real sequence monotonically increases with an upper bound, then the sequence converges
to the supremum.
The proof of Lemma 5.4 can be found in, e.g., [237].
Now consider the more generalized case where k > 2. The failure probability in Eq. (5.53) is rewrit-
ten as,
Pf = h(fQ1 ; fQ2 ; : : : fQk) (5.58)
where fQi is the PDF of Qi for i = 1; 2; : : : k. Let 
Qi denote the set of all the possible candidate
distribution functions of element Qi. In terms of the lower bound of Pf , an iteration-based approach is
proposed to minimize the failure probability, as summarized in the following.
(1) Assign an arbitrary distribution for each element in Q, i.e., 1fQ1 through 1fQk , and calculate h1 =
h(1fQ1 ; 1fQ2 ; : : : 1fQk).
(2) Find jfQi , fQi 2 
Qi which minimizes
h(jfQ1 ; jfQ2 ; : : : jfQi 1 ; fQi ; : : : j 1fQi+1 ; : : : j 1fQk)
for i = 1; 2; : : : k and j = 2, and calculate hj = h(jfQ1 ; jfQ2 ; : : : jfQk).
(3) For each j, if jhj   hj 1j is smaller than the predefined error limit (say, 10 5), then hj is found to be
the lower bound of Pf ; otherwise, return to step (2) with j replaced by j + 1.
It can be seen that for each j = 1; 2; : : :, hj  hj 1. This observation is guaranteed by the fact that
h(jfQ1 ; jfQ2 ; : : : jfQk)  h(jfQ1 ; jfQ2 ; : : : j 1fQk)
 h(jfQ1 ; jfQ2 ; : : : j 1fQk 1 ; j 1fQk)  : : :  h(j 1fQ1 ; j 1fQ2 ; : : : j 1fQk)
(5.59)
With Lemma 5.4, the sequence fhjg converges to the lower bound of Pf as j is sufficiently large.
Finally, for the upper bound of the probability of failure, a similar procedure can be used, with the
operation “minimize” replaced by “maximize”.
5.4 Examples
In this section, three examples are presented to demonstrate the applicability and efficiency of the pro-
posed method.
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Figure 5.2: Example 1: a rigid-plastic portal frame (after [140]).
5.4.1 Example 1: a portal frame
The reliability of a rigid-plastic portal frame as shown in Fig. 5.2 is considered. The frame is subjected to
a horizontal wind load W and a vertical load V . The layout and member geometry of the structure are
adopted from [140]. The structure may fail due to one of the following three limit states,
G1(X) =M1 + 2M3 + 2M4  W   V
G2(X) =M2 + 2M3 +M4   V
G3(X) =M1 +M2 +M4  W
(5.60)
in which M1; : : : ;M4 are the plastic moment capacities at the joints as shown in the figure. Since the
structure is a series system, the system fails if G < 0, where G(X) = minfG1(X); G2(X); G3(X)g. The
random variables considered include fM1;M2;M3;M4; V;Wg. All random variables are assumed to be
statistically independent with each other. The distributions of the moment capacities and the vertical
load are fully known, and summarized in Table 5.1. However, only limited statistical information is
available for the wind loadW . For illustration purpose, consider the following three representative cases
of the imprecise probabilistic information of W :
Case (1) W has a mean of 1.9 and a standard deviation of 0.45, with its distribution type unknown;
Case (2) W has a mean of 1.9 and a standard deviation of 0.45, and is strictly defined within [1:0; 3:0],
with its distribution type unknown;
Case (3) W has a mean within [1:87; 1:93] and a standard deviation of 0.45, with its distribution type
unknown.
Note that in Case 1 and 3, the wind load may take negative values.
5.4.1.1 Constructing the P-box for wind load W
The CDF bounds of the wind load W constructed from different methods are first examined. For all
three cases, the p-boxes for W are determined using the proposed linear programming method using
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Table 5.1: Example 1: statistics of the random variables.
Variable Distribution type Mean Std. Dev.
M1;M2;M3;M4 Normal 1.0 0.3
V Normal 1.5 0.3
both types of objective function. As a comparison, the p-box in case (1) is also constructed using the
Chebyshev’s inequality (Eq. (5.7)), and Eq. (5.8) for case (3).
Fig. 5.3 (a) compares the p-boxes for case (1) obtained from the proposed method and the Cheby-
shev’s inequality. It can be seen that the CDF bounds obtained using the objective functions Type 1 and
Type 2 (c.f. Eq. (5.28) and (5.46)) are identical, indicating that the optimization results are consistent
(note that the two objective functions are linearly independent of each other). It is also evident that the
p-box from the Chebyshev’s inequality is significantly wider than the p-box from linear programming.
This confirms that the Chebyshev’s inequality does not give the best-possible bounds, thus if it is used in
reliability analysis, the obtained reliability bounds may be overly conservative.
Fig. 5.3 (b) plots the p-boxes for case (2), obtained from the proposed linear programming, and also
from Eq. (5.8). Again, it is shown that the two p-boxes from linear programming using objective function
Type 1 and Type 2 are identical. It is also observed that the CDF bounds from the proposed method are
identical to those from Eq. (5.8). Note that it has been proved that Eq. (5.8) gives the best-possible CDF
bounds for this case [82]. This comparison implies that the proposed linear programming method also
yields the best-possible CDF bounds.
For case (3) where the mean value of W is not deterministic but varies within an interval, there
is no analytical solution in the literature for the bounds of the CDF as those in Eqs. (5.7) or (5.8).
Nevertheless, the proposed optimization-based approach Eq. (5.28) can be applied for constructing the
best-possible CDF bounds. Fig. 5.4 shows the CDF bounds obtained by Eq. (5.28). Note that only the
objective function Type 1 can be applied to this case; objective function Type 2 cannot be used as it
requires point estimates of the mean and standard deviation.
In practical reliability analyses, when the available data of a random variable is scarce, its distribu-
tion type is often assumed based on subjective judgement, e.g., assumed as one of the commonly used
distribution types. This common practice is applied to the three cases, considering five candidate distri-
bution types forW , namely normal, lognormal, Weibull, Gamma and Extreme Type 1 largest (T1Largest).
Since in Case (2), W is strictly defined in the range [1:0; 3:0], the bottom and the top of the candidate
distributions are removed. The CDF bounds of all five candidate distributions are given by
FW (w) = minfFi(w); i = 1; 2; : : : 5g (5.61a)
FW (w) = maxfFi(w); i = 1; 2; : : : 5g (5.61b)
in which Fi represents the ith candidate distribution. Fig. 5.4 compares the CDF bounds based on
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Eq. (5.61) assuming five candidate distribution types, and from the proposed linear programming method
without any assumption of the distribution type. It can be seen that in all three cases, the CDF bounds
assuming five candidate distribution types are significantly narrower than those without assuming any
knowledge of distribution type. This suggests that the estimate of failure probability may give a false
impression of reliability if only considering a limited number of potential distribution types based on
subjective judgement only.
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Figure 5.3: Example 1: CDF bounds of W computed by the proposed method (Objective Function Type
1 and 2), and the existing methods.
Table 5.2: Example 1: bounds of failure probability.
Case No. Interval MC (IMC1)* Interval MC (IMC2) ** Direct optimization
(1) [0:0090; 0:3678] [0:0184; 0:2593] [0:0597; 0:1057]
(2) [0:0223; 0:2490] [0:0223; 0:2490] [0:0831; 0:1106]
(3)   [0:0097; 0:4233] [0:0523; 0:1918]
* P-box for W was obtained using Eq. (5.7) (case 1) and Eq. (5.8) (case 2).
** P-boxes for W were obtained using linear programming.
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Figure 5.4: Example 1: CDF bounds of W computed from Objective Function Type 1, and the CDF’s of
W by assuming specific distribution type.
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Figure 5.5: Example 1: conditional failure probability function W (w).
5.4.1.2 Bounds of probability of failure
This section examines the bounds of failure probability for the three cases. Table 5.2 presents the in-
tervals of failure probability obtained from different methods. The second column of Table 5.2 gives
the failure probability bounds computed by the interval Monte Carlo simulation. In this method, the
probability-box of W was first constructed using the existing methods, i.e., Eq. (5.7) for case 1 and
Eq. (5.8) for case 2. Then the failure probability bounds were computed using the interval Monte Carlo
method (Eqs. (5.12) and (5.13)). This method is referred to as IMC1 in the following discussions. The
results presented in the third column of Table 5.2 were also computed using the interval Monte Carlo
method; however, the probability-boxes forW were constructed using the proposed linear programming
method. This method is referred to as IMC2. The fourth column of Table 5.2 lists the results computed
by the proposed linear programming method using objective function Type 1. In this method, it is not
required to construct the probability-box of W ; instead, the failure probability bounds were determined
directly solving the linear programming problem. For this reason, the method is referred to as “Direct
Optimization”. In applying the linear programming method, the conditional failure probability function,
W (w), was approximated first based on 106 Monte Carlo simulations, and is plotted in Fig. 5.5. This
conditional failure probability function can be fitted by an expression
W (w) = (0:0007w
6   0:0067w5 + 0:0036w4 + 0:133w3   0:2856w2 + 1:2389w   3:7204) (5.62)
in which () is the cumulative distribution function of the standard normal. The R-squared of this fitted
curve is 0.999.
Substituting Eq. (5.62) into Eq. (5.28) yields the estimate of lower and upper bounds of Pf without
the need to consider the CDF envelope of W .
The results from IMC1 and IMC2 are firstly compared. From Table 5.2, it can be seen that for case 1,
the failure probability bounds from IMC2 is narrower than those from IMC1. This is to be expected, as
the p-box for W from linear programming is tighter than that from the Chebyshev’s inequality. For case
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2, IMC1 and IMC2 yielded the identical results, since the p-box for W is the same in both methods. For
case 3, since there is no analytical solution in the literature for constructing the CDF bounds of W , the
failure probability bounds were not computed in IMC1. With IMC2, the failure bounds were computed
as [0.0097, 0.4233].
Next, the failure probability bounds from IMC2 and the proposed method are compared. It is ob-
served that the failure probability intervals obtained with the direct optimization method are significantly
narrower than those based on interval Monte Carlo method with p-boxes. For example, the upper bound
of failure probability for case 1 is 0.1057 from direct optimization, as compared to 0.2593 from IMC2.
The latter is more than twice than the former. Similar observations are also made in case 2 and case
3. This comparison shows that the proposed linear programming method can better utilize the available
information, and yields more informative results than the interval Monte Carlo method with p-boxes.
The improved estimate with a direction optimization than the interval Monte Carlo method propa-
gating probability boxes can be explained by a simple example. Consider an imprecisely-known random
variableX, which has two candidate CDF’s as shown in Fig. 5.6. Note that the two candidate CDF’s cross
over each other. It is assumed that the failure probability is a monotonic function of X, i.e., Pf = F(X).
Suppose that the failure probability bounds are estimated simply with two runs of simulation, generating
four samples x1; x2, x3 and x4 from the two candidate distributions. With this, the interval width of the
failure probability associated with a direct optimization method is
L1 =
F(x1) + F(x4)2   F(x2) + F(x3)2
 (5.63)
while the interval width associated with a p-box method is
L2 =
F(x1) + F(x3)2   F(x2) + F(x4)2
 (5.64)
Clearly, L1  L2, and the equality holds when either u1; u2 2 [0; u0] or u1; u2 2 [u0; 1].
5.4.2 Example 2: time-dependent reliability of an aging structure
Example 2 considers the time-dependent reliability of an aging structure, whose deterioration is associ-
ated with imprecise information due to the fact that the deterioration may be a multifarious process in-
volving multiple deterioration mechanisms [62]. The example herein is adopted from Wang et al [223],
where the impact of the selection of different candidate distribution types for resistance deterioration
on structural reliability has been discussed. The structure was initially designed at the limit state as
0:9Rn = 1:2Dn + 1:6Ln, in which Rn is the nominal resistance, Dn and Ln represent the nominal dead
load and live load, respectively. It is assumed that Dn = Ln. The dead load is assumed to be determin-
istic and equals to Dn. The live load is modeled as a Poisson process; the magnitude of the live load
follows an Extreme Type I distribution with a standard deviation of 0:12Ln and a time-variant mean of
(0:4 + 0:005t)Ln in year t. The occurrence rate of the live load is 1.0/year. The initial resistance of the
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Figure 5.6: Schematic representation of the CDF of two random variables.
structure, denoted by R0, is assumed to be deterministic and equals to 1:05Rn. In year t, the resistance
deteriorates to R(t), given by R(t) = R0  (1   G(t)), in which G(t) is a linear degradation function. If
the resistance in a particular year T , R(T ), can be estimated, then G(t) can be readily obtained using the
conditions G(0) = 0 and G(T ) = 1 R(T )=R0. A schematic representation of the time-variant resistance
and load effect of the deteriorating structure is presented in Fig. 5.7.
Suppose that in a particular year T , the PDF of G(T ) is fG(g). With this, the time-dependent reliabil-
ity, L(T ), is given by
L(T ) =
Z 1
0
exp
"
 
Z T
0
(1  FS [r(tjg) D; t])dt
#
 fG(g)dg (5.65)
where r(tjg) is the resistance at time t given that G(T ) equals g,  is the occurrence rate of the load,
and FS is the CDF of each live load effect. It is noted that G(T ) should not be less than 0 for structures
without maintenance or repair measures because the resistance process in non-increasing, nor be greater
than 1 since the resistance of a structure never becomes a negative value, accounting for the integration
limits of 0 and 1 in Eq. (5.65).
For the case where the mean of load effect increases linearly with time (i.e., S(t) = S(0) + mt),
while the standard deviation of load effect, L, is constant, the core of Eq. (5.65),
(g) = exp
"
 
Z T
0
(t)(1  FS [r(tjg) D; t])dt
#
(5.66)
can be simplified as follows [221],
(g) = exp(   ) (5.67)
in which
 = exp

m0 +D   r0
a

aT
r0g + mT

exp

r0g + mT
a

  1

(5.68)
where a =
p
6L
 , and m0 = S(0)   0:5772a. Comparing with Eq. (5.17), the bound estimate of time-
dependent reliability can be transformed into a standard linear programming problem, if treating (g)
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Figure 5.7: Schematic representation of the time-variant resistance and load effect of an aging structure.
in Eq. (5.65) as (x) in Eq. (5.17).
Suppose that the resistance at year 40 can be estimated. The COV of G(40) is 0.4; two cases of
the mean of G(40), denoted by G(40), are considered, i.e., 0.2 and 0.4. Without introducing addi-
tional assumptions in regarding to the distribution type of G(40), the lower and upper bounds of the
time-dependent probability of failure for reference periods up to 40 years are computed using the pro-
posed linear programming-based method, and plotted in Fig. 5.8. As a comparison, Fig. 5.8 also shows
the probabilities of failure with additional assumptions of the distribution type of G(40), i.e., several
commonly-used distributions including normal, lognormal, Gamma, Beta and uniform distributions. The
corresponding time-dependent probabilities of failure are adopted from the original literature [223]. It
can be seen from Fig. 5.8 that for both cases of G(40), the lower and upper bounds computed using
the proposed method establish an envelope for the time-dependent reliabilities. These reliability bounds
consider all possible distribution types for G(40). As expected, these bounds enclose those probabilities
of failure with additional assumptions for the distribution type of G(40). This example clearly demon-
strates that by simply assuming some common distribution types without justification, the probability of
failure may be significantly underestimated.
5.4.3 Example 3: an oscillation system
A non-linear single degree of freedom system without damping is shown in Fig. 5.9. The example is
adopted from [96]. The limit state function is defined by the case where the maximum displacement
response exceeds the limit, i.e.,
G(X) = 3R  jZmaxj = 3R 
 2F0M
20 sin


20t0
2
 (5.69)
where Zmax is the maximum displacement response of the system, 
0 =
p
(C1 + C2)=M , and R is the
displacement when one of the two springs yields. The system is deemed to “fail” if G(X) < 0 and
“survive” otherwise. The probabilistic information regarding the six random variables in Eq. (5.69) is
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Figure 5.8: Example 2: lower and upper bounds of the time-dependent failure probability.
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Figure 5.9: Example 3: schematic representation of an oscillation system.
summarized in Table 5.3. It is assumed that the variables C1 and C2 are imprecise with their distribution
types unknown. It is further assumed that C1 and C2 are statistically independent of each other.
Table 5.3: Example 3: statistics of the random variables.
Variable Distribution type Mean Standard deviation
M Normal 1 0.05
R Normal 0.5 0.05
F0 Normal 1 0.2
t0 Normal 1 0.2
C1 unknown 1 0.6
C2 unknown 0.5 0.3
The fragility curve of the system with respect to C1 and C2 is fitted through numerical simulation as
follows,
C1;C2(c1; c2) = 0:072( 0:016c6 + 0:138c5   0:348c4 + 0:182c3 + 0:202c2 + 1:919c  3:656) (5.70)
where c = 3  c1   c2.
Since the problem involves multiple imprecise random variables, the iteration-based approach as
developed in Section 5.3.4 is used to find the lower and upper bounds of the system failure probability.
Table 5.4 summarizes the bounds of Pf associated with different iteration rounds. Setting an error
threshold of 10 4, the bounds of failure probability are obtained with five cycles of iteration, yielding
an interval of failure probability of [0:0171; 0:0311]. This demonstrates the applicability of the proposed
method for handling multiple imprecise random variables. Furthermore, for comparison purpose, the
bounds of Pf are also obtained using two different interval Monte Carlo methods, referred to as IMC1
and IMC2. The two interval Monte Carlo methods are different in that the CDF bounds of C1 and C2
were constructed using the existing method (Eq. (5.7)) in IMC1, and the proposed linear programming
method in IMC2.
Table 5.5 presents the bounds of failure probability obtained from the proposed method, IMC1 and
IMC2. The interval of failure probability is found to be [0:0171; 0:0311] using the proposed method,
[0:0001; 0:0655] for IMC1, and [0:0020; 0:0579] for IMC2. The same observation as in Example 1 is made,
i.e., the proposed direct-optimization method yields the tightest bounds of failure probability, followed
by IMC2. IMC1 leads to the widest bounds of failure probability.
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Table 5.4: Example 3: bounds of failure probability from the proposed iteration-based approach.
Iteration No. Operation Lower bound Upper bound
1 1fC1 ; 1fC2  normal distribution 0.0250 0.0250
2 1fC1 fixed, 2fC2 optimized 0.0245 0.0260
3 2fC2 fixed, 2fC1 optimized 0.0171 0.0310
4 2fC1 fixed, 3fC2 optimized 0.0171 0.0311
5 3fC2 fixed, 3fC1 optimized 0.0171 0.0311
Table 5.5: Example 3: bounds of failure probability from the interval MC and the proposed method.
Method Interval
Interval MC (IMC1)* [0:0001; 0:0655]
Interval MC (IMC2)** [0:0020; 0:0579]
Direct optimization*** [0:0171; 0:0311]
* P-boxes for C1 and C2 were obtained using Eq. (5.7).
** P-boxes for C1 and C2 were obtained using linear programming.
*** Iteration-based approach is used, c.f. Section 5.3.4.
5.5 Summary
A linear programming-based method has been proposed to handle reliability analyses involving ran-
dom variables with incomplete statistical information (only knowing the first two moments and possible
range). The proposed method does not require the assumption of a distribution type; it considers all
possible distribution types which are compatible with available data. The proposed method makes full
use of the available information, without introducing additional assumptions.
The reliability analysis subject to imprecise probabilistic information is converted into solving a linear
programming optimization problem. Two objective functions, namely Type 1 and Type 2 (c.f. Eqs. (5.28)
and (5.46)), are developed independently. Three numerical examples demonstrated the efficiency and
accuracy of the proposed method. The two objective functions lead to the same reliability bounds.
In all three examples, the bounds on the failure probabilities obtained from the proposed method are
significantly tighter than those from the interval Monte Carlo method, suggesting that more informa-
tion is provided by the proposed method. The reason is that in the interval Monte Carlo method, the
CDF bounds of imprecise input random variables need to be constructed first, and then are propagated
through the Monte Carlo simulation. Useful information “inside” the CDF bounds of input random vari-
ables may be lost in the procedure. The proposed method, on the other hand, makes full use of available
information of the imprecise random variables.
While the proposed method can compute tight bounds of failure probability directly without the need
of first constructing the CDF bounds of the imprecisely known random input variables, it can also be used
to construct the best-possible CDF bounds for a random variable with limited moment information. It
has been shown that the proposed method can yield tighter CDF bounds than the Chebyshev’s inequality
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when only the mean and variance of the random variable are known. In the case where the min, max,
mean and variance of a random variable are known, the CDF bounds from the proposed method are the
same as the best-possible bounds provided in [82]. The proposed method can also handle other general
cases of imprecise probability such as interval moments, without assuming the type of distribution.
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Chapter 6
Cumulative damage assessment of a
community subjected to cyclone
hazards
6.1 Introduction
Tropical cyclone (TC) winds, rainfalls and storm surges are responsible for the major natural hazards
in costal areas, which having caused enormous economic losses and social disruption around the world.
For example, in the United States, eight out of the ten most expensive catastrophes before 2006 in terms
of insured loss had been triggered by TCs (known as hurricanes in the Atlantic Basin) [83]. In China,
historical records show that totally 181 TCs (known as typhoons in the Pacific Basin) made landfall
during the period 1980–2004, resulting in cumulative damage costs of 422.36 billion Chinese Yuan
(CNY) [114]. Moreover, the population and wealth in coastal areas (most are TC-prone regions) have
a considerable steady increase, indicating the potential of ever larger economic and social losses in the
future. The increasing importance is then evident to advance building and structural practice through
improving predictions of TC damage for civil constructions and thereby supporting implementation of
strategies for enhancing the structural performance economically [129, 137, 203].
The future TCs have been projected to respond to climate change in many studies [20, 68, 70, 211].
For instance, Mudd et al [151] used a regression-based approach to show that in the Atlantic Basin, the
annual occurrence rate of TCs (hurricanes) may increase from 8.4/year to 13.9/year at the end of the
21th century. Knutson et al [108] predicted that the averaged intensity of future TCs at a global scale will
likely become stronger with an increase of 2–11% by year 2100 due to the potential impacts of green-
house warming. However, there are also some arguments that the future TC intensity may increase while
the frequency would decrease subjected to climate change (e.g., [110, 236]). Emanuel [69] reported
that despite the insignificant trend in future TC frequency, an upward trend in TC destructive potential
can be observed. As a result, the time-variation of TC characteristics (e.g., intensity, frequency) should be
well incorporated in terms of estimating the TC damage. Some previous studies [126, 203] considered
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a stationary TC process with constant occurrence rate and time-invariant intensity (measured by the
maximum TC wind speed) and thus failed to reflect the non-stationarity in TC process subjected to the
potential impacts of climate change [65]. Later researches [25, 127] took into account the roles of the
time-variant TC characteristics in damage assessment, employing a probabilistic model of the ‘annual’
maximum TC wind speed to represent the TC wind risk. Such a probabilistic model, however, may lead
to an overestimated TC damage in the presence of the intermittence of TCs in some regions. Li et al [124]
and Wang et al [222, 224, 225] employed a Poisson stochastic process to model the TC occurrence and
assessed the TC damage based on a vulnerability model as a function of the maximum TC wind speed.
The mean value and variance of the cumulative damage have been considered in existing methods re-
garding TC damage assessment, which cannot fully reflect all the characteristics of the TC damage under
a probability-based context (e.g., the upper tail behaviour or a characteristic value with a 90th percentile
value). A Gamma distribution has been suggested to approximately fit the probability distribution of
the TC damage [224, 225]. However, the random nature associated with the TC damage has not been
fully investigated. Moreover, in terms of damage assessment, especially for long-term reference periods,
the utilization of a vulnerability model that was developed based on the damage reports/data associated
with a single (or limited) TC event(s), as has been widely used in previous studies, would become ques-
tionable considering the time-variation of a community’s vulnerability (e.g., enhanced structural design
and practice), indicating the importance of developing a vulnerability model that can capture the change
of a community’s hazard-resisting capacity with time for use in TC damage assessment.
6.2 Probabilistic models of TC process and TC damage
6.2.1 TC occurrence model
For a specific region of interest, TC events occur randomly in time. A Poisson point process can be used
to describe the TC occurrence process [97, 104, 124, 222, 224, 225]. With a mean occurrence rate of ,
the probability that k events occur within a time interval of (0; T ] is determined by
P(NT = k) =
(T )k
k!
exp( T ); k = 0; 1; 2; : : : (6.1)
in which NT is the number of events within (0; T ]. Wang et al [224] examined the historical TC data
for both the Miami-Dade County (Florida, USA) and the Florida State respectively. For both scales of
region, they found that a Poisson point process can reasonably model the occurrence process of TCs that
made landfall. Herein, we examine the distribution of annual number of TCs that have caused direct
economic losses to Hong Kong, China – a region that has suffered severely from historical cyclones. The
probability mass function of the annual TC numbers is plotted in Fig. 6.1, where a historical period of
1988–2016 is covered. The data are available from the annual reports on TCs released by the Hong
Kong Observatory of HKSAR (http://gb.weather.gov.hk/publica/pubtcc.htm). Totally 51 TC events had
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triggered direct damage losses within the considered 29 years, yielding an annual occurrence rate of
1.76/year. Fig. 6.1 shows that the annual number can be well modeled by a Poisson distribution with
 = 2:2/year (c.f. Eq. (6.1)) at a significance level of 20%.
Remark 6.1 While the mean value of the samples is 1.76/year in Fig. 6.1, due to the dependence of the
mean value and variance of a Poisson distribution (both equal to ),  = 2:2/year instead of 1.76/year is
found to maximize the p-value (0.5053) from a view of goodness-of-fit test. This observation suggests that
the TC risk may be underestimated if one simply set  in Eq. (6.1) as the mean value of the samples.
Further, taking into account the potential impacts of climate change, the occurrence rate of future
TCs may vary with time correspondingly. In such a case, a non-homogeneous Poisson point process can
be used to describe the non-stationarity in the TC occurrence. With a time-variant occurrence rate of
(t), Eq. (6.1) is rewritten as follows,
P(NT = k) =
R T
0
(t)dt
k
 exp

  R T
0
(t)dt

k!
; k = 0; 1; 2; : : : (6.2)
For illustration purpose, we examine the annual numbers of historical TCs that affected Hong Kong,
as have been reported in [94]. Fig. 6.2 presents the annual number of TCs that resulted in direct
economic losses to Hong Kong within a time period of 1988–2016, where a slightly upward trend can
be observed, with a R-square value of 0.011. This trend is not evident of the non-stationarity in the TC
occurrence from a view of statistics, due to the relatively small sample size and short duration that have
been considered. The non-stationarity in the TC occurrence process will, however, be discussed in the
following to illustratively investigate its role in TC damage assessment, taking into account the potential
changing scenarios of TCs in the future, as observed elsewhere [236].
6.2.2 TC damage model
The TC-induced damage for a specific region of interest associated with one TC event is by nature ran-
dom, with uncertainties arising from both the TC intensity and the hazard-resisting capacity of the area.
One of the methods to quantitatively measure the TC damage, under a probability-based framework,
is to use a vulnerability model which links the possibility of occurrence of certain levels of damage to
the maximum TC wind speed [99, 176, 203, 207]. For instance, Stewart et al [203] used the claim
and loss information from Hurricane Hugo (1989) and Hurricane Andrew (1992) that were obtained
from an insurer and developed a damage model as a function of the 10-min mean surface wind speed,
where the ‘damage’ was defined as the amount paid out by the insurer divided by the total insured
value. This regression-based vulnerability model was further used in damage assessment of coastal ar-
eas considering the potential impacts of climate change in later studies [25, 124, 127, 222, 224, 225].
Using this model, the time-variation in the TC damage is reflected by either the non-stationarity in the
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TC process (e.g., time-variant intensity and/or frequency) or a simple modification of the vulnerability
model (e.g., applying a deterministic reduction factor to the overall damage, as done in [25]). Wang
et al [225] further discussed the impact of vulnerability model uncertainty on the cumulative damage
assessment. However, the regression-based models have been, for the most part, developed based on the
claim data that are available from insurance companies and may not span all significant wind speeds,
especially those extreme ones with large return periods [180]. Moreover, the use of a single vulnerabil-
ity model (or the simply modified ones) in the damage assessment of a long-term period is questionable
as it cannot reflect the improvement of the hazard-resisting capacity of the area (e.g., the improve-
ment of building code or practice). An illustrative example is that after Hurricane Andrew (1992), the
Florida Building Code required significant changes to the construction of civil structures with greater
resilience [105, 173]. As such, a more accurate damage model that reflects the time-variation of the
area’s hazard-resisting capacity should be used in TC damage assessment, especially for long-term refer-
ence periods. Some other remarkable methods to establish a vulnerability model for a specific region of
interest include the engineering-based damage assessment by considering sophisticated structure–load
interaction and structural resistance, and the assembly–based vulnerability method linking the engi-
neering demand variable to the response of structural and nonstructural systems and building contents
damage [42, 126, 179, 180, 182]. However, the disadvantage of these methods is that they require
multidisciplinary modelling skills, validation ensured by realistic TC damage data, and are of significant
complexity compared with regression-based models, calling for more significant research efforts for the
application to practical engineering [177, 225]. As a result, this chapter only discusses the regression-
based vulnerability models.
The probabilistic model of TC damage is expected to be developed based on the damage loss records
incorporating all the significant items, as soon as the historical data are accessible. Taking Hong Kong,
China as an example, the TC damage losses associated with each TC event are available from Hong Kong
Observatory (in the form of Annual Reports on TCs). The damage losses includes those of agriculture,
public works facilities, public utilities, private property and industry [94]. Fig. 6.3(a) shows the TC
damage losses associated with each TC event within a reference period of 1988–2016. Two significant
cyclones, Typhoon Dot (1993), and Typhoon Sam (1999), led to severe damage losses of 128.2 and
131.51 million HK$, respectively (as of the year of valuation). Furthermore, taking into account the time
value of money, the present values of the damage losses in Fig. 6.3(a) are reconsidered in Fig. 6.3(b) (as
of year 2016), where a discount rate of 3.5% is adopted, as suggested in [34].
As has been discussed before, many existing vulnerability models for TC damage assessment have
been developed as a function of the TC wind speed [99, 176, 203, 207]. Examining the case for Hong
Kong, Fig. 6.4 reviews the TC events in Fig. 6.3 and presents the TC damage costs and the maximum gust
wind speed associated with each historical TC event. A discount rate of 3.5% is considered in Fig. 6.4(b).
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For both cases in Fig. 6.4, the linear correlation coefficients between the TC damage costs and the max-
imum gust wind speed are weak (0.2778 and 0.2521, respectively), indicating that the damage level
associated with a TC event cannot be fully determined via considering the maximum wind speed only
– that is, the association between the TC damage and the wind speed cannot be well described using
a single functional relationship. This is explained by the fact that the TC damage is not only affected
by the maximum wind speed but also some other factors such as the TC track and the TC decay pro-
cess [71, 197], as well as some ripple effects associated with the infrastructure systems within the area.
Some previous works have also examined the historical data by considering the relationship between the
damage with more than one factors of the TCs rather than the maximum wind speed only (e.g., transla-
tional track, size and duration) [69, 101, 232, 238]. However, those empirical functional relationships
are nevertheless associated with significant uncertainties due to the fact that only the TC profiles have
been considered while some other elements such as the building vulnerability, terrain conditions and the
non-structural damages remain unaddressed.
The probability distribution of the TC damage costs associated with each TC event can be fitted
directly based on the historically recorded data. Such a fitting-based model can make direct use of the
historical information and thus gives a “best” estimate of the probability distribution of the TC damage.
Moreover, the time-variation of both the TC temporal characteristics (e.g., frequency and intensity) and
the area’s hazard-resisting capacity would be automatically reflected by this fitting-based model because
the damage data that have been used cover a historical period rather than a specific time point. For
comparison purpose, recall that the vulnerability model in [97] has been developed based on historical
TCs (hurricanes) Hugo (1989) and Andrew (1992) only, and thus does not involve the information
on the subsequent changes in the building code and construction practice for the built environment.
It is nevertheless noticed that the disadvantage of the fitting-based damage model is that it does not
incorporate the relationship between the damage and the key factors such as the maximum wind speed,
and thus cannot be used to identify the role of TC characteristics in the TC damage, especially in the
presence of the non-stationarity in the TC processes due to the potential impacts of climate change.
Finally, the historical TC damage data examined herein cover a historical period of 1988–2016, which
are assumed in this chapter to well predict the “future” changes after year 2016.
Fig. 6.5 presents the histogram of the damage records (as in Fig. 6.3(b)) and the probability density
function (PDF) of a Gamma distribution to fit the samples. If a random variable, say,X, follows a Gamma
distribution, then its PDF, fX(x), takes the form of
fX(x) =
(x=) 1
 ()
exp( x=); x 2 [0;+1) (6.3)
where  and  are the shape parameter and rate parameter, respectively, and  () is the Gamma func-
tion,  () =
R1
0
x 1 exp( x)dx. With Eq. (6.3), the mean value and variance of X are  and 2,
respectively, giving a coefficient of variation (COV) of 1=
p
. Fitting analysis in Fig. 6.5 gives  = 0:2361,
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Figure 6.1: Probability mass function of the annual number of TCs that caused economic losses to Hong
Kong.
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Figure 6.2: Annual number of TCs that caused economic losses to Hong Kong: from 1988 to 2016.
and  = 111:94, which results in a p-value of 0.6177 and is accepted at a significance level of 20%. It
is emphasized that the damage losses associated with Typhoons Dot and Sam (c.f. Fig. 6.3) represent
two extreme cases of severe damage, and thus cannot be simply treated as outliers [9, 36] in terms of
statistics-based fitting of the damage distribution; in fact, the exclusion of the two extreme cases will
unavoidably lead to an underestimated TC damage.
6.3 Moment-based estimate of TC damage
For a coastal region of interest, during the time interval (0; T ], the cumulative TC damage costs, D(T ), is
estimated by D(T ) =
PNT
j=1Dj , where NT is the number of TCs within (0; T ] that cause economic losses
to the region, andDj is the damage costs associated with the jth TC event. The estimate ofD(T ) is based
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Figure 6.3: Time-variant trend of TC damage associated with each TC event.
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Figure 6.4: No strong correlation observed from the relationship between TC damage costs and the
maximum gust wind speed.
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Figure 6.5: The histogram of the damage records and the PDF of a Gamma distribution to fit the samples.
on the assumption that the damaged buildings/structures are restored to the pre-damage state before
the occurrence of the next TC event [224], which is likely to result in a relatively conservative estimate.
In this section, the mean value and variance of D(T ) are evaluated, which provide a straightforward
description of the magnitude and variation of the cumulative damage costs.
With the TC occurrence process modeled as a non-stationary Poisson process with a time-variant
occurrence rate of (t), we divide the time period (0; T ] into N identical sections (N is large enough so
that at most one TC event may occur during each time interval). With this, the possibility of occurrence
of a TC event during the jth time interval is 

jT
N

 TN . By definition, it follows,
D(T ) =
NX
j=1
D^j (6.4)
where D^j is the hurricane damage costs associated with the jth time interval. Defining tj = jT=N , one
has
D^j =
Bj  eD(tj)
[1 + r(tj)]tj
(6.5)
in which eD(tj) is the TC damage given the occurrence of one TC event in the jth time interval, r(t) is
the time-variant discount rate which enables the future TC damage costs to be valued in present terms
[112], and Bj is a Bernoulli random variable,
P(Bj = 1) = (tj)  T
N
;P(Bj = 0) = 1  P(Bj = 1) (6.6)
We further define a variable D(tj) =
eD(tj)
[1+r(tj)]
tj
for each j, with which Eq. (6.5) simply becomes D^j =
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BjD(tj). Now, with Eq. (6.4),
E[D(T )] =
NX
j=1
E(D^j) =
NX
j=1
(tj)  T
N
 E(
eDj)
[1 + r(tj)]tj
(6.7)
If the future TC damage associated with a TC event (i.e., eD(tj)) is known to have a mean value of D(t)
and a standard deviation of D(t) at time t, Eq. (6.7) becomes
E[D(T )] =
Z T
0
(t)D(t)
[1 + r(t)]t
dt (6.8)
Similarly,
V[D(T )] =
NX
j=1
V(D^j) =
NX
j=1
(tj)  T
N
 E(
eD2j )
[1 + r(tj)]2tj
=
Z T
0
(t)[2D(t) + 
2
D(t)]
[1 + r(t)]2t
dt (6.9)
Eqs. (6.8) and (6.9) are the proposed method to assess the cumulative TC damage costs in the pres-
ence of both the non-stationarity of TCs (reflected by the time-variant characteristics of intensity and/or
frequency) and the time-variation of vulnerability model. The probabilistic behaviour of cumulative TC
damage can be assessed by assuming an approximate distribution type for D(T ), as has been done in
previous works (e.g., a Gamma distribution as suggested by Wang et al [224, 225]). In an attempt to
achieve a further insight into the probabilistic behaviour of the cumulative damage, in addition to the
mean value and variance (c.f. Eqs. (6.8) and (6.9)), the accurate probability distribution of D(T ) is
considered, as will be discussed in the following.
6.4 Probability distribution of TC damage
6.4.1 General formulation
Statistical parameters such as the mean value fail to reflect all aspects of TC damage costs with the
probability distribution remaining unaddressed. In this section, the distribution of D(T ) is developed
with the help of moment generating function and the characteristic function [23, 178, 185].
The moment generating function, X(), of a random variable X is defined for all real values  by
X(t) = E[exp(X)] (6.10)
An important property of moment generating functions is that the moment generating function of the
sum of independent random variables equals the product of the individual moment generating functions.
For example, consider n independent random variablesX1,X2, : : : Xn with moment generating functions
of 1(), 2(),: : : n(), respectively. The sum of the n variables,X = X1+X2+ : : :+Xn, has a moment
generating function of
Qn
k=1 k().
Now we consider the distribution of cumulative hurricane damage costs, D(T ), during time period
(0; T ]. With Eq. (6.4), the moment generating function of D(T ), D(), is obtained as
D() = E
"
exp
 
NX
k=1
D^k
!#
(6.11)
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Remark 6.2 The statistical independence between D^1; D^2; : : : D^N is assumed herein based on that (a) the
TC occurrence is a Poisson process; and (b) the damaged buildings/structures are restored to the pre-damage
state before the occurrence of the next TC event [224], as aforementioned. Assumption (a) has been widely
used in the literature to model the TC occurrence process [97, 104, 124, 222, 224, 225]. One can refer to
Refs. [124, 224] for the impacts of the temporal correlation in the TC process on the TC damage.
By noting the independence between D^1; D^2; : : : D^N and the Taylor expansion of an exponential
function (i.e., exp(x) =
P1
j=0
xj
j! holds for any number x), Eq. (6.11) becomes
D() = E
"
NY
k=1
exp(D^k)
#
= E
8<:
NY
k=1
24 1X
j=0
(D^k)
j
j!
359=; =
NY
k=1
24 1X
j=0
E(D^k)j
j!
35 (6.12)
Taking the logarithmic form for both sides of Eq. (6.12), since ln(1+x) approximates x for a small value
of x, we have
D() = exp
8<:
NX
k=1
ln
24 1X
j=0
E(D^k)j
j!
359=; = exp
0@ NX
k=1
1X
j=1
E(D^k)j
j!
1A = exp
0@ 1X
j=1
j
j
1A (6.13)
where
j =
1
j!
NX
k=1
E
h
(D^k)
j
i
(6.14)
The characteristic function, iX(it), of a random variable X is introduced to link the probability
density function and the moment generating function of X; it is actually the Fourier transformation of
the PDF of X. iX(i) is defined for all real values  by
iX(i) = E
 
eiX

=
Z 1
 1
exp(ix)  dFX(x) (6.15)
where FX(x) is the cumulative density function (CDF) of X; i =
p 1. If X is a continuous random
variable with a PDF of fX(x), Eq. (6.15) becomes
iX(i) =
Z 1
 1
exp(ix)  fX(x)d(x) (6.16)
Eq. (6.16) implies that X() and fX(x) is a Fourier transform pair. Thus,
fX(x) =
1
2
Z 1
 1
exp( ix)iX(i)d (6.17)
Substituting Eq. (6.13) into Eq. (6.17), the PDF of D(T ), fD(x), is obtained as follows,
fD(x) =
1
2
Z 1
 1
exp
 1X
m=1
( 1)m2m2m
!
 exp
 
i
1X
m=0
( 1)m2m+12m+1   ix
!
d (6.18)
By noting that for any real number x, exp(ix) = cosx+ i sinx, we let
(; x) =
1X
m=0
( 1)m2m+12m+1   x (6.19)
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with which Eq. (6.18) becomes
fD(x) =
1
2
Z 1
 1
exp
 1X
m=1
( 1)m2m2m
!
cos (; x)d
+ i
1
2
Z 1
 1
exp
 1X
m=1
( 1)m2m2m
!
sin (; x)d
(6.20)
Since the term exp
 P1
m=1( 1)m2m2m
  sin (; x) in Eq. (6.20) is an odd function of  , the following
equation holds, Z 1
 1
exp
 1X
m=1
( 1)m2m2m
!
 sin (; x)d = 0 (6.21)
Thus, Eq. (6.20) becomes
fD(x) =
1
2
Z 1
 1
exp
 1X
m=1
( 1)m2m2m
!
 cos (; x)d (6.22)
Recall Eq. (6.14), with which one has
j = lim
N!1
1
j!
NX
k=1
E
 
BkD
j(tk)

= lim
N!1
1
j!
NX
k=1
E

(D(tk))
j
  (tk)  T
N
= lim
N!1
1
j!
NX
k=1
E
h
( eD(tk))ji
(1 + r(tk))tkj
 (tk)  T
N
(6.23)
By definition,
E
h
( eD(tk)ji = Z 1
0
zj  f0(z; tk)dz (6.24)
where f0(z; tk) is the PDF of eD(tk). Substituting Eq. (6.24) into Eq. (6.23), we have
j =
1
j!
Z T
0
Z 1
0

z
(1 + r(t))t
j
(t)f0(z; t)dzdt (6.25)
With this,
2m =
1
(2m)!
Z T
0
Z 1
0

z
(1 + r(t))t
2m
(t)f0(z; t)dzdt (6.26)
and further,
1X
m=1
( 1)m2m2m =
Z T
0
Z 1
0
1X
m=1
( 1)m
(2m)!

z
(1 + r(t))t
2m
 (t)f0(z; t)dzdt (6.27)
We let () =
P1
m=1( 1)m2m2m for simplicity. By noting that cosx = 1+
P1
m=1
( 1)m
(2m)! x
2m for any real
number x, Eq. (6.27) becomes
() =
Z T
0
Z 1
0
cos

z
(1 + r(t))t

 (t)f0(z; t)dzdt 
Z T
0
(t)dt (6.28)
Similarly, since sinx =
P1
m=0
( 1)m
(2m+1)!x
2m+1 holds for any real number x, the item (; x) in Eq. (6.19)
becomes
(; x) =
Z T
0
Z 1
0
sin

z
(1 + r(t))t

(t)f0(z; t)dzdt  x (6.29)
Substituting Eqs. (6.28) and (6.29) into Eq. (6.22), it follows,
fD(x) =
1

Z 1
0
exp (())  cos (; x)d = 1

Z 1
0
exp (())  cos[0()  x ]d (6.30)
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where 0() = (; x) + x . Eq. (6.30) presents an explicit form of the PDF of D(T ). Further, the CDF of
D(T ), FD(x), is obtained as
FD(x) =
Z x
0
fD(y)dy =
1

Z 1
0
exp (())

 [sin 0()  sin(0()  x)] d (6.31)
The close-form solutions of the probability distribution of D(T ) as in Eqs. (6.30) and (6.31) can be
solved using numerical integral techniques. It is noticed that a two-fold integral is included in the cal-
culation of fD(x) and FD(x), if one first calculates () and () and stores them on disk for further
use. Some numerical techniques such as the Simpson’s rule [12] can be used to improve the integration
efficiency. Although the Monte Carlo simulation (MCS) methods can also be used to find (usually ap-
proximate) the probability distribution of D(T ), it is argued that the closed-form analytical solutions can
offer insights that may be difficult to achieve through MCS, may support and even accelerate the devel-
opment of more complex simulation-based analyses [221]. Nevertheless, the simulation-based method
can be used to verify the accuracy of the proposed explicit solutions.
6.4.2 Application to TC damage assessment: A simplified approach
The probability distribution of cumulative TC damage can be obtained with either Eq. (6.30) or (6.31),
in which the calculation of both () and () (c.f. Eq. (6.19) and (6.28)) can be further simplified
if assuming a Gamma distribution for the TC damage costs associated with each TC event, as will be
discussed in this section.
First, note that for a random variable X following a Gamma distribution, if its PDF, fX(x), is ex-
pressed by Eq. (6.3), then the moment generating function is X() =

1
1 

. With this,Z 1
0
cosx  fX(x)dx+ i
Z 1
0
sinx  fX(x)dx =
Z 1
0
exp(ix)  fX(x)dx = E [exp(iX)] = iX(i)
=

1
1  i

=

1 + i
1 + 2

=
exp

i  arccos 1p
1+2

(1 + 2)=2
=
cos

  arccos 1p
1+2

(1 + 2)=2
+ i
sin

  arccos 1p
1+2

(1 + 2)=2
(6.32)
Comparing both sides of the equation, it follows,
Z 1
0
cosx  fX(x)dx =
cos

  arccos 1p
1+2

(1 + 2)=2
(6.33)
and Z 1
0
sinx  fX(x)dx =
sin

  arccos 1p
1+2

(1 + 2)=2
(6.34)
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A generalized form of Eq. (6.33) is given byZ 1
0
cos(kx)  fX(x)dx =
Z 1
0
cos(kx)
(x=) 1
 ()
exp( x=)dx
y=kx
=====
Z 1
0
cos y
y 1
(k) ()
exp( y=(k))dy =
cos

  arccos 1p
1+(k)2

[1 + (k)2]=2
(6.35)
where k is an arbitrary positive constant. Similarly,
Z 1
0
sin(kx)  fX(x)dx =
sin

  arccos 1p
1+(k)2

[1 + (k)2]=2
(6.36)
Thus, assigning k = (1+r(t))t , the calculation of () and () in Eq. (6.19) and (6.28) are simplified as,
() =
Z T
0
Z 1
0
cos

z
(1 + r(t))t

 (t)f0(z; t)dzdt 
Z T
0
(t)dt
=
Z T
0
(t)
Z 1
0
cos

z
(1 + r(t))t

 f0(z; t)dz

dt 
Z T
0
(t)dt
=
Z T
0
(t) cos
0@  arccos 1r
1+

(t)
[1+r(t)]t
2
1A

1 +

(t)
[1+r(t)]t
2=2 dt 
Z T
0
(t)dt
(6.37)
Similarly,
(; x) =
Z T
0
Z 1
0
sin

z
(1 + r(t))t

(t)f0(z; t)dzdt  x
=
Z T
0
(t) sin
0@  arccos 1r
1+

(t)
[1+r(t)]t
2
1A

1 +

(t)
[1+r(t)]t
2=2 dt  x
(6.38)
It can be seen that only a one-fold integral is involved in Eqs. (6.37) and (6.38), which will accelerate
the calculation efficiency significantly compared with the calculation of a double-fold integral. Further,
it is noticed that the calculation of the CDF of cumulative TC damage, FD(x) in Eq. (6.31), involves
an improper integral, which is valid only if it is convergent. The convergence of FD is discussed in
Lemma 6.1 in the following. Moreover, for a more generalized case, the calculation of both () and
() can also be simplified to a one-fold integral for some other distributions of the TC damage costs.
Illustratively, Remark 6.3 discusses the simplification of () and () when the TC damage conditional
on the occurrence of one TC event follows a normal distribution.
Lemma 6.1 The CDF FD(x) in Eq. (6.31) converges.
To prove the convergence of FD(x), we first have the following lemma for the convergence test of
integrals.
Lemma 6.2 Let a 2 R and f : [a;1) ! R be a monotonic and differentiable function such that f(x) ! 0
when x ! 1 and f 0 is integrable on [a; x] for 8x  a. If g is a continuous function on every subinterval
[a; x]  [a;1) and R x
a
g(x)dx is bounded, then
R1
a
f(x)g(x)dx is convergent for 8 2 R.
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The proof of Lemma 6.2 can be found in e.g., [193] (p.p. 442). Next, with Lemma 6.2, we show that
the integral in Eq. (6.31) is convergent for () and () in Eqs. (6.37) and (6.38). Let h() = exp(()) .
Since 1 +

(t)
[1+r(t)]t
2
! 1 as  ! 1, lim
!1 () !  
R T
0
(t)dt. Thus, lim
!1h() ! 0. Moreover, the
integral
R a
0
sin 0()  sin(0() x)d is bounded for an arbitrary positive number a. By further noting
the monotonicity of h() as  is large enough, the convergence of FD is proven.
Remark 6.3 We herein discuss the simplification of () and () assuming a normal distribution for TC
damage costs associated with each TC event. We first note that if a random variable X follows a normal
distribution with a mean value of X and a standard deviation of X , the moment generating function of X
is X() = exp
 
X +
1
2
2
X
2

. Assume that X  0 (i.e., the probability that X < 0 is negligible). With
an arbitrary positive constant k,Z 1
0
cos(kx)  fX(x)dx+ i
Z 1
0
sin(kx)  fX(x)dx = iX(ik) = exp

ikX   1
2
2Xk
2

= exp

 1
2
2Xk
2

cos(kX) + i exp

 1
2
2Xk
2

sin(kX)
(6.39)
As a result, one has Z 1
0
cos(kx)  fX(x)dx = exp

 1
2
2Xk
2

cos(kX) (6.40)
and Z 1
0
sin(kx)  fX(x)dx = exp

 1
2
2Xk
2

sin(kX) (6.41)
Thus, the integral
R1
0
cos

z
(1+r(t))t

f0(z; t)dz in (), as well as the integral
R1
0
sin

z
(1+r(t))t

f0(z; t)dz
in 0() can be simplified with Eqs. (6.40) and (6.41) by setting k = (1+r(t))t .
6.5 TC damage assessment: A case study in Hong Kong, China
Choosing Hong Kong, China as an example, the estimate of future TC damage costs is performed in this
section using the proposed method.
Hong Kong is a coastal area which has suffered significantly from severe TCs. For instance, during a
historical period of 1956–2016, on average fifteen (15) TCs fell within Hong Kong’s area of responsibility
annually [94]. Triggered by these TC events, the averaged economic losses valued 15.92 million HK$ for
each year (discount rate not considered).
6.5.1 Changing patterns of TC frequency and TC damage costs
The future TC occurrence rate and intensity may change with time due to the potential impacts of climate
change. While this non-stationarity in the TC process has been well acknowledged and widely discussed,
yet it is still in debate how exactly the future changes will be. From a view of civil engineers, however,
our focus is not on the mechanism-based prediction of future TC scenarios, but on the impacts of such
time-variant changes on the estimate of damages that have been caused to coastal communities.
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In order to demonstrate the applicability of the proposed method, the TC damage assessment is con-
ducted choosing Hong Kong, China as the area of interest. The future changing scenarios of both TC fre-
quency and TC damage costs associated with one successful TC event can be roughly estimated through
analyzing historical records. First, in terms of future TC frequency, Fig. 6.1 shows that for Hong Kong
area, the average annual number of TCs that have caused economic losses is estimated to be 2.2/year.
This figure is slightly greater than that predicted from regression-based analysis (i.e., 1.96/year as of
2016 according to Fig. 6.2) and thus offers a relatively conservative estimate of the TC occurrence rate.
Next, the TC damage associated with each successful TC event (discount rate considered) is modeled by
a Gamma distribution. As shown in Fig. 6.5, the mean value and COV are 26.429 (in million HK$) and
2.058, respectively, without the consideration of time-variation. This mean value is significantly grater
than that estimated from Fig. 6.3(b) (16.67 million HK$, as of 2016). In the following analyses, the
initial time is set as year 2016. The initial TC occurrence rate is set 2.2/year and the initial mean value
of TC damage costs is 16.67 (in million HK$). The COV of TC damage is constant over time (2.058, cor-
responding to  = 0:2361 in Eq. (6.3)), and a discount rate of 3.5% [34] is considered unless otherwise
stated.
Taking into account the potential impacts of climate change, we consider the case where the TC
occurrence rate changes linearly with time, and the TC damage associated with a successful TC event
follows a Gamma distribution with a linearly changing mean value and a constant COV. Mathematically,
it follows,
(t) = 0(1 + t) (6.42)
and
(t) = 0(1 + t) (6.43)
where 0 and 0 are the initial occurrence rate of TC events and the initial rate parameter of the Gamma-
distributed TC damage (see Eq. (6.3), and note that the mean value is proportional to ),  and  are
two time-invariant parameters reflecting the changing rates of TC frequency and mean intensity.
The changing rate of future TC frequency with time can be inferred from Fig. 6.2, where  is found
to be 0.008. Similarly, the change rate of future TC damage costs,  , is 0.021 as revealed in Fig. 6.3(a).
Note that  = 0:008 so that the TC frequency would increase by 80% over 100 years and  = 0:021
means that the mean value of TC damage costs associated with one successful TC event increases by
210% over a reference period of 100 years. It is emphasized that the changing rates adopted here are
only representative of a likely pattern in the future. Keeping this fact in mind, in order to investigate the
effects of time-variant TC frequency and the damage magnitude (conditional on the occurrence of one TC
event) on the cumulative damage costs, four additional changing patterns are considered, named Cases
1 through 4, as summarized in Table 6.1. The additional cases take into consideration different potential
scenarios in the TC frequency and the TC damage costs conditional on the occurrence of a TC event.
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The consideration of cases 1 through 5 in the following analyses is to investigate the impacts of potential
changing scenarios of future TC events on the estimate of TC damage; the selection of a specific changing
scenario of future TCs to support a decision-making finally falls within the decision-maker’s side, which
may need further evidence from the meteorologists.
Remark 6.4 In order to test the applicability of the proposed method, a hind-casting analysis is conducted
herein. We go back to year 2003 and use the “historical” data of 1988–2003 to predict the “future” TC
damage over a period of 2004–2016. With this, according to Eqs. (6.8) and (6.9), the mean value and
standard deviation of D(13) (cumulative discounted TC damage losses within a period of 2004–2016) are
estimated as 192.56 and 91.25 million HK$, respectively. The historical “realistic” cumulative TC damage
losses for this period is 272.37million HK$, which falls within the range of the predicted “meanstandard
deviation”, implying that the proposed method provides a good estimate of the future TC damage.
Table 6.1: Changing scenarios of TC frequency and TC damage costs associated with one successful TC
event.
Case No.  
1 0 0
2 0.016 0
3 0 0.042
4 0.016 0.042
5 0.008 0.021
6.5.2 Moment-based damage costs assessment
Fig. 6.6 plots the mean value and COV of cumulative TC damage costs, D(T ), for periods up to 100
years associated with the five changing patterns of future TCs as summarized in Table 6.1. It is seen
that the expected cumulative damage costs increase as the reference period becomes longer, which is
characteristic of the cumulation of damage. The mean value of damage costs associated with case 4 is
highest, followed by those associated with cases 3, 5, 2 and 1 in Fig. 6.6(a), indicating that the increase
of TC frequency and TC severity (reflected by the damage costs associated with each TC event) leads to
greater TC damage costs; this effect is enhanced by a larger increase in TC frequency and/or severity.
Remark 6.5 In the following of this chapter, the term ‘TC severity’ is used to represent the TC damage costs
conditional on the occurrence of one TC event. It is noticed that the TC damage is by nature dependent on
both the TC characteristics (e.g., maximum wind speed, rainfall, random track and decay process) and the
vulnerability of the area of interest.
Moreover, comparing cases 2, 3 and 5, it is found that the cumulative TC damage is more sensitive
to the variation in TC severity than TC frequency. In terms of the variation of the cumulative damage
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costs, Fig. 6.6(b) shows that the COV associated with case 1 is largest, while that associated with case 4
is smallest. This observation suggests that the nonstationarity in TC process due to the potential impacts
of climate change has a significant influence on the variation of the cumulative TC damage. Interestingly,
comparing cases 2 and 5, for reference periods up to 55 years, the COV of D(T ) associated with case
5 is greater and this observation is inversed for periods exceeding 55 years. This fact indicates that the
change of  has a greater effect on the variation of cumulative TC damage than  at latter stages.
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Figure 6.6: Statistics of the cumulative TC damage costs for periods up to 100 years for the five cases in
Table 6.1.
Note that in Fig. 6.6, the discount rate was assumed to be constant in time. Usually, for service
periods of 30 years or less, the future discount rate may be inferred according to the current market
interest rates; however, for longer time horizons, a declining discount rate has been widely accepted
for the balance between the short-term and long-term concerns and the intergenerational equity [112].
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In order to illustrate the impact that the variation of discount rate, r(t), has on the assessment of TC
damage costs, we assume that r(t) varies linearly with time, i.e.,
r(t) = r0  (1  r  t) (6.44)
where r is a parameter indicating the changing rate of r(t); r0 is the initial discount rate, which is set
3.5%. For case 5 as in Table 6.1, the mean value and COV of cumulative TC damage costs for periods up
to 100 years are calculated according to Eqs. (6.8) and (6.9) and are plotted in Fig. 6.7, where r equals
0, 0.003 and 0.006 respectively. It is noted that r(t) drops from 3.5% at initial time to 2.45% at the end
of 100 years with r = 0:003 and drops to 1.4% over 100 years if r = 0:006. Fig. 6.7(a) shows that for
short-term periods (e.g., less than 40 years), the difference between the damage costs associated with
different discount rates is insignificant; however, for wider time horizons, the constant discount rate will
inevitably lead to the relatively less value of future damage costs in present terms, while the declining
discount rate may better account for the current consideration of the well-beings of future generations.
Fig. 6.7(b) shows that a constant discount rate may lead to an overestimated variation of TC damage.
The above observations imply the relative importance of choosing an appropriate time-variant discount
rate to balance the intergenerational equity.
6.5.3 Probability distribution of cumulative damage costs
Now we consider the probability distribution of cumulative TC damage costs, FD(x). Firstly, in order
to demonstrate the validity of Eq. (6.31), the CDFs of D(10) and D(100) are obtained by Monte Carlo
simulation with one million replications and are compared with the results by Eq. (6.31). For each
simulation run, the procedure of generating a sample of D(T ) is as follows.
 Generate the number of TC events, nT , which follows a Poisson distribution with a mean value ofR T
0
()d .
 Simulate nT independent and identically distributed time points, t1, t2, : : : tnT (in ascending order),
with a PDF of (t)R T
0
()d
; 0 < t  T .
 Corresponding to tk, k = 1; 2; : : : nT , generate a sample for the TC damage corresponding to tk,ed(tk), and set d(tk) = ed(tk)[1+r(tk)]tk for each k.
 The sum of all d(tk) is recorded as a sample of D(T ).
Fig. 6.8 plots the simulated histograms ofD(10) andD(100) and the calculated CDFs with Eq. (6.31),
where case 5 in Table 6.1 is considered. The consistency of the simulated and theoretical results demon-
strates the accuracy of Eq. (6.31).
Fig. 6.9 plots the CDFs of D(10) and D(100) associated with the five changing patterns of future
TCs as summarized in Table 6.1. The difference between the CDFs demonstrates that the increase in
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Figure 6.7: Statistics of the cumulative TC damage costs for periods up to 100 years for different scenarios
of discount rate.
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Figure 6.8: Comparison between the CDFs associated with the proposed method and those generated
from MSC for T = 10 and 100 years, respectively.
TC frequency and/or severity leads to larger hurricane damage costs, which is consistent with the ob-
servations from Fig. 6.6. From the probability distributions in Fig. 6.9, one can make some confidence
statements on the estimate of TC damage costs, which can serve as a performance metric in the context of
probability-based decision-making. For example, with Fig. 6.9(b), one may conclude that ‘I’m 90% confi-
dent that the cumulative TC damage costs do not exceed 2.42 billion HK dollars for a subsequent period
of 100 years if both TC frequency and severity vary in time as predicted from historical data (i.e., case
5 in Table 6.1)’. Moreover, the probability distribution of D(T ) also provides a quantitative description
of the upper tail behaviour of the cumulative TC costs in terms of exceeding probability, which further
gives the characteristic values of damage costs (e.g., the 90th percentile). Such information is essentially
important in risk-informed community safety estimate and enhancement. For instance, for a reference
period of 100 years, the characteristic values of TC damage costs with exceeding probability of 10% are
estimated as 1.33, 2.64 and 2.42 billion HK dollars respectively for cases 1, 3 and 5 as summarized in
Table 6.1. The difference between these characteristic values is more significant for a longer reference
period, as observed from the comparison between Figs. 6.9(a) and 6.9(b).
6.6 Summary
A probability-based approach has been proposed in this chapter to estimate the future TC damage costs
for coastal areas, which also enables the impacts of climate change on TC damage costs to be incorpo-
rated. The following conclusions can be made from this chapter.
(1) The proposed approach estimates both the moments (mean value and variance) and the probability
of cumulative TC damage costs in an explicit form, which takes into account the time-variation of
future TC frequency and TC severity (reflected by the TC damage costs triggered by the TC event).
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Figure 6.9: CDFs of cumulative TC damage costs corresponding to the five cases in Table 6.1.
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The applicability of the proposed method is demonstrated through an application to the future TC
damage assessment of Hong Kong, China – a TC-prone area. The accuracy of the proposed approach
is verified through an comparison with the results obtain from Monte Carlo simulation.
(2) The increase in TC severity and/or frequency leads to greater hurricane damage costs. The cumula-
tive TC damage is more sensitive to the variation in TC severity than that in TC frequency, indicating
the relative importance of predicting the changing pattern of future TC damage costs associated with
each TC event. Moreover, taking into account the balance of intergenerational equity, a declining
discount rate rather than a constant one may better account for the current consideration of the
well-beings of future generation, especially for long-term reference periods.
(3) The selection/prediction of different changing patterns of future TC severity and/or frequency affects
the probability distribution of cumulative TC damage costs significantly, which further determines
the upper tail behaviour of damage costs and the characteristic values with a certain confidence level.
Presenting the probability-based behaviour of TC damage costs employing the proposed method
appears to be an important step toward risk-informed decision-making for TC-prone areas.
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Chapter 7
Seismic resilience of power grid
systems with aging components
7.1 Introduction
The critical structures and infrastructure systems within in a community, providing physical supports to
the community’s functionalities, are expected to remain operational and functional before and after the
occurrence of a hazardous event [67, 80, 137, 152]. Power grid systems are particularly important due
to their indispensable role in modern societies, whose failure may result in a catastrophic influence on
the community [27, 212]. Many types of natural and man-made hazards such as earthquake excitations
may threaten the normal serviceability of an electricity power system. The estimate of grid system vul-
nerability in the presence of hazardous events has been widely studied in the literature [2, 14, 167].
For example, Ouyang and Duen˜as-Osorio [167] studied the multi-dimensional resilience metrics of a
power grid system located in Harris County, Texas, USA subjected to hurricane winds, where the re-
silience improvement strategies were also discussed. Salman and Li [188] investigated the post-hazard
performance of an electric power system that is exposed to the actions of both earthquake and hurricane
hazards. Wang et al [228] investigated the impact of the spatial correlation of the earthquake ground
motion on the seismic performance of an electric power system, and suggested that the system perfor-
mance may be overestimated if not considering the earthquake spatial correlation. However, existing
works, for the most part, have not taken into account the potential impacts of the time-variation (e.g.,
deterioration) of the system component properties.
Power grid systems are often subjected to deterioration as a result of aggressive environmental or
operational factors [62, 227]. For example, for steel structures (e.g., a transmission tower), the corro-
sion dominates in the structural degradation process as a result of chemical reaction by electrochemical
oxidation of metals and oxidant, leading to the reduction of structural net area [242]. Illustratively, a
widely-used model for the corrosion-dominant deterioration process of steel structures takes the form of
cor(t) = a0  tb0 , where cor(t) is the corrosion loss at time t (years), a0 and b0 are two time-invariant con-
stants [53, 77, 138]. Accordingly, the reduction in cor(t) will result in the deterioration of the structural
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properties such as the strength or sectional stiffness. Furthermore, from a view of system performance,
the deterioration of each component will unavoidably lead to the reduction of system reliability. It is also
noticed that the deterioration process of each component, which is by nature a stochastic process, may
be mutually correlated if the components are exposed to similar environmental factors and/or common
production practice. As a result, these characteristics of system component should be reasonably mod-
eled, under a probability-based framework, to capture the potential impacts of component deterioration
and correlation on the system behaviour.
An electric power system is expected to be “resilient” after the occurrence of a hazardous event,
that is, it has the ability to prepare for and adapt to sudden shock loads and extraordinary demands
[26, 32]. To quantitatively measure the resilience of a system, different metrics have been proposed in
the literature [35, 43, 80, 252]. For example, Cimellaro et al [43] presented a resilience index R taking
the form of
R =
R t2
t1
Q(t)dt
T
(7.1)
where Q(t) is the time-variant functionality function at time t, and [t1; t2] is the considered time interval.
Clearly, the behaviour of Q(t) is dependent on the time-variation of both the external loads/demands
and the structural property. As such, the deterioration of structural performance will subsequently have
an impact on the resilience index R according to Eq. (7.1). Methods regarding the resilience assessment
of grid systems have yet to address such impacts.
A reasonable model for the electricity allocation among a transmission system should well capture
the physical properties of grid system, such as the power flow over transmission lines, instantaneous
balance between production and consumption, as well as the maximum flow of each line [28, 29]. With
this regard, two models have been widely employed in the literature. The first is to depict the grid
system as a complex network considering its massive size, complex component interaction, topological
characteristics [15, 233], as well as the cascading failure modes [33, 47, 107], where the electricity
allocation can be converted into a minimum-cost flow problem and can be solved using some well-
established approaches such as the network simplex algorithm [18]. The second is to use the physical
model-based direct current (DC) load flow [192] to allocate the electricity distribution among the grid
system components. The basic idea is to establish a linear relationship between the voltage angle and
the net active power injection for each bus of the grid system, using the Kirchhoff’s law and some
approximations, and then assemble them into a matrix form for the whole grid system. In this chapter,
the first approach is adopted to model a grid system’s post-hazard performance following an earthquake
event, as has also been used in [228].
The objective of this chapter is to estimate the seismic resilience of a grid system that is subjected to
aging components with correlated deterioration processes. The remainder of this chapter is organized
as follows. In Section 7.2, the probabilistic model of the earthquake load is briefly introduced, where
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the spatial variability and correlation of the excitation field are considered. Section 7.3 discusses the
correlation in the deterioration processes of the grid system components. In Section 7.4, the seismic
resilience of a grid system is estimated under a probability-based framework. Section 7.5 presents an
example to demonstrate the applicability of the proposed method. Conclusions are finally formulated in
Section 7.6.
7.2 Modelling the spatially distributed seismic loads
Both the variability and correlation arise from the spatially distributed earthquake ground motions [86,
100, 230]. It has been suggested that the load spatial correlation may have a significant impact on the
system performance as it affects the joint probabilistic behaviour of each component among the system
[30, 85, 100, 113, 228].
Mathematically, conditioned on the occurrence of an earthquake event (say, the jth), the intensity
measure at site i, IMij (e.g., peak ground acceleration, PGA, or peak ground displacement, PGD), can be
modeled as follows [86, 100, 230]
ln(IMij) = ln(fIMij) + ij + j (7.2)
where fIMij is the median intensity, ij is the intra-event residual and j is the inter-event residual. The
term j is a common random variable for different sites associated with the jth earthquake event. How-
ever, the intra-event residual ij is a correlated sequence for i = 1; 2; : : :, whose correlation reflects that
between IMij and IMkj . Some researches have discussed the correlation structure of ij using historical
data. For example, Esposito and Iervolino [74] computed the earthquake intensity correlation as an em-
pirical function of the site-to-site separation distance using the European Strong-Motion Database and
the Italian Accelerometric Archive. Jayaram and Baker [100] studied the goodness of different distribu-
tion types (e.g., exponential, Gaussian and others) in the fitting of the intra-event residual correlation as
a function of site separation distance.
In order to describe the joint behaviour of the sequence of the intra-event residual, the Gaussian
copula function [153] is utilized to help construct the joint cumulative density function (CDF) of ij
conditional on the jth earthquake event. If the marginal CDF of ij is Fij (x) for i = 1; 2; : : : n, and the
correlation matrix is R, the Gaussian copula function gives
F1j ;2j ;:::nj (x1; x2; : : : xn) = R

 1(F1j (x1));
 1(F2j (x2)); : : :
 1(Fnj (xn))

(7.3)
where F1j ;2j ;:::nj is the joint CDF of fijg, R is the joint CDF of a multi-variate standard normal
distribution with a correlation matrix of R, and  is the CDF of a standard normal distribution. Further,
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the joint probability density function (PDF) of ij , f1j ;2j ;:::nj , is given as follows [196],
f1j ;2j ;:::nj (x1; x2; : : : xn) =
1
jRj exp
0B@ 1
2

 1(x1)     1(xn)
  (R 1   I) 
264
 1(x1)
...
 1(xn)
375
1CA (7.4)
where I is an identity matrix.
It is practically difficult to calculate either the joint CDF or joint PDF of ij explicitly (especially when
n is large). However, with Eq. (7.3), one can simulate a sample sequence of fijg easily employing
the Nataf transformation method. The basic idea is to first sample a sequence of uncorrelated standard
normal variables u1j ; u2j ; : : : unj , and then transform them into correlated standard normal variables
y1j ; y2j ; : : : ynj and finally convert the yi’s into the desired sequence fijg. The details of this method can
be found in the literature (e.g., [140]).
7.3 Seismic capacities of system components
The overall performance of a system is dependent on the behaviour of each component within the sys-
tem. For each component, there may be different damage states under varying hazard scenarios. For
example, a structure may suffer from none, minor, moderate, severe or complete damages subject to low
to high seismicity (e.g., [79, 195]). With this regard, fragility curves have been widely used in practical
engineering to represent the potential of a specific damage state conditional on a hazard scenario. To
begin with, for a single failure mode, the external load effect s exceeding the structural resistance R will
lead to the failure of a structure. Taking into account the uncertainty associated with R, and assuming a
deterministic load effect s, the failure probability is estimated by P(R < s) = FR(s), where P() denotes
the probability of the event in the bracket, and FR() is the CDF of R. As such, the structural service state
(survival or failure) can be determined by comparing the relationship between the load effect magnitude
and the structural resistance. The fragility curve, by definition, also offers an estimate of the probability
of structural survival/failure under a given load scenario, and thus can be viewed as being equivalent to
the CDF of R [13]. Furthermore, for more comprehensive cases where more than one failure modes are
considered, different performance criteria are involved to determine the post-hazard damage state level.
For instance, if focusing on the horizontal displacement of a structure’s roof, denoted by d, a structure
is deemed to suffer from minor, moderate, severe or complete damages if d < dlim 1, dlim 1  d < dlim 2,
dlim 2  d < dlim 3 and dlim 3  d, respectively, where each dlim i (i = 1; 2; 3) is a predefined threshold
which defines the post-hazard damage states [79]. Correspondingly, totally three fragility curves, which
are also treated as the CDFs of three capacities C1; C2 and C3, are used to define the four damage states.
As such, the cases of d < dlim 1, dlim 1  d < dlim 2, dlim 2  d < dlim 3 and dlim 3  d are equivalently
converted to those of s < C1, C1  s < C2, C2  s < C3 and C3  s respectively, where s is a given load
effect.
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To further explain this equivalence, consider a simple case where the capacity and demand curves of
a structure subjected to seismic hazards are as follows in an x-y coordinate system.
Demand curve: y =
As
x
; Capacity curve: y = B
p
x   (7.5)
where A and B are two constants, s is a deterministic PGA, and  is a random variable that reflects the
uncertainty associated with the structural behaviour (e.g., stiffness), as illustrated in Fig. 7.1. It is noted
that the two expressions in Eq. (7.5) are only representative of the overall shapes of typical demand and
capacity curves in a nonlinear pushover analysis [39, 245]. By finding the point of intersection (i.e., the
displacement demand, whose x-component is denoted by d as before) of the two curves in Eq. (7.5),
one has d =
 
As
B
 2
3 . It is seen that d follows a lognormal distribution provided that  is lognormally
distributed.
PDF of d
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Figure 7.1: Illustration of structural seismic performance assessment based on pushover analysis.
Next, consider the probability of d > dlim 1 (for other dlim i’s, the analysis would be in a similar
manner), that is, the probability that the post-hazard state reaches “minor” or even severer damages.
With the expression of d in terms of A;B and , it follows,
P(Minor or severer damages) = P(d > dlim 1) = P
 
 <
As
Bd
3=2
lim 1
!
= F
 
As
Bd
3=2
lim 1
!
(7.6)
where F() is the CDF of . Furthermore, since P

 < As
Bd
3=2
lim 1

= P

A 1Bd3=2lim 1 < s

, if assigning
C1 = A
 1Bd3=2lim 1 (7.7)
one has,
P(d < dlim 1) = 1  P(d > dlim 1) = 1  P(C1 < s) = P(C1 > s) (7.8)
which is consistent with the aforementioned equivalence between “d < dlim 1” and “C1 > s”. Similarly,
for other dlim i’s, Ci = A 1Bd
3=2
lim i holds for i = 2; 3. If the CDF of Ci is FCi(), according to Eqs. (7.6)
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and (7.8), one has
FCi(s) = P(Ci < s) = F
 
As
Bd
3=2
lim i
!
(7.9)
which provide a straightforward link between the CDFs of Ci and  for different values of dlim, and
suggests that Ci also follows a lognormal distribution provided that  is lognormally distributed, which
is consistent with the observations in the literature (e.g., [194]).
Furthermore, the time variation of Ci is discussed. Most in-service structures and infrastructure sys-
tems suffer from deterioration and aging effects due to environmental or operational attacks, which may
further increase the likelihood of functionality disruption. The capacity deterioration of each compo-
nent, as well as the correlation in the deterioration processes of different components due to common
environmental and/or operational factors, is considered herein. Mathematically, it follows,
Ci(t) = Ci(0) Gi(t); i = 1; 2; 3 (7.10)
where Ci(t) is the capacity at time t, and Gi(t) is the deterioration function of the structural capacity.
Illustratively, in Eq. (7.7), the deterioration of the parameter B, which is representative of structural
stiffness, will lead to the reduction of Ci with time. With an emphasis on the time-variation of both Ci
and B, for each system component, Eq. (7.7) is rewritten as follows,
Ci(t) = A
 1d3=2lim i B(t) = A 1d3=2lim i  [B(0) GB(t)] = Ci(0) GB(t) (7.11)
for i = 1; 2; 3, where GB(t) is the deterioration function of the parameter B. Clearly, Eq. (7.11) is
consistent with Eq. (7.10). The expression in Eq. (7.10) will be used in the following to represent the
deterioration of a component’s seismic capacity.
For different system components, their initial capacities may be correlated due to common production
and construction practices [216, 245]. Moreover, their deterioration processes, G(t), may also be mu-
tually correlated as aforementioned. As such, both types of spatial correlation (in both initial capacities
and deterioration processes) are to be included in the estimate of time-dependent performance of the
grid system. While it is noticed that the influence of the component capacity correlations on the system
behaviour is difficult to address in an explicit form, simulation-based approaches will be employed. In
an attempt to simulate a sequence of correlated initial capacities, as well as a sequence of correlated
deterioration processes, the Nataf transformation method, as has been mentioned in Section 7.2, can be
utilized.
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7.4 Seismic performance assessment of power grid systems
7.4.1 Post-hazard performance indicator (PPI)
In order to quantitatively measure the seismic vulnerability of a grid system, the post-hazard performance
indicator (PPI) as used by [228] is adopted herein, which take the form of
PPI =
PnS
i=1 !ir

iPnS
i=1 !iri
(7.12)
where nS is the number of substations, ri and ri are the post-hazard and pre-hazard electricity consump-
tions of the ith substation respectively, and !i is the importance weight of the ith substation. The PPI in
Eq. (7.12) uses the ratio of the post-hazard electricity consumption of the grid system to the pre-hazard
one, and thus varies within [0; 1]. Clearly, PPI equaling 1 indicates that the grid system is not affected
by the earthquake event. In both the numerator and denominator of Eq. (7.12), the summation of the
electricity allocation associated with each substation is used to represent the total consumption of all the
served end users (consumers) since the individual end users are usually connected to a single substation,
where the impact of the post-hazard damage of local distribution circuits on the grid system performance
is not considered. The importance weight (c.f. the term !i) of each substation can be determined by the
end users that are connected to the substation, when the priority is given to some specific community
functions or building occupancies [143].
7.4.2 Simulation-based approach for estimating PPI
The PPI as in Eq. (7.12) is by nature a random variable due to the uncertainties associated with the earth-
quake load (occurrence, magnitude, and intra-event random field) and the system component charac-
teristics (seismic capacities and the deterioration processes). As has been discussed before, the variation
and spatial correlation of these variables are difficult to incorporate in a closed form in assessing the
system performance. As such, a simulation-based approach is developed in this section for sampling a
realization of PPI, which can be further used to analyze the probabilistic behaviour of PPI with sufficient
samples.
The PPI immediately after the occurrence of an earthquake event is representative of the robustness
of the grid system. After the earthquake occurrence, relevant restoration measurements will be carried
out, which will improve PPI gradually until it recovers back to the normal (pre-disaster) state. With
this regard, the time-variant PPI after l days of restoration (l = 0; 1; 2; : : :) can also be simulated by
considering the renewed system where the property of each component is set as the pre-hazard state if
the needed recovery time is less than or equal to l.
A flowchart is presented in Fig. 7.2 showing the major steps to sample PPI, which can be used to
simulate: (1) the PPI without repair measurements, and (2) the PPI with restoration for the lth day
after the earthquake occurrence (l = 0; 1; 2; ; : : :). In Fig. 7.2, the dashed lines with labels of “(1)” and
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“(2)” represent the two simulation procedures corresponding to the two cases of PPI (i.e., with and
without restoration). For the purpose of simplicity, for the post-hazard damage state of each component
(plant, substation and transmission line), only the survival-failure state is considered, whose probability
is determined by a fragility function conditional on a specific load effect (e.g., PGA).
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Figure 7.2: Flowchart of simulating a realization of PPI.
7.4.3 Probability-based estimate of resilience index
In this section, the resilience index is estimated under a probability-based framework based on the
aforementioned PPI. Equation (7.1) is rewritten as follows for a service period of [0; T ],
R =
R T
0
Q(t)dt
T
= 1 
R T
0
[1 Q(t)]dt
T
= 1  1
T
N(T )X
i=1
Li (7.13)
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where N(T ) is the number of earthquakes within [0; T ], and Li is the functionality loss associated with
the ith earthquake event, given by
Li =
Z ti+tri
ti
[1 Q(t)]dt (7.14)
in which ti is the occurrence time of the ith earthquake, and tri is the recover time of the system sub-
sequent to the ith event, as shown in Fig. 7.3. The mean value and variance of R in Eq. (7.13) are
assessed in the following, as they are two fundamental statistics that are representative of the magnitude
and variation of the resilience index. Wang and Zhang [218] used a similar approach to estimate the
probabilistic behaviour of the cumulative damage of a structure subjected to repeated loads.
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Figure 7.3: Illustration of resilience concept.
First, one has
E(R) = 1  1
T
 E
0@N(T )X
i=1
Li
1A (7.15)
It is assumed that the grid system after an earthquake event is retrofitted back to normal use before
the occurrence of the next earthquake. The occurrence process of earthquakes is modeled by a Poisson
process with a mean occurrence rate of (t) at time t (which simply becomes a constant  if the time-
variation of the occurrence rate is not considered). With this, the considered reference period [0; T ]
is divided into m sections, where m is sufficiently large so that at most one earthquake load may occur
within each interval. The occurrence probability of an earthquake event within the ith interval is (ti) Tm
for i = 1; 2 : : :m, with ti being TN  i. As such, Eq. (7.15) becomes
E(R) = 1  1
T
 E
 
mX
i=1
eLi! = 1  1
T

mX
i=1
E (BiLi) (7.16)
where eLi is the functionality loss within the ith time interval, andBi is a Bernoulli variable which satisfies
P(Bi = 1) = (ti)  Tm . Further, if the mean value of the functionality loss at time t is (t), it follows,
E(R) = 1  1
T

Z T
0
(t)(t)dt (7.17)
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Next, according to Eq. (7.13), the variance of R is estimated by
V(R) = 1
T 2
 V
 
mX
i=1
eLi! = 1
T 2

mX
i=1
V
eLi
=
1
T 2
mX
i=1
 
E
 
B2i L
2
i
  E2 (BiLi) = 1
T 2
mX
i=1
E
 
L2i
  (ti)  T
m
=
1
T 2
Z T
0
(t)

2(t) + 2(t)

dt
(7.18)
where (t) the standard deviation of the functionality loss at time t. The mean value and variance of the
resilience index for a reference period of [0; T ] are estimated according to Eqs. (7.17) and (7.18), where
the statistics of Li at time t, (t) and (t), can be first estimated using a simulation-based approach (c.f.
Fig. 7.2).
7.5 Illustrative example
In this section, the seismic performance of the Italian national grid system is considered to demonstrate
the applicability of the proposed method. The probabilistic behaviours of the PPI and the resilience index
(c.f. Eq. (7.1)) are discussed.
7.5.1 Configuration of the grid system
Fig. 7.4 shows the spatial distribution of the Italian grid system, consisting of plants (generation facili-
ties), substations and transmission lines. The grid system data (geographical coordinate) are obtained
from the Global Energy Network Institute (GENI) at http://www.geni.org, and the background map is
reproduced from the Openstreetmap website available at http://www.openstreetmap.org. Two types of
transmission lines with different high-voltages, namely 380kV and 220kV lines, are shown in Fig. 7.4
(solid lines, red for 380kV and black for 220kV respectively) and will be considered in the following
analyses. The probabilistic information on the earthquake load can be found in [74, 187] and the elec-
tricity distribution data are adopted from [228]. It is emphasized that the grid system data used herein
are not necessarily the same as the realistic case due to security concerns; they are used, however, for
illustration purpose only.
The deterioration process of the component capacity is assumed to be a linear function of time t,
which thus can be fully determined with the value of G(50) at the end of 50 years (note that G(0) = 1).
G(50) is modeled to follow a Beta distribution as it is strictly defined within [0; 1]. It is assumed that the
spatial correlation of the initial capacities and that of the deterioration processes of two components are
both dependent on the separated distance of the two components only, which is an exponential function
of the distance separation decreasing from 1 (for two overlapped locations) to 0.9 at a distance of 10km.
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Figure 7.4: Spatial distribution of the Italian national grid system.
7.5.2 Assessment of PPI and the resilience index
The time-dependence of the PPI conditional on the occurrence of an earthquake event is presented in
Fig. 7.5(a), where the mean value as well as the characteristic values associated with 5% and 95%
confidence levels are shown. It is seen that the mean value of PPI decreases with time as expected due
to the deterioration of system components. The 95% confidence level is constantly equal to 1, indicating
that for periods up to 50 years, the probability that PPI equals 1 is greater than 5%. This is verified
in Figs. 7.5(b) through (d), where the probability distributions of 1 PPI for T = 10; 30 and 50 years
are plotted. The corresponding probabilities of PPI= 1 are 0.67, 0.59 and 0.53 respectively, evident of
the grid system’s redundancy in the presence of component deterioration. In Fig. 7.5, conditional on
PPI6= 1, it is found that the Gamma distribution can best describe the probabilistic behaviour of 1 PPI.
Mathematically, for a random variable X following a Gamma distribution with a shape parameter of
a > 0 and a scale parameter b > 0, its PDF takes the form of
fX(x) =
(x=b)a 1
b (a)
exp( x=b); x  0 (7.19)
where  () is the gamma function,  (x) = R1
0
x 1 exp( )d . The mean and variance of X are ab and
ab2 respectively. In Figs. 7.5(b) through (d), the two parameters of 1 PPI are found by “best fitting”. By
noting that the COV (coefficient of variation, i.e., the ratio of standard deviation to the mean value) of
X as in Eq. (7.19) equals 1p
a
, the three values of a are close to each other in Fig. 7.5, implying that the
COV of the conditional 1 PPI is approximately constant for the three reference periods.
The impact of the deterioration process on the time-variant PPI is presented in Figs. 7.6(a) and (b).
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Figure 7.5: Probabilistic behaviour of the time-variant PPI.
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In Fig. 7.6(a), the component capacity is assumed to degrade linearly by 20%, 30% and 40% respectively
over 50 years. Clearly, the severer the deterioration process, the smaller the PPI. In Fig. 7.6(b), the COV
of the deterioration function valued at 50 years equals 0.1, 0.2 and 0.3 respectively while the mean value
of G(50) is 0.8 as before. A greater COV of G(50) implies the greater uncertainty of the deterioration
process and accordingly a smaller mean PPI for reference periods beyond 30 years. At the early stage (up
to 30 years), however, the mean PPI is more sensitive to the tail behaviour of G(50). The dependence of
the mean PPI on the deterioration COV is relatively smooth for periods up to 40 years. However, when
T = 50 years, the case of COV[G(50)] = 0:3 results in an abrupt reduction of the mean PPI, which is
explained by the cascading failure of the grid system.
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Figure 7.6: Impact of the deterioration process on the time-dependent mean PPI.
Next, the post-hazard restoration process of the grid system is discussed. For illustration purpose,
assume that the recovery processes of the components are independent of each other, enabled by un-
limited resources. The days needed to restore back to normal for each type of component are given in
Table 7.1, where the mean value and standard deviation of the restoration time are adopted from FEMA
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[79]. The restoration time is assumed to follow a Gamma distribution since it is a definitely positive
variable. Fig. 7.7 shows the sample trajectories of the system’s recovery after the occurrence of an earth-
quake event at the end of 0, 10, 30 and 50 years respectively. The mean recovery path is also illustrated
in Fig. 7.7 (in red). It can be seen that the functionality losses is enhanced by the increase of service
periods. Furthermore, by referring to Fig. 7.3, the functionality loss of the grid system Li is estimated,
and the statistics (mean value and standard deviation) are summarized in Table 7.2. The increasing
mean and standard deviation of Li again implies the degraded robustness and accumulated randomness
of the grid system’s seismic performance.
Using the data in Table 7.2 and Eqs. (7.17) and (7.18), the probabilistic behaviour of the resilience
indexR for a reference period of T years is estimated. First, according to the NOAA National Centers for
Environmental Information (https://www.ngdc.noaa.gov), totally 112 earthquake events were recorded
for Italy for a historical period of 1917–2017, with which the earthquake occurrence rate  is estimated
as 1.12/year. It is assumed in the following analyses that  is time-invariant. Fig. 7.8 shows the time-
variant mean value of 1   R for service periods up to 50 years, as well as the characteristic values of
meanstandard deviation. The upward trend of the mean 1 R (or equivalently the downward trend of
the mean resilience index) suggests the potential of greater functionality loss for longer service periods.
The mean value of 1   R increases by about 25% over a reference period of 50 years, as a result of
the system component deterioration. The standard deviation of the resilience index decreases with the
service life T , explained by the fact that according to Eq. (7.18), if the changing slopes of the items (t),
(t) and (t) are small enough, the standard deviation of V(R) is approximately proportional to 1p
T
. The
interval that is determined by meanstandard in Fig. 7.8 is informative of the probabilistic distribution
of the resilience index for future service periods.
Recall that Fig. 7.6(b) suggested that the cascading failure mode has a significant impact on the
seismic performance of the system. With this regard, Fig. 7.9 examines the post-hazard recovery process
of the grid system for the case of COV(G(50)) = 0:3. At the end of service periods up to 40 years,
the recovery trajectories are similar to those of Fig. 7.7, consistent with the observations from Fig. 7.6.
However, at the end of 50 years, the cascading failure mode leads to a significant deduction of the PPI
immediately after the earthquake event (1   PPI = 1:32%, about 2.5 times of that in Fig. 7.7(d)), and
thus a greater functionality loss of the grid system. Similar to Fig. 7.8, the mean value and standard
deviation of the complementary of R (i.e., 1 R) are reassessed in Fig. 7.10 for the case of COV(G(50))
being 0.3. The mean value of 1   R increases gradually for reference periods up to 40 years, which is
close to the scenario in Fig. 7.8; however, the variation of the mean 1   R with time has an enhanced
slope subsequently, implying the rapid degradation of the system resilience due to the cascading effect.
The mean value of 1 R increases by 65.6% over a reference period of 50 years in Fig. 7.10.
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Table 7.1: Probabilistic information on the restoration time of the system components.
Components Mean (days) Standard deviation Distribution type
Plants 3.6 3.6 Gamma
Substations 3.0 1.5 Gamma
Transmission lines 1.0 0.5 Gamma
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Figure 7.7: Simulated recovery paths of the post-earthquake grid system.
Table 7.2: Statistics of the functionality loss Li with time (unit: day).
Statistics 0 year 10 years 20 years 30 years 40 years 50 years
Mean 0.0106 0.0109 0.0124 0.0133 0.0153 0.0188
Standard deviation 0.0283 0.0287 0.0322 0.0325 0.0354 0.0419
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Figure 7.8: Time-variant statistics of 1 R for reference periods up to 50 years.
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Figure 7.9: As in Fig. 7.7 but the COV of G(50) equals 0.3.
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Figure 7.10: As in Fig. 7.8 but the COV of G(50) equals 0.3.
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7.6 Summary
This chapter has presented a method for the seismic performance assessment of power grid systems
subjected to earthquake loads, where the spatial correlation in the seismic capacities of the system com-
ponents and that in the component deterioration processes are taken into account. The following con-
clusions can be drawn.
(1) The PPI degrades with time due to the deterioration of system components. The probabilistic be-
haviour of PPI can be described by a “mixed” distribution. Conditional on PPI 6= 1, the Gamma
distribution can reasonably depict the probability distribution of 1  PPI.
(2) A simulation-based approach is presented to sample the PPI for different service periods considering
the potential impacts of component deterioration and correlation. Furthermore, the post-earthquake
recovery process of the grid system (measured by PPI) can also be simulated and the statistics (mean
and standard deviation) of the resilience index are estimated in a closed form.
(3) The seismic resilience of the Italian grid system is assessed as an illustrative example to demonstrate
the proposed method. While some of the data may differ from the realistic case due to security con-
cerns, the example implies the feasibility of incorporating component deterioration and correlation
in the seismic resilience assessment of a power grid system.
(4) The system performance ages with time due to the effects of component deterioration, as reflected
by the increasing functionality loss of the system with time following an earthquake event. Corre-
spondingly, both the mean value and the standard deviation of the resilience index decreases with
time, where the potential occurrence of the cascading failure mode may lead to an abrupt deduction
of the system resilience.
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Chapter 8
Damage costs assessment for buildings
exposed to cyclone winds
8.1 Introduction
Natural and human-made hazards such as tropical cyclones, earthquakes, fires and terrorist incidents
are responsible for the significant threats to the communities. An ideal community is expected to be
“resilient” subjected to these hazards, i.e., it has adequate ability to prepare, plan for, absorb, recover
from, and more successfully adapt to the extreme hazardous events [162]. Promoted by the signif-
icant catastrophes in history posed by hazardous events, as well as the increasing public awareness
of preventing and mitigating hazard damage and losses, many significant researches have been done
during the past decade regarding the assessment of community resilience in a quantitative manner
[32, 49, 142, 144, 168]. Most functionalities and interactions within a community are supported by
the built environment physically, which is by nature a complex and interdependent network of buildings
and infrastructure systems. Thus, the role that the built environment plays in enabling a community’s
function is evident, especially in this era with an increasing emphasis on the economic and social ac-
tivities and interrelationships within a community. The built environment is expected to be operational
and functional before, during and after the hazardous events so as to achieve community-scale resilience
goals. However, the historical extreme events have demonstrated that most individual engineered struc-
tures do not perform in such a manner that the community resilience is adequately supported. For
one reason, currently enforced codes and standards for building and infrastructure systems have been
established independently through different public or private processes and are based on different per-
formance criteria [137]; while the safety level of individual buildings are well guaranteed by the design
provisions, few efforts have been made regarding the coordination of the building performance to achieve
the community resilience targets [181]. On the other hand, the degraded performance of many facilities
due to the aggressive environmental conditions and inadequate maintenance measures may even fall
below the safety level as assumed for design [62, 123]. With this regard, interoperable standards and
codes are essentially needed for the communities to progress to a more resilient state [10, 137], which
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requires the quantitative linking between the currently enforced standards and the community resilience
goals.
A community is far more than a simple collection of buildings and infrastructure systems; rather, the
interdependency and interactions among the components enables the expected functions to be performed
successfully. Moreover, the performance of two distinct engineered structures is typically correlated,
which may further increase the vulnerability of the community [2, 30, 130, 216]. As a result, an inte-
grated, coordinated and risk-informed approach is essentially necessary to account for the community-
level resilience targets by addressing the correlated component behaviour and interactions of the built
environment. The performance targets or objectives for a community may differ considerably depending
on the specific hazard level or scenario, the desired outcomes and the subsystems that are considered.
For instance, SPUR (San Francisco Planning and Urban Research Association) defined the expected per-
formance goals for lifelines such as transportation systems after hazardous events in terms of the days
that are needed to restore the service to 90, 95 and 100 percent [181]. For instance, the Category I
target is to ‘Resume 100 percent of the service level within 4 hours’ for critical transportation systems
supporting the successful performance of critical response facilities; the Category II target is to ‘Resume
90 percent service within 72 hours, 95 percent within 30 days and 100 percent within 4 months’ and the
Category III target is to ‘Resume 90 percent of service within 72 hours, 95 percent within 30 days and
100 percent within 3 years’. Another example is that if the desired outcome is limited outmigration for
a certain level of earthquake, then the performance goals for community may take the form of ‘less than
1% probability of significant outmigration after an earthquake event with a return period of 500 years’
[143]. Such tangible targets can help formulate a consistent set of performance objectives for individual
buildings within the built environment and further ensure the compatible behaviour of the components
for the best interests of the entire community. Mieler et al [143] proposed a conceptual framework to
link the community-resilience goals to the specific performance targets of the individual buildings. How-
ever, in their work, the performance of the individual buildings was assumed independent of each other,
which may become untenable once the correlation between the structural properties due to the use of
common use of building codes and construction conditions [216] and the correlation between the ap-
plied loads due to the large footprint of the hazardous events are taken into account. Recognizing this,
Lin et al [129] proposed a simulation-based method to assess the community-scale damage provided
the probability-based performance of the individual structures, where the correlation between the per-
formance of different buildings are considered with the help of Gaussian copula function. Although the
simulation-based methods are promising with recent significant advances in computations, they may still
be time-consuming due to the large number of simulation runs and the complex operations involved in
the procedure, which may halter the application of the methods in practice. Rather, closed-form analyt-
ical solutions are commonly associated with considerably improved efficiency, which may offer insights
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that may otherwise be difficult to achieve thorough Monte Carlo simulation alone, and may support and
even accelerate the development of more complex simulation-based resilience assessments. With that in
mind, this chapter develops an explicit approach for the community damage assessment by integrating
the correlated individual performance of the buildings within the community in the presence of spatially
distributed cyclone wind hazards.
This chapter is organized as follows. After the introduction part, the roles of the spatial correlation
associated with building resistances and that of applied loads in building damage states are illustrated
in Section 8.2. In Section 8.3, an explicit approach is developed to assess the mean value and variance
of the economic damage losses subjected to cyclone winds. The damage loss of a building is measured
by the damage ratio multiplying the building value. The modelling of spatial wind field of cyclones is
briefly discussed in Section 8.4, followed by the illustrative example in Section 8.5, where the cyclone
damage assessment of the virtual community Centerville [67] is performed. The conclusions are finally
formulated in Section 8.6.
8.2 Illustrating the role of spatial correlation in building damage
states
Building proper models for both the structural performance (e.g., the load bearing capacity or the stiff-
ness) and the loads that are applied to the structures is essential in the damage assessment for commu-
nities subjected to natural hazards. In traditional building design, the engineers usually are interested
in the performance of a single building, where only the resistance and the external load are required to
check whether the building performance is at or above the required minimum stipulated in the code. In
such cases, the design and safety assessment of the buildings within a community are performed indi-
vidually and independently. However, from a view of community safety and wellbeing, the performance
of a single building is less important than the performance associated with the whole building inven-
tory. Consider, for example, two buildings, the functionalities of which are interdependent. The ability
of these two buildings to continue to perform their intended functions in the community following an
extreme hazardous event can be described by S = S1
TS2, in which Si (i = 1; 2) denotes the event
that building i can continue to perform its intended function. The probability of continued successful
performance (or failure to perform to desired standards) of the building group requires the evaluation of
the joint probability of S1 and S2. Since these events are stochastically dependent as a result of common
demand from the hazard and/or common construction practices, it is necessary not only to assess the
probabilistic behaviour of structural resistances and loads on buildings 1 and 2 but also to estimate the
dependence between the resistances of buildings 1 and 2 and the loads acting on these buildings.
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8.2.1 Survival-failure state
Let R1 and R2 be the resistances of buildings 1 and 2 respectively. Typically, R1 and R2 are positively
correlated due to the common design provisions and construction conditions [216]. Subjected to a
common hazardous event with a large footprint (for example, cyclone wind load or earthquake excitation
load), the applied loads, S1 and S2, are also correlated. LetW1 andW2 (two Bernoulli random variables)
denote the post-hazard state of buildings 1 and 2 respectively. For each building, it becomes unsafe to
occupy (W1 or W2 = 1) if the load intensity exceeds the structural resistance and otherwise safe to
occupy (W1 orW2 = 0). With this,
P(Wi = 1) = 1  Pr(Wi = 0) = Pr(Ri < Si); i = 1; 2 (8.1)
where P( ) represents the probability of the event in the bracket. If the post-hazard states of buildings 1
and 2 are statistically independent, it follows
Pr(W1 = 1;W2 = 1) = Pr(R1 < S1)  Pr(R2 < S2) (8.2)
Further, taking into account the correlation between R1 and R2 and that between S1 and S2, Eq. (8.2)
becomes
Pr(W1 = 1;W2 = 1) = Pr(R1 < S1
\
R2 < S2) =
Z Z
FR1;R2(x1; x2)fS1;S2(x1; x2)dx1dx2 (8.3)
where FR1;R2 is the joint CDF (cumulative density function) of S1 and S2, and fS1;S2 is the joint PDF
(probability density function) of R1 and R2. Eq. (8.3) indicates that the correlation between the perfor-
mances of the two buildings is posed by both the resistance correlation and the load correlation. The
linear correlation coefficient, , is used to measure the correlation between two random variables. For
W1 andW2, their correlation coefficient is given by
W1;W2 =
CW1;W2
W1  W2
(8.4)
where CW1;W2 is the covariance ofW1 andW2, 1 and 2 are the standard deviations ofW1 andW2, re-
spectively. For the purpose of illustration, suppose that R1 and R2 are identically lognormally distributed
with a mean value of 1.0 and a standard deviation of 0.2, S1 and S2 identically follow an Extreme Type I
distribution with a mean value of S and a standard deviation of 0.3. The correlation coefficient between
W1 and W2 is obtained for different correlation scenarios of load and resistance, as shown in Fig. 8.1. It
is observed from Fig. 8.1 that the correlation in W is more sensitive to that in loads in the presence of
small magnitude of loads, and vice versa. This observation indicates the respective dominating role of
resistance correlation or load correlation in the joint performance of the two buildings.
Furthermore, consider n structures within a building portfolio. For each individual, we use a Bernoulli
random variable to denote its post-hazard state as before, with which the state vector of the building
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inventory is W = fW1;W2; : : :Wng. Clearly, Wi is dependent with each other for i = 1; 2; : : : n. Let
random variable K represent the ratio of buildings that become unsafe to occupy after the hazardous
event (0  K  1), and q represent the probability that no more than   100% of the considered
buildings become unsafe to occupy, where 0    1. With this,
q = Pr(K  ) =
[n]X
k=0
Pr

K =
k
n

(8.5)
where [n] is the integer closest to n. For the specific case where each Wi is mutually statistically
independent and identically distributed with a mean value of p (i.e., Pr(Wi = 1) = p), since K =
1
n
nP
i=1
Wi, it follows
q = 
 
(  p)pnp
p(1  p)
!
(8.6)
as n is large enough, where () is the CDF of a standard normal distribution. Eq. (8.6) is guaranteed
by the fact that the sum of Wi approaches to a normal distribution with a sufficiently large n. However,
if the sequence fWig is statistically fully correlated (i.e., Wi;Wj = 1) and identically distributed with
Pr(Wi = 1) = p, then q = 1   p. If the performance target of the building inventory takes the form
of q  qcr;, in which qcr; is the predetermined critical value for a given , the cases of independent
and fully correlated fWig yield p   and p  1   qcr; respectively. This difference suggests the role
of damage state correlation of individual buildings in the integrated safety level of the whole building
portfolio.
8.2.2 Multiple damage states
The simple “survival-failure” damage state fails to reflect the different damage states of a building. For
example, in Hazus [78], the post-cyclone damage state may be classified into no damage, minor damage,
moderate damage, severe damage and destruction, respectively. In the presence of these damage states,
the fragility curve has been widely used to measure the damage potential of structures subjected to
hazardous events [126, 141, 184], which gives the conditional probability of failure of a certain damage
state conditional on a certain load magnitude. Conceptually, one can also treat the structural fragility
curve as the CDF of the structural “capacity” of resisting damage [13], which can be used to determine
the damage state by comparing with the load effect.
The post-hazard damage state is expected to be defined by different fragility curves (limit bounds). In
this chapter, four post-hazard damage states are considered, namely insignificant, moderate, severe and
complete damage, respectively. Correspondingly, we the fragility curves as the CDFs of three generalized
resistances (R1; R2 and R3). Conditional on a load effect of s, the structure is deemed to suffer from
insignificant damage if s < R1, moderate damage if R1  s < R2, severe damage if R2  s < R3, and
complete damage if R3  s.
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Figure 8.1: Dependency of correlation between W1 and W2 on resistance correlation and load correla-
tion.
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The formulation of a typical fragility, which is a function of the intensity measure of loads (say, the
wind speed when the cyclone hazard is considered, or the peak ground acceleration for earthquake
excitations), is explained as follows. First, the relationship between the structural response (SR) and the
intensity measure (IM) is obtained by fitting the available sample pairs, denoted by a function g, and then
a random variable  is introduced to represent the uncertainty associated with this fitted relationship,
which is independent of IM. With this, it follows, SR = g(IM)  . Further, the different damage states are
defined in terms of structural response. Corresponding to the four damage states as mentioned earlier,
the three predefined SR limits are denoted as sr1, sr2 and sr3. The intersect between sri and g(IM)
corresponds to an intensity measure of IMi, which equals Ri for i = 1; 2; 3 by comparing the definition
of Ri and the formulation of the fragility function. That is, sri = g(IMi)   = g(Ri)  . Thus, one has
Ri = g
 1
 sri


; i = 1; 2; 3 (8.7)
Eq. (8.7) indicates that each Ri can be uniquely determined conditional on a realization of , and thus
R1; R2; R3 are fully correlated. With this, we model the three resistances as follows due to their perfect
correlation,
R1 =
R2
2
=
R3
3
(8.8)
where each i is a constant that satisfies 3 > 2 > 1.
For each building, its post-hazard damage state is denoted by DS, DS 2 f0; 1; 2; 3g. The cases of
DS = 0; 1; 2; 3 correspond to insignificant, moderate, severe and complete damage states respectively.
Given a realization of load effect, s, the probability mass function of DS is listed in Table 8.1, where FR1
is the CDF of R1, and the statistics of DS (e.g., mean value, variance) can be easily calculated. Keeping
in mind the generalized resistances, the DS conditional on s can be alternatively calculated as follows,
DS = I(s R1) + I(s R2) + I(s R3) (8.9)
where the indicator function I() returns 1 if the variable in the bracket is non-negative and 0 otherwise.
Furthermore, for two buildings from the same building portfolio, their component (walls, windows
and doors, roof, etc) capacities to resist damage may be correlated due to common production and
construction practice as aforementioned. Correspondingly, the buildings’ generalized resistances are
also correlated due to the synthetic effects of the components. Mathematically, for the ith and jth
buildings, suppose their generalized resistances are fRi1; Ri2; Ri3g and fRj1; Rj2; Rj3g respectively, with
Ri1 =
Ri2
i2
= Ri3i3 and Rj1 =
Rj2
j2
=
Rj3
j3
. According to Eq. (8.8), the correlation coefficient between Rik
and Rjk is identical for all k 2 f1; 2; 3g. This suggests that the resistance correlation for two buildings
can be represented by only one correlation coefficient, providing a simple tool to describe the resistance
correlation between different buildings.
In order to generate a sample sequence for the buildings’ generalized resistances (correlated random
variables) in simulation-based studies, the Nataf transformation method has been widely used [131,
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Table 8.1: Probability mass function of DS.
DS 0 1 2 3
Probability 1  FR1(s) FR1(s)  FR1(s=2) FR1(s=2)  FR1(s=3) FR1(s=3)
140, 158, 219]. Briefly, to generate a sample pair (or sequence) of correlated random variables (say, R),
provided that the marginal distribution of each variable (element Ri inR) and the correlation coefficient
 = [ij ] of R are known. The basic idea is to first transform R into a correlated standard normal
distributed vector Y with a correlation matrix of 0 = [0ij ], and then transform Y into an independent
standard normal distributed vector Z. Through this process, it follows,
Y = L  Z (8.10)
where L = [lij ] is a lower triangle matrix satisfying L  LT = 0, which can be obtained through the
Cholesky decomposition of 0. As such, one may first generate a standard normal vector Z, then calculate
Y according to Eq. (8.10), and finally obtain R provided Y.
Usually, purely simulation-based approaches are time-consuming compared with closed-form (or
semi-analytical) methods, especially for the cases with a large variable size and a large amount of sim-
ulation runs. This fact indicates the importance of an explicit or semi-analytical approach that can
improve the analysis efficiency significantly and offer insights that may be otherwise difficult to achieve
through Monte Carlo simulation alone. With this, Section 8.3 develops a straightforward method for
cyclone damage assessment that considers the resistance correlation but is independent of the Cholesky
decomposition of the correlation matrix.
8.3 Estimate of the post-hazard damage losses of a community’s
built environment
In this section, an explicit approach is developed to explicitly assess the mean value and variance of the
cyclone damage losses of the built environment within a community. For each building, the procedure
is to estimate the post-hazard damage state first by comparing the load effect and the generalized resis-
tances, then assess the damage ratio, DR (i.e., the ratio of the damage loss to the total building value
(BV)), and finally calculate the damage loss as the product of DL and BV. The damage loss for a building
inventory is the summation of the loss associated with each building within the portfolio.
In order to reflect the dependence of damage ratio on the damage state, we consider the conditional
mean value and variance of DR on DS. Mathematically, we model this dependence as follows,
E[DRijDSi] = aiDS3i + biDS2i + ciDSi + di (8.11)
and
V[DRijDSi] = eiDS3i + fiDS2i + giDSi + hi (8.12)
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where V() denotes the variance of the variable in the bracket. In this chapter, we assume that di = hi =
0, by assuming that no damage occurs in the presence of insignificant damage only. The polynomial form
of Eqs. (8.11) and (8.12) is explained as follows. The coefficients ai through ci can be determined by24 1 1 18 4 2
27 9 3
3524aibi
ci
35 = Ai
24aibi
ci
35 =
24E[DRijDSi = 1]E[DRijDSi = 2]
E[DRijDSi = 3]]
35)
24aibi
ci
35 = A 1i
24E[DRijDSi = 1]E[DRijDSi = 2]
E[DRijDSi = 3]]
35 (8.13)
where the inverse of Ai, A 1i , is uniquely
A 1i =
24 0:5  0:5 1=6 2:5 2  0:5
3  1:5 1=3
35 (8.14)
Similarly,
24eifi
gi
35 = A 1i
24V[DRijDSi = 1]V[DRijDSi = 2]
V[DRijDSi = 3]
35 (8.15)
Eqs. (8.13) and (8.15) imply that the coefficients, ai through gi, can be uniquely determined once
the conditional mean value and variance of DR on DS are available.
8.3.1 Deterministic wind filed
We first consider the cyclone damage subjected to a deterministic wind field scenario. Assume that
for each building, the generalized resistances follow a lognormal distribution. For buildings i and j,
suppose that their generalized resistances are fRi1; Ri2; Ri3g and fRj1; Rj2; Rj3g respectively as before,
with Ri1 = Ri2i2 =
Ri3
i3
and Rj1 =
Rj2
j2
=
Rj3
j3
. Since both Ri1 and Rj1 are lognormally distributed and
statistically correlated, we let
 1[FRj1(Rj1)] = kij   1[FRi1(Ri1)] + eYij (8.16)
where FRi1() and FRj1() are the CDFs of Ri1 and Rj1 respectively, and eYij is a normal random variable
that is independent of both Ri1 and Rj1, eYij  N (0;q1  k2ij), and
kij =
ln(1 + ijij)q
ln(1 + 2i ) ln(1 + 
2
j )
(8.17)
in which ij is the correlation coefficient betweenRi1 andRj1. For simplicity, we let Yi1 =  1[FRi1(Ri1)]
and Yj1 =  1[FRj1(Rj1)], with which Eq. (8.16) becomes Yj1 = kijYi1 + eYij .
Remark 8.1 Eq. (8.16) is supported by the fact that for two correlated normal variables X and Y , we can
find such a coefficient k and a normal variable Z (independent of X and Y ) that satisfy X = kY + Z.
Herein, Ri1 and Rj1 are transformed into two standard normal variables first in Eq. (8.16) with the help of
the Nataf transformation [140].
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Consider E(DSi  DSj). In order to find the joint probability of P(DSi = x
T
DSj = y) for x; y 2
f0; 1; 2; 3g, we introduce two fictitious resistances Ri0 and Ri4 for the ith building which satisfies Ri1 =
Ri0
i0
= Ri4i4 , and Rj0 and Rj4 for the jth building with Rj1 =
Rj0
j0
=
Rj4
j4
.
Remark 8.2 We may set i0 ! 0 and i4 ! 1 in terms of numerical calculation so that Ri0 ! 0 and
Ri4 !1.
Moreover, we let F^i(x) =  1[FRi1(x)] and F^j(x) = 
 1[FRj1(x)]. Assume that the wind load for the
ith and jth buildings are si and sj respectively. With this, it follows
P(DSi = x
\
DSj = y) = P(Rix  si < Ri(x+1)
\
Rjy  sj < Rj(y+1))
= P(Ri1  si=ix
\
si=i(x+1) < Ri1
\
Rj1  sj=iy
\
sj=i(y+1) < Rj1)
= PfYi1  F^i(si=ix)
\
F^i(si=i(x+1)) < Yi1
\
Yj1  F^j(sj=jy)
\
F^j(sj=j(y+1)) < Yj1g
= PfYi1  F^i(si=ix)
\
F^i(si=i(x+1)) < Yi1
\
kijYi1 + eYij  F^j(sj=jy)\ F^j(sj=j(y+1)) < kijYi1 + eYijg
= P
(
max
 
F^i(si=i(x+1));
F^j(sj=j(y+1))  eYij
kij
!
 Yi1 < min
 
F^i(si=ix);
F^j(sj=jy)  eYij
kij
!)
=
1Z
 1
(

"
min
 
F^i(si=ix);
F^j(sj=jy)  ey
kij
!#
  
"
max
 
F^i(si=i(x+1));
F^j(sj=j(y+1))  ey
kij
!#)

I
(
min
 
F^i(si=ix);
F^j(sj=jy)  ey
kij
!
 max
 
F^i(si=i(x+1));
F^j(sj=j(y+1))  ey
kij
!)
feYij (ey)dey
(8.18)
where feYij is the PDF of eYij (note that eYij  N (0;q1  k2ij)). Thus, one can find the joint probability of
P(DSi = x
T
DSj = y) explicitly by assigning x; y = 0; 1; 2; 3 in Eq. (8.18) respectively, based on which
E(DSi DSj) is calculated by
P3
x=0
P3
y=0 xy  P(DSi = x
T
DSj = y).
Consider a building inventory with totally N buildings. By definition, the total damage ratio is the
summation of the damage ratio associated with each building, i.e., DRtotal =
PN
i=1DRi. With this,
E[DRtotal] = E[
NX
i=1
DRi] =
NX
i=1
E[DRi] =
NX
i=1
E[E[DRijDSi]]
=
NX
i=1
E[aiDS3i + biDS
2
i + ciDSi] =
NX
i=1
aiE[DS3i ] +
NX
i=1
biE[DS2i ] +
NX
i=1
ciE[DSi]
(8.19)
and
V[DRtotal] = V
"
NX
i=1
DRi
#
= E
24 NX
i=1
DRi
!235  E2[DRtotal]
=
NX
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E[DR2i ] + 2
NX
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j<i
E[DRiDRj ]  E2[DRtotal]
=
NX
i=1
V[DRi] +
NX
i=1
E2[DRi] + 2
NX
i=1
j<i
E[DRiDRj ]  E2[DRtotal]
(8.20)
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where
V[DRi] = E[V(DRijDSi)] + V[E(DRijDSi)] (Law of total variance)
= E[eiDS3i + fiDS
2
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3
i + biDS
2
i + ciDSi]
= eiE[DS3i ] + fiE[DS
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2
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(8.21)
and
E[DRiDRj ] =
X
(dsi;dsj)
E[DRiDRj j(DSi = dsi;DSj = dsj)]  P[DSi = dsi;DSj = dsj ]
=
X
(dsi;dsj)
(aiDS
3
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2
i + ciDSi)(ajDS
3
j + bjDS
2
j + cjDSj)  P[DSi = dsi;DSj = dsj ]
(8.22)
in which P(DSi = dsi;DSj = dsj) can be calculated in Eq. (8.18), and E[DS2i ], E[DS
3
i ] can be obtained
using the probability mass function of DS as in Table 8.1.
Next, we consider the total damage costs within the building inventory. For each building, the damage
cost DC is determined by DC = DR  BV. The building values of the ith and the jth buildings, BVi
and BVj , may be correlated due to the similarity of residents’ wealth and social status from one building
portfolio
Remark 8.3 We consider the building value herein as the sum of the structural value and the content value.
Residents from the same building inventory/block tend to have a similar background in terms of wealth. One
simple example is that for the Paris metropolitan area, France, the average income is higher in the central
city than the surrounding suburbs, which is reserved in the US where high-income residents tend to live in
the suburbs [31].
Similar to Eqs. (8.19) and (8.20), one has
E[DCtotal] = E
"
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(8.23)
and
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(8.24)
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where E[BViBVj ] can be obtained by
E[BViBVj ] = E[BVi]  E[BVj ] + BV;i;j
q
V[BVi]  V[BVj ] (8.25)
in which BV;i;j is the correlation coefficient between BVi and BVj . Eqs. (8.23) and (8.24) provide
an estimate for the mean value and variance of the total damage costs of a building portfolio subjected
to a deterministic cyclone wind field. The applicability of Eqs. (8.23) and (8.24) will be illustrated in
Section 8.5 through the cyclone damage assessment of a virtual community; the accuracy of the two
equations will also be verified through comparison with Monte Carlo simulation.
8.3.2 Integrating the uncertainty associated with the wind filed
In this section, the cyclone damage assessment is conducted considering the uncertainty associated with
the cyclone wind field. A semi-analytical approach is developed herein, which generates a wind field
sample at first and then calculates the conditional mean value and variance of the damage losses. The
numerical modelling of the cyclone wind field will be discussed in Section 8.4. Mathematically, the mean
value of the total damage costs, E[DCtotal], is estimated as follows,
E[DCtotal] =
Z
: : :
Z
H
E[DCtotaljH = h]fH(h)dh (8.26)
where H denotes the parameter vector of the wind field, h is a realization of H, and fH(h) is the joint
distribution of H. Similarly,
V[DCtotal] = E[V(DCtotaljH) + [E(DCtotaljH)]2]  [E(DCtotal)]2
=
Z
: : :
Z 
V[DCtotaljH = h]) + [E(DCtotaljH = h)]2
	
fH(h)dh  [E(DCtotal)]2
(8.27)
Eqs. (8.26) and (8.27) are guaranteed by the law of total expectation/variance. According to Eqs. (8.26)
and (8.27), the procedure of estimating the mean value and variance of the post-hazard cyclone losses
is as follows. For the ith simulation run,
(1) Sample a realization of the random wind field, and compute the wind speed associated with each
building portfolio;
(2) Calculate E[DCtotaljH = h] according to Eq. (8.23), denoted by Ei.
(3) Calculate V[DCtotaljH = h] according to Eq. (8.24), denoted by Vi.
Performing the above procedure for n times, the mean value and variance of the total damage costs in the
presence of wind field uncertainty are approximated by 1n
Pn
i=1Ei and
1
n
Pn
i=1(Vi+E
2
i ) 
 
1
n
Pn
i=1Ei
2
respectively as n is large enough.
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8.4 Modelling the cyclone wind loads
Simulation-based methods have been widely used to estimate the cyclone wind speeds for the purpose
of probability based design and/or assessment [214]. The pioneering work was done by Russell [186],
which firstly introduced the concept of simulation-based approach for cyclone hazard assessment. Later
studies improved the cyclone modelling technique significantly [84, 155, 213]. The basic approach in
these studies is similar, where the statistics of the key cyclone parameters are first obtained through ex-
amining historically recorded data, including the central pressure, radium to maximum winds, heading,
translation speed, position and the distance of closest. With these parameters known, one can employ
the Monte Carlo simulation to sample a cyclone event from inception to dissipation, and record the
cyclone intensity affecting the specific region of interest.
We use the Holland model [92] to represent the spatial distribution of the pressure within each TC,
which gives
p(r) = pc +p exp[ (rm=r)B ] (8.28)
in which pc is the central pressure, p is the pressure difference between the environment and the TC
center, rm is the radius of maximum wind speed, and B is the Holland parameter.
Taking into account the translation speed of the TC, Vt, Wang et al [226] develops a new gradient
wind field model by considering the gradient wind speed as the vector summation of the rotational wind
speed, Vr, and the translation speed Vt, i.e., Vg = Vr +Vt, which gives
Vg = jVgj =
q
V 2t + V
2
r + 2VrVt sin (8.29)
where Vr is the rotational speed, given by
Vr =  1
2
fr +
s
1
2
fr
2
+
r

@p
@r
  frVt sin (8.30)
Further, the gradient wind speed Vg is obtained according to Eq. (8.29) in an explicit form.
The cyclone is expected to weaken or fill after making landfall with the increase of central pressure
or equivalently the decrease of maximum wind speed [102, 213]. A typical filling model is given by
p(t) = p0 exp( DP  t) (8.31)
or
V (t) = V0 exp( DV  t) (8.32)
where p(t) is the central pressure difference at t hours of making landfall, p0 is the central pressure
difference at landfall, and DP (DV) is the decay constant for central pressure (maximum wind speed).
With these available models [including Eqs. (8.28)–(8.32)], one can perform a cyclone simulation to
represent the cyclone risk for coastal communities [48, 125, 215]. For instance, this simulation-based
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approach has led to the design wind speeds at return periods of 300, 700 and 1,700 years that were
adopted in ASCE Standard 7 [11].
8.5 Illustrative examples
In this section, we conduct the cyclone damage assessment for the virtual community Centerville [67] to
demonstrate the applicability of the proposed method. The Centerville community is a typical middle-
class city located in a Midwestern State in the US, with a median household income that is close to the
US average. The plan view is shown in Fig. 8.2, with an approximately rectangular shape, 13km by 8km
in dimension. In [67], Centerville is subjected to both earthquake and tornado hazards; in this chapter,
however, as our focus is on the cyclone damage assessment, we have moved this community to a coastal
area (e.g., Florida, US) that has suffered significantly from historical cyclones.
Remark 8.4 In the rest of this section, the term “hurricane” is used instead of “cyclone” since we are consid-
ering the damage assessment of Centerville in the US. The only difference between the different names is the
location where the storm occurs (e.g., see http://oceanservice.noaa.gov/facts/cyclone.html). In the Atlantic
and Northeast Pacific, the term “hurricane” is used; the same type of disturbance is known as a typhoon in
the Northwest Pacific and a cyclone in the South Pacific and Indian Ocean.
The building inventory of Centerville is considered in this chapter only, while some other infrastruc-
ture components or systems (e.g., transportation, water and electric power systems) also play a vital
role in supporting a community’s functionality. Table 8.2 summarizes the key statistics of the buildings
by occupancy type. For each building, the building value equals the summation of both structural value
(SV) and content value. The content value of each building is empirically set as 50%, 100% and 200%
of the corresponding structural value for residential, industrial and commercial buildings, respectively.
More details for the parameters in Table 8.2 can be found in Remark 8.5. Totally eleven building zones
are considered, with their details listed in Table 8.3. We assume that for each building from all zones, the
mean value and variance of the conditional damage ratio on damage state (c.f. Eqs. (8.11) and (8.12))
are identical, as summarized in Table 8.4. Correspondingly, the coefficients ai through hi can be calcu-
lated according to Eqs. (8.13) and (8.15), which are also listed in Table 8.4. Taking into account the
potential correlation between building resistances, as well as that between building values, we assume
that both the resistance correlation and the BV correlation only apply to the buildings with the same
building types from the same zone. The correlation coefficient of resistances and that of building values
are set 0.5 for two eligible buildings, unless otherwise stated.
In terms of hurricane wind hazard, we use the wind field of hurricane Wilma (2005) when ap-
proaching the coastal line of Florida on 24th October, 2005. Wlima caused economic losses to US of
approximately US$20.6 billion, making it the third costliest hurricane in US history, behind only Katrina
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(2005) and Andrew (1992) [171]. Fig. 8.3 shows the maximum 1-min sustained surface wind field of
Wilma, which is reproduced from RMS H* wind legacy archive at http://www.rms.com. The key param-
eters in relation to this wind field can be read from the figure and the associated data archive online. The
wind speed values are in kts (1kts = 0.514m/s) in Fig. 8.3. The hurricane center is located at (82.712E,
25.226N), and the maximum surface wind speed is observed as 109kts at (82.169E, 24.792N). With
the wind field parameters ready, one can use the model in Eq. (8.29) to explicit find the wind speed at
an arbitrary site. In this chapter, we assume that the hurricane makes landfall at the south of Centerville
(refer to the location of heritage status in Fig. 8.2), with a distance of L. scenario as making landfall at,
as shown in Fig. 8.4. Note that the fragility curves used in Table 8.2 are with respect to gust wind speed.
In order to convert the 1-min surface wind speed into the gust wind speed, a conversion factor of 1.23 is
used [91].
Remark 8.5 Configuration of Centerville used in this chapter. The configuration of the virtual commu-
nity Centerville as used in Section 8.5 is discussed herein. The main characteristics of Centerville has been
documented by Elliingwood et al [67]; however, some additional information such as the fragility curves of
the buildings were not given. In this chapter, the statistical properties of the built environment of Centerville
has been partly adopted from Hazus [78], and thus may differ slightly from those in Elliingwood et al [67].
It is emphasized that these adaptations are for illustration purpose only; as such, the configuration should
be modified where necessary if the proposed approach in this chapter is applied to the resilience assessment
of a realistic community. The “overall” post-hazard damage loss of a building is considered, which takes into
account the roof cover loss, number of failed roof sheathing panels, number of failed windows, doors, sliding
glass doors, and garage doors, number of failed wall sections, and the failure of the entire roof. For each
building zone, the building resistances are assumed to be homogeneous.
For residential zones R1, R2 and R4, the Hazus fragility model (HFM) A6 (as in Appendix A of Hazus
technical manual [78]) is assigned, with the following properties: one story, 6d roof sheathing nails, strapped
roof trusses, hip roof, no garage, unreinforced masonry walls, standard suburban terrain. Due to the different
construction years of the three zones (R1, R2 and R4), the building resistance from zones R1 and R4 are
set 0.8 and 0.9 times of that from R2, respectively. For zone R3, the HFM A18 is used, with: 6d roof
sheathing nails, strapped roof trusses, gable roof, no garage, wood frame walls, standard suburban terrain.
For R5, the fragility model C25 from Hazus is used, with: three-story,8d roof deck nails, strapped roof
trusses, wood frame walls, gable roof (shingles), standard suburban terrain. For R6, the HFM B6 is used.
For commercial/retail building zones, the HFM F16 is assigned. Taking into account the difference between
the construction time and the heights of different zones, it is assumed that the C2 and C4 buildings have a
set of fragility curves as in HFM F16, while the resistances of C1 and C3 buildings are 1.1 and 0.9 times of
those from C2, respectively. Moreover, for industrial zone I2, the HFM G5 is considered, while the building
resistance of I1 is 0.8 times that of I2.
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In term of the structural values, the default value of a masonry single story building is $57.45 per ft2 of
living space, as given in Hazus [78]. This value is adopted herein for buildings from all the zones expect R6.
The structural value for a typical mobile home (R6) is 20ft 90ft $35=ft2 = $63; 000.
Figure 8.2: Plan view of Centerville (adopted from [67]).
Table 8.2: Statistical properties of each archetype (Data adapted from [67, 78]).
Occupancy ID Building description E(SV)($) COV(SV) E(Ri1) (mph) COV(Ri1) i2 i3
Residential R1 SF, 1400 ft2, 1945–1970 80,430 0.3 110.14 0.11 1.14 1.28
R2 SF, 2400 ft2, 1985–2000 137,880 0.3 137.67 0.11 1.14 1.28
R3 SF, 3200 ft2, 1985–2000 183,840 0.3 116.87 0.10 1.13 1.24
R4 SF, 2400 ft2, 1970–1985 137,880 0.3 123.90 0.11 1.14 1.28
R5 MF, 12,000 ft2/floor, 1985 2,068,200 0.3 117.72 0.10 1.20 1.25
R6 SF, Mobile home 63,000 0.2 114.35 0.11 1.09 1.13
Commercial/retail C1 50,000 ft2, 1980 2,872,500 0.4 119.81 0.08 1.10 1.87
C2 50,000 ft2, 1980 2,872,500 0.4 108.91 0.08 1.10 1.87
C3 25,000 ft2, 1960 1,436,250 0.4 98.02 0.08 1.10 1.87
C4 125,000 ft2, 1995 7,181,250 0.4 108.91 0.08 1.10 1.87
Industrial I1 100,000 ft2, 1975 5,745,000 0.4 87.99 0.14 1.09 1.27
I2 500,000 ft2, 1995 28,725,000 0.4 109.99 0.14 1.09 1.27
Table 8.3: Number of buildings for each zone (Data have been adopted from Ellingwood et al [67]).
Occupancy ID Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 Z11
Residential R1 0 767 300 2567 1856 700 0
R2 2000 700 300 1000 0 0 0
R3 50 0 0 0 0 0 0
R4 2196 800 200 0 0 0 0
R5 0 0 0 1200 0 3696 0
R6 0 0 0 0 0 0 1352
Commercial/retail C1 150 0
C2 150 0
C3 0 250
C4 0 250
Industrial I1 50 0
I2 0 75
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Table 8.4: Statistics of the conditional damage ratio on damage state.
E[DRijDSi = 1] E[DRijDSi = 2] E[DRijDSi = 3]
0.2 0.4 0.8
COV[DRijDSi = 1] COV[DRijDSi = 2] COV[DRijDSi = 3]
0.3 0.5 0.3
ai bi ci di ei fi gi hi
1=30  0:1 4=15 0  0:0086 0.0422  0:03 0
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Hurricane Wilma 0730 UTC 24 OCT 2005
Max 1-min sustained surface winds (kt) for marine exposure
AFRES adj. to surface from mean height 2960 m from 0246-0729z;
0730z position extrapolated from 0659z Vortex wind center using 50 
deg@17 kts; mslp=952.0mb
Observed Max. Surface Wind: 109 kts, 42nm SE of center based on 
0648z AFRES sfc measurement
Analysed Max. Wind: 109kts, 42nm SE of center
Experimental research product of:  NOAA / AOML / Hurricane 
Research Division
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Figure 8.3: Wind field for Hurricane Wilma 2005 at 0730 UTC, 24 October 2005.
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Figure 8.4: Illustration of the hurricane wind hazard for Centerville.
The average damage ratio associated with each zone is presented in Fig. 8.5(a) for L = 100km and
Fig. 8.5(b) for L = 200km. The error bars herein denote the standard deviation of the damage ratio (as
will also be used in the following, see Figs. 8.5 and 8.6). A smaller value of L means a severer hurricane
wind hazard and accordingly a greater damage ratio, as revealed by a comparison between Figs. 8.5(a)
and (b). For both cases, the average damage ratio associated with zone #10 is the largest, due to the
relative weak resistances of the industrial buildings I2 (c.f. Table 8.2). The standard deviation of the
damage ratio for zones #9 and #10 increases with the decrease of wind speed, because the majority
of buildings from zones #9 and #10 suffer from complete damage (COV[DRijDSi = 3] = 0:3) when
L = 100km and severe damage (COV[DRijDSi = 2] = 0:5) when L = 200km. Next, the damage losses
for each zone is estimated in Fig. 8.5, where the building value is set as deterministic and is equal to its
mean value. Again, a severer hurricane wind speed (a smaller value of L) leads to a greater hurricane
damage as expected. The damage loss associated with zone #9 is the greatest for both cases, due to the
relative fragile buildings and large building values. The damage loss variation for zones #9 and #10
increase with a weaker wind field, which is consistent with the observations from Fig. 8.5. Furthermore,
taking into account the uncertainty associated with the building value (as well as the BV correlation), the
hurricane damage loss for each zone is reassessed and presented in Fig. 8.6. The mean value of hurricane
damage is the same as that in Fig. 8.5, since the BV uncertainty (and correlation) is not incorporated in
the estimate of mean damage (c.f. Eq. (8.23)). However, the standard deviation of damage loss becomes
greater when the BV uncertainty and correlation are included, by comparing Figs. 8.5 and 8.6. However,
the contribution of resistance uncertainty to the damage loss variation is greater compared with that of
BV uncertainty. In Fig. 8.6, the role of BV uncertainty in damage loss variation is the most significant for
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zones #9 and #10, due to the fact that the majority of buildings achieve the greatest value of E[DRiDRj ]
(c.f. Eq. (8.24)).
Note that Eqs. (8.23) and (8.24) have been used herein to estimate the mean value and variance of
the hurricane damage costs; their accuracy is verified through comparison with Monte Carlo simulation.
For example, in Fig. 8.7(a), the mean value and standard deviation of the total damage costs of the
11 zones are 6310.3 and 1217.6 million$ respectively. Simulation-based approach gives an estimate of
6330.8 (mean) and 1289.1 (standard deviation) million$ based on 10,000 replications of simulation.
Thus, the results obtained by the two methods agree well with each other.
Next, we discuss the impacts of both resistance correlation and building value correlation on the
statistics of the total damage losses of the building inventories. Eq. (8.23) suggests that the mean value
of damage loss has nothing to do with either the resistance correlation or the BV correlation. However,
Eq. (8.24) indicates that a greater resistance correlation or BV correlation leads to a greater variation of
the damage loss. Fig. 8.8 shows the dependence of the standard deviation of the total damage losses of
all building zones on the resistance correlation and BV correlation for cases of L = 100km and 200km
respectively. It can be seen that for both cases, the damage loss variation is more sensitive to the re-
sistance correlation, and this effect is enhanced by a greater value of L (i.e., a relatively weaker wind
field). When L = 100km, the roles of both resistance correlation and BV correlation in the damage loss
variation become comparable. The above observations suggest that for the case of weak hurricane wind
load (slight damage), it is relatively more important to accurately estimate the resistance correlation to
achieve a reasonable assessment of hurricane damage variation; however, for the case of strong wind
field (severe damage), the roles of both resistance correlation and BV correlation are comparable.
8.6 Summary
This chapter has presented a method for explicitly estimate the post-hazard damage costs of a commu-
nity’s built environment subjected to cyclone winds. The mean value and variance of the damage costs
are assessed, which provide a straightforward measure of the magnitude and variation of the economic
losses. The uncertainties associated with the key parameters (e.g., building resistances, building value
and wind loads) are considered, as well as the correlation between the characteristics of two individ-
ual buildings (e.g., resistance, building value). Illustrative examples are presented to demonstrate the
applicability of the proposed approach. The following conclusions can be drawn.
(1) The structural fragility curve can be reasonably represented by the CDF of generalized resistance.
Accordingly, the post-hazard damage state of the structure can be determined by comparing the load
effect and the generalized resistances associated with different limit states.
(2) The mean value and variance of the cyclone damage losses are estimated using a closed-form ap-
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Figure 8.5: Damage ratio of each zone subjected to a deterministic hurricane scenario.
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Figure 8.6: Damage losses of each zone subjected to a deterministic hurricane scenario.
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Figure 8.7: Damage losses of each zone considering the uncertainty associated with the building values.
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Figure 8.8: Dependence of the standard deviation of the total damage on the resistance correlation and
building value correlation.
175
proach. The approach is independent of the Cholesky decomposition of correlation matrix in the
presence of correlated random variables, and thus is more efficient and robust compared with exist-
ing simulation-based methods.
(3) Both the resistance uncertainty and BV uncertainty contribute to the randomness associated with
the cyclone damage loss, and the former accounts for a greater weight ratio. For the case of weak
cyclone wind load, the cyclone damage variation is more sensitive to the resistance correlation
compared with the BV correlation; however, in the presence of a strong wind field, the roles of both
resistance correlation and BV correlation in the cyclone damage uncertainty are comparable.
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Chapter 9
Concluding remarks
The overall target of this thesis is to develop a mathematical framework for time-dependent reliability
assessment of aging structures. The emphasis is put on both the individual facilities and a community’s
built environment. The framework takes into account the time-variation of both structural resistance
and the load effects. The accomplishment of this thesis and some recommendations for future works are
summarized as follows.
Time-dependent reliability of an aging structure subjected to discrete load processes. Chap-
ter 3 presents a method for structural time-dependent reliability assessment considering a discrete load
process, and investigates the impacts of load temporal correlation and deterioration-load dependency
on time-variant structural reliability. The load occurrence process is modeled as a Poisson point process
with correlated separation time between two load events. The correlation between the intensities of
load events is described by the multi-variate Gaussian copula function. The resistance aging process is
considered to be a combination of both gradual and shock deteriorations. Four candidate copula func-
tions, namely Gaussian, Clayton, Gumbel and Frank, are considered to model the dependency of shock
deterioration on load intensity. Two types of failure mechanisms are considered: the first is due to the
load effect exceeding the resistance, and the second occurs when the cumulative damage within the con-
sidered service period reaches the permissible level. A simulation-based method is developed to estimate
structural reliability considering the two failure modes. It is concluded that, (1) the correlation in load
occurrence increases the structural failure probability for both types of failure, and this effect is enhanced
for a relatively short service period; (2) the deterioration-load correlation increases the structural failure
probability, and this effect is weakened as the service time increases; (3) of the four copulas discussed
in Chapter 3, the Gumbel copula gives the largest failure probability, yielding a relatively conservative
estimate of structural safety level.
Time-dependent reliability of an aging structure subjected to discrete load processes. Chap-
ter 4 proposes an explicit method for structural reliability analysis considering a continuous load pro-
cess, where a new power spectral density function is developed to enable the reliability analysis to be
conducted with a simple and efficient formula. Illustrative examples are presented to demonstrate the
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applicability of the proposed method. Results show that a greater autocorrelation in the load process
leads to a smaller failure probability. The structural reliability may be significantly overestimated if one
simply treats the non-Gaussian load process as Gaussian. Moreover, the impact of modeling the load
process as a continuous process or a discrete one on structural reliability is also investigated. It is shown
that the difference between the reliability associated with a continuous load process and that with a dis-
crete load process is negligible for most engineering cases, and thus the two methods of modeling load
process (c.f. Chapters 3 and 4) can be used exchangeably for the purpose of structural safety assessment.
Structural reliability subjected to imprecise random variables. Chapter 5 proposes a linear
programming-based method to perform reliability assessments subjected to imprecisely known random
variables. The method computes the tight bounds of structural failure probability directly without the
need of constructing the probability bounds of the input random variables. The method can further be
used to construct the best-possible bounds for the distribution function of a random variable with in-
complete statistical information. The proposed method does not require the assumption of a distribution
type, but considers all possible distribution types which are compatible with available data. The reliabil-
ity analysis subject to imprecise probabilistic information is converted into solving a linear programming
optimization problem. Numerical examples, including the time-dependent reliability problem (c.f. Sec-
tion 5.1), are presented to demonstrate the efficiency and accuracy of the proposed method, where the
bounds on the failure probabilities obtained from the proposed method are significantly tighter than
those from the interval Monte Carlo method, suggesting that more information is provided by the pro-
posed method.
Post-cyclone damage assessment of a community subjected to a changing environment. From
Chapter 6, the focus has been moved from the reliability of a single structure to that of a community’s
built environment. Chapter 6 develops an explicit approach to evaluate the TC damage for TC-prone
areas considering the potential impacts of climate change. The mean value and variance, as well as
the cumulative density function of cumulative TC damage, are estimated quantitatively. The proposed
method is applied to TC damage assessment of Hong Kong, China – a TC-prone area which has suffered
severely from historical cyclones. Sensitivity analysis is also performed to investigate the impacts of the
time-variant characteristics of both the TC process and the TC damage conditional on one TC event on
the cumulative damage costs for coastal areas. Results show that (1) the increase in TC severity and/or
frequency leads to greater hurricane damage costs. The cumulative TC damage is more sensitive to the
variation in TC severity than that in TC frequency; (2) the selection/prediction of different changing
patterns of future TC severity and/or frequency affects the probability distribution of cumulative TC
damage costs significantly, which further determines the upper tail behaviour of damage costs and the
characteristic values with a certain confidence level.
Time-dependent serviceability of a power grid system subjected to component deterioration.
178
Chapter 7 estimates the time-dependent serviceability of a power grid system in the presence of the
impacts of component deterioration and correlation, with an emphasis on the earthquake excitation haz-
ards. The spatial variability of the component capacity and that associated with the earthquake ground
motion are modelled by the Gaussian copula function. A post-hazard performance indicator is used
to represent the seismic vulnerability of a grid system subjected to earthquake actions. With this, the
statistics (mean value and variance) of the indicator conditional on the occurrence of an earthquake is es-
timated by a simulation-based method, and the resilience of the grid system is assessed in a closed form.
The applicability of the proposed method is demonstrated through the seismic resilience assessment of
an illustrative grid system. Results show that (1) the post-hazard performance indicator degrades with
time due to the deterioration of system components. The probabilistic behaviour of indicator can be
described by a “mixed” distribution; (2) the system performance ages with time due to the effects of
component deterioration. Both the mean value and the standard deviation of the resilience index de-
creases with time, where the potential occurrence of the cascading failure mode may lead to an abrupt
deduction of the system resilience.
Post-cyclone damage assessment of a community’s built environment. Chapter 8 develops a
probability-based method to estimate the post-hazard damage losses of a community’s built environment
by aggregating the performance of individual facilities quantitatively, with an emphasis on the cyclone
wind hazards. The proposed approach realizes the fact that the community damage depends on the spe-
cific hazard scenario, the subsystems that are considered (e.g., residential buildings, commercial zones,
industrial areas and public service), and the resistance correlation between different individual build-
ings. The fragility curve is used to measure the damage potential conditional on the wind speed, which
is equivalently represented by the cumulative density function of a “generalized resistance”. Explicit for-
mulas are developed to estimate the mean value and variance of the economic damage losses. Illustrative
examples are presented to demonstrate the applicability of the proposed method. Results show that both
the resistance uncertainty and building value uncertainty contribute to the randomness associated with
the cyclone damage loss, and the former accounts for a greater weight ratio. The damage assessment of
a community’s built environment can be further used to measure the resilience level of the community
and to optimize the resilience enhancement strategies.
Recommendations for future works. Based on the work described in this thesis, future works may
include: (1) Incorporating more realistic data (e.g., in-situ observed) or mechanism-based analysis in the
modeling of structural deterioration process. It has been shown in Chapters 3 and 7 that the deterioration
process has a significant impact on the reliability of a single structure as well as an infrastructure system.
It is noticed that the structural deterioration is usually a multifarious process including multiple dominant
mechanisms. As such, the mathematical model of deterioration shall be calibrated with more realistic
data or analyses to ensure its accuracy and applicability. (2) Taking into account the secondary effects
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of the natural hazards in estimating the hazard-induced damages. Two types of major natural hazards
have been considered in this thesis, namely tropical cyclones and earthquake excitations (c.f., Chapters 6
to 8). It is noticed that these hazards may be associated with secondary effects which also contribute
to the structural damages. For example, for cyclones, only the wind speed has been studied in this
thesis, while some other types of hazards such as the rainfall and storm surges should also be taken into
account. For earthquakes, an aftershock, which is a smaller earthquake following a larger earthquake,
may occur, which also triggers a threat to structural safety. (3) Reliability-guided maintenance strategies.
This thesis has developed a mathematical framework for estimating the reliability of a single structure
as well as a built environment. Based on this, some relevant measures may be conducted to maintain
the reliability/serviceability of structures/infrastructure systems, especially when the impact of structural
deterioration is considered. The basic idea is to ensure the structural time-dependent reliability is beyond
a predefined threshold for all times, based on which the maintenance strategies can be optimized and
applied to practical engineering.
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