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Abstract
There are several reasons to be interested in conformal field theories in two di-
mensions. Apart from arising in various physical applications, ranging from
statistical mechanics to string theory, conformal field theory is a class of quan-
tum field theories that is interesting on its own. First of all there is a large
amount of symmetries. In addition, many of the interesting theories satisfy a
finiteness condition, that together with the symmetries allows for a fully non-
perturbative treatment, and even for a complete solution in a mathematically
rigorousmanner. One of the crucial tools which make such a treatment possible
is provided by category theory.
This thesis contains results relevant for two different classes of conformal
field theory. We partly treat rational conformal field theory, but also derive re-
sults that aim at a better understanding of logarithmic conformal field theory.
For rational conformal field theory, we generalize the proof that the construc-
tion of correlators, via three-dimensional topological field theory, satisfies the
consistency conditions to oriented world sheets with defect lines. We also de-
rive a classifying algebra for defects. This is a semisimple commutative associa-
tive algebra over the complex numbers whose one-dimensional representations
are in bijection with the topological defect lines of the theory.
Then we relax the semisimplicity condition of rational conformal field the-
ory and consider a larger class of categories, containing non-semisimple ones,
that is relevant for logarithmic conformal field theory. We obtain, for any finite-
dimensional factorizable ribbon Hopf algebra H , a family of symmetric com-
mutative Frobenius algebras in the category of bimodules over H . For any
such Frobenius algebra, which can be constructed as a coend, we associate to
any Riemann surface a morphism in the bimodule category. We prove that this
morphism is invariant under a projective action of the mapping class group of
the Riemann surface. This suggests to regard these morphisms as candidates
for correlators of bulk fields of a full conformal field theory whose chiral data
are described by the category of left-modules over H .
Basis and outline of the thesis
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My contribution to the papers
My contribution to the results of the four papers that form the basis of this
thesis is as follows:
Paper I Large parts of the paper were developed in collaboration with the
coauthors. The generalization of the proof of bulk factorization was to a large
extent elaborated by me.
Paper II Large parts were developed in discussion with all coauthors. I con-
tributed essential parts to the strategy and most of the results.
Paper III I was involved in the proof that the bulk Frobenius algebra is sym-
metric and commutative. The proof of modular invariance and the generaliza-
tion to algebras associated to ribbon Hopf algebra automorphisms, as well as
the analysis of the ribbon structure ofH-Bimod, was developed in collaboration
with all coauthors.
Paper IV Large parts were developed in discussion with the coauthors. I con-
tributed essential parts to most of the proofs.
Outline of the thesis
The thesis is organized as follows: In chapter 1 we give an introduction to con-
formal field theory. Many of the notions that will be relevant later are intro-
duced. The discussion in this chapter is partly heuristic.
Chapter 2 is a summary of the notions from category theory that we need in
the rest of the text. Here we also describe relevant aspects of finite-dimensional
factorizable ribbon Hopf algebras.
In chapter 3 we review several classes of algebras that appear in connection
with conformal field theory. In particular we introduce the algebras that are the
center of attention in this thesis.
Chapter 4 first gives on overview over the construction of correlators of ra-
tional conformal field theory with the help of 3d TFT. The rest of chapter 4
summarizes the results of paper I, which extends the proof of this construction
to world sheets with defect lines.
Chapter 5 describes the classifying algebra for defects, obtained in paper II.
The classifying algebra is a semisimple associative algebra over the complex
numbers that classifies the defect lines of a rational conformal field theory.
Chapter 6 is devoted to the results of paper III and IV related to non-semi-
simple conformal field theories. For a so-called factorizable finite ribbon cate-
gory C, we associate to each Riemann surface Σg,n a morphism C(Σg,n). This
morphism takes as an input a symmetric commutative Frobenius algebra in C.
We restrict to a subclass of factorizable finite ribbon categories and consider the
category H-mod of representations of a finite-dimensional factorizable ribbon
Hopf algebra. We obtain a family of symmetric commutative Frobenius alge-
bras inH-mod, and for each such algebra, we prove that the morphism C(Σg,n)
is invariant under an action of the mapping class group of Σg,n. We interpret
these morphisms as candidates for correlators of oriented closed world sheets.
Acknowledgements
First of all I would like to thank my supervisor Jürgen Fuchs for many inter-
esting, helpful and inspiring discussions, for pleasant collaboration, and for
generally making my time as a PhD student good in every respect.
Further, many thanks to Christoph Schweigert for enjoyable collaboration, in-
spiration, the hospitality during my stay in Hamburg, and comments on parts
of early versions of this text.
I also want to thank Jens Fjelstad for many helpful discussions, the pleasant
collaboration, comments on parts of this text, and the good time in Nanjing.
In addition Iwant to thank present and former staff of the department of physics
and electrical engineering for making the everyday life at the university enjoy-
able.
Finally, thanks to friends and family for making my life great. In particular I
am deeply grateful to Maria and Lova for love and support and for putting up
with me during the time I finished this thesis.
Thanks also to Ingo Runkel for comments implemented in this updated version.
Introduction
A crucial property of physical systems are their symmetries. By a symmetry, or
a symmetry transformation, of a physical system we mean a non-trivial trans-
formation of the system such that some interesting quantity is left unaffected.
By making use of the symmetries one can often simplify the analysis of a prob-
lem in physics considerably. In fact, it may even be necessary to explore the
symmetries in order to be able to solve the problem at all. Symmetries are en-
coded mathematically in an algebraic structure, whose precise form depends
on the situation one wants to describe.
Quantum field theories defined on two-dimensional surfaces naturally ap-
pear in connectionwith various physical models. Among these two-dimension-
al theories are the conformal field theories, which have conformal transformations
as part of their symmetries. One characterization of a conformal transformation
is that it leaves the angle between any two vectors invariant. Two-dimensional
conformal field theory appears in rather different areas in physics, ranging from
various applications in statistical mechanics and condensed matters systems to
string theory.
Conformal field theories form a very special class of quantum field theories
in several respects. They are considered on arbitraryworld sheets. A world sheet
is a two-dimensional surfaces which may have a non-empty boundary. Thus,
as opposed to quantum field theory as used in e.g. particle physics, there is no
single preferred background space-time, and in particular the classification of
boundary conditions is a non-trivial issue. Second, in the situations we consider
in this thesis, the theory satisfies a finiteness condition which, combined with
the huge amount of symmetries, allows one to solve the theory completely. This
is in sharp contrast with e.g. the standard model of particle physics which can
largely only be treated in a perturbative manner. In addition, the solution of
a (local) conformal field theory on a world sheet can be obtained from a non-
local theory on a related surface. The latter type of theory is called a chiral
conformal field theory. This relationship, known as holomorphic factorization,
naturally splits the process of solving the physical theory into two parts, the
first one dealing only with chiral conformal field theory.
This thesis is concerned with issues related to the second part of the solu-
tion of conformal field theory, i.e. constructing the full (local) theory from the
underlying chiral one. This is a purely algebraic and combinatorial problem
that can be addressed by rigorous mathematical reasoning and by making use
of the properties of the representation category for the symmetries. One great ad-
vantage of approaching the problem in terms of category theory is that we can
treat an entire class of conformal field theories simultaneously. It is also worth
pointing out that already when considering the algebraic part of the problem
alone, one obtains certain physical quantities even without using an explicit
solution of the first part of the problem, i.e. the underlying chiral theory.
The categories of interest have properties that allow us to perform calcula-
tions rigorously in terms of graphical calculus. This means that instead of writ-
ing mathematical expressions with the help of symbols, using letters from some
alphabet, we use instead elements of a graphical code. This is not only a con-
venient, but even a crucial tool for many of the calculations in this thesis.
In addition to being part of solutions to various physical problems, confor-
mal field theory is interesting on its own. It may serve as a "theoretical labora-
tory" for quantum field theory, which could help us to get a deeper understand-
ing of more general theories. To justify this idea it is crucial that conformal field
theory is not only a mathematically beautiful theory, but that it also appears
in physical applications. Even though the methods and concepts used to ob-
tain a complete solution are related to the very special nature of the conformal
field theories, these methods and concepts are potentially of interest in more
general situations as well. Conformal field theory has also given rise to many
new developments in mathematics, such as vertex algebras and braided tensor
categories.
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1 A flavor of conformal field theory
We start with a brief introduction to conformal field theory. The purpose of
this chapter is to introduce, in a heuristic manner, a number of concepts which
are relevant in conformal field theory, in order to put the questions we address
in this thesis into a context. Since the focus in this chapter is on concepts the
discussion will from time to time be somewhat over-simplified. Those concept
that are central for the results presented in this thesis will be described in more
detail in later chapters.
1.1 Conformal invariance in d and 2 dimensions
A conformal transformation of Rd is characterized by the property that it pre-
serves the metric up to a scale-factor that may depend on position. Equiva-
lently we can say that a conformal transformation preserves angles between
vectors. For general dimension d, any conformal transformation can be written
as a combination of translations, scalings, rotations and special conformal trans-
formations. The latter is a translation preceded and followed by an inversion.
In d dimensions, these transformations are well defined everywhere, and are
accordingly referred to as global conformal transformations. The global confor-
mal transformations form a Lie group with underlying Lie algebra so(d+ 1, 1).
In two dimensions the situation is rather special. Considering the Riemann
sphere C ∪ {∞}, the transformation z 7→ 1/z is well defined everywhere. In
particular, the group of global conformal transformations is the Möbius group
– the group of automorphisms of the Riemann sphere. However, the confor-
mal transformations are not exhausted by Möbius group. This is most easily
realized by thinking of the Riemann sphere as endowed with a global complex
coordinate and recalling that any analytic map constitutes a conformal trans-
formation: The condition for a transformation to be conformal is equivalent to
the Cauchy-Riemann equations (see e.g. [25, Chapter 5.1]), and consequently a
conformal transformation in two dimensions is equivalent to a complex ana-
lytic map. The global conformal transformations described above are certainly
analytic. However there are, in addition to the global transformations, analytic
maps with poles of higher order. It follows that the group of conformal trans-
formations that may not we well defined on the entire Riemann sphere is larger
1
2than the Möbius group.
Consider now a function φ(z) of a complex variable. Under an infinitesi-
mal conformal transformation z 7→ z′= z + ε(z), the function φ transforms as
δφ = ε(z)∂φ(z) =
∑
n cnℓnφ(z), where the last equality comes from a Laurent
expansion of ε(z) and we have defined ℓn := −zn+1∂z for n∈Z. Thus the in-
finitesimal conformal transformations are generated by ℓn with n ∈ Z. These
differential operators satisfy the commutations relations
[ℓm, ℓn] = (m− n)ℓm+n . (1.1)
The complex Lie algebra spanned by elements ℓn, with Lie bracket (1.1), is
called the Witt algebra.
When considering quantum theories, we want the basis of the Witt algebra
to become modes of a current that generates conformal transformations. The
relevant algebra is then a central extension of the Witt algebra – the Virasoro
algebra Vir, see e.g. [94, Section 3]. A basis of Vir is given by {Ln|n∈Z} ∪ C,
where C is a central element, and the non-vanishing Lie brackets are
[Lm, Ln] = (m− n)Lm+n +
C
12
m(m2 − 1)δm+n,0 . (1.2)
Note that from (1.2) it follows directly that the Virasoro algebra has a subal-
gebra with basis {L−1, L0, L1} and this subalgebra is sl(2). Upon a detailed
analysis of the action of this subalgebra in conformal field theory, one recov-
ers [94, Section 2.8] the real form so(3, 1), i.e. the Lie algebra of the global con-
formal transformations. Since we will exclusively work in two dimensions we
will drop the epithet "two-dimensional" and refer to a two-dimensional quan-
tum field theory whose symmetry algebra contains the Virasoro algebra simply
as conformal field theory, abbreviated as CFT.
1.2 Chiral and full CFT
Let us now set the stage for the considerations in this thesis. We will be inter-
ested in conformal field theories defined on world sheets. Aworld sheet is a two-
dimensional compact smooth manifold, possibly with non-empty boundary,
equipped with a conformal structure with Euclidean signature, i.e. an equiv-
alence class of metrics with respect to local rescalings. Note that we allow the
world sheet to be non-orientable. In addition we require that world sheets can
be equipped with the following structures:
3• Boundary conditions
• Defect lines
• Field insertions
In order to give a somewhat more detailed description of these structures it is
instructive to describe a couple of applications of conformal field theory.
Conformal field theory in physics
An important setting for CFT is the description of critical phenomena in statis-
tical mechanics. A standard example is the two-dimensional Ising model. This
is a model that describes the interaction of spin variables positioned on the sites
of a square lattice in some domain. The system is characterized by two length
scales, the lattice spacing a and the correlation length ξ, which describes the dis-
tance at which the interaction is effectively non-zero. Typical observables in the
theory are local magnetization (the value s(r) = ±1 of the spin variable at site
r) and the energy density. The scaling limit is obtained by taking a → 0 while
keeping the domain and ξ fixed. In the scaling limit one obtains a continuous
two -dimensional CFT that describes the long-range behavior of the system, see
e.g. [19] for more details.
A similar phenomenon, for which CFT plays a role is critical percolation. Per-
colation describes the statistical process of a liquid that seeps through a porous
medium. One of the simplest mathematical models for percolation is obtained
by taking a square lattice, with lattice spacing a, such that each site can be ei-
ther open, with some probability p, or closed, with probability 1−p. The crossing
probability of such a lattice of size n×n in some domainD is the probability πn(p)
that there is at least one path, say from left to right, such that all sites along this
path are open.
Just like for the Ising model, CFT is relevant for the understanding the crit-
ical behavior of such systems in the scaling limit, i.e. when we take the limit
a → 0 while keeping D fixed. For percolation, the critical point is a distin-
guished value of p denoted by pc. In the scaling limit, one finds 0 < πn(pc) < 1
at p= pc while πn(p) approaches 0 for p < pc and 1 for p > pc. The critical be-
havior can be described geometrically as follows: For small p the average size
of clusters of open sites is small. However, at p = pc the average size of the clus-
ters diverges and for p > pc there is a finite probability that a given site belongs
to an infinitely large cluster. See e.g. [18, 54, 67] for more details on percolation
and CFT.
CFT is also an important part of string theory, which is a candidate for a
quantum theory unifying the four fundamental forces. The fundamental ob-
jects in string theory are one-dimensional strings which move in space-time.
While moving, the string sweeps out a two-dimensional surface – the world
4sheet. One important ingredient is a CFT defined on this world sheet, see
e.g. [87].
In addition there are condensed matter systems that are effectively 2- or
1+1-dimensional, giving rise to theories with approximate conformal symme-
try. This happens e.g. when studying the Kondo effect [9] or quantum Hall
fluids.
It is also worth pointing out that a generic CFT does not come with a La-
grangian formulation. However, there is an important class of models, the
WZW-models, that come from the quantization of a Lagrangian. In that case,
the fields take values in a group manifold and symmetries of this theory are
encoded in what is known as a current algebra, which is based on an affine Lie
algebra.
The world sheet
We are now in position to describe the structures of the world sheet in some
more detail
Boundary conditions: In the case of non-empty boundary, we need to assign
a boundary condition to each boundary component, describing the behavior of
bulk fields close to the boundary. The classification of consistent boundary con-
ditions is far from trivial. A consistent boundary condition always respects the
conformal symmetry. However, we will usually require that the boundary con-
ditions respect all the symmetries of the theory. There are examples of situation
where the boundary conditions have a simple formulation:
• In lattice spin models, such as the Ising model, some boundary conditions
can be obtained by imposing specific values for the spin variables on the
sites at the boundary.
• In theories with a Lagrangian formulation, such as WZW-models, some
boundary conditions may be described in terms of Dirichlet or Neumann
conditions, i.e. by prescribing the value of the fields or their derivatives
that appear in the Lagrangian on the boundary.
However, in general boundary conditions cannot be described this way. Even
if some of them can, they typically do not exhaust all allowed boundary con-
ditions. Consider e.g. the 3-states Potts model, which is a lattice model with
three allowed values for each spin variable. In this model there are totally 8
conformal boundary conditions [11, 46]. One them has an interpretation of a
free boundary condition, three of them as fixed directions and three of them as
mixed spin directions which means that one direction is forbidden. The eighth
one, constructed in [11] does not have such a nice interpretation.
5Defect lines: The world sheet may be divided into several regions such that
the CFT on the two sides are related in a sense that will be described later, but
which may differ e.g. with respect to the field content and allowed boundary
conditions. We say that the CFTs on the two sides of the line may be in different
phases. The two regions are separated by a defect line, which may be thought of
as a two-sided boundary. The behavior of fields in the vicinity of the defect line
is described by assigning a defect condition to each defect line.
We will be interested in topological defect lines, which in particular means
that the defect lines can be deformed without affecting the physics of the the-
ory. Whenever two regions are in the same phase there is a particular defect
condition – the trivial defect condition. This means that the defect line can be
omitted and the two regions can be considered as one. Accordingly, we refer to
such defect lines as trivial or invisible. Trivial defects can be added or removed
freely from the world sheet. It is convenient to always require a minimal num-
ber of defects, which howevermay be trivial. Topological defects arise naturally
e.g. in statistical systems modeling condensed matter systems of physical inter-
est, see e.g. [93, 82]. The general description of defect lines will be continued in
section 1.3.
Field insertions: There are field insertions in the bulk aswell as on the bound-
ary of the world sheet. We will refer to fields inserted in the bulk, on the
boundary or on a defect line as bulk, boundary and defect fields, respectively.
Boundary components and defect lines may be partitioned into several seg-
ments. Boundary and defect fields are inserted on the junction between to such
segments and may change the boundary or defect condition. We will some-
times consider a bulk field as a defect field inserted on an invisible defect. A
defect field that changes the defect condition to or from the trivial one is re-
ferred to as a disorder field. In other words, by disorder field we mean a field at
which a non-trivial defect starts or ends.
The interpretation of the field insertions depend on the application. In sta-
tistical models the field insertions may e.g. be spin variables or disorder fields
at which frustration lines may end, and in string theory the field insertions are
interpreted as asymptotic string states.
Full CFT
We regard a conformal field theory as solved if we are able to obtain all corre-
lation functions. That is, for any world sheet, give a linear map from the space
of fields to the complex numbers that satisfies all consistency conditions of the
theory. Of course, explicit calculation of all correlation functions would require
an infinite amount of calculations. A more reasonable goal is to establish the
6existence of all correlation functions and give algorithms from which they can
be computed. At least for an important class of theories, known as rational CFT,
this has been achieved. In particular this approach turns part of the problem
into a finite one. There is an algorithm describing how any correlation function
can be calculated from a finite number of quantities. The purpose of the rest of
this section is to explain this approach in some more detail.
We will be interested in full, local conformal field theory. By this we mean a
conformal field theory defined on world sheets, as defined above, with single-
valued correlation functions. It is crucial to distinguish full CFT from chiralCFT.
The latter, which will be discussed in somewhat more detail below, is instead
defined on complex curves and the correlation "functions" are not necessarily
single-valued. We will soon return to the discussion of chiral and full CFT, but
first we introduce some concepts that will be useful in the discussion.
Consider two fields close to each other. Intuitively, one may argue that from
a point very far away it is not possible to distinguish the two fields from a
single one. However, for the manifolds of our interest, the notions of "close to
each other" and "far away" are not well defined. A conformal transformation
may separate points to an arbitrary distance and move a point far from away
close to one of the insertion points. Nevertheless, this suggests the existence
of a product of fields giving rise to a superposition of fields inserted at a single
point. This is the operator product expansion (OPE for short), controlling the short
distance behavior of fields. The OPE relates n+1-point functions to n-point
functions. That is, for two field insertions φa(z) and φb(w), such that |z − w| is
much smaller than the distance between any other pair of fields in a correlator,
we have
〈φa(z)φb(w) · · · 〉 =
∑
c
Cabc(z, w) 〈φc(w) · · · 〉 . (1.3)
This is the concrete meaning of the OPE. It is customary to write the OPE (1.3)
in terms if the following shorthand notation:
φa(z)φb(w) ∼
∑
c
Cabc(z, w)φc(w) . (1.4)
There is a separation (which will be discussed in more detail below) of the
fields into primary fields and their descendants. Conformal symmetry strongly
restricts the dependance of Cabc on z and w. E.g. translation invariance im-
plies that Cabc only depends on z−w. A more detailed analysis shows that, for
rational CFTs, the OPE of two primary fields has the form
φi(z)φj(w) ∼
∑
k
cijk(z −w)
(∆k−∆i−∆j)(z¯ − w¯)(∆¯k−∆¯i−∆¯j)φk(w) + desc, (1.5)
where the summation over k is over the primary fields, the coefficients cijk
are constants, and "desc" stands for the terms involving the descendants. The
7numbers∆p and ∆¯p are the conformal weights of the fields and describe how the
fields behave under scaling transformations.
The fields with conformal weight ∆¯p=0 constitute the holomorphic fields,
and the fields for which ∆p=0 constitute the anti-holomorphic fields. The
holomorphic fields close under the OPE and thus furnish a closed "algebra"
of fields – the chiral algebra. Analogously the anti-holomorphic fields generate
the anti-chiral algebra. In non-rational CFTs, it is no longer guaranteed by the
chiral symmetries that all coefficients in the expansion (1.5) are powers of z−w.
However, the holomorphic fields still give rise to a chiral algebra.
Note that the expansion coefficients in the chiral algebra are not numbers
but rather functions of the insertion points. Thus, the chiral algebra is not an
algebra in the conventional sense. However, this property (and a lot more)
can be taken care of in the structure of a conformal vertex algebra, also called
chiral algebra, which will be discussed in more detail in section 3.1. One may
consider theories in which the anti-chiral algebra is different from the chiral
algebra. However, we will always assume that the chiral algebra is the same as
the anti-chiral.
A conformal vertex algebra furnishes in particular a representation of the
Virasoro Lie algebra. As a consequence, there will be two copies of Vir acting
on the fields, one from the chiral and one from the anti-chiral algebra. The two
conformal weights ∆p and ∆¯p mentioned above describe the transformation
with respect to the actions of these two copies. The central elementC of Vir acts
as c id for some c∈C in all representations of the chiral algebra. The number c
is called the central charge of the theory.
The OPE coefficients and correlation functions involving descendants can
be obtained from the ones involving only primary fields via the chiral sym-
metry. In the case that the chiral algebra is built from the Virasoro algebra
alone, the primary fields can be labeled by highest weight representations of
Vir. However, in many situations we are interested in theories for which the
chiral algebra is larger than the one associated with Vir. In general, there need
no longer be a concept of highest weight state for a representation of the chi-
ral algebra. However, there is still a subset of the fields with the property that
all OPE coefficients and correlation functions can be obtained from the ones
involving only this subset via the chiral symmetry. In the rational case, these
fields, to which we below refer to as primary fields, are in bijection with the irre-
ducible representations (counting multiplicities) that a
81.2.1 Chiral conformal field theory
Studying chiral CFT involves in particular studying the representation theory
of conformal vertex algebras. Here we mention a few of the important prop-
erties of conformal vertex algebras. A full definition will be given in section
3.1. The data of a vertex algebra contain a graded vector space V and a vertex
operation, Y (·, z) : V → End(V)Jz±1K, that assigns to each vector a∈V a formal
power series Y (a, z) with coefficients in End(V). These power series are used
to describe the fields in the chiral theory mathematically. The Laurent coeffi-
cients in the expansions constitute themodes of the fields. In a conformal vertex
algebra there is a distinguished vector T ∈V , the conformal vector, whose modes
furnish a representation of the Virasoro algebra. The minimal chiral algebra is
generated by Y (T, z) alone. The full CFTs with chiral algebras of this form are
the minimal models. However, typically we deal with extensions, in which case
the chiral algebra is generated by additional fields.
Chiral CFT is defined on a complex curve Ec, i.e. a closed surface with a
complex structure. A complex structure is equivalent to having an orientation
together with a conformal structure, i.e. an equivalence class of metrics with
respect to local rescalings. The correlation "functions" of a chiral CFT are called
conformal blocks. We will see below why here the term "function" is put in quo-
tation marks. For the results in this thesis the existence and some properties of
the conformal blocks are crucial, but we will not need a general definition of
the conformal blocks.
Conformal blocks
Consider a complex curve Ec of genus g and with n marked points p1, ..., pn
such that pi is labeled by the representation Ri of V . For now, it is enough to
think of a marked point as a distinguished point on Ec. It is common to think
of the marked points as small open discs cut out from the world sheet. For this
reason we sometimes refer to marked points as holes. The space of conformal
blocks on Ec is a subspace
Bl(Ec) ⊂ (R1⊗C · · · ⊗CRn)
∗ (1.6)
of the space dual to R1⊗C · · · ⊗CRn. The dependence of the conformal blocks
on the positions of the marked points enters in a coinvariance condition that
determines the subspace Bl(Ec) in (1.6), see e.g. [14, Chapter 9].
Instead of giving the general definition of the space of conformal blocks
we illustrate how the construction, via the coinvariance condition mentioned
above, works in a WZW-model. A WZW-model is built from an affine Lie alge-
bra gˆ, at a fixed integer value of the level k. Let Ec be a complex curve of genus
9g and with n marked points (p1, ..., pn) ≡ ~p, labeled by (irreducible) represen-
tations V1, ..., Vn of gˆ. Consider the algebra F ⊗ g of g-valued functions that are
holomorphic on Ec \{p1, ..., pn} and meromorphic on E
c. There is a Lie algebra
homomorphism [13, 12]
F ⊗ g→ U(gˆ)k ⊗ · · · ⊗U(gˆ)k , (1.7)
where U(gˆ)k is the universal enveloping algebra of gˆ at level k. This defines an
action of F ⊗ g on the tensor product V1⊗ ...⊗Vn of gˆ-modules. Next, define
V~n(E
c, ~p) to be the quotient of V1⊗ ...⊗Vn that is coinvariant under the action
of F ⊗ g:
V~n(E
c, ~p) := V1⊗ ...⊗Vn
/
F ⊗ g (V1⊗ ...⊗Vn) . (1.8)
The space of conformal blocks, Bl(Ec), is defined to be the dual space
Bl(Ec) := V~n(E
c, ~p)∗ ∼= HomF ⊗ g(V1⊗ ...⊗Vn,1) , (1.9)
where 1 is the trivial F ⊗ g-module.
So far we restricted our attention to a fixed conformal structure and fixed
locations of insertion points. When varying these moduli, the conformal blocks
fit into a vector bundle, the bundle of conformal blocks, over the moduli space
Mˆg,n of curvesEc. The fiber over each point in Mˆg,n is the corresponding space
of conformal blocks. The term conformal blocks is not only used for the vector
bundle, but also for locally defined sections in the vector bundle. The bundle
of conformal blocks can be equipped with a projectively flat connection, the
Knizhnik-Zamolodchikov connection [36]. By studying the holonomies of this
connection the space of conformal blocks can be equipped with a projective
action of the fundamental group of Mˆg,n, i.e. of the mapping class group of Ec.
This fact will be crucial when solving a full CFT, and we will return to it later.
A bundle of conformal blocks is generically not trivial, i.e. it is not globally a
product of the base and the fiber. In particular, themonodromies are generically
non-trivial, and as a consequence there are no global sections, i.e. the conformal
blocks do not give single-valued functions of the moduli of Ec.
1.2.2 Rational conformal field theory
The class of full CFTs that is best understood mathematically is the impor-
tant (and particularly well-behaved) class known as rational conformal field the-
ories. For a rational CFT, the chiral algebra, V , is a rational vertex algebra, see
e.g. [105, definition 1.2.4] for a definition of this notion. The key feature is that
a rational vertex algebra has a finite number of (isomorphism classes of) sim-
ple representations and any representation is a finite direct sum of the simple
ones. The primary bulk fields are in the rational case labeled by pairs (i, j) of
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representatives of isomorphism classes of simple representations of V . A con-
sequence of the nice structure of the representation theory of V is that, for each
pair (i, j), the space of primary bulk fields is finite. In addition, any boundary
or defect condition can be written as a superposition of a finite set of irreducible
boundary or defect conditions. Thus there is a finite number of OPE’s and cor-
relation functions 1 to calculate.
1.2.3 Full conformal field theory and holomorphic factoriza-
tion
Despite their differences chiral and full CFT are not unrelated: Full CFT can
be obtained from an underlying chiral CFT, via the principle of holomorphic fac-
torization. This is sometimes phrased by saying that the correlation functions of
the full CFT are obtained by combining two "chiral halves". This is done in such
way that the correlation functions are single-valued and satisfy all consistency
conditions. Holomorphic factorization has only been worked out and proven
in full generality for rational conformal field theory. However, it is generally
believed that holomorphic factorization works also beyond the rational case.
In the rational case, the notion of holomorphic factorization can be made
precise: Given a world sheet ΣC , the complex double, Σ̂C , is obtained from ΣC
as the orientation bundle over ΣC , modulo an identification of points over the
boundary of ΣC :
Σ̂C := Or(ΣC) / ∼ , (x, or) ∼ (x,−or) ∀x∈ ∂ΣC . (1.10)
Thus, e.g. the double of a disc is a sphere and the double of a torus consists of
two disjoint tori with opposite orientation. The double is a complex curve and
consequently one can define a chiral CFT on Σ̂C . In this setting, holomorphic
factorization amounts to the statement that:
The correlation function of ΣC is an element in the space of conformal blocks on Σ̂C .
When constructing the double, a point p in the interior of ΣC gets mapped
to two points p′ and p′′ on the double. By construction, the double admits an
orientation reversing involution σ, that interchanges the two points on Σ̂C over
each point on ΣC . Note that, in the chiral CFT on the double, the points p′ and
p′′ over p can be varied independently. However, when constructing the full
1Even after restricting to primary fields there is in principle still an infinite number of correla-
tion functions to calculate, considering e.g. different topologies and an arbitrary number of field
insertions. However, due to the factorization constraints, which will be described in section 1.2.4,
all of them can be expressed through a finite number of fundamental correlation functions.
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CFT from the chiral one, we require that the element in the space of conformal
blocks that appears in the correlation is such that
p′′ = σ(p′) . (1.11)
This way local coordinates around p′ and p′′ are related.
Holomorphic factorization splits the solution of full CFT into two parts:
1. Study the chiral conformal field theory on the double Σ̂C to obtain the
space Bl(Σ̂C) of conformal blocks. That involves in particular solving
"Ward identities". These implement the local chiral symmetries globally
on the double and thus also on the world sheet.
2. For a given world sheet ΣC , determine the actual correlation function of
the full CFT on ΣC as an element of Bl(Σ̂C) .
The strategy to solve the second part of the problem is to find a vector in the
relevant space of conformal blocks that satisfies all consistency conditions of
the theory. In the case of rational conformal field theory this problem has been
worked out completely [43,44,45,33,34,1] in the TFT-construction of rational CFT.
The TFT-constructions is used in this thesis to study rational CFT; it is described
in section 4.1.
The second part of the solution is a purely algebraic consideration. For this
reason it is convenient to work not directly with the vertex algebra V itself, but
rather with the category of representations,Rep(V), of V . In fact we will not work
directly in Rep(V) but rather in an abstract category that shares the properties
of Rep(V). Relevant notions from category theory are described in detail in
the next chapter. Working in an abstract category instead of with the vertex
algebra itself has two major advantages. First of all it allows us to forget about
a lot of the intricate structure of the vertex algebra. The representation category
remembers exactly the information relevant to solve the problem. Second, and
not less important, we are able to treat an entire class of CFTs simultaneously.
Below we will only be interested in questions related to the second part of
the solution as described above, i.e. the problem to select the correlator out of
a space of conformal blocks, in rational as well as non-rational theories. This
means that we are able to suppress the conformal structure and consider topo-
logical world sheets, i.e. we think of the world sheet as a topological manifold.
As a consequence we consider also the double as a topological manifold and
suppress the conformal structure.
It is worth pointing out that even when considering the second problem
alone, without having solved the chiral theory, one still obtains non-trivial rel-
evant physical information, such as OPE coefficients.
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1.2.4 Consistency conditions
In this subsection we describe the two types of non-chiral consistency condi-
tions, mapping class group invariance and factorization constraints, that we require
the correlators to satisfy.
Mapping class groups and modular transformations
The mapping class group Map(Σ) of a world sheet Σ consists of the homotopy
classes [f ] of homeomorphisms f : Σ → Σ that preserves the decorations (i.e.
labels of field insertions and defect and boundary conditions), and for oriented
world sheets, the orientation. The correlators are required to be invariant under
an action of Map(Σ). This guarantees that the correlators are indeed single-
valued functions. Let us explain how this works in a bit more detail.
Recall from section 1.2.1 that conformal blocks fit into a (generically non-
trivial) vector bundle over the moduli space, and as a consequence a conformal
block is in general multi-valued with respect to the moduli of Σ̂. This is re-
flected in a non-trivial action of the fundamental group π0(Mˆg,n) of the moduli
space of Σ̂ on the space Bl(Σ̂C). The fundamental group π0(Mˆg,n) is the same
as the mapping class groupMap(Σ̂) of the double, see e.g. [12, Theorem 6.1.13].
For correlators, the relevant group is the subgroup of Map(Σ̂) that com-
mutes with the orientation reversing involution σ, which relates points pair-
wise on the double, c.f (1.11). This subgroup, sometimes called the relative
modular group, is isomorphic to the mapping class group Map(Σ) of the world
sheet. Invariance under the action of Map(Σ) therefore assures that the correla-
tors are single-valued.
Let us describe a concrete example. Consider the torus without any field
insertions. The mapping class group of this world sheet is the modular group
PSL(2,Z). Any torus can be described as a quotient of the upper half plane by
identifying points that differ by integer combinations of two vectors. Due to
conformal invariance the CFT is invariant under scalings and rotations of this
torus. Thus we can take the vectors to be τ with Im(τ) > 0 and 1. The group
PSL(2,Z) has a presentation by 2 generators S and T modulo the relations
S2 = 1 and (ST )3 = 1. In terms of the modular parameter τ , S and T acts as
T : τ 7→ τ + 1 and S : τ 7→ − 1τ , see e.g. [25] or [94] for more details. One can
show that these transformations leave the conformal structure invariant.
Factorizations constraints
The sewing constraints, formulated in [97,98,71], relateworld sheets of different
topology. They require that when sewing world sheets together, the correlator
of the so obtained world sheet can be expressed as a sum over the correlators of
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the various types of disjoint world sheets that are sewn together. In particular,
one can obtain one and the same world sheet by sewing together world sheets
in several distinct ways. One can, e.g. obtain a four-point function on the sphere
by sewing together two three-point functions in three distinct ways, see [71, Fig.
9(a)]. The sewing constraints give relations between these different ways of
sewing.
Equivalently to sewing we can consider the notion of factorization, which
means that instead of sewing we give a prescription on how to cut a world
sheet up into smaller pieces, such that the correlator of the original world sheet
can be written as a sum over the correlators of the so obtained world sheets.
Factorization is described in detail in [33].
There are two types of factorization: bulk and boundary factorization. Bulk
factorization takes place in a cylindrical region of the world sheet and in short
it works as follows in a rational CFT: A world sheet is cut along a circle em-
bedded in the cylindrical region. This results in two holes in the world sheet,
which are then closed by gluing a disc with one bulk field to each hole, see pic-
ture (4.45) below. The bulk fields that we place on the two discs are related by a
non-degenerate pairing on the space of bulk fields. This pairing comes from the
two-point function on the sphere. Thus, factorization gives rise to a collection
of world sheets that are labeled by bulk fields. We will refer to world sheets ob-
tained this way as factorized world sheets. It is sometimes useful to have the fol-
lowing picture of factorization in mind: Picture the cylindrical region, in which
we cut, as a tube (as in picture (4.45)). Factorization can then be thought of as
"squeezing" the tube to smaller and smaller diameter until it breaks. Boundary
factorization works similarly, but the factorization is performed along a line
segment embedded between two boundary components.
The factorization constraints should be thought of as a concrete realization
of the notion of inserting a complete set of states. The factorization identity
involves a sum over all primary bulk fields. This may be thought of as summing
over the entire state space.
In [33] it is proven that the correlators of world sheets without defects, ob-
tained via the TFT-construction, satisfy the factorization constraints. In [1] the
proof is extended to orientable world sheets with an arbitrary network of de-
fects. The factorization identity, Theorem 4.4, states that summing over the cor-
relators of the collection of factorized world sheets, with suitable coefficients,
we obtain the correlator of the world sheet we started with. Bulk factorization
is described in more detail in section 4.2.1
The factorization identities drastically reduce the number of correlators that
have to be calculated in order to know any correlator. In a rational CFT, the
correlator of any oriented world sheet can be written as a sum involving corre-
lators of world sheets of only three types [1]:
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• Three defect fields on the sphere
• Three boundary fields on the disc
• One boundary and one disorder field on the disc
Any correlator is determined, via the factorization identity, by calculating all
possible correlators of these types involving only primary fields. In addition,
due to semisimplicity it is enough to consider the irreducible boundary and
defect conditions. Thus, as explained in [1], there is a finite number of funda-
mental world sheets fromwhich any correlator can be obtained algorithmically.
Historically, there have been attempts to solve full CFT by picking one of the
constraints and search for all solutions that satisfy that constraint. For example
searching for modular invariant torus partition functions, in order to find bulk
state spaces of consistent conformal field theories, has led to what is known as
the ADE-classification of torus partition functions for the su(2)-WZW-models
[17]. However, considering modular invariance alone is far from enough. One
canwrite downmodular invariant partition functions which are not part of any
consistent conformal field theory. The appearance of such spurious solutions
should not come as a surprise. There could very well be modular invariant
partitions functions that satisfy one consistency condition but not all. The set of
constraints is highly over-determined and it is a priori not clear that a solution
exists at all. One advantage of the TFT-construction is that it allows one to treat
the whole set of constraints simultaneously.
1.3 Topological defect lines
Recall from section 1.2 that topological defect lines are characterized by the fact
that they can be deformed without affecting the correlator, as long as the de-
fect is not taken across a field insertion or another defect line. Technically that
means that the defects we are interested in are tensionless in the sense that the
holomorphic and the anti-holomorphic components, T and T , of the energy-
momentum tensor are continuous across the defect line. In fact we require
more. We require that both the holomorphic and the antiholomorphic compo-
nents of all generating currents of the chiral algebra are continuous across the
defect line. Below "defect line" or simply "defect" will always refer to a defect
line that is topological in this strong sense.
Even though some aspects of defect lines mentioned below are valid in a
more general setting we will describe defects in rational CFT. In particular we
will use that in a rational CFT there is a finite set of simple defect conditions
and any defect condition can be written as a superposition of the simple ones.
An A-B-defect separates two regions such that the region to the left (right) of
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the defect is in phase A (B):
X
A
B
(1.12)
We refer to such a defect line, with defect condition X , simply as the defect
X . There is a notion of the dual X∨ of an A-B-defect X . X∨ is a B-A-defect
obtained from X by reversing its orientation.
We will be interested in world sheets with arbitrary networks of defects.
Thus, several defects may be joined at a single point or one or more defects
may end on a single point on the boundary. We refer to such points as a network
vertices.
Defect operators
A defect line gives rise an operator between spaces of bulk fields. Consider a
bulk field φ in phase A encircled by an A-B-defect X . Since the defect line is
topological it can be shrunk to an arbitrarily small radius ε. In the limit ε → 0,
we obtain a bulk field DX(φ) in phase B. Thus, the defect X gives rise to a
linear map DX between the spaces of bulk fields in phase A and B separated
X . This is illustrated in the following picture:
X
A
φ
B
7→
φ
X
B
7→
DX (φ)
B
(1.13)
Fusion of defects
Consider two parallel defects X and Y in a region where there are no field in-
sertions or other defect lines between them. Since we can move the two defects
arbitrarily close to each other they can be considered as a single defect: their fu-
sion productX⋆Y . In rational CFT, where there is a complete characterization of
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defect lines, there is a precise representation theoretic description of the defect
condition that is assigned to X ⋆ Y . This description is given in section 4.1.2.
Fusion of defects allow us to take a defect across a bulk field at the cost of
transforming the bulk field into a disorder field. In rational CFT we can, due to
semisimplicity, map a bulk field in phaseA to a sum over defect conditions and
disorder fields in phase B as illustrated in the following picture:
Φα
X
A
B
=
X
A
B
=
∑
Y
∑
τ
X
X
Y
A
B
=
∑
Y,τ
∑
γ
dαγA,X,B;Xµ,τ
X
Y
Θγ
A
B
(1.14)
Here, the summation over Y is a sum over the simple defects, the summation
over τ is over the multiplicity of Y in the fusion of X with X∨ and Θγ label the
elementary disorder fields at which Y can end.
Considering the coefficients dαγA,X,B;B,τ on the right hand side of (1.14), i.e.
the contribution of the trivial defect condition Y =B, we obtain the defect trans-
mission coefficients, which contain a lot of the physical information about de-
fects. They describe the bulk field contribution in the sum over disorder fields
in (1.14) and thus to what extent the defect line is transmissive with respect to
bulk fields. As a consequence, the defect operator DX , c.f. (1.13), is completely
characterized by the defect transmission coefficients. In addition, as will be
described in section 5.4, the defect partition function has an expansion in terms
of the defect transmission coefficients. The defect transmission coefficients are
in one-to-one correspondence with the irreducible representation of a finite-
dimensional commutative unital associative algebra over C [3], the classifying
algebra for defects. Thus, the simple defects are classified by this algebra. This is
described in chapter 5.
A defect can also be fused to a boundary. When an A-B-defect X is run-
ning parallel to a boundary conditionM in phase B it can be moved arbitrarily
close to the boundary. This gives rise to a fusion between the defect line and
the boundary. The mathematical description of this fusion is analogous to the
fusion of two defects and is described in section 4.1.2.
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Defects in statistical models
Defect lines appear naturally in lattice models. Consider e.g. the Ising model on
a square lattice with ferromagnetic coupling at low temperature. In that situa-
tion most bonds are locked into place by the ferromagnetic coupling. However,
it may happen that there are plaquettes, i.e. squares in the lattice bounded by
four bonds (edges in the lattice), such that the bonds around this plaquette are
not locked. This phenomenon, known as frustration, may occur if an odd num-
ber of bonds that form the square are anti-ferromagnetic. Frustration is encoded
in a disorder parameter placed in the middle of the plaquette (i.e. on a site of the
dual lattice). The calculation of correlators of such disorder parameter involves
a line, along some path in the lattice, connecting the disorder parameters. The
choice of such path is in fact a gauge choice, i.e. the correlator is independent
of the particular choice of path. In the scaling limit we obtain a CFT-correlator
that involves disorder fields connected by defect lines. See e.g. [93] for more
details.
Group-like and duality defects
Since defect lines connect different phases of a CFT, it should not come as a
surprise that they can be used to derive non-chiral symmetries and dualities
between CFTs. A group-like defect is an A-A-defect with the property that its
fusion product with the dual X∨ is the invisible defect. Group-like defects de-
scribe non-chiral symmetries of CFTs. Since non-isomorphic defect conditions
describe distinct defect operators [40] non-isomorphic defect conditions give
rise to distinct symmetries.
A generalization of group-like defects are duality defects. A duality defectX
has the property that there is another defect X ′ such that first taking X across
a bulk field as in (1.14) and then taking X ′ across the resulting disorder field
results in a sum over bulk fields rather than genuine disorder fields. Duality
defects can be used to derive duality relations between CFTs [40]. It has e.g.
been shown in [37] that the order disorder duality of the critical Ising model
can be implemented by a duality defect.
1.4 Logarithmic CFT
Above we have largely restricted our attention to rational CFT, whose mathe-
matical formulation by now is fairly well understood. In recent years there has
been a growing interest in a class of non-rational CFTs, called logarithmic CFT,
first discussed in [53].
For logarithmic CFT we keep the requirement that the chiral algebra has a
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finite number of simple modules. The novelty as compared to rational CFT is
that not every module is fully reducible, i.e. the relevant representation cate-
gory is no longer semisimple. A consequence of the non-semisimplicity is that
there are conformal blocks with logarithmic branch cuts. This is explained in
e.g. section 5.2 of [48]. One might fear that chiral theories of this form cannot
be used to construct a full (local) CFT. However, this has been achieved for e.g.
the triplet models, the best understood type of logarithmic models. In [49] a
modular invariant partition function is obtained, and a corresponding bound-
ary theory has been studied in [50].
It is worth noting that semisimplicity arises in quantum physics as a con-
sequence of unitarity. Nevertheless the logarithmic theories appear in vari-
ous physical applications, despite the fact that they are not unitary. Logarith-
mic CFT can be used to understand e.g. the critical behavior of percolation,
which was described in section 1.2, and critical polymers in two dimensions,
see e.g. [79, 84].
So far it is not fully known how to formalize logarithmic CFT mathemati-
cally. In this context it is worth mentioning that for rational CFT it took two
decades to obtain a model-independent mathematical description. The work
in [4,5,6] presented in chapter 6 of this thesis aims at a better understanding of
logarithmic CFT from a categorical perspective.
Holomorphic factorization is not expected to be valid only for rational CFT.
Thus, one could explore whether the separation of the solution of full CFT, that
was described in section 1.2.3, still works in the non-rational case. In this thesis
we give a prescription of a morphism C(Σg,n) associated to a closed oriented
surface Σg,n of genus g with n marked points. We show [4, 6] that for a par-
ticular class of non-semisimple categories, the morphism C(Σg,n) is invariant
under a natural projective action [73] of the mapping class group of Σg,n. This
motivates us to think of the morphisms C(Σg,n) as candidates for correlators
in non-rational theories. Considering C(Σ1,0) we also show that the partition
function provided by this construction can be "chirally decomposed" [5]. In
particular, in the semisimple case, the well known charge conjugation partition
function, which is present in any rational CFT (see section 3.2.2), is reproduced.
All of this is described in chapter 6.
2 Category theory
In this chapter we introduce various notions from category theory that we need
in the rest of the thesis. A category C consists of two types of data: A collection
of objects Obj(C) and for any ordered pair U, V ∈Obj(C) a set of morphisms
fromU to V denoted byHom(U, V ). Themorphisms are subject to the following
conditions:
• Any two morphisms f ∈Hom(U, V ) and g ∈Hom(V,W ) can be composed
to a morphism g ◦ f ∈Hom(U,W ) and the composition is associative
• For any object V ∈Obj(C) there is an identity morphism, idV , such that
idV ◦ f = f and g ◦ idV = g , (2.1)
for any f ∈Hom(U, V ) and g∈Hom(V,W )
As a first elementary example we mention the category VectC of finite di-
mensional complex vector space. The objects of the category VectC are the
finite dimensional complex vectors spaces and the morphisms are the linear
maps between such vector spaces. The composition of morphisms is the ordi-
nary composition of linear maps. It is easily checked that the conditions above
are indeed satisfied. So far this statement is just a formalization of a well known
fact. However, we will see that the category VectC fits into a class of categories,
relevant for CFT, with a lot more interesting structure. In particular we will see
that there are natural generalizations of structures such as associative algebras
and their representation theory.
In order to describe aspects of CFT we will be interested in categories with
quite a lot additional structure. It is convenient to describe some of these struc-
tures in terms of functors. A functor F : C → D from a category C to a categoryD
associates to each object U ∈Obj(C) an object F (U)∈Obj(D) and to each mor-
phism f ∈HomC(U, V ) a morphism F (f)∈HomD(F (U), F (V )) in such a way
that the morphisms in D satisfy
F (idU ) = idF (U) and F (g) ◦F (f) = F (g ◦ f) , (2.2)
for all f ∈Hom(X,Y ) and g∈Hom(Y, Z). Analogously a bifunctor is a functor
F : C×D → E (the category C×D is the category whose objects and morphisms
are just pairs of objects and morphisms from C and D) associating to a pair of
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objects (morphisms) in C×D an object (morphism) in E , such that F is functorial
(i.e. (2.2) is satisfied) in each argument.
Below we introduce step by step all additional structure that impose on our
categories. We will first introduce the special class of (semisimple) modular ten-
sor categories. After that, we describe the category H-mod of representations of
a finite-dimensional factorizable ribbon Hopf algebras, which may or may not
be modular. In the end of this chapter we define a larger class of categories, in
which we relax the semisimplicity condition, containing the semisimple mod-
ular ones, and in particularH-mod.
2.1 Monoidal categories
A monoidal category is a category C equipped with a bifunctor ⊗ : C ×C → C as-
sociating to any pair of objects U, V ∈Obj(C) an object U ⊗V and to any pair of
morphisms f ∈Hom(U, V ) and g∈Hom(U ′, V ′) a morphism f ⊗ g∈Hom(U ⊗
U ′, V ⊗V ′). In addition there is a tensor unit 1∈Obj(C) and families of isomor-
phisms such that
U ⊗ (V ⊗W ) ∼= (U ⊗V )⊗W and 1⊗U ∼= U ∼= U ⊗1 , (2.3)
for all U, V,W ∈Obj(C). The existence of such isomorphisms is not enough.
They also have to satisfy the pentagon and triangle identities. The pentagon
identity assures that the families of isomorphisms in (2.3) provide a unique
isomorphism between any two bracketings of multiple tensor products and the
triangle identity is a compatibility condition between the associativity and unit
constraint. See e.g. [60, Chapter XI.2] for the explicit form of these identities.
Remark 2.1. Note that sometimes theword tensor category is used for amonoidal
category. In mathematics literature, the notion of a tensor category typically in-
volves additional structure. In particular a tensor category is required to be
rigid. This means that left and right duals, that are introduced in the next sub-
section, exist for each object. We will sometimes use the word tensor category,
but only in situations when the category is a tensor category in this stronger
sense.
Amonoidal category is called strict if all the isomorphisms in (2.3) are equal-
ities. In many interesting situations this is not the case. However, according to
the coherence theorems [77, Chapter VII.2], any monoidal category is equiva-
lent to a strict one, see also [60, Chapter XI.5]. (Two categories are equivalent
if there exists a functor between them that is invertible up to isomorphism, see
eq. [77, Chapter IV.4].) Thus we can (and will) always replace any non-strict
category by an equivalent strict one and accordingly take the isomorphisms
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in (2.3) to be equalities. Typically, this equivalence preserves also additional
structures on the categories, see e.g. [81, Theorem 2.2].
In strict monoidal categories we will make extensive use of graphical cal-
culus. In graphical calculus we write morphisms as pictures in the following
manner: A morphism is drawn as a box (or some other shape) connecting lines
labeled by the source and target object, and the identity morphism is drawn as
a single line labeled by the corresponding object. The convention in this text is
to read pictures from bottom to top. Composition of morphisms is depicted as
concatenation of morphisms and the tensor product of morphisms as juxtapo-
sition. This is illustrated in the following picture:
idU =
U
U
f =
U
V
f g ◦ f =
W
U
f
g
V f ⊗ f ′ =
U
V
f
U ′
V ′
f ′ (2.4)
2.2 Modular tensor categories
In this section we introduce (semisimple) modular tensor categories.
2.2.1 Ribbon categories
A ribbon category is a monoidal category with three additional compatible struc-
tures: Duality, braiding and twist:
• A (right) duality assigns to every object U a dual object U∨ and a pair of
morphisms, the evaluation and coevaluation morphisms:
dU ∈Hom(U
∨⊗U,1) and bU ∈Hom(1, U ⊗U∨) . (2.5)
Via the evaluation and coevaluation morphisms the duality also acts on
morphism according to
f 7→ f∨ := (dV ⊗ idU∨) ◦ (idV ∨ ⊗ f ⊗ idU∨) ◦ (idV ∨ ⊗ bU ) . (2.6)
In fact, as is easily checked, this way the duality is a functor ∨ : C → Cop,
where Cop is the opposite category defined below in section 2.6. The mor-
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phisms bU , dU and f
∨ are depicted graphically as:
bU =
U U∨
dU =
U∨ U
f∨ =
V ∨
U∨
f (2.7)
The duality is unique up to unique isomorphism, see appendix A.1.2.
• A braiding is a family of natural isomorphisms cU,V ∈Hom(U ⊗V, V ⊗U),
one for each pair of objects U.V ∈Obj(C). We depict the braiding and its
inverse as
cU,V =
U V
V U
c−1U,V =
V U
U V
(2.8)
• A twist is a family of automorphisms θU ∈End(U), one for each object
U ∈Obj(C). Graphically the twist and its inverse are denoted by
θU =
U
U
θ−1U =
U
U
(2.9)
The duality, braiding and twist satisfy a number of consistency conditions.
Among the them are the braid relations which state that the isomorphisms cU,V
(and analogously their inverses) have to satisfy
cU,V⊗W = (idV ⊗ cU,W ) ◦ (cU,V ⊗ idW ) and
cU⊗V,W = (cU,W ⊗ idV ) ◦ (idU ⊗ cV,W ) .
(2.10)
The second of these equality is displayed in graphically in (A.3). The rest of the
compatibility conditions is given in appendix A.1.1, see also e.g. [60, Chapter
XIV.3].
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Sovereignty
There is also a notion of left duality, i.e. a functor assigning to each object
U ∈Obj(C) a left dual object ∨U and to each morphism f the left dual mor-
phism ∨f . The left evaluation and coevaluation morphisms will be denoted by
d˜U ∈Hom(U ⊗ ∨U,1) and b˜U ∈Hom(1, ∨U ⊗U) respectively. The pictures for the
left duality are the mirrored versions of (2.7), see (A.4).
In a ribbon category we can easily define a left duality by defining ∨U := U∨
and taking the left (co)evaluation morphisms to be given by combinations of
braidings, twists and right (co)evaluation morphisms, see (A.4). This defines a
strictly sovereign structure.
For some purposes strict sovereignty is too strong. We wish to relax the
equality of left and right duality to ∨U ∼= U∨. Explicitly: If it exists (in ribbon
categories it does), a sovereign structure is a choice of a monoidal natural isomor-
phism π between the right and left duality functors. Naturality means that the
family {πU} of isomorphisms is a natural transformation. Explicitly:
∨f ◦ πV = πU ◦ f∨ (2.11)
for any f ∈Hom(U, V ). That {πU} is monoidal means that πU ⊗ V = πU ⊗ πV .
The equivalent notion of balanced, or sometimes also called pivotal, structure
requires instead the existence of an isomorphism between the (left or right)
double dual functors and the identity functor.
In a sovereign category C we can define right and left traces of an endomor-
phism f ∈ End(X) according to
tracer(f) := tracel(f) :=f πX fπ
−1
X (2.12)
If C is in addition ribbon, it is spherical, i.e. the left and right traces coincide
tracel(f) = tracer(f) := trace(f) . (2.13)
Using the properties of the duality functors it is also easily checked that the
trace is cyclic. The trace of the identity morphism is the quantum dimension of
the object
dim(U) := trace(idU ) . (2.14)
Graphical calculus for sovereign ribbon categories
A nice way of thinking of the compatibility conditions for a strictly sovereign
ribbon category is to think of the lines in graphical notation as two-dimensional
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ribbons. We then picture the twist endomorphism as a 2π rotation of a ribbon
around its core:
U
U
=
U
U
(2.15)
and dualities and braidings as ribbons with the same shapes. The compatibil-
ity conditions of the duality, braiding and twist are then exactly such that the
allowed deformations of a morphism are the ones that are possible to perform
with the corresponding two-dimensional ribbons.
2.2.2 Modular tensor categories
Amodular tensor category is a finitely semisimple, abelian, k-linear ribbon cat-
egory C, where k is an algebraically closed field of characteristic 0, with simple
tensor unit and a non-degenerate s-matrix. Let us describe what this means.
That C is abelian k-linear means in particular that every morphism set is a
vector space over k. What is relevant for CFT is the case k = C. In an abelian
category there is also a notion of direct sum, see e.g. [77, Chapter VIII.3] for
more details. When discussing modular categories we will assume that C is
strictly sovereign.
A simple object is characterized by the property that it does not have a proper
subobject (the notion of subobject is defined in section 2.6). In the present sit-
uation this implies that the space of endomorphisms of a simple object is the
ground field. Such an object is called absolutely simple.
That C is finitely semisimple means that there is a finite number of simple
object and every object is a finite direct sum of simple objects. We will denote a
set of representatives of the simple objects by {Ui|i∈I}, where i = 0, ..., |I| − 1
and we choose U0 = 1.
The s-matrix is the |I| × |I|matrix with entries
si,j := trace(cj,i ◦ ci,j) ∈ k . (2.16)
Thus, a non-degenerate s-matrix constitutes a non-degeneracy condition on the
braiding. Using that left and right traces coincide, the s-matrix can be written
as
si,j = i j (2.17)
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Note that the first row (and column since the trace is symmetric) of the s-matrix
consists of the quantum dimensions of the simple objects
dim(Ui) = si,0 . (2.18)
The s-matrix together with the matrix T , with entries Tij := δijθi, furnish a
projective representation of the modular group. There is also a genuine repre-
sentation of the modular group in which the S-transformation is generated by
a matrix whose elements are related to the elements of the matrix (2.16) by
Si,j := S0,0 si,j . (2.19)
The category Vectk The category Vectk, of finite-dimensional vector spaces
over an algebraically closed field k, is an elementary example of a ribbon cat-
egory: The duality assigns to any vector space V the dual vector space V ∗=
Homk(V, k). The braiding is the flip map τV,W which just interchange the two
factors V and W in a tensor product; in particular over- and under-braiding
coincide. When the braiding and inverse braiding coincide the category is
referred to as symmetric. Finally the twist is trivial: For any V ∈Obj(Vectk),
θV = idV . In fact Vectk is even modular. There is a single simple object, the
ground field k, and since the braiding is symmetric, the single s-matrix element
equals 1.
On the other hand, the category of super vector spaces is not modular.
The category of super vector spaces has two simple objects (both of them 1-
dimensional), (k, 0) and (0, k), and again due to the symmetric braiding all four
s-matrix elements are 1. Thus the s-matrix is degenerate.
Basis choices It is convenient to describe some aspects of modular tensor cate-
gories in terms of bases of morphisms spaces. For every objectX and every sim-
ple object Ui we fix embedding and restriction morphisms e
X
i,α ∈Hom(Ui, X)
and rXi,α ∈ Hom(X,Ui). Here i∈I and α labels the multiplicity of Ui in X . The
embedding and restriction morphisms have the properties
rXj,α ◦ e
X
i,β = δij δαβ idUi and
∑
i∈I
∑
α
eXi,α ◦ r
X
i,α = idX . (2.20)
Denote by
N kij = dim(Hom(Ui⊗Uj , Uk)) , (2.21)
i.e. the dimension of the space Hom(Ui⊗Uj, Uk) for all i, j, k in I and choose a
basis {λα(i,j),k|α = i, 2, ...,N
k
ij } for this space. The dual basis ofHom(Uk, Ui⊗Uj)
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is denoted by {Λ
(i,j),k
α |α = 1, 2, ...,N kij }. We depict the basis morphisms as
λα(i,j),k =
i j
k
α
Λ
(i,j),k
α =
k
i j
α (2.22)
That the two bases are dual to each other means that they satisfy
λα(i,j),k ◦ Λ
(i,j),l
β = δkl δαβ idk . (2.23)
In addition they satisfy
∑
k∈I
N kij∑
α=1
Λ(i,j),kα ◦ λ
α
(i,j),k = idUi ⊗ idUj . (2.24)
This is due to semisimplicity of C.
2.3 Algebra objects in monoidal categories
Recall the concept of an associative unital algebraA over a field k: A is a vector
space over k endowed with an associative product m :A × A → A and a unit,
e.g. an element e∈A such thatm(e, a) = m(a, e) = a for all a∈A. We will make
extensive use of a categorical version of this concept.
2.3.1 Algebras and coalgebras
Definition 2.2. An algebra (A,m, η) in a monoidal category C is an object A in C,
together with a productm∈Hom(A⊗A,A), and a unit η ∈Hom(1, A), such that
m is associative and η satisfies the unit constraint. Explicitly,
m ◦ (m⊗ idA) = m ◦ (idA⊗m) and
m ◦ (idA⊗ η) = idA = m ◦ (η⊗ idA) .
(2.25)
Indeed, an associative algebra A in the classical sense described above is
nothing but an algebra in the category Vectk. We will also need the dual notion
of a coalgebra:
Definition 2.3. A coalgebra (C,∆, ε) in a monoidal category C is an object C in C,
together with a coproduct ∆∈Hom(C,C ⊗C), and a counit ε∈Hom(C,1), such
that∆ is associative and ε satisfies the unit constraint. Explicitly,
(∆⊗ idC) ◦∆ = (idC ⊗∆) ◦∆ and
(idC ⊗ ε) ◦∆ = idC = (ε⊗ idC) ◦∆ .
(2.26)
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In pictures, depicting the product and the unit as
m =
A
A
A
η =
A
(2.27)
the associativity and unit properties are drawn as:
A A
A
A
=
A A
A
A
A
A
=
A
A
=
A
A
(2.28)
Analogously, depicting the coproduct and counit as
∆ =
C
C
C
ε =
C
(2.29)
the coassociativity and counit constraints are drawn as:
C
C
C C
=
C
C
C C
C
C
=
C
C
=
C
C
(2.30)
A crucial ingredient in our description of conformal field theory will be ob-
jects which are both algebras and coalgebras and in addition posses some com-
patibility condition between these two structures. We will consider two differ-
ent compatibility conditions. The first one is the notion of a Frobenius algebra:
Definition 2.4. A Frobenius algebra (A,m, η,∆, ε) in a monoidal category C is an
objectA such that (A,m, η) is an algebra, (A,∆, ε) is a coalgebra and the algebra
and coalgebra structures are compatible in the sense that
A
A
A
A
=
A
A
A
A
=
A
A
A
A
(2.31)
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The Frobenius algebras of our interest typically have additional properties:
Definition 2.5.
(i) An algebra in a k-linear monoidal category C which is also a coalgebra is
called special iff
m ◦∆ = βA idA and ε ◦ η = β1 id1 (2.32)
for non-zero numbers β1 and βA.
(ii) An invariant pairing on an algebra A=(A,m, η) in a monoidal category C is
a morphism κ∈HomC(A⊗A,1) satisfying κ ◦ (m⊗ idA)=κ ◦ (idA⊗m).
(iii) A symmetric algebra (A, κ) in a sovereign category C is an algebra A in C
together with an invariant pairing κ that is symmetric, i.e. satisfies
=
A
κ
A
π−1A
A A
κ
=
A
κ
A
πA
(2.33)
Remark 2.6. (i) In a sovereign category C, the Frobenius property (2.31) is
equivalent to the statement that the morphisms Φr and Φl defined as
Φr := ((ε⊗m)⊗ idA∨) ◦ (idA⊗ bA) ∈ Hom(A,A∨) and
Φl := (id∨A⊗ (m⊗ ε)) ◦ (b˜A⊗ idA) ∈ Hom(A,
∨A)
(2.34)
are isomorphisms of right- and left-modules, respectively [7]. In addition, if C
is strictly sovereign, A is symmetric iff Φr = Φl.
(ii) The two equalities in (2.33) imply each other.
(iii) An algebra with an invariant pairing κ, i.e. that satisfies κ ◦ (m⊗ idA) =
κ ◦ (idA⊗m), is Frobenius iff κ is non-degenerate [7]. In case A is Frobenius as
in Definition 2.4, κε := ε ◦m is a non-degenerate invariant pairing.
(iv) Note that not only algebras and coalgebras, but even Frobenius algebras
can be defined in any monoidal category. We do not even need the category to
be abelian. A natural setting for symmetric algebras is a sovereign monoidal
category.
(v) For a special Frobenius algebra A, we will choose the normalization such
that βA = 1 and β1 = dim(A).
In a braided monoidal category we can define:
Definition 2.7. A bialgebra (A,m, η,∆, ε) in a braidedmonoidal category C is an
objectA such that (A,m, η) is an algebra, (A,∆, ε)
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and coalgebra structures are compatible in the sense
A
A
A
A
=
A
A
A
A
(2.35)
and in addition
ε ◦m = ε⊗ ε and ∆ ◦ η = η⊗ η . (2.36)
We will in particular be interested in bialgebras with an additional property:
Definition 2.8. A Hopf algebra (H,m, η,∆, ε, S) in a monoidal category C is an
object H such that (H,m, η,∆, ε) is a bialgebra, and the antipode S∈End(H)
satisfies
H
H
S =
H
H
=
H
H
S (2.37)
Graphically, we write the antipode as a circle (like in (2.37)), and if the an-
tipode is invertible we write it as a filled circle:
S =
H
H
S−1 =
H
H
(2.38)
It follows (see e.g. [74, Section 3.1]) from (2.35) and (2.37) that S is an anti-
endomorphism of H as a (co)-algebra:
H
H H
=
H
H H
and
H
H H
=
H
H H
(2.39)
If in addition the antipode is invertible, it follows that the inverse antipode sat-
isfies analogous relations with braiding replaced by inverse braiding. In other
words, antipodes can be pushed through products and coproducts at the cost
of introducing extra braidings.
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From (2.36) and the unit property it follows that
ε ◦ η = 1 . (2.40)
Furthermore, combining ε ◦ η=1 with the defining property (2.37) of S and
(2.36) it follows that
ε ◦ S = ε and S ◦ η = η . (2.41)
Tensor products of (Frobenius) algebras
Consider two objects A and B in a braided category, such that A and B are
algebras as well as coalgebras. We can define tensor products of algebras as
well as coalgebras by using the braiding. Consider the following morphisms:
m± := (mA⊗mB) ◦ (idA⊗ c∓A,B ⊗ idB), η
± := ηA⊗ ηB,
∆± := (idA⊗ c±A,B ⊗ idB) ◦ (∆A⊗∆B), ε
± := εA⊗ εB .
(2.42)
If we don’t require any compatibility condition between product and coproduct
on A⊗B it is easily checked that any choice ofm± and ∆± as defined in (2.42)
gives an algebra and a coalgebra structure on A⊗B. If A and B are Frobenius
algebras in a braided category, then
A⊗±B ≡ (A⊗±B,m±, η±,∆±, ε±) (2.43)
is a Frobenius algebra for either choice of ±. Note that, if A and B are bialge-
bras in a symmetric braided category, the structure morphisms in (2.42) give a
bialgebra structure on A⊗+B = A⊗−B ≡ A⊗B.
2.3.2 Representations of algebras
The notion of representation of associative algebras have a straightforward cat-
egorical generalization.
Definition 2.9. A (left) moduleM(ρ) over an algebra A in a monoidal category
C is an object M ∈Obj(C) together with a morphism ρ∈Hom(A⊗M,M) that
satisfies
A A M A A M
ρ
ρ ρ
=
M M
and
M
ρ
= idM .
M
(2.44)
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Analogously a right module over an algebra A in a category C is an object
M ∈Obj(C) together with a morphism ρ∈Hom(M ⊗A,M) satisfying the anal-
ogous relations. Finally a bimodule (X ; ρ, ρ) over A is an object X such that
(X, ρ) is a left module, (X, ρ) is a right module and ρ and ρcommute. In order
to lighten notation we will omit labels of representation morphisms when the
morphism is clear from the context.
For any two objects U and V and any A-B-bimodule (X, ρ, ρ) of algebras A
andB in a braided category we can define an induced bimodule U ⊗+X ⊗−V .
As an object U ⊗+X ⊗−V is just U ⊗X ⊗V , and the action is obtained by com-
bining the inverse braiding with the representationmorphisms ofX as follows:
A U X V B
ρ
ρ
U X V
(2.45)
Note that modules can be defined in any monoidal category C. If C is in
addition sovereign we can define:
Definition 2.10. The character χAM of amoduleM over an algebraA in a sovereign
monoidal category is the morphism
χAM :=
A
M
ρAM πM
∈ Hom(A, 1). (2.46)
For any algebra A in C, the category CA of left A-modules has as objects all
A-modules in C, and as morphisms the morphisms in C that intertwine the A-
action. For any two A-modulesX and Y , the set of such morphisms is denoted
by HomA(X,Y ). Analogously, there is a category CA|B of A-B-bimodules.
The objects of the category CA|B consist of all A-B-bimodules in C and the
morphisms in CA|B consist of all morphisms in C that are A-B-bimodule mor-
phisms. We denote the set of morphisms fromX to Y in CA|B byHomA|B(X,Y ).
Note that if C is a modular category the categories CA and CA|B do not inherit
this structure. In fact, they are in general not even monoidal categories. How-
ever, CA|A may be naturally equipped with a monoidal structure. To see how
this works, let us introduce tensor products of bimodules.
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Tensor products of bimodules
IfX is an A-B-bimodule and Y is a B-C bimodule for any algebras A, B and C
in some monoidal category C, we can define the tensor product over B, X ⊗B Y ,
ofX and Y as the coequalizer in CA|C of the left and right actions ofB onX and
Y . That means first of all that X ⊗B Y is an object in CA|C and there is a mor-
phism r inHomA|C(X ⊗Y,X ⊗B Y ) such that r ◦ ( ρBX ⊗ idY )= r ◦ (idX ⊗ ρ
B
Y ). In
addition r satisfies a universal property, see e.g. [77, Section III.3].
In the case we will be interested in, in which C is modular and B is a spe-
cial symmetric Frobenius algebra, X ⊗B Y can be written as the image (see
[1, Lemma A.3])
X ⊗B Y = Im(PX,Y ) (2.47)
of the projector
PX,Y : =
X Y
ρBX ρ
B
Y
(2.48)
In addition, a modular tensor category C is idempotent complete which im-
plies that there are embedding and restriction morphisms r∈HomA|C(X ⊗ Y,
X ⊗B Y ) and e∈HomA|C(X ⊗B Y,X⊗ Y ) such that
PX,Y = e ◦ r and r ◦ e = idX ⊗B Y . (2.49)
This tensor product of bimodules turns the category CA|A into a monoidal cat-
egory. Note that by taking Y to be a B-1-bimodule M , this prescription de-
fines X ⊗BM ∈CA for any A-B-bimodule X and any left B-module M . Anal-
ogously, one can define the right C-module N ⊗B Y , for any B-C-bimodule Y
and any right B-module N
Tensor products of bialgebra (bi-)modules
For bialgebras we have the notion of tensor product of bimodules described
above. However, the connecting axiom (2.35) allows also a different notion of
tensor product, which can be defined not only for bimodules, but already for
left or right modules. For two H-H ′-bimodules X and Y , over two bialgebras
H and H ′, there is a tensor product X ⊗∆ Y ≡ (X ⊗ Y, ρX ⊗∆ Y , ρX ⊗∆ Y ). As
an object, X ⊗∆ Y is just the underlying object X ⊗ Y in C, and the actions are
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constructed from the coproduct and the braiding as in the following picture:
H X Y H
ρ⊗∆
ρ⊗∆
:=
H X Y H
(2.50)
It is straightforward to check that these actions indeed satisfy (2.44) and the
corresponding condition for right actions. The tensor products of left- or right-
modules are obtained from this description by simply forgetting about the right-
or left-action.
Remark 2.11. (i) Note that the connecting axiom (2.35) for a bialgebra means
that the coproduct of a bialgebra is an algebramorphism fromA toA⊗−Awith
A⊗−A as defined in (2.43).
(ii) Endowing the object A⊗A with a bimodule structure with left and right
actions m⊗ idA and idA⊗m, the Frobenius property (2.31) means that the co-
product of a Frobenius algebra is a bimodule morphism from A to A⊗A.
2.4 Representation categories of factorizable ribbon
Hopf algebras
In this section we consider a finite-dimensional Hopf algebra H , over an alge-
braically closed field k of characteristic zero, or in other words, a Hopf algebra
object in the category Vectk, c.f Definition 2.8. We describe the relevant struc-
tures and properties of such Hopf algebras below. For more information see
e.g. [60]. We denote by H-mod the category of left-modules over H . The ob-
jects of H-mod are the left-modules, i.e. vector spaces over k endowed with a
leftH-action, and the morphisms ofH-mod are all left-module morphisms, i.e.
linear maps that intertwine the action of H .
In our analysis we often work directly in the category Vectk, i.e. morphisms
are linear maps. In particular we will draw pictures in Vectk rather than in
H-mod. This has the advantage that various relations can be expressed in a
more explicit manner. However, we have to be careful and make sure that the
linear maps we deal with indeed are morphisms in H-mod. Recall that the
braiding of Vectk is symmetric, so we do not need to distinguish between over-
and under-braiding.
Below we will identify H with Homk(k, H) and accordingly think of ele-
ments of H as linear maps in Homk(k, H). Analogously we will think of ele-
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ments of H∗ as linear maps in Homk(H, k). Thus in pictures, elements h∈H
and f ∈H∗ will be drawn as
h
and
f
(2.51)
respectively.
A left integral of a Hopf algebra H is an element Λ∈H satisfying
m ◦ (idH ⊗Λ) = Λ ◦ ε , (2.52)
and a right integral is an element Λ˜∈H satisfyingm◦ (Λ˜⊗ idH) = Λ˜◦ ε. A right
cointegral is an element λ∈H∗ satisfying
(λ⊗ idH) ◦∆ = η ◦ λ , (2.53)
and a left cointegral is defined analogously.
For a finite dimensional Hopf algebra H over k, the antipode is invertible
and H has a (up to normalization) unique non-zero left integral Λ and a non-
zero right cointegral λ, see [69]. In addition λ ◦ Λ∈k is invertible. Recall from
(2.39) that the antipode S, and consequently also S−1, is an anti-algebra as well
as an anti-coalgebra morphism.
2.4.1 Some Hopf algebra (bi-)modules
In the present setting, H can act on H as well as H∗ in more than one way. Let
us list the left and right actions that will be important to us
The regular bimodule Any algebra is a bimodule over itself with the actions
given by the multiplication. We will refer toH endowed with this action as the
regular bimodule.
The coregular bimodule Combining the antipode and dualities we obtain the
coregular actions of H on H∗. The coregular bimodule, F := (H∗, ρF , ρF ), is the
vector spaceH∗ endowed with the following actions of H :
H
ρF
H∗
H∗
ρF
H
:=
S
H H∗
H∗
H
S
−1
(2.54)
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The adjoint actions H can also act on itself via the adjoint left and right ac-
tions, defined by
ρ⋄ := ρ⋄ := (2.55)
The coadjoint left and right actions Analogously we can define the left and
right coadjoint actions ρ⊲ and ρ⊳ ofH on the vector spaceH
∗
ρ⊲ :=
H H∗
S
H∗
and ρ⊳ :=
H∗
S
H∗
H
S
−1
(2.56)
We will denote byH⋄=(H, ρ⋄) andH∗⊲ =(H
∗, ρ⊲) the adjoint and coadjoint left
modules
Remark 2.12. Note that a left (right) integral is a left (right) module morphism
from the trivial H-module (k, ε) to the regular left (right) H-module. Analo-
gously a left (right) cointegral is left (right) comodule morphism from H with
the regular left (right) coaction to the trivial comodule (k, η).
The Frobenius map
The Frobenius map Ψ : H → H∗ and its inverse Ψ−1 : H∗ → H defined by
Ψ =
  
  


H
S
λ
H∗
and Ψ−1 = (λ ◦Λ)−1
   
   


H∗
Λ
H
(2.57)
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That Ψ and Ψ−1 are inverse to each other means that1
  
  
  



   
   


S
H
λ
Λ
H
= λ ◦Λ
H
H
=
   
   
   



  
  


H
H
(2.58)
A graphical proof of this equality can be found in [47, Appendix A.2]
Remark 2.13. It is easily checked, using that S is an anti-algebramorphism, that
the Frobenius map Ψ intertwines the regular and the coregular actions.
2.4.2 Monoidal structure on H-mod
Considering any left-moduleM as an H-bimodule, with right action given by
idM ⊗ ε, the tensor product defined in (2.50) turns H-mod into a monoidal cat-
egory. Thus, the tensor product M ⊗N of two H-modules is the vector space
M ⊗kN , equipped with the left action obtained from (2.50) by forgetting the
right action. The monoidal unit is given by the trivial left-module (k, ε), i.e. the
vector space k with the H-action given by the counit of H . From now on we
will always think ofH-mod as monoidal equipped with this tensor functor.
Analogously there is amonoidal categorymod-H of right representations of
H . The category H-Bimod is the corresponding monoidal category of bimod-
ules, i.e. the category whose objects are simultaneously left and right modules,
with commuting left and right actions, whose morphisms are bimodule mor-
phisms and the tensor product given by (2.50). The monoidal unit is given by
the trivial bimodule (k, ε, ε).
2.4.3 Factorizable ribbon Hopf algebras
We now introduce, step by step, the additional properties of H , that we will
require in chapter 6.
Quasitriangular Hopf algebras
A Hopf algebra H is called quasitriangular if there is an invertible element R
of H ⊗H , called the R-matrix, that intertwines the coproduct and the opposite
coproduct, i.e
adR(∆) := R ·∆ ·R
−1 = ∆op ≡ τH,H ◦∆ , (2.59)
1In all considerations below we will have λ ◦Λ = 1, c.f. (2.67).
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where τH,H is the flip map, i.e. the braiding of Vectk, and
(idH ⊗∆) ◦R = R13 · R12, (∆⊗ idH) ◦R = R13 ·R23 . (2.60)
The R-matrix satisfies in addition (recall that H is finite-dimensional and ac-
cordingly the antipode S is invertible)
(S⊗ idH) ◦R = R
−1 = (idH ⊗ S−1) ◦R = R and (S⊗ S) ◦R = R. (2.61)
We also define the monodromy matrix Q as
Q := R21 ·R ≡ (m⊗m) ◦ (τH,H ⊗H ⊗ idH) ◦ (R⊗R) . (2.62)
The monodromy matrix is invertible with inverse given by
Q−1 = R−1 · R−121 . (2.63)
From the definition of the Q-matrix and (2.61) it follows that
(S⊗ S) ◦Q = τH,H ◦Q , (2.64)
and analogous relations with Q replaced by Q−1 or S replaced by S−1.
Ribbon Hopf algebras
A ribbon Hopf algebra is a quasitriangular Hopf algebra (H,R) endowed with
a central invertible element v, called the ribbon element, that satisfies
ε ◦ v = 1, S ◦ v = v and ∆ ◦ v = (v ⊗ v) ·Q−1 . (2.65)
WhenH is a ribbon Hopf algebra, the categoryH-mod is a ribbon category.
In particular, the R-matrix endows H-mod with a braiding as follows:
cH-modX,Y =
X
X
Y
Y
R
τX,Y
(2.66)
The braid relations, (2.10), follows directly from (2.66) and (2.60). The inverse
braiding is obtained by replacing R in (2.66) by R−121 = τH,H ◦R
−1.
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Factorizable ribbon Hopf algebras
A quasitriangular Hopf algebra (H,R) is called factorizable if the monodromy
matrix Q can be written as Q =
∑
ℓ hℓ⊗ kℓ where {hℓ} and {kℓ} are two vector
space bases of H. We will in particular be interested in the situation that H is a
factorizable ribbon Hopf algebra. In this caseH is unimodular [88, Proposition
3(c)], which means that the left integral Λ is also a right integral. This, in turn,
implies S ◦Λ = Λ. Recall that the integral and cointegral of a finite dimensional
Hopf algebra are unique up to normalization. We choose the normalization
such that
λ ◦ Λ = 1 . (2.67)
In addition, when H is unimodular the right cointegral λ satisfies
λ ◦m=λ ◦ τH,H ◦ (idH ⊗ S
2) , (2.68)
which implies [22]
λ ◦m ◦ ((S ◦m)⊗ idH) = λ ◦m ◦ [S⊗ (m ◦ τH,H ◦ (S
−1⊗ idH))] . (2.69)
Convention 2.14. Belowwewill, unless explicitly stated otherwise, always take
H to be a finite-dimensional factorizable ribbon Hopf algebra over an alge-
braically closed field k of characteristic zero.
The Drinfeld map The Drinfeldmap is the linear map
fQ :=
H∗
H
Q
∈ Homk(H∗, H) . (2.70)
For a quasitriangular Hopf algebra H , the Drinfeld map intertwines the coad-
joint and adjoint left actions of H [20, Proposition 2.5 (5)]
fQ ∈Hom(H
∗
⊲ , H⋄) . (2.71)
In addition, for a finite-dimensional quasitriangular Hopf algebra, fQ is invert-
ible iff H is factorizable. If H is factorizable fQ maps any non-zero cointegral
λ to a non-zero integral Λ, see [21, Remark 2.4] and [52, Theorem 2.3.2]. We
choose the normalization of λ and Λ such that in addition to (2.67) we have
fQ(λ) = Λ . (2.72)
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Together with (2.67) this fixes the normalization of Λ and λ up to a common
factor ±1.
By [21, Lemma 2.5] the inverse of the Drinfeld map is obtained from
fQ ◦Ψ ◦ fQ−1 ◦Ψ = 1 , (2.73)
where fQ−1 is given by the expression for the Drinfeld map with Q replaced
by Q−1 Composing (2.73) with Ψ−1 from the right we obtain the first of the
following two equalities:
H
Q
S
λ
Q−1
H
=
H
Λ
H
=
H
Q−1
S
λ
Q
H
(2.74)
The second equality is obtained the same way as the first one by first by rewrit-
ing (2.73) as fQ−1 ◦Ψ ◦ fQ ◦Ψ = 1. By using that S is an anti-algebra morphism
and (2.68) it is straightforward to check that
Ψ∈Hom(H⋄, H∗⊲ ) . (2.75)
Combining this result with (2.73) and the intertwining property (2.71) of fQ, it
follows that also fQ−1 intertwines the adjoint and coadjoint left-modules:
fQ−1 ∈Hom(H
∗
⊲ , H⋄) . (2.76)
In addition, composing the first equality in (2.74) with a counit on the right, it
follows that fQ−1 maps the cointegral to the integral
fQ−1(λ) = Λ . (2.77)
Remark 2.15. Here we have discussed Hopf algebras in Vectk. However many
of the notions described above have generalizations. For example, if H is a
Hopf algebra in any symmetric category, such that the category of H-modules
is braided, the braiding of the latter can be written in terms of anR-matrix. The
notion of integral can be generalized to any rigid braided category [75]. In the
more general setting one starts from the collection of morphisms in Hom(X,H)
for any object X satisfying relations analogous to the ones for integrals. One
then defines the object of integrals, IntH, in terms of a universal property with
respect to these morphisms, see [15, definition 3.1 & Proposition 3.1]. In the case
of Hopf algebras in Vectk the object of integrals is simply the trivialH-module.
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2.4.4 The ribbon category H-Bimod
For any finite-dimensional ribbon Hopf algebra H , we can equip H-mod as
well as H-Bimod with the structure of a ribbon category. We will describe the
ribbon structure ofH-Bimod in detail. The ribbon structure ofH-mod can then
be obtained by forgetting about the right action of H in the relevant formulas.
Recall from section 2.4.2 that the tensor product of H-bimodules, defined
in (2.50), with the monoidal unit given by the trivial bimodule (k, ε, ε), equips
H-Bimod with the structure of a monoidal category. The ribbon structure of
H-Bimod is the following:
• Duality: The right (left) dual object of the H-bimodule X is the dual vec-
tor spaceX∗ endowed with the left and right actions ρ∨ and ρ∨ (∨ρ and ∨ ρ)
given by:
ρ∨ :=
H X∗
ρ
X∗
ρ∨ :=
X∗
ρ
X∗
H
(2.78)
and
∨ρ :=
H
X∗
ρ
X∗
∨ ρ:=
ρ
X∗
X∗
H
(2.79)
The (co)evaluation morphisms appearing here are the ones of Vectk. It is
straightforward to check that they are indeed bimodule morphisms. The
left and right duality functors map a morphism f to the dual linear map
f∗.
Note that the coregular bimodule is the right dual of the regular bimod-
ule, c.f. (2.54)
• Braiding: We have already seen that the R-matrix endows H-mod with
a braiding. Analogously the R-matrix endows mod-H with a braiding.
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Combining them we can have the following braiding inH-Bimod:
cX,Y =
X
Y
Y
X
R−1
R
τX,Y
(2.80)
Just like in theH-mod case it follows from (2.60) (and the analogous rela-
tions for R−1) that (2.80) indeed satisfies the braid relations (2.10).
• Twist: The twist of H-Bimod is obtained by acting with the ribbon ele-
ment v from the left and v−1 from the right [4, Lemma 4.8]
θX =
X
X
v
v−1
(2.81)
The equalities in (2.65) assure the compatibility with the duality and the
braiding and that the trivial module has trivial twist.
Sovereign structure A quasitriangular Hopf algebra with invertible antipode
possess a distinguished invertible element u, known as the canonical element or
the Drinfeld element, defined by
u := m ◦ (S⊗ idH) ◦ τH,H ◦R . (2.82)
The element u satisfies adu = S
2 [60, prop VIII.4.1] and consequently (S−1)2 =
adu−1 . The product of u and the inverse of the ribbon element
t := uv−1 ≡ m ◦ (u⊗ v−1) (2.83)
is the special group-like element. A group-like element g is an element that satis-
fies ∆ ◦ g = g⊗ g. Since v−1 is central, the relation adu = S2 with the antipode
is inherited by t:
S
2 = adt . (2.84)
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H-Bimod is sovereign [4, Lemma 4.1]with the isomorphism πX of the sovereign
structure and its inverse for the bimodule X given by the linear maps
πX :=
X∗
X∗
t
t
π−1X :=
X∗
X∗
t−1
t−1
(2.85)
It follows from (2.84), and the fact that t is group-like, that these linear maps are
indeed monoidal bimodule morphisms. Naturality then follows from proper-
ties of the duality, see [4, Lemma 4.1].
Remark 2.16. (i) The formula (2.81) for the twist is in fact obtained from the
more general formula
θX =
X
X
c
X
,X πX
(2.86)
for the twist of a sovereign braided monoidal category, see [4, Lemma 4.8].
(ii) Note that upon forgetting the right action on bimodules we obtain H-mod
with the inverse braiding and twist, c.f. (2.66) and comment afterwards. This is
a deliberate choice wemake forH-Bimod that will be motivated in section 6.2.1,
see Remark 6.3. We denote the so-obtained ribbon category by (H-Mod)rev, c.f.
(2.96).
(iii) To obtain the ribbon category H-mod from the ribbon category H-Bimod,
we use instead the braiding defined in (2.66) and the define the twist as in (2.81),
but with the inverse ribbon element v−1 acting from the left.
(iv) We have not assumed that H is semisimple. H-mod is semisimple iff H is
semisimple. If H is semisimple H-mod is in fact also modular.
Convention 2.17. Below H-Bimod denotes the category of H-bimodules with
the ribbon structure just introduced. Analogously,H-mod denotes the category
of left H-modules with the analogous ribbon structure.
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2.5 Topological field theory
In this section we describe the notion of 3-dimensional topological field theory (3d
TFT for short) in the sense developed in [89, 90, 99, 100]. See also [12, 103].
2.5.1 The cobordism category 3-Cob(C)
Given a strictly sovereign modular tensor category C, there is another geometric
category 3-Cob(C) associated to C. By geometric we mean that objects as well as
morphisms are manifolds. The underlying modular category C enters in terms
of decoration of the objects and morphisms. Explicitly:
• The objects of 3-Cob(C) are extended surfaces. An extended surface E is a
compact oriented closed two-dimensional surface with a finite number of
marked points and a choice of Lagrangian subspace λ∈H1(E,R).
• The morphisms of 3-Cob(C) are cobordisms. A cobordism M(E,E′) is a
compact oriented three-manifoldM, bounded by −E ⊔ E′, with an em-
bedded ribbon graph such that there is a ribbon ending at each marked
point.
Let us describe the notions appearing here. A marked point (pi[γi], Vi, εi) is de-
fined by a quadruple of data: pi is a point on E, [γi] is a germ of arcs such
that γi(0) = pi, Vi is an object in C and εi ∈{±1}. A germ of arcs is an equiv-
alence class of embeddings γ of an interval [−δ, δ] into E. Two embeddings
γ : [−δ, δ]→E and γ′ : [−δ′, δ′]→E are equivalent iff there is an ε < δ, δ′ such
that the two embeddings coincide when restricted to [−ε, ε]. We will refer to a
germ of arcs such that γ(0) = p as an arc germ at p. εi is related to orientation;
we will soon describe its precise meaning.
For a symplectic vector space H , with a symplectic form ω, a Lagrangian
subspace λ ⊂ H is defined as a maximal subspace λ such that ω(λ, λ) = 0.
A ribbon is an embedding of a rectangle in a three-manifold together with
a choice of 2-orientation and orientation of its core. By this we mean that we
choose a natural parametrization φ : [0, 1]× [− 110 ,
1
10 ] →M of the ribbon. This
defines an orientation of the ribbon. The interval [0, 1]×{0}, two which we refer
to as the core of the ribbon, has a natural 1-orientation as a subset of theX-axis.
Each ribbon is labeled by an object of C. A ribbon ending at a marked point
is labeled by the object labeling that point. The label εi at this marked point is
+1 if the core of this ribbon is pointing away from the surface and −1 other-
wise. Ribbons can be joined giving rise to a ribbon graph. Ribbons are joined
at a coupon, that is an embedding of an oriented rectangle with two preferred
sides at which ribbons are attached. The coupon is labeled by a morphism in
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Hom(Win,Wout), whereWin ∈Obj(C) is a tensor product of the objects decorat-
ing the ribbons on the bottom side of the coupon andWout ∈Obj(C) is a tensor
product of the objects coloring the ribbons on the top side. Here, a ribbon la-
beled by U is interpreted as U if the core is pointing towards the bottom side or
away from the top side of the coupon and as U∨ otherwise, As an illustration,
the coupon in
X Y Z
ϕ
U V
(2.87)
is labeled by a morphism in Hom(U ⊗V ∨, X ⊗Y ∨⊗Z).
We display an example of an extended surface E and a cobordism
(M,E,E′) : E → E′ in the following picture:
(U,+)
(V,−)
E
(U,−)
(V,+)
−E
U
V
W
V
f
(W,−)
E′
(2.88)
Remark 2.18. (i) We will think of the two possible orientations of the ribbons
as if the ribbon is showing one of its two sides. Thus we will say that a ribbon
with its preferred 2-orientation is showing its white side, whereas a ribbon with
the opposite 2-orientation is showing its black side.
(ii) In case an extended surface E = ∂M appears as the boundary of some ori-
ented three-manifoldM , a natural choice of Lagrangian subspace is the kernel
of the inclusion map H1(E,R) → H1(M,R), see [99, Section IV:4.1]. This is
indeed the situation that will be most relevant for us. For instance if E is a
torus, H1(E,R) is spanned by the two standard non-contractible cycles. With
this convention we choose, as Lagrangian subspace, the span of the cycle that
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becomes contractible when we "fill out" the torus to a solid torus.
(iii) We will display ribbon graphs in blackboard framing. This means that a rib-
bon that shows its white side is drawn as a solid line and a ribbon that shows its
black side is drawn as a dashed line. A ribbon rotated by an angle π, is depicted
as in the following picture
= (2.89)
Composition of two cobordisms (M1, E1, E
′
1) and (M2, E2, E
′
2) is achieved
via a homeomorphism f : E′1 → E2. It is clear that this composition is associa-
tive. The category 3-Cob(C) has a natural structure of a monoidal category with
the tensor product being the disjoint union of extended surfaces and cobor-
disms. The monoidal unit is given by the empty set.
2.5.2 3d TFT and the tft-functor
A 3d TFT is a symmetric monoidal functor
tft : 3-Cob(C)→ VectC . (2.90)
Thus, to any extended surface E, the tft-functor assigns a vector space
tft(E) =: H(E) ∈ VectC, (2.91)
and to any cobordism (M, E,E′) it assigns a linear map
tft(M, E,E′) =: Z(M, E,E′) ≡ Z(M) ∈ HomVectC(H(E),H(E
′)) . (2.92)
To describe a tft-functor, these mappings must satisfy a number of axioms;
these are listed in e.g. [12, Definition 5.1.13]. In particular the tft-functor as-
signs to any homeomorphism f : E → E′ of extended surfaces an isomorphism
f♯ : H(E)→ H(E
′) (2.93)
of vector spaceswhich depends only on the isotopy class of f . As a consequence
H(E) carries a (projective) action of themapping class group ofE, such that any
mapping class [f ] is represented as f♯.
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By projecting a piece of ribbon graph locally to R2 in a non-singular man-
ner2 we can interpret the result as a morphism in C and performmanipulations
of this morphism following the rules of graphical calculus. Manipulations of
this kind leaves Z(M) invariant. In addition, Z(M) is invariant under any
homeomorphism that restricts to the identity on ∂M. We will refer to Z(M) as
the invariant ofM.
In fact, the tft-functor is in general only a projective functor. That means
that if two cobordisms (M1, E1, E
′
1) and (M2, E2, E
′
2) are composed via a home-
omorphism f : E′1 → E2, the tft-functor satisfies
Z(M,E1, E
′
2) = κ
mZ(M2, E2, E
′
2) ◦ f♯ ◦ Z(M1, E1, E
′
1) , (2.94)
where f♯ : H(E′1) → H(E2) is the linear map assigned to f by the tft-functor,
m is an integer and κ is the charge of the theory. However, when using the tft-
functor to construct CFT, the extended surfaces of interest will often be doubles
of world sheets. Remember that the double comes with an orientation reversing
involution, which implies [32, Lemma 2.2] thatm = 0. Thus whenever we glue
at such a surface with an orientation reversing involution the gluing anomaly
κm vanishes. In addition, we will always glue by the identity. Thus in the
applications we will consider we indeed have
Z(M,E1, E
′
2) = Z(M2, E2, E
′
2) ◦ Z(M1, E1, E
′
1). (2.95)
As a consequence, in the construction of CFT via the tft-functor, mapping
class groups act genuinely.
2.6 Further categorical notions
In this section we collect additional notions from category theory that we need
in the rest of the thesis. We will introduce the categories Cop and Crev, describe
a finiteness condition, which we will assume later in the text, and finally intro-
duce the notions of Deligne product and of coend.
The opposite category For any category C the opposite category Cop is the cate-
gory whose objects are the objects of C and for any morphism f ∈ Hom(U, V ) in
C there is a morphism fop ∈Hom(V, U) in Cop. Note that the duality furnishes a
functor from C to Cop.
2This means that we first project ribbons that show their white sides toR2, and then shrink them
to lines. We do that in such a way that not more than two points on the lines are mapped to the
same point in the plane. Two points are allowed to be mapped to the same point only at isolated
points, in which case we interpret the resulting morphism as a braiding. In addition, whenever a
ribbon is twisted around its core by an angle 2pi we interpret this as a twist morphism.
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The category Crev Given a braided category C the category Crev is obtained
from C by exchanging the braiding by its inverse. As a consequence, for a rib-
bon category, also the twist is replaced by the inverse twist:
c C
rev
U,V = (c
C
V,U )
−1 and θ C
rev
U = θ
−1
U , (2.96)
for all U, V ∈ Obj(C).
Subobjects and quotient objects A morphism e∈Hom(U, V ) is an epimor-
phism iff for any two morphisms f1 and f2 in Hom(V,W ), f1 ◦ e = f2 ◦ e im-
plies f1= f2. The dual notion is the one of a monomorphism: A morphism
m∈Hom(V,W ) is amonomorphism iff for any two g1 and g2 inHom(U, V ),m ◦ g1
=m ◦ g2 implies g1= g2.
We will need the categorical version of a submodules and quotient mod-
ules. We say that f ∈ Hom(U, V ) factors through g ∈ Hom(W,V ) iff there exists
a morphism f ′ ∈Hom(U,W ) such that f = g ◦ f ′. There is an equivalence rela-
tion among the monomorphisms with common codomain V : We say that f ≡ g
if f factors through g and g factors through f . The equivalence classes with
respect to this equivalence relation are the subobjects of V . We will refer to any
representative f ∈Hom(U, V ), and also to the domain U , as a subobject of V .
There is an obvious equivalence relation among epimorphisms: Two epi-
morphisms r∈Hom(U, V ) and s∈Hom(U,W ) are equivalent if r= θ s for some
invertible θ∈Hom(W,V ). The equivalence classes of such epimorphisms are
the quotient objects of U . See e.g. [77, Chapter V. 7] for more details on subob-
jects and quotient objects.
Projective objects We are now in a position to define the notion of a projective
object:
Definition 2.19. (i) An object P is projective iff every morphism f ∈ Hom(P,U)
factors through every epimorphism g ∈ Hom(V, U). That is, there exists a mor-
phism f ′ ∈Hom(P, V ) such that f = g ◦ f ′.
(ii) The projective cover of an object U is a pair (P, π) where P is a projective ob-
ject and π is an epimorphism in Hom(P,U) such that for any subobject (N,m)
of P with N 6= P , Im(π ◦m) 6= U .
Finiteness For an object U ∈ C the Jordan-Hölder series is a sequence
U ≡ Un ⊃ Un−1 ⊃ Un−2 ⊃ · · · ⊃ U2 ⊃ U1 ⊃ U0 ≡ 0 (2.97)
such that each Ui/Ui−1 is non-zero and simple. If there is such a finite series,
the integer n only depends on the object U , and we say that the object is of
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finite length n. We will use the following notion of local finiteness (see e.g.
[24, (2.12.1)]).
Definition 2.20. A locally finite category is a k-linear abelian category such that
all morphism spaces are finite-dimensional and every object has finite length.
We will apply the stronger condition, c.f. [27]:
Definition 2.21. (i) A finite category is a locally finite category such that there is
a finite number of isomorphism classes of simple objects, each of them having
a projective cover.
(ii) A finite tensor category is a rigid monoidal category that is finite in the sense
(i) and has simple tensor unit.
In a finite category we can define the Cartan matrixwith elements given by
ci,j := [Pi :Sj ] , (2.98)
where [Pi :Sj ] is the multiplicity of the simple objects Sj in the Jordan-Hölder
series of the projective cover Pi of the simple object Si, see e.g. [72] for more
details on Cartan matrices.
2.6.1 Deligne product
We define the Deligne product of two abelian k-linear categories C and D in the
sense of [26, Definition 1.46.1].
Definition 2.22. Let C and D be two k-linear abelian categories. The Deligne
product of C andD is a k-linear abelian category C⊠D together with a bifunctor
⊠ : C×D → C⊠D that is right exact and k-linear in both variables and satisfies
the following universal property: for any bifunctor G from C × D to a k-linear
abelian category E that is right exact and k-linear in both variables there exists
a unique right exact k-linear functor G : C⊠D → E such that G=G ◦ ⊠ , i.e.
such that the following diagram commutes:
C × D
⊠
//
G
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
C⊠D
∃ !G

E
(2.99)
Given two abelian k-linear locally finite braided categories C and D, their
Deligne product is again a braided category, see e.g. [92, Section 3.3].
Among the objects of C⊠D there are in particular the ⊠-factorizable objects,
which are of the form U ⊠V ∈C⊠D with U ∈C and V ∈D. Not any object
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in C⊠D is of this form. However, any object in C⊠D admits a resolution by
⊠-factorizable injective objects [26, Section 1.46]. This allows one to make state-
ments about all objects of C⊠D by considering only the ⊠-factorizable ones.
Monoidal structure on C⊠D If C and D are in addition monoidal and lo-
cally finite, then C⊠D is a monoidal category [24, Proposition 5.17]. The tensor
product of two ⊠ -factorizable objects is
(U ⊠V )⊗C⊠D (U ′⊠V ′) = (U ⊗C U ′)⊠ (V ⊗D V ′) , (2.100)
and analogously for morphisms.
C⊠D as a braided category If C and D are locally finite abelian k-linear
braided categories, then C⊠D can be equipped with a braiding, see e.g. [92,
Section 3.3]. Denote by cC , the braiding of C, and by cD the braiding of D. The
braiding of C⊠D satisfies
cU ⊠ V,U ′⊠ V ′ = cU,V ⊠ cU ′,V ′ . (2.101)
The category C⊠ Crev Note that the defining property of a locally finite cat-
egory (see Definition 2.20) is not only satisfied for any modular category, but
the condition is far more general. E.g. the category H-mod described above
is in this class even when H is not semisimple, and accordingly H-mod is not
semisimple.
We will later consider an abstract category C that is in particular an abelian
k-linear locally finite braided category. In this case the category C⊠ Crev exists
and is an abelian k-linear locally finite braided category as well. This follows
from [24, Proposition 5.13] and the braiding described above. For a more de-
tailed discussion concerning Deligne products see e.g. [92, Section 3.2-3.3].
2.6.2 Coends
Consider a functor F : Cop × C → D. A dinatural transformation from F to an
object B ∈Obj(D) is a family of morphisms ϕ = {ϕX :F (X,X) → B |X ∈C}
such that the diagram
F (Y,X)
F (idY ,f)
//
F (f,idX)

F (Y, Y )
ϕY

F (X,X)
ϕX
// B
(2.102)
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commutes for all morphisms f ∈Hom(X,Y ).
A coend (A, ι) of a functor F :Cop×C → D is an object A together with a
dinatural transformation ι : F ⇒ A satisfying a universal property: For any
dinatural transformation ϕ : F ⇒ B there is a unique morphism h :A→ B that
makes the diagram
F (Y,X)
F (idY ,f)
//
F (f,idX)

F (Y, Y )
ιY

ϕY

F (X,X)
ϕX
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ιX
// A
h
!!❉
❉
❉
❉
❉
B
(2.103)
commute for all f ∈Hom(X,Y ). If the coend exists it is unique up to unique
isomorphism. The notation for the coend is
∫X
F (X,X). Even though the a
coend is a pair (A, ι), we will, in what follows, for brevity refer to the object A
as the coend.
Remark 2.23. An important property when working with coends is that a mor-
phism f :
∫ X
F (X,X)→ Y is equivalent to a dinatural family {fX |X ∈Obj(C)}
fromF (X,X) to Y . To see that this holds, assume that f ∈Hom(
∫ X
F (X,X), Y );
then it is clear that {f ◦ ιX |X ∈Obj(C)} defines a dinatural family. Conversely,
assume that we are given a dinatural family {fX |X ∈Obj(C)} from F (X,X) to
Y . Then, due to the universal property of the coend (c.f. (2.103)), there exists a
unique f ∈Hom(
∫X
F (X,X), Y ) such that fX = f ◦ ιX . In what follows we of-
ten definemorphisms f :
∫X
F (X,X)→ Y by giving explicitly the composition
f ◦ ιX .
The Lyubashenko coend
Let now C be a k-linear finite braided category with a duality. It is worth point-
ing out that the modular tensor categories are among these categories but the
class is much larger. Consider the functor
F0 := ⊗ ◦ (?
∨⊗ Id) : Cop × C → C (2.104)
acting as
X × Y 7→ X∨⊗Y and f × g 7→ f∨⊗ g . (2.105)
As shown in [75, 78] (see also [101]) the coend
L :=
∫ X
X∨⊗X (2.106)
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of F0 exists and carries the structure of a Hopf algebra in C. In this case the
defining property (2.102) of the dinatural family is written graphically as
Y∨
B
X
Y
f
=
Y∨
B
X
X∨
f∨
(2.107)
The Hopf algebra structure is the following, c.f. Remark 2.23:
U∨U
ιU ιV
L
mL
V∨V
:=
U∨U
γU,V
ιV⊗U
idV⊗U
L
V∨V
L L
U∨U
∆L
ιU
:=
L L
U∨ U
ιU ιU
L
ηL
:=
L
ι
1
U∨ U
εL
ιU :=
U∨ U U∨U
SL
L
ιU
:=
U∨U
L
ι
U∨
(2.108)
Here, γU,V is the identification of U
∨⊗V ∨with (V ⊗U)∨. The proof that (2.108)
equips L with the structure of a bialgebra essentially amounts to some simple
braidmoves. The antipode property requires a little bit morework and involves
in particular the dinaturality property of ι. The calculation is given in appendix
A.1, see eq. (A.7).
The Hopf algebra L can be equipped with a Hopf pairing ωL, defined via the
dinatural family by [73]
   
   
   
   




U∨U V∨V
ωL
:=
(2.109)
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Below we will be interested in categories satisfying the following condi-
tions:
(FIN): C is a an abelian k-linear finite ribbon category, with k an alge-
braically closed field of characteristic zero.
(MOD): C satisfies (FIN) and in addition the Hopf pairing (2.109) is non-
degenerate. We will refer to a category satisfying this condition as a fac-
torizable finite ribbon category.
Note that [62, Corollary 5.1.8] if C satisfies (FIN), then theHopf algebraL indeed
exists as an object of C and consequently condition (MOD) makes sense.
For a factorizable finite ribbon category C, the coend L provides actions of
mapping class groups. Denote by Σg,n a closed oriented surface of genus g
with n marked points marked by objects U1, ...Un in C and denote by Mapg,n
the mapping class group of Σg,n. If C satisfies condition (MOD) there is [73, 76]
a projective action πg,nL of Mapg,n on the spaceHom(L
⊗ g, Un), where the object
Un is defined below in (6.14). This action is described in detail in section 6.1.3,
see Proposition 6.1.
Modules over L Any object in C can be endowed with the structure of an
L-module. The action of L on any object V in C is given by
ρLV ◦ ιU := (dU ⊗ idV ) ◦ [idU∨ ⊗ (cV,U ◦ cU,V )] . (2.110)
That this defines an action follows directly from (2.108) and a sequence of braid
moves:
X∨X Y∨Y V
V
mL
ρLV
ιX ιY
=
X∨X Y∨Y V
V
=
X∨ X Y∨Y V
V
=
X∨X Y∨Y V
V
ρLV
ρLV
ιX ιY
(2.111)
Remark 2.24. Any object V in C is also equipped with a right coaction ρLV of L
defined by
ρ= (idV ⊗ ιV ) ◦ (bV ⊗ idV ) ∈ Hom(V, V ⊗L) . (2.112)
That this defines a coaction follows directly from the definition (2.108) of the
coproduct of L. Furthermore, it follows from the dinatural property of ιV that
53
the left module structure and right comodule structure on V fit together to a
Yetter-Drinfeld module over L.
L for modular C When C is modular, then L is as an object
Lssi =
⊕
i∈I
U∨i ⊗Ui , (2.113)
see [101, Section 3.2] or [61, Lemma 2]. Denote by eLssii and r
Lssi
i the embed-
ding and restriction morphism of U∨i ⊗Ui into Lssi. The dinatural family, corre-
sponding to (2.113), is given by
ιU =
∑
i,α
eLssii ◦
[
(eUi,α)
∨⊗ rUi,α
]
, (2.114)
where eUi,α and r
U
i,α are the embedding and restriction morphisms in (2.20). That
this defines a dinatural family can be seen by decomposing any morphism into
simple summands on both sides of (2.107). In addition, given any dinatural
transformation (ψU , B) the unique morphism in Hom(Lssi, B) in (2.103), re-
quired to turn Lssi into a coend is given by
∑
i∈I ψUi ◦ r
L
i,·.
Remark 2.25. As any algebra in a modular tensor category, the algebra L turns
the spaceHom(1,Lssi) into an associative algebra over k, see appendix A.2. Tak-
ing a basis {b˜Ui |i ∈ I} for Hom(1,Lssi), consisting of the left coevaluation mor-
phisms of the simple objects, the structure constants of the algebraHom(1,Lssi)
are nothing but the fusion rules, i.e. Hom(1,Lssi) is the Verlinde algebra.
3 Algebras in conformal field theory
The purpose of this chapter is to give an overview over several classes of al-
gebras that arise naturally in the study of CFT. For details we will refer to the
literature or to later chapters in this text. Recall Definition 2.2 of an algebra in
a monoidal category. Considering e.g. an algebra in VectC, we obtain an ordi-
nary algebra over C, i.e. a complex vector space equipped with an associative
product. The first "algebra" we consider is not an algebra in this ordinary sense.
3.1 Vertex operator algebras
In this section we give a short description of vertex operators algebras, often
referred to simply as vertex algebras. Since the rest of this thesis will not in-
volve vertex algebras explicitly the discussion in this section will be very brief,
for more details see e.g. [14, 59, 70]. Vertex algebras are formulated in the lan-
guage of formal distributions. A formal distribution is an expression of the form∑
n∈Z an z
n, where the sum over n extends to infinitely large positive and neg-
ative powers and z is a formal variable, not to be confused with a complex co-
ordinate. We will be interested in the case that the coefficients an ∈U for some
algebra U over C. The space of such formal distributions is denoted by UJz±K.
Calculus of formal distributions requires some caution, e.g. when multiplying
formal distributions. Two formal distributions in some formal variable cannot
in general be multiplied to form a single formal distribution in the same for-
mal variable. However, two formal distributions in different formal variables,
say z and w can be multiplied to form a formal distribution in UJz±, w±K, see
e.g. [14, Chapter 1.1] for details.
Definition 3.1. A vertex algebra consists of the following data:
• The space of states: a Z≥0-graded vector space V =
⊕
n∈Z≥0 Vn with
dim(Vn <∞)
• A vacuum vector |0〉 ∈V0
• A translation operator: T : V → V
• A vertex operation: a linear map
Y (·, z) : V → End(V)Jz±K , (3.1)
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taking each a∈V to a field Y (a, z) =
∑
n∈Z a(n)z
−n−1. Here Y (a, z) is a
formal distribution with coefficients a(n) ∈End(V).
The data satisfy the following axioms:
• Translation axiom: [T, Y (a, z)] = ∂Y (a, z) for any a∈V and T |0〉 = |0〉.
• Vacuum axiom: Y (|0〉, z) = idV and, for any a∈V , Y (a, z)|0〉|z=0 = a.
• Locality: (z − w)N Y (a, z)Y (b, w)= (z − w)N Y (b, w)Y (a, z) for some
N ≫ 0.
A field Y (ν, z) is called a Virasoro field if the modes of Y (ν, z) furnish a rep-
resentation of the Virasoro algebra. In CFT we are typically interested in con-
formal vertex algebras defined as follows:
Definition 3.2. A conformal vertex algebra is a vertex algebra with a distin-
guished vector ν ∈V2 such that Y (ν, z) =
∑
n∈Z Ln z
−n−2 is a Virasoro field,
L−1 = T equals the infinitesimal translation operator and L0 is diagonalizable
on V .
The notion of a vertex algebra can be regarded as a formalization of the
Wightman axioms and the chiral operator product expansion. There is e.g. a
unique vacuum, invariant under an action of the symmetry group of space-time
(in the CFT-case this involves the conformal transformations) and a notion of
completeness in the sense that acting with all fields on the vacuum generates
the entire state space. In addition, using multiplication of formal distributions
we can write down the OPE of two chiral fields Y (a, z) and Y (b, w). Note that
the variable z above is a formal variable and should not be thought of as a
complex number. However, in CFT, the formal variable z is identified with the
complex local coordinate of the world sheet in the end of the analysis.
We will not at all go into representation theory of vertex algebras, see e.g.
[14, Definition 5.1.1.] for the definition of a module over a vertex algebra. The
reason is that we will not need any detailed information about the representa-
tion theory, only the properties of the representation category, for the consid-
erations in this thesis. Let us just mention that, as many algebraic structures,
V is a module over itself. In the representation category, Rep(V), V is in fact
the tensor unit. This nicely illustrates the power of working in categories. The
involved structure of V is something very simple in the category.
In addition we mention that there is a notion of a character χM of a mod-
ule M . What is relevant for us is that for rational CFT the characters of the
simple modules provide a basis of the space of conformal blocks on a torus
with modular parameter τ and without holes. In simple situations, the charac-
ter of a simple module M can be written as trMq
LM0 −c/24 where q is a formal
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parameter. A basis for the space of conformal blocks on a torus is in such situ-
ations obtained by taking the characters of the simple modules and identifying
q≡ e2πiτ .
Remember that when studying full CFT, our starting point will be an ab-
stract category with the properties of the representation category of the vertex
algebra of the corresponding class of CFTs. In particular, working in an abstract
category allow us to treat an entire class of categories simultaneously.
Sufficient conditions for C to be modular have been given in [56, Theorem
3.1]. Since Rep(V) is in general not strict, our starting point will be the equiva-
lent strict category C – the strictification of Rep(V). In fact we define the notion
of rational CFT by saying that a rational CFT is a CFT such that the strictifica-
tion of Rep(V) is modular together with an additional requirement concerning
the relation to 3-d TFT, see section 4.1.1.
3.2 Frobenius algebras
Recall from Remark 2.6 (iii) that an algebraA is a Frobenius algebra iff it can be
equipped with a non-degenerate invariant pairing, or equivalently, iff A is also
a coalgebra that satisfies the compatibility condition (2.31). There are several
types of Frobenius algebras which are relevant when studying full CFT. We
will discuss Frobenius algebras in representation categories of vertex algebras.
These algebras arise as state spaces of full CFT. We will also discuss interesting
examples of Frobenius algebras in VectC.
3.2.1 The boundary Frobenius algebra
Starting from the pair (C, A), where C is a modular tensor category and A is a
symmetric special Frobenius algebra in C, one can construct a full (rational) CFT
with the help of the TFT-construction, which is described in section 4.1. In fact, a
full rational CFT is uniquely determined by aMorita class of Frobenius algebras
in a modular tensor category C [34]. As a consequence, the label of a phase A
of a rational CFT can be taken to be a special symmetric Frobenius algebra in
C. With the pair (C, A) as input, the TFT-construction gives a prescription for
how to calculate any correlator of a rational CFT. More generally, if there are
several different phases on a world sheet we need a tuple (C, A1, ..., An) where
Ai, i = 1, ..., n, label the phases in various regions of the world sheet. Here
we will consider a single phase and describe how the algebra A, which we call
the boundary Frobenius algebra, can be constructed from one of the boundary
conditions. The description summarizes the one given in [5, Section 3.2].
Consider a rational CFT with some maximally symmetric boundary condi-
tion M◦. As an object in C, the boundary Frobenius algebra A can be decom-
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posed as
A ∼=
⊕
a∈I
U⊕naa , (3.2)
with na ∈Z≥0 and n0=1. In field theoretic terms, i.e. when considering C con-
cretely as (the strictification of) a representation category of a vertex algebra,
the V-module A is the space of states living on the boundary segment M◦,
see [43, eqs. (3.9) & (3.13)]. In fact, M◦ is isomorphic to A as an A-module.
Let us also mention the boundary partition function, i.e. the correlator A NM of
the annulus with no field insertions. The double of the annulus is a torus and
accordingly the boundary partition function, A NM , is an element in the space
Bl(T ) of conformal blocks on the torus. As mentioned in the previous section a
basis for the spaceBl(T ) is given by the characters of the irreducibleV-modules.
Thus, the boundary partition function A NM can be expanded in terms of the
characters:
A NM =
∑
a∈I
A NkM χk . (3.3)
In particular, the multiplicities in (3.2) are given by na=A AaA . A basis of the
space of conformal blocks in the TFT-framework is given in (4.30).
As mentioned in the introduction, there is a bijection between the simple
summands in (3.2) and the primary boundary fields. Now take, for each space
Hom(Ua, A), a basis of the type in (2.20). In terms of this basis, the OPE coeffi-
cients involving only primary boundary fields can be used to equip the objectA
in (3.2) with the structure of an algebra in C, see [43, eq. 3.14]. It is a direct con-
sequence of the sewing constraint [71] for four boundary fields on a disc that
the product is associative, see [43, Section 3.2]. The unit of A is the embedding
of the tensor unit U0 into A.
The correlator of two boundary fields on a disc is required to be non-
degenerate in the sense that for every boundary field Ψ there is at least one
field Ψ′ such that the correlator of these two fields is non-zero. This is so be-
cause if a field would have zero correlator with any other field it would de-
couple completely from the theory: every correlator involving that field would
vanish. Non-degeneracy of the boundary two-point functions gives rise to a
non-degenerate invariant bilinear form on A [43, eq. 3.16]. This is equivalent
to A being Frobenius in the sense of Definition 2.4 [7, Proposition 3.1], see also
Remark 2.6 (iii). Thus, the Frobenius property is a consequence of the non-
degeneracy of two-point boundary correlators.
That A is also special and symmetric can be derived from the sewing con-
straint for one boundary field on an annulus. This is described in section 3.2 and
Theorem 3.6 of [43]. In addition, it is shown in [43, Section 4.4] that the max-
imally symmetric boundary conditions can be labeled by isomorphism classes
of left-modules over A. In particular, the elementary boundary conditions are
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in bijection with simple A-modules. In addition elementary topological defect
lines, separating two regions labeled by A and B, are labeled by isomorphism
classes of simple A-B-bimodules
The derivation of A took as an input just one of the maximally symmetric
boundary conditions. It is natural to ask what would have happened if we
would have started from another boundary condition. Doing so gives rise to
a symmetric special Frobenius algebra A′ that is Morita equivalent to A, see [43,
Section 4.1]. A and A′ are Morita equivalent iff the categories CA and CA′ are
equivalent as abelian categories. For a precise description of the equivalence
one uses a pair of A-A′- and A′-A-bimodules, see e.g. [83, Theorem 5.1].
It follows that if A and A′ are Morita equivalent, then there is a bijection be-
tween isomorphism classes of left-modules over A and A′. As a consequence,
Morita equivalent boundary Frobenius algebras give rise to physically equiva-
lent rational CFTs. Conversely, it has been shown [34] that any solution to the
sewing constraints arises as a Morita class of symmetric special Frobenius alge-
bras. We will also explain below that the set of maximally symmetric boundary
conditions for a given bulk theory is exhausted by those associatedwith a single
Morita class of special symmetric Frobenius algebras in C. Thus, indeed equiv-
alence classes of full rational CFTs with given chiral algebra V are classified by
Morita classes of symmetric special Frobenius algebras in the strictification C of
Rep(V).
Some classes of boundary Frobenius algebras
Finally, let us list a couple of examples of boundary Frobenius algebras:
• The tensor unit in any rigid monoidal category. This is clearly a symmetric
special Frobenius algebra. The full CFT built from this boundary Frobe-
nius algebra is known as the "Cardy case".
• A Schellekens algebra is an algebra that is a direct sum of invertible objects.
An invertible object J has an inverse J ′ such that J ⊗J ′ ∼= 1. The iso-
morphism classes of invertible objects form a group, known as the Picard
group of C. There is a Schellekens algebra, with the properties of a bound-
ary Frobenius algebra, for every subgroup of the Picard group satisfying
a certain simple cohomological property, see e.g. [38, Section 5].
• Considering modular tensor categories based on sl(2) at integral level, the
ADE-classification of modular invariant partition functions can be formu-
lated in terms of boundary Frobenius algebras in C, see [63, table 1].
59
3.2.2 The bulk Frobenius algebra
Just like the space of states on the boundary in a rational CFT carries the struc-
ture of an algebra, the space of bulk states in a rational CFT can be equipped
with the structure of a symmetric special commutative Frobenius algebra. Bulk
states are elements in some V ⊗C V-module. Thus, in categorical terms, the bulk
Frobenius algebra B is an element in C⊠ Crev:
B =
⊕
p,q ∈I
(Up⊠Uq)
⊕Zp,q . (3.4)
The bulk partition function is expanded in terms of the V-characters according
to
Z =
∑
p,q∈I
Zp,q χp⊗χ
∗
q . (3.5)
We will first consider the case A=1, i.e. the Cardy case. This result may
serve as a building block for the bulk Frobenius algebras of a general rational
CFT. In the Cardy case the coefficients of the partition function are
Zp,q = δp,q¯ , (3.6)
i.e. the two representations in each summand of (3.4) are related via charge con-
jugation and there is exactly one term for each simple object of C. Accordingly,
the partition function (3.5), with coefficients given by (3.6), is known as the
charge conjugation partition function. Thus, the bulk Frobenius algebra, which
we in the Cardy case denote by F◦, is
F◦ =
⊕
p∈I
Up⊠Up¯ ∈C⊠ C
rev . (3.7)
It can be shown [39, Section 6.3] that the object F◦ can be endowedwith a natural
structure of a special symmetric commutative Frobenius algebra. In [39], F◦ is
called the trivializing algebra. Here we will refer to F◦ as the Cardy case bulk
algebra.
The algebra structure on B
Just like in the case of the boundary Frobenius algebra, the fact that the bulk
state space can be equipped with the structure of a Frobenius algebra can be
deduced from physical arguments: Using the OPE-coefficients one defines an
algebra structure on the space of bulk states, with a unit obtained from the iden-
tity field. Requiring that the two-point function on the sphere is non-degenerate
then implies that this algebra is Frobenius.
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The statement that the bulk Frobenius algebra B, defined in (3.4), is a sym-
metric commutative Frobenius algebra has also been proved rigorously in the
TFT-framework: The bulk Frobenius algebra is isomorphic to the full center
Z(A) of the boundary Frobenius algebra A. We refer the reader to e.g. [92, Def-
inition 3.14] for a definition of the full center. For a modular category, the full
center Z(A) can be written in terms of the boundary Frobenius algebra and F◦
(see e.g. [23, Remark 8.2]):
Z(A) = Cl((A⊠ 1)⊗
+ F◦) ∈ C⊠ Crev . (3.8)
Let us explain this equation: First, A is the boundary Frobenius algebra and
(A⊠ 1)⊗+ F◦ is the tensor product of Frobenius algebras as defined in (2.42).
For any algebra B, Cl(B) denotes its left center. The left center Cl(B) of an
algebra B in a sovereign category can be defined as the kernel
Cl(B) := ker
[
(((m◦cB,B)⊗ idB∨)◦(idB ⊗ bB))−(m⊗ idB∨)◦(idB ⊗ bB)
]
. (3.9)
Thus, in a modular category, the left center is the maximal subobject of B such
that
Cl(B)
B
B
=
Cl(B)
B
B
(3.10)
Here, the half-discs represent the embedding morphism of Cl(B) into B. Note
that indeed Z(1) = F◦ since F◦ is commutative. The left center of an algebra B
can be described as the image
Cl(B) = Im(P lB) (3.11)
of the projector
P lB :=
B
B
B
B
(3.12)
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It can be shown [91, Appendix A] that the bulk Frobenius algebra (3.4) is iso-
morphic as an object to the full center:
B ∼= Z(A) . (3.13)
That the boundary Frobenius algebra A is a symmetric special Frobenius
algebra in C implies that A⊠ 1 is a symmetric special Frobenius algebra in
C⊠ Crev, just like the Cardy case bulk algebra F◦. Thus, the object (A⊠1)⊗F◦
∈C⊠ Crev can be equipped with the structure of a symmetric special Frobenius
algebra in C⊠ Crev, via the structure morphisms m+, η+, δ+ and ε+ in (2.42).
By [39, Proposition 2.37], taking the left center of such an algebra we obtain a
commutative symmetric Frobenius algebra. Thus, Z(A), and accordingly also
B, is indeed a commutative symmetric Frobenius algebra.
Given a modular tensor category C, a compatible set of boundary condi-
tions, which we describe as a Morita class of boundary Frobenius algebras,
determines a consistent bulk state space by the TFT-construction. A natural
question to ask is whether there could be several different sets of boundary con-
ditions consistent with one and the same bulk state space. The answer is no. For
two boundary Frobenius algebras A and B, the bulk Frobenius algebras Z(A)
and Z(B) are isomorphic iff A and B are Morita equivalent [65]. Thus, in par-
ticular a single Morita class of symmetric special Frobenius algebras exhausts
all possible boundary conditions for a given bulk theory.
The Cardy case bulk algebra as a coend
The description above of the Cardy case bulk algebraF◦ is tailored for a semisim-
ple category. In order to be able to describe more general situations we describe
F◦ in terms of a coend. To this end, consider the functor1
?∨ ⊠ Id : Cop × C → Crev⊠ C , (3.14)
acting as X × Y 7→ X∨⊠Y on objects and as f × g 7→ f∨⊠ g on morphisms.
The coend
F :=
∫ X
X∨ ⊠X ∈ Crev⊠ C (3.15)
of the functor (3.14) has been considered in [62]. It follows from [62, Corollary
5.1.8] that if C is finite k-linear, the coend F exists as an object in Crev⊠ C.
If C is in addition braided, then F can be equipped with the structure of
a unital algebra, in a way similar to the way L is equipped with an algebra
1Note that here we have switched from C⊠ Crev to Crev⊠ C. This is in order to follow some
standard conventions for coends, c.f. section 2.6.2. In order to use C⊠ Crev wewould have to replace
Cop × C by C × Cop when discussing coends.
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structure in (2.108). Concretely, the product of F is defined by
mF ◦ (ιU ⊗ ιV ) := ιV⊗U ◦ (idU∨⊗V ∨ ⊠ cU,V ) , (3.16)
and the unit is given by ηF = ι1. Thus, in particular for a factorizable finite
ribbon category C, i.e. a category that satisfies condition (MOD) described on
page 52, the coend F can be equippedwith the structure of an algebra in Crev⊠ C.
A pictorial description for the product of F looks the same as the picture for the
product of L in (2.108). However one has to be careful to take into account that
in such a picture there is now a "two-layered" structure corresponding to the
two factors in Crev⊠ C. This means that even though the pictorial description of
the product looks exactly like the picture for the product in (2.108), the crossing
between the U - and V ∨-lines in the following picture is not a braiding:
U∨U
ιU ιV
F
mF
V∨V
:=
U∨U
γU,V
ιV⊗U
idV⊗U
F
V∨V
c
(3.17)
The coend F, defined in, (3.15) indeed reproduces the algebra F◦ in (3.7) in
the case that C is modular. In particular, the definition (3.16) of the product re-
produces the one in [39, eq. (6.48)]. Whenever C is such that F can be equipped
with the structure of a symmetric commutative Frobenius algebra we will refer
to F as the Cardy bulk Frobenius algebra.
So far it is not known how to obtain a Frobenius coproduct for F in the
case of a general finite k-linear ribbon category. However, we will see in sec-
tion 6.2 that taking C to be the category H-mod of representations of a finite-
dimensional factorizable ribbon Hopf algebra over an algebraically closed field
k of characteristic zero, we can use the integral and cointegral of H to con-
struct a coalgebra structure on F that turns it into a Frobenius algebra. To
this end we work in the category H-Bimod, which is braided equivalent to
(H-Mod)rev⊠H-Mod. In fact, the so-obtained Frobenius algebra F ≡F is in
addition symmetric and commutative. Note that we do not assume H to be
semisimple, and accordingly H-mod is not necessarily semisimple. We will
show that F is special iff H is semisimple. More generally, we obtain a family
{Fω} of symmetric commutative Frobenius algebras inH-Bimod. They provide
candidates for bulk Frobenius algebras of full conformal field theories whose
chiral data are described by H-mod. We show in section 6.4 that we can asso-
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ciate such a bulk Frobenius algebra Fω to any ribbon Hopf algebra automor-
phism ω of H .
3.2.3 Classifying algebras
We have argued that in rational CFT the boundary conditions and defect lines
have a simple description in terms of the representation theory of boundary
Frobenius algebras. Boundary conditions of a CFT in a phase labeled by the
boundary Frobenius algebra A are characterized by left A-modules, and de-
fect lines separating two phases A and B are characterized by A-B-bimodules.
However, there also exists a different characterization of the irreducible bound-
ary conditions and defect lines in terms of representation theory of an associa-
tive algebra over C.
Consider two phases, labeled by simple boundary Frobenius algebras A and
B, of a CFT. There is a classifying algebra for defects, DA|B, which classifies the
defect lines separating the two phases [3]. As a vector space, DA|B is given by
DA|B =
⊕
p,q ∈I
HomA|A(Up⊗+A⊗− Uq, A)⊗C HomB|B(Up¯⊗+A⊗− Uq¯, B) .
(3.18)
Using the factorization constraints we will derive a product on this space that
turns it into a semisimple, commutative, associative unital algebra over C [3].
In fact, DA|B comes with a non-degenerate invariant bilinear form, i.e. DA|B
is a Frobenius algebra. The bilinear form is (up to normalization) given by a
product of two two-point functions on the sphere, see (5.37). Thus, just like
in the case of boundary and bulk Frobenius algebras, the Frobenius property
follows from the non-degeneracy of a two-point function. The important prop-
erty of DA|B is that the irreducible representations of DA|B are in bijection with
the elementary defect conditions, and the representation matrices (which are
all one-dimensional) are exactly the defect transmission coefficients discussed in
section 1.3, see (1.14). In this sense, DA|B classifies the A-B-defect lines of the
theory. We will return to the algebra DA|B in chapter 5.
There is also a classifying algebra for boundary conditions [2], denoted by
A. As a vector space, the classifying algebra for boundary conditions of a CFT
in phase A is
A =
⊕
p∈I
HomA|A(Up ⊗+ A⊗− Up¯, A) . (3.19)
Since any left A-module is trivially also a right 1-module, the categories of A-
modules and A-1-bimodules are equivalent. As a consequence, A is isomor-
phic to the classifying algebra DA|1 of A-1-defects. Indeed, after an appropriate
choice of basis, the structure constants of DA|1 coincide with the ones of A,
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see [3, Section 2]. In particular, all the properties of DA|B are inherited by A.
Thus, A is a semisimple commutative Frobenius algebra over C.
The irreducible representations of A are in bijection with the elementary
boundary conditions. The representation matrices are the reflection coefficients,
which can be collected in what one calls boundary states. A reflection coeffi-
cient bq,γN is (up to a factor dim(N)) the single structure constant of the expan-
sion, in the one-dimensional space of conformal blocks, of the correlator a disc
with boundary condition N and a single bulk field φγqq¯ inserted. The boundary
states contain essential physical information regarding boundary conditions
such as ground state degeneracies [10] and Ramond-Ramond charges of string
compactifications [16]. In addition, the annulus coefficients, i.e. the coefficients
A NkM appearing in the decomposition (3.3) of the annulus partition function,
can be expanded in terms of the invariant bilinear form of A and the reflection
coefficients [8]:
A NkM =
dim(M) dim(N)S20,0
dim(A)
∑
q∈I
Sk,q
S0,q
Zqq¯∑
γ,δ=1
(ω−1)q¯δ,qγ b
q,γ
N b
q¯,δ
M , (3.20)
where the numbers (ω−1)q¯δ,qγ are the elements of the inverse of the dim(A)
× dim(A)-matrix ω that implements the non-degenerate bilinear form on A.
Remark 3.3. We conclude the discussion of classifying algebras by mentioning
that the classifying algebra for boundary conditions can be obtained from a
generalization of the coend L. Consider the functor
FA = ?
∨⊗+A⊗− ? : Cop × C → CA|A , (3.21)
acting on objects as
X × Y 7→ X∨⊗+A⊗− Y , (3.22)
and on morphisms as
f × g 7→ f∨⊗ idA⊗ g . (3.23)
Denote by HA, the coend of FA:
HA :=
∫ X
FA(X,X) =
∫ X
X∨⊗+A⊗−X . (3.24)
Assume that the coequalizer of the right and left actions onX and Y exist for all
bimodulesX and Y in CA|A. In this case CA|A is monoidal. Assume further that
X ⊗A Y is a retract of (X ⊗Y, ρX ⊗ idY , idX ⊗ ρY ), with embedding and restric-
tion morphisms eX⊗
A
Y≺ and r≻X⊗
A
Y . Finally, we assume that the projectors
pX⊗AY := eX⊗AY≺ ◦ r≻X⊗AY commute with bimodule morphisms and that the
left and right unit constraints of the monoidal category CA|A are given by the
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representation morphisms. In fact we need the last two assumptions only for
X and Y that are tensor powers of HA.
Under these assumptions, the object HA can be equipped with the structure
of an algebra in CA|A. The algebra structure on HA is generalization2 of the one
on L:
X∨AX Y∨AY
ιX ιY
HA HA
HA⊗AHA
mHA
HA
r≻HA⊗AHA
:=
X∨AX Y∨AY
γX,Y
idY⊗X
HA
ιY⊗X
and ηHA = ι1.
(3.25)
Taking C to be a modular tensor category, HA is as an object, given by
HA ∼=
⊕
i∈I
U∨i ⊗
+A⊗− Ui . (3.26)
All the properties of the category that we assumed above are indeed satisfied
for a modular tensor category. Accordingly, for a modular category, HA is an
algebra in CA|A. As described in appendix A.2, the product on HA induces a
product on the vector space
HomA|A(A,HA) ∼=
∑
i∈I
HomA|A(A,Ui⊗+A⊗− Uı¯) . (3.27)
Note that HomA|A(A,HA) is isomorphic, as a vector space, to the classifying
algebra for boundary condition A, given in (3.19). In fact, this isomorphism ex-
tends to an isomorphism of algebras: One can check that with a suitable choice
of basis for HomA|A(A,HA), the structure constants that endowHomA|A(A,HA)
with an algebra structure coincide with the ones of the classifying algebra.
3.3 Hopf algebras
Hopf algebras play a fundamental role in physics. To mention a couple of stan-
dard examples, Hopf algebras appear in connection with representations of fi-
nite groups and of Lie algebras. When dealing with representations of a finite
group G in physics, one is typically dealing with representations of the group
2To be precise, we generalize a version of L, in which we have interchanged over- and under-
braiding in the definition of the product.
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algebra A[G]. Similarly, the representations of a Lie algebra g are really to be
considered as representations of the enveloping algebra U(g). The group alge-
bra A[G], as well as the enveloping algebra U(g), is a Hopf algebras.
In conformal field theory, Hopf algebras have been associated, via what
has been termed Kazhdan-Lusztig correspondence, to the logarithmic (1, p)-
models [30,80]. The category of representations of the vertex algebra of a (1, p)-
model is equivalent, as an abelian category, to the category of finite dimensional
representations of the restricted quantum group U¯q(sl2) at q = e
πi/p. However,
the equivalence does not extend to an equivalence of braided categories [64],
but there has been attempts to improve the situation, see e.g. [96].
3.3.1 The bulk handle Hopf algebra
In section 2.5 we introduced the notion of a topological field theory in terms
of a modular functor, the tft-functor. This is a central ingredient in the de-
scription of full rational CFT via the TFT-construction. In particular it provides
representations of mapping class groups.
Many aspects of modular functors have been generalized by Lyubashenko
and others to a much larger class of braided categories, which are not required
to be semisimple (see [62] and references therein). In particular one can con-
struct an action of the mapping class group Mapg,n of any closed oriented sur-
face Σg,n of genus g with n holes. For any factorizable finite ribbon category C,
i.e. a category that satisfies condition (MOD), described in on page 52, there is
an action πg,nL of Mapg,n on a suitable morphism space. This construction uses
as a central ingredient the coend L, defined in (2.106).
Let C be a factorizable finite ribbon category. Since C is a k-linear finite
(in the sense of Definition 2.21) category, the category Crev⊠ C is k-linear finite
as well [92, Corally 3.7]. In addition, the tensor product, the braiding and the
sovereign structure on C can be used to equip Crev⊠ C with the structure of a rib-
bon category. Thus the coend K :=LCrev⊠ C indeed exists in Crev⊠ C and carries
the structure of a Hopf algebra in Crev⊠ C. This is the bulk handle Hopf algebra:
K := LCrev⊠ C =
∫ X
X∨⊗X ∈ Crev⊠ C . (3.28)
If in addition, the Hopf pairing of K is non-degenerate, Crev⊠ C is factorizable
ribbon as well. In particular, as described in section 2.6.2, we obtain an action
of the mapping class group Mapg,n on the space Hom(K
⊗g,F⊗n), where F is
the Cardy bulk Frobenius algebra, for any integers g, n ≥ 0. In chapter 6 we
give a prescription of how to associate a morphism C(Σg,n) in Hom(K
⊗g,F⊗n)
to any surface Σg,n, see (6.3). This prescription uses in addition to the structure
morphisms of F the action (2.110) of K on F.
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In the case C=H-mod we show that the morphism C(Σg,n) is invariant un-
der the projective action πK ≡ π
g,n
L of Mapg,non Hom(K
⊗g, F⊗n). In particu-
lar, considering the case g=1, n=0, we obtain a candidate for the torus parti-
tion. In the case that C is modular, the partition function reduces to the charge
conjugation modular invariant partition function. Due to the properties just
mentioned the morphisms C(Σg,n) qualify as candidates for correlators of bulk
fields also in non-semisimple CFT.
In section 6.4 we generalize the considerations by replacing F by the sym-
metric commutative Frobenius algebra Fω associated to a ribbon Hopf alge-
bra automorphism ω. We construct a morphism Cω(Σg,n)∈Hom(K⊗g, F⊗nω )
from each symmetric commutative Frobenius algebra Fω . We will show that
the morphism Cω(Σg,n)∈Hom(K⊗g, F⊗nω ) is also invariant under the action of
the mapping class group of Σg,n for any g, n ≥ 0.
4 Rational CFT
In this chapter we describe the relevant details of the TFT-construction of ra-
tional CFT and show that the proof in [33] that the correlators of the TFT-
construction satisfy the factorization constraints extends also to the situation
that the world sheet contains an arbitrary network of topological defect lines.
Throughout this chapter, C denotes a modular tensor category, with ground
field C, as defined in section 2.2.
4.1 The TFT-construction
As discussed in the introduction, the calculation of correlation functions of a
world sheet ΣC can be split into two parts, see section 1.2.3. Recall that the
second part of the problem amounts to assigning to a surface decorated by data
of a modular tensor category a vector in the space of conformal blocks on the
double Σ̂C , that satisfies the factorization constraints and mapping class group
invariance. For a rational CFT a model independent solution of this problem is
provided by the TFT-construction [43, 44, 45, 33, 34, 1].
The two key ingredients of the TFT-construction are the tft-functor, rele-
vant to the chiral theory, and the concept of the double Σ̂C of a world sheet
ΣC , that links the full theory to the chiral. To any world sheet Σ, the TFT-
construction assigns a cobordismMΣ : ∅ → Σ̂, the connecting manifold. Apply-
ing the invariant Z(MΣ) : C → H(Σ̂) to 1∈C, specifies a vector in H(Σ̂). This
vector is the correlator of the topological world sheetΣ. By identifying the TFT-
space H(Σ̂) with the space Bl(Σ̂C) of conformal blocks on Σ̂C , this mechanism
also selects a vector in Bl(Σ̂C), which is the correlator of ΣC .
4.1.1 Conformal blocks and the TFT-state space
The TFT-state space H(Σ̂), associated to the extended surface Σ̂ by the tft-
functor, and the space Bl(Σ̂C) of conformal blocks of the associated vertex al-
gebra both take a modular tensor category C as an input. Apart from that, the
two spaces are a priori unrelated.
Note that we do not just want to identifyH(Σ̂) and Bl(Σ̂C) as vector spaces,
this would merely be a statement about dimensions. Remember that both
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Bl(Σ̂C) andH(Σ̂) are equipped with actions of the mapping class group of Σ̂C .
The first one comes from a projectively flat connection on the bundle of con-
formal blocks, whereas the latter comes from the isomorphisms (2.93) which
are part of the tft-functor. By identifying Bl(Σ̂C) and H(Σ̂) we mean first
that these two representations are isomorphic. Second, we require that the iso-
morphism is consistent with cutting and gluing of extended surfaces, i.e. with
factorization. It is therefore a non-trivial statement that the two spaces can be
identified. In the case of three-dimensional Chern-Simons theory the TFT-state
space on a component of the boundary can be thought of as the space of con-
formal blocks of the corresponding WZW-model, [104, 41].
For general rational theories there are some results at genus zero and genus
one: At genus zero, an explicit isomorphism, consistent with the mapping class
group representations, between H(Σ̂) and Bl(Σ̂C) is constructed in [43, Sec-
tion 5.3.3]. Furthermore, as a consequence of the Verlinde conjecture, which is
proved in [55, Theroem 5.2], the two spacesH(Σ̂) and Bl(Σ̂C) can be identified
also in the case g=1 and without insertions. Even though there is no general
treatment for g > 1, it is generally believed that such an identification is possi-
ble at any genus. To be on the safe side we here impose the condition (which
is possibly not a restriction) that the vertex operator algebra V is such that we
can identify the two spaces, and refer toH(Σ̂) as the space of conformal blocks.
Thus, we define full rational CFT to be a CFT with vertex algebra V such that:
• The strictification C of the representation category of the chiral algebra V
is modular.
• The space of conformal blocks Bl(Σ̂C) of V can be identified (in the sense
described above) with the TFT-state space H(Σ̂) of the associated topo-
logical manifold, at arbitrary genus.
The TFT-construction solves full CFT which is rational in this sense. In partic-
ular, in such a theory we are able to restrict to topological world sheets when
discussing the algebraic side of full CFT.
4.1.2 Decoration of the world sheet
We now describe how to obtain the correlators of such a rational CFT via the
tft-functor described in section 2.5. The construction involves many sub-
tleties and technical aspects, which are omitted in the description below. See
e.g. [45, Section 3-4] for a more complete description or [33, Appendix B] for a
shorter summary of the TFT-construction. The following description should be
considered as a recipe for how to cook up the connecting manifold of a world
sheet Σ. For the considerations in this thesis we only need oriented world
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sheets. For this reason, we restrict to orientable world sheets in the descrip-
tion below. In fact, we even implicitly assume that Σ is oriented. However, the
constructions for the non-orientable case is similar, see [45] for details.
Consider a topological oriented world sheet Σ, with field insertions and
possibly with non-empty boundary and a network of finitely many defect lines.
We will only consider trivalent network vertices of defect lines. Since defect
lines can be fused this is not a restriction, see Remark 4.1 (i) below.
Remember that phases of a full CFT are separated by defect lines. As was
explained in section 3.2.1, each phase is labeled by a boundary Frobenius alge-
bra, i.e. a symmetric special Frobenius algebra A in C. Each boundary segment
is labeled by a module overA, and each defect line by an A-B-bimodule, where
A and B are the labels of the adjacent phases. The fusion product of two de-
fects, labeled by anA-B-defectX and aB-C-defect Y , is labeled byX ⊗B Y , c.f.
(2.47). Analogously, a fusion product between anA-B defectX and a boundary
component labeled by the B-moduleM is labeled by X ⊗BM .
In addition there are fields living in the bulk, on defect lines or on boundary
components. The fields are decorated as follows:
• A bulk field in phaseA is a tuple Φ=(U, V, φ, p, [γ], or2(p)). Here U, V are
objects in C, φ∈HomA|A(U ⊗+A⊗− V,A), p∈Σ \ ∂Σ is the point where
the field is inserted, [γ] is an arc germ at p such that γ(0) = p, and or2(p)
is the orientation of Σ in a neighborhood around p.
• A defect field changing an A-B defect Y to the A-B defect X is a tuple
Φ=(X,Y, U, V, φ, p, [γ], or2(p)). Here U and V are objects in C, X and Y
are A-B-bimodules, φ∈HomA|B(U ⊗+X ⊗− V, Y ), p∈Σ is the point on
the defect line where the field is inserted, [γ] is an arc germ at p, and
or2(p) is the orientation of Σ in a neighborhood around p.
Recall that a bulk field can be considered as a defect field on the invisible
defect, and that a defect field changing the defect condition to or from the
trivial defect is called a disorder field.
• A boundary field in phase A is a tuple Ψ=(M,N, V, ψ, p, [γ]). Here M
andN are leftA-modules, V is an object in C, ψ ∈HomA(M ⊗V,N), p∈ ∂Σ
is the insertion point of the boundary field and [γ] is an arc germ at p such
that γ is aligned to ∂Σ at p. A boundary field of this type changes the
boundary condition fromN toM .
Here, U ⊗+X ⊗− V is the bimodule with actions given in (2.45).
For an orientable world sheet we can fix the orientation of the entire world
sheet once and for all. Thus the datum of orientation at insertion points of
bulk- and defect fields is somewhat superfluous when dealing with orientable
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world sheets. The arc germ at p∈Σ can be thought of as a remnant of the
local coordinates around p in the world sheet ΣC from which we obtain the
topological world sheet Σ, c.f. [45, Section 5.3.1].
Due to semisimplicity, it is enough to take the objects in C that label field
insertions to be simple. For A-A-defectsX and Y we fix once and for all a basis
{φαpq | p, q ∈I, α = 1, 2, ..., dim(H
X,Y
p,q ) } (4.1)
for the space
HX,Yp,q :=HomA|A(Up ⊗
+X ⊗−Uq, Y ) . (4.2)
The spaceHX,Yp,q is the space of defect fields, with chiral labels p and q, changing
the defect condition from Y toX . We will also need a basis of the space dual to
(4.2). We denote it by
{ φ¯αpq | p, q∈I, α = 1, 2, ..., dim(H
X,Y
p,q ) }. (4.3)
We will abbreviate
φαpq ≡ α and φ¯
α
pq ≡ α¯ (4.4)
whenever the labels p, q can be read of from the context. The two bases are dual
in the sense that
Tr
(
φαpq ◦ φ¯
β
pq
)
= δα,β dim(Y ) . (4.5)
Such dual bases exist due to a non-degenerate pairing of the spaces HomA|A(Up
⊗+X ⊗− Uq, Y ) and HomA|A(Y, Up ⊗+⊗− Uq). The existence of such a pair-
ing, in turn, follows from the following arguments: Due to semisimplicity of
C there exists a non-degenerate pairing of the spaces Hom(Up⊗X ⊗Uq, Y ) and
Hom(Y, Up⊗X ⊗Uq). We may chose bases of those spaces in such a way that
the pairing is mapping a pair of basis elements ψαpq ∈Hom(Up⊗X ⊗Uq, Y ) and
ψ¯βpq ∈Hom(Y, Up⊗X ⊗Uq) to
Tr
(
ψαpq ◦ ψ¯
β
pq
)
= δα,β dim(Y ) . (4.6)
Taking ψαpq ∈HomA|A(Up⊗+X ⊗− Uq, Y ) one shows, by using that A is sym-
metric Frobenius together with the representation properties, that this pair-
ing restricts to a pairing between HomA|A(Up⊗+X ⊗− Uq, Y ) and HomA|A(Y,
Up⊗+X ⊗− Uq). (The calculation is an obvious generalization of eq. (C.16) in
[33].) Analogously, taking ψ¯βpq ∈HomA|A(Y, Up⊗
+X ⊗− Uq), the non-degene-
rate pairing Tr
(
ψαpq ◦ ψ¯
β
pq
)
again restricts to a pairing between HomA|A(Up
⊗+X ⊗− Uq, Y ) and HomA|A(Y, Up⊗+X ⊗− Uq).
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4.1.3 The connecting manifold
We are now in a position to describe the connecting manifold MΣ of an ori-
ented world sheet. As a three-manifold, MΣ is constructed from an interval
bundle Σ× [−1, 1] over the world sheet by pairwise identifying points over the
boundary:
MΣ = Σ× [−1, 1]
/
∼ , (4.7)
where
(x, t) ∼ (x,−t) ∀x ∈ ∂Σ and ∀ t∈ [−1, 1]. (4.8)
Thus, the connecting manifold is obtained by "filling out" the double Σ̂ of Σ to a
three-manifold. By construction there is an embedding ι : Σ →֒MΣ of the world
sheet in MΣ as the set of points (p, 0)∈Σ × [−1, 1]. Note that the boundary of
the connecting manifold is the double of the world sheet,
∂MΣ = Σ̂ . (4.9)
The double is orientable. We fix once and for all the orientation by the in-
ward pointing normal. There is an interval p× [−1, 1] connecting the two points
on the double p′ and p′′ over each point p in the interior of the world sheet. We
refer to this interval as the connecting interval. A point p on the boundary of
the world sheet gives rise to a single point p′ on the double and a connecting
interval [0, 1] stretching from p to p′. When a point in the interior is moved to
the boundary, the two halves of the connecting interval merge into an interval
connecting the point p∈ ∂Σ with the corresponding point p′ ∈ Σ̂. All of this is
illustrated in the following picture of the connecting manifold of a disc:
p1
p′1
p′′1
p2
p′2
(4.10)
Here, the thicker lines are examples of connecting intervals over the points p1,
in the interior of the world sheet Σ, and p2 ∈ ∂Σ.
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The double as an extended surface
Part of the data of the field insertions are lifted to the double. Each defect field
(X,Y, U, V, φ, p, [γ], or2(p)) gives rise to two marked points, p
′ and p′′, on the
double, one of them in a neighborhood with orientation coinciding with the one
around p, and the other one in a neighborhood with opposite orientation. The
one in a neighborhood with orientation or2(p) gets labeled by the object U and
the other one by V . The arc germ [γ] induces arc germs at the twomarked points
p′, p′′ ∈ Σ̂, and for eachmarked point, the datum ε is taken to be ε = −1. Thus, a
ribbon ending on the boundary always has core orientation pointing away from
the boundary. Since we may think of a bulk field as a special kind of defect field
the data of a bulk field are lifted in the same way. The data of boundary fields
are lifted to the single point over the insertion on the double in the obvious
analogous fashion. Finally, in order to turn the double into an extended surface
we make the canonical choice of lagrangian subspace described in Remark 2.18
(ii).
The ribbon graph inMΣ
Let us now describe how to construct the ribbon graph embedded inMΣ. First
we choose a dual triangulation of the world sheet. This involves decorating the
world sheet such that there is a line running along each defect line and along
each boundary component. We require that every vertex is trivalent and every
field insertion lies on an edge of the triangulation and that vertices of the dual
triangulation coincide with the network vertices, i.e. vertices at which three de-
fect lines are joined. Note that to fulfill the last requirement, it may be necessary
to include some invisible defect lines.
The dual triangulation is then covered by ribbons and coupons. First we place
a ribbon on each edge of the triangulation of the embedded world sheet as
follows:
• On a defect line we place a ribbon labeled by the bimodule describing the
corresponding defect or condition. Analogously, on a boundary segment
we place a ribbon labeled by the left module describing the correspond-
ing boundary condition. Each ribbon is embedded with core orientation
opposite to the one of the corresponding defect line or boundary condi-
tion.
• On any other edge of the dual triangulation we place a ribbon labeled by
a trivial defect condition, i.e. the boundary Frobenius algebra that labels
the adjacent regions.
All ribbons placed on the dual triangulation are embeddedwith two-orientation
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opposite to the one of the world sheet. I.e., using the terminology of Remark
2.18 (i), the ribbons are embedded with the black side facing up.
In addition we place coupons on field insertions. The coupon at a defect
field changing the defect condition from Y to X is labeled by the morphism
labeling the defect field, i.e. a morphism φ in HomA|B(U ⊗+X ⊗−V, Y ). The
order ofX and Y is reversed in the morphism since ribbons are embeddedwith
core orientation opposite to the actual defect. The coupon has three incoming
ribbons labeled byU ,X and V and one outgoing labeled by Y . The ones labeled
by X and Y are the ones placed on the dual triangulation, whereas the ones
labeled by U and V are taken to end on the marked points over the insertion
point. We illustrate the ribbon graph in a region around a defect field in the
following picture1:
x
zy
x
y
x
y
x
y
U
V
X Y
d dor(d) or(d)
φ
(4.11)
Again this description covers also the bulk field case. The coupon at a boundary
field is labeled by the morphism labeling the boundary field and the ribbons are
joined with the rest of the ribbon graph in the obvious analogous fashion.
In order complete the description of the ribbon graph we need to describe
how to join the ribbons at trivalent vertices. At trivalent vertices for which at
least one edge is labeled by a boundary Frobenius algebra we join ribbons by
coupons labeled as follows:
• At each vertex joining three ribbons labeled by a boundary Frobenius al-
gebra the coupon is labeled by the product or coproduct of that algebra.
• At each vertex such that there is a ribbon labeled by a boundary Frobenius
algebra ending on a defect line or boundary component the coupon is
labeled by the corresponding representation morphism.
1In (4.11) the ribbon graph around the coupon labeled by φ is rotated by an angle pi in such a
way that it shows it white side. This emphasizes that when this piece of ribbon graph is projected
to R2, as described in section 2.5.2, it is interpreted as the morphism φ.
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In order for this convention to make sense we have to be able to reverse the
core orientation of a ribbon labeled by a boundary Frobenius algebra. The con-
ventions listed abovemay give rise to an edge of the triangulation at which two
parts of ribbons labeled by some boundary Frobenius algebraAmeet with core-
orientation pointing towards or away from each other. Whenever this happens,
we join them by a coupon labeled by η◦m or by∆◦ε. The corresponding pieces
of ribbon graphs looks as follows:
or (4.12)
Finally, consider a network vertex joining three ribbons labeled by an A-B-
bimoduleX and aB-C-bimodule Y with core-orientation pointing towards the
vertex, and an A-C-bimodule Z with core-orientation pointing away from the
vertex. On this vertex we place a coupon as in the following picture:
Z
YX
κ (4.13)
The coupon is labeled by a morphism
κ∈HomPA|C(X ⊗Y, Z) . (4.14)
Here HomPA|C(X ⊗Y, Z) ⊆ HomA|C(X ⊗Y, Z) is the space of morphisms f ∈
HomA|C(X ⊗Y, Z) that satisfy
f ◦ PX,Y = f , (4.15)
where PX,Y ∈End(X ⊗Y ) is the projector, defined in (2.48), whose image is
X ⊗B Y .
Any vertex such that the core orientations of ribbons are not exactly as de-
scribed above can be described analogously by using that reversing the orien-
tation of a ribbon corresponds to exchanging the label of that ribbon by its dual,
c.f. section 2.5.1 (see picture (2.87)). If, e.g. the ribbon labeled by Y have core
orientation pointing away from the vertex, we label the vertex by a morphism
in HomPA|C(X ⊗Y
∨, Z) instead.
In fact, it is natural to label a vertex with one ingoing defect labeled by an
A-C-bimoduleX and two outgoing defects labeled by an A-B-bimodule Y and
a B-C-bimodule Z by a morphism
κ∈HomPA|C(X,Y ⊗Z) , (4.16)
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withHomPA|C(X,Y ⊗Z)defined, analogously toHom
P
A|C(X ⊗Y, Z), by the prop-
erty that f ∈HomPA|C(X,Y ⊗Z) iff
PX,Y ◦ f = f . (4.17)
It is straightforward to show that if κ∈HomPA|C(X,Y ⊗Z), then the morphism
κ′ := (idY ⊗ d˜Z) ◦ (κ⊗ idZ∨) is an element in HomPA|C(X ⊗Z∨, Y ).
Remark 4.1. (i) As already mentioned, we will consider an n-valent network
vertex of defects as an equivalent network vertex being a composition of several
trivalent ones by fusing defects with each other as in the following picture
 (4.18)
For brevity we will sometimes say that there is an n-valent vertex labeled by
some morphism f . By this we mean that f is a suitable composition of mor-
phisms labeling the trivalent vertices that together constitute the n-valent net-
work vertex.
(ii) In [1] a slightly different decoration of the world sheet is used, see [1, Def-
inition 3.1]. One way in which that description differs from the present one is
that instead of a dual triangulation we require only a cell-decomposition of the
world sheet. This is useful for proving some of the statements in [1], e.g. it takes
care of the issues mentioned in part (i) of this remark. However, here we will
not present those proofs in detail, and accordingly we omit that description in
favor of the slightly more transparent one given above.
This completes the description of the construction of the connecting mani-
fold
MΣ : ∅ → Σ̂ . (4.19)
By applying the tft-functor we obtain a linear map
tft(MΣ) = Z(MΣ) : C→ H(Σ̂) . (4.20)
The correlator Cor(Σ) of the world sheet Σ is obtained by applying this map to
1∈C:
Cor(Σ) = Z(MΣ) 1 ≡ Z(MΣ) . (4.21)
Here and below, by a slight abuse of notation, we suppress applying Z(MΣ)
to 1∈C. This procedure defines a vector in the space of conformal blocks on
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the double Σ̂. It has been proven that the collection of vectors Cor(Σ), for all
world sheets Σ, satisfy the factorization constraints and invariance under the
action of the mapping class group provided by the tft-functor. This is proved
in [33] for world sheets without defects, and is generalized to oriented world
sheets with an arbitrary network of defect lines in [1]. Section 4.2 summarizes
the proof that the vectors Cor(Σ) indeed satisfy the consistency conditions just
mentioned.
4.1.4 Structure constants
Below we will be interested in calculating the structure constants, i.e. the ex-
pansion coefficients in a basis of the space of conformal blocks on the double:
Cor(Σ) =
∑
i
ci bi , (4.22)
where {bi} is basis for H(Σ̂). We will realize each bi as the invariant Z(Mbi)
of some cobordismMbi : ∅ → Σ̂. Analogously there is a dual basis {b
∗
i } satis-
fying b∗j (bi)= δi,j , obtained as invariants of cobordismsM
∗
bi
: Σ̂ → ∅. Thus, the
structure constants in (4.22), obtained in a standardmanner by composing both
sides with an element of the dual basis, can be written as
ci = Z(M
∗
bi)Z(MΣ) = Z(M
∗
bi ◦MΣ) . (4.23)
This is a ribbon graph in a closed three-manifold. Consider a closed three-
manifoldMwith a ribbon graph contained in a contractible region. By project-
ing the ribbon graph in a non-singular manner, as described in section 2.5.2, to
R2 we obtain a morphism f , that is an endomorphism of the tensor unit of C.
Since End(1) = C, f is given by a complex number wf . Thus, the invariant of
M is given by:
Z(M) := Z(M0)wf , (4.24)
whereM0 is the manifoldMwith an empty ribbon graph. Of particular inter-
est to us are the following two cases:
Z(S2 × S1) = 1 and Z(S3) = S0,0 . (4.25)
n-point blocks on the sphere Consider the two-sphere S2 with n marked
points, labeled by objects U1, ..., Un. Denote by B(U1, ...Un) the corresponding
space of conformal blocks. A basis for B(U1, ...Un) with every Up = Uıp simple
is given by (see e.g. [12, Chapter 4.4])
B[ı1, ..., ın]p1...pn−3,β1...βn−2 := Z(B̂(ı1, ..., ın)p1...pn−3,β1...βn−2), (4.26)
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where B̂(ı1, ..., ın)p1...pn−3,β1...βn−2 is the following ribbon graph in a full three-
ball B3:
B̂(ı1, ı2, ..., ın)p1p2...pn−3,β1β2...βn−2 :=
ı1
ı2
ı3
ı4 ın−1
ın
ı¯1
p1
p2
pn−3
β1
β2
β3
βn−2
(4.27)
Here p1, ...pn−3 ∈ I and βs, with s = 1, ..., n − 2, labels the basis depicted in
(2.22) ofHom(Ups ⊗Uıs+1 , Ups−1), where we identify p0 ≡ ı¯1 and pn−2 ≡ ın. The
dual basis is obtained as the invariants
B∗[ı1, ..., ın]p1...pn−3,β¯1...β¯n−2 :=
1
S0,0
Z(B̂∗(ı1, ..., ın)p1...pn−3,β¯1...β¯n−2) (4.28)
of the ribbon graph
B̂∗(ı1, ı2, ..., ın)p1p2...pn−3,β¯1β¯2...β¯n−2 :=
ı1
ı2
ı3
ı4
ın−1
ın
ı¯1
p1
p2
pn−3
β1
β2
β3
βn−2
(4.29)
in B3. Here p1, ...pn−3 ∈ I and β¯s labels the basis depicted in (2.22) that is dual
to the one used in (4.27). That (4.26) and (4.28) are dual follows from duality of
the bases (2.22) of each spaceHom(Ups ⊗Uıs+1 , Ups−1) and its dual, and that the
invariant Z(S3) of empty S3 equals S0,0.
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Conformal blocks on the torus A basis for the space of conformal blocks on
the torus is given by {|χi; T2〉|i∈I}, where |χi; T2〉 is the invariant of a full
torusMT ;i with a single annular ribbon, labeled by Ui, running along the non-
contractible standard cycle of the full torus. Thus
|χi; T
2〉 = Z(MT ;i) , (4.30)
withMT ;i given by
MT ;i := i (4.31)
considered as a cobordism from the empty set toT2, i.e. in (4.30) top and bottom
are identified. The dual basis is spanned by invariants of similar full tori with
opposite orientation of the boundary, see [43, eq. (5.18)].
4.1.5 The defect two-point function
As an illustration and as preparation for the proof of bulk factorization we cal-
culate the structure constants of the defect two-point function. Denote by S2X;pq,αβ
the world sheet which is a two-sphere with a defect line, labeled by X , run-
ning from the disorder field ΘXpq,α to the disorder field Θ˜
X
p¯q¯,β . The world sheet
S2X;pq,αβ is displayed in the following picture:
ΘX
p¯q¯,β
ΘXpq,α
X
(4.32)
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Following the recipe in section 4.1.3, the connecting manifold of S2X;pq,αβ is
given by
MS
2;X
pq,αβ =
φαφβ
A
p¯ p
q¯ q
X
(4.33)
Here each vertical rectangle represents a two-sphere. The top and bottom rect-
angle represent the two components of the boundary of the double of S2X;pq,αβ ,
while the shaded rectangle represents the world sheet S2X;pq,αβ .
The correlator, given by Cor(S2X;pq,αβ) = Z(M
S2;X
pq,αβ), is an element in the
space of conformal blocks on the double of the 2-holed sphere, that is in the
tensor product of two conformal blocks of the type (4.26) with n = 2:
Cor(S2X;pq,αβ) ∈ B(Up, Up¯)⊗B
−(Uq, Uq¯) . (4.34)
Here B(Up, Up¯) is the space of blocks on the sphere oriented by the outward
pointing normal, whereas B−(Uq, Uq¯) is the space of blocks on the sphere ori-
ented by the inward pointing normal. The space of conformal blocks on a
spherewith twomarked points, labeled by simple objects, is zero unless the two
points are related by charge conjugation, in which case it is one-dimensional.
This is the reason why we only consider pairs of fields with chiral labels related
by charge conjugation in any two point function on the sphere. Using the basis
in (4.34) of 2-point blocks on the sphere, the structure constants of Cor(S2X;pq,αβ)
are obtained by gluing two copies of (4.29) with n = 2 to the manifold (4.33).
Thus, we have
Cor(S2X;pq,αβ) = (c
def
X,pq)αβ B[p, p¯]⊗B
−[q, q¯] , (4.35)
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with
(cdefX,pq)αβ =
1
S0,0
p
p¯
q
q¯
β
α
X
(4.36)
Here, the factor 1/S0,0 is a consequence of the normalization (4.28) and the in-
variant of empty S3. To arrive at (4.36) we have, after projecting the ribbon
graph to R2, used that A is special and symmetric and that φα and φβ are bi-
module morphisms. The defect two point function, and in particular the matrix
cdefpq consisting of structure constants of the defect two-point function with chi-
ral labels p, q, will play a central role when we discuss factorization.
4.1.6 Equivalences of world sheets
There are many world sheets whose decorations differ slightly, but which still
have the same correlator. We will say that two world sheets Σ and Σ′ with the
same underlying surface Σ˚ are equivalent iff
Cor(Σ) = Cor(Σ′) . (4.37)
Below we will describe some important equivalences of world sheets, see [1,
Section 3.2] for some more details.
Intrinsic equivalence
Recall from section 4.1.3 that, when constructing the correlator, network ver-
tices such that at least one edge is labeled by a trivial defect are labeled by
structure morphisms of boundary Frobenius algebras and their (bi-)modules.
Two world sheets Σ and Σ′ are intrinsically equivalent if Σ˚= Σ˚′ and the dual
triangulations differ only in the edges labeled by trivial bimodules and the net-
work vertices involving at least one boundary Frobenius algebra. The physical
interpretation of this statement is that any modification of a world sheet involv-
ing only trivial defects leaves the correlators invariant. The key ingredient in
the proof of intrinsic equivalence is the following lemma, see [1, Lemma A.1
and A.2]:
82
Lemma 4.2. Let A be a special symmetric Frobenius algebra. Denote by Aε, with
ε∈{±1}, the algebra A if ε = +1, and A∨ if ε = −1. Consider the space
R := Hom(Aε1 ⊗Aε2 ⊗ · · · ⊗Aεp , Aε1 ⊗Aε2 ⊗ · · · ⊗Aεq ) , (4.38)
where εi ∈{±1}. Let f ∈R be a morphism composed of structure morphisms of A
such that when written graphically, f is a connected graph. There is a unique such
morphism and it can be written as
f = (gε1 ⊗ gε2 ⊗ · · · ⊗ gεp) ◦ ψ ◦ ϕ ◦ (hε1 ⊗ hε2 ⊗ · · · ⊗hεq ) , (4.39)
where h+1 = idA = g
+1, g−1 = Φ∈Hom(A,A∨) and h−1 = Φ−1, with Φ defined in
(2.34), and ϕ and ψ the following morphisms:
ϕ :=
A A A · · · A A
A
and ψ :=
A A A · · · A A
A
(4.40)
Remark 4.3. The notion of intrinsic equivalence used here differs from the
one in [1], where intrinsic equivalence only refers to the auxiliary datum of
a defect graph used in that paper. Here, intrinsic equivalence is a statement
about the world sheets and thus includes the additional requirement Σ˚= Σ˚′,
c.f. [1, Lemma 3.4].
Fusion of defect lines
As already mentioned, defect lines may be fused, either with another defect
line or with a boundary component. Let us make this concrete in the TFT-
construction: Assume that Σ′ and Σ coincide outside the two regionsD andD′
displayed in the following picture:
D
Y
X
D′
Y
X
Y
X
X ⊗B Y
r e
(4.41)
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Here X and Y are A-B- and B-C-bimodules, respectively. If the morphisms e
and r, labeling the two network vertices in D′, are the embedding and restric-
tion morphisms in (2.49), the two world sheets are equivalent.
Analogously a defect line labeled by anA-B-bimoduleX may be fused with
a boundary component labeled by some left B-moduleM . This equivalence is
in fact covered by defect fusion, by consideringM as an A-1-defect.
Removal of internal vertices
Consider a defect line connecting two network vertices v and w of defect lines.
Such a defect line can be removed provided that the remaining defect lines are
joined at a single vertex v′. To make this statement more concrete, assume that
two world sheets Σ and Σ′ coincide outside the following two regions:
D
Xv1
Xv2
Xv
k
v
Xvw w
Xw1
Xwm−1
Xwm D′
X′m+1
X′m+2
X′
k+m
X′1
X′m−1
X′m
v′
(4.42)
The world sheet Σ′ is equivalent to Σ if the vertex v′ is labeled by a suitable
composition of the two morphisms labeling the vertices v and w. Recalling
Remark 4.1 this statement is almost a tautology.
Similarly, if a defect lineX is joining a defect field and a two-valent network
vertex, then there is an equivalent vertex, where the defect line together with
the network vertex and defect field is replaced by a single defect field. Again
the labeling of the latter is a composition of the morphisms labeling the original
configuration.
A boundary component stretching between two network vertices can be
removed by completely analogous manipulations.
Collapsing bubbles
A defect configuration forming a "defect bubble" involving a single defect field
may be replaced by a single defect field. Assume again that Σ and Σ′ coincide
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outside the following regions:
D
X1
X21
X23X31
X2
v1
v2
v3
D′
X1 X2
w
(4.43)
Here, X1 and X2 are A-C-bimodules, X23 and X31 are B-C bimodules and
X21 is an A-B bimodule. Let the vertices in D be labeled by κv1 ∈Hom
P
A|C(X21
⊗B X31, X1), κv2 ∈Hom
P
A|C(X2, X21⊗BX23) and φv3 ∈HomB|C(Ui⊗
+X23
⊗− Uj , X31), respectively. The world sheets are equivalent if w in D′ is labeled
by the morphism
φw =
Ui UjX2
X
2
3
κv2
φv3
X21
κv1
X1
X31
(4.44)
The morphism φw is the same as the one obtained from the regionD. Note that
φw ∈HomA|C(Ui⊗+X2⊗−Uj , X1) and is accordingly an adequate morphism
to label the defect field at w.
There is again an analogous result involving boundaries: Consider the situa-
tion that two end-points of a defect without insertions end at trivalent network
vertices on the same boundary component, such that at most one boundary
field is located in between the two network vertices. In this situation the bubble
can be collapsed, giving rise to just a boundary field by arguments analogous
to the ones above. This situation is treated analogously as the "defect bubble"
case involving only defects by considering the case C = 1.
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4.2 Constraints in the TFT-construction
In this section we outline the proofs in [1] that mapping class group invariance
and the factorization constraints are satisfied by the correlators, obtained via
the TFT-construction, of oriented world sheets containing defects. We will de-
scribe bulk factorization in the presence of defects in some detail, since bulk
factorization across defect lines will be a crucial ingredient in the next chapter.
Boundary factorization across defect lines on the other hand, is not new. It is
covered by the results in [33] by using fusion of defect lines with a boundary
component. Thus we will only briefly discuss boundary factorization.
4.2.1 Bulk factorization
Bulk factorization associates to a world sheetΣ a collection {Σ′} of world sheets,
with topology different from Σ. The factorization constraints require that the
correlator of Σ can be written as a linear combination in which we sum over the
correlators of the world sheets in {Σ′}. Bulk factorization takes place along a
circle Scut, the cutting circle, embedded in a cylindrical region of Σ. We consider
the situation that the circle Scut is crossed by a single A-A-defect X . By using
fusion of defects this situation covers also the case that there is a finite number
of defects running parallel to each other and crossing the circle Scut.
Factorization of the world sheet
In order to obtain the world sheets Σ′ related to Σ via factorization we proceed
in two steps:
1. Cut Σ along Scut. This creates two new circular boundary components.
2. Cut the world sheet S2X;pq,αβ of the defect two-point function, displayed
in (4.32), along the equator. The so-obtained half-spheres are glued to the
circular boundary components created in step 1 such that two-orientations
and core orientations of defect lines match.
The procedure is illustrated in the following picture (compare with the picture
(4.32) of S2X;pq,αβ):
S
cu
t 7−→
X X X
ΘXpq,α Θ˜
X
p¯q¯,β
(4.45)
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This way a collection {Σ′} = {Σpq,αβ} of world sheets is obtained. There is
one world sheet for each pair (ΘXpq,α, Θ˜
X
p¯q¯,β) of disorder fields having non-zero
defect two-point function on the sphere. We will refer to the world sheets in the
collection {Σpq,αβ} as the factorized world sheets.
The gluing homomorphism
Note thatΣpq,αβ differs fromΣ in two respects. Factorization changes the topol-
ogy of the world sheet and increases the number of marked points. Conse-
quently, the two spaces H(Σ̂) and H(Σ̂pq,αβ) of conformal blocks do not coin-
cide. Thus, Cor(Σ) cannot immediately be expanded in terms of the correlators
Cor(Σpq,αβ). However, there is a linear mapwhich we call gluing homomorphism
Gℓpq : H(Σ̂pq)→ H(Σ̂) (4.46)
that relates the two spaces. We will write Σ̂pq ≡ Σ̂pq,αβ since the double of
Σpq,αβ , and accordingly the associated space of conformal blocks, does not de-
pend on the multiplicity labels α and β. A gluing homomorphism was ob-
tained already in [33], where factorization across a trivial defect was proven,
see [33, eq. (2.49)]. This is the relevant gluing homomorphism also in the case
of non-trivial defects. The reason is that what is relevant for the gluing homo-
morphism is the double of the world sheet, and the double of Σpq,αβ indeed co-
incides with the double of the cut world sheet considered in [33]. However, we
will use a slightly different normalization of the gluing homomorphism than
the one considered in [33]. The construction of Gℓpq uses a basis {λ¯kk¯} of the
one-dimensional space Hom(1, Uk ⊗Uk¯) for each k ∈ I. We will use
k k¯
λ¯k¯k
= θk R
(k¯ k)0
· · λ¯k¯k = θ
−1
k R
− (k¯ k)0
· · λ¯k¯k (4.47)
instead of λ¯kk¯ , c.f. Remark 2.4 of [1].
The factorization identity
It is easy to see thatGℓpq(Cor(Σpq,αβ)) and Cor(Σ) lie in the same space. In fact,
there is [12, Definition 5.1.13(iv)] an isomorphism⊕
p,q
Gℓpq :
⊕
p,q
H(Σ̂pq)
∼=
−→ H(Σ̂) (4.48)
of vector spaces. However, this does not guarantee the existence of a factoriza-
tion identity, since the collection {Cor(Σpq,αβ)} of correlators is far from a basis
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of
⊕
p,qH(Σ̂pq). Nonetheless, we have indeed the following statement from [1]
about bulk factorization:
Theorem 4.4. The correlator C(Σ) for an oriented world sheet Σ can be expressed in
terms of the correlators C(Σpq,αβ) of the factorized world sheets as
Cor(Σ) =
∑
p,q∈I
∑
α∈HA,Xp,q
∑
β∈HX,Ap¯,q¯
Cfact;Xpq,αβ Gℓpq(Cor(Σpq,αβ)) , (4.49)
with Cfact;Xpq,αβ given by
Cfact;Xpq,αβ = dim(Up) dim(Uq) (c
def −1
X,p¯q¯ )αβ . (4.50)
The rest of this subsection is devoted to the proof of Theorem 4.4. The
proof follows quite closely the proof in [33] of bulk factorization without de-
fects. Here we will summarize the proof and indicate how the proof in [33]
is modified or generalized. However, there are some technicalities, which will
also not be discussed in any detail here, see e.g. Lemma A.4 and Lemma A.5
of [1].
4.2.2 Proof of bulk factorization
In order to prove the bulk factorization identity (4.49) it is instructive to analyze
the action of the gluing homomorphism (4.46) in some more detail. The gluing
homomorphism is obtained as the invariant of the gluing cobordism
MGℓ ≡MGℓ,pq : Σ̂pq → Σ̂ . (4.51)
Thus,
Gℓpq(Cor(Σpq,αβ)) = Z(MGℓ ◦MΣpq,αβ ) . (4.52)
While both are cobordisms from ∅ toH(Σ), the cobordismsMΣ andMGℓ◦MΣ′
do not coincide, not even as topological manifolds. However, the discrepancy
between the two manifolds, including the ribbon graphs, is entirely confined in
a suitably embedded solid torus. Explicitly,MΣ andMGℓ◦MΣ′ can be realized
as
MΣ =MΣ,T2 ◦ TX (4.53)
and
MGℓ ◦MΣ′ =MΣ,T2 ◦ T˜X . (4.54)
Here
MΣ,T2 : TX,X → Σ̂ (4.55)
is a cobordism from TX,X , which is the torus T
2with twomarked points labeled
byX , to the double of the original world sheet. T˜X and TX are both cobordisms
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from ∅ to TX,X . However T˜X and TX differ with respect to the embedded rib-
bon graph and, informally, by a modular S-transformation of their boundary,
see (5.3) and (5.9) of [33] and section 2.2 of [1]. To make the latter statement
concrete, consider the mapping cylinderMS over T 2 of a homeomorphism in
the class of the S-transformation of T 2. Then TX andMS ◦ T˜X differ, apart from
in the embedded ribbon graphs, by an orientation preserving homeomorphism
that restricts to the identity on ∂TX = ∂(MS ◦ T˜X). Since the derivation of the
cobordisms TX and T˜X = T˜X;pq,αβ is completely analogous to the derivation of
the cobordisms appearing2 in (5.3) and (5.9) in [33], we omit the derivation here
and only give the result:
T˜X;pq,αβ =
1
2
q
q¯
q
p¯
p
α
β(X,+)
(X,−)
λ¯
q¯
q
λ¯
p¯
p
(4.56)
2In eq. (5.3) and (5.9) of [33], the cobordismsMΣ,T2 ◦ TX andMΣ,T2 ◦ T˜X are displayed for
the case X = A.
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and
TX =
1
2
(X,+)
(X,−)
A
X
(4.57)
Here, the cobordisms are displayed in "wedge presentation". This means that
top and bottom, as well as horizontal white faces, are to be identified, see [33,
Section 5.1] for more details. In (4.56), α and β label the bases, defined in (4.1),
of the spaces HomA|A(Up ⊗+A⊗− Uq, X) and HomA|A(Up¯ ⊗+X ⊗− Uq¯, A) re-
spectively.
Applying the tft-functor to the cobordisms (4.53) and (4.54) we get
Cor(Σ) = Z(MΣ,T2) ◦ Z(TX) (4.58)
and
Gℓpq(Cor(Σpq,αβ)) = Z(MGℓ) ◦ Z(MΣ′) = Z(MΣ,T2) ◦ Z(T˜X;pq,αβ) . (4.59)
for the correlators. Thus the factorization identity (4.49) amounts to a relation
between the invariant of TX and the invariants of T˜X;pq,αβ for all possible labels
of p, q, α, β. Indeed we have the following result from [1]:
Proposition 4.5. The invariant Z(TX) can be expanded as
Z(TX) =
∑
p,q∈I
∑
α∈HA,Xp,q
∑
β∈HX,Ap¯,q¯
Cfact;Xpq,αβ Z(T˜X;pq,αβ) , (4.60)
where the coefficients Cpq,αβ are given by
Cfact;Xpq,αβ = dim(Up) dim(Uq) (c
def −1
X,p¯q¯ )αβ . (4.61)
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Proof. First observe that Z(TX) indeed can be expanded in terms of the in-
variants Z(T˜X;pq,αβ). Let us motivate this statement. Consider the space Im(P),
where
P = Z(P) (4.62)
is the projector obtained as the invariant of the cobordism
P :=
1
2
(X,−)
A
A
(X,+)
(X,+)
A
A
(X,−)
1
2
(4.63)
In this picture top and bottom as well as front and back are to be identified,
i.e. we deal with a cylinder over a torus TX,X = ∂TX = ∂T˜X;pq,αβ . In particular
the two "loose ends" of A-ribbons, starting and ending on an X-ribbon are to
be identified. The proof that P is a projector follows from the representation
properties and the fact that A is special symmetric Frobenius. In the case that
X =A, the proof reduces to the proof of Lemma 5.2 (i) of [33].
Now we make two observations. First, Z(TX) lies in the space Im(P). To see
that this is the case, first note that the difference between the composition P◦TX
and TX is that in P ◦ TX there are two annular A-ribbons instead of one ending
on each of the two X-ribbons. Next, using the representation property and
then applying lemma 4.2, it follows that Z(P ◦ TX) is not affected if one of the
two annular A-ribbons ending on each X-ribbon is omitted. This implies that
Z(P ◦ TX)=Z(TX). In the case that A = X this proof reduces to the proof of
lemma 5.2 (iii) of [33]. The second observation is that the set
B := {Z(T˜X;pq,αβ)|p, q ∈ I , α ∈ H
A,X
p,q β ∈ H
X,A
p¯,q¯ } (4.64)
constitutes a basis of Im(P). In the situation that X =A, this statement reduces
to Lemma 5.2 (ii) of [33]. The difference in the present setting is that the ribbons
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here labeled by X are labeled by a boundary Frobenius algebra in [33], but the
proof works in the same way. The proof of Lemma 5.2 (ii) of [33] combines
results of two types: On the one hand statements in which the ribbons here la-
beled byX are labeled by an arbitrary object in C, and on the other hand results
in which they are labeled by an arbitrary A-A-bimodule. As a consequence we
can combine those results in exactly the same way as in [33] to prove that the
vectors in (4.64) forms a basis of Im(P). Since Z(TX) lies in the space Im(P), it
follows that an expansion of the form (4.60) exists for suitable coefficients.
In order to obtain the values of the coefficients in (4.60) we compose both sides
with a basis B∗ dual to the one in (4.64). Lemma A.4 of [1] proves that B∗ is
spanned by the vectors Z(L
X
p,q,α,β), with L
X
p,q,α,β the cobordism
N−1 L
X
p,q,α,β :=
λq¯q
λp¯p
1
2
q
q¯
q
p¯
p
β¯
α¯
(X
,+
)
(X
,−)
(4.65)
where α¯ and β¯ labels bases defined in (4.3) andN is the number
N =
(dim(Up) dim(Uq))
2
dim(A) dim(X)
. (4.66)
The proof of this statement is a generalization of the proof of [33, eq. (5.20)]. In
particular the proof uses that the basis (4.1), of the space HA,Xp,q , and the basis
(4.3), of the space dual to HA,Xp,q , satisfy (4.5). Composing both sides of (4.60)
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with Z(L
X
p,q,α,β) we obtain
N−1 Cfact;Xpq,αβ =
p¯
p
q¯
q
q
α¯
β¯
A
X
(4.67)
Above, the right hand side is regarded as the invariant of a ribbon graph in
S3. Using that α¯ labels a bimodule morphism and that A is symmetric special
Frobenius and deforming the ribbon graph we get the following morphism in
C:
Cfact;Xpq,αβ = S0,0N
p
p¯
q
q¯
β¯
α¯
X (4.68)
The factor S0,0 arises when evaluating the ribbon graph in S
3. The number on
the left hand side equals dim(Up) dim(Uq) (c
def −1
X,p¯q¯ )αβ , see Lemma A.5 of [33].✷
Combining Proposition 4.5 with the expressions (4.58) and (4.59) proves
Theorem 4.4.
Remark 4.6. Due to our choice of normalization of the gluing homomorphism
our result does not directly reproduce the one in [33] for X =A. If we instead
normalize the gluing homomorphism as in [33] the coefficients Cfact;Xpq,αβ gets re-
placed by
CFFRS;Xpq,αβ = θp θ
−1
q R
(p¯ p)0
· · R
− (q¯ q)0
· · C
fact;X
pq,αβ , (4.69)
which for X =A reproduces the result in [33], see [1, Remark 2.4].
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4.2.3 Boundary factorization
Boundary factorization is performed along a line segment, the cutting interval,
embedded in the world sheet in such a way that it connects two boundary com-
ponents. Boundary factorization in the presence of only trivial defects is treated
in [33, Theorem 2.9 & 2.10]. In fact, including non-trivial defects does not add
any new features: Consider a strip of a world sheet such that there is a finite
number of defect lines running parallel to each other and crossing the cutting
interval connecting the two boundary components. Using fusion of defect lines,
as described in section 4.1.6, all defects can be fused to the boundary so that we
obtain an equivalent world sheet with no defect lines crossing the cutting in-
terval. This is the situation studied in [33]. The procedure is illustrated in the
following picture:
7−→
(4.70)
Using this equivalence it is straightforward to establish a genuine boundary
defect result.
Let Σ be of the type displayed to the left in (4.70), but with a single defect
line. The role played by the defect two-point function in bulk factorization is
in boundary factorization played by the correlator of a disc with two boundary
fields and one defect line. Denote byD=D(Ml,Mr, X, i, ψ+, ψ−, r, e) the world
sheet pictorially given by
ψ+
r
ψ−
e
MrMl X (4.71)
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Here the defect line is labeled by the A-B-bimoduleX and the boundary edges
are labeled the modulesMl, X ⊗BMl (twice) andMr, respectively. Two of the
vertices are insertion vertices, labeled by ψ+ ∈HomA((X ⊗BMl) ⊗Ui,Mr) and
by ψ− ∈HomA(Mr ⊗ Uı¯, X ⊗BMl), respectively, and the other two are labeled
by the embedding and restriction morphisms e∈HomPA(X ⊗BMl, X ⊗Ml) and
r∈HomPA(X ⊗Ml, X ⊗BMl) appearing in (2.49), respectively. Denoting by
{ψα} and {ϕβ} choices of bases of the morphism spaces for the two boundary
fields, the structure constants cbdef of the correlator are defined through
C(D) = (cbdefMl,Mr ,X,p)αβ B[p, p¯] , (4.72)
with B[p, p¯] defined in (4.26).
Boundary factorization amounts to cutting the original world sheet Σ along
the cutting interval and gluing to the so obtained boundary components the
top and bottom halves of D(Ml,Mr, X, i, ψ+, ψ−, r, e). This is illustrated in the
following picture:
MrMl
X
7−→
MrMl
X
MrMl
X
7−→
MrMl
X
MrMl
X
ϕβ
ψα
e
r
(4.73)
Equation (2.37) of [33] gives the gluing homomorphism Gℓbndp relevant for
boundary factorization. Just like in the case of bulk factorization it is not rele-
vant for the gluing homomorphism whether we deal with trivial or non-trivial
defects. We can now give the following result for oriented world sheets.
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Theorem 4.7. Boundary defect factorization: The correlators of the world sheetsΣ and
Σp,αβ are related as
C(Σ) =
∑
p∈I
∑
α,β
dim(Up) (c
bdef −1
Ml,Mr ,X,p
)
βα
Gℓbndp
(
C(Σp,αβ)
)
. (4.74)
By the procedure illustrated in (4.70) the proof of this statement follows di-
rectly from [33, Theorem 2.9].
4.2.4 Bulk factorization in practice
In the next section we will use Theorem 4.4 to derive the classifying algebra for
defects. In order to prepare that description we describe here how to actively
"perform factorization" on a world sheet. That is, we will explain how to obtain
the cobordismsMGℓ ◦MΣpq,αβ from the connecting manifold of a given world
sheet Σ.
Consider bulk factorization along an embedded circle S ⊂ Σ such that there
is exactly one defect line (which may be trivial) labeled by X intersecting the
embedding circle S ⊂ Σ. The preimage
YS := π
−1
Σ (ι(S)) ⊂MΣ (4.75)
of the canonical projection πΣ from MΣ to Σ will be relevant. YS is the union
of all connecting intervals intersecting the image of S under the embedding
ι : Σ → MΣ. YS is an annulus whose two boundary components lie on ∂MΣ,
one on each of the two copies of Σ on the double with opposite orientation, c.f.
(4.7) and (4.10). Next we cut MΣ along the annulus YS . That is, we remove
YS from MΣ and take the closure of the so obtained manifold. The result is a
manifold with corners M cutΣ whose boundary contains two copies Y
1
S and Y
2
S
of YS . With the choice of triangulation made above, there is exactly one ribbon
ending on each Y iS . Both of them are labeled by X ; one has core orientation
pointing towards Y 1S , and the other has core orientation pointing away from
Y 2S . We will refer to these parts of the boundary as the sticky parts.
Next, consider another manifold with corners, which we refer to as the fac-
torization torus Tq1q2γδ. The factorization torus is the following full torus with
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embedded ribbon graph
T
A,X
pqγδ =
q
q¯
p¯
p
φγ
φδ
X
X
A
Y 2
T
Y 1
T
(4.76)
with top and bottom identified, c.f. (4.56). Here there are ribbons labeled by the
A-A-bimoduleX ending at the annular sticky parts Y 1
T
and Y 2
T
, displayed with
a shading in (4.76), of the boundary. The morphisms φγ and φδ label the bases
of HA,Xp,q and H
X,A
p¯,q¯ defined in (4.2), respectively. Identifying the sticky parts of
Y iS ofMΣ with the sticky parts Y
i
T
ofT A,Xpqγδ for i = 1, 2we obtain the cobordism
MGℓ ◦MΣpq,αβ . That this is indeed the case can be verified by comparing with
(4.53), (4.54), (4.57) and (4.56) and using the fact that, apart from the embedded
ribbon graph, TX and T˜X differ by a modular S-transformation.
4.2.5 Mapping class group invariance
In [33] it is proved that in the TFT-construction any correlator involving only
trivial defects are invariant under the action of the mapping class group that
comes with the tft-functor. In fact, a more general result has been established:
Correlators behave covariantly under isomorphisms of world sheet. In [1] we
generalize this result to world sheets with an arbitrary network of finitely many
defects, see Theorem 5.2 and Corollary 5.3 of [1]. The following discussion
summarizes these results.
An isomorphism f : Σ → Σ′ of world sheets is an orientation preserving
homeomorphism h : Σ˚ → Σ˚′ between world sheets such that f(Σ) is intrinsi-
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cally equivalent, in the sense defined on page 81, toΣ′ and for which h−1 shares
these properties. Note that in particular any representative f of a mapping class
[f ] is an isomorphism of world sheets with Σ˚ = Σ˚′.
As explained in [1, Section 5.1] any isomorphism of word sheets f has a
unique lift to an isomorphism fˆ : Σ̂ → Σ̂ of the doubles. Recall that the
tft-functor associates to fˆ a linear map, see (2.93), fˆ♯ : H(Σ̂ → H(Σ̂′)). In
fact for any isomorphism of world sheets f , the correlators behave covariantly
[1, Theorem 5.2]:
Cor(Σ′) = fˆ♯
(
Cor(Σ)
)
. (4.77)
The mapping class group Map(Σ) of the world sheet with defects can be iden-
tified with the subgroup of Map(Σ̂) that commutes with the orientation revers-
ing involution of the double and that preserves the homotopy class of the net-
work of defects. As a consequence, for [f ] ∈ Map(Σ) the projective action of
the mapping class group Map(Σ̂) of the double on H(Σ̂), that comes with the
tft-functor, furnishes an action of Map(Σ) on correlators via the linear map
fˆ♯. In fact, due to the vanishing of the gluing anomaly, Map(Σ) acts genuinely,
see [33, Remark 3.7]. We are now in position to state:
Corollary 4.8. Mapping class group invariance of correlators with defects: We have
Cor(Σ) = fˆ♯
(
Cor(Σ)
)
(4.78)
for any mapping class [f ]∈Map(Σ).
Let us just outline the proof and refer the reader to [1] for further details. The
map fˆ♯ is realized as the invariant of a cobordismMf : Σ̂→ Σ̂. Thus fˆ♯
(
Cor(Σ)
)
is the invariant of the compositionMf ◦MΣ. This manifold is homeomorphic,
via a homeomorphism that restricts to the identity in the boundary, to the con-
necting manifold of a world sheet Σ′ that is intrinsically equivalent to Σ. It
follows that fˆ♯
(
Cor(Σ)
)
=Cor(Σ′)=Cor(Σ).
4.3 Fundamental world sheets
Let us conclude the discussion of the TFT-construction by discussing funda-
mental world sheets. We can define a category of world sheets by taking as objects
all world sheets and as morphisms isomorphisms of world sheets. In fact it is
convenient to think of isomorphisms and factorization as two types of arrows
in a larger structure, say of isomorphisms as vertical arrows and factorization as
horizontal ones.
Consider a world sheet Σ and a sequence of such arrows from Σ to some
world sheet Σ′. The factorization theorems 4.4 and 4.7 and covariance under
isomorphisms (4.77) assign to every such sequence a way of expressing Cor(Σ)
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in terms of Cor(Σ′); or rather as a sum involving a collection of target world
sheets differing only in their decoration data. In addition we may, using the
equivalences of world sheets in section 4.1.6, replace the collection of world
sheets Σ′ by an equivalent collection Σ′′.
In fact, the procedure just described allows us to identify a collection S of
fundamental world sheets with the property that the correlators of any world
sheet can be written as a sum involving only correlators of world sheet in S.
For oriented CFT, this set is in the absence of non-trivial defect lines a finite set
S◦, which can be taken to consist of the following world sheets, see e.g. [71,45]:
• three bulk fields on the sphere;
• three boundary fields on the disc;
• one bulk and one boundary field on the disc.
As it turns out, when including also arbitrary networks of defect lines the
set S is not much more complicated [1]:
Theorem 4.9. The set S of fundamental world sheets with defects can be taken to con-
sist of
• three boundary fields on the disc (without non-trivial defect lines);
• three defect fields on a circular configuration of defect lines on the sphere;
• one boundary field and one disorder field on the disc.
We refer the reader to [1, Section 5.2] for the details of the proof. The ba-
sic ideas are the following: Note that inclusion of non-trivial defects does not
impose any restrictions on the possible ways to factorize. Thus S is certainly
included in the set S˜ that is obtained from S◦ by replacing bulk fields by de-
fect fields on arbitrary defects and including arbitrary networks of defect lines.
However due to equivalences of world sheets the set S˜ is hugely redundant.
By using the equivalences of world sheets, described in section 4.1.6, this set is
reduced to the set S given in Theorem 4.9. We will explain how this works in
one of the three cases.
Take Σ to be the disc with one boundary field and one defect field and an
arbitrary network of defect lines. Without loss of generality we may assume
that there is only a single defect line ending on the boundary. If this is not the
case we can remove a boundary component, as explained on page 83, and fuse
defects to achieve that situation. Thus Σ is equivalent to the leftmost world
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sheet in the following picture:
ψ
χ
φ
7−→
ψ
χ
φ
7−→
ψ
χ
φ′
(4.79)
Here the region with a lighter shading contains an arbitrary network of defect
lines. We may assume that this network is connected. If it is not, then we can
e.g. use fusion of defects to achieve a connected network. If no defect is crossing
the dashed line in (4.79) we immediately obtain the third picture. If there are
more than one defect line crossing the dashed line they may be fused in order
to obtain the world sheet in the second picture. The world sheet in the third
picture is then obtained by fusing the two parallel defects in the second picture
and replacing the resulting defect bubble by a single defect field. Assuming
again that the defect network in the shaded region of the last picture is con-
nected, we use equivalences to replace it with a network with a single vertex in
that region, as on the left side in the following picture
ψ
χ
φ′κ
7−→
ψ
χ
φ′′
(4.80)
The world sheet in the second picture is obtained from the first by removing
the defect bubble.
By analogous arguments the two other types of world sheets in S˜ can be
reduced to the ones in the set S given in Theorem 4.9, see [1] for details. This
concludes the discussion on fundamental world sheets.
5 The classifying algebra for defects
In this chapter we describe the classifying algebra for defects, introduced in
section 3.2.3 in more detail. We start by describing the defect transmission co-
efficients: Let A and B be simple boundary Frobenius algebra, and let X be a
simple A-B-defect. Consider the world sheet consisting of a sphere with two
bulk fields, φαpq and φ
β
p¯q¯ in phase A and B inserted on the northern and south-
ern hemisphere respectively, separated by a defect running along the equator,
labeled by a simple A-B-bimodule X . Labeling the bulk fields by the basis de-
fined in (4.1), the defect transmission coefficient dij,αβX is (up to a normalization
factor) the structure constant, expressed in terms of our standard basis (4.26) of
conformal blocks, of this correlator. Via the TFT-construction we obtain:
dim(X) dı,αβX =
X
φα
φβ
A
B
ı
ı¯  ¯
(5.1)
5.1 The classifying algebra for defects
Recall from (3.18) that, as a vector space, DA|B is the morphism space
DA|B =
⊕
p,q ∈I
HomA|A(Up⊗+A⊗−Up, A)⊗CHomB|B(Up¯⊗+A⊗−Uq¯, B) . (5.2)
Using the basis introduced in (4.1) we also choose a basis
{φpq,αβ} = {φpq,αA ⊗φ
p¯q¯,β
B | p, q ∈I , α=1, ..., Zpq(A) , β=1, ..., Zpq(B)} (5.3)
for DA|B. For clarity we here display the phase of each bulk field. That is,
φpq,αA equals φ
α
pq in (4.1) with X =Y =A and similarly for φ
p¯q¯,β
B . Note that the
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dimension of DA|B is given by
dimC(DA|B) = tr(Z(A)Z(B)t) . (5.4)
We define a product on DA|B in terms of the basis (5.3):
φij,αβ · φkl,γδ :=
∑
p,q∈I
∑
µ,ν
Cij,αβ;kl,γδpq,µν φ
pq,µν , (5.5)
with the structure constants defined by
Cı,αβ;kl,γδpq,µν :=
1
S20,0
dim(Up) dim(Uq) θ θl θq∑
κ,λ
(cbulk
−1
A;pq )κµ (c
bulk−1
B;p¯q¯ )λν Z(K
αγκ;βδλ
ı¯k¯p;¯l¯q
) ,
(5.6)
where Z(Kαγκ;βδλ
ı¯k¯p;¯l¯q
) is the invariant of the cobordism
K
α3α4β2;α1α2β4
ı1ı2p;12q :=
φα3
φα4
φβ2
ı¯1 ı¯2
ı1 ı2
p
p¯
φα
1
φα2
φβ4
1 2 q
¯1 ¯2 q¯
A
B
(5.7)
in S2 × S1. Here, the dotted cylinder represents the 3-manifold S2 × S1. The
S2-direction is horizontal, i.e. each horizontal disc represents a two-sphere, and
the vertical direction is the S1-direction, i.e. top and bottom are to be identified.
In the sequel we will always represent S2 × S1 this way.
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We are now in a position to state:
Theorem 5.1. (i) The complex vector space DA|B endowed with the product (5.6) has
the structure of a semisimple commutative unital associative algebra.
(ii) The (one-dimensional) irreducible representations of the algebra DA|B are in bijec-
tion with the types of simple topological defects separating the phases A and B, i.e.
with the isomorphism classes of simple A-B-bimodules. Their representation matrices
are furnished by the defect transmission coefficients.
The rest of this chapter is devoted to the proof of this statement.
5.2 Structure constants from factorization
In this section we will describe the procedure in [3], that uses the bulk factor-
ization identity (4.49), to show that the defect transmission coefficients indeed
are one-dimensional representation matrices of DA|B:
dij,αβX d
kl,γδ
X =
∑
p,q
∑
µ,ν
Cij,αβ;kl,γδpq,µν d
pq,µν
X . (5.8)
Our strategy is to start from a suitable world sheet and perform factoriza-
tion in two different directions. By projecting the correlator to a particular basis
element in the space of conformal blocks we obtain the two sides of (5.8). We
start from the world sheet Σ which is a sphere with two bulk fields in phase
A on the northern hemisphere and two bulk fields in phase B on the south-
ern. The two phases are separated by a simple A-B-defectX running along the
equator. We display the connecting manifold of Σ:
MΣ = φα
1
φα
3
φα
2
φα
4
A
A
B B
ı1 ı3 ı2 ı4
1 3 2 4
X
(5.9)
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Note that, just like in (4.33), each vertical rectangle represents a two-sphere. In
particular the middle shaded rectangle is the world sheetΣ embedded intoMΣ.
The world sheets obtained from the two factorization operations is illustrated
schematically in the following picture1:
X
A
B
←
−
de
fe
ct
-c
ro
ss
in
g
fa
ct
or
iz
.
X
A
B X
A
B
A
X
A
B
B
−→
double bulk
factorization
(5.10)
The defect crossing factorization is a factorization along a circle intersecting the
defect line twice and running between the two bulk fields in phaseA and phase
B, respectively. In the double bulk factorization two separate factorization opera-
tions are performed along circles running parallel with the defect line such that
there are no bulk fields in between. Note that the result of the defect crossing
factorization yields two copies of the world sheet underlying the defect trans-
mission coefficients whereas the double bulk factorization yields one copy of
this world sheet together with two three-point functions on the sphere. This
should be compared to the occurrences of factors of defect transmission coeffi-
cients in (5.8).
Recall that even though the world sheets we arrive at after factorization
have different topology and additional field insertions compared to the original
world sheet Σ, the factorization identity is a statement about vectors in the
space of conformal blocks on the double Σ̂ of the original world sheet. The
space of conformal blocks on Σ̂ is in analogy with (4.34) given by
B(Uı1 , Uı3 , Uı2 , Uı4)⊗B
−(U1 , U3 , U2, U4) . (5.11)
1We are interested in a projection to a subspace of conformal blocks (c.f. (5.13)). For this reason,
two identity defect fields have been left out in the picture of the world sheet obtained from the
defect-crossing factorization.
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Wewill be interested in the contribution to the vacuum channel for both factors in
(5.11). This means first that we will be interested in the subspace of conformal
in which
ı3 = ı¯1 , ı4 = ı¯2 , 3 = ¯1 and 4 = ¯2 . (5.12)
Second, using the basis (4.26) of four-point blocks on the sphere, the simple
object labeling the basis elements is taken to be the tensor unit. This space is
zero-dimensional unless the labels of the marked points are related as in (5.12),
in which case it is one-dimensional, c.f (4.27). Thus, we will be interested in
coefficient of the basis element
B[ı1, ı¯1, ı2, ı¯2]0⊗B
−[1, ¯1, 2, ¯2]0 (5.13)
for each ı1, ı2, 1, 2 ∈Obj(C). Here B[ı1, ı¯1, ı2, ı¯2]0 is the invariant of the cobor-
dism
B̂(ı1, ı¯1, ı2, ı¯2)0 :=
ı1
ı¯1
ı¯1
0
ı2
ı¯2
≡
ı1
ı¯1 ı2
ı¯2
(5.14)
and B−[1, ¯1, 2, ¯2]0 is the invariant of the corresponding cobordism with op-
positely oriented boundary. We denote by
cX;0 ≡ c(Φ
ı¯1 ¯1 (A)
α3
,Φı¯2 ¯2 (A)α4 ;X ; Φ
ı11 (B)
α1
,Φı22 (B)α2 )0 , (5.15)
the structure constant of Cor(Σ)≡C(Φı¯1 ¯1 (A)α3 ,Φ
ı¯2 ¯2 (A)
α4
;X ; Φı11 (B)α1 ,Φ
ı22 (B)
α2
),
corresponding to the basis element (5.13).
Before going into details we illustrate the procedure schematically, also in
terms of cobordisms, in the following picture (inwhich the connectingmanifold
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on the top is the one of Σ, c.f. (5.9))
de
fec
t-c
ro
ssi
ng
←
−
fac
tor
iza
tio
n
double bulk−→
factorization
projection−
→
to
vacuum
channel
pr
oj
ec
tio
n
←
−
to
va
cu
um
ch
an
ne
l
X X
(5.8)
X
(5.16)
Here we have left out various summations and labels. The pictures of man-
ifolds should be thought of as representing their invariants. All cylinders in
(5.16) represent S2 × S1.
When studying bulk factorization of a correlator of a sphere, using the strat-
egy described in section 4.2.4, the manifold with corners M cutΣ will always we
a disjoint union of two three-balls. Thus the topology of the manifold obtained
from the pairwise identification of sticky components ofM cutΣ and (4.76) is not
obvious if we use the embedding (4.76) of the factorization torus T A,Xpqγδ into R
3.
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We will resolve this issue by instead embedding T A,Xpqγδ into S
2 × S1. Thus we
display T A,Xpqγδ as
T
A,Y
pqγδ =
q
q¯
p¯
p
φγ
φδ
Y
Y
A
A
(5.17)
Here the dotted cylinder represents S2 × S1 as described after (5.7). Note also
that in this chapter we follow the conventions in [3] to use the normalization in
[33] of the gluing homomorphism, c.f. Remark 4.6. Therefore, the ribbon graph
embedded in (5.17) differs slightly from the one in (4.76). With the description
(5.17) of T A,Ypqγδ it is straightforward to glue in two three-balls with corners with
embedded ribbon graphs.
5.2.1 Defect crossing factorization
Making use of the prescription, given in section 4.2.4, for how to perform fac-
torization of a correlator, and the embedding (5.17) of the factorization torus
into S2 × S1, it is straightforward to perform the defect crossing factorization.
We first replace Σ by an equivalent world sheet in which we have fused the
defectX with it self in the region between the two bulk fields φα3 and φα4 . Thus
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we may write the connecting manifold as
MΣ =
∑
Y
∑
τ
φα
1
φα
3
φα
2
φα
4
A
A
B BX
Y
ι(
S
)
τ τ¯
ı1 ı3 ı2 ı4
1 3 2 4
X
(5.18)
Here and below we slightly abuse notation. The equality (5.18) is to be read as
an equality of invariants: The invariant of MΣ equals the sum over the invari-
ants of the manifolds displayed on the right hand side. The summation over
Y is taken over isomorphism classes of simple A-B-bimodules and τ labels a
basis of the morphism space HomB|B(X∨⊗AX,Y ). The dashed-dotted line in
(5.18) is the embedding ι(Scut) of the cutting circle.
Next we cut the connecting manifold in (5.18) along the preimage of ι(Scut)
as described in section 4.2.4. The so obtained manifold with corners consists of
two three-balls, each of them with a ribbon labeled by Y ending or starting at
the "sticky" annular part. The identification of these sticky parts with the ones
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in (5.17) is now straightforward. The result is the following manifold:
MY,τpqγδ =
p¯
p
q
q¯
φγ
φδ
Y
Y
φα
1
φα
3
ı1
1
ı3
3
φα
2
φα
4
2
ı2
4
ı4
A
A
B
τ¯
τ
X
X
(5.19)
Thus we have obtained an expression for the composition MGℓ ◦MΣ′ , whose
invariant equals the gluing cobordism applied to one of the factorized world
sheets, c.f. section 4.2.2. The factorization identity (4.49) implies that the corre-
lator of Σ can be written as
Cor(Σ) =
∑
Y
∑
τ
∑
q,p∈I
∑
γ,δ
CFFRS;Ypq,αβ Z(M
Y,τ
pqγδ) . (5.20)
Next we project to the vacuum sector. That is, we compose both sides of
(5.20) with the vector in (4.28) dual to the one in (5.13). In terms of manifolds
this amounts to composing (5.19) with cobordisms of the types displayed in
(4.29). The result is the following expression for the vacuum channel structure
constants:
cX;0 =
1
S20,0
∑
Y
∑
τ
∑
p,q,γ,δ
CFFRS;Xpq,αβ Z(M˘
Y,τ
pqγδ) , (5.21)
109
with M˘Y,τpqγδ the following ribbon graph:
M˘Y,τpqγδ =
q
q¯
p
p¯
φγ
φδ
Y
Y
φα
1
φα
3
ı1
1
ı¯1
¯1
φα2
φα
4
ı2
2
ı¯2
¯2
A
A
B
τ¯
τ
X
X
(5.22)
in the closed three-manifold S2 × S1. However, the summation in (5.21) is
redundant. First note that Z(M˘Y,τpqγδ) is the trace of an endomorphism in the
space of conformal one-point blocks on the sphere. This space is zero unless
p = q = 0. Second, due to semisimplicity of CB|B and the fact that B and Y are
simple, the space HomB|B(U0⊗+Y ⊗− U0, B)∼=HomB|B(Y,B) is zero unless
Y =B. Thus only Y =B gives a contribution to the sum in (5.21). Finally, the
spaceHomB|B(X∨⊗AX,B) is one-dimensional. By choosing a suitable basis of
this space and its dual (see [3, eq. (4.13)]) in terms of (co-)evaluationmorphisms
we end up with the following expression for cX;0:
cX;0 =
1
S0,0
dim(X) d
ı¯1 ¯1,α3α1
X d
ı¯2¯2,α4α2
X . (5.23)
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5.2.2 Double bulk factorization
The double bulk factorization is more involved than the defect crossing factor-
ization. We indicate the cutting circles in the following picture of the connecting
manifold:
MΣ =
φα
1
φα
2
φα3
φα
4
A
B
ι1(S
)
ι
2 (S)
ı1 ı2 ı3 ı4
1 2 3 4
X
(5.24)
Our aim is to obtain a manifoldMβ1β2β3β4n;pqrs whose invariant is a double appli-
cation of a gluing homomorphism to the correlator of the world sheet after a
double factorization. We perform both factorizations simultaneously; accord-
ingly the procedure involves two sticky full tori. Thus MΣ is cut into three
pieces. Two of them (the ones being the union of the connecting intervals over
the regions inside the two circles in (5.24)) are three-balls with sticky part run-
ning along the equator, see (A.10) for pictures. The third one, depicted in (A.11),
is a full torus with two sticky components running along the non-contractible
cycle.
There are in total four identifications of sticky parts to be performed. Three
of them are straight-forward to perform. The sticky parts of the two three-balls
in (A.10) and the sticky part on the "exterior" of the full torus in (A.11) are easily
identified with the sticky parts of the two full tori embedded in S2 × S1. We
omit all details (see [3, Section 5] for details) and only display the result. After
the three pairwise identifications we obtain the two following manifolds with
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corners:
N
A; ı33,ı44
pqβ1β2
=
p
p¯
q
q¯
φβ1
φβ2
A
A
3
4
ı3
ı4
φα
3
φα4
Y2
T ;A
(5.25)
and
N
B;X,ı11,ı22
rsβ3β4
=
r
r¯
s
s¯
φβ3
φβ4
B
B
1 2
ı1
ı2
φα
1
φα2
X
Y2S;A
(5.26)
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The manifoldMβ1β2β3β4n;pqrs is then obtained by identifying the sticky components
of the manifolds in (5.25) and (5.26).
The procedure to perform the final identification is a bit lengthy; it is de-
scribed in appendix A of [3]. Informally it can be described as follows: The
manifold N B;X,ı11,ı22rsβ3β4 in (5.26) can be turned into a ribbon graph in S
3 by
performing surgery along a suitable tubular neighborhood. The resulting man-
ifold is a ribbon graph in a manifold with corners that topologically is S3 with a
three-ball cut out and a annular component running along the boundary. This
manifold, which is topologically a three-ball, can be "turned inside out" in the
sense that we embedded it in R3 as the interior of a three-ball with an annu-
lar sticky component along the equator. This sticky component can easily be
identified with the one of N A; ı33,ı44pqβ1β2 in (5.25). The result is
Mβ1β2β3β4n;pqrs =
φα3 φα4
φβ2
φβ1
A
AB
X
ı3 ı4
ı1 ı2
p¯
q
φα1
φα2
φβ4
φβ3
r¯
3
4
1 2
n
s
(5.27)
Having obtainedMβ1β2β3β4n;pqrs we can apply the bulk factorization formula (4.49)
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twice. Thus Cor(Σ) can be written as
Cor(Σ) =
∑
p,q,r,s∈I
dim(Up) dim(Uq) dim(Ur) dim(Us)∑
β1,β2,β3,β4
(cbulk
−1
A;p,q )β2β1
(cbulk
−1
B;r,s )β4β3
∑
n∈I
S0,n Z(M
β1β2β3β4
n;pqrs ) .
(5.28)
The summation over n is a result of the surgery turning S2 × S1 into S3.
Next we project the result (5.28) to the vacuum channel. That amounts to
composing Mβ1β2β3β4n;pqrs with manifolds of the type displayed in (4.29), dual to
the ones in (5.14). The result of this composition is
Mˇβ1β2β3β40;pqp¯q¯ =
A
φα
3
φα
4
φβ2
φβ1
ı¯1 ı¯2
ı1 ı2
p¯
q
q¯
B
φα1
φα
2
φβ4
φβ3 X
A
B
p
q¯
1 2
¯1 ¯2
p
p¯
qq¯
(5.29)
To obtain (5.29) we have, after having composed with the basis element dual to
(5.13), performed a series of straightforwardmanipulations of the ribbon graph,
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see appendix B of [3] for details. This way we obtain a second expression for
the coefficient cX;0 ≡ c(Φ
ı¯1 ¯1 (A)
α3
,Φı¯2 ¯2 (A)α4 ;X ; Φ
ı11 (B)
α1
,Φı22 (B)α2 )0:
cX;0 =
1
S30,0
∑
p,q∈I
dim(Up)
2 dim(Uq)
2
∑
β1,β2,β3,β4
(cbulk
−1
A;p,q )β2β1
(cbulk
−1
B;p¯,q¯ )β4β3
Z(Mˇβ1β2β3β40;pqp¯q¯ ) .
(5.30)
Finally, comparing with the expression (5.1) for the defect transmission coeffi-
cients we can perform a few more manipulations resulting in
cX;0 =
1
S30,0
dim(X) θ1 θ2
∑
p,q∈I
dim(Up) dim(Uq) θq∑
β1,β2,β3,β4
(cbulk
−1
A;p,q )β2β1
(cbulk
−1
B;p,q )β4β3
Z(K
α3α4β2;α1α2β4
ı1ı2p;12q ) d
pq,β1β3
X ,
(5.31)
with Z(K
α3α4β2;α1α2β4
ı1ı2p;12q ) as given in (5.7). Comparing (5.23) and (5.31) proves
(5.8) and thus that the defect transmission coefficients furnish one-dimensional
representations of the algebra DA|B with the product (5.6).
5.3 The algebra structure on DA|B
Here we outline the rest of the proof of Theorem 5.1, i.e. that DA|B is a semisim-
ple commutative unital associative algebra and that the defect transmission co-
efficients exhaust the irreducible representations of DA|B . We refer to [3] for a
more detailed proof.
Commutativity Let C be a boundary Frobenius algebra. Using the unit prop-
erty of C and the bimodule property one shows that for any φα ∈HomC|C(Ui
⊗+C ⊗− Ul, C) and φβ ∈HomC|C(Uj ⊗
+C ⊗− Uk, C) one has:
i j C
C
C
k l
φβ
φα
=
i j C
C
C
k l
=
i j C
C
k l
=
i j C
C
k l
=
i j C
C
C
k l
φα
φβ
(5.32)
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and the analogous relation with braidings and inverse braidings exchanged:
i j C
C
C
k l
φβ
φα
=
i j C
C
C
k l
φα
φβ
(5.33)
Using (5.32) and (5.33) one establishes that the invariant Z(Kαγκ;βδλikp;jlq ) is totally
symmetric in the three quadruples (ijαβ), (klγδ) and (pqκλ). By comparing
with (5.6) we see that this result extends to a symmetry of the structure con-
stants:
Cij,αβ;kl,γδpq,µν = C
kl,γδ;ij,αβ
pq,µν . (5.34)
Thus DA|B is commutative.
Unitality Using dominance it is easily checked that if one pair of bulk fields
in each phase is an identity field, the invariant of (5.7) is (up to normalization)
a product of two two-point functions on the sphere:
Z(Kβδ·;αγ·ık0;l0 ) =
S20,0
dim(Uı) dim(U) θı θ
δı¯,k δ¯,l (c
bulk
B;ı,)γα (c
bulk
A;ı¯,¯)βδ , (5.35)
and analogously (using the symmetry of the invariant) if ı =  = 0 or k = l = 0.
There are two implications of this result. First:
C00,··;ij,αβpq,µν = δi,p δj,q δα,µ δβ,ν = C
ij,αβ;00,··
pq,µν , (5.36)
which means that the basis element φ00,·· is a unit for DA|B. Second, the linear
map from DA|B ⊗CDA|B to C defined by
φij,αβ ⊗φkl,γδ 7→ Cij,αβ;kl,γδ00,·· (5.37)
is a non-degenerate bilinear form on DA|B.
Associativity Proving associativity is more lengthy. The strategy is to define
a commutative ternary product and show that one bracketing of the twofold
binary product equals the ternary product. It is then an elementary fact that
this implies associativity of DA|B .
The ternary product on DA|B used for this calculation is obtained by defin-
ing structure constants similar to the ones (5.6) for the binary product. The
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difference is that the invariant of (5.7), which is a trace over an endomorphism
of the three-holed sphere, is replaced by the trace over the analogous endomor-
phism (with one extra pair of bulk fields) of a four-holed sphere, see [3, eq.
(6.22)]
Let us also remark that associativity implies that the non-degenerate bilinear
form in (5.37) is also invariant in the sense of Definition 2.5 (ii). Thus DA|B is in
addition Frobenius, c.f. Remark 2.6 (iii).
Semisimplicity and representationmatrices We have already shown that the
defect transmission coefficients furnish one-dimensional representations of
DA|B labeled by isomorphism classes of simple A-B-bimodules. Since the
dimC(DA|B) × dimC(DA|B)-matrix furnished by the defect transmission coeffi-
cients is non-degenerate [40, Theorem 4.2], non-isomorphic simple bimodules
give rise to inequivalent representations. Thus, the number of inequivalent ir-
reducible representations is at least as large as the dimension of DA|B :
nsimp(DA|B) ≥ dimC(DA|B) . (5.38)
However, as any finite-dimensional associative algebra,DA|B is isomorphic as a
module over itself to the direct sum over all inequivalent indecomposable pro-
jective DA|B-modules, each one occurring with the multiplicity of the dimen-
sion of the corresponding simple module, see e.g. [58, Satz G.10]. In particular
this means that
nsimp(DA|B) ≤ dimC(DA|B) . (5.39)
In view of (5.38) this is only possible if the number of inequivalent indecom-
posable representations equals the dimension of DA|B, which implies that all
irreducible representations are one-dimensional and projective. This in turn
implies that DA|B is semisimple.
In addition, the dimension tr(Z(A)Z(B)t) of DA|B equals the number of iso-
morphism classes of simple bimodules, see [43, Remark 5.19 (ii)]. Thus, the ir-
reducible representations are exhausted by the defect transmission coefficients.
This completes the proof of Theorem 5.1.
Remark 5.2. In the caseA=B, an algebraDPZA|A overCwith the same dimension
as DA|A has been obtained in [86]. That construction uses the numbers
Ψij,αβX :=
√
dim(Ui) dim(Uj) dim(X) d
ij,αβ
X . (5.40)
Under the assumption that the matrix formed by these numbers is unitary and
that the mapping Ψij,αβX 7→ (Ψ
ij,αβ
X )
∗ corresponds to an involution on the set of
labels (ijαβ), it follows thatDPZA|A is commutative. Under the same assumptions
one can show that DA|A is isomorphic to DPZA|A as an algebra over C and that the
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irreducible representations of DPZA|A are given by the defect transmission coeffi-
cients, see [3] for some more details. Thus, DA|B can be seen as a generalization
of the results in [86] to the case B 6= A.
5.4 Defect partition functions
We conclude the discussion of the classifying algebra by considering the defect
partition function Z
X|Y
T2 . That is, the partition function of a torus with two cir-
cular defect lines, labeled by an A-B-defect X and a B-A-defect Y , running
parallel to a non-contractible cycle. Such partition functions where introduced
in [85] were they where called "generalized twisted partition functions". Via the
TFT-construction, Z
X|Y
T2 , is obtained as the invariant of
M
X|Y
T2 =
X
Y
B
A
(5.41)
see e.g. [5, Section 5.10]. In (5.41) top and bottom are identified, i.e. each hori-
zontal cylinder represents a torus.
The defect partition function partition function is a vector in the space of con-
formal blocks on the double T2⊔−T2 of the torus. Recall from section 4.1.4 that
a basis of the space of conformal blocks on the torus is given by {|χi; T2〉|i∈I}
with |χi; T2〉 the invariant of the full torus (4.31). Thus we can expand the defect
partition function as
Z
X|Y
T2 =
∑
i,j ∈I
Z
X|Y
T2, ij |χi; T
2〉⊗ |χj ;−T
2〉 . (5.42)
The structure constants are obtained by gluing to (5.41), the manifolds under-
lying the basis elements dual to the ones in (4.30).
In [3] we apply a double bulk factorization along two circles running paral-
lel to, and in between, the two defect lines. Thus the two cutting circles lie in
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horizontal planes in (5.41). The procedure is very similar to the factorizations
performed in order to derive the classifying algebra for defects and introduce
no novelties. We refer the reader to [3, Section 7] for details. The result is that
Z
X|Y
T2 =
∑
p,q,r,s∈I
dim(Up) dim(Uq) dim(Ur) dim(Us)∑
β1,β2,β3,β4
(cbulk
−1
A;p,q )β2β1
(cbulk
−1
B;r,s )β4β3
Z(MT
2,XY
prβ1β2,rsβ3β4
) ,
(5.43)
whereMT
2,XY
pqβ1β2,rsβ3β4
is the ribbon graph
MT
2,XY
pqβ1β2,rsβ3β4
=
s
s¯
r
r¯
φβ3
φβ4
A
B
B
B
A
Y
q
p¯
p¯
φβ2
φβ1
X
(5.44)
in S2×S1 with two full tori cut out. Upon composing (5.43) with dual basis
elements we obtain an expansion of the structure constants in (5.42) in terms of
the defect transmission coefficients (see [3, Section 7] for details):
Z
X|Y
T2, ij =
dim(X) dim(Y )
S20,0∑
p,q∈I
Si,p S
∗
j,q
∑
β1,β2,β3,β4
(cbulk
−1
A;p,q )β2β1
(cbulk
−1
B;p,q )β4β3
dpq,β1β4X d
pq,β3β2
Y .
(5.45)
6 Bulk Frobenius algebras beyond rational
CFT
In this chapter we loosen the restrictions of rational CFT and take C to be a
factorizable finite ribbon category. Recall from section 2.6.2 that this means that
C satisfies condition (MOD), given in page 52. That is, C is a finite (in the sense
of Definition 2.21) k-linear ribbon category such that the Hopf pairing of the
canonical Hopf algebra L is non-degenerate. This is a natural generalization of
the notion of a modular tensor category. The modular categories are contained
in this class of theories but we do not require C to be semisimple.
The problem of characterizing the proper class of categories relevant for log-
arithmic CFT has been addressed in the literature from various points of view,
see e.g. [31, 42, 51, 57, 64, 80]. The categories suggested have many similarities
with factorizable finite ribbon categories. Below we consider C=H-mod for
H a finite-dimensional factorizable ribbon Hopf algebra over an algebraically
closed field k of characteristic zero, c.f. section 2.4.3. The Hopf algebras appear-
ing in connection with the (1, p)-models [29, 30, 80] are not quite of this form,
but very close. While having a factorizable Q-matrix, they do not have an R-
matrix. We will see below that in our construction theQ-matrix, rather than the
R-matrix, plays a fundamental role.
In section 3.2.2 the Cardy bulk Frobenius algebra F was described in terms
of a coend, see (3.15). This description does not rest on semisimplicity of C and
is consequently suitable for the present setting. In the case C=H-mod, F can
be endowed with the structure of a commutative (as well as cocommutative)
symmetric Frobenius algebra. Note that H-mod is a factorizable finite ribbon
category but need not be semisimple; H-mod is semisimple iffH is semisimple
as an algebra, in which caseH-mod is even modular.
We are now in a position to describe the morphism
C(Σg,n)∈HomCrev⊠ C(K⊗g,F⊗n) (6.1)
that will be the center of our attention for the rest of this chapter. Let C be a
factorizable finite ribbon category. Recall from section 3.3.1 that this means that
also Crev⊠ C is a finite k-linear ribbon category. Assume that the Hopf pairing
of the bulk handle Hopf algebra in Crev⊠ C, i.e. the coend K defined in (3.28), is
non-degenerate. This means that Crev⊠ C satisfies condition (MOD), i.e. Crev⊠ C
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is a factorizable finite ribbon category. When C is such that the coend F in
Crev⊠ Ccan be equipped with the structure of a symmetric commutative Frobe-
nius algebra, i.e. F has an interpretation as a Cardy bulk Frobenius algebra, we
define the morphism
F gp,q :=
K K . . . K F . . . F F
F F . . . F
ρKF
ρKF
ρKF
C
∈HomCrev⊠ C(K⊗g ⊗F⊗p,F⊗q). (6.2)
In this chapter, most pictures will be drawn in VectC. However, some pictures,
like (6.2) above, will be drawn in a general factorizable finite ribbon category C,
or in H-Bimod. From here on, whenever we draw pictures in a category other
than VectC, this will be indicated as in (6.2).
We define the morphism C(Σg,n) associated to the surface Σg,n to be
C(Σg,n) := F
g
1,n ◦ (idK⊗g ⊗ ηF) ≡ F
g
0,n . (6.3)
The morphism space HomCrev⊠ C(K⊗g,F⊗n) carries a projective action, πK,
of the mapping class group Mapg,n of Σg,n, see Proposition 6.1. We show in
section 6.3 that, in the case C=H-mod, themorphism C(Σg,n) is invariant under
this action for any g, n ≥ 0. To this end we work in the category H-Bimod,
which is braided equivalent toH-Modrev⊠H-Mod
More generally, we obtain a family of symmetric commutative Frobenius
algebras inH-Bimod as follows: We associate to any ribbon Hopf algebra auto-
morphism ω a commutative (as well as cocommutative) symmetric Frobenius
algebra Fω. Thus any such algebra, Fω , shares essential properties with the
bulk state space of a full CFT. We show in section 6.4 that for any surface Σg,n
the morphism in Cω(Σg,n)∈Hom(K
⊗g, F⊗nω ), obtained by replacing F by Fω in
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(6.3), is invariant under the projective action πK of the mapping class group.
Thus, for any ω, we refer to the algebra Fω as a bulk Frobenius algebra of a
full CFT whose chiral data are described by the category H-mod, and the mor-
phisms Cω(Σg,n) are then candidates for correlators of bulk fields. However,
we do not have a classification of the possible bulk state spaces. It is natural
to explore whether a classification, similar to the one for rational theories, see
(3.13), also exists in the non-semisimple case. An analysis in this direction is
carried out in [92].
6.1 Representations of Mapg,n from L
In order to prepare the description of the morphisms C(Σg,n)wewill discuss the
coend L in some more detail. Recall that when C satisfies condition (FIN), then
the coend L exists and carries the structure of a Hopf algebra in C. If in addition
the Hopf pairing (2.109) is non-degenerate, i.e. if C is factorizable ribbon, L can
be equipped with a two-sided integral [75]. By comparing (2.109) and (2.17)
it follows that in the semisimple case, non-degeneracy of ωL is equivalent to
a non-degenerate s-matrix. For this reason, non-degeneracy of ωL is a natural
generalization of the condition that the s-matrix is non-degenerate to the non-
semisimple setting. For any factorizable finite ribbon category, the coend L
gives rise to an action of the mapping class group Mapg,n for any g, n ≥ 0.
6.1.1 Generators of the mapping class group Mapg,n
Denote, as in section 3.3.1, by Σg,n a closed oriented surface of genus g with
n holes, labeled by objects U1, . . . Un, and by Mapg,n, the mapping class group
of Σg,n. There are various finite presentations of Mapg,n. For checking invari-
ance of the morphism C(Σg,n), under the action πK, it is enough to consider the
generators. One finite set of generators arises from exact sequence
1→ Bg,n →Mapg,n → Mapg,0 → 1 , (6.4)
(compare [28, Thm. 9.1]), where Bg,n is a central extension of the surface braid
group by Zn. As a consequence of this exact sequence one can take, as a set of
generators for Mapg,n, the union of the set of generators for a presentation of
Mapg,0 [102], and the one for a presentation of Bg,n [95]. This set of generators
is used in [73] and [76]. There are many slightly different notions of mapping
class groups in the literature, see e.g. for a discussion [28]. Here we include
explicitly generators that interchanges two holes.
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Generators of Mapg,n The mapping class group Mapg,n of the surface Σg,n,
depicted in (6.5), is generated by (see [73, Section 4] and [76, Section 3]):
• Braidings ωi interchanging the i’th and i+1’st hole, for i=1, ..., n−1
• Dehn twists Ri around the i’th hole, for i=1, ..., n.
• Homeomorphisms Sl, for l=1, ..., g, which act as the identity outside the
T 2 \D neighborhood Fl and as an S-transformations of a one-holed torus
F ′l ⊂ Fl.
• Inverse Dehn twists in tubular neighborhoods of the cycles am and em for
m=2, ..., g.
• Inverse Dehn twists in tubular neighborhoods of the cycles bm and dm for
m=1, ..., g.
• Inverse Dehn twists in tubular neighborhoods of the cycles tj,k for k=1,
..., g and j = 1, ..., n− 1.
The cycles and the neighborhoods Fl are depicted in the following picture:
am
bm
dm
em
Sl
bl bk bg
tj,k
U1
Uj
Uj+1
Un
(6.5)
For brevity we refer to Dehn twists around any of these cycles by the same
symbol as the cycle itself.
6.1.2 Partial monodromies
We can use the dinatural family ιL, of the coend L, to define endomorphisms
of L⊗L and L⊗Y for any Y ∈Obj(C). We define the partial monodromy QL,L
∈End(L⊗L) by
QL,L
ιLX
X∨
L
X Y∨
L
Y
ιLY
:=
X∨
ιLX
X
L
c
c
Y∨
L
ιLY
Y
C
(6.6)
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Similarly we have the left partial monodromyQlL,Y ∈End(L⊗Y ), defined for any
Y ∈Obj(C) by
QlL,Y
X∨
L
X Y
Y
:=
X∨
L
X
c
c
Y
Y C
(6.7)
Since the composition of the partial monodromyQlL,Y with a member ι
L
X of the
dinatural family is nothing but an ordinary monodromy between X and Y , it
follows that
QlL,Y ◦ (idL⊗ f) = (idL⊗ f) ◦ Q
l
L,Z , (6.8)
for any f ∈ Hom(Z, Y ).
Note that, with εL the counit of L (see(2.108)), the Hopf pairing (2.109) can
be written as
ωL = (εL⊗ εL) ◦ QL,L . (6.9)
In addition, the action (2.110) of L on V ∈Obj(C) can be written in terms of
QlL,Y as
ρLV = (εL⊗ idY ) ◦ Q
l
L,Y . (6.10)
Using the partial monodromyQL,L we construct two additional morphisms
TL and SL in End(L). First, we define a morphism TL via the dinatural family
TL ◦ ι
L
U := ι
L
U ◦ (θU∨ ⊗ idU ) . (6.11)
Second, using the partial monodromy QL,L, the counit and two-sided integral
of L, the morphism SL is given by
SL := (εL⊗ idL) ◦ QL,L ◦ (idL⊗ΛL) . (6.12)
It can be shown [75] that
(SL TL)
3 = λS2L and S
2
L = S
−1
L , (6.13)
with SL the antipode of L, for some scalar λ that depends only on the category C
in question. Together with the partial monodromies, the morphisms SK and TK
will be central ingredients in the projective representations of mapping class, to
which we now turn our attention.
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6.1.3 Actions of mapping class groups
We are now in a position to describe the projective actions of mapping class
groups associated to L. Consider a surface Σg,n with n holes labeled by objects
U1, ..., Un. Denote by N = N(U1, ..., Un) the subgroup of the symmetric group
Sn that is generated by those permutations σ ∈Sn for which Ui and Uσ(i) are
non-isomorphic for at least on i = 1, ..., n. We define the object
Un :=
⊕
σ ∈N
Uσ(1)⊗Uσ(2)⊗ · · · ⊗Uσ(n) . (6.14)
To prepare the description of the action of Mapg,n we introduce a collection
of morphisms, one for each generator γ of the mapping class group Mapg,n.
First, for any integer g ≥ 1 and any γ = ak, ek, bk, dk, Sk, with k = 2, ..., g and
k = 1, ..., g respectively, we define the endomorphisms
Zak := idL⊗g−k ⊗ [QL,L ◦ (TL⊗TL)]⊗ idL⊗k−2 ,
Zek := idL⊗g−k ⊗ (TL⊗ θL⊗k−1) ◦ Q
l
L,L⊗k−1 ,
Zbk := idL⊗g−k ⊗ (S
−1
L ◦ TL ◦ SL)⊗ idL⊗k−1 ,
Zdk := idL⊗g−k ⊗TL⊗ idL⊗k−1 ,
ZSk := idL⊗g−k ⊗SL⊗ idL⊗k−1 ,
(6.15)
in End(Lg). Second, we define the endomorphisms Zωi , with i=1, ..., n−1, and
ZRi , with i=1, ..., n, of U
n, that act as
Zωi
∣∣
U1 ⊗ ···⊗Un = idU1 ⊗ · · · cUi,Ui+1 ⊗ · · · ⊗ idUn ,
ZRi
∣∣
U1 ⊗ ···⊗Un = idU1 ⊗ · · · θUi ⊗ · · · ⊗ idUn ,
(6.16)
on the direct summand U1⊗ · · · ⊗Un of Un. Finally, for any j=1, ..., n− 1 and
any k=1, ..., g we define the linear map Ztj,k that maps any f ∈Hom(L
⊗g, U1
⊗ ...⊗Un) to
Ztj,k(f) :=
( [
(idU1⊗···⊗Uj ⊗ d˜Uj+1⊗···⊗Un) ◦ (f ⊗ id ∨Un⊗···⊗∨Uj+1 )
◦ {idL⊗g−k ⊗ [Q
l
L⊗k−1⊗∨Un⊗···⊗∨Uj+1
◦ (TL⊗ θL⊗k−1⊗ ∨Un⊗···⊗∨Uj+1)]}
]
⊗ idUj+1⊗···⊗Un
)
◦
(
idL⊗g ⊗ b˜Uj+1⊗···⊗Un
)
,
(6.17)
in Hom(L⊗g, U1⊗ ...⊗Un), and acts analogously on a any morphism in
Hom(L⊗g, Uσ(1)⊗ ...⊗Uσ(n)) for any σ ∈N.
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Pictorially, Ztj,k acts as
Ztj,k(f) :=
f
Ql
L,L⊗k−1 ⊗∨Un⊗··· ⊗∨Uj+1
TK
L . . . L L L . . . L
U1 . . .Uj Uj+1 . . . Un
C
(6.18)
We can now rephrase the results of [73, Section 4] and [76, Section 3] as
follows
Proposition 6.1. Consider the morphism space HomC(L⊗g, Un), with Un as defined
in (6.14). The morphisms Zγ , defined in (6.15), (6.16) and (6.17), associated to the
generators γ of Mapg,n, endow the space HomC(L
⊗g, Un) with a projective action
πg,nL of Mapg,n. For any f ∈HomC(L
⊗g, Un), and for γ = ak, ek with k = 2, ..., g
and for bk, dk, Sk with k = 1, ..., g, the action is given by
[πg,nL (γ)](f) = f ◦ Z
−1
γ . (6.19)
For γ=ωi, Ri, with i = 1, ..., n− 1 and i = 1, ..., n respectively, the action is given by
[πg,nL (γ)](f) = Z
−1
γ ◦ f . (6.20)
Finally, for γ= tj,k, with j=1, ..., n− 1 and k=1, ..., n, the action of tj,k is given by
[πg,nL (tj,k)](f) = Z
−1
tj,k
(f) . (6.21)
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Remark 6.2. Consider the subgroup Mapg,p,q of the mapping class group
Mapg,p+q that leaves two subsets, of size p and q, of the holes invariant. Take
the labels of the two sets of holes to be U1, ..., Up and V1, ..., Vq , respectively, and
define objectUp and V q analogously as in (6.14). The right duality of C provides
a linear isomorphism
ϕ : Hom(L⊗g ⊗ V, U)
∼=
−→ Hom(L⊗g, U ⊗V ∨) . (6.22)
Then
πg,p,qL := ϕ
−1 ◦ πg,p+qL ◦ ϕ (6.23)
defines a projective representation of Mapg,p,q on Hom(L
⊗g ⊗ V, U).
6.2 The Cardy bulk Frobenius algebra in H-Bimod
We now turn to the description of the Cardy bulk Frobenius algebra F in the
case C=H-mod for H a finite-dimensional factorizable ribbon Hopf algebra
over an algebraically closed field of characteristic zero. As we will explain be-
low, we will be able to work inH-Bimod instead of (H-mod)rev⊠H-mod.
Consider the functor
GH⊗k : H-mod
op×H-mod → H-Bimod , (6.24)
that acts on objects as
(X, ρX)× (Y, ρY )
GH⊗k7−→
(
X∨⊗k Y , ρX∨ ⊗ idY , idX∗ ⊗ (ρY ◦ τY,H ◦ (idY ⊗ S
−1))
)
,
(6.25)
and on morphisms as f × g 7→ f∨⊗kg. Pictorially, the action on objects looks as
H X
X
ρX
×
H Y
Y
ρY GH⊗k7−→
H X∨
X∨
Y
Y
H
S
−1
≡
S
H X∗
ρX
X∗
Y
Y
ρY
H
S
−1
(6.26)
For C=H-mod, the Cardy bulk Frobenius algebra F is the coend
F :=
∫ X
GH⊗k(X,X) (6.27)
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in H-Bimod. The next subsection motivates this terminology. That is, that
the coend F in (6.27) should be considered as a special case of the coend F =∫X
X∨ ⊠X , introduced in (3.15).
6.2.1 Equivalences of categories
Denote by Hcoop, the Hopf algebra obtained from H by replacing the coprod-
uct by the opposite product, as in (2.59). Analogously Hop is obtained from
H by replacing the product by the opposite product mop := m ◦ τH,H . When
H is quasitriangular with R-matrix R there are, according to [4, Lemma A.4],
equivalences
H-Bimod ≃ (H⊗kH
coop)-mod ≃ (H⊗kH
op)-mod (6.28)
of braided monoidal categories. Here H-Bimod is equipped with the braiding
(2.80) and H is obtained fromH by replacing the R-matrix by R−121 and the rib-
bon element v by the inverse ribbon element v−1. The equivalence is furnished
by two functors which act as the identity on morphisms, and on objects as
H H M
M
ρH⊗H
7→
H M
M
H
S
−1ρH⊗H
ρH⊗H
and as
H
ρH
M
M
ρH
H
7→
H H M
M
S
(6.29)
respectively. In addition, the R-matrix furnishes a braided monoidal equiva-
lence between H-mod and Hcoop-mod. Thus, combined with (6.28) we also
have an equivalence
H-Bimod ≃ (H⊗kH)-mod (6.30)
as braided monoidal categories.
Next, by the universal property (2.99) of the Deligne product there is a
unique functor
GH
✷
: H-mod⊠H-mod −→ H-Bimod (6.31)
such that
GH⊗k = G
H
✷
◦ (?∨⊠ Id) , (6.32)
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where (?∨⊠ Id) is the functor (3.14). Note that on objects of the form X ⊠Y
∈H-mod⊠H-mod, GH
✷
acts as
(X, ρX)⊠ (Y, ρY )
GH
✷7−→
(
X ⊗k Y , ρX ⊗ idY , idX ⊗ (ρY ◦ τY,H ◦ (idY⊗S
−1))
)
.
(6.33)
By [24, Proposition 5.3] (see also [35, Example 7.10]) there is an equivalence
H-mod⊠H-mod≃ (H⊗kH)-mod of abelian categories. Combining this equiv-
alence with the equivalence (6.30), it follows that the functor (6.31) furnishes
an equivalence of abelian categories. Next, remember from section 2.6.1 that
H-mod⊠H-mod can be equipped with the structure of a braided monoidal
category, c.f. (2.100) and (2.101). With respect to this tensor product and braid-
ing, (6.31) extends to an equivalence of braided monoidal categories. In view
of this equivalence of categories and the functors (6.32) and (3.15), the coend F ,
as defined in (6.27), is indeed the Cardy bulk Frobenius algebra inH-Bimod.
Remark 6.3. Recall that we want to describe (H-Mod)rev ⊠ H-Mod. The ar-
guments above imply that (H-Mod)rev ⊠ H-Mod is equivalent, as a braided
monoidal category, toH-Bimod with the braiding defined in (2.80).
6.2.2 The coregular bimodule as a coend
Let us now describe the coend F , defined in (6.27), in detail. As an object in
H-Bimod, F is the coregular bimodule, i.e. the vectors spaceH∗ endowed with
the actions (2.54). Indeed we have, [4, Lemma A.2]:
Lemma 6.4. The family ıF of morphisms
ıFX := (dX ⊗ idH∗) ◦ [idX∗ ⊗ (ρX ◦ τX,H)⊗ idH∗ ] ◦ (idX∗ ⊗ idX ⊗ bH) (6.34)
withX ∈H-mod is a dinatural family fromGH⊗k to the coregular bimoduleF inH-Bimod.
Pictorially, ıFX is given by
X∗
ıFX
H∗
X
=
X∗ X
ρX
H∗
(6.35)
That ıFX is a morphism of bimodules follows directly by using the action (6.26)
of GH⊗k on objects, the representation properties and (2.54), see [4, eq. (A.8) and
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(A.9)]. That ıFX is dinatural, i.e. satisfies (2.102) for any f in H-mod follows
directly from the action of GH⊗k on morphisms and that f is a morphism of H-
modules, see [4, eq. (A.10)]. In addition we have the following result:
Proposition 6.5. TheH-bimodule F together with the dinatural family (ıFX) given by
(6.35) is the coend of the functor GH⊗k :
(F, ıF ) =
∫ X
GH⊗k(X,X) . (6.36)
Proof. We have to show that the dinatural family ıF satisfies (2.103). Thus,
let jZ be any dinatural transformation from GH⊗k to Z ∈H-Bimod. Given any
X ∈H-mod, take any element x◦ in X , described as x◦ ∈Homk(k, X), and con-
sider the morphism fx◦ := ρX ◦ (idH ⊗x◦)∈HomH(H,X). Here H is regarded
as anH-module via the left regular action. Applying dinaturalness to fx◦ yields
   
   


X∗
jZX
Z
H
x◦
≡
X∗
jZX
Z
H
fx◦
=
f∗x◦
X∗
jZH
Z
H
≡
  
  
  



X∗
x◦
jZH
Z
H
(6.37)
Next we compose this equality with idX∗ ⊗ η:
jZX ◦ (idX∗ ⊗x0) =
   
   
   



X∗
jZX
Z
=
  
  


X∗
jZH
Z
(6.38)
Since x◦ is an arbitrary element ofX this implies
jZX = κ
Z ◦ ıFX , (6.39)
with κZ defined as
κZ := jZH ◦ (idH∗ ⊗ η) . (6.40)
In fact, κZ is a bimodule morphism from F to Z . Compatibility with the left
H-action is immediate from the fact that jZH is a morphism of left modules.
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Compatibility with the right action is seen from the following chain of equali-
ties:
ρF
H∗
jZH
Z
h
=
H∗
Z
h
jZH
=
H∗
Z
h
jZH
=
H∗
Z
h
jZH
=
H∗
Z
ρZ
h
jZH
(6.41)
Here the second equality invokes dinaturalness for the morphism
m ◦ (idH ⊗ (S−1 ◦h))∈EndH(H), and the last equality follows from the defini-
tion (6.26) of GH⊗k and the fact that j
Z
H is a morphism of right H-modules. Thus
there indeed exists a morphism κZ ∈H-Bimod from F to Z .
It remains to show that κZ is unique. Assume that κ′Z is any morphism in
Hom(F,Z)making (2.103) commute, i.e.
jZX = κ
′Z ◦ ıFX . (6.42)
Next, note that ıFH ◦ (idH∗ ⊗ η)= (dH ⊗ idH∗) ◦ (idH∗ ⊗ bH)= idH∗ . Considering
(6.42) with X = H and composing with idH∗ ⊗ η it therefore follows that
κ′Z = jZH ◦ (idH∗ ⊗ η) = κ
Z . (6.43)
Thus κZ is indeed uniquely determined. ✷
6.2.3 The Frobenius algebra structure on F
In this subsection we prove that F can be naturally equipped with the structure
of a commutative symmetric Frobenius algebra.
The structure morphisms
We start by introducing the structure morphisms. To this end we define the
following linear maps:
m
F
:=
H∗H∗
H∗
η
F
:=
H∗
∆
F
:=
H∗
λ
H∗H∗
ε
F
:=
H∗
Λ
(6.44)
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WhenH∗ is equipped with the bimodule structure (2.54), these morphisms are
not just linear maps, but bimodule morphisms, i.e. morphisms in H-Bimod [4,
Proposition 2.9]. In order to discuss the proof of this statement we give the
following useful identities from [4, Lemma 2.7]. First, for any Hopf algebra H
we have
H
H
H
H
=
H
H
H
H
=
H
H
H
H
=
H
H H
H
=
H
H
H
H
(6.45)
Further, if H is unimodular with integral Λ, we have
H
H
Λ
H
=
H
H H
Λ
and
H
Λ
H
H
=
H
Λ
H
H
(6.46)
We now outline the proof of the statement that the maps (6.44) are bimodule
morphisms.
m
F
is a bimodule morphism Thatm
F
intertwines the left action ofH can be
seen as follows:
H H∗H∗
H∗
=
H H∗H∗
H∗
=
H H∗H∗
H∗
=
H H∗H∗
H∗
=
H H∗H∗
H∗
(6.47)
Here, the first and the last equality just implement (2.54). The second and third
equality follow from the connecting axiom (2.35) and the anti-coalgebra mor-
phism property (2.39), respectively. That m
F
is also a morphism of right H-
modules follows in an analogous fashion, see [4, eq. (2.22)].
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η
F
is a bimodule morphism That η
F
is a bimodule morphism follows from
(2.54) and direct application of (2.36) and (2.41), see [4, eq. (2.23) & (2.24)].
∆
F
is a bimodule morphism The chain of equalities
HH∗
H∗H∗
=
HH∗
H∗H∗
=
HH∗
H∗H∗
=
HH∗
H∗H∗
(6.48)
establishes that ∆
F
is a morphism of left H-modules. Here the first equality
follows from (6.45), while the second and third equality uses (2.39) and associa-
tivity respectively.
In order to show that ∆
F
is also a morphisms of right modules, we use that
there is an alternative expression for∆
F
, [4, Lemma 2.8]:
∆′
F
:=
H∗
λ
H∗H∗
(6.49)
That ∆′
F
= ∆
F
follows by using (2.58) and coassociativity of the coproduct ∆
of H . Using the expression (6.49), the following chain of equalities establishes
that∆
F
is a morphism of left modules:
H∗
H∗H∗
H
=
H∗ H
H∗H∗
=
H∗ H
H∗H∗
=
H∗ H
H∗H∗
=
H∗ H
H∗H∗
=
H∗ H
H∗H∗
(6.50)
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Here, the first equality uses the anti-coalgebra morphism property of S−1 and
the connecting axiom. The second equality follows from (2.69). In the third
equality the upper inverse antipode is pushed through the product by using
that S−1 is an anti-coalgebramorphism. The two last equalities use associativity
and the defining property (2.37) of S.
ε
F
is a bimodule morphism Finally, that ε
F
is a bimodule morphism follows
directly from the actions (2.54), the defining property of the two-sided integral
(i.e. that Λ satisfies (2.52) and the corresponding equality for a right integral)
and (2.41), see [4, eq. (2.28)].
The Frobenius algebra structure
Having verified that the maps (6.44) are indeed morphisms in H-Bimod, we
continue to state [4, Proposition 2.5]
Proposition 6.6. The morphisms (6.44) endow the object F =(H∗, ρF , ρF ) with the
structure of a Frobenius algebra inH-Bimod. That is, (F,m
F
, η
F
) is a (unital associa-
tive) algebra, (F,∆
F
, ε
F
) is a (counital coassociative) coalgebra, and the two structures
are compatible in the sense
(idF ⊗mF ) ◦ (∆F ⊗ idF ) = ∆F ◦mF = (mF ⊗ idF ) ◦ (idF ⊗∆F ) . (6.51)
Proof. We outline the proof given in [4]. First, that (F,m
F
, η
F
) = (H∗,∆∗, ε∗)
is a unital algebra follows directly by duality from the fact that (H,∆, ε) is a
counital coalgebra. Second, coassociativity of ∆ immediately implies
(idH∗ ⊗∆
′
F
) ◦∆
F
= (∆
F
⊗ idH∗) ◦∆
′
F
, (6.52)
which in turn implies that ∆′
F
=∆
F
is a coassociative coproduct. That ε
F
is a
counit for this product follows from (2.58), see [4, eq. (2.32)]. Finally that F
satisfies the first equality in (2.31) follows by writing out the linear maps, in-
serting ∆
F
and using coassociativity of ∆. Analogously the second equality in
(2.31) follows by inserting ∆′
F
and using coassociativity of∆. Thus F is indeed
a Frobenius algebra inH-Bimod. ✷
F is commutative and has trivial twist
We have from [4, Proposition 3.1]
Proposition 6.7. The productm
F
of the Frobenius algebra F in H-Bimod is commu-
tative with respect to the braiding (2.80):
m
F
◦ cF,F = mF . (6.53)
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Proof. By applying (2.80), (2.54), (2.61) and (2.59) it follows that
m
F
◦ cF,F =
H∗H∗
H∗
=
H∗H∗
H∗
=
H∗H∗
H∗
=
H∗H∗
H∗
=
H∗H∗
H∗
= m
F
.
(6.54)
Thus F is commutative. ✷
Next we observe
Proposition 6.8. The twist of F is trivial:
θF = idF . (6.55)
Proof. After having inserted the left and right actions (2.54) of H on F in the
expression (2.81) for the twist of H-Bimod, the equality (6.55) is obtained by
using S ◦ v = v and that v is central. ✷
F is symmetric
We have [4, Theorem 4.4] the following result
Proposition 6.9. The Frobenius algebra F is symmetric.
Proof. According to Definition 2.5 (iii) and Remark 2.6 (iii) F is symmetric if
(2.33) holds for κ = ε
F
◦m
F
. Indeed we have the following chain of equalities
F F
m
F
ε
F
= =
F
ε
F
m
F
F
πF
F
ε
F
m
F
F
πF
H−Bimod
(6.56)
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in H-Bimod. Note that this is a picture drawn in H-Bimod, not in VectC. In
particular the braiding is the braiding of H-Bimod. Here the first equality is
a deformation. The second equality is obtained by first using (2.86) to recog-
nize the twist θF , which is trivial, and then using that F is commutative. (6.56)
proves the rightmost equality in (2.33) and thus that F is symmetric. ✷
Remark 6.10. Any symmetric commutative Frobenius algebra in a sovereign
braided category is also cocommutative and has trivial twist. For a strictly
sovereign category C, this has been shown in [39, Proposition 2.25]. The proof
easily extends to the non-strict case.
Specialness
We first note that [4, Lemma 4.5]
ε
F
◦ η
F
= ε ◦Λ and m
F
◦∆
F
= (λ ◦ ε) id∗H . (6.57)
The first equality is immediate from (6.44), while the second uses coassocia-
tivity of H and the defining property of the antipode, see [4, eq. (4.18)]. A
finite-dimensional Hopf algebra is semisimple iff theMaschke number ε ◦Λ∈k is
non-zero, and it is cosemisimple iff λ ◦ η ∈k is non-zero [69]. In addition, when
k is of characteristic zero, cosemisimplicity is implied by semisimplicity [68].
Thus we have
Corollary 6.11. The Frobenius algebra F in H-Bimod is special iff H is semisimple.
6.3 Mapping class group invariants inH-Bimod
We are now a in position to give the main result of this chapter. Recall the
projective action, πg,nL , of mapping class groups, given in Proposition 6.1. Note
that for U1= . . . =Un=V we have U
n=V ⊗n. Accordingly, πg,nL is a projective
action on the space Hom(L⊗g, V ⊗n).
Theorem 6.12. Let H be a finite-dimensional factorizable ribbon Hopf algebra over
an algebraically closed field k of characteristic zero and Mapg,n, the mapping class
group of a closed oriented surface Σg,n. Then, for C=H-mod, the morphism C(Σg,n)
∈Hom(K⊗g,F⊗n), defined in (6.3), is invariant under the projective action πK of
Mapg,n, given in Proposition 6.1, for any g, n ≥ 0.
The rest of this section is devoted to the proof of this statement. It will be
convenient to work in the categoryH−Bimod ≃ H-Modrev ⊠H-Mod.
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6.3.1 The bulk handle Hopf algebrainH-Bimod
In the case C=H-mod, i.e. Crev⊠ C ≃ H-Bimod, the bulk handle Hopf algebra
defined in (3.28), is the coendK = LH-Bimod. As an object inH-Bimod,K is the
bimodule [4, Proposition A.6]
K = (H∗⊗kH∗, ρ⊲⊗ idH∗ , idH∗ ⊗ ρ⊳) . (6.58)
That is, K is the vector space H∗⊗kH∗, endowed with the left and right coad-
joint actions, defined in (2.56), on the first and second factor, respectively. The
dinatural family for the coend is given by
H∗⊗H∗
X∨
ιKX
X
:=
X∗
ρX
X
ρX
H∗ H∗
(6.59)
We omit the proof of this statement and refer the reader to [2] for details.
Since K = LH-Bimod is the coend of the tensor product functor F0, defined
in (2.104), considered inH-Bimod,K carries a natural structure of a Hopf alge-
bra in H-Bimod. The structure morphisms are obtained by inserting (6.59) in
(2.108). The unit, counit and coproduct are
η
K
= ε∨⊗ ε∨ , ε
K
= η∨⊗ η∨ ,
∆
K
= (idH∗ ⊗ τH∗,H∗ ⊗ idH∗) ◦
(
(mop)∨⊗m∨
)
,
(6.60)
and the antipode and product are given by
S
K
=
H∗
H∗
R−1
H∗
H∗
R
(6.61)
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and
m
K
=
H∗H∗
R−1
H∗
H∗H∗
R
H∗
=
H∗H∗
R−1
H∗
H∗H∗
R
H∗
(6.62)
The second expression for m
K
is obtained by using that the R-matrix inter-
twines the coproduct and the opposite coproduct.
In addition, the right cointegral λ and the two-sided integral Λ of H give
rise to an integral and a cointegral of K . Explicitly
λ
K
:= Λ∨⊗Λ∨ (6.63)
is a two-sided cointegral of (K,m
K
, η
K
,∆
K
, ε
K
, S
K
) and
Λ
K
:= λ∨⊗λ∨ (6.64)
is a two-sided integral of (K,m
K
, η
K
,∆
K
, ε
K
, S
K
) [4, Proposition A.8]. That λ
K
is a two-sided cointegral is an immediate consequence of the fact thatΛ is a two-
sided integral. That Λ
K
is a left integral follows from the left-most expression
in (6.62) together with the fact that λ is a right cointegral and satisfies (2.68). It
follows in the same manner, by using the rightmost expression in (6.62), that
Λ
K
is a right integral.
6.3.2 Morphisms in H-Bimod as linear maps
In order to work with the underlying linear maps for performing calculations
in H-Bimod we need to express various morphisms, introduced earlier in this
chapter, as linear maps. We start by writing down the relevant morphisms,
implementing the representation in Proposition 6.1, as linear maps.
Partial monodromies Inserting the dinatural family (6.59) and the linear map
(2.80), implementing the braiding inH-Bimod, in the expressions (6.6) and (6.7)
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for the two partial monodromies, we obtain the partial monodromies of K :
QK,K =
H∗ H∗
H∗
Q
H∗
S
−1
H∗
Q−1
S
H∗
H∗ H∗
(6.65)
and
QlK,X =
H∗ H∗ X
Q
Q−1
ρX
ρX
H∗ H∗ X
(6.66)
Recall from (6.9) that the Hopf pairing ofK is given by ωK =(εK ⊗ εK) ◦QK,K .
It follows that ωK is non-degenerate iff the Drinfeld map of H is invertible.
Thus H-Bimod satisfies condition (MOD), i.e. H-Bimod is factorizable, iff H is
factorizable.
Inserting this result for QlK,X , together with εK = η
∨⊗ η∨, into the expres-
sion (6.10) for the action of L on any object in C, it follows that the action of K
on any H-bimoduleX is given by
ρKX =
H∗ H∗ X
Q
Q−1
ρX
ρX
X
(6.67)
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The maps TL and SL In order to study the mapping class group representa-
tion in Proposition 6.1 we also need the maps TL and SL, which in theH-Bimod
case we denote by TK and SK . First, inserting the dinatural family ι
K , given
in (6.59), and the expression (2.81) for the twist of H−Bimod in the definition
(6.11) of TL we obtain
TK =
H∗
v
H∗
H∗
v−1
H∗
(6.68)
Second, inserting the expression (6.65) forQK,K , and the unit εK = η
∨⊗ η∨ and
integral Λ
K
=λ∨⊗λ∨ of K , in the definition (6.12) of SL we obtain
SK =
H∗
Q−1
H∗
λ
H∗
Q
λ
H∗
(6.69)
Remark 6.13. Note that, using the definitions (2.57) and (2.70) of the Frobenius
map and the Drinfeld map, combined with the property (2.68) of λ, the map SK
can be written as
SK = (Ψ ◦ fQ−1)⊗ (Ψ ◦ fQ) . (6.70)
Thus, SK is invertible iff the Drinfeld map is invertible, i.e. iffH is factorizable.
It is easily checked, using the relations (2.58) and (2.74), that the inverse is given
by
S−1K = (Ψ ◦ fQ)⊗ (Ψ ◦ fQ−1) . (6.71)
The morphism F g1,1 We will also need the morphism F
g
1,1, defined in (6.2),
expressed as a linear map. In the H-Bimod case we denote the morphism F g1,1
by FH,g1,1 . We start with F
H,1
0,1 = CH(Σ1,1). Inserting the expressions, given in
(6.44), for the product and coproduct of F , and the action (6.67) ofK , combined
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with the left and right action (2.54) ofH on F , in the definition (6.2) of FH,10,1 , we
obtain
F
H,1
0,1 =
H∗H∗
Q−1
Q
λ
H∗
=
H∗ H∗
Q−1
Q
λ
H∗
=
H∗ H∗
Q−1
Q
λ
H∗
(6.72)
Here the second equality follows from associativity of m and the third follows
by using several times that S is a anti-(co)algebra morphism. Next, using that
the morphism fQ−1 intertwines the coadjoint and the adjoint left action, see
(2.76), we obtain the first of the following equalities:
F
H,1
0,1 =
H∗ H∗
Q−1 Q
λ
H∗
=
H∗ H∗
Q−1 Q
λ
H∗
=
H∗H∗
Λ
H∗
(6.73)
Here the second equality follows from S⊗ S ◦Q= τH,H ◦ Q. The third equality
is obtained by applying the second equality in (2.74) and then using that S−1 is
an anti-coalgebra morphism and S ◦ Λ = Λ.
Having obtained the morphism FH,10,1 = CH(Σ1,1) as a linear map, we can
easily write down the linear map underlying FH,11,1 . By the unit property, the
Frobenius property and associativity of F we have
F
H,1
1,1 = mF ◦ [(F
H,1
1,1 ◦ (idK ⊗ ηF ))⊗ idF ] = mF ◦ (CH(Σ1,1)⊗ idF ) . (6.74)
InsertingmF =∆
∨
H and the right-most expression in (6.73) for CH(Σ1,1) = F
H,1
0,1
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in (6.74) we obtain
F
H,1
1,1 =
K F
F
H−Bimod
=
H∗H∗ H∗
Λ
H∗Vectk
=
H∗H∗ H∗
Λ
ρ⋄
H∗Vectk
(6.75)
Here, the third equality follows by recognizing the right adjoint action (2.55).
Note that in (6.75), the first picture is a morphism in H−Bimod, whereas the
two last pictures are linear maps.
Below we will need the linear map underlying FH,gp,q only for p= q=1. From
the definition (6.2) of F gp,q, and the result (6.75) for g = 1, it follows immediately
that, as a linear map, FH,g1,1 is given by
F
H,g
1,1 =
︸ ︷︷ ︸
g factors of H∗⊗H∗
H∗H∗ H∗H∗ . . . . . . H∗H∗ H∗
H∗
Λ
Λ
Λ
ρ⋄
ρ⋄
ρ⋄ (6.76)
Here, the dotted lines in the pictures means that a piece of the morphism is re-
peated g times: There are g− 3 additional occurrences of the "loops" containing
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the integral and there are g− 3 additional coproducts such that the rightmost
line coming out of this coproduct is ending on the adjoint right action on one of
those "loops". Similar notation will be used in various pictures below.
6.3.3 Proof of invariance
This subsection is devoted to the proof of Theorem 6.12. We will establish a
series of lemmas, which together prove Theorem 6.12. First of all, we recall
Lemma 5.8 and 5.9 of [4]:
Lemma 6.14. The one-point function on the torus CH(Σ1,1) = F
H,1
1,1 ◦ (idK⊗ ηF)
satisfies
CH(Σ1,1) ◦ SK = CH(Σ1,1) (6.77)
and
CH(Σ1,1) ◦ TK = CH(Σ1,1) . (6.78)
Proof. (i) We will show invariance under S−1K . Recall from (6.71) that S
−1
K is
given by
S−1K =
H∗
Q
H∗
λ
H∗
Q−1
λ
H∗
(6.79)
Thus, composing S−1K with the first expression in (6.72) we obtain
CH(Σ1,1) ◦ S
−1
K =
H∗H∗
Q Q−1
Q−1 Q
λ
λ
λ
H∗
=
H∗ H∗
Λ
Λ
λ
H∗
(6.80)
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Here we have used the anti-algebra morphism property of the antipode S in the
first equality. The second equality is obtained by applying (2.74) together with
the property (2.68) of λ. According to Lemma A.1, the last expression in (6.80)
equals
CH(Σ1,1) ◦ S
−1
K =
H∗ H∗
Λ
H∗
=
H∗ H∗
Λ
H∗
(6.81)
The second expression in (6.81) coincides with the right-most expression in
(6.73) for CH(Σ1,1). This proves CH(Σ1,1) ◦ SK = CH(Σ1,1).
(ii) From the expression (6.68) for TK and the last expression in (6.73) it follows
that
CH(Σ1,1) ◦ TK =
H∗ H∗
v v−1
Λ
H∗
(6.82)
After applying (6.46), the central elements v and v−1 cancel each other. This
proves CH(Σ1,1) ◦ TK = CH(Σ1,1). ✷
A direct consequence of this result is
Lemma 6.15. For any integer k ≥ 0, the morphism FH,k1,1 satisfies
F
H,k
1,1 ◦ (id
⊗r
K ⊗SK ⊗ id
⊗s
K ⊗ idF ) = F
H,k
1,1 (6.83)
and
F
H,k
1,1 ◦ (id
⊗r
K ⊗TK ⊗ id
⊗s
K ⊗ idF ) = F
H,k
1,1 , (6.84)
for all r + s= k − 1.
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Proof. From (6.74) and Lemma 6.14 it follows that the morphism FH,11,1 satisfies
F
H,1
1,1 ◦ (TK ⊗ idF ) = F
H,1
1,1 and F
H,1
1,1 ◦ (SK ⊗ idF ) = F
H,1
1,1 . (6.85)
These equalities directly imply (6.83) and (6.84). ✷
Lemma 6.16. FH,k1,1 satisfies
F
H,k
1,1 ◦ (id
⊗ r
K ⊗ θK⊗s ⊗ id
⊗ t
K ⊗ idF ) = F
H,k
1,1 , (6.86)
for any integers r, s, t such that r + s+ t = k.
Proof. First we apply the expression (2.81) for the twist and use Lemma A.7
(ii) to replace the left and right actions of v and v−1 on K⊗s by left and right
multiplication. Then, the left hand side of (6.86) differs from the right hand side
by a left multiplication with v ◦ S and a right multiplication with v−1 ◦ S−1, both
of them multiplying the sameH-line. The equality (6.86) then follows by using
v ◦ S = v and that the ribbon element v is central. ✷
Lemma 6.17. For any k = 2, ..., g, we have
CH(Σg,n) ◦ (id
⊗g−k
K ⊗QK,K ⊗ id
⊗k−2
K ) = CH(Σg,n) . (6.87)
Proof. From the expression (6.65) for QK,K and the expression (6.76) for F
H,2
1,1
it follows that
F
H,2
1,1 ◦ (QK,K ⊗ idF ) =
KK F
QK,K
F
H−Bimod
=
H∗ H∗ H∗ H∗ H∗
Λ
Λ
Q
Q−1 ρ⋄
ρ⋄
H∗Vectk
(6.88)
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Using first (6.46) and then that S−1 is an anti-algebra morphism we obtain the
left hand side of the following equality:
H∗H∗ H∗H∗ H∗
Λ
Λ
Q
Q−1 ρ⋄
ρ⋄
H∗
=
H∗H∗ H∗H∗ H∗
Λ
Λ
Q
Q−1
H∗
(6.89)
The right hand side of (6.89) is obtained by inserting the definition (2.55) of the
right adjoint action followed by associativity of H and again that the antipode
is the anti-algebra morphism.
By applying (S2⊗ S2) ◦ Q = Q and then Lemma A.4 (i) we can omit the Q-
matrices on the left hand side of (6.89). Comparing the result with (6.76) it
follows that
F
H,2
1,1 ◦ (QK,K ⊗ idF ) = F
H,2
1,1 . (6.90)
Finally, the left hand side of (6.87) differs from the right hand side exactly by the
action the application of QK,K on two adjacent K-factors. Thus (6.87) follows
directly from (6.90). ✷
Lemma 6.18. For any integer k ≥ 2, FH,k0,2 satisfies
(idF⊗ b˜F) ◦ (F
H,k
0,2 ⊗ id∨F) ◦ Q
l
K,K⊗k−1 ⊗∨F = (idF⊗ b˜F) ◦ (F
H,k
0,2 ⊗ id∨F) (6.91)
in HomH|H(K⊗k ⊗ ∨F,F).
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That is, graphically
Ql
K,K⊗k−1 ⊗∨F
K . . .K ∨F
F
=
K . . .K ∨F
F H−Bimod
(6.92)
Proof. The left hand side of (6.92) is expressed as a linear map by using the ex-
pression (6.76) for FH,k0,1 , the unit ηF = η
∨
H and coproduct of F , given in (6.44),
and the expression (6.66) forQlK,K⊗k−1 ⊗∨F . It then follows, by applying Lemma
A.7 (ii), that
(idF⊗ b˜F) ◦ (F
H,k
0,2 ⊗ id∨F) ◦ Q
l
K,K⊗k−1 ⊗∨F =
H∗H∗ H∗H∗· · · · · · H
H∗
Λ
Λ
λ
Q
Q−1
(6.93)
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Next, inserting the definition (2.55) of ρ⋄, using (6.46), then associativity ofmH
together with the properties of S, and finally (A.22) we obtain
(idF⊗ b˜F) ◦ (F
H,k
0,2 ⊗ id∨F) ◦ Q
l
K,K⊗k−1⊗ ∨F =
H∗H∗ H∗H∗ . . . . . . H
H∗
Λ
Λ
Λ
Q
Q−1
(6.94)
Now, by Lemma A.6 (ii), the Q-matrices can be omitted. The so-obtained linear
map is (idF⊗ b˜F) ◦ (F
H,k
0,2 ⊗ id∨F). ✷
By composing (6.92) with idK⊗k ⊗
∨ε
F
and using (6.8) we obtain
Corollary 6.19. For any integer k ≥ 2 we have
F
H,k
0,1 ◦ Q
l
K,K⊗k−1 = F
H,k
0,1 . (6.95)
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Lemma 6.20. For any integer k > 0, we have the following equality
K . . . K
F F
θ
K⊗k⊗∨F
=
K . . . K
F F
=
K . . . K
F F
H
−
B
im
o
d
(6.96)
of morphisms in HomH|H(K⊗p, F ⊗F ).
Proof. Using that F has trivial twist and Lemma 6.16 , it follows from the com-
patibility between braiding and twist (see (A.3)) that the twist morphism on
the left hand side can be replaced by a monodromy c∨F,K⊗k ◦ cK⊗k,∨F between
K⊗k and ∨F . The so-obtained monodromy can be commuted through all the
F -loops. This results in the first equality. The second equality is obtained by
using that F is commutative Frobenius, by a calculation analogous tot the one
in the proof of Lemma A.5. ✷
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Lemma 6.21. For any integers g, n ≥ 0 we have
= CH(Σg,n)
j factors
︷ ︸︸ ︷
n−j factors
︷ ︸︸ ︷
Ql
K,K⊗k−1 ⊗∨F
θK
⊗m
−1
⊗
∨F
TK
K · · · K K · · · K
F F · · · F F F · · · F
H−Bimod
︸ ︷︷ ︸
g−m+1 factors
︸ ︷︷ ︸
m−1 factors
(6.97)
for allm = 1, 2, ..., g.
Proof. We first note that by Lemma 6.18, the endomorphismQlK,K⊗k−1 ⊗∨F can
be omitted. Having done that, it follows from Lemma 6.15 that TK acts trivially.
Finally, by Lemma 6.20, combined with the Frobenius property, the twist can be
omitted as well. By duality, the Frobenius property and coassociativity of ∆H ,
the so-obtained morphism equals CH(Σg,n). ✷
Proof of Theorem 6.12
We are now in a position to prove Theorem 6.12.
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Proof. We first verify that the morphism CH(Σg,n) in H-Bimod is invariant
under the action πK for all generators of the presentation, given in section 6.1,
of Mapg,n for any g, n ≥ 0. That is, we prove that the actions defined in (6.19),
(6.20) and (6.21) acts trivially on CH(Σg,n):
(i) bk, dk and Sk for k = 1, ..., g: Invariance follows from the expressions (6.15)
for Zbk , Zdk and ZSk and straightforward application of Lemma 6.15.
(ii) ωi for i = 1, ..., n− 1: Invariance follows since F is cocommutative.
(iii) Ri for i = 1, , , n: Invariance follows since F has trivial twist.
(iv) ak, for k = 2, ..., g: It follows from Lemma 6.15 that
CH(Σg,n) ◦ [idK⊗g−k ⊗ (TK ⊗TK)⊗ idK⊗k−2 ] = CH(Σg,n) . (6.98)
Together with Lemma 6.17 this proves invariance.
(v): ek for k = 2, ..., g: Invariance amounts to the equality
F
H,k
0,1 ◦ [(TK ⊗ θK⊗k−1) ◦ Q
l
K,K⊗k−1 ] = F
H,k
0,1 , (6.99)
for k = 2, ..., g. It follows from Lemma 6.15 and 6.16 that FH,k0,1 ◦(TK ⊗ θK⊗k−1) =
F
H,k
0,1 . Together with Corollary 6.19 this establishes (6.99).
(vi): tj,k, for j=1, ..., n − 1 and k=1, ..., g: First, recall from (6.8) that any
f ∈ Hom(X,Y ) can be commuted through the partial monodromy QlK,Y . Sec-
ond, inserting the definition of CH(Σg,n) in the action (6.18) of tj,k and using
first coassociativity and the Frobenius property of F and then (6.8) together
with functionality of the twist it follows that the n−j−1-fold coproduct of F
can be pushed through the partial monodromy Ql
K,K⊗k−1 ⊗ (∨F )⊗(n−j) and the
twist. The so-obtained morphism coincides with the left hand side of (6.97).
Thus, invariance under tj,k follows from Lemma 6.21.
This proves that the morphism CH(Σg,n) in H-Bimod is invariant under the
action πK of Mapg,n for any g, n ≥ 0. Finally, combining this result with the
equivalences in section 6.2.1 completes the proof of Theorem 6.12. ✷
Remark 6.22. (i) When discussing factorization in CFT, one has to distinguish
between ingoing and outgoing insertions. This means that there is a partition
of the holes of the into p outgoing and q ingoing holes for any integers p and
q such that p + q=n. The correlator has to be invariant under an action of
the subgroup Mapg,p,q of the mapping class group Mapg,p+q that leaves each
of these two subsets of ingoing and outgoing insertions separately invariant,
c.f. Remark 6.2. In that setting, a natural candidate for a correlator is the mor-
phism F gq,p ∈HomH|H(K
⊗g ⊗F⊗q, F⊗p), defined in (6.2). Combining the pro-
jective action πg,p,qL of Mapg,p,q, constructed in Remark 6.2, with the isomor-
151
phism Φ∈Hom(F∨, F ), that comes with the Frobenius structure of F , we ob-
tain a projective action π˜g,p,qK of Mapg,p,q on HomH|H(K
⊗g ⊗F⊗q, F⊗p). It is
straightforward to verify, using that F is a symmetric Frobenius algebra, that
invariance under this action follows from Theorem 6.12.
(ii) As explained above, the morphism F 11,0 is invariant under π˜
1,1,0
K (Sk). In the
semisimple case, this is equivalent to F being modular invariant in the sense
of [66, Definition 3.1 (ii)].
6.3.4 Holomorphic factorization
Recall that holomorphic factorization implies that the partition function of a ra-
tional CFT is a bilinear combination, with integer coefficients Zi,j , of characters
of the vertex algebra V of the theory, see c.f. (3.5). A similar result is established
for CH(Σ1,0) in [5].
Consider Σ1,0, i.e. the torus without holes. The morphism CH(Σ1,0) serves
as a candidate for a partition function. Using that the Cardy bulk Frobenius
algebra F is symmetric Frobenius it follows that CH(Σ1,0) is nothing but theK-
character, as defined in Definition 2.10, of F . Via the equivalences described in
section 6.2.1, the Cardy bulk Frobenius algebraF can be considered as amodule
overK inH⊗Hop-mod, with the action ofH ⊗Hop obtained by translating the
bimodule structure of F via the equivalence in (6.29).
Denote by L the categorical Hopf algebra L, described in section 2.6.2, in
H-Mod. Recall that even when H-mod is not semisimple, it still has a finite set
number of isomorphism classes of simple objects. We choose a set {Mj|j ∈J }
of representatives of the isomorphism classes of simple objects. Working in
H ⊗Hop-mod, we establish the following Theorem [5, Theorem 3]
Theorem 6.23. The partition function Z = CH(Σ1,0) can be chirally decomposed as
Z =
∑
i,j∈J
c
i,j
χLi ⊗ χ
L
j , (6.100)
where for each i ∈ J , χLi is the character of the L-module given by the simple H-
moduleMi, with the L-action defined in (2.110), i∈J is the label of the isomorphism
class ofM∨i , and C =
(
ci,j
)
i,j∈J is the Cartan matrix of H-Mod.
In particular (recall the definition (2.98) of the Cartanmatrix) the coefficients
in (6.100) are integers and in the semisimple case ci,j = δi,j . Furthermore, as
shown in [5, Lemma 6], the character χLi is, as a linear map, given by
χLi = χ
H
Mi ◦m ◦ (fQ⊗ t), (6.101)
where t is the special group-like element, defined in (2.83), and fQ the Drinfeld
map. Recall that fQ and t are invertible. Thus χ
L
i , and a consequently also the
partition function Z , is non-zero.
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6.4 Bulk Frobenius algebras from ribbon automor-
phisms
In this section we generalize the construction described in the previous section
by twisting F by an automorphism of H .
Definition 6.24. (i) A Hopf algebra automorphism of a Hopf algebra H is a linear
map ω fromH toH that is both an algebra and a coalgebra automorphism and
that commutes with the antipode.
(ii) A ribbon automorphism of a Hopf algebra H is a Hopf algebra automor-
phism that preserves the ribbon element and the R-matrix of H :
ω ◦ v = v and (ω⊗ω) ◦R = R . (6.102)
For any two Hopf algebra automorphisms ω and ω′, the ω-ω’-twisted bi-
module ωXω
′
is obtained from X ≡ (X, ρX , ρX) by twisting the actions accord-
ing to
ωXω
′
= (X, ρX ◦ (ω⊗ idX), ρX ◦ (idX ⊗ω
′)) . (6.103)
The twisting is compatible with the monoidal structure of H-Bimod, and if ω
and ω′ are in addition ribbon automorphisms the twisting is also compatible
with the ribbon structure. It also follows immediately that for anyH-bimodule
morphism f :X → Y , f also intertwines the ω-ω′-twisted actions.
6.4.1 Twisting the Cardy bulk Frobenius algebra
Consider now the twisted Cardy bulk Frobenius algebra
Fω :=
idHF ω . (6.104)
The ω-twisted actions of Fω differs from the untwisted ones only by pre-compo-
sing the right action by ω. Since any H-bimodule morphism also intertwines
the ω-twisted right action, Fω is a symmetric commutative Frobenius algebra in
H-Bimod with the structure morphisms given by the same linear maps (6.44)
as F , see [4, Proposition 6.1]. In addition, just like in the untwisted case, Fω is
special iffH is semisimple. It is also worth mentioning that for any two ribbon
automorphisms ω and ω′, there is an isomorphism
ω′F ω ∼= idHF ω
′−1 ◦ω = Fω′−1 ◦ω , (6.105)
furnished by ω′∗. Thus (6.104) is the most general twisting of Fω.
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Fω as a coend Consider the functor
GH;ω⊗k :H-Mod
op×H-Mod→H−Bimod (6.106)
acting on morphisms as f × g 7→ f∨⊗k g, and on objects as(
X∨⊗k Y , [ρX∨ ◦ (ω
−1⊗ idX∗)]⊗ idY , idX∗ ⊗ (ρY ◦ τY,H ◦ (idY ⊗ S
−1))
)
.
(6.107)
That is,GH;ω⊗k acts on objects by composing the action of the functorG
H⊗k , defined
in (6.25), with a twisting by ω−1 of the left action. It is straightforward to check
[4, Proposition 6.2] that:
Proposition 6.25. The H-bimodule Fω together with the dinatural family of mor-
phisms
ıFωX := (ω
−1)∗ ◦ ıFX , (6.108)
with ıFX as defined in (6.34), is the coend of the functor G
H;ω
⊗k .
In order to proceed we need to know how a ribbon automorphism acts on
the cointegral. To this end, we first note:
Lemma 6.26. For any factorizable ribbon Hopf algebraH , the following equality holds:
fQ−1
(
λ ◦m ◦ (v⊗ idH)
)
= (λ ◦ v) v−1 . (6.109)
Proof. The equality is obtained by using the compatibility (2.65) between the
ribbon element and the monodromy matrix, and then the defining property
(2.53) of the cointegral. ✷
As a consequence we have:
Lemma 6.27. Any ribbon automorphism ω of a finite-dimensional factorizable ribbon
Hopf algebra H preserves the integral and cointegral:
λ ◦ω = λ and ω ◦Λ = Λ . (6.110)
Proof. Compose the equality (6.109) with ω−1. Using that ω preserves v, the
right hand side remains unchanged. On the left hand side we can use that ω
also preserves Q−1 to obtain an expression that differs from the left hand side
of (6.109) only in that λ is replaced by λ ◦ω. Thus:
fQ−1
(
(λ ◦ω) ◦m ◦ (v⊗ idH)
)
= fQ−1
(
λ ◦m ◦ (v⊗ idH)
)
. (6.111)
Since fQ−1 and v are invertible, this implies the first equality in (6.110).
The second equality in (6.110) is obtained from the first by using that ω ◦Λ is
a non-zero integral (and thus proportional toΛ) and that λ ◦Λ∈k is non-zero. ✷
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6.4.2 Mapping class group invariants from Fω
By replacing F by Fω in the prescription (6.2) we define a morphism
FH,ω;gp,q ∈Hom(K
⊗g ⊗F⊗pω , F
⊗q
ω ) , (6.112)
for any ribbon automorphism ω. By composing with the unit of Fω we obtain a
morphism
Cω(Σg,n) := F
H,ω;g
1,n ◦ (idK⊗g ⊗ ηFω )∈Hom(K
⊗g, F⊗nω ) (6.113)
for any g, n ≥ 0.
In order to proceed we need to express FH,ω;g1,1 as a linear map. To this end,
first note that, since ω commutes with the antipode and (ω⊗ω) ◦Q = Q, the
automorphism ω can be pushed through the Q-matrix:
(idH ⊗ (ω ◦ S
−1)) ◦Q = (ω−1⊗ S−1) ◦Q . (6.114)
Inserting the ω-twisted right action in the first expression in (6.72) and using
(6.114), it follows that FH,ω;10,1 is related to the untwisted version by
F
H,ω;1
0,1 = F
H,1
0,1 ◦ (idH∗ ⊗ (ω
−1)
∗
) . (6.115)
As a consequence we have the following twisted version of (6.76)
F
H,ω;g
1,1 =
H∗H∗ H∗H∗ . . . . . . H∗H∗ H∗
H∗
Λ
Λ
Λ
ω−1
ω−1
ω−1
ρ⋄
ρ⋄
ρ⋄
(6.116)
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In particular it follows that
Cω(Σg,n) = C(Σg,n) ◦ (idH∗ ⊗ (ω
−1)
∗
)⊗g . (6.117)
We have the following generalization of Theorem 6.12:
Theorem 6.28. For any ribbon automorphism ω, the morphism Cω(Σg,n) is invariant
under the action, described in Proposition 6.1, of the mapping class group Mapg,n on
Hom(K⊗g, F⊗nω ).
Proof. Using the expression (6.116) for FH,ω;g1,1 it is straightforward to establish
the invariance under the action of Mapg,n by using the results from the un-
twisted case:
(i) That Cω(Σg,n) is invariant under the actions of ωi and Ri follows, just like
in the untwisted case, directly from the fact that Fω is symmetric with trivial
twist.
(ii) Next consider any endomorphism Z◦ ∈End(K⊗g) appearing in the mor-
phisms Zak , Zbk , Zdk , Zek and ZSk defined in (6.15). We can use that ω is a
ribbon automorphism that preserves the cointegral to show that Z◦ commutes
with (id∗H ⊗ (ω−1)
∗
)⊗g. Consider e.g. the endomorphism SK . We have the fol-
lowing chain of equalities
H∗
Q−1
H∗
λ
H∗
Q
λ
H∗
ω−1
=
H∗
Q−1
H∗
λ
H∗
Q
λ
H∗
ω−1
ω
=
H∗
Q−1
H∗
λ
H∗
Q
λ
H∗
ω−1
(6.118)
Here the first equality follows by pushing ω through the product and using
ω ◦ S−1 = S−1 ◦ω. The second equality is a consequence of λ ◦ω = λ (see
Lemma 6.27) and (ω⊗ω) ◦Q = Q. From (6.118) it follows that
(id∗H ⊗ (ω
−1)
∗
) ◦SK = SK ◦ (id
∗
H ⊗ (ω
−1)
∗
) . (6.119)
It is shown in a completely analogous manner that any of the endomorphisms
of K⊗g, appearing in (6.15), commutes with (id∗H ⊗ (ω
−1)∗)⊗g . Invariance of
Cω(Σg,n) under the action of the generators ak, bk, dk, ek and Sk then follows
from (6.117) and invariance in the untwisted case.
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(iii) Finally, invariance of Cω(Σg,n) under the action of tj,k is a bit more
lengthy but works in manner similar to the other generators. Due to (6.116),
there is a version of Lemma 6.15 with F replaced by Fω. In addition Lemma
A.8 implies that there are ω-twisted versions of Lemma 6.18 and Lemma 6.20 in
which F has been replaced by Fω. The ω-twisted versions of Lemma 6.15, 6.18
and 6.20 imply that there is a version of Lemma 6.21 in which F has been re-
placed by Fω. Next we observe that in the case ω = idH , invariance of CH(Σg,n)
under the action of tj,k follows by using that F is Frobenius and Lemma 6.21.
Thus, using the ω-twisted version of Lemma 6.21, invariance of Cω(Σg,n) under
the action of tj,k follows in precisely the same manner as for ω = idH . ✷
Conclusion and outlook
In this thesis we have discussed on one hand results for rational CFT, and on
the other hand results that are motivated by the quest for a model independent
description of logarithmic CFT. The extension of the proof that the correlators
of the TFT-construction satisfy all consistency conditions of the theory and the
derivation of the classifying algebra for defects give additional insight into the
already quite well understood structure of rational conformal field theory. The
classifying algebras show that boundary conditions and defect conditions can
be largely understood without the need to resort to the full TFT-construction.
Furthermore, as briefly described, the classifying algebra for boundary condi-
tions can be obtained from a coend, without explicitly referring to semisimplic-
ity. Thus, one might expect that the existence of classifying algebras is not a
feature unique for rational CFT, but that similar structures exist also beyond
the rational case.
The construction of the bulk Frobenius algebra F and the mapping class
group invariant morphisms CH(Σg,n) in H-Bimod aims at gaining insight into
the so far much less developed class of logarithmic conformal field theories. A
natural goal is to generalize the construction to an arbitrary factorizable finite
ribbon category C. For a general category C in this class, the coend F is natu-
rally equipped with an algebra structure. In the case C=H-mod, the coalgebra
structure of the coend F, i.e. the bulk Frobenius algebra, uses the integral of
H . What we are missing so far is the corresponding property of the category
H-Bimod that is related to the integral and equips the coend with a coalgebra
structure.
A different direction of generalization of the coend F is to, inspired by the
structure of the bulk state space of a rational conformal field theory, consider
the object Cl((A⊠ 1)⊗F)∈C⊠ C
rev, for A a special symmetric Frobenius alge-
bra in C. Checking whether this object still gives rise to a symmetric commuta-
tive Frobenius algebra and mapping class group invariants would be interest-
ing already in the particular case C=H-mod.
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Appendix
In this appendix we collect some formulas, results and calculations, that are
relevant for the main text.
A.1 Ribbon categories
A.1.1 Compatibility conditions for ribbon categories
Here we give the full list of compatibility conditions for the structures of a
(strict) ribbon category. The axioms for right the duality and the compatibil-
ity between the right duality and the twist looks graphically as follows:
U∨
U∨
=
U∨
U∨ U
U
=
U
U
✞
✝
☎
✆axioms for (right-) duality
U U∨
=
U U∨
☛
✡
✟
✠
duality and twist:
θU∨ = (θU )
∨
(A.1)
The braiding and twist is functorial:
U
f
X
cY,X
V
g
Y
=
U
g
X
cU,V
V
f
Y
✞
✝
☎
✆functoriality of braiding
U
f
V
=
U
f
V
✞
✝
☎
✆functoriality of twist
(A.2)
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The braid relations and compatibility between braiding and twist looks as fol-
lows (note that this is only one of the braid relations, c.f. (2.10)):
cU⊗V,W
U
W
V
U
W
V
=
cU,Y
U
W
V
U
W
V
cV,W
✞
✝
☎
✆tensoriality of braiding
θU⊗V
U
U
V
V
= θV
U
U
V
V
θU
✞
✝
☎
✆braiding and twist
(A.3)
A.1.2 More on dualities
The (co)-evaluation morphisms of the left duality in a strictly sovereign ribbon
category can be obtained from the right duality, via the braiding and twist, as
in the following picture. For completeness we also display the expression for
the left duality applied to a morphism f ∈Hom(U, V ).
∨U U
=
∨U U
U ∨U
=
U ∨U ∨V
∨U
∨f =
∨U
f
∨V
(A.4)
Uniqueness of duality If a duality exists it is unique up to natural isomor-
phism. Assume we have two dualities, ?∨ and ?
√
, with evaluation and coeval-
uation morphisms dU , bU and d
′
U , b
′
U , respectively. Then the two dualities are
naturally isomorphic via the isomorphism
ΦU√ := (dU ⊗ idU
√ ) ◦ (idU∨ ⊗ b
′
U ) ∈ Hom(U
∨, U
√
) . (A.5)
It is straightforward to check that for any f ∈ Hom(U, V ) we have:
ΦU√ ◦ f∨ = f
√
◦ ΦV√ . (A.6)
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A.1.3 The antipode of L
Here we provide the calculation, showing that the definition of SL in (2.108)
indeed defines an antipode.
U∨ U
= =
U∨∨ U
∨
=
U∨
U
U∨ =
(U∨⊗X )∨ U∨⊗X
∗
=
U∨
(U∨⊗U )∨
U∨∨
U
U∨⊗U
=
U∨
U∨∨
U
= ≡
(A.7)
To enlighten notation we have omitted many labels in this equations. The
equality marked by ∗ implements the dinaturalness of the dinatural family ap-
plied to the morphism idU∨ ⊗U ◦ cU,U∨ ◦ bU . The rest of the equalities are either
straightforward implementations of the definitions in (2.108) or just deforma-
tions. The equalitymL ◦ (SL⊗ idL) ◦∆L = ηL ◦ εL follows in an analogous man-
ner.
A.2 Algebra structure on morphism spaces
Given an algebraA, in a k-linear monoidal category, the space VA := Hom(1, A)
can be equipped with the structure of an associative unital algebra over k. We
define the product of two elements f, g ∈Hom(1, A) by
f · g = m ◦ (f ⊗ g) . (A.8)
It follows immediately from associativity and unitality of A that this is an asso-
ciative product on VA, and that it is unital with unit map
η
VA
= η
A
. (A.9)
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A.3 Some formulas used in the derivation of DA|B
Below we display, the three manifolds that are obtained when cutting the con-
necting manifoldMΣ in (5.24) along the annuli over the two cutting circles. The
two three-balls with corners looks as follows, [3, eq. (5.2)]:
MAı33,ı44 = φα3 φα4
A
ı3
ı4
3
4
Y1S;A
MBı11,ı22 = φα1 φα2
B
ı1
ı2
1
2
Y1S;B
(A.10)
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and the full torus with corners looks as follows [3, eq. (5.3)]:
MABX = A
B X
Y2S;B
Y2S;A
(A.11)
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A.4 Identities used in the proof of Theorem 6.12
In this appendix we collect a number of identities that are used in the proofs
in section 6.3.3. As a consequence of the invertibility of the Frobenius map we
have
Lemma A.1. We have the following equality
H∗H∗
Λ
λ
H∗
=
H∗H∗
Λ
λ
H∗
=
H∗H∗
Λ
λ
H∗
=
H∗H∗
Λ
λ
H∗
=
H∗H∗
H∗
(A.12)
Proof. The second equality from the property (2.68) of the cointegral, the third
from S ◦Λ=Λ and associativity, and the last from the invertibility of the Frobe-
nius map, see (2.58). ✷
We continue with a number of results involving coproducts andmonodromy
matrices:
Lemma A.2. Conjugating by the monodromy matrix preserves the coproduct:
H
Q Q−1
H H
= ∆H =
H
Q−1 Q
H H
(A.13)
Proof. The first equality follows by using twice the fact that the R-matrix in-
tertwines the coproduct and the opposite coproduct of H . The second follows
from the first by multiplying with Q−1 and Q. ✷
Remark A.3. The equality (A.13) also follows directly by writing down the
equality mF = mF ◦ cF,F ◦ cF,F of morphisms in HomH|H(F ⊗F, F ) (which
holds since F is commutative), where cF,F is the braiding ofH-Bimod.
A consequence of Lemma A.2 is the following results, which are used in the
proof of mapping class group invariance.
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Lemma A.4. We have the following identities involving the coproduct and mon-
odromy matrices:
(i)
H H
H
H H
Q Q−1
=
H H
H
H H
Q Q−1
=
H H
H
H H
=
H H
H
H H
(A.14)
(ii)
H∗ H
H
Q
H
Q−1
H
= Q−1
H∗ H
H H H
Q
=
Q−1
H∗ H
H H H
Q
=
H∗ H
H H H
(A.15)
Proof. (i) The first equality follows by pushing the inverse antipodes through
the coproduct, followed by a deformation compatible with the braid relations.
The second equality follows from coassociativity combined with Lemma A.2.
The third equality follows from coassociativity and the anti-coalgebra mor-
phism property of S−1.
(ii) The first equality is obtained by pushing S−1 through the upper co-
product and products. The second equality follows from coassociativity and
(S⊗ S) ◦ Q = τH,H ◦Q. The third equality is obtained by applying (A.13), fol-
lowed by coassociativity and that S−1 is an anti-algebra morphism, i.e. by un-
doing the corresponding rewritings in the previous equalities. ✷
Next we observe
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Lemma A.5. For any commutative Frobenius algebra C in a ribbon category C we
have
C C C
C
=
C C C
C
=
C C C
C
C
(A.16)
Proof. The first equality follows by using that C is Frobenius and inserting
Id∨C =Φl ◦Φ
−1
l , with Φl the isomorphism defined in (2.34). The second equal-
ity is obtained by first using associativity, commutativity twice and then again
associativity followed by the Frobenius property (2.31). ✷
A consequence of Lemma A.5 is
Lemma A.6. We have the following identities involving the coproduct and mon-
odromy matrices:
(i)
H
H H H
Q−1 Q
=
H H H
H
(A.17)
(ii) H H
H
H H
Q−1
Q
=
H H
H
H H
(A.18)
Proof. (i) Writing out the right-most expression in (A.16) for C =F , which is
a commutative Frobenius algebra in H-Bimod, as a linear map and composing
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with dualities we obtain the right hand side of (A.17). The left hand side of
(A.17) is obtained from the left-most expression in (A.16) by applying Lemma
A.7 (iii) (note that (A.17) involves a monodromy between F and ∨F ) and com-
posing with dualities.
(ii) Starting from the left hand side of (A.18), pushing the upper inverse
antipode to the top and then using the bialgebra axiom several times to push
the two lower products, we obtain the left hand side of
H
Q−1 Q
H H H H
=
H
Q−1 Q
H H H H
=
H
Q−1 Q
H H H H
(A.19)
Here the first equality follows from associativity and coassociativity applied to
the coproducts taken after the Q-matrices. The second equality follows from
the defining property of the antipode and coassociativity. That the right hand
side of (A.19) equals the right hand side of (A.18) follows by applying first the
connecting axiom to the coproducts taken after the monodromy matrices and
then (A.17). ✷
In addition, we have the following identities for linear maps inH-Bimod:
Lemma A.7. We have the following identities:
(i)
H
Λ
ρ⋄
H H
=
H
Λ
ρ⋄
H H
(A.20)
(ii) Denoting the left and rightH-actions onK⊗p by ρK⊗p and ρK⊗p , respectively,
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we have
ρF ρ:=
H K K
ρKF
ρKF
H F
F
ρH
K⊗p
ρH
K⊗p
=
H H∗H∗ H∗H∗ H H∗
H∗
Λ
Λ
ρ⋄
ρ⋄
(A.21)
where ρHK⊗p ( ρ
H
K⊗p ) is the left (right) action ofH onK
⊗p.
(iii)
H ∨F H
∨ ρ
H
∨ρ
H
H
=
H ∨F H
H
(A.22)
where here ∨ ρ
H and ∨ρ
H are the left dual actions ofH on ∨F .
Proof.
(i) The equality follows by inserting the definition of the right adjoint action,
applying (6.46) and the algebra anti-automorphism property of S−1.
(ii) Starting from the left hand side of (A.21), inserting the expression (6.75)
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for FH,11,1 , and the definitions of ρ
H
K⊗p and ρ
H
K⊗p , we obtain, after applying (A.20):
ρF ρ=
H H∗H∗ · · · · · ·H∗H∗ H∗H∗ H H∗
H∗
Λ
Λ
Λ
ρ⋄
ρ⋄
ρ⋄
ρ⋄
ρ⋄
ρ⋄
ρ⋄
ρ⋄
ρ⋄
(A.23)
Next, invoking the representation property of ρ⋄ and the anti-(co)algebra mor-
phism property of the antipode several times we obtain
ρF ρ=
H H∗H∗ · · · H∗H∗ H∗H∗ H H∗
H∗
Λ
Λ
Λ
(A.24)
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That this expression is equal to the right hand side of (A.21) is seen by using
the fact that any concatenation of p− 1 of H is a bimodule morphism from H
toH⊗p.
(iii) The equality (A.22) follows directly from duality, by inserting the left
and right action (2.54) of H on F , and the definition (2.78) of the left dual ac-
tions. ✷
We also have the following generalization of Lemma A.7 (ii):
Lemma A.8. Denoting, as in picture (A.21), by ρHK⊗p and ρ
H
K⊗p the left and right
H-actions onK⊗p, we have
H K K H Fω
Fω
ρH
K⊗p
ρH
K⊗p
=
H H∗ H∗ H∗ H∗ H H∗
H∗
Λ
Λ
ρ⋄
ρ⋄
ω
(ω−1)∗(ω−1)∗
(A.25)
Proof. This follows by the same line of arguments as in Lemma A.7 (ii), com-
bined with the identity ρ⋄ ◦ (ω
−1⊗ idH)=ω−1 ◦ ρ⋄ ◦ (idH ⊗ω). ✷
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