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Abstract 
We address the question “How much of the information stored in a given database can be 
retrieved by all Boolean queries in a given query language?“. 
In order to answer it we develop a Kolmogorov complexity based measure of expressive power 
of Boolean query languages over finite structures. This turns the above informal question into 
a precisely defined mathematical one. This notion gives a meaningful definition of the expressive 
power of a Boolean query language in a single finite database. 
The notion of Kolmogorov expressive power of a Boolean query language L in a finite database 
A is defined by considering two values: the Kolmogorov complexity of the isomorphism type 
of A, equal to the length of the shortest description of this type, and the number of bits of this 
description that can be reconstructed from truth values of all queries from L in A. The closer is 
the second value to the first, the more expressive is the query language. 
After giving the definitions and proving that they are correct, we concentrate our efforts on 
first order logic and its powerful extensions: inflationary fixpoint logic and partial fixpoint logic. 
We explore some connections between the proposed Kohnogorov expressive power of Boolean 
queries in these languages and their standard expressive power, in particular with the definability 
of order. We show that, except of being of interest on its own, our notion may have important 
diagnostic value for database query optimization. 
Keywords: Kolmogorov expressive power; Kolmogorov complexity; First order logic; 
Least fixpoint logic; Partial fixpoint logic; Average case complexity of query evaluation 
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1. Introduction 
1.1. Database as a black hole 
When a user of a database system stores some data in it, he hopes to be able to 
access it at any time. Many different tools have been invented to ensure it and protect 
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the information stored in databases. We use UPS as a prevention against interrupts in 
power supply, disk arrays allowing the recovery of data in case of a disk crash, we 
do frequent backups, sophisticated security systems have been developed to protect the 
data from unauthorized access. Database systems are getting more and more secure. 
There is, however, one more place where the problems may come from. This is the 
query language. The lack of its expressive power can turn a database into a black hole 
- the information can be stored in it, it is there, but we cannot access it any more. 
Is it a real danger? Most of general query languages allow writing the identity query, 
which, although practically rather useless, from theoretical standpoint is a perfect way 
to get all the information back. But if our query language is Boolean, like in many 
expert systems? Well, then the answer is not so obvious any more. 
1.2. The aim of the paper 
Our intention in this paper is to tackle the black hole problem. The notion of Kol- 
mogorov expressive power we define indicates how large portion of the collected data 
can be retrieved by Boolean queries. The rest, due to the limitations of expressive 
power of the query language, remains “invisible” to the user. 
Our first result is then addressing the black hole problem in a clean mathematical 
way. We feel that the quantity of information retrievable from a given database by 
a given query language is an important expressiveness measure, and should be consid- 
ered when designing query languages and databases. 
For a logician, like the author himself, it is also a meaningful notion of the expressive 
power of a logic in a single finite structure. Recently, the main theoretical efforts in the 
finite model theory are shifting from considering the expressive power of logics over 
classes of ordered finite structures, to the unordered ones, and from the class of all 
finite models to particular, restricted classes, arising from combinatorics and database 
theory. In this direction we reach the limit, being able to deal with one fixed structure. 
In this paper we restrict our attention to sentences, i.e., to Boolean query languages. 
The main idea is quite simple: we measure, in the terms of Kolmogorov complexity, 
how much of the isomorphism type of the finite structure can be reconstructed from 
results of evaluation of all Boolean queries. 
In the paper, apart from giving all the necessary definitions and proving that they 
are correct, we begin the study of the Kolmogorov expressive power of the fixpoint 
extensions of first-order logic. Since even the existential fragment of first-order logic 
with unrestricted number of variables appears to be too strong for our purposes, we 
deal with finite-variable fragments of these logics. We prove interesting connections of 
the introduced notion and the standard descriptive complexity of logics. 
We describe also an example, showing that by theoretical investigations one can ob- 
tain nontrivial results involving the proposed notion. It concerns mainly the interactions 
of the Kolmogorov expressive power of first-order queries and the split technique for 
optimizing fixpoint and partial fixpoint queries, demonstrated in [l, 31. 
From our results it follows, that any speedup of query evaluation obtained by split 
always indicates that the Kolmogorov expressive power of the query language is 
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limited. In the model considered in [l], where the authors proved surprisingly low av- 
erage complexity results for these query languages, the Kolmogorov expressive power 
is extremely low. We then extend that model in a simple way, getting a broad spectrum 
of behaviours of both computational complexity, and Kolmogorov complexity of the 
considered query languages. Our results suggest, that when the Kolmogorov expres- 
sive power is much lower than the theoretical upper bounds implied by the speed-up 
achieved by split, it is possible to obtain even more effective parallel query evaluation 
than with split itself. 
1.3. The intuitive basis 
Suppose that we have a query language L, consisting of Boolean queries only, and 
a finite structure A. Then if it is not possible to reconstruct the isomorphism type of 
A from results of evaluation of all queries in L, then certainly some of the information 
about the structure cannot be retrieved. For we could change A into a nonisomorphic 
structure A’, preserving the results of evaluation of all queries. So at least the informa- 
tion corresponding to the difference between isomorphism types of A and A’ is lost. 
On the other hand, if it is possible to reconstruct the finite structure from the queries 
evaluation results, then all of the information is accessible. Of course, nobody wants to 
perform such a reconstruction, but the theoretical possibility of doing so is a guarantee 
that the user has unlimited access to all the collected data. But so far this is only 
a qualitative notion. 
Now we want to turn the above notion into a quantitative one, giving rise to a strat- 
ification of expressive powers of query languages with respect to a fixed finite A: the 
more of the isomorphism type of A can be reconstructed, the more expressive is the 
query language. What remains to be decided, is the unit of measure for this kind of 
expressive power. ,We choose it to be a bit in the sense of Kolmogorov complexity. 
However, we will not be able to express precisely the qualitative notion in terms 
of the quantitative one. So they should be considered as two independent (but closely 
related) types of inexpressibility statements. See remark at the end of Section 3. 
2. Preliminary notions and notation 
2.1. Kolmogorov complexity 
The discussion of the Kolmogorov complexity is to be found in the book [19] or in 
the article [ 181. We sketch briefly the basic notions, following these sources. However, 
the exposition is slightly changed, to meet our specific needs. The notation is taken 
from the book. 
Proviso. The set N of natural numbers is identified with the set (0, l}* of finite 
binary strings, in the way defined by ordering (0, 1 }* by increasing length first, and 
then lexicographically in each length class. In particular, 0 EN is the empty word, 
but we will use rather A for it, since otherwise it would be difficult to distinguish 
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the empty word 0 and the l-letter word 0. We will use Zh(x) to denote the length 
of the word x. We use (., .) to denote a recursive pairing function on binary strings. 
At the moment the choice of this function is inessential; later on we will introduce 
a special one, particularly well-suited for our purposes. 
The logarithmic function is defined as follows: logn means always the greatest 
natural m such that 2m Gn. To denote functions we use I-notation, i.e., lx.f(x) is 
the name of a function whose value for argument x is f(x). 
Let {O,l}So stand for the union (0, l}N U (0, l}*, i.e., the set of all finite and 
infinite binary strings. 
Let II/(., .) be any partial-recursive function (0, l}* x (0, 1) 4w + (0, l}*. The second 
argument for $ can be infinite. This may be understood that + is computed by a Tur- 
ing machine, whose first input tape contains the first argument, and the second input 
tape the second argument; therefore it does not cause any problem, if any of them is 
infinite. 
Definition 2.1. We define the Kolmogorov complexity of a string x E (0, I}* relative 
to a string y E (0, 1) Qw via decoding function $ to be 
C$(x 1 y) = min{ Ih(z) : Ic/(z, y) =x}. 
According to a widely used convention we assume min 0 = co. 
C$(x 1 y) says how many bits we must add to y in order to describe x uniquely, 
where the method of understanding descriptions is given by $. 
Let $(.,e) be any universal partial-recursive function (0, l}* x {O,l}Go + {O,l}*. 
Theorem 2.2. For every partial-recursive function I) : (0, l}* x (0, l}Gw + (0, l}* 
there exists a constant C,J such that for all x E (0, l}*, y E (0, l}Gw 
wx I Y> G cl+ I Y> + q. 
The above theorem, called The Invariance Theorem, justifies the following definition: 
Definition 2.3. The Kolmogorov complexity of a string x E (0, l}* relative to a string 
YE{O,l}“W is defined as C(x 1 y) = Cb(x 1 y). 
The Kolmogorov complexity of a string x E (0, l}* is defined as C(x) = C(x 1 A). 
Definition 2.4. We extend the definition of C+ for infmite recursive stings x=x0,x1, 
x2 . . . E (0, l}N in the following way: 
C4(xIy)= min{lh(z):Vn’nN&(z,n),y)=x,}. 
We set for x as above 
3x I Y) = e& I Y). 
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This means that 2(.x ] y) is equal to the length of the shortest program (for 4) that, 
given y, computes x as a function. Similarly as for finite strings we set also 
i?(x) = 2(x ( A). 
The Invariance Theorem 2.2 can be easily extended for the above ?, and therefore 
the definition is also correct. (Compare Exercise 2.20 in [ 191.) Note that e depends 
not only on the choice of 4, but on the choice of the paring function (a, e), as well. 
So the invariance should be understood and proven with respect to the change of 
both. 
Formally C for finite strings and C for infinite strings are different functions. But 
we will write in the sequel C for both - their domains are disjoint, and therefore it 
will be always clear from the context, which function we mean. 
The point here is that the Kolmogorov complexity of a string depends on that string, 
and the choice of the function 4. Theorem 2.2 says that for every other possible 
choice the value of the complexity does not change more than by an additive constant. 
Therefore C(x ) y) captures the intuitive notion of the shortest possible description 
of x, given y, up to an additive constant. This means as well, that the complexity 
is determined “up to an additive constant term”, and at this price we can take any 
universal Turing machine in place of 4. This allows us to accept some conventions 
concerning proofs in the paper. Namely, nothing prevents us from assuming that 4 is 
actually a Pascal (C, LISP,. . .) interpreter, which runs programs on the data coming 
from the outside world, say stored in a file accessible for programs. So we can describe 
Turing machines in our proofs just by Pascal programs. To help the reader we will 
write programs for 4 in this font. 
Now we introduce our pairing function for binary strings. We have already used 
(x, y) as a pairing function, but now we need a good one, in the sense that the length 
of the pair made of n and y is not much greater than Zh(x) + Zh(y). Concatenation as 
a pairing function does not work at all: if x, y E (0, l}* then xy does not allow us to 
reconstruct x and y, because we do not know where x ends and y begins. To remedy 
this we introduce the self-delimiting version of x. First write X for the string l&Ox, 
[h(x) 
from which x can be uniquely reconstructed. 
pair-(x, y) := Zh(x)xy 
is then our pairing function. The reconstruction of x and y can be done as follows: 
the sequence of l’s at the beginning tells us the length of the binary encoding of the 
length Zh(x) of x (remind that numbers are binary strings as well), then we can read 
this encoding and learn how long x is, what allows us to separate it from y. The length 
of p&(x, y) is Zh(x) + Zh(y) + 2Zh(Zh(x)) + 1 = Zh(x) + Zh(y) + O(log(Zh(x)). 
We prove four simple but fundamental facts about complexity of finite strings: we 
will use them and they will help us to get used to the typical arguments in proofs 
about Kolmogorov complexity. 
322 J. Tyszkiewiczl Theoretical Computer Science 190 (1998) 317-361 
Proposition 2.5. 1. If D C N is a jinite set, then for every y E (0, l}GO there exists 
x ED such that 
c(x 1 Y) 2 log IDI. 
2. For every y E (0, 1) Go and arbitrary n EN there is a string x E (0, 1)” such that 
C(xl y)>n. 
3. Zfa=ao,al,... is a recursive sequence of finite binary strings, then there is a con- 
stant c such that for every n and every y E (0, 1) Go holds 
C(a,Iy)<logn+c. 
4. There is a constant c such that for every y E (0, l}Qw and every x E (0, 1)” 
C(x(y)dn+c. 
Proof. 1. Let IDJ = n. Since there are only 2 “sn - 1 <n - 1 binary strings shorter than 
logn, there are at most n- 1 strings x ED having complexity C(x I y) < logn. (Namely, 
those which are the values q5(prog, y) for some prog shorter than logn.) There are n 
strings in D, hence at least one of them must have complexity > logn. 
2. Set D= {O,l}” in Item 1. 
3. Let prog be a program which computes the function In .a,,. Then the Pascal 
program print (prog(n) > of length logn + c confirms C(a, ( y) d logn + c. 
4. Set a=n,O,l,Ol,... in Item 3. 0 
In the above proof one can observe a typical phenomenon of Kolmogorov complex- 
ity proofs. Namely upper bounds of type C(x 1 y) <s should be proven by presenting 
a binary program for 4 of length at most s, which computes x, given y. And usually it 
appears to be a constant-length program with several pieces of binary data embedded 
in it. In Item 3. above it is n. To estimate the length of the whole one uses the pair 
function we have recently introduced. 
3. The Kolmogorov expressive power 
3.1. Relational model 
We present below the version of Kolmogorov expressive power for the (flat) re- 
lational model. This can be done in the same way for any other database model we 
might want to consider. 
A signature (typically a) is a finite collection of relation symbols, each one with 
a fixed arity. We work exclusively with finite structures (typically A, B and C) over 
rr. The universe set A of A (we use the corresponding italic letter) is always some 
initial segment of the natural numbers. The cardinality of A is denoted IA I. If we want 
to distinguish a tuple ii = (al,. . . , ak) of elements in A, we denote the result (A,ii) and 
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understand it as a structure over signature expanded by k constant symbols xi,. . . ,xk 
(always the same), whose values are al,. . . , a& 
A good reference for the theory of queries is the book [2]. A query (typically rp) 
is a mapping from structures over (r into the structures over some other signature r, 
preserving the universe of the structures, computable, and generic: for any isomorphism 
a : A -+ B, it must be the case that cp(a(A)) = x(cp(A)). A query cp is called Boolean 
if r consists of exactly one predicate, which is 0-ary. In this paper, we usually do not 
distinguish between queries and logical formulae, by which they are expressed. Thus 
a Boolean query is just a sentence. The complexity classes of queries are defined in 
the natural fashion, based on the time and space complexity of the associated functions 
on encodings, which are defined below. 
The following definitions apply to any such language, consisting of total queries, 
only. If we allowed non-terminating queries, it would be difficult to prevent deducting 
properties of the database from their non-termination, which seems extremely unnatural. 
Definition 3.1. 1. 0 is a finite, purely relational signature. 
2. z is the class of all isomorphism types of finite structures over (r. Although formally 
elements of C are classes [A]?,, it is convenient to work with representatives and 
assume that elements of C are structures themselves. 
3. L is a recursive Boolean query language, i.e., a recursive set of total recursive 
queries. 
4. We fix some recursive bijective enumeration e : N + L of all queries in L. 
5. enc is any recursive encoding enc : C + (0, l}* . 
6. If rp EL and A E C, then cp[A] E (0, 1) is the truth value of cp in A. 
7. If A EC, then L[A] E (0, 1) N is the function (or, equivalently, an infinite binary 
string) In./(n)[A]. 
8. We fix a recursive query evaluation function eval: N2 + (0, 1) such that cp[A] = 
eval(e-‘(cp), enc(A)). 
Definition 3.2. The tuple made of all the following components: algorithm for iden- 
tifying binary words and natural numbers, algorithm for enumeration 4, algorithm of 
the encoding function enc of structures as binary words we denote Rep. 
For A E z we set 
CReP(A) = C(enc(A)) 
and 
IReP = CRp(A) - C(enc(A) 1 L[A]). 
The numbers CRT(A) and IReP give the information about expressive power of 
L in A, yielding both the real information content of A and the quantity of information 
that can be retrieved from A by queries in L. Of course, these quantities depend a priori 
on all the parameters fixed in Rep. 
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Before we start investigating properties of the Kolmogorov expressive power of 
query languages, we should first demonstrate that the above defined quantities do not 
depend on the choices we have made: of the encoding function enc to represent finite 
structures as words, of the enumeration e of queries in L, etc. 
Theorem 3.3. For any other than Rep system Rep’ representing all structures over (T 
and the query language L in the sense of Definition 3.2, there is a universal constant 
c such that for every structure A E C 
IZR"P(A) - ZRq'(A)I <c and ICRep(A) - CRep’(A)I <c. 
Proof. The proof is based on the obvious observation, that one can recursively translate 
all the encodings, enumerations, etc., forming the system Rep into ones forming the 
system Rep’, and vice versa. Hence to get e.g. programs for 4 adequate for system Rep 
from those for Rep’ we need to add to the latter a finite length input/output interface 
performing the translations. 0 
Since all of Kolmogorov complexity is dejined up to an additive constant term, we 
deduce that the choices we have made in Definition 3.1 are inessential. 
This in turn justifies the following definition. 
Definition 3.4 (The Kolmogorov expressive power). The Kolmogorov complexity of 
a finite structure A E C is defined as 
C(A) = CReP( A), 
and the information expressible in L about A as 
IL(A) =ZR”p(A). 
By the Kolmogorov expressive power of L we understand these two values among 
all structures in C. 
The value C(L[A]) will be of interest for us, as well. Note, that it is always finite, 
since L[A] can be computed from A by the function eval. 
If we want to address these notions without mentioning any particular one, we write 
simply KEP. 
The theorem above expresses the fact that Kolmogorov expressive power is syntax 
and implementation independent to the maximal possible extent, achievable for any 
notion based on the Kolmogorov complexity. 
Remark 3.5. Let us note, that, since all the introduced quantities are defined “up to 
an additive constant”, some subtle inexpressibility results cannot be formulated in our 
framework. E.g., a result stating that there are nonisomorphic graphs A,B which are 
indistinguishable by all sentences of a logic L, says that one bit of information (the 
difference between A and B) cannot be retrieved by sentences of the logic. But this 
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bit gets lost in the constant indeterminacy of Kolmogorov complexity. All what we 
can express in our language is always determined “up to an additive constant”, so the 
extremes of IL(A) are C(A) - 0( 1) (the highest possible expressive power) and 0( 1) 
(the lowest possible expressive power). 
4. The query languages 
The definitions form the previous section apply to almost any reasonable query 
language. The limitation is that all its queries should be total. In this paper we intend 
to deal with some specific query languages: first order logic FO, inflationary fixpoint 
logic LFP and partial fixpoint logic PFP. We can again recommend the book [2] as 
a source for most of what we need to know about them. 
We assume that the reader is already familiar with first-order logic FO. LFP and 
PFP were introduced to remedy an important weakness of FO, namely the lack of any 
recursion mechanism. E.g., FO fails to express the transitive closure of a graph, or that 
a graph is connected. 
All the notions of interest for us are syntax independent, so the choice of a syntactical 
representation of a particular semantical query language is immaterial. In this semantical 
sense two query languages we are going to speak about have been introduced by 
Chandra and Hare1 in [8,9]. But we use a different syntax for them. As a matter of 
fact, each one of them allows a number of different definitions, though of the same 
expressive power over finite models. Both of them allow iterating a FO formula up to 
a fixpoint. The difference is in the form of iteration. 
Definition 4.1 (LFP and PFP queries). First we define PFP, and then by restricting 
the syntax we get also LFP. 
Let cp(R,Z) be a k-ary PFP formula over G’ = 0 U {R}, where R is k-ary and does 
not occur in cr. 
Then the formula [fp cp(R,Z),R](Z) is in PFP, where X is a k-tuple of variables; the 
semantics of the formula is as follows: 
Let A be a finite structure over o. Then let Q” = 8, and @+I = {ii cAk : A k (p(@, ii)} 
for i=O,l,.... 
The sequence @’ need not be convergent. Zf it is, then the limit is denoted by @a 
(and is equal to @“@); th o erwise the default value for @” is 8. Finally, 
A + [fp cp(R,Z), R](G) iff is E Gm. 
To get LFP we restrict the use of fp constructor: it can be applied only if the 
relation variable R appears positively, i.e., under an even number of negations, in cp. 
This restriction ensures that the sequence Qi’ is ascending, so it must converge to a limit 
Qm (and @O” = @‘@). 
To make the distinction between PFP and LFP formulae clear, we will use pfp 
instead of III in PFP formulae, and similarly lfp in LFP formulae. 0 
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The sets of queries we have just defined are denoted by PFP and LFP, respec- 
tively. FOk, LFPk and PFPk stand for the sets of those queries in FO, LFP and PFP, 
respectively, in which only k variables are used. 
4.1. The descriptive expressive power of PFP and LFP 
We say that a query language L captures a complexity class C iff every query 
cp EL is computable in C and vice versa: every query cp which is computable in C is 
definable in L. 
The following theorem summarizes some of the information about the descriptive 
power of LFP and PFP. 
Theorem 4.2. 1. Over orderedJinite structures LFP captures PTIME (Zmmerman [14], 
Vardi [23]). 
2. Over ordered finite structures PFP captures PSPACE (Abiteboul and Vianu [4], 
Vardi [23]). 
3. Over arbitrary finite structures neither LFP nor PFP can express the Boolean 
query the cardinality of the structure is even (Chandra and Hare1 [9]). 
4. The standard (descriptive) expressive powers of LFP and PFP are equal if and 
only if PTIME = PSPACE (Abiteboul and Vianu [5]). 
4.2. The game and the normal form theorem 
First a little bit of notation: we write (A, ii) =k (B, 8) iff (A,ii) and (B, 8) cannot be 
distinguished by any FOk formula, i.e., when A + q(Z) G=S B /= q(b) for all formulae 
cp E FOk. If in the above A =B and is unimportant to specify, we write ii =_k 5. 
Similarly A =k B iff A and B cannot be distinguished by any FOk sentence, i.e., when 
FOk[A] = FOk[B]. 
The other fact we will need is a characterization of the expressive power of the 
logics we have introduced in terms of an infinitary Ehrenfeucht-FraissC-style pebble 
game. This will lead ultimately to the conclusion, that indistinguishabilities of structures 
in FOk, LFPk and PFPk are actually the same relation. 
Definition 4.3 (The Game). 
Players, board and pebbles. The game is played by two players, Spoiler and Duplicator, 
on two a-structures A, A’. There are k pairs of pebbles: (1, l’), . . . , (k, k’). Pebbles with 
primes are intended to be placed on elem:_lts of A’, while those without primes on 
elements of A. 
First phase. In each of the first k moves Spoiler is allowed to choose one of the 
structures and one of elements of that structure and place a pebble on it. Duplicator 
must place the other pebble from the pair on some element in the other structure, so 
that the partial function from A to A’ defined by mapping x E A on which there is 
placed a pebble i, onto the element x’ E A’ on which there is placed pebble i’ and 
constants in A onto constants in A’ is a partial isomorphism. Spoiler is allowed to 
alternate between the structures as often as he likes, when choosing elements. 
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Second phase. In each of the consecutive moves (k + 1, k + 2,. . .) Spoiler is allowed to 
choose one of the structures and one of the pebbles placed on an element of that struc- 
ture and move it onto some other element of the same structure. Duplicator must move 
corresponding pebble in the other structure so that the existence of partial isomorphism 
is preserved. 
Who wins? Spoiler wins if Duplicator does not have any move preserving the isomor- 
phism. We say that Duplicator has a winning strategy if he can play forever despite 
of the moves of Spoiler, preventing him from winning. 
This game characterizes the expressive power of the logics we have introduced in 
the following sense: 
Theorem 4.4 (Barwise [6], Immerman [12], Poizat [20]). Let A,B be any two struc- 
tures and let ii6Ak, ZEBU. 
1. The Duplicator has a winning strategy in the second phase of the game when after 
the first one the pebbles are placed on Fi and i in A and B, respectively, if and 
only if (A,Z) q(B,b). 
2. Duplicator has a winning strategy in the game on A and B $f A-kB. 
We are going to present a very powerfnl normal form theorem for PFP queries, 
proved first by Abiteboul and Vianu [5]. This is the basis for an interesting optimization 
method, called split, and will be shown in this paper to lead to a result concerning 
limitations of the Kolmogorov expressive power of query languages. 
Namely, for every signature (r and every natural k there exists a query tnk in LFP2k+2, 
with output signature nk(c) to be defined precisely soon, which in arbitrary AEZ 
computes the equivalence relation =k on k-tuples of elements of A, a pre-ordering + 
of Ak, and a tuple of additional binary and unary relations i? over Ak. (More precisely, 
each of the mentioned relations separately is definable in LFP2k+2.) 
The intended invariant is then the quotient structure ?rk(A) = ak(A)/=k. We give 
now a description of nk(A) in the form presented in [lo]. We do not give the arguments 
showing well-definedness of nk. We assume that CJ= (RI,. . . ,R,) and all the relations 
Ri have arity at most k. For other signatures we can replace each relation symbol R 
(of arity m> k) with a collection of relation symbols of arity k, one for each way an 
m-tuple can be formed from a sequence of k variables. This encoding suffices, since 
we are considering only formulae with at most k variables. 
Definition 4.5 (Dawar, Lindell, Weinstein [lo]). Let A = (A, RI,. . . , R,) be any struc- 
ture. Then 
7Ck(A) = (Ak/ Ek, $k, = I, R’,, . . . , Ri,Xi, Ps) 
is defined as follows: 
1. The universe of Q(A) is Ak/Ek, i.e., the equivalence classes of tuples from Ak 
under the equivalence relation =k. We will write [ii] to denote the equivalence class 
to which ii = (al,. . . , ak) belongs. 
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2. <k is a linear ordering of the universe of ?‘&(A). 
3. =’ is a unary relation such that =‘([Z]) holds iff ii=(ai,az,...,ak) and al =a~. 
4. To each relation Ri of arity m <k in A corresponds an unary relation RI in 71k(A), 
where R:([al,..., ak]) holds iff Ri(al,. . . ,a,). 
5. Xi is a binary relation such that Xi([fi], [a’]) holds iff ii and ii’ differ at most on their 
ith element. 
6. For every sequence s = ii,. . . , ik of integers from { 1,. . . , k} P, is a binary relation, 
and for any tuple (al,. . . , ak), P,([al,. . . ,ak], [a<,, . . . , q]). 
It appears that nk(A) contains already all the information about truth of PFPk for- 
mulae in A. 
Theorem 4.6 (Abiteboul and Vianu [5]). 1. For every k-ury query 40 in PFPk over 
fs there exists a unury query @ in PFP over ok satisfying that q(A) is equal to 
Uq+(qJA)). (Recall th a cp”“(nk(A)) is a set of =k-equivulence classes of k-tuples t 
over A.) ‘pzk can be constructed effectively from cp. 
2. Moreover, if cp is in LFP, then cpKk is also a query from LFP. 
Corollary 4.7. (A, ii) Ek(B, b) iff (%(A), [al) g (%(B), [$I). 
The query xk, reducing computations of queries over any unordered structure A to 
the computations over the ordered structure nk(A) is a very powerful technique. (For- 
mally, only Wk is a query, since 71,& does not preserve the universe of its argument. 
But it is convenient to call it so.) It serves as a basis for very important theoret- 
ical results, e.g., the proof of point 4 of Theorem 4.2 is based on this approach. 
It is also useful for results much closer to the practice, concerning query optimiza- 
tion. 
4.3. Split 
The split optimization technique is based on the fact, that often the value Ink(A)I 
is much smaller than IAl. Then the computation of rp represented as superposition 
of ,tk and CpQ can be much more efficient than the straightforward computation of 
q, suggested by semantics. We refer the reader to papers [3, 11, where this method 
is presented in more detail. It should be noted that split presented in [3] is generally 
more complicated than the method of [l], since it is more practice-oriented, and allows 
avoiding the overhead of computing nk(A) when it is of cardinality comparable to [Al. 
Nevertheless, we use the name split for both, having in mind all the methods based 
on the low cardinality of q(A). 
Concerning split, we make here an assumption: @Q is evaluated according to the 
naive semantics. In the next sections we are going to show some limitations of this 
method, and we must prevent ourselves from other, unintended optimizations, except 
of the plain split. But we allow clever ways of computing Zk as a source of speed-up 
in split. 
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5. KEP of first-order logic and its extensions 
5.1. The choice of query languages 
The main difference between Kolmogorov expressive power and descriptive expres- 
sive power is that in the descriptive case queries are tested one by one against all finite 
models, while in the Kolmogorov case models are tested one by one against all the 
Boolean queries. Precisely speaking, the descriptive complexity is a data complexity 
in the sense of Vardi [23], while our KEP is a (kind of) expression complexity. So the 
results are in a sense orthogonal. In this section we will show some of the differences 
and similarities between the descriptive complexity and Kolmogorov expressive power 
of fixpoint extensions of first-order logic. They will serve us as tools in proving more 
advanced results in the next section. We begin with a discussion of the right choice 
of the query languages to deal with. 
The query language ,Ey is the existential fragment of first order logic. It appears 
already to be too strong for our purposes, as the next proposition shows. 
Proposition 5.1. For arbitrary jinite structure A the Kolmogorov expressive power of 
Cy is already maximal, i.e., 
&!(A) = C(A) - O(1). 
Proof. It is well known, that for every finite A the query ‘the structure contains a 
substructure isomorphic to A’ is definable in ,Xy. Now we need only constant number 
of extra bits to write a program that will reconstruct the isomorphism type of a structure 
from its Cy theory as follows: the program looks for the first true sentence ‘the structure 
contains a substructure isomorphic to A’ such that all the sentences ‘the structure 
contains a substructure isomorphic to B’ for B satisfying IBI = ]A] + 1 are false. Then 
certainly the structure at hand must be isomorphic to A, so what remains is to output 
enc(A). Cl 
We have just seen, that even the very simple fragment Cy of the full first-order 
logic appears to be already too strong in our context. Therefore we should restrict our 
attention somehow. It is quite natural in this context to restrict the number of variables 
in formulae. This is our choice in this paper. 
The first result indicates the difference between Kolmogorov complexity and descrip- 
tive complexity, showing that the Kolmogorov expressive powers of PFPk and LFPk 
are the same as that of FOk. This is untrue in the descriptive sense, since PFP and 
LFP are known to be stronger than FO. 
Theorem 5.2. For arbitrary structure AEC the quantities: &ok(A), IL&A) and 
Zrrrk(A) are equal up to an additive constant, independent of A. 
Proof. Since FOk C_LFPk cPFPk, it is enough to show, that C(A lPFPk[A])a 
C(A ]FOk[A]) + O(1). We will show even more, namely that C(PFPk[A] ( FOk[A]) = 
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0( 1). This means that not only the three logics express the same quantity of informa- 
tion about structures: they express the same information. 
Suppose that &prog,PFPk[A]) = enc(A) for some program progc (0, l}*. Accord- 
ing to our convention, prog is a Pascal program and PFPk[A] is stored in a (infinitely 
long) file. In the process of computation prog reads several times the values cp[A] for 
cp E PFPk. It is enough to show, that each such access can be substituted by a call of a 
finite-length subroutine subrt, which computes the correct value cp[A], accessing only 
FOk[A]. This will show, that A can be also computed from FOk[A] by a program 
whose length is only a constant greater than that of prog. 
We describe the computation of subrt by means of two examples. 
Assume Iirst that subrt gets a sentence cp([pfp $(R,Z),R](i)) as input, where II/ is 
first order and second order variables which are bound by other fixpoint operators in cp 
do not occur in $. (The main role of cp is to bind the free variables of the fixpoint.) 
Observe, that for [pfp tj(R,?),R](Z) its stages Y’(Z) are FOk definable. Then subrt 
looks through FO’[A] for the first (in the listing) true sentence of the form: 
(5.1) 
for some i E N. There is such a sentence, namely with i = 21/1l’, since among that many 
consecutive stages of a PFP induction there must be two identical ones. If they are 
two consecutive ones, then the fixpoint is reached (the first condition above), otherwise 
the induction loops without reaching a fixpoint (the second condition above). What we 
learn by finding formula 5.1 is the value of i. After such i is found, all occurrences of 
[pfp t&R,Z),R](Z) in cp can be replaced by the following first order formula, 
(Y’(X) H Yu’+‘(i)) A Y’(Z), 
which is equivalent in A to [pfp $(R,Z),R](T). 
(5.2) 
The general case, where the fixpoint subformulae overlap is a bit more complicated. 
For simplicity we describe the computation of subrt with VX[pfp <([p@ t,b(R,S,Z),R] 
(Z)),??](Z), where < is first order. The problem is that the inner fixpoint does not 
compute in A, but in its expansion by the current (i.e., depending on the current stage 
of the outer fixpoint) value of S, so we cannot check the number of steps it needs to 
fully evaluate “on side”, as we have done before. We have to expand both fixpoints 
simultaneously, instead. 
First we substitute S in $ by a formula constantly false and compute the first order 
equivalent cpa of the inner fixpoint, using (5.1) and (5.2). Then the first order formula 
((rpa) defines the first stage of the outer fixpoint. Now we substitute it in + for S and 
find again the first order definition rpi of the inner fixpoint, and then @(PI) is the first 
order definition of the second stage of the outer fixpoint, and so on. This gives us a 
sequence of first order definitions of consecutive stages of the outer fixpoint, so we 
can use formulae (5.1) and (5.2) to find the tist order defmition of it. 
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In this way subrt having access to FOk[A] can translate any PFPk sentence into its 
FOk equivalent in A, and thus can answer all questions of the main program concerning 
bits of PFPk[A]. (Note that none of the manipulations we have done required adding 
variables.) 0 
The above theorem can be seen as an effective version of a theorem of Kolaitis and 
Vardi [17], stating that if two structures satisfy the same sentences of FOk, then they 
satisfy the same sentences of the infinitary logic Lk,,, which subsumes both FOk and 
PFPk. This version of their theorem has been certainly observed by other researchers 
too. 
5.2. The normal form as a data compression 
The Normal Form Theorem can be understood as a form of computing with com- 
pressed database. Namely, r&(A) is the compressed version of A. It is sufficient in 
order to evaluate all PFPk sentences “as in A”. Precisely speaking, the following 
holds: 
Proposition 5.3. There is a partial recursive function ek: PFPk x r&(c) ---f (0, 1) such 
that 
ekt% m(A)) = cp[Al 
for all A EC and all cp E PFPk. 
Proof. The procedure to compute ek is as follows: given input structure C and sen- 
tence cp, the algorithm considers consecutively all finite structures BEE until it finds 
one such that ak(B) Z C. Then it evaluates and outputs cp[B]. Observe that if C = r&(A), 
then the search will stop, since A itself is a good choice for B. The correctness of the 
result follows from the Normal Form Theorem. 0 
In the proof we could equally well translate cp to cpnk and do the evaluation in nk(A). 
But we have not defined the translation, and from our point of view the brute force 
search suffices. 
Let us now compare this proposition with the following observation, which explains 
what the normal form has to do with Kolmogorov complexity. 
Proposition 5.4. Let progk,* denote a shortest Pascal program which computes PFPk 
[A], i.e., a one with lh(progk,,)=C(PFPk[A]). Then there is a partial recursive 
function &k: PFPk x {O,l}* + {O,l} such that 
zkk(%Progk,,4) = cp[Al 
for all A EC and all cp E PFPk. 
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Proof. The function we need is essentially a composition of eval and 4, the reference 
universal function we have used to define Kolmogorov complexity. Namely we can 
take 
G& v) = eval(4 $(Y, A)). 
Now it is an immediate observation that rck(A) is an “approximation” of progk,*, 
in the sense that Ih(enc(zk(A)) is an upper approximation of C(PFPk[A]). 
5.3. KEP vs. definability of order 
The very important role of the order for the descriptive complexity of fixpoint (and 
not only) languages is well known. It seems natural to ask whether definability of 
order has anything to do with KEP. And it appears that it does. So this is an example 
of a similarity between Kolmogorov and the descriptive versions of expressive power. 
In the descriptive case over classes of ordered structures a query language usually 
achieves the maximum of expressive power (e.g., LFP the power of PTlME, and PFP 
of PSPACE). The same is true about Kolmogorov expressive power. This will be 
shown in the following. 
Proposition 5.5. Suppose that a query cp(x, y) defines a linear ordering of a Jnite 
structure A with maximal arity of relations k. Then FO with k+ 1 variables and with 
CP added as a language primitive has the maximal Kolmogorov expressive power: 
I(~o+~pr+l (A) 2 C(A) - O( 1). 
Proof. The proof is based on a well-known fact, that in a finite ordered structure A 
every element a has a unique definition by a formula q=(x) which contains only two 
variables. Therefore in order to uniquely determine a k-tuple, we need k + 1 variables, 
since the second variable needed in the definitions of the coordinates can be reused. 
In this way we can write sentences determining truth of all atoms in all relations in 
A. After this has been achieved, determining and outputting the isomorphism type of 
A is a trivial task. 0 
It would be nice to have a kind of converse of the above, i.e., to know that high 
Kolmogorov expressive power of FOk must be caused be definability of a long linear 
order on a subset of the universe. This is however difficult to expect literally, since in 
structures with many automorphisms it can be difficult to define any nonconstant-length 
order on tuples of elements, as the following example shows: 
Example 5.6. Let o consist of two binary relations R, E. Start with an n-element 
structure being a linear order with respect to R and in which E is the identity equiva- 
lence relation. Now replace each vertex in it by an R-clique of n elements, changing 
the relations as follows: introduced cliques become equivalence classes of E, and if 
we replace by cliques two vertices which joined by an R-edge, then we set R-edges 
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between all elements of the two introduced cliques. Quite formally, we mean structures 
oftheform ((0 ,..., n-1)x(0 ,..., n - 1 }, R, E), where R( (x, y), (2, y’) ) ilI x <x’, and 
E((~,Y),@‘,Y’)) iff Y=Y’. 
It is an easy observation, that for each such constructed A holds I,@(A) = C(A) + 
0( 1 ), although no formula of PFP can define a nonconstant length ordering on a subset 
of A, even with parameters. The reason is that a formula of PFP must have finitely 
many variables, say k. Then it is able to keep fixed at most k parameters, and if 
n > k + 1 then in the n2-element structure we have constructed every vertex can be 
moved by an automorphism which is identity on the fixed parameters. This excludes 
the possibility of defining any ordering including tuples other than ones consisting 
entirely of parameters. 
It seems more reasonable to look for a pre-order on tuples of elements, instead. 
We will indeed prove some kind of such a converse for query languages that extend 
the fixpoint query language. Accidentally, the same result indicates also connections of 
Kolmogorov expressive power with the split technique. 
We begin with a technical result, which will be helpful in the considerations. 
Lemma 5.7. Let L be any Boolean query language consisting of total queries. Then 
h(A) d CMAI) + Wag CGWI)), (5.3) 
for all jnite structures A E Z. 
Proof. We have to show that 
C(A) - W I WI) 6 C(-WI) + O(log C(L[AI)), 
or equivalently that 
C(A) 9 C(A I L[AI) + C(L[A]) + O(log C(L[A])). 
And indeed: in order to reconstruct A from scratch we need two programs for 4: 
first of length C(A 1 L[A]) which reconstructs A from L[A] and second of length 
C(L[A]) which computes bits of L[A] requested by the first program. We also need 
O(log C(L[A])) bits to separate these two programs and finally a finite amount of bits 
to describe the just presented reconstruction method. 0 
In contrary to the claim the author made in the conference version [22] of this paper, 
generally it is not the case that the converse inequality to the above (5.3) holds, i.e., 
in general it is not true that 
M-4) = CMAI) + Wag WPI)). 
We can already announce the following proposition, which however will not be used 
any more in this paper and whose proof will be therefore presented in the Appendix. 
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Proposition 5.8. There is a constant ko and an injinitely many models A of signature 
consisting of one binary symbol, and such that for every k 2 ko and every su$iciently 
large A the following simultaneously hold: 
C(FOk[A]) = s2(log C(A)), IFok (A) = 0( 1). 
This means that FOk[A] can contain at least about c . log C(A) bits of “useless” 
information, for some constant c >O. The author does not know, if this is already the 
maximal possible difference. It would be easier to refute the opposite direction of (5.3) 
using an artificial query language, but it is instructive to know, that it is not true even 
for a natural and generally well-behaved one, like FOk. 
Before coming to the estimation of IFok( we remove redundant fragments from 
MA ). 
Lemma 5.9. For every Jinite structure A over o and every jixed k, if [z~(A)l= n, 
then C(rck(A)) <4n log n + cn, where c is a constant depending on 0 and k. 
Proof. Let us verify, that Q(A), as described in Definition 4.5, can be encoded in 
4nlogn+cn bits, where n=[zk(A)j. 
First of all we can up to isomorphism assume the universe of Q(A) to be (0,. . . , 
n - 1) and =& to be the standard ordering. 
Each of the unary relations mentioned in points 3 and 4 can be encoded as a binary 
string of n + 0( 1) bits. 
First note that the relations P, mentioned in point 6 are functions on the universe of 
zk(A), and since there are It” such functions, each one of them can be described by a 
binary string of length n logn + 0( 1). To determine all of them, we need only three: 
Pz, 1,J ,.,., k, P&3, ,., k, 1 and P&2,3,4 ,,,., k. The first two correspond to s being a transposition and 
a full cycle, hence their compositions uffice to define all P, with s being a permutation 
of 1 , . , . , k. The third then gives a method to replace the first element in the sequence by 
a duplicate of the second. Composing this operation with permutations we can define 
all remaining relations P,. 
Finally we need only Xl from all relations Xi. The reason is that to define Xi we 
can to permute the tuples by means of a suitable P, to get ith components at the first 
place and then apply XI. The other observation is that XI is obviously an equivalence 
relation. The number of equivalence relations on n elements is equal to the so-called 
Bell number B,, whose behaviour is rather complicated. But it is fairly easy to see that 
B, <n”. Namely every equivalence relation E on (0,. . . , n - 1) can be represented by 
a function f : (0 ,..., n - 1) --+ {O,.. ., n - 1) such that ker f = E, and there are only 
n” such functions. Hence we can represent Xl by a binary string of n log n + 0( 1) bits. 
The whole 7’&(A) can be then represented by a tuple made of all the above strings. 
The total length of all strings is 4n logn + cn + O(l), and the separation markers 
introduced by using the function pair require O(logn) bits, and hence their length 
disappears in the linear term of the complexity. q 
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Now the promised kind of converse of Proposition 5.5, being also an estimate of 
IFok by complexity of rck(A). 
Theorem 5.10. Suppose that A is jinite and \rtk(A)I = n. Then 
IFok <4n log n + cn, 
where the constant c depends only on k and the signature of A. 
Proof. Let A E C and let Ink(A)] = n. Let us see, that the result of evaluation of 
each FOk query cp in A can be decided from a description of 4n logn + cn bits. 
Indeed, the structure nk(A) can be described uniquely by at most that many bits, by 
Lemma 5.9. In addition we need a constant size algorithm computing the function ek 
from Proposition 5.3. 
The whole process of reconstruction of the truth value of cp requires thus 4n log n+cn 
bits describing rck(A), plus a finite number of bits. As the reconstruction method is 
independent of cp, it yields an algorithm for computing consecutive bits of FOk[A] as 
a function. Therefore C(FOk[A])<4nlogn + cn. By Lemma 5.7 we get the theorem. 
(Note that Lemma 5.7 possibly adds a logarithmic term to the result. It disappears in 
the linear term however.) q 
The above theorem is a converse of Proposition 5.5 in this sense, that it estimates 
the minimal length of a pre-order definable in A by LFPzk+’ in terms of &o,(A). This 
estimate is almost linear, as the following immediate corollary shows. 
Corollary 5.11. For every k and sujiciently large A holds 
h(A)I > z,,,(A) 
5&‘(&,@))’ 
The corollary gives only a theoretical lower bound on the length of a definable 
pre-ordering. The real value of it can be much (even exponentially) larger. The main 
reason is that seldom the real information content of r&(A) is maximal possible, and 
also seldom all the information present in nk(A) can be really retrieved from A by 
queries with only k variables. Below we show the best upper bound known to the 
author. 
Proposition 5.12. For every E > 0 there exist: a natural k, a signature a and an injinite 
set D of structures over a, such that for all AE D 
Ink(A)I G(&o~(A))~+‘. 
Proof. Let k be chosen such that (1 +.z)(k-2) > k. Let a consist of an ordering symbol 
$ and one k - 1-ary relation symbol R. Let D consist of all structures A in which < is 
interpreted as the true inequality on the universe of A. For every n there are 2”k-’ such 
nonisomorphic models. So by Proposition 2.5 for every n there is an n-element A in 
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L) such that C(A) >nkml. In view of Theorem 5.5 in D holds I,,,(A) = C(A) - O(1). 
Take all finite A with C(A)> jAlk-‘. Th ere are infinitely many such A. Therefore for 
each such A we get 
(IFO~(A))‘+%(nk-’ - 0(l))1+E>/(nk-2)1+E>.k = \zk(A)I. •I 
6. KEP and optimization of queries 
We have argued that the value IFok is interesting for at least two reasons: first for 
its own sake, since it expresses how much of the information content of the database 
A can be really seen by a user querying with Boolean queries from FOk; second since 
it is related to the questions concerning optimization of query evaluation. This second 
reason hasn’t been so far discussed. Now it is time for it. 
First of all, we show that a large value of Z,,,(A) is a rather bad news for split 
optimizations, while it will appear from the example we are going to discuss, that a 
low value of ZFok (A) indicates the potential possibility of using optimization techniques 
“beyond split”. We defer the precise formulation of this point until later. 
In this section we define a simple family of classes of databases. For each class in 
the family we investigate both questions: how expressive is FOk in the Kolmogorov 
sense in each class, and what we can do concerning optimization of LFP and PFP 
queries. 
The results demonstrate that we can prove some nontrivial results concerning the 
Kolmogorov complexity in a slightly more practical setting. Since the Kolmogorov 
complexity itself is noncomputable, we prove results concerning its value on almost 
all structures, and its connections with average time and space complexity of query 
evaluation. 
Definition 6.1. Let c(n) C z stand for the set of all isomorphism types of n-element 
finite structures over C. For counting purposes we will consider structures themselves 
rather than their isomorphism types. Therefore let 2 stand for the class of all finite 
structures over C, whose universe is some finite initial segment of natural numbers. 
We allow the convention, that for E 2 z the set E is the set of all isomorphism 
types of structures in E, and vice versa: for E s Z B is the set of all structures in z 
isomorphic to some structure in E. In particular, by writing E we always assume this 
set to be closed under isomorphisms within r. 
We fix a surjective encoding EiE : z -+ (0, l}* of structures in c as binary words, 
defined for graphs by choosing m(A) to be the concatenation of the rows of the 
adjacency matrix of A, and similarly for general structures. For some technical reasons 
it is important, that encodings of structures of the same cardinality are of equal length. 
This fixed encoding is used to speak about complexity of evaluation of queries. 
It can be assumed, and we do it, that z G c. 
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Now let u be an arbitrary non-unary signature and let U be a new unary relation 
symbol U $! o, and let C’ = o U {U}. The set of the isomorphism types of finite B’- 
structures is then C’, and in similar way we define c’. We will use set-notation for U, 
i.e., we will write x E U instead of U(x) in the formulae. The intended meaning is that 
elements a E U of the finite structure A E C’ are important. We limit the choice of U as 
follows: let i be any function N + N satisfying i(n) <n, and let %(n) C E’(n) consist 
of all structures A satisfying x E U H x < i( IA I). Thus the initial i(n) elements of A are 
those in U. We will assume i(n)Qn/2. For KEP it is w.l.o.g., due to symmetry: each 
structure is considered separately, and U and its complement play indeed a symmetrical 
role in it. If we want to address a substructure of A induced by elements of some S CA, 
we denote it Ap. In case S = U and there is no risk of ambiguity, we write U instead 
of Aru. 
Another way of expressing the same would be to define C’ as a class of two-sorted 
structures, with first sort of size i(n) corresponding to U and second sort of size n-i(n) 
corresponding to A\U. In this version each relation from our model is replaced by a 
tuple of relations, one for each choice of the arguments to be in the first or second 
sort. 
For simplicity of notation we assume z” = c. (Here 0 means the function equal 
constantly 0.) For a subset D C Z’ the set D G c’ consists of all structures which are 
isomorphic to one in D. 
We are going on a tour, to see what happens to the Kolmogorov expressive power 
and complexity of query evaluation in the classes %, depending on i. We do not 
intend to cover all possible functions i, but the picture already shows enough to get an 
impression about real relations between the two notions we are going to investigate. 
Since Kolmogorov expressive power is a noncomputable value, instead of the exact 
values we consider the most probable value of it. To keep things comparable, the 
complexity of query evaluation is also treated in probabilistic sense - namely, we 
investigate the average complexity of queries. 
6.1. Tools 
In the first part we have to collect all the tools we need to be able to give proofs 
in the next section. 
61.1. Probabilistic tools 
First we define the notion of probability on a class D 2 z of finite structures. 
we define it as a limit of probabilities on fragments D(n) of D consisting of n 
structures. 
Definition 6.2. For E CD we set 
Namely 
element 
&E) = IE ’ D(n)l 
n ID( ’ 
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The limit probability ,U is then defined by the formula 
if the limit exists. We say often that E is dense in D as a shorthand for pD(E) = 1. 
Another shorthand for this is to say, that almost every A ED belongs to E (has prop- 
erty E, etc.). Yet another way to express it is to say that a property (of being in E) 
holds almost surely in D. 
Definition 6.3. For a finite signature e the capacity of D is the polynomial 
cp,(x) = c XaritY@). 
REU 
The sense of capacity is that the value cp,(n) gives the theoretical upper bound on 
the Kolmogorov complexity of n-element ordered structure over (T. 
Definition 6.4. For a finite signature r~ the capacity of CJ is the polynomial 
cp,(x) = c XariwcR). 
REU 
The sense of capacity is that the value cp,(n) is the number of atoms to be decided 
to be false or true to get a complete n element structure of signature Q. It gives the 
theoretical upper bound on the Kolmogorov complexity of n-element ordered structure 
over rr, as well. 
The first result we will need is known from the work of Fagin [ 1 l] (in the case of 
graphs it has been shown already by Polya [21]). All the items are tightly related to 
each other by Burnside’s Lemma. Let us recall the standard definition, that a structure 
is rigid if it has no nontrivial automorphism. 
Theorem 6.5. 1. The set R C C’ of isomorphism types of rigid structures is dense 
in C’. 
2. Similarly the set R of rigid structures is dense in c’. 
3. IF(n)1 =(I + o(l))(~) . 2CPJ”)/n!. 
4. For every DC C’ 
(6-l) 
Remark 6.6. Particularly, Eq. (6.1) is important: it allows us to move between Z’ and 
z’ when establishing results, whatever will be more convenient. It is also useful to 
present a different definition of the measure p,, E’. Assume for simplicity that c consists 
of a single k-ary relation symbol R. Then a random structure AE ,!?’ is constructed in 
the following experiment: one tosses a fair coin for every tuple ii E A’. If the result is 
heads, then R(Z) holds in A, otherwise it does not. After lAlk tosses the structure is 
defined. If there are more relations in the signature, one has to choose them at random 
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in the same way, as well. Note that U is pre-defined and we do not toss the coin to 
determine it. 
Definition 6.7. Let us call a k, U-extension type any subset of 
Atk,~={R(Xi,Xk),R(XkrX~),R(U,Xk),R(Xk,U),R(Xk,Xk):i=1,...,k - 1, UE u}. 
For a k, U-extension type t let the following sentence be denoted Extk,U(t): 
All such sentences are called k, U-extension axioms. 
Lemma 6.8 (Fagin [ll]). Let i(n) be the constant function 0. Then for every k, 0 
extension type t 
- 
&{AG:A kEXt,&t)})&l -cc” 
for some O<c< 1. 
We will need an extension of this lemma for other not too fast growing functions i. 
Lemma 6.9. 1. Let lim SUP~_~ i(n)/ log n < 1. Then 
~5’ AE~:A + A Ext/&t) 
(i 
> 1 - o(nP) 
tGAqu 
for every m E N. 
2. Let i(n)/ logn -+ co. Let Extk,,,,o be the conjunction of all k, 0-extension axioms 
over the signature a’. (I.e., we start from a’, add to it a new unary symbol getting 
a”, and Jinally set it empty.) Then 
pF({A E ci” : A k &tk,,J,})~ 1 - o(n-“) 
for every m E N. 
Proof. We prove the lemma for directed graphs, the argumentation in the general case 
being identical, only the coefficients become more complicated. 
1. Let c < 1 and i(n) <clog n for some n onwards. There are 22kf2’(“)-1 k, U- 
extension axioms. Therefore the fraction of structures in p(n) in which at least one 
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of them is false is 
pf(some k, U-ext. axiom fails) 
<2 2k+2i(n)- 1 
( ) 
k 1 1 . (1 _ 2-2i(n)+2k+l j n-i(n)--k+l 
choices of choices of probability that to the power 
ext. axiom nonextendable a single element number of 
to fail k- I-tuple is not an elements 
extension 
<O(P +c) (l- -&J-clogn 
Q O(nk) 
(( 1 _ ~,“)~n-clogn~/n~ 
- 
we--1 
<o@ )&J-C logn)/nc , 
for some d < 1, and the latter number is easily seen to be o(nmm) for every m E N. 
(We will not ever more describe precisely similar computations.) 
2. This time the number of extension axioms under consideration is finite. Therefore 
the fraction of structures in %(n) in which at least one of them is false does not exceed 
for every m EN. The reason is that the most difficult situation is when Xk is requested 
to come from U, so we have only i such elements to choose from. Anyhow, the number 
is easily seen to be o(nP), which concludes the argument. 0 
Theorem 6.10 (Kaufmann [15]). There exists a monadic second order formula of the 
form 3X1 . . . 3X,cp(x, y), where Xl,. . . ,X,,, are all set variables of cp and x, y are free 
in rp, such that with p’-probability 1 
A f= 3X1 . ..3X. 
( 
vxxy cp(4 Y) v cp(YJ) 
vxjcy cp(x,y)A rp(y,x)+x=y . 
vxxyz q(x, Y) A cp(YJ) -+ cp(x,z) ) 
In other words, in almost every A E z there are choices of subsets of A witnessing 
existential set quantijiers such that cp(x, y) defines a linear ordering of A. 
The original Kaufmann’s proof of this theorem can be found in Appendices. 
61.2. Logical tools 
Lemma 6.11. Suppose that A,B E E’ satisfy all k, U-extension axioms. Then 
(1) For &Ak andbEBk we have (&+k(B,@ i~(A~~U{I1,,...,(lt},ii)~(Bt~U{b,,...,~~}, 
6). 
(2) IQ(A) is uniquely determined by the isomorphism type of A~u. 
(3) (nk(A)I = 20(l”l). 
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Proof. 1. We show that Duplicator has a winning strategy in the second phase of the 
game whenever after the first one the pebbles are placed on ii and b in A and B, 
respectively. This implies Item (1) by Theorem 4.4. 
The strategy of Duplicator in this is to fix some isomorphism a : Ala -+ B,, and 
then keep all the time the initial property of the situation: 
(*) substructures (A~v~{,,,,..,~+~) and (B~u~(~,,...,z,~),@ are isomorphic by an ex- 
tension of 01. 
Certainly condition (*) suffices in order not to loose immediately, and, as we will 
see, guarantees also the ability to continue this strategy in the next moves. (Recall that 
in these substructures the symbol U is interpreted, and therefore it is still clear, which 
of the elements of ii and b do/do not belong to it.) 
Namely, when Spoiler moves a pebble in one of the structures in, say A, there 
are three possibilities: either the target element is in U, and then Duplicator answers 
according to a, or the target element is one of the already pebbled ones, but not in U 
_ in this case Duplicator answers using (*), or the move of Spoiler determines a k, U- 
extension type t, namely the one which describes relations between the newly pebbled 
element and the remaining pebbled elements and all elements in U. Since Extku(t) is 
true in B too, Duplicator is guaranteed to find an element there to place his pebble in 
a way preserving isomorphism. 
In the first phase k - 1 moves Duplicator must “imagine” some additional pebbles 
placed in A and B in order to respond. (Because k, U-extension axioms say how to 
extend (k - 1 )-element configurations, while Duplicator needs to extend smaller ones.) 
It is easy to see that Duplicator can follow this strategy forever, despite of moves of 
Spoiler. This gives us (1). 
To get (2) and (3) note that in every structure satisfying all k, U-extension axioms 
there are all possible extensions of U by at most k elements. So if U’s are isomorphic, 
so are nk’s. One easily checks that if the isomorphism type of U is fixed, there are 
2’(lL71) such isomorphism types of extensions, and therefore exactly that many elements 
in r&. 0 
Lemma 6.12. For every k > 1 the conjunction of all k, U-extension axioms is equiv- 
alent in E’ to a first order sentence, which we denote EXtk,u. 
Proof. For the sake of simplicity we assume that cr consists of one binary relation 
symbol R. We have to express in first order logic the conjunction 
/xk #xl,...Xk-1 \ 
,, bhl . . .xk__l Ai+j xi # xk 
tC&,u Aixi $ u (6.2) 
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Now consider the following monadic second order sentence: 
vx l,...,Xk-1 Ai+j xi # Xk 
vx,,rG uu {Xl . ..Xk-_l} 
[( ) 
Aixi 6 u 
~ 
( 
Xk $ uu{Xl,...,Xk-1) 
bk VUEU UEX*R(Xk,U) )I . (6.3) VnEU UEY*R(U,Xk)) 
It can be easily seen to be logically equivalent o (6.2). What remains to be done 
is to express the monadic second order quantification in it by first order means. 
We do it as follows. Let us analyze the following sentence: 
3%~ UTR(x,u)) 
A 
VxVv E U3yVu E U ( R (x, u) ++ (R(y, u) v u = u)). (6.4) 
We say that X c U is coded by x iff R(x, u) for all u E X and for none u E U\X 
The first line in (6.4) says that 0 is coded by some x, and the second says that for 
every coded X C U and every u E U the set X U {u} is also coded. Together they say 
that every subset of U is coded, since U is finite. This gives us a method to speak 
about subsets of U in first order logic. Note also the important fact that (6.4) follows 
from the conjunction of all 2, U-extension axioms. 
Now we replace in (6.3) each set quantifier VX C U by Vx and each corresponding 
u EX by R(u,x) (and similarly for Y); since we quantify there over subsets of U U 
{Xl . . .xk_l }, we must also add explicitly all possibilities Xi EX and Xi $! X expressed 
in first order logic. As a result we get a first order sentence, denoted Yk. 
It is easy to see that if (6.4) is true in A E E”, then this encoding gives a formula 
equivalent in A to (6.3). 
We claim that the conjunction of YkA (6.4) is equivalent in z’ to (6.2). Indeed, let 
ACE’. 
If ykA (6.4) it is true in A E .??I, then the sentence (6.4) is true in A, which in turn 
means that the first-order encoding Yk of (6.3) is equivalent in A to (6.2), which must 
be therefore also true in A. 
Other way round, if (6.2) is true in A, then (6.4) must be true there too. This 
means that Yk is indeed equivalent in A to (6.3), and thus to (6.2) too. Therefore the 
conjunction YkA (6.4) is true in A, what concludes the proof. 0 
6.1.3. Average values 
Definition 6.13. Let X be a finite 
value of f on X is defined as 
set, and f : X -+ N any function. Then the average 
av;l;s(f (x)) = 
CXEX f(x) 
IXI . 
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This average is equal to the expected value of f with respect to the probability 
distribution on X that makes all the instances n EX equiprobable, thus e.g. 
average(f(A)) = C f(A). &{A)). 
AE%I) AE@z) 
When the argument to f is clear, we will omit it in the notation, writing averageX(f). 
The typical functions f we will consider are running times of algorithms and other 
computational resources. 
61.4. Boolean circuits 
Boolean circuits are nonuniform parallel computing devices. Nonuniform, since for 
inputs of each length there is a separate Boolean circuit, which should implement the 
requested function/decision procedure solely for inputs of this length. For functions 
the length of the output must be also fixed. Thus formally a general function/decision 
problem is computed not by a single Boolean circuit, but by a sequence of such circuits. 
A Boolean circuit is a finite acyclic graph with labeled nodes. The in- and out-degree 
of nodes, for Boolean circuits called fan-in and fan-out, respectively, are generally 
restricted by the label. The labels can be either Boolean operations A, V and 1, or 
ini,outi. Vertices labeled with A and V are allowed to have arbitrary positive fan-in, 
while those labeled by -, must have fan-in 1. Fan-out is unrestricted for all kinds of 
nodes, with one exception mentioned below. A circuit for computing with inputs of 
length n has precisely n nodes in1 , . . . ,in, with fan-in 0, to which the input is given. 
A circuit for computing outputs of length n has precisely n nodes o&l,. . . , out,, with 
fan-out 0 and fan-in 1, from which the output is read. 
We will always indicate the number of bits of the input in a circuit by a subscript, 
e.g., C, is a circuit for inputs of length n. 
The computation of a given circuit C, is performed by assigning the consecutive bits 
of the input word to the input nodes. Then all the nodes in the graph are recursively 
assigned O’s and l’s in the obvious manner: e.g., nodes labeled with A get 1 if all 
their predecessors are assigned 1, and 0 otherwise. The binary word assigned to the 
sequence of output nodes is the output. 
The measures of complexity associated with a Boolean circuit C, we need here is 
the depth d(C,, ), i.e., the length of the longest path from some input node to some 
output node, and size s(C,), that is the cardinality of the circuit. 
Roughly speaking, s(C,) is the amount of hardware necessary to compute the 
function/solve the problem in parallel in time d(C,) for inputs of length n. So the de- 
pendence of d(C,,) and s(C,) on n give the parallel complexity of the whole fimction/ 
problem. One can impose some uniformity conditions by restricting the attention to 
sequences of circuits which are computable in some complexity classes, like DSPACE 
(log n) or PTIME. 
In this paper we will be mostly interested in parallel time complexity d(C,) with the 
restriction that s(C,) is polynomial. In particular, the (nonuniform) AC0 consists of all 
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functions which are computable by Boolean circuits of constant depth and polynomial 
size. 
We want to speak about average complexity of problems. To accommodate this no- 
tion in the realm of Boolean circuits, in which the complexity is assigned by definition 
to all inputs of the same length, and not to each input separately, we need some small 
changes. We will assign inputs to two circuits in parallel, and assume that each of 
them has a special, separate output node output-here, which, if assigned 1, means that 
this circuit actually computes the output. Then the parallel time for a given input is the 
minimal depth of a circuit which actually computes the output. Typically one circuit 
has quite small depth, while the other implements the naive procedure and has very 
large depth, but is activated only for a very small fraction of inputs. 
To get used to the circuits, we prove the following fact, which will be useful in the 
future as well. 
Theorem 6.14 (Immerman [13]). Every FOk query is computable in AC’. 
Proof. Let us remind that according to the definition, a structure A E E will be given 
to the circuit as HE(A), and therefore for all A’s of the same cardinality the encodings 
will be of the same length. This makes our circuits to work on input all structures of 
equal cardinalities. The consecutive bits of the encoding correspond to truth values of 
all the atoms R(Z) for R E o and ii EAT of appropriate length. We will thus use these 
atoms as names of the input nodes in the circuit to be constructed. Similarly the output 
nodes can be identified with elements of Ak. 
The construction is recursive w.r.t. to the construction of a FOk formula cp. For 
simplicity we assume that 0 = {R} and that R is binary. 
If cp is an atom R(xi,Xj), 1 <i, j < k, then we get the circuit by connecting for all 
@I,..., &) E Ak all input nodes R(ui, Uj) to output nodes (at,. . . , ak). 
If rp is a conjunction cpt A rp2 then we get the circuit for it from the circuits for cpr 
and ~2 as in the Fig. 1. 
The negation lcp is handled similarly, i.e., we add negation nodes to the output 
nodes of the circuit for rp and then output nodes of the whole circuit. 
The case of &cp is handled in the following way: for each (at,. . . ,ai,ui+l,. . . ,a~) E 
AR-’ the output nodes of the circuit for cp corresponding to all tuples in the Cartesian 
product {al} x ... (~~-1) x A x {ui+l} x ~1. x {uk} are connected to a single V node, 
and this one to all output nodes in the same set. Informally speaking, it corresponds 
to expressing & rp(x;) by Va,E,,, rp(ui). 
This finishes the construction. It is easy to see, that the resulting circuit contains 
only polynomially many nodes and that its depth is at most 3 time larger than the 
depth of the syntax tree of rp. 0 
And now one application of this theorem: 
Proposition 6.15. The isomorphism query for two jinite structures from z ordered 
by the natural ordering and of the same universe set is in AC’. 
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circuit for ‘pi 
I I 
circuit for cpz 
/ output / 
Fig. 1. A circuit for conjunction. 
Proof. In virtue of Theorem 6.14 it is enough to show, that this query is first order. 
It suffices to demonstrate it for structures with single k-ary relation in addition to the 
ordering <. 
We can assume that the relation of the first structure is R and in the second R’. 
Then the sentence we need asserts that the =+lexicographically-minimal k-tuple min 
satisfies R(min) tf R’(min), and further that for every X, if R(Z) c-) R’(2) then 
for the immediate =+lexicographic-successor j of X holds R(J) cf R’(y). Finiteness 
of structures guarantees, that this induction-based sentence indeed expresses isomor- 
phism. 0 
And now a bit deeper circuit: 
Proposition 6.16. If DC c then any formula [lfp <(X),X](Z) can be evaluated in 
structures from D by a sequence C,, of circuits of polynomial size and depth linear 
in max{]rzk(A)I :AE~ 62 IAl =n}. 
Proof. It is easy to see that the number of iterations necessary to reach the fixpoint 
does not exceed ]rck(A)I. Indeed, if it were greater, some two =&uples in AR could be 
distinguished by a FOk formula defining the stages of the fixpoint, in contrary to the 
definition of =k. Consequently the circuit from Fig. 2 computes the fixpoint, and each 
of the levels has (the same) constant depth, since it implements a first order definable 
operation. 0 
6.2. The most probable Kolmogorov complexity of structures 
Theorem 6.17. For any function a(n) --) CO holds 
cp,(n) - logn! - a(n)<C(A)<cp,(n) - logn! +0(l) 
for almost every structure A E z(n). 
346 J. Tyszkiewicz I Theoretical Computer Science 190 (1998) 317-361 
t-fgg& 




Fig. 2. Circuit for computing fixpoint formula [lfp &Y),X](i). 
Proof. Before we begin the proof, let us note a slight mismatch appearing in this 
theorem. Namely, we use isomorphism types of structures to define the information 
content, while we consider the “most frequent” value of complexity over all structures 
of given fixed universe, and not over isomorphism types of such structures. So each 
isomorphism type can be represented in E(n) in more than one copy. The precise 
number of copies depends on the number of automorphisms of it. However, in the 
context of databases pz seems to be more natural choice of the probability distribution 
than /.? (if there is any natural choice at all). But Theorem 6.5 and observation that 
C(A) is a property of the isomorphism type of A allow us to compute the probabilities 
in C. 
Let Z( <n) stand for lJy=, C(i). By Theorem 6.5 we get /Z(n)1 ~2cp~(n)--n’osn, where 
deg(cp,)>2. So jZ(n)l grows at least as fast as 2’“‘, for some c>O. Therefore 
Consequently almost every structure AEZ of at most n elements has precisely n 
elements. 
Let w denote IC( <n)l. There are at most 210sw--cc(n) - 1 binary words of length at 
most log w - a(n) - 1, hence (compare proof of Proposition 2.5) 
I{AEC(G n): C(A) < lww - dn))l <2-oL(,z) 3 
W 
which implies that almost every structure in Z( < n) is of complexity at least log w - 
a(n). 
Items 1 and 2 together imply, that almost every structure AcZ(n) has complexity 
at least log w - a(n). 
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Now one direction of the inequality follows. The other is trivial, since no structure in 
Z(n) can have complexity greater than cp,(n) - log n! + 0( 1) - the description of this 
length is simply the lexicographic number of the structure in Z (recall Proposition 2.5), 
and this number can be at most (1 + o( 1)) . 2cPc(“)/n!. 0 
Let us analyze an example situation, exactly the same as considered by the authors 
in [ 11. They assumed equal probabilities on all n element input structures over CT, and 
showed a surprising result that the average case sequential complexity of PFP queries 
is DSPACE(log n), and that the average parallel complexity of LFP is in uniform AC’, 
i.e., the queries are computable on a PRAM with polynomially many processors in 
constant average time. What we show now, is that the price to pay for this is very 
high for a user that uses only Boolean queries, in the sense that on average he can get 
only a constant number of bits of information about the database, out of the quantity 
established in the proposition above. 
Theorem 6.18. Let 0 be the constant function equal zero. Then for every kEN 
~,dA)=O(l) 
for almost every structure A E z’(n). 
Proof. It will follow from the more general Theorem 6.20 below. 0 
Now our tour really begins, after we have seen what happens when i(n) = 0. First we 
consider the average Kolmogorov expressive power and the average query complexity 
in all such structures. 
Theorem 6.19. Let i(n) <n/2 be as above. Then for any function a(n) -+ 00 
cp,(n) - log(n - i)! - log i! - a(n) < C(A) < cp,(n) - log(n - i)! - log i! + O(1) 
for almost every Asp. 
Proof. After a short computation 
IF(n)\ = (1 + o(1)) 1 
0 
2cpc(“)/n! 
= (1 + OU))(, _1i,)i,2cp”(“) 
. . 
the rest of the proof follows the line of the proof of Theorem 6.17. q 
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It appears that the Kolmogorov expressive power of the query languages depends in 
a strong and rather unexpected way on the growth rate of i(n): 
Theorem 6.20. For arbitrary function i(n)<n/2: 
(1) Zf i(n)/ log n + 0, then for every k large enough 
Z,@(A) = cp,(i) - log i! + O(log i) (6.5) 
for almost every A E E’(n). 
(2) Zf i(n)/log n + 00, then for each keN 
h(A)=W) (6.6) 
for almost every A I%. 
It should be noted, that Knyazev [ 151, using the many-sorted formulation, has proven 
the O-l law for first order logic for classes in Item (2) of our theorem, and noted that 
this law does not hold for 2;’ with i(n)/ logn ++ 0, co. His result is related to what we 
do here in Item (2). 
Proof. (1) First we prove the direction < of 1. Namely, if A, BE Z(n) are such that 
A ru E B lu, and both satisfy all k, U-extension axioms, then by Lemma 6.11 Duplicator 
has a winning strategy in the game played on A and B. Therefore FOk[A] = FOk[B]. 
It follows that for A satisfying all k, U-extension axioms the sequence FOk[A] can 
be reconstructed from the isomorphism type of Alu and finitely many additional bits, 
which describe the following reconstruction method: One should search all structures 
in C looking for the first one, say B, satisfying all k, U-extension axioms and such 
that B,u E Atu. This search will stop, since such a structure exists (namely, A it- 
self), When such B is found, it is used to reconstruct FOk[A], since FOk[A] = FOk[B]. 
We get C(FOk[Al) < C(A~U) + O(l), and then by Lemma 5.7 ZPFp(A)<C(A~~) + 
O(log C(A,u)). This already implies the inequality, since C(A[U)<C~,([UI) - 
log(IUI!) + O(1). 
Now we turn to > of 1. In order to establish this inequality we show, that there is 
a fixed k such that Ap can be reconstructed from FOk[A] for almost all Asp. 
Let us now return to the formula (6.4). We have noted that it holds in almost every 
A, since it follows from the conjunction of all 2, U-extension axioms. As is easy to 
see, if this formula is satisfied in A, then every subset of U is definable in first order 
logic of whole A. (We have already made use of it in the proof of Lemma 6.12.) 
Hence, as it is not hard to see, the monadic second order logic of Alu is first order 
definable in A. 
Let E C %(n) consist of those structures A, which satisfy 
(i) AIAia is rigid, 
(ii) Alu is rigid, 
(iii) A,u is ordered by the Kaufinann’s formula from Lemma 6.10, 
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(iv) complexity restriction C(A) > cp,(n) - log(n - i)! - log i! - log i is satisfied and 
(v) A satisfies all k, U-extension axioms. 
Let S c A. We can assume that in the process of constructing a random A E E’ by 
coin tosses (recall Remark 6.6), first the edges of Ays are drawn, and only then the 
remaining ones. So if a property of A depends on Ap merely, we can stop after 
having edges in it and look if it satisfies this property or not. The probability won’t 
change in this “reduced” experiment. This argument shows, that if almost every possible 
substructure Ap guarantees the truth of a property rp in A, then almost every A has cp. 
Now all the conditions (i)-(v) hold almost surely either of A or of Alu or of AIAjci, 
namely (i) and (ii) by Theorem 6.5, (iii) by Lemma 6.10, (iv) by Theorem 6.19 and 
(v) by Lemma 6.9. Therefore all of them hold almost surely in p, and since there are 
finitely many of them, all of them hold simultaneously almost surely. 
What remains to be done is to prove that there is a sufficiently large k such that for 
every structure AEE holds 
&&A) = C(A) - C(A 1 FOk[A]) B C(A,u) - O(log i(n)). (6.7) 
Firstly, from FOk[A] the isomorphism type of Atu can be reconstructed. Namely 
the Kaufmann’s formula gives an ordering of Alu in every AEE by (iii), and with 
this ordering and few extra variables it is possible to write a query describing A,” up 
to isomorphism (compare Proposition 5.5). 
It follows, that in order to reconstruct A from FORIA] we need as an additional 
information only: 
(a) a description of A[Alu := 01, i.e., of A with all edges inside U removed, 
(b) the way to insert Alu into A[Alu := 01 to get A, and 
(c) the bits necessary to separate these two strings. 
Concerning (b) there are at most i! ways to insert Alu into A[Aru := 01. Hence 
(b) can be described by at most log i! + 0( 1) bits and consequently (c) requires 
O(log log i!) = O(log i) bits. This means that for AE E 
&ok(A) = C(A) - C(A 1 FOk[A]) 
> C(A) - C(A I Ata) 
> cp,(n) - log(n - i)! - log i! - log i 
-- 
by (ii) 
- (C(A[Atu := 01) + log i! + O(log i)) 
= cp,(n) - C(A[AtV := 01) - log(n - i)! - 2 log i! + O(log i). 
Consequently, in order to prove (6.5) we need to show only that 
C(A[Aru := 01) <cp,(n) - cp,(i) - log(n - i)! - log i! + 0( 1) (6.8) 
holds for AEE. Let Fee stand for {A[A~“:=(D]:AE~?}. 
Note that all structures in F are rigid. Indeed, let AE E. As AlA\” is rigid by (i), 
all automorphisms of A[Atu := 01 must be identity outside of U. Suppose that CL is a 
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nontrivial automorphism of A[Aru := 01, i.e., let a(u) = u’, for some u #u’ from U. But 
all the k, U-extension axioms are true in A, hence there is u EA\U such that R(v, u) 
but %(a, u’). Since a(v) = v, we get a contradiction. 
It is trivially seen, that IFI g2cP~(“)-cP~(‘). Indeed, there are precisely cp,(n) - cp,(i) 
atoms to be decided to get a structure in F, and all different choices give different 
structures. However, not all the possible choices lead to structures being in F. Now 
remind that every A[Alu := 01 is rigid for A E E. This means that each isomorphism 
type found in F is represented by i!(n-i)! copies in F, since we can permute elements 
in U in any way, and elements in A\U in any way, getting each time different but 
isomorphic structures from F. Therefore 
2CP,(“)-CP,(‘) 
JFI d (n - i)!i! ’ 
and this by Lemma 2.5 implies (6.8). 
Thus the proof of (1) is finished. 
To get (2) note, that by Lemma 6.9 Item (2), the logical properties of almost all 
structures in % are precisely the same as in c’, i.e., in the class of structures obtained 
by starting from (T’, adding U’ and setting its cardinality to 0. Thus (2) follows from 
(1) applied to such “shifted” class of structures. 0 
Remark 6.21. Our result above supports the idea of marking elements as important. 
What we mark as important, becomes really visible to the query language - provided 
we do not want too many elements to be important. This follows from the analysis 
of the proof of the last theorem. It appears that almost always the query language 
allows us to reconstruct the isomorphism type of A+he substructure generated by 
the important elements, while tuples made of remaining elements differ only by their 
local relations and the relations to important elements. 
6.3. Split optimization 
We begin this section with a simple fact: we will see, that Theorem 5.10 gives not 
only a connection between Q(A) and I,@(A), but implies also consequences concern- 
ing optimization by split. 
Proposition 6.22. Suppose that n C 2; is infinite and let 
AED 
IAl=n 
Then for every I there are queries in LFP, which for arguments from D require 
sequential time f(n)’ if evaluated using split as nk o cpnk, and PFP queries which 
require space f(n)’ for the same evaluation method. 
Proof. q(A) is ordered and asymptotically has cardinal@ at least f ([Al)/5 log( f ([AI)) 
for structures in 0. In LFP2k+2 we can define rck(A), and having 3 vectors of variables 
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of k variables each we can distinguish all elements in xk(A). Hence it is easily seen 
that for every fixed 1 we can write a 3kl ary fixpoint whose evaluation needs the given 
time (space) to be evaluated in the naive semantics, depending on if it is a least or 
partial fixed point. 0 
The statement shows, that whenever the optimization by split gives any real benefit, 
due to small size of Ixk(A)I, it indicates a limitation of the expressive power of Boolean 
queries. Namely if we want to achieve fast evaluation of queries by split, we want f 
to grow as slowly as possible. But the slower f grows, the smaller is the value of 
Ire, since it is bounded by a fixed, in fact almost linear, function of f. 
We have just seen, that successful optimization by split technique implies a bound on 
the Kolmogorov expressive power of the query language. For classes ,!? this expressive 
power is in most of structures limited. The question is: can we prove in these cases that 
the queries have lower average complexity than the pessimistic PTIME for LFP and 
PSPACE for PFP? In this section we prove by an application of split an average 
speed-up for PFP queries. 
Theorem 6.23 (Space complexity of PFP). (1) If i(n)/ log n -t 0, then on average PFP 
queries in %(n) are computable in DSPACE(max(log n, 2’(‘(“)))). 
(2) Zf i(n)/ log n -+ 00, then on average PFP queries in p(n) are computable in 
DSPACE(log n). 
Proof. We begin with item (1) Suppose i(n)/ log n + 0. 
The bounded-space machine we need, given query 40, executes the following program 
opt(cp): 
if Extk,u then (p &fZ 40. (6.9) 
The test Extk,u is the first order equivalent of the conjunction of all k, U-extension 
axioms, Lemma 6.12, and can be performed in DSPACE(log n). 
The unoptimized procedure cp is computed according to the naive semantics and 
requires DSPACE(n’) for some fixed 1. 
The optimized procedure (p is executed as follows: the machine, given input 
AE C’(n), first extracts Alu, and then considers consecutively all possible structures 
BE Ej(m), where ni = 221Ul and j = 1 U 1, and such that B 1~ g Ala. For each consid- 
ered structure it tests if it satisfies Extk,,. Note that this brute force search does not 
require more space than polynomial in 221u1, i.e 2’(1’1). As we have log n/m < i, for 
all large n the machine will find a structure B sitisfying all k, U-extension axioms, by 
Lemma 6.9. Test if this is the case requires logm < log n space. Then it evaluates cp 
in this B using the naive semantics. It requires space polynomial in m, hence again 
is doable in DSPACE(2qlUl)). From this evaluation the machine recognizes descrip- 
tions of all =k-classes that should be included in the output. The description of these 
classes is limited to the description of relations between the elements in the tuple and 
between these elements and elements in B~J, therefore fits in space 20(l”l). Then these 
descriptions are used to decide what tuples from A must be included in the output, 
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and again for each separate tuple it does not require more space than 2’(lUl), while 
cycling through all of them requires logarithmic space. 
Generally, if A /= Extk,u then the whole computation of opt(q) (including the test 
itself) requires space max(log n, 2O(‘(“))), and if not, then n’. But the second possibility 
happens only very seldom - in o(npm) fraction of all cases, where m is arbitrary. 
Hence setting m = I+ 1 we get 
average space(opt( cp)) d 
CAEgcn:‘o wce(opW) 
AEF~(~) IPl 
bad' max(log n, 2O(‘(“))) C AEp(nJ n’ 




< max(log n, 2’(‘(“))) + nr - o(n+) 
= max(log n, 2’(‘(“))). (6.10) 
In the following proofs we will not present this calculation any more, since it is 
always almost identical, and the result equals the complexity of the dominating case. 
To get Item (2) note that in this case r&(A) does not depend on A whenever Extk,u 
holds, hence the procedure @ is just a first order query. Therefore the complexity of 
the dominating case is DSPACE(logn), and so is the average complexity. 0 
6.4. Beyond split 
In this section we discuss optimization of LFP queries. We will apply a technique, 
which can be seen a next (and the last at the same time) step beyond split. Split is 
based conceptually on the fact, that the evaluation of queries can be done, instead of 
the real structure A, in its compressed representation q(A), which in case the latter 
is smaller gives a speed-up. But sometimes we can compress the information about A 
even much more without loosing information: to a sting of length C(FOk[A]). By the 
definition of Kolmogorov complexity this is the maximal possible compression. Can 
we use this to get more speed-up than with split? 
In the previous sections we have seen that in classes % for i = o(log n) for a typ- 
ical structure A the value of C(FOkA) is exponentially smaller than Ink(A So it is 
a model situation to try to answer our question. And we succeed, as the following 
theorem shows. 
Theorem 6.24 (Parallel complexity). For arbitrary function i(n)<n/2 we have the 
following: 
rfi(n)/&+O, h w ere s = deg cpO, then LFP queries are computable on average 
in AC?, i.e., by a polynomial size circuit in average constant time. 
If i(n)/ log n + 0, then in parallel every LFP query can be computed by a polyno- 
mial size circuit in average time 2O(‘(“)). 
If i(n)/ log n + 00, then on average LFP queries can be computed in A@. 
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Proof. We begin with the easiest item (2). Suppose for simplicity that cp = [lfp @X),X] 
(2). Recall that the mapping X H t(X) is first order definable, and hence computable 
by a fixed depth polynomial size circuit. 
Then we set again as in (6.9) opt(q) to be 
if ExQ then (p else rp, 
where $ is computed by circuit from Proposition 6.16. Formally, as we have defined 
it in Section 6.1.4, opt(q) is evaluated by two circuits in parallel. Both of them begin 
with a check if Extk,u holds and depending on it either the first or the second sets its 
output bit output-here and continues the computation. Note that Extk,u is first order, 
so it can be checked by a constant depth circuit. (Now the reader knows, what we 
needed Lemma 6.12 for.) 
The depth of this circuit we need can be estimated by Lemma 6.11 and Proposi- 
tion 6.16 to be 2O(‘(“)). The unoptimized cp is computed by an analogous circuit, but 
of depth nr for some fixed 1. 
Now a computation similar to (6.10) shows the average complexity to be the depth 
of the shallower circuit, i.e., 2’(‘(“)). This finishes case 2. 
Next we consider case 3. It follows directly by the method used by the authors in [l]. 
Let us describe it briefly in our terminology. Again the optimized program opt(q) is 
if Extk,u then F else cp. 
This time when Extk,” holds we have that cp is bounded, so we can use a circuit 
like on the Fig. 2, but of constant depth. In the remaining cases it requires depth n’, 
for some fixed 1. And again computation similar to (6.10) shows that the average is 
equal to the dominating case, i.e., is O(1). 
Case (1) is a bit more difficult. We describe only the construction of the 0( 1) depth 
circuit for the dominating case, the rest of the argument being analogous as in the 
previous items. 
First we describe the intuitive idea: Again as before, the results of evaluation of 
queries depend with great probability on Ap only. Moreover, this dependence is rather 
simple: every query is union of some =k-classes of tuples. The =k-class of ii on 
the other hand depends on the isomorphism type of (A ,v u ia ,,,,,p ,.., al,. . . , ak) only, as 
shown by Lemma 6.11. 
Since there are at most $=s 2cp~‘(~(~)+j)(i(n)+j)~ = IZ O( * ) different possible structures 
of this kind (recall that the encoding passed to the circuit is ordered, so we have to 
count ordered structures), we can encode all of them in the circuit together with a 
table, which of them are to be included in the output, depending on the real Ap 
included in the input. Then the computation of the circuit is essentially reduced to a 
table look-up. 
Formally, every query cp in LFPk on all structures in p(n) satisfying k, U-extension 
axioms is determined by a set TV of structures over 0’ U {cl,. . . , ck}, which satisfy the 
following restrictions: 
1. Cardinal@ of structures can be i, i + 1,. . . , i + k. 
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2. U has precisely i elements (0,. . . , i - 1). 
3. If there are elements not in U, they must be values of some of the constants 
Cl ,...,ck. 
The query is then computed as follows: 
cp(A)={i~A~: ~BET,(A~LI.(,,,...,,),~,,...,~~)~B}. (6.11) 
It is easily seen from this presentation, that if we can perform in parallel the tests 
(Ayu.{,,,...,~,},al,...,ak)~?B 
in AC’, then we will be done, since each of them just gives us a single tuple to 
be included in the output. And we can do it by Proposition 6.15. Note that, since 
i < 6, the number of structures in TV cannot exceed 
52 
CP,l(i+i)(i + j)k < 2d tosn = & 
j=O 
for some constant d, and this guarantees that we combine polynomially many poly- 
nomial size circuits. Precisely the same kind of isomorphism test is then necessary to 
choose the right tuples to be included in the output, depending on the table encoded 
in the circuit. 0 
There are two comments concerning the two just proven theorems. 
First is the question of uniformity of circuits we have constructed. It is easy to see, 
that the only problem is to construct a structure in z’(n) satisfying the conjunction 
Extk,u of all k, U-extension axioms. One such structure suthces, since extension axioms 
do not depend of the isomorphism type of Atu. Then, by putting in all relevant A/u’s 
and evaluating the query to be computed by the circuit one constructs the table to be 
encoded in it. The rest of the construction of the circuit is easy, except that a little 
care is needed to avoid problems when i(n) is difficult to compute. 
It is then a corollary of the proof of Theorem 6.23 that the circuits can be constructed 
in DSPACE(max(log n, 2’(‘(“)))). For i(n)/ log log n + 0 this gives us a deterministic 
logarithmic space algorithm. 
A substantially more difficult deterministic construction can be used in this proof, 
instead of the brute-force search we have used, and then it yields as a corollary, that 
for all functions i we have considered the circuits can be constructed in PTIME. 
It is however relatively easy to see, that they can be constructed by a randomized 
algorithm, which works in average polynomial time. Indeed, note that the brute force 
algorithm we have just mentioned requires time at most 2”’ for some fixed 1. So let the 
randomized algorithm be as follows: choose at random nr structures A E C -1/2’yn); if 
any of them satisfies Extk,“, then it can be used to construct the circuit, as described 
above. This fragment of the algorithm runs in polynomial time, say at most r?“. Indeed, 
we have to consider polynomially many Atu’s and for each of them we must perform 
a polynomial time computation. If this fails, we perform the brute force algorithm. 
As Lemma 6.9 shows, with probability at least 1 - l/n a single randomly chosen 
structure will satisfy Extk,u. Therefore the probability that in n’ attempts we always get 
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wrong structures is at most n +’ = 2-“’ l”sn. Now the average running time is at most 
nm . (1 - 2-“‘lw) + 2-“‘1W .2”’ =p + ($1). 
Note that this allows us to run exactly once an average polynomial time algorithm 
to get a parallel device which will then give us an average parallel constant time 
computation of our query over all exponentially many n element structures in Z”(n). 
The naive evaluation requires polynomial time for every structure separately, and split 
2”(‘) parallel time. 
The second comment is that of course nothing prevents us from extending the above 
theorems to functions i(n) satisfying lim SUP~_+~ i(n)/logn < 1 (compare Lemma 6.9), 
but for such functions, missing in the present formulation, the complexity bounds we 
get do not differ from the trivial, pessimistic ones. 
6.5. Conclusions 
As we have seen in the proof of Theorem 6.24, in order to get optimization beyond 
split we have made simultaneous use of several facts: 
First that C(FOk[A]) is much (exponentially) smaller than rck(A) used in split and 
still contains the same information. This allowed us to reduce the problem to only 
polynomially many cases for each fixed n. 
Second that a marker of each case was easily seen in the structures: it was the 
isomorphism type of Alu. 
Finally, Boolean circuits allowed in AC0 have a property not possessed by Turing 
machines. They can handle up to a polynomial number of “exceptions”, i.e., inputs 
treated in a fixed way, independent of the main algorithm. This is, in fact, hidden in 
their nonuniformity. And we have made a really massive use of this, since our circuit 
algorithm is made entirely from exceptions. Turing machines in contrary can handle 
only a fixed number of such “exceptions”. 
It seems intriguing if this method works in other situations. If the value C(L[A]) 
is at most logarithmic in ]A], then always among n-element structures there are only 
polynomially many possible L[A]. Here we see the first problem: it is not always the 
case that the converse of Lemma 5.7 holds, and thus a low value of IL(A) is not yet a 
good news for query optimizers. But even if it does, there must be an easily seen marker 
of the case in structures, and finally a simple dependence between Boolean queries, 
to which KEP refers, and non-Boolean ones. (If we are interested in optimization of 
Boolean queries only, then the last point is unnecessary.) 
Fig. 3 represents all the complexities we have obtained together. 
7. Summary 
In this paper we have introduced the Kolmogorov expressive power of Boolean query 
languages. It measures the expressiveness of the language in each particular database 
separately, expressing how much of the information stored in it can be retrieved by all 
the queries in the language. 
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Fig. 3. Overview of the results for classes c’. 
It is an important property of the pair (database, query language). The reasons for 
are as follows: 
If the Kolmogorov expressive power is low, then the user, most probably in contrary 
to his intentions, is not able to make use of all the data he has collected. In extremal 
cases almost all the collected information is inaccessible. 
The notion we have introduced can be easily adopted for almost every reason- 
able database model other than the flat relational one we have discussed in this 
paper, e.g., object oriented, complex-valued, etc., and almost every language of total 
Boolean queries. It will work even when it is not quite clear how to apply other 
expressiveness measures, because the Kolmogorov expressive power is independent 
of the chosen encoding of structures. 
If the Kolmogorov expressive power is high, then the possibility of split optimization 
of fixpoint and partial fixpoint queries is limited. The optimistic bound is polynomial 
time/space in the quantity of retrievable information (for LFP/PFP, respectively), 
whereas we have shown examples in which it is exponential. 
If the Kolmogorov expressive power is very low, then there is a chance to apply op- 
timization techniques giving substantially more speed-up than split. We have shown 
an example of this phenomenon. 
Appendix A. The proof of Kaufmann’s theorem 
The proof is a slight adaptation of the original Kaufmann’s proof given in [15]. 
The difference is that there the structures consisted of four binary relations. We do the 
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same for one, and the price we pay is that the proof is a bit uglier. Matt Kaufmann 
is responsible for everything that is nice in this proof. The author of this paper is 
responsible for all omissions, inaccuracies, English mistakes, etc., that appear in this 
presentation. 
We recall the formulation of the result: 
There exists a monadic second order formula of the form 3x1 . . .3X, 
cp(x, Y ), where XI, . . . , X,,, are all set variables of cp and x, y are free in ~0, such 
that with pLP-probability 1 
A t= 3X1 . . .3X,,, 
( 
vxky &? Y) v cp(y,x) 
vxxy cp(x,Y)A~(Y,x)+x=y * 
vxxyz cp(x, Y) A cp(YJ) + CPW) 1 
In other words, in almost every A E z there are choices of subsets of A witnessing 
existential set quantijers such that cp(x, y) defines a linear ordering of A. 
For simplicity of presentation we assume that c = {R} and that R is binary. The 
generalization of the argument to arbitrary non-unary signatures causes no problems. 
Let S, T CA. We say that a E S codes in T the subset {b E T : R(a, b)}. We say that 
S &A codes distinct subsets of T iff no two elements of S code the same subset of T. 
We say that S codes the powerset of T iff S codes distinct subsets of T and moreover 
every subset of T is coded by some element of S. 
Lemma A.l. Let S & T CA be fixed and let ITI $ ISI . 2isl. Then some subset of T 
codes the powerset of S with probability tending to 1 as ISI and ITI tend to 00. 
Proof. It suffices to show that every subset of S is coded by some element of T with 
probability tending to 1. The probability of failure doesn’t exceed 
2lSl . (1 _ 1/2lsl)lrl & . (1 _ 1/2l~l)l~l~~‘~‘. 
The second factor above is asymptotic to l/el’l, so the limit of the whole is 0. 0 
Lemma A.2. Let S code distinct subsets of T and let cp(x, y) be a monadic second 
order formula deJining a linear order on T. Then there is monadic second order 
definition of order on S. 
Proof. Take the lexicographic ordering with respect to cp. 0 
Lemma A.3. Let n > k24k and let B E Z(k). Then the It:-probability that in A E z(n) 
there is a k-element subset V g A such that Alv is isomorphic to B approaches 1 as 
n,k+co. 
Proof. For simplicity of presentation we assume 0 to contain one unary relation sym- 
bol. 
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We embed some fixed representative of the isomorphism type of B with universe 
set {l,..., k} into A in the following way: we divide A into k pieces of k4k vertices 
each and one piece containing remaining vertices, if there are any left. At each stage 
i < k we try to extend the embedding by mapping i to some element in the ith piece 
of A. The probability that we fail does not exceed the sum over i of the probabilities 
that there is no element of the ith piece with the appropriate relation to the (i - 1) 
already chosen elements. The ith such probability is (1 - l/4’-’ )k4k. Hence the sum is 
bounded above by k( 1 - 1/4k)k4k, and this number tends to 0 as k + 0;). 0 
Proof of the theorem. Fix a structure A E z(n). Let k be the greatest number such 
that n 23 . 2k22k. Divide A into three subsets Al,A2,A3 of 2k22k elements each and one 
piece containing remaining vertices, if there are any left. 
By Lemma A.3 with probability approaching 1 there is a PI G Al with jPll= k such 
that R restricted to PI is a linear ordering. 
By Lemma A. 1 with probability tending to 1 there are P2 C A2 and P3 C A3 such that 
9 codes the powerset of PI and 4 codes the powerset of P2. Note that 141= 2k and 
141 =2zk. 
Finally with probability tending to 1 the whole A codes distinct subsets of 9. Indeed, 
the probability that some two elements of A code the same subsets of P3 does not 
exceed 
0 ; ~2’~ (1,,~2’~j2 < 9 . pk+122’+1j2,22’k, 
and the last number is easily seen to tend to 0. 
All the probabilities we have mentioned are mutually independent: for the first we 
used edges inside Al, for the second from A2 to Al, for the third from A3 to AZ, and 
finally for the fourth from A to As. All these sets of edges are disjoint, and the existence 
of different edges is decided independently. Therefore the probability of failure of the 
four steps does not exceed the sum of probabilities of failures, which tends to 0. 
Now starting from the ordering defined by R on PI by three applications of 
Lemma A.2 we get an ordering of A. 0 
Appendix B. The proof of Proposition 5.8 
We recall the formulation of the proposition to be proven: 
There is a constant ko and infinitely many models A of signature consisting of 
one unary and one binary symbol, such that for every k 2 ko and every sujficiently 
large A the following simultaneously hold: 
C(FOk[A]) = a(log C(A)) 03.1) 
b(A) = O(1). (B-2) 
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Before we start the proof, we should mention, that it is by no means a great achieve- 
ment. It is rather a simple encoding of Example 2.27 from the book [19], presented 
there for pure Kolmogorov complexity. Theorem 2.20 and Corollary 2.6 in the first 
edition of this book contain however a misprint in the formulation (but not in the 
proof!), which suggests the example is actually impossible [24]. 
Proof. We fix the signature cr to consist of one binary relation symbol R. We consider 
the following class D of structures: each A ED is a directed graph, which consists of 
two connected components of equal cardinality. In one of them (call it At) it is an 
arbitrary directed graph, in the other (call it AZ) the relation R is a linear ordering. 
It is an immediate observation that 
C(Aj A2)=0(1). 
Fixing k 2 3 we see, that for any A E D the theory FOk [A] allows the reconstruction 
of IAl by a constant length program, by counting elements in AZ. On the other hand, 
apart of the value of n, this theory contains only 0( 1) bits of information about A, for 
almost every A E D. This follows essentially from Theorem 6.18. The only difference is 
that we have artificially made the cardinal@ of the structure expressible in the logic, 
by adding Aa to At. The conclusion is that the following is true for almost every 
A ED of cardinality 2n: 
C(FOk[A] 1 n) = C(n ) FOk[A]) = O(l), 
and, in particular, 
C(FOk[A]) = C(n) + 0( 1). (B.3) 
Now for an arbitrary sulficiently large IZ we consider structures in D of cardinality 
2n, i.e., those in which A2 has cardinality n. By combination of Theorem 6.5 and 
Proposition 2.5 there is always at least one among them satisfying 
C(At (n)acp,(n) - logn!. 
It follows, that this particular structure A satisfies 
C(A)=C(AIn)+O(l)=C(At In)+O(l)=n*-logn!, (B.4) 
since it suffices to give the lexicographic number of enc(A) among codes of structures 
in D as the description, and this number does not exceed (1 + o( 1))2’Po(“)/n!. (Compare 
Item (1) in the proof of Theorem 6.17.) 
Now for such A ED we get 
I,@(A) = C(A) - C(A I FORIA]) = C(A) - C(A ) n) = 0( 1). (B-5) 
Finally, if we require n to be itself incompressible, i.e., that C(n)> logn, we get 
the desired example: B.l follows from (B.3), (B.4) and incompressibility of n, while 
(B.2) follows from (B.5). q 
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