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Abstract
Deep generative models are reported to be useful in broad applications includ-
ing image generation. Repeated inference between data space and latent space
in these models can denoise cluttered images and improve the quality of inferred
results. However, previous studies only qualitatively evaluated image outputs in
data space, and the mechanism behind the inference has not been investigated.
The purpose of the current study is to numerically analyze changes in activity pat-
terns of neurons in the latent space of a deep generative model called a “variational
auto-encoder” (VAE). What kinds of inference dynamics the VAE demonstrates
when noise is added to the input data are identified. The VAE embeds a dataset
with clear cluster structures in the latent space and the center of each cluster of
multiple correlated data points (memories) is referred as the concept. Our study
demonstrated that transient dynamics of inference first approaches a concept, and
then moves close to a memory. Moreover, the VAE revealed that the inference
dynamics approaches a more abstract concept to the extent that the uncertainty
of input data increases due to noise. It was demonstrated that by increasing the
number of the latent variables, the trend of the inference dynamics to approach
a concept can be enhanced, and the generalization ability of the VAE can be im-
proved.
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1. Introduction
Research on deep generative models, which extract essential features from an
unlabeled dataset, is currently an active area. Deep generative models have been
reported to be useful in a broad range of applications such as generating images
[13, 24, 7, 23], movies [32, 33, 26], and text [34, 16, 28]. In particular, the con-
ventional bidirectional network structure for recognition and generation of images
has made it possible to eliminate noise from cluttered images and smoothly inter-
polate between different images. In detail, recognition is the process of mapping
from a data point to a latent variable, and generation is the inverse of that process.
Several studies have qualitatively highlighted the importance of repeated in-
ferences between data space and latent space. In the present study, repeated in-
ferences are defined as a process by which a deep generative model repeats the
recognition and generation of images. It was shown that using noise-containing
images as initial values, deep generative models can eliminate noise by repeating
recognition and generation several times [24]. Moreover, compared to generating
an output image from latent space to smoothly morph one image into another,
repeating inferences several times improves the quality of the output image [3].
However, most of these studies only qualitatively evaluate output data. To fill
that gap in the literature, we quantified the dynamics of repeated inferences in la-
tent space to investigate why repeating inferences is effective for a wide range of
applications.
In this study, we focused on the dynamics of repeated inferences in a “vari-
ational auto-encoder” (VAE) [13, 24], which is a typical type of deep genera-
tive model. First, noise-containing images are presented as initial inputs to the
VAE, which denoises the images and generates clean outputs by using repeated
inferences. Various factors, such as noise in real environments, cause the data
to deviate from the original distribution. According to the manifold hypothesis,
most data (e.g., natural images) widely used in typical applications are “likely
to concentrate in the vicinity of non-linear sub-manifolds of much lower dimen-
sionality” rather than the high dimensional space the data actually presented [25].
Therefore, it is suggested that the inference begins outside the sub-manifolds of
the training data when noise was added to the initial inputs. However, little works
have paid attention to how the activity patterns of neurons are drawn into the origi-
nal sub-manifolds from the initial point in latent space. To understand the patterns
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of repeated inferences, we used a dataset with clear cluster structures which could
be intuitively grasped by our eyes (e.g., numeric characters).
To examine how a VAE expresses the cluster structures in latent space, we
utilized a mathematical notion known as the concept. First introduced in the study
of associative memory models [1], the concept was referred as the centroid of
multiple correlated data points (memories), and it was analytically demonstrated
to spontaneously evolve to an equilibrium state [1]. This phenomenon is called
concept formation. Furthermore, the dynamics of neural activity patterns has also
been studied in terms of the associative memory model with multiple correlated
memories [18]. It was revealed that the dynamics of neural activity patterns first
approach the concept and then move toward each memory pattern [18].
In summary, there are four major findings in our study. First, consistent with
these reports, we demonstrated that the dynamics of repeated inferences is drawn
to a unique memory via a corresponding concept, which is the center of each
cluster in the latent space. Second, by averaging all clusters in the latent space,
we defined the abstract concept; now by definition, memories, concepts, and the
abstract concept are hierarchically related in ascending order. We found that the
inference dynamics approaches the abstract concept, to the extent that the un-
certainty of input data increases due to noise. The result suggested that the model
selects appropriate inference strategies in accordance with the fraction of the noise
added to the input data. Third, we identified the approximate necessary number
of latent variables to map all memories in the latent space. As the number of la-
tent variable increases, the internal representations of the clusters tend to become
orthogonal and it makes the dynamics of repeated inferences approaches each cor-
responding concept. Finally, we checked the generalization error of the VAE. The
result demonstrated that the generalization performance of the model has been
improved, to the extent the concept is observed to attract the dynamics of repeated
inferences.
2. Method
A variational auto-encoder (VAE) is a generative model consisting of two neu-
ral networks, namely, an encoder and a decoder [13, 24]. An encoder sends a
mapping from data such as natural images to a latent variable space, and the de-
coder gives an inverse mapping. The objective function of the VAE is obtained by
finding the variational lower bound of log-likelihood
∑
i log p(x(i)) for N training
data X =
{
x(i)
}N
i=1
. In the following, parameter θ that maximizes log-likelihood
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log pθ(x(i)) at each data point is considered. Using latent variable z and its condi-
tional probability distribution qφ(z | x(i)) and taking the variational lower bound
of the log-likelihood gives the following objective function:
log pθ(x(i)) ≥ −DKL
(
qφ(z | x(i))
∥∥∥p(z)) + Eqφ(z|x)[log pθ(x(i) | z)] (1)
= L(θ,φ; x(i)). (2)
In the above equation, p(z) is the prior distribution of latent variable z, and DKL(q‖p)
is the Kullback-Leibler divergence [14] of probability distributions q and p. The
first term of the objective function corresponds to the regularization, and the sec-
ond term corresponds to the reconstruction error. The VAE models conditional
distributions pθ(x(i) | z) and qφ(z | x(i)) by using respective neural networks. To
optimize parameters θ and φ by backpropagation, samples are generated by a
method called reparameterization trick with encoder qφ(z | x(i)). The latent vari-
able is modeled as
z = gφ(, x) (3)
= µ + σ  , (4)
to decompose z into random variable  and deterministic variables µ and σ. Giv-
ing  as a sample from the standard Gaussian distribution eliminates the need for a
complicated integral during training. If the above conditions are assumed, and the
expected reconstruction error Eqφ(z|x)
[
log pθ(x(i) | z)
]
is approximated by sample
average, eq. (2) can be rewritten as
L(θ,φ; x(i)) ' 1
2
J∑
j=1
(
1 + log
(
(σ(i)j )
2
)
− (µ(i)j )2 − (σ(i)j )2
)
+
1
L
L∑
l=1
log pθ(x(i) | z(i,l)).
(5)
The outputs of the encoder are µ and σ. Parameter φ for determining them and
parameter θ of the decoder were trained by the gradient ascent method to maxi-
mize eq. (5). The output of the decoder was set as the probability of the Bernoulli
distribution, and the expectation of the conditional probability, namely, the second
term of the objective function, was approximated by average of L samples.
A separate three-layer fully-connected neural network was used for encoder
qφ(z | x(i)) and decoder pθ(x(i) | z) mentioned above. The number of units in the
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middle layer was set to 1,024, the number of samples for calculating the recon-
struction error was set to L = 2, and the activation function was set as tanh. Adam
[12] was used as a parameter optimization algorithm, and the learning rate was
reduced in descending order: 0.0005, 0.0001, and 0.00005. The number of units
of latent variable Nz was set to 100 unless otherwise noted. The Modified Na-
tional Institute of Standards and Technology (MNIST) database (which consists
of 28×28-pixels ‘0’-‘9’ handwritten images with 60,000 training data and 10,000
test data) was used as the dataset for training. These data are considered to have
cluster structures consisting of 10 types of labels, namely, ‘0’-‘9’.
In this study, noisy MNIST data were inferred by using the trained network
according to the following procedure, and the time evolution of latent variable
z(t) was obtained. First, noise was added to an image of the training dataset.
Pixels with probability p were selected from 784 pixels, the image intensities of
the selected pixels were swapped, and that image was set as x0. Next, the data
variable in step t = 0 was taken as x(0) = x0. Finally, generation and recognition
were repeated T times according to the following two equations,
x(t + 1) = Epθ(x|z(t))[x], (6)
z(t) = Eqφ(z|x(t))[z], (7)
to obtain the time evolution of data variable x(t) and latent variable z(t). The
dynamics of x(t) and z(t) were numerically analyzed as shown below.
The deep learning framework Keras [6] version 2.0.2 on Theano [30] backend
version 0.9.0, running on CUDA 8.0 with CuDNN v5.1 on NVIDIA Tesla K80,
was used for all numerical simulations.
3. Results
3.1. Dynamics of inference trajectory: approach to a concept
In our first analysis, we demonstrate that the transient dynamics of inference in
latent space of the VAE is first attracted to the concept, which is the center of the
memorized patterns, and then moves to each memory. The representation in the
latent space of the VAE captures the cluster structures hidden behind the MINIST
data, and the VAE displays corresponding clusters in its latent space (fig. A.1).
The details of the expression in the latent space of the VAE are given in Appendix
A. Since the cluster structure exists in the data and the latent variable of the VAE
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reflects it, the time evolution of inference also seems to reflect the cluster structure.
The center of the cluster of each numerical label, namely,
ξ¯num =
1
Nnum
Nnum∑
i
ξ(i)num, (8)
was therefore defined as a concept, where ξ(i)num means the activity pattern of the
latent variable for i-th training data having label num
ξ(i)num = Eqφ(z|x(i)num)[z]. (9)
The definition of the concept is based on two studies on an associative memory
model [1, 18]. The relationship between the time development of inference and
the concept of each label (‘0’-‘9’) represented in the MNIST data is numerically
analyzed in the following sections.
Figure 1: Consecutive samples in data space (from left to right, one row after the other). The
image of ‘6’ with p = 0.2 noise applied was used as an initial value. The image generated by
concept Epθ(x|ξ¯6)[x] is shown on the right.
Here, it is numerically demonstrated that the transient dynamics of the activity
pattern are first attracted to the concept, which is the center of the memorized
patterns, and then moves to each memory. Figure 1 expresses the consecutive
samples in data space. The time development of the activity pattern in data space
x(t) is aligned from left to right, one row after the other. The upper left image
corresponds to the initial value, x0. The image of ‘6’ with p = 0.2 noise applied
was used as an initial value. The image generated by the concept, Epθ(x|ξ¯6)[x], is
shown on the right. From the figure, the VAE removes the noise contained in the
image in the first few steps, and then it gradually shifts to the specific image of ‘6’.
It is qualitatively suggested that the result of the VAE inference approaches the
concept of ‘6’ once. The gradual changes of output images in the data space were
quantitatively evaluated in the latent space. The time evolution of the Euclidean
distance, namely,
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Figure 2: Time development of the distance from concepts ξ¯num for all labels of the MNIST data.
Shades represent ±1 standard error of the mean (300 trials). All figures were generated with noise
fraction p = 0.2.
∥∥∥z(t) − ξ¯num∥∥∥2, (10)
between neural activity patterns and concepts for every label of MNIST data
(fig. 2) in the latent space was evaluated. The distance between the concept and
300 different initial images was calculated. Each figure corresponds to each label,
which is used as the initial input for the VAE. The x-axis expresses the time step t
of repeated inference, and the y-axis expresses the Euclidean distance (eq. (10)).
It was clarified that the trajectory of the VAE’s inference first rapidly approaches
the concept, and then moves away from it. This result is qualitatively consistent
with all other labels of MINIST data.
The VAE makes the latent space in which the activity patterns are orthogo-
nal in relation to another cluster and correlated with the same cluster in a low-
dimensional space. The relationships between concepts of each label are shown
in fig. 3. The activity patterns in the latent variable space of each numerical con-
cept are shown in fig. 3a. The heat map expresses the activity pattern of each
neuron, which corresponds to the latent variable, where the x-axis represents the
neuron’s index, and the y-axis represents the label. Only a few neurons out of 100
contribute to information representation, and many neurons are pruned and not
active. According to our observation, 14 out of 100 neurons were active. The di-
mensions of the latent space were examined by using the cumulative contribution
ratio determined by the principal component analysis. The cumulative contribu-
tion ratio of each principal component when the training images are given to the
VAE is shown in fig. 3b. The variance of the latent space was explained entirely
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Figure 3: (a) Activity pattern in the latent variable space of each concept. The x-axis represents
the neuron index of the latent variable, the y-axis represents the label, and the heat map shows
the activity pattern of each neuron. (b) Cumulative contribution ratio of principal components. (c)
Cosine similarity between activity patterns of each label.
by 14 dimensions, and 70% of that was explained by nine dimensions. To exam-
ine the relationships between concepts, the cosine similarity between the activity
patterns of each concept i and j (fig. 3c) was obtained as
Ci j =
ξ¯i · ξ¯ j∥∥∥ξ¯i∥∥∥2∥∥∥ξ¯ j∥∥∥2 . (11)
By definition, the cosine similarity between concepts of the same label (shown in
diagonal terms in the figure) is 1. On the other hand, the cosine similarity between
concepts of different labels in non-diagonal terms is minimal, namely, near zero.
The figure shows that the concepts of each label are orthogonal in the latent space.
It is suggested that the activity patterns corresponding to different training data of
the same label are correlated and those of the different label are orthogonal to each
other in the latent space of the VAE.
3.2. Relationship between data hierarchy and inference
Previously, we arbitrarily determined the amount of noise added to the initial
input images. In our second analysis, to examine the effect of noise on the dynam-
ics of repeated interferences, we modulated the amount of noise. Since noise in
input images causes the data to deviate from the original distribution, we created
another class, the abstract concept, which averaged all the labels’ concepts, in
addition to concept and memory. By respectively measuring the distance between
the trajectory of each neural activity pattern and its corresponding classes in the
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latent space, which one of these classes attracts respective neural activity patterns
the most is identified.
The abstract concept is defined as
ξ¯all =
1
10
9∑
num=0
ξ¯num. (12)
The three classes (memories, concepts, and the abstract concept) are in a hierar-
chical relationship (from detailed to coarse information) in the order ξ(i)num, ξ¯num,
and ξ¯all. We calculated the minimum distances between respective neural activity
patterns z(t) and corresponding classes,
min
t
‖z(t) − ξ‖2. (13)
Figure 4 shows those minimum distances according to the noise fraction. In the
figure, the x-axis represents noise fraction p, which is the probability that the
image intensities of the pixels are swapped. For every noise fraction, the minimum
distances between firing pattern z(t) and hierarchical concepts were calculated by
changing the initial image 500 times. The dots in the figure express the mean of
the minimum distance, and the bars are ±1 standard error of the mean (500 trials).
Parameter regions are divided into three stages, I, II, and III, which correspond to
the minimum distance between firing pattern z(t) and hierarchical concepts, ξ(i)6 ,
I II III
ξ
m
in
t
‖z
(t )
−
ξ
‖ 2
ξ¯6
ξ¯all
(i)
6
pNoise fraction
Figure 4: Minimum distances from concepts according to noise fraction p.
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ξ¯6, and ξ¯all, respectively. In stage I, the firing activity is closest to original pattern
ξ(i)6 with a small amount of noise. Interestingly, the closest concept was ξ¯6 with
moderate noise in stage II. And the activity came close to concept ξ¯all in stage III.
In stages I and II, the memory was successfully retrieved because the inference
path is close to the cluster to which the input data belongs; however, in stage
III, the model could not determine the original cluster, so the recall failed. We
discovered that when a noisy environment makes recognizing objects difficult, the
neural activity pattern wanders around the center of all memories. Accordingly,
the model achieves the inference dynamics depending on the input uncertainty.
ξ¯all
ξ¯6
ξ (i)6
Numeric space
Non-num
eric space
Concept
Figure 5: Schematic diagram of firing patterns in latent state space
As shown in section 3.1 and above, the VAE extracts the cluster structures in-
herent in MNIST data and infers images through the center of each cluster. The
dynamics of this inference is shown as a schematic diagram in fig. 5. It is con-
sidered that adding noise to an image corresponds to moving the initial value in
a direction orthogonal to the original data space. Results from our first analysis
suggest that when the inference starts from the position orthogonal to the space
expressing the MNIST data, the activity patterns first approach the corresponding
concepts at high speed and then transitions to the corresponding memories. Ap-
proaching a concept in repeated inferences indicates that the concept formation
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occurs in the latent space of the VAE. In neuroscience, the activities in the visual
cortex of a macaque monkey [29, 5] and the human brain measured by MEG [17]
have been reported to process global information before detailed information. The
previous studies on associative memory models explain these behaviors by spon-
taneous stabilization of the concept and its effect on memory retrieval [1, 18].
The VAE also recalled the concept before each memory pattern in the inference
phase. Our results in the VAE are consistent with these findings in studies on the
associative memory models, and the cerebral cortex.
3.3. Effect of Model Architecture on Internal Representations
In our third analysis, the mechanism by which the trajectory of VAE’s infer-
ence approaches the concept is clarified as follows. First, the following question
must be answered: How does the tree-like memory structure mentioned above af-
fect the time evolution of inference? In other words, how such a memory structure
is changed by controlling a hyperparameter of the VAE was verified, and the tra-
jectory of inference in the five circumstances was examined respectively (fig. 6).
The time evolution of distance from the concept of ‘6’ with different model hy-
perparameters are compared in figs. 6a to 6e. The number of neurons in latent
variable Nz was controlled in the order 2, 5, 10, 20, and 100. Under the condition
(a) Nz = 2
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Figure 6: (a-e): Time development of distance with the concept of ‘6’. The number of elements
of the latent variable is written as Nz. (f-j): Cosine similarity between memory patterns of each
concept in the corresponding model of (a-e).
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Nz = 10, 20, 100, the trajectory approached the concept of ‘6’ once, whereas un-
der condition of Nz = 2, 5, it did not approach the concept. Also, between Nz = 5
and Nz = 10, the trajectory gradually approached its corresponding concept from
Nz = 6 (the figure is omitted). The cosine similarity (eq. (11)) between the con-
cepts of each label in the above parameters is shown in figs. 6f to 6j. For Nz = 100,
the similarity of the off-diagonal term is approximately zero. On the other hand,
as the number of the latent variables decreases, the orthogonality of each concept
decays.
These results in our third analysis suggest that orthogonality between concepts
is necessary for the trajectory of inference to be drawn into the concept. Since the
number of latent variables decreases, it is necessary to express data in fewer di-
mensions, and the orthogonality between concepts is lost. The reduction in the
number of latent variables is considered to cause instability of the memory pat-
terns corresponding to each training data, and stabilize only the concepts. As a
result, the trajectory of inference goes straight to a stable point. We also numer-
ically assessed whether other labels confused the repeated inferences in the VAE
(e.g., although an inference starts from the label ‘1’, it is incorrectly attracted to
the concept associated with the label ‘7’). The result of this assessment is shown
in Appendix B.
3.4. Engineering significance of concept in the latent representation
In our fourth analysis, the engineering significance of the attraction to the
concept is explained as follows. Figure 7 is the generalization performance of the
model according to Nz. The performance of the model was evaluated using the
variational lower bound (eq. (2)) of the log-likelihood for the test MNIST data.
In each Nz, parameters that minimize the generalization error at epoch 100 with
a total of nine conditions were selected from learning rates of 0.01, 0.001, and
0.0001 and mini-batch size of 50, 100, and 200. The generalization error was the
minimum value in the vicinity of Nz = 14, and it did not change significantly after
that. Fourteen of 100 latent variable neurons express training data under condition
Nz = 100 (fig. 3a), and the number of neurons that minimize the generalization
error was consistent with this result. These results suggest that about 14 latent
neurons are required to express MNIST data in the network structure used in this
study. Moreover, in the vicinity of Nz = 14, the cluster structure appears in the
representation of the latent variable space, and the trajectory of an inference is
drawn into the concept. These results suggest that it is possible to judge the gen-
eralization performance of the model without computing generalization error or
12
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Figure 7: Generalization error for the number of elements of latent variables Nz. The y-axis
represents the variational lower bound of the log-likelihood for test data.
orthogonality of the internal representations by simply observing the dynamics of
repeated inference.
4. Conclusion & Future Work
It was found that a VAE extracts the cluster structures inherent in MNIST and
infers images via the center of each cluster. Our results in first analysis suggest
that when the inference starts from a point far away from the original data distri-
bution, the repeated inferences first approach the concept at high speed and then
slowly move toward each memory pattern.
The learning and inference of multiple memory patterns has been widely stud-
ied by using associative memory models [9, 2, 22]. In an associative memory
model with embedded multiple correlated patterns, the centroid of those corre-
lated patterns spontaneously evolves to a fixed point [1], and the time evolution
of activity patterns approaches the concept [18]. The results of our first and sec-
ond analyses are qualitatively consistent with these findings, suggesting that the
mechanism underlying dynamics of repeated inferences in the VAE is related to
the traditional associative memory model.
Originally, Matsumoto et al. proposed a model to explain the dynamics of the
neural activities in macaque monkey’s visual cortex studied by Sugase et al. [29].
Although the VAE investigated in this study, the model proposed by Matsumoto
et al., and the experiment conducted by Sugase et al. have different architec-
tures by nature, our results infer that they share the universal working principle
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at the abstract level. The behavior of the repeated inferences in the VAE was
qualitatively consistent with the time evolution of firing patterns observed in neu-
roscience literature [29, 17, 5]. In our current study, we used a VAE to study a
simple hierarchical deep generative model. Taking account that the VAE exhibits
patterns similar to biological activities, our future work will further examine the
dynamics of repeated inferences introducing biologically plausible mechanisms
such as short-term plasticity [11, 19], common noise [10], and spontaneous firing
based on log-normal weight [20]. This future investigation will be useful both for
neuroscience and engineering applications.
Previously, several studies demonstrated that repeated inferences successfully
denoise [24] and improve the quality of inferred images [3]. Our study suggests
that the dynamics of repeated inferences approaching the center of the cluster in-
herent in the data leads to denoising and improving the quality of output images,
which were quantitatively observed in data space. It is critical to take a sufficient
number of the latent variables to precisely represent the concept inherent in the
data; if the number of the latent variables is not sufficient, the cluster structures
will not be realized in the latent space, so the concept will be hardly identified.
Our results suggest that stage II in fig. 4 appears only when the number of la-
tent variables is sufficiently large, and the number of latent variables qualitatively
changes the dynamics of repeated inferences.
In this study, we introduced hierarchical concepts ξ(i)num, ξ¯num, and ξ¯all, which
reflect a hierarchical structure of the MNIST dataset. Previous works have dis-
cussed the relationship between the hierarchy of data and deep neural networks.
For example, deep neural networks are claimed to express abstract information in
deeper layers [15, 4]. In particular, Bengio et al. stated that deep layers speed up
the mixing of Markov chains by using their ability to manifest abstract informa-
tion. On the other hand, Saxe et al. analytically showed that deep neural networks
learn the data in order from large to small modes, and the internal representations
branch accordingly [27]. These hypotheses and previous studies pointed out that
the representations and the learning dynamics of deep neural networks reflect the
data’s hierarchy. Our study suggests that the inference process of the deep gener-
ative model is also related to the hierarchy of the data.
Recently, researchers are actively working on models that can capture features
inherent in data as forms of internal representations [8, 31, 21]. The VAE used in
this study embeds the data points in a simple isomorphic Gaussian distribution. As
a next step to expand on these works, using other deep generative models, we aim
to further investigate what factors influence the behavior of repeated inferences
approaching the concept. Likewise, we will analyze the dynamics of the repeated
14
inferences in another model, in which we used training datasets with more and
various hierarchies.
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Appendix A. PCA embedding of the latent representations
Here, we show that the VAE can extract the cluster structure hidden behind
data. Activity patterns of the latent variable using principal component analysis
(PCA) are shown in fig. A.1. The results of principal component analysis using
all of the data are shown in fig. A.1a, and the result of using only three labels
is shown in fig. A.1b. The color of each point represents the label of the data.
MNIST is considered to have a cluster structure consisting of 10 types of labels,
i.e., ‘0’-‘9’. The figures show that latent variables of VAE can extract this cluster
structure.
(a) (b)
Figure A.1: (a) Two-dimensional PCA embedding of the representations in the latent variable
space. The color of each point represents the label of the data. (b) PCA embedding with only data
corresponding to three labels.
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Appendix B. Verifying the effect of moving to other numbers
The possibility that other labels confused the repeated inferences in the VAE
was numerically tested. It was showed that the trajectory of inference approaches
the concept by the orthogonality of the representation in the latent space. On the
other hand, it is also conceivable that the escape from the concept is caused by the
attraction of another cluster. To eliminate this possibility, a discriminative neural
network was constructed separately from the VAE, and the final state of inference
of the VAE was classified.
In the following analysis, a model having a structure of Input-Convolution-
Convolution-Pooling-Dropout1-FullyConnected-Dropout2-SoftMax was constructed
as the discriminative neural network. Kernel size of the convolution was set to
three, the size of the pooling was to two, and the probability of dropout was set to
0.25, 0.5 in order from the input side. ReLU was used as the activation function.
This model recorded a discrimination ability of 99.25% against test data included
in the MNIST dataset.
The result of classifying the final state of inference using the above-mentioned
discriminative neural network is shown in fig. B.2a. The x-axis represents a trial
of each inference with various initial images, and the y-axis represents the number
label. The heat map indicates the classification probability for each number label.
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Figure B.2: (a) The result of classification of the final state T = 80 of the inference for the image of
‘6’. (b) The time evolution of the distance from the concept of ‘6’. The condition excluding trials
that the activity pattern switched to different numbers is expressed in red, and condition containing
all trials is expressed in gray.
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An image of ‘6’ was used as the initial value of the inference. The discriminator
classified the final state of 193 trials out of 300 trials as ‘6’.
We consider the effect of other labels as the cause of the neural activity patterns
approaching mismatched concepts. Taking an example of the label ‘6’, we first
measured the distances between each neural activity pattern and the concept of ‘6’
in two conditions. We included only neural activity patterns reminded inside the
cluster of ‘6’ in one condition, and all neural activity patterns in the latent space
in the other. Then, we averaged these distances in each condition and compared
their means. The average trajectories are compared in fig. B.2b. Red shows the
average of only the trial with the final state identified as ‘6’, and gray shows the
average of all trials.
As shown in the figure above, the neural activity patterns in both conditions
approached to the concept before moving to the corresponding memories. This
result suggests that the presence of other labels doesn’t cause the neural activity
patterns to move away from the concept.
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