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Abstract
The realm of applicability of ab-initio molecular dynamics simulations has continuously grown
since the seminal work of Roberto Car and Michele Parrinello. Nowadays simulations on sys-
tem sizes of several hundred of atoms and timescales on the order of nanoseconds are affordable.
We present strategies that have been used to efficiently map the Car–Parrinello algorithm in the
CPMD code to two emerging high-performance computing hardware platforms, namely, clustered
shared-memory parallel servers and ultra-dense massively parallel computers, such as e.g. the IBM
BlueGene/L. We show performance results and give a perspective for the future application of
CPMD.
Keywords: Car–Parrinello Molecular Dynamics, Parallel Computing
∗Electronic address: hutter@pci.unizh.ch
†Electronic address: cur@zurich.ibm.com
1
I. INTRODUCTION
Car–Parrinello (CP) molecular dynamics [1] is an efficient scheme for classical molec-
ular dynamics (MD) where the interaction potential is defined by a variational principle.
The originally proposed combination with the Kohn–Sham (KS) density functional method
proved to be most successful, but the CP method has also been applied to other energy
functions. [2–4] Within the KS method, the plane wave/pseudopotential framework, also
applied in the original paper by Car and Parrinello, still is the most popular. However,
recently progress with localized basis set methods has led researchers to reconsider the CP
scheme. [5–7]
The properties of the plane-wave basis makes it optimally suited for application with
the CP scheme. Especially the orthogonality of the basis reduces the complexity of the CP
equations [1, 8]. The independence of atomic positions further decouple the equations and
allows for an easy calculation of ionic forces using the Hellmann-Feynman theorem. This last
point is of special importance for the efficiency as in the CP method ionic forces have to be
calculated more frequently than in a Born-Oppenheimer MD approach. The efficiency of the
CP-MD scheme (from now on we refer with this term to the combination of the KS method
using plane waves with the CP method) was decisive for the application of density functional
theory to new systems such as liquids or solutions. This effect was enhanced by the affinity of
the plane-wave framework with the capabilities of modern computer hardware. Especially
the optimal performance of CP-MD codes on parallel computers allowed the community
to constantly push the limits in terms of system size and simulation time. Together with
many algorithmic improvements, it is these computer code implementations of the CP-MD
method that today allow routine applications to systems of few hundred atoms for tens of
pico-seconds.
There are fields of application where other first principles methods are more popular,
e.g. for chemical reactions on transition-metal surfaces or the bulk properties of metals.
It is also foreseeable that in the future new methods based on linear scaling algorithms or
mixed quantum mechanics/molecular mechanics (QM/MM) schemes will displace CP-MD
as the method of choice for systems with several thousands of atoms. However, CP-MD is
the predominant approach for liquids and solutions and has a large impact in the multiscale
modeling of materials and bio-systems.
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Using the cpmd code as an example, we want to show in this article that the CP-MD
method provides an optimal solution for first principles simulations of such systems on future
generations of supercomputers.
II. THE CPMD PROGRAM
The cpmd code is based on the original computer code written by Car and Parrinello [1].
It has been developed in the group of Michele Parrinello, first at the IBM Research Zurich
laboratory and later also at the Max-Planck-Institute fu¨r Festko¨rperforschung in Stuttgart
in collaboration with many groups world wide. It is a production code with many unique
features written in Fortran 77, and has grown from its original size of approximately 10,000
lines to currently close to 200,000 lines of code. Since January 2002 the program is freely
available for non commercial use [9]. Several thousand registered users in more than 50 coun-
tries have compiled and run the code on platforms as diverse as notebooks and computers
at the top of the TOP500 list (www.top500.org).
The basics of the implementation of the Kohn–Sham method using a plane wave basis set
and pseudopotentials have been given in several review articles [10–13], and the cpmd code
follows them closely. All standard gradient-corrected density functionals are supported, and
preliminary support for functionals that depend on the kinetic energy density is available.
Pseudopotentials used in cpmd are either of the norm-conserving or the ultra-soft type [14].
Norm-conserving pseudopotentials have been the default method in cpmd, and many of the
features described in the next paragraphs are currently not available for the more compli-
cated ultra-soft scheme. The main focus in cpmd has always been ab initio MD and the
calculation of properties based on MD. The emphasis on MD simulations of complex struc-
tures and liquids led to the optimization of the code for large supercells and a single k-point
(the k = 0 point) approximation. Many features have therefore only be implemented for
this special case. cpmd has a rich set of features, many of them unique. For a complete
overview the reader is referred to the manual [9].
The basic electronic structure method implemented uses fixed occupation numbers, either
within a spin-restricted or an unrestricted scheme. For systems with variable occupation
number (small gap systems and metals) the free energy functional [15] can be used together
with iterative diagonalization methods. Periodic boundary conditions are naturally imple-
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mented together with a plane wave basis. However, for special types of systems such as
surfaces or charged molecules, reduced periodicity in one, two or three dimensions might
be of advantage over a supercell approach. cpmd allows the decoupling of periodic images
in the solution of Poisson’s equation by employing adapted Green’s functions [10]. Using
the velocity Verlet integrator, MD simulations can be in the NVE, NVT, or NPT ensem-
ble. Temperature control is done through Nose´–Hoover thermostats [8] and can be applied
to both ions and electrons in a CP simulation. With the help of a variety of geometrical
constraints or restraints (e.g. bond, angle, torsion), thermodynamic integration or umbrella
sampling can be used to calculate free-energy differences [16]. The recently developed meta-
dynamics (mtd) method [17] provides the means to explore free energy surfaces efficiently.
It is especially useful in situations where energy barriers are too high to be overcome within
the time-frame of a normal ab initio MD simulation. Because of its flexibility to work with a
set of general collective variables, it also overcomes the restrictions of a predefined reaction
path needed in thermodynamic integration.
Using the Berry phase formula [18], the dipole moment of the supercell can be calculated
and used to simulate the infrared absorption spectra [19]. Maximally localized Wannier
functions [20, 21] can be calculated along MD trajectories [22]. The linear response mod-
ule [23] within cpmd allows the calculation of phonons (this is also possible through finite
differences), NMR chemical shifts, dipole polarizabilities, Fukui functions, and several other
properties. A special application of the response code is the use of a linear response basis
in the k · p approximation [24], which enables an efficient calculation of the band structure
of systems with weak dispersion. Also within linear response is the implementation of time-
dependent density functional theory. This module calculates optical excitation energies as
well as properties and forces for excited states [25].
The inclusion of quantum effects of the nuclei is possible using the Feynman path integral
method [26]. With the help of additional programs, cpmd can be used to perform QM/MM
calculations [27, 28] and transition path-sampling [29].
III. PARALLELIZATION STRATEGIES
Parallelization strategies have to fulfill different requirements. Optimal data distribution
to avoid memory bottlenecks usually requires additional data communication. Serial exe-
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cution of certain tasks can lead to a reduction of communication but limits the maximal
speedup that can be achieved.
Various strategies were followed in parallel implementations of plane
wave/pseudopotential codes [10, 30–36]. Most of them used a static work distribu-
tion, the exception being a recent implementation based on the Charm++ communication
library [34]. Parallelization of the cpmd code is achieved on several levels. The central
parallelization is based on a distributed-memory coarse-grain algorithm utilizing the MPI
library, which is a compromise between load balancing, memory distribution and parallel
efficiency. The basic scheme achieves good performance on computers with up to about 200
CPUs, depending on system size and communication speed.
On top of the basic scheme, a fine-grained, shared-memory parallelization was imple-
mented. The two parallelization methods are independent and can be mixed. This makes it
possible to achieve good performance on distributed computers with shared memory nodes
and several thousands of CPUs, as well as to extend the size of the systems that can be
studied completely ab initio to several thousand atoms.
Another parallelization strategy is targeted at the loop over electronic states needed for
the calculation of the charge density and the application of the local potential. For small-
and medium- sized systems the three-dimensional Fourier transform (3dFFT) within these
loops dominates the computational costs. Parallelization of the 3dFFT is either limited
by load balancing if a coarse-grained approach is followed or by latency in the case of fine
grain parallelization. In cpmd the parallelization of the outer loop over electronic states
can be combined with the parallelization of the 3dFFT. This approach (called Taskgroups)
is especially suited for massively parallel computers with balanced architectures.
Some methods implemented in cpmd allow a further level of parallelization. Methods such
as path-integral molecular dynamics or linear response theory are embarrassingly parallel
on the level of the energy calculation. Typically, two to 32 copies of the energy and force
calculation can be run in parallel. For these methods, an efficient use of computers with
tens of thousands of CPUs can be envisaged.
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A. Distributed-memory parallelization
The coarse-grained, distributed-memory parallelization is driven by the distribution of
wave-function coefficients for all states to all CPUs. Real-space grids are also distributed,
whereas all matrices that do not include a plane wave index are replicated (especially overlap
matrices). All other arrays are only distributed if this does not cause additional communi-
cations. With this scheme, all loops over plane waves, especially the ones having an N 2M
scaling, where M is the number of plane waves and N the number of atoms, states or
pseudopotential projectors. This scheme explicitely requires a parallel 3dFFT. Further re-
quirements to optimize the Fourier transforms are used to find the optimal data distribution.
The 3dFFT can be seen as performing the following steps:
1. Scatter of data C(x, y, z)←− c(G).
2. Transformations along direction x.
3. Transformations along direction y.
4. Transformations along direction z.
For a general data distribution in both spaces, each of the above steps would include com-
munication between all processors. The data distribution in cpmd minimizes the number of
communication steps while maintaining optimum load balancing in both spaces. To achieve
this goal the following requirements have to be fulfilled. Each processor hosts the same
number of plane waves. All plane waves with common y and z components are located on
the same processor. The number of different (y, z) pairs of plane-wave components is the
same on each processor. A processor hosts full planes of real-space grid points. The number
of real-space planes is the same on each processor. This scheme requires only a single data
communication step after the first (or before the last) 1D transform. In addition, one can
make use of the sparsity of the wave-function representation still present after the first trans-
form and only communicate nonzero elements. The various load-balancing requirements are
interrelated, and an heuristic algorithm to achieve near-optimum results is used. The re-
striction to full-plane distributions in real space, however, introduces severe problems in the
case of a large number of processors. The number of planes available is typically about 50
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for small systems and 200 to 300 for large systems. This restricts the maximum number of
processors that can be used efficiently.
The efficiency of the basic scheme described above is further limited owing to the fol-
lowing problems: Global summation of overlap matrices and broadcast of matrices scale as
Npe log Npe and will become predominant for large numbers of processors (Npe). The cal-
culation of the rotation matrix in the SHAKE/RATTLE [8] algorithm is not parallel and limits
the maximum speedup that can be achieved. Replicated overlap matrices might become a
memory bottleneck for large systems on many processors with small memory. The maximum
number of grid points in a direction limits the maximum number of processors that can be
used efficiently for the 3dFFT. The time required for the all-to-all communications scales as
Npe ∗Latency, downgrading the performance scaling in the case of communication adapters
with relatively high latency.
B. Shared-memory parallelization
Shared-memory parallelization on the loop level is achieved by using OpenMP compiler
directives and multi-threaded libraries. Compiler directives have been used to ensure paral-
lelization of all longer loops (those that depend on the number of plane waves or the number
of grid points in real space), and to avoid parallelization on the shorter ones. This type of
parallelization is independent of the MPI parallelization and can be used alone or combined
with the distributed-memory approach. Tests on various shared-memory computers have
shown that efficient parallelization of up to 16 processors can be achieved. It is not surpris-
ing that loop-level parallelism is very effective in cpmd. The code has a vectorization degree
of more than 99% and routinely reaches more than 75% efficiency on vector processors. The
combined approach is especially interesting because the shared-memory parallelization is
also effective in the serial parts of the distributed-memory scheme, e.g. the rotation matrix
in the RATTLE/SHAKE algorithm and overlap matrixes. In addition, for a given total number
of processors Npe, the number of tasks involved in the distributed-memory parallelization
can easily be decreased by one order of magnitude, thus drastically reducing the impact of
the latency in the all-to-all communications, and obtaining good scaling behavior for up to
thousands of processors or enhancing the performance on loosely coupled clusters. [37]
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C. Taskgroups
In systems where the 3dFFT within the loops of electronic states dominate computational
costs, the efficiency of parallelization using the distributed-memory approach described be-
fore will be limited by the load balancing for large number of processors. To overcome this
limitation, a method based on processor groups has been implemented [10]. For the two
most important routines in which the real-space grid load-balancing problem appears, the
calculation of the charge density and the application of the local potential, a second level
of parallelism is introduced. The processors are arranged into a two-dimensional grid, and
groups are built according to the row and column indices. Each processor is a member of
its column group and its row group. In a first step a data exchange in the column group
assures that all data needed to perform Fourier transforms within the row groups are avail-
able. Then each row group performs the Fourier transforms independently, and in the end
another data exchange in the column groups rebuilds the original data distribution. This
scheme needs roughly double the amount of communication of the original scheme. Ad-
vantages are the improved load-balancing for the Fourier transforms and the larger data
packages in the matrix transposes, which also reduce the problems related to latency in
the all-to-all communication needed in the matrix transposition. Moreover, this approach
is particularly useful for massively parallel computers with torus connectivity, such as the
IBM BlueGene/L or the Cray XT3, if the processor groups are optimally aligned with the
hardware layout.
IV. BENCHMARKS
The parallelization strategies described in the preceding section have been tested on two
types of general-purpose supercomputers. The first is a clustered SMP server, which is an
ideal testbed for the dual-level parallelization scheme. This system consists of 40 IBM pSeries
690 32-way servers (based on the Power4 1.3 GHz processor), logically partitioned in 160
8-way SMP nodes, connected via dual-channel colony switches (Phase I system at HPCx
- Daresbury). This results in an aggregate compute power of 5.2 TFlop/s. The second
supercomputer is the novel IBM BlueGene/L solution, consisting of 1024 dual-processor
nodes based on the PowerPC 440 embedded processors with 700 MHz clock speed, packaged
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in a superdense way and connected via three diverse connection hardware, namely a 3D
torus, a global tree and a standard GB Ethernet. The aggregate power of such a BG/L
rack is 5.6 TFlop/s. The taskgroup scheme is ideal suited to achieve efficient scaling on this
machine.
The first system investigated is solid SiC with a supercell containing 1000 atoms (2000
Kohn-Sham states) using a cutoff of 60 Ry, norm-conserving pseudopotentials and Becke-
LYP functional [38]; this system has been chosen to emphasize the benefit of the above
described dual-level parallelization scheme. In table I timings in seconds for a single MD
step on the clustered SMP server are shown. The results show clearly that the dual level
TABLE I: 1000 atoms SiC on clustered p60 frames
Number of MPI SMP Time/step
processors tasks threads (s)
512 64 8 99.4
1024 256 4 71.9
1024 128 8 56.3
1232 154 8 52.1
parallelization scheme allows an efficient adaption of the CP-MD algorithm to clustered
SMP servers.This is demonstrated by the high, about 90%, parallel efficiency when scaling
from 512 to 1024 processors and by the degradation in performance when going from a 128x8
mixing scheme to a 256x4 one. The time per step of about 50 s (estimated to reduce to about
25 s per step on Phase II of the HPCx system) is comparable with standard applications of
CPMD to large systems and allows a molecular dynamics simulation to be run at a rate of
approximately 2.5 ps/week.
The second system investigated is water at 1 g/ml density simulated using a 32-molecule
supercell with a plane-wave cutoff of 100 Ry, norm-conserving pseudopotentials and the PBE
functional [39]. This test system has been heavily used as prototype model for liquid water
in the past. Moreover, because of its comparably small size of 96 atoms, 128 KS states and a
real-space mesh of dimension 1283, its scaling is limited to 128 processors. Scaling problems
are due to the strong load imbalance and the fact that communication time is dominated
by latency owing to the small communication package sizes. Results for a single MD step
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obtained for this system on BG/L are shown in table II. From the timings it can be seen
TABLE II: 32 water molecules at 1g/l density on BlueGene/L
Number of Time/step
processors (s)
16 6.6
32 3.35
64 1.85
128 0.97
256 0.64
512 0.45
that the taskgroup parallelization scheme combined with the optimal mapping to the BG/L
communication system allows an efficient scaling to up to 512 processors even for this rather
small system. The same system with a smaller cutoff of 70 Ry requires 0.35 s per MD step
on 512 processors, allowing a throughput of 175 ps/week.
As final test case, we report results obtained on a complex liquid/vapor interface of
methanol. The system consists of 720 atoms and a 70 Ry plane-wave cutoff was used
together with the PBE functional. The computational box was an orthorhombic cell with
a real-space mesh of dimensions 768x160x160. The results are reported in table III. The
TABLE III: Methanol liquid/vapor interface on BlueGene/L
Number of Number of Time/step
Processors Taskgroups (s)
128 1 75.2
256 1 36.0
512 1 29.53
512 2 17.98
1024 1 14.9
1024 2 14.1
1024 4 10.6
limited amount of memory per node available on BG/L requires that a system of this size
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has to be distributed over at least 128 processors. Also for this system, as was the case for
the water example, compute time is dominated by the 3dFFTs over the KS states. The
taskgroup implementation of CPMD allows this system to be scaled up to more than 1000
processors. The achieved time per CP step of less than 11 s, allows about 6 ps/week of
molecular dynamics.
V. SUMMARY
The work of Car and Parrinello [1] started the field of ab initio molecular dynamics.
Since then the CP scheme has been applied to many different simulation methods, but the
originally proposed combination with Kohn–Sham-based density functional theory in the
pseudopotential/plane wave framework has proven to be the most successful one. Started in
the realm of semi-conductor solid-state physics, its combination of accuracy and flexibility
allowed the method to have a large impact in many different fields, most noticeably in
liquids and solutions, catalysis and enzymatic reactions. Another non negligible reason for
its success is, that the CP-MD method could be adapted optimally to the emerging parallel-
computer platforms in the nineties. Combining the increase in computer power (about a
factor of 300 in the past 10 years) with algorithmic improvements allowed pushing the limits
of simulations to larger systems and longer time scales.
In this paper we have shown parallelization strategies that allow the enhancement of the
scalability of the standard Car-Parrinello algorithm on two emerging family of supercom-
puters, namely, clustered SMP servers and ultra-dense supercomputers. Results on diverse
physical systems having sizes ranging from 100 to 1000 atoms exhibit good scalability to
thousands of processors and molecular dynamics throughputs ranging from 2 to approxi-
mately 200 ps/week.
These results make us confident that the CP-MD method will continue to play an impor-
tant role in ab initio molecular-dynamics simulations. Most noticeably for systems ranging
up to 1000 atoms and in connection with multi-scale modeling, both for length and time
scales, CP-MD will remain a leading method. It will have a continuing impact among others
in materials science, simulation of liquids and biological systems.
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