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Abstract
We study a McKean–Vlasov optimal control problem with common noise, in order to establish the corresponding
limit theory, as well as the equivalence between different formulations, including the strong, weak and relaxed formula-
tion. In contrast to the strong formulation, where the problem is formulated on a fixed probability space equipped with
two Brownian filtrations, the weak formulation is obtained by considering a more general probability space with two
filtrations satisfying an (H)–hypothesis type condition from the theory of enlargement of filtrations. When the common
noise is uncontrolled, our relaxed formulation is obtained by considering a suitable controlled martingale problem. As
for classical optimal control problems, we prove that the set of all relaxed controls is the closure of the set of all strong
controls, when considered as probability measures on the canonical space. Consequently, we obtain the equivalence of
the different formulations of the control problem, under additional mild regularity conditions on the reward functions.
This is also a crucial technical step to prove the limit theory of the McKean–Vlasov control problem, that is to say
proving that it consists in the limit of a large population control problem with common noise.
1 Introduction
We aim to study a McKean–Vlasov optimal control problem with common noise in the following form. Let T > 0 be the
time horizon, α be a control process. The (non–Markovian) controlled process Xα follows a McKean–Vlasov dynamic
‘dXαt = b
(
t,Xαt∧·,L
(
Xαt∧·, αt
∣∣B), αt)dt+ σ(t,Xαt∧·,L(Xαt∧·, αt∣∣B), αt)dWt + σ0(t,Xαt∧·,L(Xαt∧·, αt∣∣B), αt)dBt, ‘ (1.1)
where W and B are two independent Brownian motions in some given probability space, and L(Xαt∧·, αt∣∣B) denotes the
conditional distribution of the pair (Xαt∧·, αt) given the common noise B. We consider the optimisation problem, written
informally for now as
‘ sup
α
E
[ ∫ T
0
L
(
t,Xαt∧·,L
(
Xαt∧·, αt
∣∣B), αt)dt+ g(XαT∧·,L(XαT∧·∣∣B))].‘ (1.2)
The analysis of McKean–Vlasov optimal control problems has, in the recent years, drawn the attention of the applied
mathematics community. One of the main reasons is their close proximity mean–field games (MFGs for short), introduced
in the pioneering work of Lasry and Lions [54; 55; 56] and Huang, Caines, and Malhamé [38; 39; 40; 41; 42], as way to
describe Nash equilibria for a large population of symmetric players, interacting through their empirical distribution. We
refer the interested readers to Carmona, Delarue, and Lachapelle [19] for a more thorough discussion about the similarities
and differences between these two theories.
Being an extension of the classical optimal control problem, McKean–Vlasov optimal control has been studied from
different angles. The first one is the Pontryagin maximum principle, which aims at providing a necessary conditions
characterising the optimal control, and uses techniques borrowed from calculus of variations. This approach has been
applied successfully by Buckdahn, Djehiche, and Li [13] and Andersson and Djehiche [3], in the case where the coefficients
functions depend solely on some moments of the state process’ distribution. In a more general framework, and using
the notion of differentiability developed by Lions [58], Carmona and Delarue [17] provide a general analysis of this
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approach (see also Acciaio, Backhoff-Veraguas, and Carmona [1] for an extension). A second important way to tackle
optimal control problems is to use the so–called dynamic programming principle (DPP for short), which consists in
decomposing a global optimisation into a series of local optimisation problems. However, compared to the classical
setting, the presence of the (conditional) law of the controlled process in the coefficient functions generates heavy additional
difficulty in establishing the DPP, as the problem becomes by essence time–inconsistent (see Björk and Murgoci [11; 12]
or Hernández and Possamaï [37] for a discussion and additional references on these issues). A first breakthrough in
this area was achieved in 5 years ago, when, by assuming the existence of a density with respect to Lebesgue measure
for the marginal distribution of the state process, Lauriére and Pironneau [57] and Bensoussan, Frehse, and Yam [10]
reformulated the initial McKean–Vlasov control problem as a deterministic density control problem, associated to a family
of deterministic controls, for which they could then straightforwardly establish the DPP. Without the density existence
assumption, but under some regularity conditions on the coefficient functions, the DPP has been proved in Pham and Wei
[70; 69], and Bayraktar, Cosso, and Pham [9] in different situations. Using abstract measurable selection arguments, a
general DPP has been established under minimal conditions in our accompanying article Djete, Possamaï, and Tan [24].
In this paper, we are interested in establishing the limit theory for the McKean–Vlasov optimal control problem. In
other words, we wish to rigorously prove that such a control problem naturally arises as the limit of a large population
optimal control problem. In the uncontrolled case, this property is by now extremely well–known, and usually referred to as
’propagation of chaos’. Much effort has been devoted to it since the seminal works of Kac [46] and McKean Jr. [60], see also
the illuminating lecture notes of Snitzman [73]. Without any claim to comprehensiveness, we refer to Oelschläger [66], and
Gärtner [32] for models in the Markovian context without common noise, to Budhiraja, Dupuis, and Fischer [14] for a large
deviation principle associated to the limit theory, and also to Méléard and Roelly-Coppoletta [64], Jourdain and Méléard
[44], and Oelschläger [67] for the case of ’strong’ and ’moderate’ interactions, to Shkolnikov [72], Jourdain and Reygner
[45] for rank–based models, and finally to Méléard [63], and Graham and Méléard [34] for Boltzmann–type models.
In the controlled case, Fischer and Livieri [31] studied a mean–variance optimisation problem stemming from mathemat-
ical finance, and obtained results in this direction. For general McKean–Vlasov controlled equations, such a limit theory
has been proved in Lacker [51] in a context without common noise, where an essential tool is a compactness argument,
which is made accessible by formulating an appropriate relaxed control for McKean–Vlasov equations, in the spirit of
El Karoui, Huu Nguyen, and Jeanblanc-Picqué [27], and by introducing suitable martingale problems, similar to those of
Stroock and Varadhan [74]. The same formulation and arguments have also been used in Bahlali, Mezerdi, and Mezerdi
[4; 5; 6; 7] and Chala [22] to study stability and approximation problems.
In the present article, our ultimate goal is to analyse a general McKean–Vlasov control problem with common noise
in the form of (1.1)–(1.2). Our first main objective is to establish the corresponding limit theory. To this end, we
introduce three formulations. The strong one is given as in (1.1)–(1.2), in a fixed probability space equipped with two
Brownian motions, as well as their natural filtrations. By considering more general probability spaces and filtrations, but
imposing a technical (H)–hypothesis type condition, we obtain a weak formulation of the control problem. Our weak
formulation is consistent with that of the classical optimal control problems, and enjoys some convexity and stability
properties. More importantly, by considering them as probability measures on the canonical space, we show that any
weak control rule can be approximated by strong control rules in the sense of weak convergence, which implies the
equivalence between the strong and weak formulations. We emphasise that this first result is a crucial technical step in
the proof of the DPP in our accompanying paper [24]. We next restrict to the case where the common noise part σ0 is
not controlled, and the dependence of the coefficient functions b, σ, and σ0 in L(Xαt∧·, αt|B) is through L(Xαt∧·|B) only
(in words, the conditional law of the control process is not included in the coefficient function), and then introduce a
relaxed formulation. We subsequently prove that any relaxed control rule can be approximated by weak control rules, in
the sense of weak convergence of probability measures on the canonical space. Besides, the relaxed formulation enjoys an
additional closedness property, implying the existence of optimal control rules under mild additional technical conditions.
The closedness property and our aforementioned equivalence results between the different formulations are also crucially
used to obtain the limit theory.
Our main contribution lies in the fact that we are generalising several fundamental results for McKean–Vlasov control
problems to a context with common noise, including the formulation of the weak and relaxed problems, their equivalence,
and the corresponding limit theory. The presence of the common noise generates some significant technical hurdles,
especially due to the appearance of the conditional distribution terms, which are generally not continuous with respect
to the joint distribution. In the context of MFG, this difficulty has been tackled by Carmona, Delarue, and Lacker [21],
and Lacker [50]. In the context of McKean–Vlasov optimal control problem however, we need to formulate appropriate
notions of weak and relaxed control rules, and develop new techniques to ensure the approximation property. Another
technical difficulty comes from the presence of the conditional law of the control process α in the coefficient functions (for
the strong and weak formulations), a situation which has been rarely studied in the literature (see for instance Graber [33],
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Élie, Mastrolia, and Possamaï [29], Zalashko [76], Pham and Wei [70], Acciaio, Backhoff-Veraguas, and Carmona [1], and
Basei and Pham [8]). Our equivalence results between the strong and weak formulations is very general, and its proof
is quite different from that in the case without common noise. It allows in particular to fill a subtle technical gap in
the related literature (see Remark 4.7 for more details). A second important point is that our approach also bypasses
a second technical issue in the literature considering relaxed formulations for McKean–Vlasov control problems without
common noise, namely [51; 6], and which proves equivalence results between several formulations. Indeed, their proofs
are based on an incorrect technical result in an unpublished, and actually inaccessible, paper [61]1, see Remark 4.12 for
more details. We instead adapt the approximation arguments in [27] to remedy this technical gap.
The rest of the paper is structured as follows. After introducing some notations, we provide in Section 2 the notions
of strong, weak and relaxed formulations for the McKean–Vlasov stochastic control problem in a common noise and
non–Markovian setting, and define also an N–particles (strong) control problem. The main results of the paper are
presented in Section 3, including the existence of optimal control, the equivalence between the strong, weak and relaxed
formulations and the limit theory. Most of the technical proofs are completed in Section 4.
Notations (i) Given a metric space (E, ρ), let B(E) denote the Borel σ–algebra, and P(E) be the collection of all Borel
probability measures on E. For p ≥ 0, let Pp(E) denote the set of µ ∈ P(E) such that
∫
E
ρ(e, e0)pµ(de) < ∞ for some
(and thus for all) e0 ∈ E. When p ≥ 1, the space Pp(E) is equipped with the Wasserstein distance Wp, defined by
Wp(µ, µ′) :=
(
inf
λ∈Π(µ,µ′)
∫
E
∫
E
ρ(e, e′)pλ(de, de′)
)1/p
, (µ, µ′) ∈ Pp(E)× Pp(E),
where Π(µ, µ′) denotes the set of all probability measures λ on E × E such that λ(de, E) = µ and λ(E, de′) = µ′(de′).
Let µ ∈ P(E) and ϕ : E −→ R be a µ–integrable function, we write
〈ϕ, µ〉 := 〈µ, ϕ〉 := Eµ[ϕ] :=
∫
E
ϕ(e)µ(de).
Let (E′, ρ′) be another metric space and µ′ ∈ P(E′). We denote by µ⊗µ′ ∈ P(E×E′) their product probability measure.
Given a probability space (Ω,F ,P) equipped with a sub–σ–algebra G ⊂ F , we denote by (PGω)ω∈Ω the conditional
probability measure on P knowing G (whenever it exists). For a random variable ξ : Ω −→ E, we write LP(ξ) := P ◦ ξ−1
the law of ξ under P, and for any ω ∈ Ω, LP(ξ|G)(ω) := PGω ◦ ξ−1 the conditional distribution of ξ knowing G under P.
(ii) We let N⋆ be the set of positive integers and R+ := [0,+∞). Given non–negative integers m and n, we denote by
Sm×n the collection of all m × n–dimensional matrices with real entries, equipped with the standard Euclidean norm,
which we denote by | · | regardless of the dimensions, for notational simplicity. We also denote Sn := Sn×n, and denote by
0m×n the element in Sm×n whose entries are all 0, and by In the identity matrix in Sn. Let k be a non–negative integer,
we denote by Ckb (R
n;R) the set of bounded maps f : Rn −→ R, having bounded continuous derivatives of order up to
and including k. Let f : Rn −→ R be twice differentiable, we denote by ∇f and ∇2f the gradient and Hessian of f .
(iii) Let (E, ρ) be a Polish space, and T > 0 a time horizon. We denote by C([0, T ], E) the space of all continuous
paths from [0, T ] to E, which is a Polish space under the uniform convergence topology. When E = Rn, we write
Cn := C([0, T ],Rn). For every x ∈ Cn, we denote by ‖x‖n := supt∈[0,T ] |xt| the uniform norm on Cn, which may also be
simplified to ‖x‖ when there is no ambiguity. When n = 0, the space Rn, Sm×n and Cn degenerate to be a singleton.
We also denote by M(E) the space of all Borel measures q(dt, de) on [0, T ]× E, whose marginal distribution on [0, T ] is
the Lebesgue measure dt, that is to say q(dt, de) = q(t, de)dt for a family (q(t, de))t∈[0,T ] of Borel probability measures
on E. Let Λ denote the canonical element on M(E), we define
Λt(ds, de) := Λ(ds, de)
∣∣
[0,t]×E
+ δe0(de)ds
∣∣
(t,T ]×E
, for some fixed e0 ∈ E. (1.3)
Throughout the paper, we fix a nonempty Polish space (A, ρ) and an element a0 ∈ A, and denote M := M(A). Finally,
consider the canonical space Cn ×M (resp. Cn × A), with canonical element (X,Λ) (resp. (X,α)), and ν̂ ∈ P(Cn ×M)
(resp. ν¯ ∈ P(Cn ×A)). We define, for each t ∈ [0, T ]
ν̂(t) := ν̂ ◦ (Xt∧·,Λt)−1,
(
resp. ν¯(t) := ν¯ ◦ (Xt∧·, α)−1
)
. (1.4)
1Through personal communications with S. Méléard, it was confirmed to us that she and her co–authors discovered a mistake soon after
finishing the paper, and hence abandoned it. Nevertheless, although the original manuscript is now nowhere accessible, some of its results
have been announced in the conference proceedings [62]. More specifically, the problematic result is [62, Corollary on pages 196–197], which
has been crucially used in [6, Proposition 2.2.], and [51, Lemma 7.1.].
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2 McKean–Vlasov optimal control: different formulations
We introduce here a strong, a weak and a relaxed formulation of the McKean–Vlasov optimal control problem, which
can all be (re–)formulated on the same canonical space by considering appropriate martingale problems. We next define
a large population control problem, the limit of which is expected (and will be proved) to be the McKean–Vlasov control
problem.
These formulations share a certain number of functions which we now introduce. Let n ≥ 1, d ≥ 1 be two positive
integers, and ℓ ≥ 0 a non–negative integer, which are fixed throughout the paper. The controlled diffusion process (1.1)
has the following coefficient functions
(b, σ, σ0) : [0, T ]× Cn × P(Cn ×A)×A −→ Rn × Sn×d × Sn×ℓ,
and the reward value (1.2) is defined with the coefficient functions
L : [0, T ]× Cn × P(Cn ×A)×A −→ R, and g : Cn × P(Cn) −→ R.
Throughout the paper, we assume the following regularity and growth conditions on the coefficient functions.
Assumption 2.1. The maps (b, σ, σ0, L, g) are Borel measurable and non–anticipative, in the sense that(
b, σ, σ0, L
)
(t,x, ν¯, a) =
(
b, σ, σ0, L
)
(t,x(t ∧ ·), ν¯(t), a), for all (t,x, ν¯, a) ∈ [0, T ]× Cn × P(Cn ×A)×A.
Moreover, there exist positive constants C, p, p′ and pˆ, such that p′ > p ≥ 2 ≥ pˆ ≥ 0, and
(i) the function (b, σ, σ0) is continuous in (x, ν¯, a) and uniformly Lipschitz in (x, ν¯), i.e. for all (t,x, ν¯, a,x′, ν¯′) ∈
[0, T ]× Cn × P(Cn ×A)×A× Cn × P(Cn × A)∣∣(b, σ, σ0)(t,x, ν¯ , a)− (b, σ, σ0)(t,x′, ν¯′, a)∣∣ ≤ C(‖x− x′‖+Wp(ν¯, ν¯′));
(ii) for all (t,x, ν¯, a) ∈ [0, T ]× Cn × P(Cn ×A)×A
|b(t,x, ν¯, a)| ≤ C
(
1 + ‖x‖+
(∫
Cn×A
(‖x′‖p + ρ(a0, a′)p)ν¯(dx′, da′)) 1p + ρ(a0, a)),
|(σ, σ0)(t,x, ν¯ , a)|2 ≤ C
(
1 + ‖x‖pˆ +
(∫
Cn×A
(‖x′‖p + ρ(a0, a′)p)ν¯(dx′, da′)) pˆp + ρ(a0, a)pˆ);
(iii) the function g is lower semi–continuous, for every t ∈ [0, T ], the function L is lower semi–continuous in (x, ν¯, a),
and for an additional constant CL > 0, we have for all (t,x, ν¯, ν, a) ∈ [0, T ]× Cn × P(Cn ×A)× P(Cn)×A
|g(x, ν)| ≤ C
(
1 + ‖x‖p +
∫
Cn
‖x′‖pν(dx′)
)
,
L(t,x, ν¯, a) ≤ C
(
1 + ‖x‖p +
∫
Cn×A
(‖x′‖p + ρ(a0, a′)p)ν¯(dx′, da′))− CLρ(a0, a)p′ , (2.1)
L(t,x, ν¯, a) ≥ −C
(
1 + ‖x‖p +
∫
Cn×A
(‖x′‖p + ρ(a0, a′)p)ν¯(dx′, da′)).
Remark 2.2. Most of the integrability conditions in Assumption 2.1 are consistent with (or simply adapted from) those in
Lacker [51, Assumption A]. Basically, they are here to ensure that the controlled processes remain sufficiently integrable
to apply the weak convergence techniques. In particular, (i) and (ii) are used to ensure the well–posedness of the controlled
SDE (1.1), while the coercivity condition in Item (iii) is used to ensure the (pre–)compactness of the set of optimal relaxed
control rules.
2.1 A strong formulation
To give a strong formulation of the McKean–Vlasov optimal control problem, we first introduce a fixed probability space
equipped with an initial random variable X0, and two independent Brownian motionsW and B. Precisely, let us consider
the canonical space
Ω := Rn × Cd × Cℓ,
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equipped with its Borel σ–algebra F := B(Ω) and canonical element (X0,W,B). Let F := (Ft)0≤t≤T and G = (Gt)0≤t≤T
be two filtrations on (Ω,F) defined by
Ft := σ
(
(X0,Ws, Bs) : s ∈ [0, t]
)
, and Gt := σ
(
Bs : s ∈ [0, t]
)
, t ∈ [0, T ].
Let p ≥ 2 be the constant in Assumption 2.1 and ν ∈ Pp(Rn). We denote by Pν the probability measure on (Ω,F), under
which X0 ∼ ν and (W,B) is a standard Rd+ℓ–dimensional Brownian motion, independent of X0. Recall that a0 is a fixed
point in A. We denote by Ap(ν) the collection of all F–predictable, A–valued processes α = (αs)0≤s≤T satisfying
EPν
[ ∫ T
0
(
ρ(αs, a0)
)p
ds
]
<∞. (2.2)
Then given a control process α ∈ Ap(ν), the controlled McKean–Vlasov SDE
Xαt = X0 +
∫ t
0
b
(
s,Xαs∧·, µ
α
s , αs
)
ds+
∫ t
0
σ
(
s,Xαs∧·, µ
α
s , αs
)
dWs +
∫ t
0
σ0
(
s,Xαs∧·, µ
α
s , αs
)
dBs, t ∈ [0, T ], Pν–a.s., (2.3)
with µαs := LPν
(
Xαs∧·, αs
∣∣Gs), dt⊗dPν–a.e., has a unique strong solution, that is, there is a unique F–adapted continuous
process Xα on (Ω,F) satisfying Equation (2.3) and EPν [ supt∈[0,T ] |Xαt |p] <∞ (see for instance [24, Theorem A.3]).
Denote also µαt := LPν
(
Xαt∧·
∣∣Gt) for all t ∈ [0, T ]. The strong formulation of the McKean–Vlasov control problem is then
given by
VS(ν) := sup
α∈Ap(ν)
EPν
[∫ T
0
L
(
t,Xαt∧·, µ
α
t , αt
)
dt+ g
(
XαT∧·, µ
α
T
)]
. (2.4)
2.2 A weak formulation
As in the classical SDE theory, one can consider all possible probability spaces to define a weak solution of the controlled
SDE (1.1).
Definition 2.3 (Weak control). Let ν ∈ Pp(Rn), we say that a term
γ :=
(
Ωγ ,Fγ ,Pγ ,Fγ := (Fγt )0≤t≤T ,Gγ := (Gγt )0≤t≤T , Xγ ,W γ , Bγ , µγ , µγ , αγ
)
,
is a weak control associated with the initial (distribution) condition ν if
(i) (Ωγ ,Fγ ,Pγ) is a probability space, equipped with two filtrations Fγ and Gγ such that, for all t ∈ [0, T ]
Gγt ⊆ Fγt , and EP
γ [
1D
∣∣Gγt ] = EPγ [1D∣∣GγT ], Pγ–a.s., for all D ∈ Fγt ∨ σ(W γ); (2.5)
(ii) Xγ := (Xγs )s∈[0,T ] is an R
n–valued Fγ–adapted continuous process and αγ := (αγs )0≤s≤T is an A–valued F
γ–
predictable process such that EP
γ [‖Xγ‖p + ∫ T
0
(
ρ(αγs , a0)
)p
ds
]
<∞;
(iii) (W γ , Bγ) is an Rd × Rℓ–valued standard Brownian motion with respect to Fγ , Bγ is in addition adapted to Gγ,
Fγ0 ∨ σ(W γ) is independent of GγT , and µγ (resp. µγ) is a P(Cn)–valued (resp. P(Cn × A)–valued) Gγ–predictable
process such that
µγt = LP
γ(
Xγt∧·
∣∣Gγt ), and µγt = LPγ((Xγt∧·, αγt )∣∣Gγt ), dPγ ⊗ dt–a.s.;
(iv) Xγ satisfies Pγ ◦ (Xγ0 )−1 = ν and
Xγt = X
γ
0 +
∫ t
0
b(s,Xγs∧·, µ
γ
s , α
γ
s )ds+
∫ t
0
σ(s,Xγs∧·, µ
γ
s , α
γ
s )dW
γ
s +
∫ t
0
σ0(s,X
γ
s∧·, µ
γ
s , α
γ
s )dB
γ
s , t ∈ [0, T ], Pγ–a.s.
Remark 2.4. In Definition 2.3, Gγ plays the role of the common noise filtration, to which Bγ is adapted and of which
(X0,W γ) is independent. In the literature on enlargement of filtrations (see Jacod [43] for instance), the (H)–hypothesis
states that for all t ∈ [0, T ]
EP
γ [
1D
∣∣Gγt ] = EPγ [1D∣∣GγT ], for all D ∈ Fγt .
It is generally different from Condition (2.5), since the independence of the increment (W γs −W γt )s∈[t,T ] from Fγt and GγT
does not imply the independence between (W γs −W γt )s∈[t,T ] and Fγt ∨GγT . In particular, Condition (2.5) will be reformulated
later on as (2.10) and (4.4), which are in turn crucially used in the approximation of a weak control by strong control
rules in Lemma 4.3 and Lemma 4.4.
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Let us denote by ΓW (ν) the collection of all weak controls associated with the initial condition ν, and introduce the weak
formulation of the control problem by
VW (ν) := sup
γ∈ΓW (ν)
J(γ), with J(γ) := EP
γ
[∫ T
0
L(s,Xγs∧·, µ
γ
s , α
γ
s )ds+ g(X
γ
T∧·, µ
γ
T )
]
. (2.6)
2.3 Strong, weak and relaxed formulations on the canonical space
The above strong and weak control problem can be reformulated on a canonical space, by considering an appropriate
martingale problem. Based on this canonical space formulation, we also introduce a notion of relaxed controls for the
McKean–Vlasov control problem.
2.3.1 The canonical space and admissible control rules
Recall that A is a fixed nonempty Polish space, M := M(A) denotes the space of all positive Borel measures q on
[0, T ]×A such that the marginal distribution of q on [0, T ] is the Lebesgue measure, implying that we can always write
q(dt, da) = qt(da)dt, where (qt(da))t∈[0,T ] is a Borel measurable kernel from [0, T ] to P(A). We also introduce a subset
M0 ⊂ M, which is the collection of all q ∈ M such that q(dt, da) = δψ(t)(da)dt for some Borel measurable function
ψ : [0, T ] −→ A. We will consider two canonical spaces
Ω̂ := Cn × Cn ×M× Cd, and Ω := Cn × Cn ×M× Cd × Cℓ × P(Ω̂).
The canonical space Ω̂ is equipped with the corresponding canonical element
(
X̂, Ŷ , Λ̂, Ŵ
)
, its Borel σ–algebra F̂ := B(Ω̂),
and its canonical filtration F̂ :=
(F̂t)t∈[0,T ] defined by
F̂t := σ
((
X̂s, Ŷs, Λ̂([0, s]×D), Ŵs
)
: D ∈ B(A), s ∈ [0, t]
)
, t ∈ [0, T ].
Notice that one can choose a version of the disintegration Λ̂(dt, da) = Λ̂t(da)dt such that (Λ̂t)t∈[0,T ] is a P(A)–valued,
F̂–predictable process (see e.g. [49, Lemma 3.2.]).
Similarly, we equip the canonical space Ω with the canonical element (X,Y,Λ,W,B, µ̂), and its Borel σ–algebra F := B(Ω).
Moreover, based on µ̂, let us define three processes (µt)t∈[0,T ], (µt)t∈[0,T ] and (µ̂t)t∈[0,T ] on Ω by
(
recall (1.3) for the
definition of Λ̂t
)
µt := µ̂ ◦
(
X̂t∧·
)−1
, µt(dx, da) := E
µˆ
[
δ
X̂t∧·
(dx)Λ̂t(da)
]
, and µ̂t := µ̂ ◦
(
X̂t∧·, Ŷt∧·, Λ̂t, Ŵ
)−1
, t ∈ [0, T ]. (2.7)
We then introduce two filtrations F := (F t)t∈[0,T ] and G := (Gt)t∈[0,T ] on (Ω,F) by
F t := σ
(
(Xs, Ys,Λ([0, s]×D),Ws, Bs, 〈µ̂s, φ〉) : D ∈ B(A), φ ∈ Cb(Cn × Cn ×M× Cd), s ∈ [0, t]
)
.
and
Gt := σ
(
(Bs, 〈µ̂s, φ〉) : φ ∈ Cb(Cn × Cn ×M× Cd), s ∈ [0, t]
)
.
To interpret the strong or weak controls as probability measures on the canonical space Ω, we will consider a controlled
martingale problem. Let us define the maps b¯ : [0, T ]× Cn ×A×P(Cn ×A) −→ Rn+n+d+ℓ, and a¯ : [0, T ]× Cn ×P(Cn ×
A)×A −→ Sn+n+d+ℓ, such that for any (t,x,y,w,b, ν¯, a) ∈ [0, T ]× Cn × Cn × Cd × Cℓ × P(Cn ×A)× A
b¯
(
t,x,w,b, ν¯, a
)
:=

b(t,x, ν¯, a)
b(t,x, ν¯, a)
0d
0ℓ
 , a¯(t,x,w,b, ν¯, a) :=

σ(t,x, ν¯ , a) σ0(t,x, ν¯, a)
σ(t,x, ν¯ , a) 0n×ℓ
Id×d 0d×ℓ
0ℓ×d Iℓ×ℓ


σ(t,x, ν¯ , a) σ0(t,x, ν¯ , a)
σ(t,x, ν¯ , a) 0n×ℓ
Id×d 0d×ℓ
0ℓ×d Iℓ×ℓ

⊤
.
Next, for all t ∈ [0, T ] and ϕ ∈ C2b (Rn+n+d+ℓ), we define the generator Lt by
Ltϕ
(
x,y,w,b, ν¯, a
)
:= b¯(t,x, ν¯, a) · ∇ϕ(x(t),y(t),w(t),b(t)) + 1
2
Tr
[
a¯(t,x, ν¯, a)∇2ϕ(x(t),y(t),w(t),b(t))]. (2.8)
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This allows to define, for any ϕ ∈ C2b (Rn+n+d+ℓ), S
ϕ
:= (S
ϕ
t )t∈[0,T ] on Ω by
S
ϕ
t := ϕ(Xt, Yt,Wt, Bt)−
∫∫
[0,t]×A
Lsϕ
(
Xs, Ys,Ws, Bs, µs, a
)
Λs(da)ds, t ∈ [0, T ], (2.9)
where for a borel function φ : [0, T ]→ R, ∫ ·
0
φ(s)ds :=
∫ ·
0
φ+(s)ds− ∫ ·
0
φ−(s)ds with the convention ∞−∞ = −∞.
Definition 2.5. Let ν ∈ Pp(Rn). A probability P on (Ω,F) is an admissible control rule with initial condition ν if
(i) P
[
X0 = Y0, W0 = 0, B0 = 0
]
= 1, P ◦X−10 = ν, and (X,Λ) satisfy EP
[‖X‖p+ ∫∫
[0,T ]×A
(
ρ(a0, a)
)p
Λt(da)dt
]
<∞;
(ii) the pair (X0,W ) is independent of GT under P, and for all t ∈ [0, T ]
µ̂t(ω¯) = P
GT
ω¯ ◦ (Xt∧·, Yt∧·,Λt,W )−1, for P–a.e. ω¯ ∈ Ω; (2.10)
(iii) the process
(
S
ϕ
t
)
t∈[0,T ]
is an (F,P)–martingale for all ϕ ∈ C2b
(
Rn × Rn × Rd × Rℓ).
Let us then define for any ν ∈ Pp(Rn),
PA(ν) :=
{
All admissible control rules P with initial condition ν
}
.
Remark 2.6. (i) Under Assumption 2.1 and the integrability condition in Definition 2.5.(i), the process S
ϕ
is P-square
integrable for ϕ ∈ C2b
(
Rn × Rn × Rd × Rℓ). Then it does not change the definition of the admissible control rule if one
change Definition 2.5.(iii) to ‘
(
S
ϕ
t
)
t∈[0,T ]
is an (F,P)–local martingale for all ϕ ∈ C2b
(
Rn × Rn × Rd × Rℓ).‘
(ii) Under an admissible control rule P, B and W are standard Brownian motions, Λ is the P(A)–valued process induced
by the control process, X is the controlled process, and µ is the conditional distribution of the control and controlled
process. The process Y will only be really used to introduce the relaxed formulation. In particular, when σ0 = 0 or ℓ = 0,
one has Y = X.
(iii) Notice that µ̂t is Gt–measurable, it follows that (2.10) is equivalent to
µ̂t(ω¯) = P
Gt
ω¯ ◦ (Xt∧·, Yt∧·,Λt,W )−1 = P
GT
ω¯ ◦ (Xt∧·, Yt∧·,Λt,W )−1, for P–a.e. ω¯ ∈ Ω. (2.11)
2.3.2 The strong formulation on the canonical space
To reformulate the strong formulation (2.4) of the control problem on the canonical space Ω, it is enough to consider
the class of measures induced by the controls and the controlled processes on the canonical space. Recall that for each
ν ∈ Pp(Rn), Pν is defined in Section 2.1 as a probability measure on (Ω,F), and that for any α ∈ Ap(ν), the controlled
McKean–Vlasov SDE (2.3) has a unique strong solution Xα. Let us further define
Y αt := X
α
t −
∫ t
0
σ0(s,Xαs∧·, µ
α
s , αs)dBs, t ∈ [0, T ], Λαt (da)dt := δαt(da)dt, and µ̂α := LPν
(
Xα, Y α,Λα,W
∣∣GT ).
Then the set of all strong control rules PS(ν) is defined as a collection of probability measures on the canonical space
(Ω,F) induced by α:
PS(ν) :=
{
Pν ◦
(
Xα, Y α,Λα,W,B, µ̂α
)−1
: α ∈ Ap(ν)
}
,
and it is straightforward to see that
VS(ν) = sup
P∈PS(ν)
J
(
P
)
, with J
(
P
)
:= EP
[ ∫∫
[0,T ]×A
L
(
t,Xt∧·, µt, a
)
Λt(da)dt+ g
(
XT∧·, µT
)]
. (2.12)
Let
L0[A] :=
{
All Borel measurable functions φ : [0, T ]× Rn × Cd × Cℓ −→ A}.
Proposition 2.7. [24, Definition 4.2., Lemma 4.3.] We have, for all ν ∈ Pp(Rn)
PS(ν) =
{
P ∈ PA(ν) : ∃ φ ∈ L0[A], P
[
Λt(da)dt = δφ(t,X0,Wt∧·,Bt∧·)(da)dt
]
= 1
}
.
Remark 2.8. Notice that the map P(Cn × Cn × Cd ×M) ∋ µ̂ 7−→ δµt(dν¯)dt ∈ M(Cn × A) is generally not continuous.
Consequently, P 7−→ J(P) is not continuous in general, even if L and g are both bounded and continuous.
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2.3.3 The weak formulation on the canonical space
Now we introduce the set of weak control rules which is also a subset of PA(ν).
Definition 2.9. Let ν ∈ Pp(Rn), an admissible control rule P ∈ PA(ν) is called a weak control rule with initial condition
ν if P
[
Λ ∈M0
]
= 1. Denote
PW (ν) :=
{
P ∈ PA(ν) : P
[
Λ ∈M0
]
= 1
}
.
The next proposition links the set PW (ν) and the weak control terms ΓW (ν).
Proposition 2.10. Let ν ∈ Pp(Rn) and γ ∈ ΓW (ν). Define, for any t ∈ [0, T ],
Y γt := X
γ
t −
∫ t
0
σ0(s,X
γ
s∧·, µ
γ
s , α
γ
s )dB
γ
s , Λ
γ
t (da)dt := δαγt (da)dt, and µ̂
γ := LPγ((Xγ, Y γ ,Λγ ,W γ)∣∣GγT ).
Then with J defined in (2.12), we have
PW (ν) =
{
Pγ ◦ (Xγ , Y γ ,Λγ ,W γ , Bγ , µ̂γ)−1 : γ ∈ ΓW (ν)}, and VW (ν) = sup
P∈PW (ν)
J
(
P
)
. (2.13)
Proof. With a slight extension of [24, Lemma 4.3] by taking into account the process Y and the small changes in the
presentation of the definition of weak controls ΓW (ν)), every weak control rule P ∈ PW (ν), together with the canonical
space Ω and canonical processes, can be viewed as a weak control γ ∈ ΓW (ν). Conversely, every weak control γ induces
a weak control rule P ∈ PW (ν) on the canonical space. It follows that (2.13) holds true (see also [24, Corollary 4.5]).
Remark 2.11. By Proposition 2.7, it is straightforward to see that for all ν ∈ Pp(Rn)
PS(ν) =
{
P ∈ PW (ν) : ∃ φ ∈ L0[A], P
[
Λt(da)dt = δφ(t,X0,Wt∧·,Bt∧·)(da)dt
]
= 1
}
.
In particular, as expected, any strong control rule is also a weak control rule, i.e. PS(ν) ⊂ PW (ν).
2.3.4 The relaxed formulation
In the classical optimal control theory, the set of relaxed control rules has been introduced to recover a closed and convex
set, while ensuring that its elements could be appropriately approximated by strong or weak control rules. The point was
that it then becomes easier in this formulation to deduce the existence and stability properties of the optimal solution,
while ensuring under mild conditions that the value of the problem is not modified. In our context, when the coefficient
functions (b, σ, σ0, L, g) do not depend on the marginal distribution ν¯ or ν, so that the control problem degenerates to the
classical one, the relaxed control rule coincides with the admissible control rule PA(ν) in Definition 2.5 (or equivalently
Definition 2.9 by removing the constraint P[Λ ∈ M0] = 1). For general McKean–Vlasov control problems, it is not hard
to prove that PA(ν) is closed and convex. However, in general, it is not the closure of the set of strong or weak control
rules in the context with common noise (see Example 2.15 below). This motivated us to consider a more restrictive case,
where the common noise is not controlled, for which we are able to provide an appropriate relaxed control rule set as a
subset of PA(ν), which is both convex and the closure of PS(ν) or PW (ν).
Assumption 2.12. There exist Borel measurable functions (b◦, σ◦, L◦) : [0, T ] × Cn × P(Cn) × A −→ Rn × Sn×d and
σ◦0 : [0, T ]× Cn × P(Cn) −→ Sn×ℓ such that, for all (t,x, ν¯, a) ∈ [0, T ]× Cn × P(Cn ×A)×A, with ν(dx) := ν¯(dx, A)
(b, σ, L)(t,x, a, ν¯) = (b◦, σ◦, L◦)(t,x, a, ν), and σ0(t,x, a, ν¯) = σ◦0(t,x, ν).
By abuse of notations, we still write (b, σ, L, σ0) in lieu of (b◦, σ◦, L◦, σ◦0).
We next introduce a martingale problem on (Ω̂, F̂). For any (t,x, ν, a) ∈ [0, T ]× Cn × P(Cn)×A, let
bˆ
(
t,x, ν, a
)
:=
(
b(t,x, ν, a)
0d
)
, aˆ
(
t,x, ν, a
)
:=
(
σ(t,x, a, ν)
Id
)(
σ(t,x, a, ν)
Id
)⊤
,
and then, for all ϕ ∈ C2b (Rn+d) and (t,x,y,w, ν, a) ∈ [0, T ]× Cn × Cn × Cd × P(Cn)×A, let
L̂tϕ
(
x,y,w, ν, a
)
:= bˆ(t,x, ν, a) · ∇ϕ(y(t),w(t)) + 1
2
Tr
[
aˆ(t,x, ν, a)∇2ϕ(y(t),w(t))]. (2.14)
8
Then given a family (ν(t))0≤t≤T of probability measures in P(Cn) such that [0, T ] ∋ t 7−→ ν(t) ∈ P(Cn) is Borel
measurable, and ϕ ∈ C2b (Rn+d), we introduce a process (Ŝϕ,νt )t∈[0,T ] on (Ω̂, F̂) by
Ŝϕ,νt := ϕ
(
Ŷt, Ŵt
)− ϕ(Ŷ0, Ŵ0)− ∫∫
[0,t]×A
L̂sϕ
(
X̂, Ŷ , Ŵ , ν(s), a
)
Λ̂s(da)ds, (2.15)
where for a Borel function φ : [0, T ]→ R, we write ∫ ·
0
φ(s)ds :=
∫ ·
0
φ+(s)ds−∫ ·
0
φ−(s)ds with the convention∞−∞ = −∞.
Definition 2.13 (Relaxed control rule). Let ν ∈ Pp(Rn). A probability measure P ∈ P(Ω) is called a relaxed control rule
with initial condition ν, if P ∈ PA(ν), and moreover, for P–a.e. ω¯ ∈ Ω, the process Ŝϕ,µ(ω¯) is an
(
F̂, µ̂(ω¯)
)
–martingale
for each ϕ ∈ C2b (Rn × Rd), where µ(ω¯) := (µt(ω¯))t∈[0,T ] is defined from µ̂(ω¯) in (2.7).
Let PR(ν) be the set of all relaxed control rules with initial condition ν, i.e.
PR(ν) :=
{
P ∈ PA(ν) : P –a.e. ω¯ ∈ Ω,
(
Ŝ
ϕ,µ(ω¯)
t
)
t∈[0,T ]
is an
(
F̂, µ̂(ω¯)
)
–martingale for each ϕ ∈ C2b (Rn × Rd)
}
.
The relaxed formulation of the McKean–Vlasov control problem is then defined by, with J
(
P
)
given in (2.12),
VR(ν) := sup
P∈PR(ν)
J
(
P
)
.
Remark 2.14. Under Assumption 2.12, the reward function L depends on ν (instead of ν¯). In this case, and in contrast
to the general situation in Remark 2.8, the map P(Cn × Cn × Cd ×M) ∋ µ̂ 7−→ δµt(dν)dt ∈M(Cn) is continuous, so that
P 7−→ J(P) is lower semi–continuous (resp. continuous) as soon as L and g are lower semi–continuous and bounded from
below (resp. continuous and bounded).
We observe that PR(ν) ⊆ PA(ν) by definition, the next example shows that PR(ν) is a proper subset of PA(ν).
Example 2.15. Let us consider the case where: n = d = ℓ = 1, ν = δ0, A = {a1, a2} ⊂ R, b = 0, σ(t,x, a, ν¯) = aIn, and
σ0 = In. Consider a filtered probability space (Ω⋆,F⋆,F⋆,P⋆) supporting an Rd+d+ℓ–valued standard Brownian motion
(W 1,W 2, B⋆), let
X⋆t := a1
√
2
2
W 1t + a2
√
2
2
W 2t +B
⋆
t , W
⋆
t :=
√
2
2
W 1t +
√
2
2
W 2t , W
⋆
t :=
√
2
2
W 1t −
√
2
2
W 2t , G⋆t := σ
(
(B⋆s ,W
⋆
s) : 0 ≤ s ≤ t
)
.
By setting Y ⋆· := X
⋆
· −B⋆· and Λ⋆t (da)dt := 12δa1(da)dt + 12δa2(da)dt, it is direct to check that
P := LP⋆
(
X⋆, Y ⋆,Λ⋆,W ⋆, B⋆,LP⋆(X⋆, Y ⋆,Λ⋆,W ⋆, B⋆∣∣G⋆T )) ∈ PA(ν).
However, one observes that
Y ⋆· =
(
1
2
a1 +
1
2
a2
)
W ⋆· +
(
1
2
a1 − 12a2
)
W
⋆
· ,
is not an Itô process under the conditional law P⋆ knowing G⋆T . Consequently, one has P /∈ PR(ν).
Remark 2.16. (i) The martingale problem under P in Definition 2.5 involves conditional distributions in the coefficient
functions, which creates some regularity problem in the approximation procedure, since conditional distributions are not
continuous with respect to joint distributions. By considering the conditional martingale problem under µ̂(ω¯) in Defini-
tion 2.13, the µ(ω¯) term in the coefficient functions becomes deterministic, which in turn allows to avoid the regularity
problem. This (conditional) martingale problem is partially inspired from a technical proof of [51], but in our context with
common noise, we need to consider a family of martingale problems, and deal with some non–trivial measurability issues.
Notice also that the canonical processes Y and Ŷ do not play an essential role in the strong or weak formulations, but
they are crucially used in the conditional martingale problem in Definition 2.13.
(ii) With our techniques, we are only able to prove the equivalence VW = VR (c.f. Theorem 3.1), as well as the desired
approximation results, under Assumption 2.12. For more general cases, it seems to be a very challenging problem that we
would like to leave for future research. We nonetheless point out the fact that the great majority of the extant literature
on either mean–field games or McKean–Vlasov control problems with common noise, does not allow for σ0 or σ to be
controlled as well, see for instance Ahuja [2], Bensoussan, Frehse, and Yam [10], Cardaliaguet, Delarue, Lasry, and Lions
[15], Carmona, Fouque, and Sun [20], Carmona, Delarue, and Lacker [21], Graber [33], Guéant, Lasry, and Lions [35],
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Kolokoltsov and Troeva [47], Lacker [50], and Lacker and Webster [52]. Notable exceptions are Carmona and Delarue [16],
though the discussion in the general setting remains at a rather informal level there, the monograph by Carmona and Delarue
[18], although all the main results given have uncontrolled common noise, Pham and Wei [69], though the problem is con-
sidered in a Markovian setting, with feedback controls, and no limit theory is explored, Pham [68] and Yong [75] where
only linear quadratic problems are considered, Bayraktar, Cosso, and Pham [9], though no limit theory is addressed there
as well, and our companion paper [24], which encompasses the last two mentioned ones. We would also like to highlight
the recent work of Acciaio, Backhoff-Veraguas, and Carmona [1] which derives a general stochastic Pontryagin maximum
principle for McKean–Vlasov control problems in strong formulation without common noise, where the coefficients depend
on the joint law of the control and the state process. The authors also consider a weak formulation for their problem, but
with uncontrolled volatility and for a drift which does not depend on the law of the controls, deriving again a stochastic
maximum principle. Finally Élie, Mastrolia, and Possamaï [29] considers a contract theory problem with a principal and
mean–field agents, without common noise and where only the drift is controlled but can depend on the law of the controls,
as well as Élie, Hubert, Mastrolia, and Possamaï [28] which also considers a contract theory problem, but with common
noise and volatility controls.
Remark 2.17. As in [24], our formulation covers the case without common noise by taking ℓ = 0 (or σ0 ≡ 0). Never-
theless, unlike [24], we need to consider the case ℓ = 0 separately (see Theorem 3.1 and Remark 3.2.(i) below).
We next show that PW (ν) ⊂ PR(ν), where we use crucially the fact that µ̂t is the conditional law of (Xt∧·, Yt∧·,Λt,W ),
and not only of (Xt∧·,Λt).
Proposition 2.18. Let ν ∈ Pp(Cn) and P ∈ PA(ν). Then for P–almost every ω¯ ∈ Ω, Ŵ is an
(
F̂, µ̂(ω¯)
)
–Brownian
motion. In particular, under Assumption 2.12, every P ∈ PW (ν) belongs to PR(ν).
Proof. Let P ∈ PA(ν), 0 ≤ s ≤ t ≤ T, φ ∈ Cb(Rd), ϕ ∈ Cb(Cn×Cn×M×Cd) and ψ ∈ Cb(Cℓ×C([0, T ]; Cn×Cn×M×Cd)).
Notice that W is an (F,P)–Brownian motion, independent of GT under P. Therefore, it follows that
EP
[
φ(Wt −Ws)ϕ(Xs∧·, Ys∧·,Λs,Ws∧·)ψ(Bs∧·, µ̂s∧·)
]
= EP
[
φ(Wt −Ws)
]
EP
[
EP
[
ϕ(Xs∧·, Ys∧·,Λs,Ws∧·)
∣∣Gs]ψ(Bs∧·, µ̂s∧·)]
= EP
[
EP
[
φ(Wt −Ws)
∣∣Gs]EP[ϕ(Xs∧·, Ys∧·,Λs,Ws∧·)∣∣Gs]ψ(Bs∧·, µ̂s∧·)].
This implies that
EP
[
φ(Wt −Ws)ϕ(Xs∧·, Ys∧·,Λs,Ws∧·)
∣∣Gs] = EP[φ(Wt −Ws)∣∣Gs]EP[ϕ(Xs∧·, Ys∧·,Λs,Ws∧·)∣∣Gs], P–a.s.
By (2.10) in Definition 2.5, it follows that for P–a.e. ω¯ ∈ Ω
Eµˆ(ω¯)
[
φ(Ŵt − Ŵs)ϕ(X̂s∧·, Ŷs∧·, Λ̂s, Ŵs∧·)
]
= Eµˆ(ω¯)
[
φ(Ŵt − Ŵs)
]
Eµˆ(ω¯)
[
ϕ(X̂s∧·, Ŷs∧·, Λ̂s, Ŵs∧·)
]
.
In other words, Ŵ has independent increments with respect to F̂ under µ̂(ω¯), for P–almost every ω¯ ∈ Ω.
Further, notice that under P, W is a Brownian motion independent of (B, µ̂), thenW is still a Brownian motion under the
conditional law of P knowing GT . It follows that the continuous process Ŵ has independent and (Gaussian) stationary
increment w.r.t. (F̂, µ̂(ω¯)), and hence it is an (F̂, µ̂(ω¯))–Brownian motion, for P–a.e. ω¯ ∈ Ω.
Now, let Assumption 2.12 hold true and P ∈ PW (ν). Using the definition of weak control rules in Definition 2.9 (see also
proof of Proposition B.1), it is direct to deduce that for P–a.e. ω¯ ∈ Ω, Ŵ is an (F̂, µ̂(ω¯))–Brownian motion, and
Ŷt = X̂0 +
∫ t
0
b
(
s, X̂·, αˆs, µs(ω¯)
)
ds+
∫ t
0
σ
(
s, X̂·, αˆs, µs(ω¯)
)
dŴs, t ∈ [0, T ], µ̂(ω¯)–a.s.,
where (αˆt)t∈[0,T ] is an F̂–predictable process satisfying Λ̂t(da)da = δαˆt(da)dt. It follows that, for P–a.e. ω¯ ∈ Ω, Ŝϕ,µ(ω¯)
is an
(
F̂, µ̂(ω¯)
)
–martingale for each ϕ ∈ C2b (Rn × Rd), and hence P ∈ PR(ν).
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2.4 A large population stochastic control problem with common noise
One of the main objectives of this paper is to provide the limit theory for the McKean–Vlasov control problem, that
is, the problem VS(ν) in (2.4) can be seen as the limit of a large population problem. Let N be a positive integer, we
consider the canonical space
ΩN :=
(
Rn × Cd)N × Cℓ,
with canonical process
(
(X10 , . . . , X
N
0 ), (W
1, . . . ,WN ), B
)
and canonical filtration FN := (FNt )0≤t≤T defined by
FNt := σ
(
(X i0,W
i
s , Bs) : i ∈ {1, . . . , N}, s ∈ [0, t]
)
, t ∈ [0, T ].
Fix some (ν1, . . . , νN ) ∈ Pp(Rn)N , and define νN := ν1 ⊗ · · · ⊗ νN the corresponding product measure. We consider
the probability measure PNν on
(
ΩN ,FN) with FN := B(ΩN), under which X0 := (X10 , . . . , XN0 ) has distribution νN ,
and (W 1, . . . ,WN , B) is a standard Brownian motion, independent of X0. Let us denote by ANp (νN ) the collection of all
processes α := (αi)i=1,...,N , where each αi := (αit)0≤t≤T is an A–valued, F
N–predictable process satisfying
EP
N
ν
[∫ T
0
(
ρ(αis, a0)
)p
ds
]
<∞.
Then under standard Lipschitz conditions on the coefficient functions (see Assumption 2.1), for every fixed (α1, . . . , αN ) ∈
ANp (νN ), there is a unique (Rn)N–valued FN–adapted continuous process (Xα,1, . . . , Xα,N) satisfying: for i ∈ {1, . . . , N},
EP
N
ν
[‖Xα,i‖p] <∞ and
Xα,it = X
i
0 +
∫ t
0
b
(
s,Xα,is∧·, ϕ
N
s , α
i
s
)
ds+
∫ t
0
σ
(
s,Xα,is∧·, ϕ
N
s , α
i
s
)
dW is +
∫ t
0
σ0
(
s,Xα,is∧·, ϕ
N
s , α
i
s
)
dBs, t ∈ [0, T ], (2.16)
with
ϕNs (dx, da) :=
1
N
N∑
i=1
δ(Xα,is∧·,αis)
(dx, da), and ϕN,Xs (dx) :=
1
N
N∑
i=1
δXα,is∧·
(dx), s ∈ [0, T ].
The value function of the large population stochastic control problem is then defined by
V NS (ν
1, . . . , νN ) := sup
α∈ANp (νN )
JN (α), where JN (α) :=
1
N
N∑
i=1
EP
N
ν
[∫ T
0
L
(
t,Xα,it∧· , ϕ
N
t , α
i
t
)
dt+ g
(
Xα,iT∧·, ϕ
N,X
T
)]
. (2.17)
3 Main results
Let us now provide the main results of the paper. The first one consists in the equivalence between different formulations
of the McKean–Vlasov control problem. Recall that the constants p, p′, and pˆ are fixed in Assumption 2.1.
Theorem 3.1. (i) Let Assumption 2.1 hold true. Then, for every ν ∈ Pp(Rn), the set PW (ν) is non–empty and convex.
Suppose in addition that Assumption 2.12 holds true, then PR(ν) is a non–empty convex closed subset of Pp(Ω), under
the Wasserstein topology Wp.
(ii) Let Assumption 2.1 hold true. Then for every ν ∈ Pp(Rn), one has VS(ν) = VW (ν). If in addition ℓ 6= 0, then every
weak control rule in PW (ν) is the limit of a sequence of strong control rules in PS(ν), under the Wasserstein distance
Wp on Pp(Ω).
(iii) Let Assumption 2.1 and Assumption 2.12 hold true, ν ∈ Pp′(Rn), and A ⊂ Rj for some j ≥ 1. Then the set PW (ν)
is dense in the closed set PR(ν) under Wp, and consequently
VS(ν) = VW (ν) = VR(ν).
If, in addition, L and g are continuous in all arguments, there exists some P
⋆ ∈ PR(ν) such that VR(ν) = J
(
P
⋆)
.
Remark 3.2. When ℓ = 0, or ℓ 6= 0 and σ0 = 0, the (strong formulation of the) McKean–Vlasov control problem (2.4) or
(2.12), reduces to the non–common noise context. However, in the weak formulation (2.13), the (conditional) distribution
term µ̂ may still be random under a weak control rule P ∈ PW (ν). In the case ℓ 6= 0 and σ0 = 0, the Brownian motion
B can be seen as an external noise in (2.12), which allows to track the randomness of µ̂ and approximate a weak control
rule P ∈ PW (ν) by strong control rules. This is also the main reason why we consider the case ℓ 6= 0 separately in
Theorem 3.1.(ii).
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Remark 3.3. For the equivalence result VW = VR, Proposition 3.7, and also Theorem 3.6, assume that A ⊂ Rj. But
this is by no means a crucial point. Roughly speaking, what we actually need is that the set A can be appropriately
approximated by compact sets. For instance, our results still hold if A is a σ–compact space (that is to say the union of
countably many compact subspaces). We assumed here that A ⊂ Rj for simplicity.
Remark 3.4. The results in Theorem 3.1 extend those in the no–common noise setting in Lacker [51]. Nevertheless,
we insist on the fact that the equivalence results, the formulation of the weak and relaxed control rules, and the technical
proofs below are not merely extensions of those in [51], and are in fact quite different. The main reason is that with the
presence of the common noise, the µα term in (2.3)–(2.4) is a conditional distribution term, which, in general, is not
continuous with respect to the joint distribution of (Xα, α,Wα, Bα). Moreover, the equivalence result VS = VW is also
crucially used to establish the dynamic programming principle in our companion paper [24, Theorem 3.4].
Remark 3.5. A natural question that we have not addressed is that of the existence of so–called feedback controls,
since Theorem 3.1.(iii) only gives existence of an optimal relaxed control. It is known in classical control theory that
Filippov’s condition [30], which was notably used by Haussmann and Lepeltier [36], and by Lacker [49; 51] for MFGs and
McKean–Vlasov control problems without common noise, is usually sufficient to obtain, from any relaxed control, a control
depending on the trajectories of X only, and which achieves no worse value. In the common noise context, things become
slightly more subtle. The intuitive result is that one should be able to obtain a similar result but with controls depending
on the trajectories of both X and µ. In a work in progress, Lacker, Shkolnikov, and Zhang [53] will exactly prove such a
result, with the additional desirable property that the feedback controls preserve the marginal laws of (X,µ).
We next provide some results related to the limit theory, that is, the large population control problem converges to
the McKean–Vlasov control problem under technical conditions. For every ν ∈ Pp(Rn), we denote by P⋆R(ν) the set of
optimal relaxed controls
P⋆R(ν) :=
{
P ∈ PR(ν) : VR(ν) = J(P)
}
.
Let (ν1, . . . , νN ) ∈ Pp(Rn), νN := ν1 ⊗ · · · ⊗ νN and α = (α1, . . . , αN ) ∈ ANp (νN ), we define
PN(α1, . . . , αN ) :=
1
N
N∑
i=1
LPNν (Xα,i, Y α,i, δαit(da)dt,W i, B, ϕN) ∈ P(Ω), (3.1)
where Y α,i· := X
α,i
· −
∫ ·
0
σ0(s,Xα,i, ϕNs , α
i
s)dBs and ϕN :=
1
N
∑N
i=1 δ
(
Xα,i,Y α,i,δ
αi
t
(da)dt,W i
).
Theorem 3.6. Let Assumption 2.1 and Assumption 2.12 hold true, assume that A ⊂ Rj for some j ≥ 1, and that L and
g are continuous in all their arguments. With the constants p and p′ given in Assumption 2.1, let (νi)i≥1 ⊂ Pp′(Rn) be
such that supN≥1
1
N
∑N
i=1
∫
Rn
|x|p′νi(dx) <∞.
(i) Let
(
P
N)
N≥1
be given by P
N
:= PN(αN,1, . . . , αN,N), where (αN,1, . . . , αN,N) ∈ ANp (νN ) satisfies
J(αN,1, . . . , αN,N) ≥ V NS (ν1, . . . , νN )− εN , for all N ≥ 1, (3.2)
for a sequence (εN )N≥1 ⊂ R+ satisfying limN→∞ εN = 0. Then the sequence (PN )N≥1 is relatively compact under Wp,
and for any converging subsequence
(
P
Nm)
m≥1
, we have
lim
m→∞
Wp
(
1
Nm
Nm∑
i=1
νi, ν
)
= 0, for some ν ∈ Pp(Rn), and lim
m→∞
Wp
(
P
Nm
,P
∞)
= 0, for some P
∞ ∈ P⋆R(ν).
(ii) Assume in addition that Wp
(
N−1
∑N
i=1 ν
i, ν
) −→
N→∞
0, for some ν ∈ Pp(Rn), and let P⋆ ∈ P⋆R(ν). Then we can
construct a sequence (P
N
)N≥1, together with (αN,1, . . . , αN,N)N≥1 satisfying (3.2), such that Wp
(
P
N
,P
⋆) −→
N→∞
0.
(iii) Finally, we have
lim
N→∞
∣∣∣∣V NS (ν1, . . . , νN)− VS( 1N
N∑
i=1
νi
)∣∣∣∣ = 0. (3.3)
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Proposition 3.7. Let Assumption 2.1 and Assumption 2.12 hold true, suppose in addition that A ⊂ Rj for some j ≥ 1,
and that L and g are continuous in all their arguments. With the constants p and p′ given in Assumption 2.1, let
(νm)m≥1 ⊂ Pp′(Rn) and ν ∈ Pp(Rn) be such that
sup
m≥1
∫
Rn
|x|p′νm(dx) <∞, and lim
m→∞
Wp
(
νm, ν
)
= 0.
Then
lim
m→∞
VS(νm) = VS
(
ν
)
. (3.4)
In particular, the map VS : Pp′(Rn) −→ R is continuous.
Remark 3.8. (i) As far as we know, the above results are new in the setting with presence of common noise. Even
without taking into account the common noise, our results in Theorem 3.6 and Proposition 3.7 are also more general than
the existing ones. In particular, by taking ℓ = 0, we recover the most essential results in Lacker [51] for the case without
common noise. But in Theorem 3.6, the initial distribution does not need to be convergent, it is only required to have
finite moments in a uniform way, and the initial condition for each agents are allowed to have different distributions.
Moreover, the continuity result of the value function VS(ν) in Proposition 3.7 requires less technical conditions (such as
the Lipschitz assumptions on L and g) than in [69, Lemma 3.3].
(ii) Theorem 3.6 shows that any εN–optimal control of the large population stochastic control problem converges towards
an optimal control of the McKean-Vlasov stochastic control problem. In particular, when there exists a unique strong
optimal control of the McKean–Vlasov control problem, any εN–optimal control of the large population control problem
converges to the optimal control.
4 Technical proofs
We first provide a moment estimate of the solution to the controlled SDEs, which will be repeatedly used in the upcoming
proofs. This is in fact an easy extension of Lacker [51, Lemmata 3.1 and 3.3] (which are a succession of application of
Gronwall’s lemma), then for brevity we omit the proof.
Lemma 4.1. Let Assumption 2.1 hold true, and q ≥ p. Then there exists a constant C > 0 such that, for all N ≥ 1,
(ν, ν1, . . . , νN ) ∈ (Pq(Rn))N+1 and (α1, . . . , αN ) ∈ ANq (νN ),
1
N
N∑
i=1
EP
N
ν
[
sup
t∈[0,T ]
|Xα,it |q
]
≤ C
(
1 +
∫
Rn
|x′|q 1
N
N∑
i=1
νi(dx′) +
1
N
N∑
i=1
EP
N
ν
[ ∫ T
0
ρ(a0, αit)
qdt
])
,
and for each P ∈ PW (ν) (or P ∈ PR(ν) when in addition Assumption 2.12 holds), we have
EP
[
sup
t∈[0,T ]
|Xt|q
]
+ EP
[
sup
t∈[0,T ]
|Yt|q
]
≤ C
(
1 +
∫
Rn
|x′|qν(dx′) + EP
[∫∫
[0,T ]×A
ρ(a0, a)qΛt(da)dt
])
.
Remark 4.2. Notice that by the existence result (such as in [24, Theorem A.3.] for the McKean-Vlasov case), we know
that: under Assumption 2.1, for all (ν, ν1, . . . , νN ) ∈ (Pq(Rn))N+1 and (α1, . . . , αN ) ∈ ANq (νN ), EPNν [ supt∈[0,T ] |Xα,it |q] <
∞ and for each P ∈ PW (ν) or P ∈ PR(ν), EP
[
supt∈[0,T ] |Xt|q
]
+ EP
[
supt∈[0,T ] |Yt|q
]
< ∞. The results in Lemma 4.1
provide essentially more precise estimations of these quantities.
4.1 Proof of Theorem 3.1
To prove Theorem 3.1, the crucial steps consist in first approximating weak control rules by strong control rules, and
then relaxed control rules by weak control rules. We will provide the two approximation results in Section 4.1.1 and
Section 4.1.2 respectively. The subsequent proof of Theorem 3.1 will then be the object of Section 4.1.3.
4.1.1 Approximating weak control rules by strong control rules
This part is devoted to the approximation of weak control rules by strong controls. Let Assumption 2.1 hold true, ν ∈
Pp(Rn) and P ∈ PW (ν). From the martingale problem in Definition 2.5 and by using Stroock and Varadhan [74, Theorem
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4.5.2], on the filtered probability space (Ω,F,F ,P), (W,B) are standard Brownian motions, (W,X0) are independent of
(B, µ̂), and there exists a F–predictable A–valued process (αt)t∈[0,T ], such that, P–a.s.,
Xt = X0 +
∫ t
0
b
(
r,X, µr, αr
)
dr +
∫ t
0
σ
(
r,X, µr, αr
)
dWr +
∫ t
0
σ0
(
r,X, µr, αr
)
dBr, t ∈ [0, T ],
Yt = Xt −
∫ t
0
σ0
(
r,X, µr, αr
)
dBr, t ∈ [0, T ],
with Λt(da)dt = Λαt (da)dt := δαt(da)dt and
µ̂t = LP
(
Xt∧·, Yt∧·,Λt,W
∣∣Bt∧·, µ̂t∧·) = LP(Xt∧·, Yt∧·,Λt,W ∣∣B, µ̂), µt(dx, da) := Eµˆ[δX̂t∧·(dx)Λ̂t(da)]. (4.1)
Let us take a sequence
(
(tmi )0≤i≤m
)
m≥1
of partitions of [0, T ], with 0 = tm0 < t
m
1 < · · · < tmm = T , and such that
sup
0≤i≤m−1
|tmi+1 − tmi | −→m→∞ 0.
For any integer m ≥ 1, define for simplicity the map [0, T ] ∋ t 7−→ [t]m :=∑m−1i=0 tmi 1[tmi ,tmi+1)(t), as well as εm := tm1 . Let
Wm· :=Wεm∨·−Wεm and Bm· := Bεm∨·−Bεm , we define also two filtrations F
m
:= (Fmt )t∈[0,T ] and G
m
= (Gmt )t∈[0,T ] by
Fmt := σ
(
Xt∧·, Yt∧·,Λt,Wmt∧·, B
m
t∧·, µ̂t∧·
)
, and Gmt := σ
(
Bmt∧·, µ̂t∧·
)
, t ∈ [0, T ].
Lemma 4.3 (Approximation with piecewise constant controls). In the filtered probability space (Ω,F,F ,P), there exists
a sequence of F–predictable processes (αm)m≥1, and a sequence a F–adapted continuous processes (Xm)m≥1 such that for
any m ≥ 1
αm0 = a0, α
m
t = α
m
[t]m , on [0, T ], limm→∞
EP
[ ∫ T
0
ρ(αt, αmt )
pdt
]
= 0, and lim
m→∞
EP
[
sup
s∈[0,T ]
|Xs −Xms |p
]
= 0, (4.2)
where for each m ≥ 1, (Xmt )t∈[0,T ] is the unique strong solution of
Xmt = X0 +
∫ t∨εm
εm
b
(
r,Xmr∧·, µ
m
r , α
m
r
)
dr +
∫ t∨εm
εm
σ
(
r,Xmr∧·, µ
m
r , α
m
r
)
dWmr +
∫ t∨εm
εm
σ0
(
r,Xmr∧·, µ
m
r , α
m
r
)
dBmr , (4.3)
with EP
[‖Xm‖p] <∞ and µmt := LP(Xmt∧·, αmt ∣∣Gmt ). Moreover, if we denote Λmt (da)dt := δαmt (da)dt, as well as
µ̂mt := LP
(
Xmt∧·, Y
m
t∧·, (Λ
m)t,Wm
∣∣Gmt ) and Y mt := Xmt − ∫ t∨εm
εm
σ0
(
r,Xmr∧·, µ
m
r , α
m
r
)
dBmr , for all t ∈ [0, T ],
then (X0,Wm) is P–independent of (Bm, µ̂m), µ̂mt = µ̂
m
T ◦
(
X̂t∧·, Ŷt∧·, Λ̂t, Ŵ
)−1
, and
µ̂mt = LP
(
Xmt∧·, Y
m
t∧·, (Λ
m)t,Wm
∣∣Bm, µ̂m), P–a.s., for all t ∈ [0, T ]. (4.4)
Proof. First, we claim that for each m ≥ 1,
µ̂t = LP
(
Xt∧·, Yt∧·,Λt,W
∣∣Bmt∧·, µ̂t∧·) = LP(Xt∧·, Yt∧·,Λt,W ∣∣Bm, µ̂), P–a.s., for all t ∈ [0, T ]. (4.5)
Indeed, for all φ ∈ Cb(Cn × Cn ×M× Cd) and ψ ∈ Cb(Cℓ × C([0, T ],P(Cn × Cn ×M× Cd))), it follows by (2.10) that
EP
[〈φ, µ̂t〉ψ(Bm, µ̂)] = EP[〈φ,LP(Xt∧·, Yt∧·,Λt,W |Bm, µ̂)〉ψ(Bm, µ̂)].
This implies (4.5) by arbitrariness of (φ, ψ). We further observe that (F
m
,G
m
) satisfies
EP[1D
∣∣Gmt ] = EP[1D∣∣GmT ], for all D ∈ Fmt ∨ σ(Wm) and t ∈ [0, T ]. (4.6)
Next, as EP
[ ∫ T
0 ρ(αt, a0)
pdt
]
< ∞, it follows (this is a straightforward extension of, for instance, Liptser and Shiryaev
[59, Lemma 4.4]) that there exists a sequence of piecewise constant and F–predictable process αm satisfying the first two
properties in Equation (4.2). Without loss of generality, let us also set αmT := α
m
tm
m−1
.
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Then given αm, let Xm be the unique F
m
–adapted solution of the McKean–Vlasov SDE (4.3) (see also [24, Theorem
A.3] for its well–posedness), with µmt := LP
(
Xmt∧·, α
m
t
∣∣Gmt ). Let µ̂m, Λmt (da)dt and Y m be defined as in the statement of
Lemma 4.3.
The independence between (X0,Wm) and (Bm, µ̂m) follows directly from the independence of (X0,W ) and GT . Further,
by Proposition 2.18, W is a Brownian motion under the conditional law of P knowing GT . It follows that, for each
t ∈ [0, T ], (Wmt+s−Wmt )s∈[0,T−t] = (W(t+s)∨εm −Wt∨εm)s∈[0,T−t] and (Xmt∧·, Y mt∧·, (Λm)t,Wmt∧·) are independent under the
conditional law of P knowing Gmt (or G
m
T ). Together with (4.6), it follows that
µ̂mt = LP
(
Xmt∧·, Y
m
t∧·, (Λ
m)t,Wm
∣∣Gmt ) = LP(Xmt∧·, Y mt∧·, (Λm)t,Wm∣∣GmT ), and µmt (dx, da) = Eµˆm[δX̂t∧· (dx)Λ̂t(da)],
and therefore
µ̂mt = µ̂
m
T ◦
(
X̂t∧·, Ŷt∧·, Λ̂t, Ŵ
)−1
, P –a.s., for all t ∈ [0, T ].
Since (µ̂mt )t∈[0,T ] is a function of µ̂
m
T , and (B
m, µ̂m) and (X0,Wm) are P–independent, it follows by using the definition
of G
m
that (4.4) holds true.
To conclude, it is enough to prove that limm→∞ EP
[
sups∈[0,T ] |Xs −Xms |p
]
= 0. For any t ∈ [εm, T ], one has
Xt −Xmt = Xεm −X0 +
∫ t
εm
(
b(r,Xr∧·, µr, αr)− b(r,Xmr∧·, µmr , αmr )
)
dr
+
∫ t
εm
(
σ(r,Xr∧·, µr, αr)− σ(r,Xmr∧·, µmr , αmr )
)
dWr +
∫ t
εm
(
σ0(r,Xr∧·, µr, αr)− σ0(r,Xmr∧·, µmr , αmr )
)
dBr.
Next, using Jensen’s inequality, Burkholder–Davis–Gundy inequality, the Lipschitz property of (b, σ, σ0), and the inequal-
ity
Wp
(
µt, µ
m
t
)p
=Wp
(
LP(Xt∧·, αt∣∣Gmt ),LP(Xmt∧·, αmt ∣∣Gmt ))p ≤ EP[ sup
s∈[0,t]
∣∣Xs −Xms ∣∣p + ρ(αmt , αt)p∣∣∣Gmt ],
there exists a constant C > 0, which may vary from line to line, such that
EP
[
sup
s∈[εm,t]
|Xs −Xms |p
]
≤ CEP
[
|Xεm −X0|p +
∫ t
εm
∣∣(b, σ, σ0)(r,Xr∧·, µr, αr)− (b, σ, σ0)(r,Xmr∧·, µmr , αmr )∣∣pdr]
≤ C
(
EP
[|Xεm −X0|p]+ EP[∫ t
εm
sup
u∈[εm,r]
∣∣Xu −Xmu ∣∣pdr]+ Cm),
where
Cm := EP
[ ∫ T
0
(∣∣(b, σ, σ0)(r,X, µr, αr)− (b, σ, σ0)(r,X, µr, αmr )∣∣p + ρ(αmr , αr)p)dr].
By Gronwall’s lemma (recall that all expectations appearing here are finite), we deduce that for all t ∈ [εm, T ]
EP
[
sup
s∈[εm,t]
|Xs −Xms |p
]
≤ C
(
EP
[|Xεm −X0|p]+ Cm),
so that
EP
[
sup
s∈[0,T ]
|Xs −Xms |p
]
≤ C
(
EP
[|Xεm −X0|p]+ EP[ sup
r∈[0,εm]
|Xr −X0|p
]
+ Cm
)
.
By Assumption 2.1, one has, for all r ∈ [0, T ],
|(b, σ, σ0)(r,X, µr, αr)− (b, σ, σ0)(r,X, µr, αmr )
∣∣p ≤ C(∥∥Xr∧·∥∥p + EP[∥∥Xr∧·∥∥p + ρ(a0, αr)p∣∣∣GT ]+ ρ(a0, αr)p)
+ Cρ
(
αmr , αr
)p
.
By dominated convergence and the continuity of coefficients (b, σ, σ0), it follows that for all K > 0,
lim
m→∞
EP
[∫ T
0
∣∣(b, σ, σ0)(r,X, µr, αr)− (b, σ, σ0)(r,X, µr, αmr )∣∣p1{ρ(αmr ,αr)≤K}dr] = 0.
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In addition, since
(∥∥Xr∧·∥∥p+ρ(a0, αr)p)1{ρ(αmr ,αr)≥K} ≤ (∥∥Xr∧·∥∥p+ρ(a0, αr)p), which is P–integrable, using the uniform
integrability of the sequence (αm)m≥1, one obtains that
lim sup
K→∞
lim sup
m→∞
EP
[∫ T
0
∣∣(b, σ, σ0)(r,X, µr, αr)− (b, σ, σ0)(r,X, µr, αmr )∣∣p1{ρ(αmr ,αr)>K}dr]
≤ lim sup
K→∞
lim sup
m→∞
KEP
[ ∫ T
0
((∥∥Xr∧·∥∥p + ρ(a0, αr)p)+ ρ(αmr , αr)p)1{ρ(αmr ,αr)>K}dr]
≤ lim sup
K→∞
sup
m>0
KEP
[ ∫ T
0
ρ
(
αmr , αr
)p
1{ρ(αmr ,αr)>K}dr
]
= 0.
This implies that lim
m→∞
Cm = 0, and hence (4.2) does hold.
Lemma 4.4. In the context of Lemma 4.3, let m ≥ 1. In the (possibly enlarged) filtered probability space (Ω,F,F ,P),
there exists a sequence of i.i.d. random variables Um = (Umi )i≥1, with uniform distribution on [0, 1], and P–independent of
(X0, Bm,W ), together with a (σ(Um, X0,Wt∧·, Bmt∧·))t∈[0,T ]–predictable process (γ˜
m
t )t∈[0,T ], such that if we let (X˜
m
t )t∈[0,T ]
be the unique strong solution of
X˜mt = X0 +
∫ t∨εm
εm
b
(
r, X˜mr∧·, ζ
m
r , γ˜
m
r
)
dr +
∫ t∨εm
εm
σ
(
r, X˜mr∧·, ζ
m
r , γ˜
m
r
)
dWmr +
∫ t∨εm
εm
σ0
(
r, X˜mr∧·, ζ
m
r , γ˜
m
r
)
dBmr ,
with ζ
m
t := LP
(
X˜mt∧·, γ˜
m
t
∣∣Bm, Um), and define further Λ˜mt (da)dt := δγ˜mt (da)dt, as well as
Y˜ mt := X˜
m
t −
∫ t∨εm
εm
σ0
(
r, X˜mr∧·, ζ
m
r , γ˜
m
r
)
dBmr , and ζ̂
m
t := LP
(
X˜mt∧·, Y˜
m
t∧·, (Λ˜
m)t,Wm
∣∣Bm, Um),
then, with (Xm, Y m,Λm,Wm, Bm, µ̂m) defined in Lemma 4.3, we have
LP
(
X˜m, Y˜ m, Λ˜m,Wm, Bm, ζ̂mT
)
= LP
(
Xm, Y m,Λm,Wm, Bm, µ̂m
)
. (4.7)
Finally, when ℓ = 0 and µ̂m is deterministic, then one can take (γ˜mt )t∈[0,T ] to be (σ(X0,Wt∧·))t∈[0,T ]–predictable.
Proof. Let us fix m ≥ 1, and introduce {Wm}0 = {Bm}0 := 0, and then for i ∈ {1, . . . ,m},
{Bm}i :=
(
Bm,(k−1)
)
1≤k≤i
, {Wm}i :=
(
Wm,(k−1)
)
1≤k≤i
, {µ̂m}i :=
(
µ̂mtm
k
)
0≤k≤i
, and {αm}i := (αmk )0≤k≤i,
where Bm,(k−1)t := B
m
(t∨tm
k−1
)∧tm
k
−Bmtm
k−1
and Wm,(k−1)t :=W
m
(t∨tm
k−1
)∧tm
k
−Wmtm
k−1
, t ∈ [0, T ].
Step 1. For each i ∈ {1, . . . ,m}, there exists (see Kurtz [48, Lemma 1.3.]) a Borel measurable function Gµi : Cℓ ×
P(Cn × Cn ×M× Cd)i × [0, 1] −→ P(Cn × Cn ×M× Cd) such that, for any uniform random variable Umi independent of({Bm}i, {µ̂m}i−1) and Ĝµi := Gµi ({Bm}i, {µ̂m}i−1, Umi ), we have
LP(X0, {Bm}i, {Wm}i, {µ̂m}i−1, µ̂mtm
i
)
= LP(X0, {Bm}i, {Wm}i, {µ̂m}i−1, Ĝµi ), (4.8)
Above, Gµi is a function of ({Bm}i, {µ̂m}i−1, Umi ) rather than of (X0, {Bm}i, {Wm}i, {µ̂m}i−1, Umi ), since µ̂mtmi is actually
P–independent of (X0,Wm). We can apply a similar argument to find a Borel measurable function Gαi : R
n × (Cℓ ×
Cd)i × P(Cn × Cn × M × Cd)(i+1) × Ai × R −→ A, and uniform random variable V mi independent of the variables(
X0, {Bm}i, {Wm}i, {µ̂m}i, {αm}(i−1)
)
such that
LP(X0, {Bm}i, {Wm}i, {µ̂m}i, {αm}(i−1), αmi ) = LP(X0, {Bm}i, {Wm}i, {µ̂m}i, {αm}(i−1), G˜αi ), (4.9)
where
G˜αi := G
α
i
(
X0, {Bm}i, {Wm}i, {µ̂m}i, {αm}(i−1), V mi
)
.
Observe that one can take (Um1 , . . . , U
m
m ) to be independent of (V
m
1 , . . . , V
m
m ). We can then find a Borel function κ
d :
Rd −→ [0, 1] such that LP(κd(Wiεm/m−W(i−1)εm/m)) is a uniform distribution. Define next γ˜m0 := αm0 = a0, ζ̂0 := µ̂tm0 ∧·,
and for any i ∈ {1, . . . ,m− 1}
ζ̂mi := G
µ
i
(
X0, {Bm}i, {ζ̂m}(i−1), Umi
)
, γ˜mi := G
α
i
(
X0, {Bm}i, {Wm}i, {ζ̂m}i, {γ˜m}(i−1), κd
(
Wiεm/m −W(i−1)εm/m
))
.
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Then, for each i ∈ {0, . . . ,m}, ζ̂mi is σ(Um1 , . . . , Umi , {Bm}i)–measurable, and
γ˜mi is σ
(
X0,Wεm∧·, {Wm}i, {ζ̂m}i, {Bm}i
)
–measurable. (4.10)
When ℓ = 0 and µ̂m is deterministic, the previous construction implies that {ζ̂m}m = {µ̂m}m is deterministic and γ˜mi is
σ
(
X0,Wεm∧·, {Wm}i
)
–measurable.
Step 2. We next prove by induction that, for each i ∈ {0, . . . ,m}
LP(X0, {Bm}i, {Wm}i, {µ̂m}i, {αm}i) = LP(X0, {Bm}i, {Wm}i, {ζ̂m}i, {γ˜m}i). (4.11)
When i = 0, (4.11) holds true since αm0 and µ̂tm0 are deterministic constants.
Now, assume that (4.11) is true for some i ∈ {0, . . . ,m−1}. First, take φ ∈ Cb(Rn×Cn×Cℓ×Cd×P(Cn×Cn×M×Cn)i×Ai),
ψ ∈ Cb(Cd), ϕ ∈ Cb(Cℓ) and h ∈ Cb(P(Cn × Cn ×M × Cd)). Using the independence of the increments of the Brownian
motion Wm, together with (4.4) and (4.8), we have
EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {µ̂m}i, {αm}i
)
ψ
(
Wm,(i)
)
ϕ
(
Bm,(i)
)
h
(
µ̂mtm
i+1
)]
= EP
[
EP
[
ψ
(
Wm,(i)
)]
EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {µ̂m}i, {αm}i
)∣∣∣Bmtm
i
∧·, µ̂
m
tm
i
∧·
]
ϕ
(
Bm,(i)
)
h
(
µ̂mtm
i+1
)]
= EP
[
EP
[
ψ
(
Wm,(i)
)]
EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {µ̂m}i, {αm}i
)∣∣∣Bm, µ̂m]ϕ(Bm,(i))h(Ĝµi+1)]
= EP
[
EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {µ̂m}i, {αm}i
)
ψ
(
Wm,(i)
)∣∣∣Bm, µ̂m]ϕ(Bm,(i))h(Ĝµi+1)]. (4.12)
Further, let ϕ1 ∈ Cb(Cℓ × P(Cn × Cn ×M × Cd)i) and ϕ2 ∈ Cb([0, 1]), using the independence of Umi+1 and that of the
increments of the Brownian motions (Bm,Wm), and the induction assumption, we obtain
EP
[
EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {µ̂m}i, {αm}i
)
ψ
(
Wm,(i)
)∣∣∣Bm, µ̂m]ϕ1(Bmtm
i+1
∧·, {µ̂m}i
)
ϕ2(Umi+1)
]
= EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {µ̂m}i, {αm}i
)
ψ
(
Wm,(i)
)
ϕ1
(
Bmtm
i+1
∧·, {µ̂m}i
)]
EP
[
ϕ2(Umi+1)
]
= EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {ζ̂m}i, {γ˜m}i
)
ψ
(
Wm,(i)
)
ϕ1
(
Bmtm
i+1
∧·, {ζ̂m}i
)
ϕ2(Umi+1)
]
. (4.13)
Using the arbitrariness of (ϕ1, ϕ2), and a classical density argument, we can replace ϕ1
(
Bmtm
i+1
∧·, {ζ̂m}i
)
ϕ2(Umi+1) by
ϕ(Bm,(i))h
(
Gµi+1
(
Bmtm
i+1
∧·, {µ̂m}i, Umi+1
))
, for arbitrary continuous and bounded functions ϕ and h, in (4.13), and it leads
to
(4.12) = EP
[
φ
(
X0, B
m
tm
i
∧·,W
m
tm
i
∧·, {ζ̂m}i, {γ˜m}i
)
ψ
(
Wm,(i)
)
ϕ(Bm,(i))h
(
ζ̂mi+1
)]
,
and hence
LP
(
X0, B
m
tm
i+1
∧·,W
m
tm
i+1
∧·, {µ̂m}(i+1), {αm}i
)
= LP
(
X0, B
m
tm
i+1
∧·,W
m
tm
i+1
∧·, {ζ̂m}(i+1), {γ˜m}i
)
.
Together with the result (4.9), and by the independence of V mi+1 w.r.t. the other variables, it follows that
LP
(
X0, {Bm}(i+1), {Wm}(i+1), {µ̂m}(i+1), {αm}i, αmi+1
)
= LP
(
X0, {Bm}(i+1), {Wm}(i+1), {ζ̂m}(i+1), {γ˜m}i, γ˜mi+1
)
,
which concludes the proof of (4.11) by induction.
Step 3. Under Assumption 2.1, the solution of SDE (4.3) can be expressed as function of (X0,Wm, Bm, (Λm), µ̂m). More
precisely, there exists a Borel function Hm : [0, T ]× Rn × Cd × Cℓ ×M× P(Cn × Cn ×M× Cd) −→ Cn × Cn such that
(Xmt , Y
m
t ) = H
m
t
(
X0,W
m
t∧·, B
m
t∧·, (Λ
m)t, µ̂mT
)
, t ∈ [0, T ], P–a.s.
Moreover, by Lemma 4.3, the processes (µ̂mt )t∈[0,T ] and (µ
m
t )t∈[0,T ] are actually functions of µ̂
m
T .
Define γ˜mt := γ˜
m
i for t ∈ [tmi , tmi+1), i ∈ {0, . . . ,m− 1}, Λ˜mt (da)dt := δγ˜mt (da)dt, and
ζ̂mt := ζ̂
m
m ◦
(
X̂t∧·, Ŷt∧·, Λ̂t, Ŵ
)−1
, and ζ
m
t (dx, da) := E
ζ̂mm
[
δ
X̂t∧·
(dx)Λ̂t(da)
]
, for all t ∈ [0, T ],
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and then
(X˜mt , Y˜
m
t ) := H
m
t
(
X0,W
m
t∧·, B
m
t∧·, (Λ˜
m)t, ζ̂mT
)
.
It follows from Equation (4.11) that (4.7) holds true, and
(
X˜m, Y˜ m
)
satisfies the SDE in the statement of Lemma (4.4).
It remains to prove that
ζ̂mt = LP
(
X˜mt∧·, Y˜
m
t∧·, (Λ˜
m)t,Wm
∣∣Bm, Um),P–a.s., for all t ∈ [0, T ]. (4.14)
Recall that µ̂mt = µ̂
m
T ◦
(
X̂t∧·, Ŷt∧·, Λ̂t, Ŵ
)−1
for all t ∈ [0, T ]. Let φ ∈ Cb(P(Cn×Cn×M×Cd)), ϕ ∈ Cb(Cℓ×C([0, T ];P(Cn×
Cn ×M× Cd))). By Equation (4.11), we have
EP
[〈φ, ζ̂mt 〉ϕ(Bm, ζ̂mT∧·)] = EP[〈f, µ̂mt 〉ϕ(Bm, µ̂mT∧·)] = EP[f(Xmt∧·, Y mt∧·, (Λm)t,Wm)ϕ(Bm, µ̂mT∧·)]
= EP
[
f
(
X˜mt∧·, Y˜
m
t∧·, (Λ˜
m)t,Wm
)
ϕ
(
Bm, ζ̂mT∧·
)]
= EP
[〈f,LP(X˜mt∧·, Y˜ mt∧·, (Λ˜m)t,Wm∣∣Bm, ζ̂mT∧·)〉ϕ(Bm, ζ̂mT∧·)].
This implies that
ζ̂mt = LP
(
X˜mt∧·, Y˜
m
t∧·, (Λ˜
m)t,Wm
∣∣Bm, ζ̂mT∧·).
Recall from (4.10) that γ˜mi is σ(X0,Wεm∧·, {Wm}i, {ζ̂m}i, {Bm}i)–measurable, ζ̂mi is σ({Bm}i, Um)–measurable for each
i ∈ {0, . . . ,m− 1}, and Um is independent of (X0, Bm,Wεm∧·,Wm) under P. It follows that (4.14) holds true.
For Proposition 4.5 below, let us denote by (αt)t∈[0,T ] an A–valued F–predictable process on the canonical space Ω,
satisfying that Λt(da)dt = δαt(da)dt, P–a.e., for all P ∈ PW (ν).
Proposition 4.5. Let Assumption 2.1 hold true, ν ∈ Pp(Rn) and P ∈ PW (ν).
(i) When ℓ 6= 0, there exists a sequence (Pm)m≥1 ⊂ PS(ν) such that
lim
m→∞
LPm(X,Y,Λ,W,B, µ̂, δ(µt,αt)(dν¯, da)dt) = LP(X,Y,Λ,W,B, µ̂, δ(µt,αt)(dν¯, da)dt), inWp. (4.15)
(ii) When ℓ = 0, there exists a family (P
m
u )u∈[0,1],m≥1 ⊂ PS(ν), such that u 7−→ P
m
u is Borel measurable, and
lim
m→∞
∫ 1
0
LPmu (X,Y,Λ,W,B, µ̂, δ(µt,αt)(dν¯, da)dt)du = LP(X,Y,Λ,W,B, µ̂, δ(µt,αt)(dν¯, da)dt), inWp. (4.16)
Proof. First, let (X˜m, Y˜ m, Bm,Wm, ζ̂m, ζ
m
, γ˜m, Λ˜m) be given as in Lemma 4.4. Using Lemma 4.3 and Lemma 4.4, we
have
lim
m→∞
LP
(
X˜m, Y˜ m, Bm,Wm, ζ̂mT , δ(ζmt ,˜γmt )
(dν¯, da)dt
)
= LP
(
X,Y,B,W, µ̂, δ(µt,αt)(dν¯, da)dt
)
, inWp.
(i) When ℓ 6= 0, since Bεm is independent of (X0,W,Bm), one can take Um := κ
(
Bεm
)
for some measurable function
κ : R −→ [0, 1]m. Consequently, we have ζ̂mt = LP
(
X˜mt∧·, Y˜
m
t∧·, (Λ˜
m)t,Wm
∣∣B), P–a.s., for all t ∈ [0, T ]. Let us then define
(S˜mt )t∈[0,T ] as the unique strong solution of
S˜mt = X0 +
∫ t
0
b
(
r, S˜m, β
m
r , γ˜
m
r
)
dr +
∫ t
0
σ
(
r, S˜m, β
m
r , γ˜
m
r
)
dWr +
∫ t
0
σ0
(
r, S˜m, β
m
r , γ˜
m
r
)
dBr,
with β
m
t := LP
(
S˜mt∧·, γ˜
m
t |Bt∧·
)
= LP(S˜mt∧·, γ˜mt |B). Denote, for all t ∈ [0, T ]
Z˜mt := S˜
m
t −
∫ t
0
σ0
(
r, S˜m, β
m
r , γ˜
m
r
)
dBr, and β̂mt := LP
(
S˜mt∧·, Z˜
m
t∧·, (Λ˜
m)t,W
∣∣B).
Using almost the same arguments as in the proof of (4.2) in Lemma 4.3, we can deduce that
lim
m→∞
EP
[
sup
t∈[0,T ]
|S˜mt − X˜mt |p
]
= 0,
and moreover
lim
m→∞
LP
(
S˜m, Z˜m, B,W, β̂mT , δ(βmt ,˜γmt )
(dν¯, da)dt
)
= lim
m→∞
LP
(
X˜m, Y˜ m, Bm,Wm, ζ̂mT , δ(ζmt ,˜γmt )
(dν¯, da)dt
)
= lim
m→∞
LP
(
Xm, Y m, Bm,Wm, µ̂mT , δ(µmt ,αmt )(dν¯, da)dt
)
= LP
(
X,Y,B,W, µ̂, δ(µt,αt)(dν¯, da)dt
)
, inWp. (4.17)
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Then it is enough to denote P
m
:= P ◦ (S˜m, Z˜m, Λ˜m,W,B, β̂mT )−1 to conclude the proof of (i).
(ii). When ℓ = 0, so that the process B disappears, one has ζ̂mt = LP
(
X˜mt∧·, Y˜
m
t∧·, (Λ˜
m)t,Wm
∣∣Um), t ∈ [0, T ], P–a.s., where
Um is independent of
(
X˜m, Y˜ m, Λ˜m,W
)
. Let us define (S˜mt )t∈[0,T ] as the unique strong solution of
S˜mt = X0 +
∫ t
0
b
(
r, S˜m, β
m
r , γ˜
m
r
)
dr +
∫ t
0
σ
(
r, S˜m, β
m
r , γ˜
m
r
)
dWr,
with
β
m
t := LP
(
S˜mt∧·, γ˜
m
t |Um
)
= LP(S˜mt∧·, γ˜mt |Um), Z˜mt := S˜mt , and β̂mt := LP(S˜mt∧·, Z˜mt∧·, (Λ˜m)t,W ∣∣Um),
As in (i), we can apply almost the same arguments as in the proof of Lemma 4.3 to deduce that
lim
m→∞
LP
(
S˜m, Z˜m, B,W, β̂mT , δ(βmt ,˜γmt )
(dν¯, da)dt
)
= LP
(
X,Y,B,W, µ̂, δ(µt,αt)(dν¯, da)dt
)
, inWp.
Beside, it is easy to check that
LP
(
S˜m, Z˜m, Λ˜m,W,B, β̂m
∣∣∣Um) ∈ PS(ν), P–a.s.,
which concludes the proof of (ii).
Remark 4.6. When ℓ = 0, if we assume in addition that µ̂ is deterministic under P ∈ PW (ν), we can omit the term
Um in the proof of Proposition 4.5.(ii) by Lemma 4.4, and hence there is no need to consider the conditional law of
(S˜m, Z˜m, Λ˜m,W,B, β̂m) knowing Um. It follows that we can find a sequence (P
m
)m≥1 ⊂ PS(ν) such that (4.15) holds.
Remark 4.7. In summary, our proof for approximating weak control by strong control rules consists in three main steps:
(i) approximate the (weak) control process by piecewise constant processes and freeze the controlled process on [0, ε];
(ii) represent the piecewise constant control process as functionals of the Brownian motions and some independent
randomness using the (H)–hypothesis type condition (2.5);
(iii) replace the independent randomness by the increment of the Brownian motions on [0, ε], so that the control processes
becomes functionals of the Brownian motions only.
This is quite different from the steps in Lacker [51] for McKean–Vlasov control problem without common noise, and
in spirit closer to the technical steps in El Karoui and Tan [26, Theorem 4.5], which approximates weak control rule by
strong control rules for classical stochastic control problems. In particular, our approach allows to avoid a subtle gap in
the proof of [50, Lemma 6.7]. In that proof, a key technical step uses implicitly the following erroneous argument (see the
paragraph after (6.19) in [50]): let W and U be two independent random variables on a probability space (Ω⋆,F⋆,P⋆), and
f : R × R −→ R be such that Z := f(W,U) is independent of W , then Z is measurable with respect to the (completed)
σ–algebra generated by U . For a counter–example, let us consider the case that W ∼ N(0, 1) and U ∼ U [−1, 1] and that
W is independent of U , then Z := U1{W≥0} − U1{W<0} is independent of W , but not measurable w.r.t. σ(U).
4.1.2 Approximating relaxed controls by weak control rules
We provide here an approximation result of relaxed control rules by weak control rules, when in addition Assump-
tion 2.12 holds. For the classical optimal control problem, such an approximation result is achieved by representing the
martingale problems in Definition 2.5 and Definition 2.13 using the notion of martingale measures, as introduced by
El Karoui and Méléard [25] (see Section B.2 for a brief reminder on its definition).
Recall that Ω̂ := Cn × Cn ×M × Cd is defined in Section 2.3.1. Let us also introduce an abstract filtered probability
space (Ω⋆,F⋆,F⋆ := (F⋆t )t∈[0,T ],P⋆), equipped with 2(n+ d) i.i.d. martingale measures (N⋆,i)1≤i≤2(n+d), with intensity
ν0(da)dt, for some diffuse probability measure ν0 on A, and a sequence of i.i.d. standard d–dimensional Brownian motions
(W ⋆,i)i≥1. Let us define
Ω̂⋆ := Ω̂× Ω⋆, F̂⋆ := F̂ ⊗ F⋆, F̂⋆t := F̂t ⊗F⋆t , P̂ω¯ := µ̂(ω¯)⊗ P⋆, for all t ∈ [0, T ], and ω¯ ∈ Ω.
The random elements (X̂, Ŷ , Λ̂, Ŵ ) and (N⋆,W ⋆,i, i ≥ 1) can then naturally be extended to Ω̂⋆. Let us first provide an
improved version of [25, Theorem IV–2], whose proof is completed in Appendix B.2.
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Proposition 4.8. Let ν ∈ Pp(Rn) and P ∈ PR(ν). Then there exists a family of measure–valued processes (N̂ ω¯)ω¯∈Ω
such that, for P–a.e. ω¯ ∈ Ω, N̂ ω¯ = (N̂1,ω¯, . . . , N̂d,ω¯) is an (F̂⋆, P̂ω¯)–martingale measure with intensity Λ̂t(da)dt, the
martingales (N̂ i,ω¯)1≤i≤d are orthogonal, and satisfy
Ŷt = X̂0 +
∫∫
[0,t]×A
b
(
r, X̂, µ(ω¯), a
)
Λ̂r(da)dr +
∫∫
[0,t]×A
σ
(
r, X̂, µ(ω¯), a
)
N̂ ω¯(da, dr), Ŵt =
∫∫
[0,t]×A
N̂ ω¯(da, ds), P̂ω¯–a.s.
(4.18)
Moreover, let Ĥ⋆ = (Ĥ⋆t )t∈[0,T ] with Ĥ⋆t := Gt ⊗ F̂⋆t be a filtration on Ω× Ω̂⋆, denote by P Ĥ
⋆
the predictable σ–algebra on
[0, T ]×Ω× Ω̂⋆ with respect to Ĥ⋆. Then for all bounded P Ĥ⋆ ⊗B(A)–measurable function f : [0, T ]×Ω× Ω̂⋆ ×A −→ R,
one can define the stochastic integral
∫∫
[0,t]×A f
ω¯(s, a)N̂ ω¯(ds, da) in such a way that
(t, ω¯, ωˆ⋆) 7−→
(∫∫
[0,t]×A
f ω¯(s, a)N̂ ω¯(da, ds)
)
(ωˆ⋆) is P Ĥ⋆–measurable. (4.19)
Remark 4.9. With a fixed probability measure P on Ω, one can define a probability measure P˜⋆ := P⊗ P̂· on Ω× Ω̂⋆ by
EP˜
⋆
[φ] :=
∫
Ω×Ω̂⋆
φ(ω¯, ωˆ⋆)P̂ω¯(dωˆ⋆)P(dω¯), for all bounded r.v. φ : Ω× Ω̂⋆ → R.
We can also consider the augmented filtration Ĥ⋆,˜P
⋆
of Ĥ⋆ under P˜⋆, which in particular contains all P˜⋆–null sets in
Ω× Ω̂⋆. At the same time, any Ĥ⋆,˜P⋆–predictable process is P˜⋆–indistinguishable to a Ĥ⋆–predictable process (see e.g. [23,
Theorem IV.78]).
Proposition 4.10. Let Assumption 2.1 and Assumption 2.12 hold, assume that A ⊂ Rj for j ≥ 1, and that ν ∈ Pp′(Rn)
with the constant p′ given in Assumption 2.1. Then for every P ∈ PR(ν), there exists a sequence
(
P
m)
m≥1
⊂ PW (ν)
such that
lim
m→∞
Wp
(
P
m
,P
)
= 0.
Proof. We only provide here the proof with the additional condition that σ0 is a constant, which illustrates better our
main ideas. We refer to Appendix B.3 for a proof in the general case.
First, let P ∈ PR(ν), recall from Proposition 4.8 that on the enlarged filtered space
(
Ω̂⋆, F̂⋆, F̂⋆), we have a family
(N̂ ω¯)ω¯∈Ω such that N̂
ω¯ is a martingale measure with intensity Λt(da)dt under the probability measure P̂ω¯ := µ̂(ω¯)⊗ P⋆,
for P–a.e. ω¯ ∈ Ω, and
X̂t = X̂0 +
∫∫
[0,t]×A
b
(
r, X̂, µ(ω¯), a
)
Λ̂r(da)dr +
∫∫
[0,t]×A
σ
(
r, X̂, µ(ω¯), a
)
N̂ ω¯(da, dr) + σ0Bt(ω¯), t ∈ [0, T ], P̂ω¯–a.s.,
Ŵt =
∫∫
[0,t]×A
N̂ ω¯(da, ds), t ∈ [0, T ], P̂ω¯–a.s.
By Lemma 4.11 below, there exists, on (Ω̂⋆, F̂⋆), a sequence (F̂⋆,m)m≥1 of sub–filtrations of F̂⋆, together with a sequence of
family of processes
(
αˆm, (Ŵ ω¯,m)ω¯∈Ω, (X̂
ω¯,m)ω¯∈Ω
)
m≥1
, where αˆm is an A–valued F̂m–predictable process for each m ≥ 1,
and for P–a.e. ω¯ ∈ Ω, Ŵ ω¯,m is an (F̂⋆,m, P̂ω¯)–Brownian motion, and with Λ̂m(da, dt) = δαˆmt (da)dt,
P̂ω¯
[
lim
m→∞
Λ̂m(da, dt) = Λ̂(da, dt)
]
= 1, lim
m→∞
Wp
(
LP̂ω¯(X̂ ω¯,m, Λ̂m(da, dt), Ŵ ω¯,m), LP̂ω¯(X̂, Λ̂t(da)dt, Ŵ )) = 0, (4.20)
and
X̂ ω¯,mt = X̂0 +
∫ t
0
b
(
r, X̂ ω¯,m, P̂ω¯ ◦ (X̂ ω¯,m)−1, αˆmr
)
dr +
∫ t
0
σ
(
r, X̂ ω¯,m, P̂ω¯ ◦ (X̂ ω¯,m)−1, αˆmr
)
dŴ ω¯,mr + σ0Bt(ω¯), (4.21)
and for each m ≥ 1
(t, ω¯, ωˆ⋆) 7−→ (X̂ ω¯,mt∧· (ωˆ⋆), (Λ̂m)t(ωˆ⋆), Ŵ ω¯,mt∧· (ωˆ⋆)) is P Ĥ⋆–measurable, (4.22)
so that, with the predictable σ–algebra PG on [0, T ]× Ω with respect to G
(t, ω¯) 7−→ LP̂ω¯(X̂ ω¯,mt∧· , (Λ̂m)t, Ŵ ω¯,m) is PG–measurable.
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Further, let us denote Ŷ ω¯,m := X̂ ω¯,m − σ0B(ω¯) and
P
m
:=
∫
Ω
LP̂ω¯
(
X̂ ω¯,m, Ŷ ω¯,m, Λ̂m, Ŵ ω¯,m, B(ω¯),LP̂ω¯(X̂ ω¯,m, Ŷ ω¯,m, Λ̂m, Ŵ ω¯,m))P(dω¯).
It follows by (4.20) that limm→∞Wp(Pm,P) = 0. To conclude, it is enough to show that Pm ∈ PW (ν). Since, by
construction, P
m
[Λ ∈M0] = 1, then it is enough to show that Pm ∈ PR(ν). To this end, let us check that Pm satisfies all
the conditions in Proposition B.1.
It is easy to check that P
m[
µ̂◦ (X̂0)−1 = ν,X0 = Y0,W0 = 0, B0 = 0
]
= 1 and EP
m[‖X‖p+ ∫∫
[0,T ]×A
|a−a0|pΛt(da)dt
]
<
∞. Furthermore, for every φ ∈ Cb(Cn × Cn ×M× Cd), ϕ ∈ Cb(P(Cn × Cn ×M× Cd)) and t ∈ [0, T ], we have
EP
m[〈φ, µ̂t〉ϕ(B, µ̂)] = ∫
Ω
EP̂ω¯
[
φ
(
X̂ ω¯,mt∧· , Ŷ
ω¯,m
t∧· , (Λ̂
m)t, Ŵ ω¯,m
)]
ϕ
(
B(ω¯),LP̂ω¯(X̂ ω¯,m, Ŷ ω¯,m, Λ̂m, Ŵ ω¯,m))P(dω¯)
= EP
m[
φ
(
Xt∧·, Yt∧·,Λt,W
)
ϕ
(
B, µ̂
)]
.
This implies that
µ̂t = (P
m
)GT ◦ (Xt∧·, Yt∧·,Λt,W )−1, Pm–a.s.
Next, for all φ ∈ Cb(Rℓ), ψ ∈ Cb(Cn × Cn ×M× Cd × Cℓ × C([0, T ];P(Cn × Cn ×M× Cd))), and s ∈ [0, t], we have
EP
m[
φ(Bt −Bs)ψ
(
Xs∧·, Ys∧·,Λs,Ws∧·, Bs∧·, µ̂s∧·
)]
=
∫
Ω
φ
(
Bt(ω¯)−Bs(ω¯)
)
EP̂ω¯
[
ψ
(
X̂ ω¯,ms∧· , Ŷ
ω¯,m
s∧· , (Λ̂
m)s, Ŵ ω¯,ms∧· , Bs∧·(ω¯),LP̂ω¯
(
X̂ ω¯,ms∧· , Ŷ
ω¯,m
s∧· , (Λ̂
m)s, Ŵ ω¯,m
))]
P(dω¯)
= EP
m[
φ
(
Bt(ω¯)−Bs(ω¯)
)] ∫
Ω
EP̂ω¯
[
ψ
(
X̂ ω¯,ms∧· , Ŷ
ω¯,m
s∧· , (Λ̂
m)s, Ŵ ω¯,ms∧· , Bs∧·(ω¯),LP̂ω¯
(
X̂ ω¯,ms∧· , Ŷ
ω¯,m
s∧· , (Λ̂
m)s, Ŵ ω¯,m
))]
P(dω¯)
= EP
m[
φ(Bt −Bs)
]
EP
m[
ψ
(
Xs∧·, Ys∧·,Λs,Ws∧·, Bs∧·, µ̂s∧·
)]
,
which implies that B has independent increments with respect to (F,P
m
). Besides, since P
m ◦B−1 is the Wiener measure,
it follows that B is an (F,P
m
)–Brownian motion. Also, as Z = X − Y = σ0B, one has immediately that Sf (defined in
(B.1)) is an (F
◦
,P
m
)–martingale for all f ∈ C2b (Rn+ℓ). Finally, by construction, Condition (iii) in Proposition B.1 is also
satisfied. Therefore, P
m ∈ PR(ν), and hence Pm ∈ PW (ν).
Lemma 4.11. Let us stay in the context of Proposition 4.10, and assume in addition that σ0 is a constant. Then on the
space (Ω̂⋆, F̂⋆), there exists a sequence (F̂⋆,m)m≥1 of sub–filtrations of F̂⋆, together with a sequence of family of processes(
αˆm, (Ŵ ω¯,m)ω¯∈Ω, (X̂
ω¯,m)ω¯∈Ω
)
m≥1
, where αˆm is an A–valued F̂⋆,m–predictable process for each m ≥ 1, and for P–a.e.
ω¯ ∈ Ω, Ŵ ω¯,m is an (F̂⋆,m, P̂ω¯)–Brownian motion, and with Λ̂m(da, dt) = δαˆmt (da)dt and X̂ ω¯,m be defined in (4.21), the
convergence and measurability results in (4.20) and (4.22) hold true.
Proof. We will adapt the arguments in [27, Theorem 4.9.] to approximate, under each P̂ω¯, the process
X̂t = X̂0 +
∫∫
[0,t]×A
b
(
r, X̂, µ(ω¯), a
)
Λ̂r(da, dr) +
∫∫
[0,t]×A
σ
(
r, X̂, µ(ω¯), a
)
N̂ ω¯(da, dr) + σ0Bt(ω¯), t ∈ [0, T ], P̂ω¯–a.s.,
and at the same time check the measurability property at each step.
Step 1. We first show that one can assume w.l.o.g. that A ⊂ Rj is a compact set. Indeed, for each e ≥ 1, let us denote
Ae := A ∩ [−e, e]j , πe : A −→ Ae the projection from A to Ae, and then define Λ̂e and for all ω¯ ∈ Ω, N̂ ω¯,e by∫∫
[0,T ]×A
φ(s, a)Λ̂e(da, dr) :=
∫∫
[0,T ]×A
φe(s, a)Λ̂(da, dr),
∫∫
[0,T ]×A
φ(s, a)N̂ ω¯,e(da, dr) :=
∫∫
[0,T ]×A
φe(s, a)N̂ ω¯(da, dr),
for all φ ∈ Cb([0, T ]× A) and φe(s, a) := φ(s, πe(a)). Denote also (be, σe)(t,x, ν, a) := (b, σ)(t,x, ν, πe(a)). For ω¯ ∈ Ω, let
X̂ ω¯,e be the unique solution to
X̂ ω¯,et = X̂0 +
∫∫
[0,t]×A
b
(
r, X̂ ω¯,e, µ(ω¯), a
)
Λ̂er(da)dr +
∫∫
[0,t]×A
σ
(
r, X̂ ω¯,e, µ(ω¯), a
)
N̂ ω¯,e(da, dr)
+ σ0Bt(ω¯), t ∈ [0, T ], P̂ω¯–a.s.
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Then by similar arguments as in the proof of Lemma 4.3, it is standard to deduce that, for some constant C > 0
independent of e ≥ 1 and ω¯, and which may change value from line to line
EP̂ω¯
[
sup
t∈[0,T ]
|X̂ ω¯,et − X̂s|p
]
≤ CEP̂ω¯
[∫∫
[0,t]×A
∣∣((b, σ)− (be, σe))(t, X̂, P̂ω¯ ◦ (X̂)−1, a)∣∣pΛ̂t(da)dt].
Using the growth conditions on (b, σ) in Assumption 2.1, we have∫∫
[0,T ]×A
∣∣((b, σ)− (be, σe))(t, X̂, P̂ω¯ ◦ (X̂)−1, a)∣∣pΛ̂t(da)dt ≤ C(∥∥X̂∥∥p + EP̂ω¯[∥∥X̂∥∥p] ∫∫
[0,T ]×A
|a|pΛ̂t(da)dt
)
.
It follows by the dominated convergence theorem that, for P–a.e. ω¯ ∈ Ω,
lim
e→∞
EP̂ω¯
[
sup
t∈[0,T ]
∣∣X̂ ω¯,et − X̂s∣∣p] = 0.
Moreover, as A is a Polish subspace of Rj , then A is closed, and hence Ae is compact. This allows to reduce the problem
to the case where A is compact.
Step 2. We now assume in addition that A is compact and proceed the proof. By compactness of A, there is a sequence
of positive reel numbers (δe)e≥1 such that lime→∞ δe = 0, and for each e ≥ 1, one can find a partition (Ae1, . . . , Aee) of A
and (ae1, . . . , a
e
e) satisfying a
e
i ∈ Aei and |aei − a| < δe for all a ∈ Aei , i ∈ {1, . . . , e}. For ω¯ ∈ Ω, let X̂ ω¯,e be the unique
solution to the SDE
X̂ ω¯,et = X̂0+
e∑
i=1
∫ t
0
b
(
r, X̂ ω¯,e, P̂ω¯ ◦ (X̂ ω¯,e)−1, aei
)
Λ̂r(Aei )dr+
∫ t
0
σ
(
r, X̂ ω¯,e, P̂ω¯ ◦ (X̂ ω¯,e)−1, aei
)
dN̂ ω¯r (A
e
i )+σ0Bt(ω¯). (4.23)
Using again standard arguments as in the proof of Lemma 4.3, we obtain that, for some constant C > 0 (independent of
e and ω¯), which may change from line to line
EP̂ω¯
[
sup
t∈[0,T ]
∣∣X̂ ω¯,et − X̂t∣∣p] ≤ CEP̂ω¯[ e∑
i=1
∫∫
[0,T ]×Ae
i
∣∣(b, σ)(r, X̂, P̂ω¯ ◦ (X̂)−1, a)− (b, σ)(r, X̂,Pω¯ ◦ (X̂)−1, aei )∣∣pΛr(da)dr].
For every fixed (r,x, ν), the map a 7−→ (b, σ)(r,x, ν, a) is continuous and hence uniformly continuous. Using dominated
convergence, it follows that, for P–a.e. ω¯ ∈ Ω,
lim
e→∞
EP̂ω¯
[
sup
t∈[0,T ]
∣∣X̂ ω¯,et − X̂t∣∣p] = 0. (4.24)
Recall that the space Ω̂⋆ is equipped with a sequence of i.i.d. Brownian motion (W ⋆,i)i≥1. Let us define, for each
i = 1, . . . , e,
Ẑ ω¯,e,it :=
∫ t
0
(qe,is )
−1/21{qe,is 6=0}
dN̂ ω¯s (A
e
i ) +
∫ t
0
1{qe,is =0}
dW ∗,is , with q
e,i
s := Λ̂s(A
e
i ), for all t ∈ [0, T ].
Then it is direct to see that: for P–a.e. ω¯ ∈ Ω, (Ẑ ω¯,e,1, . . . , Ẑ ω¯,e,e) is an e–dimensional (F̂, P̂ω¯)–Brownian motion, and
one can rewrite (4.23), for any t ∈ [0, T ]
X̂ ω¯,et = X̂0+
e∑
i=1
∫ t
0
b
(
r, X̂ ω¯,e, P̂ω¯ ◦ (X̂ ω¯,e)−1, aei
)
qe,ir dr+
∫ t
0
σ
(
r, X̂ ω¯,e, P̂ω¯ ◦ (X̂ ω¯,e)−1, ami
)√
qe,ir dẐ ω¯,e,ir +σ0Bt(ω¯), (4.25)
and
Ŵt = Ẑ
ω¯,e
t :=
e∑
i=1
∫ t
0
√
qe,ir dẐ ω¯,e,ir , t ∈ [0, T ], P̂ω¯–a.s. (4.26)
Furthermore, by considering the process (qe,ir , i = 1, . . . , e)r∈[0,T ] as a control process, and using Lemma 4.3, we can
assume w.l.o.g. that qe,i is an F˜–predictable process, and is in addition constant on each interval [tk, tk+1), for 0 = t0 <
t1 < · · · < tK = T . Let Λ̂e(da, dt) :=
∑e
i=1 q
e,i
t δaei (da)dt, it follows by (4.24) and (4.26) that
P̂ω¯
[
lim
e→∞
Λ̂e(da, dt) = Λ̂(da, dt)
]
= 1, lim
e→∞
Wp
(
LP̂ω¯(X̂ ω¯,e, Λ̂e(da, dt), Ẑ ω¯,e), LP̂ω¯(X̂, Λ̂t(da)dt, Ŵ )) = 0. (4.27)
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Moreover, for every e ≥ 1, it follows by (4.19) in Proposition 4.8 that one can choose (Ẑ ω¯,e,i)i=1,...,e such that
(t, ω¯, ωˆ⋆) 7−→ (Ẑ ω¯,e,1t∧· (ωˆ⋆), . . . , Ẑ ω¯,e,et∧· (ωˆ⋆)) is P Ĥ⋆–measurable.
Recall that the solution X̂ ω¯,e of SDE (4.25) can be defined by Picard iterations (see e.g. [24, Theorem A.3.]), then by
similar arguments as in [71, Lemma 2.6.], one can choose X̂ ω¯,e such that
(t, ω¯, ωˆ⋆) 7−→ (X̂ ω¯,et∧· (ωˆ⋆), (Λ̂e)t(ωˆ⋆), Ẑ ω¯,e,1t∧· (ωˆ⋆), . . . , Ẑ ω¯,e,et∧· (ωˆ⋆)) is P Ĥ⋆–measurable. (4.28)
Step 3. We now consider the approximation of (X̂ ω¯,e)ω¯∈Ω, Λ̂
e and Ẑ ω¯,e for a fixed e ≥ 1. For simplicity of presentation,
we consider the case e = 2, K = 2 and t1 = T/2, so that
Λ̂2(da, dt) := q2,1t δa21(da)dt+ q
2,2
t δa22(da)dt, q
2,1
t + q
2,2
t = 1, (q
2,1
t , q
2,2
t ) =
{
(q2,10 , q
2,2
0 ), for t ∈ [0, t1),
(q2,1t1 , q
2,2
t1 ), for t ∈ [t1, T ],
where (q2,10 , q
2,2
0 ) ∈ [0, 1]2 are two deterministic constants and (q2,1t1 , q2,2t1 ) are [0, 1]–valued F̂⋆t1–measurable random vari-
ables.
First, we consider a further discretisation of [0, t1]: 0 = t10 < t
1
1 < · · · < t1m = t1 with t1i := i∆t, ∆t := t1/m, and then
define two d–dimensional processes (Ŵ ω¯,m,1, Ŵ ω¯,m,2). Let Ŵ ω¯,m,10 = Ŵ
ω¯,m,2
0 = 0, and then for each i = 0, . . . ,m− 1, let
Ŵ ω¯,m,1t :=

Ŵ ω¯,m,1
t1
i
+
√
q2,10
(
Ẑ ω¯,2,1
t1
i
+(t−t1
i
)/q2,1
0
− Ẑ ω¯,2,1
t1
i
)
, t ∈ [t1i , θ1i ],
Ŵ ω¯,m,1
θ1
i
, t ∈ (θ1i , t1i+1],
with θ1i := t
1
i + q
2,1
0 ∆t ∈ [t1i , t1i+1],
and
Ŵ ω¯,m,2t :=

Ŵ ω¯,m,2
t1
i
, t ∈ [t1i , θ1i ],
Ŵ ω¯,m,2
θ1
i
+
√
q2,20
(
Ẑ ω¯,2,2
t1
i
+(t−θ1
i
)/q2,2
0
− Ẑ ω¯,2,2
t1
i
)
, t ∈ (θ1i , t1i+1].
Namely, one ’compresses’ the increment of the Brownian motion Ẑ ω¯,2,1 from [t1i , t
1
i+1] to [t
1
i , θ
1
i ] to obtain Ŵ
ω¯,m,1, and
’compresses’ the increment of the Brownian motion Ẑ ω¯,2,2 from [t1i , t
1
i+1] to [θ
1
i , t
1
i+1] to obtain Ŵ
ω¯,m,2.
Next, on [t1, T ], we take the discretisation t1 = t20 < . . . , t
2
m = T with t
2
i := t1 + i∆t, ∆t := t1/m = (T − t1)/m, and for
each i = 0, . . . ,m − 1, let θ2i := t2i + q2,2t1 ∆t ∈ [t2i , t2i1 ]. Notice that q2,2t1 is an F̂⋆t1–random variable. It follows that the
(θ2i )0≤i≤m−a are also random. By rewriting its definition on [0, t1] in an equivalent way, we define (Ŵ
ω¯,m,1, Ŵ ω¯,m,2) on
[t1, T ] by
Ŵ ω¯,m,1t := Ŵ
ω¯,m,1
t2
i
+
√
q2,20
(
Ẑ ω¯,2,1
t2
i
+(t∧θ2
i
−t2
i
)/q2,2
0
− Ẑ ω¯,2,1
t2
i
)
,
Ŵ ω¯,m,2t := Ŵ
ω¯,m,2
t2
i
1{t∈[t2
i
,θ2
i
]} +
(
Ŵ ω¯,m,2
θ2
i
+
√
q2,20
(
Ẑ ω¯,2,2
t2
i
+(t−θ2
i
)/q2,2
0
− Ẑ ω¯,2,2
t2
i
))
1{t∈(θ2
i
,t2
i+1
]},
for t ∈ (t2i , t2i+1].
Next, let us define Im1 := ∪m−1i=1 ([t1i , θ1i ) ∪ [t2i , θ2i )) and Im2 := ∪m−1i=0 ([θ1i , t1i+1) ∪ [θ2i , t2i+1))
Ŵ ω¯,mt :=
(
Ŵ ω¯,m,1t−∆t + Ŵ
ω¯,m,2
t−∆t
)
1{t∈[∆t,T ]}, and Λ̂
2,m(da, dt) := δαmt (da)dt, with α
m
t := a
2
11{t∈Im1 } + a
2
21{t∈Im2 }.
Notice that P–a.e. ω¯ ∈ Ω, Ŵ ω¯,m,1 and Ŵ ω¯,m,2 are P̂ω¯–martingales w.r.t. their natural filtrations with quadratic variation
cm,1· :=
∫ ·
0 1Im1 (r)dr and c
m,2
· :=
∫ ·
0 1Im2 (r)dr respectively. Further, with the time shift appearing in its definition, the
process Ŵ ω¯,m is F̂⋆–adapted. Moreover, Ŵ ω¯,m is a P̂ω¯–Brownian motion on [∆t, T ] with respect to its natural filtration
(but not F̂⋆), and
(
Λ̂2,m, ĉm,1· , ĉ
m,2
· , Ŵ
ω¯,m,1
· , Ŵ
ω¯,m,2
·
) −→
m→∞
(
Λ̂2,
∫ ·
0
q2,1r dr,
∫ ·
0
q2,2r dr,
∫ ·
0
√
q2,1r dẐ ω¯,2,1r ,
∫ ·
0
√
q2,2r dẐ ω¯,2,2r
)
, P̂ω¯–a.s. (4.29)
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Let us define X̂ ω¯,2,m = (X̂ ω¯,2,mt )t∈[0,T ] as the unique solution, under P̂ω¯, to
X̂ ω¯,2,mt = X̂0 +
∫ t∨∆t
∆t
b(r, X̂ ω¯,2,mr , P̂ω¯ ◦ (X̂ ω¯,2,m)−1, αmr )dr +
∫ t∨∆t
∆t
σ(r, X̂ ω¯,2,mr , P̂ω¯ ◦ (X̂ ω¯,2,m)−1, αmr )dŴ ω¯,mr + σ0Bt(ω¯)
= X̂0 +
2∑
i=1
(∫ t∨∆t
∆t
b(r, X̂ ω¯,2,mr , P̂ω¯ ◦ (X̂ ω¯,2,m)−1, a2i )dĉm,ir +
∫ t∨∆t
∆t
σ(r, X̂ ω¯,2,mr , P̂ω¯ ◦ (X̂ ω¯,2,m)−1, a2i )dŴ ω¯,m,ir−∆t
)
+ σ0Bt(ω¯). (4.30)
Besides, as in Lemma 4.1, it is standard to obtain the following estimate, for some constant C > 0
sup
m≥1
EP̂ω¯
[
sup
t∈[0,T ]
|X̂ ω¯,2,mt |p
′
]
≤ C
(
1 +
∫
Rn
|x|p′ν(dx)
)
<∞.
Using [21, Proposition B.1], it follows that: for P–a.e. ω¯ ∈ Ω,(
LP̂ω¯(ĉm,1· , ĉm,2· , Ŵ ω¯,m,1· , Ŵ ω¯,m,2· , X̂ ω¯,2,m· ))
m≥1
is tight under Wp.
Then along an arbitrary convergent sub-sequence (mk)k≥1 (which can potentially depend on ω¯), one has
LP̂ω¯(ĉmk,1· , ĉmk,2· , Ŵ ω¯,mk,1· , Ŵ ω¯,mk,2· , X̂ ω¯,2,mk· ) −→
k→∞
LP⋆(ĉ⋆,1, ĉ⋆,2, Ŵ ⋆,1· , Ŵ ⋆,2· , X̂⋆· ) weakly and under Wp,
for some random elements
(
ĉ⋆,1, ĉ⋆,2, Ŵ ⋆,1· , Ŵ
⋆,2
· , X̂
⋆
·
)
in (Ω⋆,F⋆,P⋆). By considering the martingale problem associated
with the SDE (4.30), it is standard to check that X̂⋆ satisfies
X̂⋆ = X̂0 +
2∑
i=1
∫ t
0
b(r, X̂⋆r ,P
⋆ ◦ (X̂⋆)−1, a2i )dĉ⋆,ir +
∫ t
0
σ(r, X̂⋆r ,P
⋆ ◦ (X̂⋆)−1, a2i )dŴ ⋆,ir + σ0Bt(ω¯), P⋆–a.s.
Besides, by the convergence result in Equation (4.29), one has
LP⋆(X̂0, ĉ⋆,1, ĉ⋆,2, Ŵ ⋆,1· , Ŵ ⋆,2· ) = LP̂ω¯(X̂0, ∫ ·
0
q2,1r dr,
∫ ·
0
q2,2r dr,
∫ ·
0
√
q2,1r dẐ ω¯,2,1r ,
∫ ·
0
√
q2,2r dẐ ω¯,2,2r
)
.
Then it follows by the strong uniqueness (hence uniqueness in law) of the solution to SDE (4.25) that
LP⋆(ĉ⋆,1, ĉ⋆,2, Ŵ ⋆,1· , Ŵ ⋆,2· , X̂⋆) = LP̂ω¯(∫ ·
0
q2,1r dr,
∫ ·
0
q2,2r dr,
∫ ·
0
√
q2,1r dẐ ω¯,2,1r ,
∫ ·
0
√
q2,2r dẐ ω¯,2,2r , X̂
ω¯,2
)
.
Since the limit is unique, and hence does not depend on the sub-sequence, we obtain that: for P–a.e. ω¯ ∈ Ω
LP̂ω¯(Λ̂2,m, Ŵ ω¯,m,1· , Ŵ ω¯,m,2· , Ŵ ω¯,m· , X̂ ω¯,2,m· ) −→m→∞ LP̂ω¯
(
Λ̂2,
∫ ·
0
√
q2,1r dẐ ω¯,2,1r ,
∫ ·
0
√
q2,2r dẐ ω¯,2,2r , Ẑ
ω¯,2
· , X̂
ω¯,2
)
.
Further, using (4.28) and the explicit construction of Ŵ ω¯,m and the fact that the solution X̂ ω¯,2,m of SDE (4.30) can be
defined by a Picard iteration, it follows that one can choose X̂ ω¯,2,m such that
(t, ω¯, ωˆ⋆) 7−→
(
X̂ ω¯,2,mt∧· (ωˆ
⋆), (Λ̂2,m)t(ωˆ⋆), Ŵ ω¯,mt∧· (ωˆ
⋆)
)
is P Ĥ⋆–measurable.
Finally, we observe that X̂ ω¯,2,m is only defined by SDE (4.30) on [∆t, T ], with ∆t = t1/e −→ 0 when e −→∞. Thus, we
can easily extend it to an SDE on [0, T ] as (4.21) and preserve the same convergence and measurability properties.
Remark 4.12. Our definition of the relaxed formulation and the proof on the approximation of relaxed control rules by
weak control rules is quite different from those used by Lacker [51] in the non–common noise context. In particular, it
allows to fill in a subtle technical gap in [51, Proof of Theorem 2.4], where the approximation procedure relies on the
erroneous martingale measure approximation result of Méléard [61], as explained in Footnote 1. Notice however that
[51, Paragraph before Theorem 2.4] does mention the possibility of an alternative proof in the spirit of [27] and [26], but
without more details. This is exactly the program we have carried out.
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4.1.3 Proof of Theorem 3.1
(i.1) Let Assumption 2.1 hold true, and take ν ∈ Pp(Rn). The non–emptiness of PW (ν) follows by a stability result
for the martingale problem in Assumption 2.1. We provide a detailed proof in Theorem A.2.
For the convexity of PW (ν), we first prove that PA(ν) is convex. Let us consider (P1,P2) ∈ PA(ν) × PA(ν), θ ∈ [0, 1]
and P := θP1 + (1 − θ)P2, and show that P ∈ PA(ν). First, it is direct to check that P satisfies Conditions (i) and
(iii) in Definition 2.5. To check Condition (ii) in Definition 2.5, we consider t ∈ [0, T ], f ∈ Cb(Cn × Cn × M × Cd),
ψ ∈ Cb(Cℓ × P(Cn × Cn × M × Cd)), ϕ ∈ Cb(Rn × Cd). Notice that under both P1 and P2, (X0,W ) has the same
distribution and is independent of (B, µ̂), it follows that
EP
[
ϕ(X0,W )ψ
(
B, µ̂
)]
= θEP1
[
ϕ(X0,W )ψ
(
B, µ̂
)]
+ (1− θ)EP2[ϕ(X0)β(W )ψ(B, µ̂)]
= EP
[
ϕ(X0)β(W )
](
θEP1
[
ψ
(
B, µ̂
)]
+ (1− θ)EP2[ψ(B, µ̂)]) = EP[ϕ(X0,W )]EP[ψ(B, µ̂)],
which implies the independence of (X0,W ) and (B, µ̂) under P. Furthermore, one has, for each i ∈ {1, 2}
EPi
[〈f, µ̂t〉ψ(B, µ̂)] = EPi[f(Xt∧·, Yt∧·,Λt,W )ψ(B, µ̂)],
then it is straightforward to obtain that
EP
[〈f, µ̂t〉ψ(B, µ̂)] = EP[f(Xt∧·, Yt∧·,Λt,W )ψ(B, µ̂)].
This implies that for P–a.e. ω¯ ∈ Ω
µ̂t(ω¯) = P
Gt
ω¯ ◦ (Xt∧·, Yt∧·,W,Λt)−1 = P
GT
ω¯ ◦ (Xt∧·, Yt∧·,W,Λt)−1.
Then P also satisfies Condition (ii) in Definition 2.5, and hence P ∈ PA(ν). This proves that PA(ν) is convex.
Next, assume in addition that (P1,P2) ∈ PW (ν) × PW (ν), that is to say (P1,P2) ∈ PA(ν) × PA(ν) and Pi
[
Λ ∈ M0
]
= 1
for i ∈ {1, 2}. It follows that P ∈ PA(ν) and P
[
Λ ∈ M0
]
= 1, so that P ∈ PW (ν).
(i.2) Let Assumption 2.1 and Assumption 2.12 hold true, we next show that PR(ν) is convex for ν ∈ Pp(Rn). Let
(P1,P2) ∈ PR(ν) × PR(ν), θ ∈ [0, 1], and P := θP1 + (1 − θ)P2. Then P ∈ PA(ν) since (P1,P2) ∈ PR(ν) × PR(ν) ⊂
PA(ν)× PA(ν). Let also ϕ ∈ Cb(Rn × Rd), 0 ≤ s ≤ t and ζ : Ω̂ −→ R a bounded F̂s–measurable variable, then
EP
[∣∣Eµˆ[Ŝϕ,µt ζ] − Eµˆ[Ŝϕ,µs ζ]∣∣] = θEP1[∣∣Eµˆ[Ŝϕ,µt ζ]− Eµˆ[Ŝϕ,µs ζ]∣∣]+ (1 − θ)EP2[∣∣Eµˆ[Ŝϕ,µt ζ]− Eµˆ[Ŝϕ,µs ζ]∣∣] = 0.
By considering a countable dense family of ϕ, 0 ≤ s ≤ t and ζ, it follows that for P–a.e. ω¯ ∈ Ω, (Ŝϕ,µ(ω¯)t )t∈[0,T ] is an
(F̂, µ̂(ω¯))–martingale for all ϕ ∈ C2b (Rn × Rd). This proves that P ∈ PR(ν).
(i.3) Take ν ∈ Pp(Rn), we now show that PR(ν) is closed under the Wp–topology. First, from Lemma 4.1, we have
PR(ν) ⊂ Pp(Ω). Let (Pm)m≥1 ⊂ PR(ν), and P ∈ P(Ω) be such that limmWp(Pm,P) = 0. Then P ∈ Pp(Ω).
Let f ∈ C2b (Rn × Rn × Rd × Rℓ) and ϕ ∈ C2b (Rn × Rd), by Assumption 2.1, there exists some constant C > 0 such that
for all (ω¯, ωˆ) ∈ Ω× Ω̂ and t ∈ [0, T ]
∣∣Sft (ω¯)∣∣ ≤ C(1 + ‖Xt∧·(ω¯)‖p + ∫
Cn
‖x‖pµ(ω¯)(dx) +
∫∫
[0,T ]×A
ρ(a0, a)pΛr(ω¯)(da)dr
)
, (4.31)
and ∣∣Ŝϕ,µ(ω¯)t (ωˆ)∣∣ ≤ C(1 + ∥∥Ŷt∧·(ωˆ)∥∥p + ∫
Cn
‖x‖pµ(ω¯)(dx) +
∫∫
[0,T ]×A
ρ(a0, a)pΛ̂r(ω˜)(da)dr
)
. (4.32)
Let 0 ≤ s ≤ t, ζ : Cn × Cn ×M × Cd −→ R and φ : Cn × Cn ×M × Cd × Cℓ × P(Ω) −→ R be two bounded continuous
functions. Using the regularity of the coefficient functions (b, σ, σ0), together with (4.31) and (4.32), it follows that
0 = lim
m→∞
EPm
[∣∣Eµˆ[Ŝϕ,µt ζ(X̂s∧·, Ŷs∧·, Λ̂s, Ŵs∧·)]− Eµˆ[Ŝϕ,µs ζ(X̂s∧·, Ŷs∧·, Λ̂s, Ŵs∧·)]∣∣]
= EP
[∣∣Eµˆ[Ŝϕ,µt ζ(X̂s∧·, Ŷs∧·, Λ̂s, Ŵs∧·)]− Eµˆ[Ŝϕ,µs ζ(X̂s∧·, Ŷs∧·, Λ̂s, Ŵs∧·)]∣∣],
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and
0 = lim
m→∞
∣∣EPm [Sft φ(Xs∧·, Ys∧·,Λs,Ws∧·, Bs∧·, µ̂s)]− EPm [Sfsφ(Xs∧·, Ys∧·,Λs,Ws∧·, Bs∧·, µ̂s)]∣∣
=
∣∣EP[Sft φ(Xs∧·, Ys∧·,Λs,Ws∧·, Bs∧·, µ̂s)]− EP[Sfsφ(Xs∧·, Ys∧·,Λs,Ws∧·, Bs∧·, µ̂s)]∣∣.
This implies that for P–a.e. ω¯ ∈ Ω, (Ŝϕ,µ(ω¯)t )t∈[0,T ] is an (F̂, µ̂(ω¯))–martingale for all ϕ ∈ C2b (Rn ×Rd), and (S
f
t )t∈[0,T ] is
an (F,P)–martingale for all f ∈ C2b (Rn × Rn × Rd × Rℓ).
Finally, it is straightforward to check all the other conditions in Definition 2.13, and we can conclude that P ∈ PR(ν).
(ii) Fix ν ∈ Pp(Rn). First, one has clearly VS(ν) ≤ VW (ν). Furthermore, for any P ∈ PW (ν), by Proposition 4.5 and
under condition ℓ ≥ 1, there is a sequence of probability measures (Pm)m≥1 ⊂ PS(ν) such that
lim
m→∞
LPm(X,Y,Λ,W,B, µ̂, δ(µt,αt)(dν¯, da)dt) = LP(X,Y,Λ,W,B, µ̂, δ(µt,αt)(dν¯, da)dt), (4.33)
in Pp
(
Ω×M(P(Cn ×A)×A)) under Wp. This implies in particular that Pm −→ P in Pp(Ω) under Wp.
Besides, although P 7−→ J(P) is not continuous in general (see Remark 2.8), the convergence in (4.33) is stronger than
the convergence P
m −→ P. With the growth and lower semi–continuity conditions of L and g in Assumption 2.1, and by
a slight extension of [51, Lemma 4.1], the convergence (4.33) implies that
VS(ν) ≥ lim
m→∞
J(P
m
) ≥ J(P).
It follows that VS(ν) = VW (ν).
When ℓ = 0, using Proposition 4.5, it is enough to consider a convex combination of strong control rules and apply the
same argument as above to conclude the proof.
(iii) We assume here that A ⊂ Rj , ν ∈ Pp′(Rn). It is enough to use Proposition 4.10 to deduce that PW (ν) is dense in
PR(ν) with respect toWp. Next, under Assumption 2.12, together with the growth condition of L and g in Assumption 2.1,
P 7−→ J(P) is lower semi–continuous (see Remark 2.14) on Pp(Ω). This is enough to prove that VW (ν) = VR(ν).
Finally, when L and g are continuous, under Assumption 2.1 and Assumption 2.12, P 7−→ J(P) is continuous on Pp(Ω).
Let (P
m
)m≥1 ⊂ PR(ν) be a sequence such that
lim
m→∞
J(P
m
) = VR(ν) <∞.
The coercivity condition (2.1) in Assumption 2.1 ensures that (P
m
)m≥1 is relatively compact w.r.t. Wp (see also Propo-
sition 4.17 below for a more detailed argument). By the closedness of PR(ν), it follows that there exists P ∈ PR(ν), such
that Wp(Pm,P) −→ 0, possibly along a subsequence. Together with the continuity of J : Pp(Ω) −→ R, this implies that
P is an optimal relaxed control rule.
4.2 Proof of Theorem 3.6 and Proposition 3.7
Based on the equivalence result and the closedness property of PR(ν) in Theorem 3.1, we can provide the proof of the
limit theory result in Theorem 3.6 and the continuity result in Proposition 3.7.
4.2.1 Approximation of McKean–Vlasov SDEs by large population SDEs
We show in this section that, for any control α ∈ Ap(ν) and the controlled process Xα defined in (2.3), they can be
approximated by a large population controlled SDE (Xα,1, . . . , Xα,N) as in (2.16). Let us enforce Assumption 2.1, and
assume that A ⊂ Rj for some j ≥ 1.
Recall from Section 2.1 that Ω := Rn×Cd×Cℓ is equipped with the canonical element (X0,W,B), the canonical filtration
F and a sub–filtration G. We consider a probability measure P⋆, under which X0, W , B are mutually independent, (W,B)
is an F–Brownian motion, and X0 ∼ U [0, 1]. In particular, the probability space (Ω,F0,P⋆) is rich enough to support an
Rn–valued random variable of any distribution. Let ξ be an F0–measurable random variable such that E[|ξ|p] < ∞, α
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be an F–predictable process satisfying the integrability condition (2.2). We denote by Xξ,α the unique strong solution of
the controlled McKean–Vlasov SDE
Xξ,αt = ξ +
∫ t
0
b
(
r,Xξ,α, µξ,αr , αr
)
dr +
∫ t
0
σ
(
r,Xξ,α, µξ,αr , αr
)
dWr +
∫ t
0
σ0
(
r,Xξ,α, µξ,αr , αr
)
dBr, P⋆–a.s., (4.34)
with µξ,αr := LP⋆(Xξ,αr∧· , αr)|Gr), P⋆–a.s. and satisfying EP⋆
[‖Xξ,α‖p] <∞. As for (2.3), Xξ,α is an F⋆–adapted continuous
process.
Given in addition a G–optional P(Cn ×A)–valued process µ = (µt)t∈[0,T ] satisfying the integrability condition
EP⋆
[ ∫∫∫
[0,T ]×Cn×A
(‖x‖p + ‖a− a0‖p)µt(dx, da)dt
]
<∞, (4.35)
we denote by Xξ,µ,α the unique solution of the standard SDE
Xξ,µ,αt = ξ +
∫ t
0
b
(
r,Xξ,µ,α, µr, αr
)
dr +
∫ t
0
σ
(
r,Xξ,µ,α, µr, αr
)
dWr +
∫ t
0
σ0
(
r,Xξ,µ,α, µr, αr
)
dBr, P⋆–a.s., (4.36)
with EP⋆
[‖Xξ,µ,α‖p] < ∞. In above, Xξ,µ,α is defined as an F–adapted process with continuous paths, P⋆-a.s. In
particular, one has Xξ,µ
ξ,α,α = Xξ,α, P⋆–a.s. and
LP⋆(Xξ,α,W,B) = LP⋆(Xξ′,α,W,B), and LP⋆(Xξ,µ,α,W,B) = LP⋆(Xξ′,µ,α,W,B), whenever LP⋆(ξ) = LP⋆(ξ′).
Lemma 4.13. Let (ξm)m≥0 be a sequence of F0–measurable random variables such that
lim
m→∞
Wp
(
P⋆ ◦ (ξm)−1,P⋆ ◦ (ξ0)−1
)
= 0,
and supm≥0 E
P⋆ [|ξm|p′ ] < ∞. Let φ : [0, T ] × Rn × Cd × Cℓ −→ A be a bounded continuous function, and (αm)m≥0 be
defined by αmt := φ(t, ξ
m,Wt∧·, Bt∧·) for all t ∈ [0, T ]. Then, for each t ∈ [0, T ], we have
lim
m→∞
EP⋆
[
Wp
(
LP⋆(Xξm,αmt∧· , αmt ∣∣Gt),LP⋆(Xξ0,α0t∧· , α0t ∣∣Gt))] = 0,
and, for any fixed µ = (µt)t∈[0,T ] satisfying (4.35),
lim
m→∞
EP⋆
[
Wp
(
LP⋆(Xξm,µ,αmt∧· , αmt ∣∣Gt),LP⋆(Xξ0,µ,α0t∧· , α0t ∣∣Gt))] = 0.
Proof. We will only prove the first convergence result, since the second follows by almost the same arguments.
First, without loss of generality, one can use Skorokhod’s representation theorem and assume that limn→∞ ξn = ξ0, P⋆–
a.s. Then, using the Lipschitz properties and the polynomial growth of the coefficient functions, we have using classical
arguments (see notably Step 1 of the proof of Lemma 4.11), that there exists a constant C > 0 such that, for m ≥ 1,
EP⋆
[
sup
t∈[0,T ]
|Xξm,αmt −Xξ
0,α0
t |p
]
≤ C
(
EP⋆
[|ξm − ξ0|p]+ EP⋆[ ∫ T
0
∣∣αmt − α0t ∣∣pdt]+ Cm), (4.37)
where
Cm := EP⋆
[ ∫ T
0
∣∣(b, σ, σ0)(r,Xξ0,α0 , µξ0,α0r , αmr )− (b, σ, σ0)(r,Xξ0,α0 , µξ0,α0r , α0r)∣∣pdr].
Next, since supm E
P⋆ [|ξm|p′ ] < ∞, for some p′ > p, then (|ξm − ξ0|p)m≥1 is P⋆–uniformly integrable and it follows that
limm→∞ EP⋆
[|ξm − ξ0|p] = 0. Moreover, since φ : [0, T ]× Rn × Cd × Cℓ −→ A is bounded continuous, we obtain that
lim
m→∞
|αmt − α0t | = limm→∞Cm = 0, and hence limm→∞E
P⋆
[
sup
t∈[0,T ]
∣∣Xξm,αmt −Xξ0,α0t ∣∣p] = 0.
To conclude, it is enough to notice that, as m −→ 0,
EP⋆
[
Wp
(
LP⋆(Xξm,αmt∧· , αmt ∣∣Gt),LP⋆(Xξ0,α0t∧· , α0∣∣Gt))] ≤ EP⋆[∣∣Xξm,αmt∧· −Xξ0,α0t∧· ∣∣p]1/p + EP⋆[∣∣αmt − α0t ∣∣p]1/p −→ 0.
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To proceed, let us consider, for each N ≥ 1, the space ΩN := (Rn)N × (Cd)N × Cℓ defined in Section 2.4, equipped with
canonical elements (X10 , . . . , X
N
0 ,W
1, . . . ,WN ) and canonical filtration FN . On ΩN , we also introduce a sub–filtration
GN := (GNt )t∈[0,T ], with GNt := σ(Bs : s ∈ [0, t]).
Given ν ∈ Pp(Rn) and a sequence (νi)i≥1 ⊂ Pp(Rn), we take the first N elements to define PNν on ΩN , under which
X i0 ∼ νi, and B, W i are standard Brownian motions, and (X10 , . . . , XN0 ,W 1, . . . ,WN , B) are mutually independent.
Further, in Lemma 4.13, we keep using the bounded continuous function φ to define the control process α. Together
with an initial random variable ξ ∼ ν, one obtain a G–optional process µξ,α in Ω. Notice that in Ω, the process µξ,α is
a functional of the common noise process B, one can then extend it as a GN–optional process in ΩN while keeping the
same notation for simplicity.
Finally, with the same bounded continuous function φ : [0, T ] × Rn × Cd × Cℓ −→ A in Lemma 4.13, we introduce the
control processes (α1, . . . , αN ) by αit := φ(t,X
i
0,W
i
t∧·, Bt∧·), and then define a sequence of processes X
αi,i
, i = 1, . . . , N ,
by
X
αi,i
t = X
i
0 +
∫ t
0
b
(
r,X
αi,i
, µξ,αr , α
i
r
)
dr +
∫ t
0
σ
(
r,X
αi,i
, µξ,αr , α
i
r
)
dW ir +
∫ t
0
σ0
(
r,X
αi,i
, µξ,αr , α
i
r
)
dBr, PNν –a.s. (4.38)
Notice that the above SDE is almost the same as (4.36), except that we use here (X i0, µ
ξ,α,W i) instead of (ξ, µ,W ).
Lemma 4.14. Assume that ν and (νi)i≥1 satisfy
lim
N→∞
Wp
(
1
N
N∑
i=1
νi, ν
)
= 0, and sup
N≥1
1
N
N∑
i=1
∫
Rn
|x|p′νi(dx) <∞.
Then
lim
N→∞
EP
N
ν
[ ∫ T
0
Wp
(
ϕNt , µ
ξ,α
t
)
dt
]
= 0, with ϕNt (dx, da) :=
1
N
N∑
i=1
δ(
X
αi,i
t∧· ,α
i
t
)(dx, da). (4.39)
Proof. Notice that to prove (4.39), it is enough to prove that, in the space (M
(P(Cn ×A)× P(Cn × A)),Wp),
Λ
N
(dν¯, dν¯′, dt) := EP
N
ν
[
δ(
ϕNt ,µ
ξ,α
t
)(dν¯, dν¯′)dt] −→
N→∞
Λ
0
(dν¯, dν¯′, dt) := EP⋆
[
δµξ,αt
(dν¯)δµξ,αt (dν¯
′)dt
]
.
First, by a trivial extension of Lemma 4.1, there exists a constant C independent of i ≥ 1, s.t.
EP
N
ν
[
1
N
N∑
i=1
sup
[0,T ]
∣∣Xαi,it ∣∣p′ + ∫ T
0
|a0 − αit|p
′
dt
]
≤ 1
N
N∑
i=1
C
(
1 + EP
N
ν [|X i0|p
′
] + EP⋆ [|ξ|p′ ] + EPNν
[ ∫ T
0
|a0 − αit|p
′
dt
])
≤ C
(
1 +
∫
Rn
|x|p′ 1
N
N∑
i=1
νi(dx)
)
<∞,
where the second inequality follows by the fact that φ is bounded. Since p′ > p, it follows by [21, Proposition-A.2.] and
[21, Proposition-B.1.] that (Λ
N
)N∈N is relatively compact in (M
(P(Cn ×A)× P(Cn ×A)),Wp).
Let (Nm)m≥1 be a subsequence such that Λ
Nm −→m→∞ Λ∞ under Wp. We only need to show that Λ∞ = Λ0, or
equivalently (see Proposition A.3), that for every k ≥ 1, g1, . . . , gk ∈ Cb(Cn ×A), f ∈ Cb([0, T ]× P(Cn ×A)), we have∫ T
0
∫
P(Cn×A)2
k∏
i=1
〈gi, ν¯〉f(t, ν¯′)Λ∞(dν¯, dν¯′, dt) =
∫ T
0
∫
P(Cn×A)2
k∏
i=1
〈gi, ν¯〉f(t, ν¯′)Λ0(dν¯, dν¯′, dt). (4.40)
In the following, we provide the proof of (4.40) for the case k = 2, since the proof for the general case is identical.
Notice that µξ,α is GN–adapted, and Xα
i,i depends only on (X i0,W
i, B). It therefore follows that (X
αi,i
t∧· , α
i
t) and
(X
αj ,j
t∧· , α
j
t ) are conditionally independent given the σ–algebra GNt , for all t ∈ [0, T ]. Thus for i 6= j,
EP
N
ν
[
g1
(
X
αi,i
t∧· , α
i
t
)
g2
(
X
αj ,j
t∧· , α
j
t
)
f
(
t, µξ,αt
)]
= EP
N
ν
[
EP
N
ν
[
g1(X
αi,i
t∧· , α
i
t)
∣∣GNt ]EPNν [g2(Xαj ,jt∧· , αjt )∣∣GNt ]f(t, µξ,αt )].
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Since f , g1, and g2 are bounded, it follows that∫ T
0
∫
P(Cn×A)2
〈g1, ν¯〉〈g2, ν¯〉f(t, ν¯′)Λ∞(dν¯, dν¯′, dt)
= lim
m→∞
∫ T
0
1
N2m
Nm∑
i,j=1
EP
Nm
ν
[
g1
(
X
αi,i
t∧· , α
i
t
)
g2
(
X
αj ,j
t∧· , α
j
t
)
f
(
t, µξ,αt
)]
dt
= lim
m→∞
∫ T
0
1
N2m
Nm∑
i,j=1
EP
Nm
ν
[
EP
Nm
ν
[
g1(X
αi,i
t∧· , α
i
t)
∣∣GNt ] EPNmν [g2(Xαj ,jt∧· , αjt )∣∣GNt ] f(t, µξ,αt )]dt
= lim
m→∞
∫ T
0
∫
P(Cn×A)2
〈g1, ν¯〉〈g2, ν¯〉f(t, ν¯′)EP
Nm
ν
[
δ(
1
Nm
∑
Nm
i=1
LP
Nm
ν (X
αi,i
t∧· ,α
i
t|G
N
t ),µ
ξ,α
t
)(dν¯, dν¯′)]dt.
Let UN be a random variable on (Ω,F0,P⋆) such that LP⋆(UN ) = 1N
∑N
i=1 ν
i. If we note α⋆,Nt := φ(t, U
N ,Wt∧·, Bt∧·),
we have, from Lemma 4.13 that, for all t ∈ [0, T ]
lim
m→∞
EP
Nm
ν
[
Wp
(
1
Nm
Nm∑
i=1
LPNmν (Xαi,it∧· , αit∣∣GNt ), µξ,αt )]
= lim
m→∞
EP⋆
[
Wp
(
LP⋆(XUN ,µξ,α,α⋆,Nt∧· , α⋆,Nt ∣∣Gt), LP⋆(Xξ,µξ,α,αt∧· , αt∣∣Gt))] = 0.
Consequently∫ T
0
∫
P(Cn×A)2
〈g1, ν¯〉〈g2, ν¯〉f(t, ν¯′)Λ∞(dν¯, dν¯′, dt) =
∫ T
0
∫
P(Cn×A)2
〈g1, ν¯〉〈g2, ν¯〉f(t, ν¯′)Λ0(dν¯, dν¯′, dt),
and the proof is concluded.
Given a probability measure ν ∈ Pp(Rn) and a sequence (νi)i≥1 ⊂ Pp(Rn), we consider the probability spaces (Ω,F ,Pν)
and (ΩN ,FN ,PNν ), introduced respectively in Section 2.1 and Section 2.4. Let us fix a bounded continuous function
φ : [0, T ]×Rn×Cd×Cℓ −→ A, and define a control process α := (αt)t∈[0,T ] on (Ω,F), and control processes (α1, . . . , αN )
on (ΩN ,FN) by
αt := φ(t,X0,Wt∧·, Bt∧·), αit := φ(t,X
i
0,W
i
t∧·, Bt∧·), t ∈ [0, T ], i = 1, . . . , N. (4.41)
Using the control process α, (Xα, µα) is defined by (2.3) under Pν . In particular, in the probability space (Ω,F ,P⋆), let
ξ ∼ ν, and (Xξ,α, µξ,α) be defined by (4.34). We have P⋆ ◦ (µξ,α)−1 = Pν ◦ (µα)−1. Next, let ξ be a random variable
on (Ω,F ,P⋆) satisfying P⋆ ◦ ξ−1 = ν. We also naturally extend the G–optional process µξ,α on Ω into a GN–optional
process on ΩN . Then with the bounded control processes (α1, . . . , αN ), (Xα,i)i=1,...,N is defined by (2.16) under PNν , and
(X
αi,i
)i=1,...,N is defined by (4.38). Recall also that
ϕN,Xt (dx) :=
1
N
N∑
i=1
δ(Xα,it∧·)
(dx), ϕNt (dx, da) :=
1
N
N∑
i=1
δ(Xα,it∧· ,αit)
(dx, da), and ϕNt (dx, da) :=
1
N
N∑
i=1
δ(
X
αi,i
t∧· ,α
i
t
)(dx, da).
Proposition 4.15. Let α and (αi)1≤i≤N be defined in (4.41), together with the Borel measurable function φ : [0, T ] ×
Rn × Cd × Cℓ −→ A. Assume that
α ∈ Ap(ν), sup
N≥1
1
N
N∑
i=1
∫
Rn
|x|p′νi(dx) <∞, and lim
N→∞
Wp
(
1
N
N∑
i=1
νi, ν
)
= 0.
Then
lim
N→∞
EP
N
ν
[ ∫ T
0
Wp(ϕNt , µξ,αt )dt
]
= 0, and lim
N→∞
LPNν (δϕNt (dν¯)dt, ϕN,X) = LPν(δµαt (dν¯)dt, µα) under Wp. (4.42)
Consequently
VS(ν) ≤ lim inf
N→∞
V NS (ν
1, . . . , νN ).
29
Proof. (i) Using Assumption 2.1, together with Burkholder–Davis–Gundy inequality and Gronwall’s lemma, it follows by
classical arguments that there exist positive constants K, and K ′ such that for all N ≥ 1, i = 1, . . . , N and t ∈ [0, T ]
EP
N
ν
[
sup
r∈[0,t]
∣∣Xα,ir −Xαi,ir ∣∣p] ≤ KEPNν [∫ t
0
Wp(ϕNr , µξ,αr )pdr
]
≤ K ′EPNν
[∫ t
0
(
Wp(ϕNr , ϕNr )p +Wp(ϕNr , µξ,αr )p
)
dr
]
.
Further, notice that
EP
N
ν
[Wp(ϕNt , ϕNt )p] ≤ 1N
N∑
i=1
EP
N
ν
[
sup
r∈[0,t]
|Xα,ir −X
αi,i
r |p
]
≤ KEPNν
[∫ t
0
(
Wp(ϕNr , ϕNr )p +Wp(ϕNr , µξ,αr )p
)
dr
]
,
it follows by Gronwall’s lemma and then by Lemma 4.14 that
lim
N→∞
EP
N
ν
[Wp(ϕNt , ϕNt )p] ≤ lim
N→∞
KEP
N
ν
[ ∫ t
0
Wp(ϕNr , µξ,αr )pdr
]
= 0, and thus lim
N→∞
EP
N
ν
[∫ T
0
Wp(ϕNt , µξ,αt )pdt
]
= 0.
As an immediate consequence, we also have
lim
N→∞
LPNν (δϕNt (dν¯)dt, ϕN,X) = LPν (δµαt (dν¯)dt, µα), under Wp.
(ii) Let us now consider an arbitrary control process α ∈ Ap(ν), so that there exists a Borel measurable function
φ : [0, T ]× Rn × Cd × Cℓ −→ A such that αt = φ(t, ξ,Wt∧, Bt∧·) for all t ∈ [0, T ], Pν–a.s. Then there exists (see e.g. [21,
Proposition C.1.]) a sequence of bounded continuous functions (φm)m≥1 : [0, T ]× Rn × Cd × Cℓ −→ A such that
lim
m→∞
αmt := limm→∞
φm(t, ξ,Wt∧, Bt∧·) = φ(t, ξ,Wt∧, Bt∧·) = αt, dPν ⊗ dt –a.e.
Then, in the probability space (Ω,F,F ,Pν), it follows by standard arguments (see e.g. the proof of Proposition 4.5 or
Lemma 4.11) that
lim
m→∞
EPν
[
sup
t∈[0,T ]
∣∣Xαmt −Xαt ∣∣p] = 0, and limm→∞EPν
[∫ T
0
Wp
(
µα
m
t , µ
α
t
)p
dt
]
= 0.
Finally, for each m ≥ 1, consider the bounded continuous function φm. For each N ≥ 1, on the space (ΩN ,FN ,PNν ),
we can define control processes (αm,i)1≤i≤N by α
m,i
t := φ
m(t,X i0,W
i
t∧·, Bt∧·), t ∈ [0, T ], i ∈ {1, . . . , N}, and then define
(Xα
m,1, . . . , Xα
m,N ) as the unique solution of Equation (2.16) with control processes (αm,i)i=1,...,N .
Define then
ϕm,N,Xt (dx) :=
1
N
N∑
i=1
δ
(Xα
m,i
t∧· )
(dx) and ϕm,Nt (dx, da) :=
1
N
N∑
i=1
δ
(Xα
m,i
t∧· ,α
m,i
t )
(dx, da).
We have, thanks to Equation (4.42),
lim
N→∞
LPNν (δϕm,Nt (dm)dt, ϕm,N,X) = LPν (δµαmt (dm)dt, µαm), underWp.
It follows then
J(α) = EPν
[ ∫ T
0
〈
L(t, ·, µαt ), µαt
〉
dt+
〈
g(·, µαT ), µαT
〉]
≤ lim
m→∞
EPν
[ ∫ T
0
〈
L(t, ·, µαmt ), µα
m
t
〉
dt+
〈
g(·, µαmT ), µα
m
T
〉]
≤ lim
m→∞
lim
N→∞
EP
N
ν
[ ∫ T
0
〈
L(t, ·, ϕm,Nt ), ϕm,Nt
〉
dt+
〈
g(·, ϕm,N,XT ), ϕm,N,XT
〉]
≤ lim
m→∞
lim
N→∞
1
N
N∑
i=1
EP
N
ν
[ ∫ T
0
L
(
t,Xα
m,i, αm,it , ϕ
m,N
t
)
dt+ g
(
Xα
m,i, ϕm,N,XT
)] ≤ lim inf
N→∞
V NS (ν
1, . . . , νN ).
By arbitrariness of α ∈ Ap(ν), it follows that VS(ν) ≤ lim inf
N→∞
V NS (ν
1, ·, νN ).
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Using exactly the same arguments and Lemma 4.13 we can obtain the following result, whose proof is therefore omitted.
Proposition 4.16. Assume that
sup
m≥1
∫
Rn
|x|p′νm(dx) <∞, and lim
m→∞
Wp(νm, ν) = 0.
Then with the control process α defined in (4.41), we have
lim
m→∞
LPνm (δµαt (dν¯)dt, µα) = LPν (δµαt (dν¯)dt, µα), under Wp, and consequently VS(ν) ≤ lim infm→∞ VS(νm).
4.2.2 Tightness of the optimal control rules
Let us now stay in the context of Theorem 3.6 and prove that the set of optimal or ε–optimal control rules is tight. Recall
that Assumption 2.1 and Assumption 2.12 hold true, A ⊂ Rj for some j ≥ 1, and both L and g are continuous in all their
arguments. Let N ≥ 1, (ν, ν1, . . . , νN ) ⊂ Pp(Rn), α ∈ A(ν) and (α1, . . . , αN ) ∈ AN (νN ). PN (α1, . . . , αN ) is a probability
measure on Ω defined by (3.1).
Proposition 4.17. (i) In the context of Theorem 3.6, Let (νi)i≥1 ⊂ Pp(Rn) satisfy supN≥1 1N
∑N
i=1
∫
Rn
|x|p′νi(dx) <∞
and (P
N
)N≥1 ⊂ Pp(Ω) satisfy (3.2), then both ( 1N
∑N
i=1 ν
i)N≥1 and (P
N
)N≥1 are relatively compact under Wp. Moreover,
for any converging subsequence (P
Nm)m≥1, we have
lim
m→∞
Wp
(
1
Nm
Nm∑
i=1
νi, ν
)
= 0, for some ν ∈ Pp(Rn), and lim
m→∞
Wp
(
P
Nm
,P
∞)
= 0, for some P
∞ ∈ PR(ν).
(ii) In the context of Proposition 3.7, let (εm)m≥1 ⊂ R+ be such that limm→∞ εm = 0, (Pm)m≥1 be a sequence such that
P
m ∈ PR(νm), and J(Pm) ≥ VS(νm)− εm.
Then the sequence (P
m
)m≥1 is relatively compact, and moreover, any cluster point of (P
m
)m≥1 belongs to PR(ν).
Proof. We will only consider (i), since the proof of (ii) is identical.
Tightness: To prove the tightness of (P
N
)N≥1 underWp, we adapt the proof of [51, Proposition 3.5.] to our context. First,
let us define control processes (α0,i)i≥1 by α
0,i
t ≡ a0 for all t ∈ [0, T ] and i ≥ 1, and denote P
N
0 := P
N(α0,1, . . . , α0,N ). By
Lemma 4.1, there exist some constants K, K ′ > 0, such that for all N ≥ 1
J
(
P
N
0
) ≥ −K(1 + EPN0 [ sup
t∈[0,T ]
|Xt|p
])
= −K
(
1 +
1
N
N∑
i=1
EP
N
ν
[
sup
t∈[0,T ]
∣∣Xα0,it ∣∣p]) ≥ −K ′(1 + 1N
N∑
i=1
∫
Rn
|x|pνi(dx)
)
.
Since by (3.2)
J
(
P
N) ≥ V NS (ν1, . . . , νN )− εN ≥ J(PN0 )− εN ,
it follows that J
(
P
N) ≥ −C, for some constant C independent of N . Using again Lemma 4.1, the coercivity condition
(2.1), and the growth conditions in Assumption 2.1, it follows that
J
(
P
N) ≤ K(1 + ∫
Rn
|x′|p 1
N
N∑
i=1
νi(dx′) +
1
N
N∑
i=1
EP
N
ν
[ ∫ T
0
∣∣αi,Nt − a0∣∣pdt])− CL 1N
N∑
i=1
EP
N
ν
[ ∫ T
0
∣∣αi,Nt − a0∣∣p′dt].
Then, there exists some constant C > 0, independent of N , such that
CL
1
N
N∑
i=1
EP
N
ν
[ ∫ T
0
∣∣αi,Nt − a0∣∣p′dt]−K 1N
N∑
i=1
EP
N
ν
[ ∫ T
0
∣∣αi,Nt − a0∣∣pdt] < C.
Since p′ > p, it follows that
sup
N≥1
1
N
N∑
i=1
EP
N
ν
[∫ T
0
∣∣αi,Nt − a0∣∣p′dt] <∞. (4.43)
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With the condition supN≥1
1
N
∑N
i=1
∫
Rn
|x|p′νi(dx) <∞, and by similar arguments as in [51, Proposition 3.5.], it is easy
to deduce that both ( 1N
∑N
i=1 ν
i)N≥1 and (P
N
)N≥1 are relatively compact under Wp.
Identification of the limit: Up to a subsequence, let us assume w.l.o.g. that
lim
N→∞
Wp
(
P
N
,P
)
= 0, for some P ∈ Pp(Ω), so that lim
N→∞
Wp
(
1
N
N∑
i=1
νi, ν
)
= 0, with ν := P ◦X−10 ∈ Pp(Rn),
and then prove that P ∈ PR(Ω). To this end, it is enough, by Proposition B.1, to prove that P satisfies the following
properties
(i) P
[
µ̂ ◦ (X0)−1 = ν,X0 = Y0,W0 = 0, B0 = 0
]
= 1;
(ii) EP
[‖X‖p + ∫[0,T ]×A (ρ(a0, a))pΛt(da)dt] <∞;
(iii) µ̂ satisfies (2.10) under P;
(iv) (Bt)t∈[0,T ] is an (F,P)–Brownian motion;
(v) the process (Sft )t∈[0,T ] (defined in (B.1)) is an (F
◦
,P)–martingale w.r.t. the filtration F
◦
= (F◦t )t∈[0,T ] defined by
F◦t := σ(Xt∧·, Yt∧·, Bt∧·, µt) for all f ∈ C2b (Rn × Rℓ);
(vi) finally, for P–a.e. ω¯ ∈ Ω, (Ŝϕ,µ(ω¯)t )t∈[0,T ] (defined in (2.15)) is an (F̂, µ̂(ω¯))–martingale for all ϕ ∈ C2b (Rn × Rd).
First, let us consider two bounded continuous functions h1, h2 in Cb(Rn), we have
EP
[〈h1, µ̂ ◦ (X0)−1〉〈h2, µ̂ ◦ (X0)−1〉] = lim
N→∞
1
N2
N∑
i,j=1
EP
N
ν
[
h1(X i0)h
2(Xj0)
]
= lim
N→∞
1
N2
N∑
i=1
〈h1h2, νi〉+ lim
N→∞
1
N2
N∑
i6=j
〈h1, νi〉〈h2, νj〉
= lim
N→∞
〈
h1,
1
N
N∑
i=1
νi
〉〈
h2,
1
N
N∑
i=1
νi
〉
= 〈h1, ν〉〈h2, ν〉.
Using similar arguments, we can deduce that for all k ≥ 1 and bounded continuous functions h1, . . . , hk ∈ Cb(Rn)
EP
[
Πii=1〈hi, µ̂ ◦ (X0)−1〉
]
= Πki=1〈hi, ν〉, and hence P[µ̂ ◦ (X0)−1 = ν] = 1.
Besides, with the definition of PNν in Section 2.4, and then by (4.43), it is easy to deduce that
P
[
X0 = Y0,W0 = 0, B0 = 0
]
= 1, and EP
[
‖X‖p +
∫∫
[0,T ]×A
(ρ(a0, a))pΛt(da)dt
]
<∞.
Next, notice that, for all φ ∈ Cb(Cn × Cn ×M× Cd) and ψ ∈ Cb(Cℓ × P(Ω̂)),
EP
[
φ
(
Xt∧·, Yt∧·,Λt,W
)
ψ
(
B, µ̂
)]
= lim
N→∞
EP
N [
φ
(
Xt∧·, Yt∧·,Λt,W
)
ψ
(
B, µ̂
)]
= lim
N→∞
1
N
N∑
i=1
EP
N
ν
[
φ
(
X it∧·, Y
i
t∧·, (δαi,Ns (da)ds)
t,W i
)
ψ
(
B,ϕN
)]
= lim
N→∞
EP
N
ν
[
EϕN
[
φ
(
X̂t∧·, Ŷt∧·, (Λ̂)t, Ŵ
)]
ψ
(
B,ϕN
)]
= EP
[
Eµˆ
[
φ
(
X̂t∧·, Ŷt∧·, Λ̂t, Ŵ
)]
ψ
(
B, µ̂
)]
,
which implies that µ̂ satisfies (2.10) under P that is, for P–a.e. ω¯ ∈ Ω,
µ̂t(ω¯) = P
GT
ω¯ ◦
(
Xt∧·, Yt∧·,Λt,W
)−1
.
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We next show that (Bt)t∈[0,T ] is an (F,P)–Brownian motion. First, since PNν ◦B−1 is the Wiener measure, it is clear that
P ◦B−1 is also the Wiener measure. Next, let φ ∈ Cb(Ω), for all s ∈ [0, T ], we define the random variables
Φs := φ
(
Xs∧·, Ys∧·,Λs,Ws∧·, Bs∧·, µ̂s∧·
)
on Ω, and Φis := φ
(
Xα,is∧·, Y
α,i
s∧· , (δαi,Nt (da)dt)
s,W is∧·, Bs∧·, ϕ
N
s∧·
)
on (ΩN ,FN ).
On (ΩN ,FN ), we introduce the σ–algebra FN,W := σ{W 1, . . . ,WN}. Then, for all ψ ∈ Cb(Rℓ) and t ≥ s
EP
[
ψ(Bt −Bs)Φs
]
= lim
N→∞
1
N
N∑
i=1
EP
N
ν
[
ψ(Bt − Bs)Φis
]
= lim
N→∞
1
N
N∑
i=1
EP
N
ν
[
EP
N
ν
[
ψ(Bt −Bs)Φis
∣∣FN,W ]]
= lim
N→∞
1
N
N∑
i=1
EP
N
ν
[
EP
N
ν
[
ψ(Bt −Bs)
∣∣FN,W ]EPNν [Φis∣∣FN,W ]]
= lim
N→∞
1
N
N∑
i=1
EP
N
ν
[
ψ(Bt − Bs)
]
EP
N
ν
[
Φis
]
= EP
[
ψ(Bt −Bs)
]
EP
[
Φs
]
.
This implies that B is an (F,P)–Brownian motion.
We finally consider the two martingale problems in Proposition B.1, for which we can adapt the proofs in [51, Proposition
5.1.]. Let ϕ ∈ C2b (Rn ×Rd), f ∈ Cb(Rn ×Rℓ), ψ ∈ Cb(Ω̂), φ ∈ Cb(P(Ω̂)) and β ∈ Cb(Cn × Cn× Cℓ×P(Cn)). In addition,
on (ΩN ,FN), we define the processes Ŝϕ,N,i for i = 1, . . . , N by
Ŝϕ,N,it := ϕ
(
Y α,it ,W
i
t
)− ϕ(Y α,i0 ,W i0)− ∫ t
0
L̂sϕ
(
Xα,i, Y α,i,W i, αi,Ns , ϕ
N,X
s
)
ds, t ∈ [0, T ],
where L̂ is defined in (2.14). Then (Ŝϕ,N,i)i∈{1,...,N} are (PNν ,FN )–orthogonal martingales with quadratic variation(∫ t
0
∣∣σ(r,Xα,i, ϕN,Xr , αi,Ns )∇ϕ(Xα,ir )∣∣2dr)
t∈[0,T ]
, i = 1, . . . , N.
Denote 〈(
Ŝϕ,µt − Ŝϕ,µr
)
Ψr, µ̂
〉
:= Eµ̂
[(
Ŝϕ,µt − Ŝϕ,µr
)
ψ(X̂r∧·, Ŷr∧·, Λ̂r, Ŵr∧·)
]
,
it follows by direct computation that, for some constant C > 0 whose value may vary from line to line∣∣∣EP[φ(µ̂) 〈(Ŝϕ,µt − Ŝϕ,µr )Ψr, µ̂〉]∣∣∣ = lim
N→∞
∣∣∣EPN [φ(µ̂) 〈(Ŝϕ,µt − Ŝϕ,µr )Ψr, µ̂〉]∣∣∣
≤ lim sup
N→∞
EP
N [∣∣φ(µ̂)∣∣2]1/2EPN [∣∣〈(Ŝϕ,µt − Ŝϕ,µr )Ψr, µ̂〉∣∣2]1/2
= lim sup
N→∞
CEP
[∣∣φ(µ̂)∣∣2]1/2EPNν [∣∣∣∣ 1N
N∑
i=1
(Ŝϕ,N,it − Ŝϕ,N,ir )ψ
(
Xα,ir∧·, Y
α,i
r∧· , (Λ
i)r ,W ir∧·
)∣∣∣∣2]1/2
≤ lim sup
N→∞
CEP
[∣∣φ(µ̂)∣∣2]1/2( 1
N2
N∑
i=1
EP
N
ν
[ ∫ t
r
∣∣σ(s,Xα,i, ϕN,Xs , αi,Ns )∇ϕ(Xα,is )∣∣2ds])1/2
≤ lim sup
N→∞
CEP
[∣∣φ(µ̂)∣∣2]1/2( 1
N2
N∑
i=1
EP
N
ν
[ ∫ t
r
∣∣Xα,is∧·∣∣p + ρ(a0, αi,Ns )pds])1/2 ≤ lim sup
N→∞
C√
N
= 0.
This implies that, for P–a.e. ω¯ ∈ Ω 〈(
Ŝ
ϕ,µ(ω¯)
t − Ŝϕ,µ(ω¯)r
)
Ψr, µ̂(ω¯)
〉
= 0.
Similarly, with aˆ0 defined in equation (B.2) and Zi := Xα,i − Y α,i, let us introduce (Sf,N,it )t∈[0,T ] on ΩN by
Sf,N,it := f
(
Zit , Bt
)− ϕ(Zi0, B0)− ∫ t
0
1
2
Tr
[
aˆ0(s,Xα,i, ϕN,Xs )∇2ϕ(Zis, Bs)
]
ds, t ∈ [0, T ].
Denoting Λi(da)dt := δαi,Nt (da)dt, and applying the same arguments as above, it follows that
EP
[(
Sft − Sfr
)
β
(
Xr∧·, Yr∧·, Br∧·, µr
)]
= lim
N→∞
1
N
N∑
i=1
EP
N
ν
[(
Sf,N,it − Sf,N,ir
)
β
(
Xα,ir∧·, Y
α,i
r∧· , Br∧·, ϕ
N,X
r
)]
= 0.
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Finally, by considering (r, t, ψ, φ) in a countable dense subset of [0, T ] × [0, T ] × Cb(Ω̂) × Cb(P(Ω̂)), it follows that the
process
(
Sft
)
t∈[0,T ]
is an (F
◦
,P)–martingale for all f ∈ C2b (Rn × Rℓ), and for P–a.e. ω¯ ∈ Ω, (Ŝϕ,µ(ω¯)t )t∈[0,T ] is an(
F̂, µ̂(ω¯)
)
–martingale for all ϕ ∈ C2b (Rn × Rd). We then conclude that P ∈ PR(ν).
4.2.3 Proof of Proposition 3.7
Let ν ∈ Pp′(Rn) and (νm)m≥1 ⊂ Pp′(Rn) be such that supm≥1
∫
Rn
‖x′‖p′νm(dx′) <∞ and limm→∞Wp(νm, ν) = 0.
We first consider two sequences (εm)m≥1 ⊂ R+ and (Pm)m≥1 such that
lim
m→∞
εm = 0, P
m ∈ PR(νm), and J(Pm) ≥ VR(νm)− εm, for all m ≥ 1.
It follows by Proposition 4.17 that (P
m
)m∈N is relatively compact under Wp. Via a subsequence, let us assume that
P
m → P∞ under Wp, so that P∞ ∈ PR(ν). Using the continuity and growth conditions of (L, g) in Assumption 2.1 and
Assumption 2.12, it follows that limm→∞ J(P
m
) = J(P
∞
), and therefore
lim sup
m→∞
VR(νm) ≤ lim
m→∞
J(P
m
) = J(P
∞
) ≤ VR(ν) = VS(ν).
Together with the inequality from Proposition 4.16, we then conclude the proof.
4.2.4 Proof of Theorem 3.6
(i) By Proposition 4.17, the sequence (P
N
)N≥1 is relatively compact under Wp. Further, for any convergent subsequence
(P
Nm)m≥1, one has
lim
m→∞
Wp
(
1
Nm
Nm∑
i=1
νi, ν
)
= 0, for some ν ∈ Pp(Rn), and lim
m→∞
Wp
(
P
Nm
,P
∞)
= 0, for some P
∞ ∈ PR(ν).
Moreover, under Assumption 2.1 and Assumption 2.12, it follows by (3.2) and Remark 2.14 that
lim sup
N→∞
V NS (ν
1, . . . , νN ) ≤ lim
m→∞
J(P
Nm) = J(P
∞
) ≤ VR(ν) = VS(ν).
Together with Proposition 4.15, one obtains that
lim
N→∞
V NS (ν
1, . . . , νN ) = J(P
∞
) = VR(ν) = VS(ν), (4.44)
and hence P
∞ ∈ P⋆R(ν).
(ii) The second item is in fact a direct consequence of Proposition 4.5, Proposition 4.10 and Proposition 4.15.
(iii) Finally, let (Nm)m∈N be a sequence such that
lim sup
N→∞
∣∣∣∣V NS (ν1, . . . , νN )− VS( 1N
N∑
i=1
νi
)∣∣∣∣ = limm→∞
∣∣∣∣V NmS (ν1, . . . , νNm)− VS( 1N
Nm∑
i=1
νi
)∣∣∣∣.
One more time, through a subsequence, we can assume that
1
Nm
Nm∑
i=1
νi −→
m→∞
ν, under Wp, for some ν ∈ Pp(Rn).
Using (4.44) and Proposition 3.7, we obtain that
lim sup
N→∞
∣∣∣∣V NS (ν1, . . . , νN )− VS( 1N
N∑
i=1
νi
)∣∣∣∣ ≤ limm→∞
∣∣∣∣V NmS (ν1, . . . , νNm)− VS(ν)∣∣∣∣+ limm→∞
∣∣∣∣VS(ν)− VS( 1N
Nm∑
i=1
νi
)∣∣∣∣ = 0,
and thus (3.3) holds true.
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A Some technical results
A.1 Existence of weak solution to the McKean-Vlasov equations
Exceptionally, we do not impose Assumption 2.1 in this subsection, but consider a weaker condition to prove the existence
of weak solution to the McKean-Vlasov equation with initial distribution ν ∈ P(Rn) (see Definition 2.5).
Assumption A.1. The coefficient functions (b, σ, σ0) are continuous in (x, ν¯ , a), and satisfy one of the following two
conditions
• p = 0 and (b, σ, σ0) are bounded;
• p ≥ (1 ∨ pˆ), for some pˆ ∈ [0, 2], and for all (t,x, ν¯, a) ∈ [0, T ]× Cn × P(Cn ×A)×A
|b(t,x, ν¯, a)| ≤ C
(
1 + ‖x‖+
(∫
Cn×A
(‖x′‖p + ρ(a0, a′)p)ν¯(dx′, da′)) 1p + ρ(a0, a)),
|(σ, σ0)(t,x, ν¯, a)|2 ≤ C
(
1 + ‖x‖pˆ +
( ∫
Cn×A
(‖x′‖p + ρ(a0, a′)p)ν¯(dx′, da′)) pˆp + ρ(a0, a)pˆ).
Theorem A.2. Let Assumption A.1 hold true. Then
• when p = 0, then there exists P ∈ PW (ν) for all ν ∈ P(Rn);
• when p ≥ 1, assume in addition that ν ∈ P(Rn) for some p′ ∈ (p,∞) ∪ [2,∞). Then there exists P ∈ PW (ν) and it
holds that EP
[‖X‖p′] <∞.
Proof. Without loss of generality, we can assume that A is a singleton given by A = {a0} (otherwise, we can use a
constant control process equals to a0).
First, recall that the filtered probability space (Ω,F,F ,Pν) is defined in Section 2.1 and equipped with an initial random
variable X0, together with Brownian motions (W,B). For each m ≥ 1, we consider the solution (Xmt )t∈[0,T ] of the Euler
scheme of McKean–Vlasov equation (2.3), that is
Xmt := X0 +
∫ t
0
b
(
r,Xm[r]m∧·, µ
m
[r]m , a0
)
dr +
∫ t
0
σ
(
r,Xm[r]m∧·, µ
m
[r]m , a0
)
dWr +
∫ t
0
σ0
(
r,Xm[r]m∧·, µ
m
[r]m , a0
)
dBr, Pν–a.s.,
where µmt := LPν (Xmt∧·|Gt) ⊗ δa0 , [t]m = iT 2−m for all t ∈
[
iT 2−m, (i + 1)T 2−m
)
and i ∈ {0, . . . , 2m − 1}. Under
Assumption A.1, it is straightforward to check that for each m ∈ N⋆
• when p = 0, EPν [ supt∈[0,T ] |Xmt −X0|q] <∞ for all q ≥ 0;
• when p ≥ 1, EPν [ supt∈[0,T ] |Xmt |p′] <∞.
As in Lemma 4.1, by classical arguments using Gronwall’s lemma as in Lacker [51, Lemma 3.1], it follows that, for some
constant C > 0 independent of m
• when p = 0
EPν
[
sup
t∈[0,T ]
|Xmt −X0|p
′
]
≤ C; (A.1)
• when p ≥ 1
EPν
[
sup
t∈[0,T ]
|Xmt |p
′
]
≤ C
(
1 +
∫
Rn
|x|p′ν(dx)
)
. (A.2)
Let us denote Y m· := X
m
· −
∫ ·
0
σ0
(
r, Sm[r]m∧·, µ
m
[r]m , a0
)
dBr, and
P
m
:= Pν ◦
(
Xm, Y m,Λ◦,W,B, µ̂m
)−1
, with Λ◦t (da)dt := δa0(da)dt, and µ̂
m := LPν (Xm, Y m,Λ◦,W ∣∣GT ).
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When p = 0, the sequence (P
m
)m≥1 is relatively compact under the weak convergence topology, by (A.1). When p ≥ 1, by
(A.2) and [21, Proposition A.2], the sequence (P
m
)m≥1 is relatively compact underWp. By possibly taking a subsequence,
we can assume that, for some P ∈ P(Ω), Pm −→m→∞ P under the weak convergence topology or Wp, according to the
value of p.
We next show that P ∈ PW (ν). Recall that, for each ϕ ∈ C2b (Rn × Rn × Rd × Cℓ), the process S
ϕ
is defined on Ω by
(2.9). Similarly, we define the processes S
ϕ,m
= (S
ϕ,m
t )t∈[0,T ] on Ω by
S
ϕ,m
t := ϕ(Xt, Yt,Wt, Bt)−
∫ t
0
Lrϕ
(
X[r]m∧·, Y[r]m∧·,W[r]m∧·, B[r]m∧·, a0, µ[r]m
)
dr.
By the continuity of the coefficient functions (b, σ, σ0), then uniform continuity on a compact set, it is straightforward to
check that on each compact subset Ωc ⊂ Ω, one has
lim
m→∞
sup
ω¯ ∈ Ωc
∣∣Sϕ,mt (ω¯)− Sϕt (ω¯)∣∣ = 0, for every t ∈ [0, T ]. (A.3)
Further, whatever the case p = 0 or p ≥ 1 in Assumption A.1, one has
sup
m≥1
EP
m[∣∣Sϕ,mt ∣∣p′] <∞, for all t ∈ [0, T ], ϕ ∈ C2b (Rn × Rn × Rd × Cℓ). (A.4)
Now, as (P
m
)m∈N⋆ is relatively compact, for each ε > 0, we can find a compact subset Ωε ⊂ Ω such that Pm[Ωε] ≥ 1− ε
for all m ≥ 1. For any bounded continuous function φ ∈ Cb(Cn × Cn × Cd × Cℓ × P(Cn × Cn × Cd)) and s ≤ t, we denote
Φs := φ
(
Xs∧·, Ys∧·,Ws∧·, Bs∧·, µ̂s
)
, with (b, σ, σ0) bounded or with (b, σ, σ0) satisfying Assumption A.1 and ν ∈ Pp′(Rn),
it follows that∣∣EP[(Sϕt − Sϕs )Φs]∣∣ = limm→∞ ∣∣EPm[(Sϕt − Sϕs )Φs]∣∣
≤ lim sup
m→∞
∣∣EPm[(Sϕt − Sϕs )Φs1Ωε]∣∣+ lim sup
m→∞
∣∣EPm[(Sϕt − Sϕs )Φs1Ωcε]∣∣
≤ lim sup
m→∞
[∣∣EPm[(Sϕ,mt − Sϕ,ms )Φs]∣∣+ ∣∣EPm[(Sϕ,mt − Sϕ,ms )Φs1Ωcε]∣∣+ ∣∣EPm[(Sϕt − Sϕs )Φs1Ωcε]∣∣]
≤ Cε p
′
−1
p′ ,
where the last inequality follows by Hölder’s inequality together with (A.4) and the fact that P
m
[Ω
c
ε] ≤ ε, for all m ≥ 1.
Let ε −→ 0, it follows that Sϕ is an (F,P)–martingale for all ϕ ∈ C2b (Rn × Rn × Rd × Cℓ). Further, by almost the same
arguments as in the proof of Proposition 4.17, we have for all t ∈ [0, T ]
µ̂t = LP(Xt∧·, Yt∧·,Λt,W
∣∣GT ) = LP(Xt∧·, Yt∧·,Λt,W ∣∣Gt), P–a.s.
Moreover, it is easy to see that P ◦ (X0)−1 = ν and (B, µ̂) is independent of (W,X0) under P, so that P ∈ PW (ν).
Finally, for the case p ≥ 1 in Assumption A.1, using (A.2), the fact that ν ∈ Pp′(Rn) together with Fatou’s lemma, it
follows that EP
[‖X‖p′] <∞.
A.2 Characterisation of probability measures on a set of probability measures
Proposition A.3. Let E be a Polish space, (Υ1,Υ2) ∈ P(P(E))× P(P(E)) be such that∫
P(E)
k∏
i=1
〈ϕi, ν〉Υ1(dν) =
∫
P(E)
k∏
i=1
〈ϕi, ν〉Υ2(dν), for all k ≥ 1, and (ϕi)i∈{1,...,k} ⊂ Cb(E). (A.5)
Then Υ1 = Υ2.
Proof. First, using (A.5), we have, for all k ≥ 1, for every family of polynomial functions (ψi)i∈{1,...,k}, and every
(ϕi)i∈{1,...,k} ⊂ Cb(E;R), ∫
P(E)
k∏
i=1
ψi(〈ϕi, ν〉)Υ1(dν) =
∫
P(E)
k∏
i=1
ψi(〈ϕi, ν〉)Υ2(dν). (A.6)
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Since we can approximate any continuous function by polynomial functions, uniformly on compact sets, it follows that
(A.6) still holds true for all k ≥ 1, (ψi)i∈{1,...,k} ⊂ Cb(R;R) and (ϕi)i∈{1,...,k} ⊂ Cb(E;R). This further implies that, for
all (r1, . . . , rk) ∈ Rk ∫
P(E)
k∏
i=1
1{ν:〈ϕi,ν〉<ri}Υ1(dν) =
∫
P(E)
k∏
i=1
1{ν:〈ϕi,ν〉<ri}Υ2(dν).
In other words, Υ1[A] = Υ2[A] for all A ∈ Ψ, where
Ψ :=
{
A[r1, . . . , rm;ϕ1, . . . , ϕm] : m ≥ 1, (r1, . . . , rm) ∈ Rm and (ϕ1, . . . , ϕm) ∈ Cb(E)m
}
,
with
A[r1, . . . , rm;ϕ1, . . . , ϕm] :=
{
λ ∈ P(E) : 〈ϕi, λ〉 < ri, i = 1, . . . ,m
}
.
Notice that the weak convergence topology on P(E) is generated by the open sets in Ψ, it follows by the monotone class
theorem that Υ1 = Υ2 on the Borel σ–field of σ(Ψ).
B Proof of some technical results
We finally provide here the proof of the approximation result (of relaxed control by weak control rules) in Proposition 4.10,
and some related technical results. In this Section, Assumption 2.1 and Assumption 2.12 are imposed, in particular, A is
a subset of Rj for some j ≥ 1.
B.1 An equivalent reformulation for relaxed control rules
On Ω, let us introduce a filtration F
◦
= (F◦t )t∈[0,T ] and a process Sf = (Sft )t∈[0,T ], for every f ∈ C2b (Rn+ℓ), by
F◦t := σ(Xt∧·, Yt∧·, Bt∧·, µt), and Sft := f
(
Zt, Bt
)− ϕ(Z0, B0)− ∫ t
0
1
2
Tr
[
a0(s,X, µ)∇2ϕ(Zs, Bs)
]
ds, t ∈ [0, T ], (B.1)
where Z := X − Y and
a0
(
t,x, ν
)
:=
(
σ0(t,x, ν)
Iℓ
)(
σ0(t,x, ν)
Iℓ
)⊤
, for each (t,x, ν) ∈ [0, T ]× Cn × P(Cn). (B.2)
Proposition B.1. Let ν ∈ P(Rn), then a probability measure P ∈ P(Ω) belongs to PR(ν) if and only if
(i) P
[
µ̂ ◦ (X̂0)−1 = ν, Y0 = X0,W0 = 0, B0 = 0
]
= 1, EP
[
‖X‖p + ∫[0,T ]×A (ρ(a0, a))pΛt(da)dt] <∞, and
µ̂t(ω¯) = P
GT
ω¯ ◦ (Xt∧·, Yt∧·,W,Λt)−1, for P –a.e. ω¯ ∈ Ω, for all t ∈ [0, T ];
(ii) (Bt)t∈[0,T ] is an (F,P)–Brownian motion, and the process
(
Sft
)
t∈[0,T ]
is an (F
◦
,P)–martingale for all f ∈ C2b (Rn ×
Rℓ);
(iii) for P–a.e. ω¯ ∈ Ω, the process (Ŝϕ,µ(ω¯)t )t∈[0,T ] is an (F̂, µ̂(ω¯))–martingale for all ϕ ∈ C2b (Rn × Rd).
Proof. First, let P ∈ PR(ν), then Sϕ (recall (2.9)) is an (F,P)–martingale for all ϕ ∈ C2b
(
Rn×Rn×Rd×Rℓ), which implies
immediately that (Bt)t∈[0,T ] is an (F,P)–Brownian motion and Sf is an (F
◦
,P)–martingale for all f ∈ C2b (Rn × Rℓ). It
follows that P satisfies Conditions (i)–(ii)–(iii) in the statement.
Next, let P ∈ P(Ω) satisfying Conditions (i)–(ii)–(iii) in the statement. It is immediate to check that LP(X0,W,B, µ̂) =
LP(X0) ⊗ LP(W ) ⊗ LP(B, µ̂), i.e. X0, W and (B, µ̂) are mutually independent under P. Then by comparing Conditions
(i)–(ii)–(iii) in the statement with Definitions 2.5 and 2.13, it is enough to prove that S
ϕ
is an (F,P)–martingale for all
ϕ ∈ C2b (Rn × Rn × Rd × Rℓ) to conclude that P ∈ PR(ν).
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To this end, let us introduce, for every ϕ ∈ C2b (Rn × Rd), a process S˜ϕ = (S˜ϕt )t∈[0,T ] on (Ω,F) by (recall also the
definitions of L̂ and Ŝϕ,ν in (2.14) and (2.15))
S˜ϕt := ϕ
(
Yt,Wt
)− ϕ(Y0,W0)− ∫∫
[0,t]×A
L̂sϕ
(
X,Y,W, µs, a
)
Λs(da)ds. (B.3)
Since B is an (F,P)–Brownian motion, we have, for all θ ∈ Rℓ, 0 ≤ s ≤ t, φ ∈ Cb(Cn×Cn×Cd×M), and ψ ∈ Cb(Cℓ×P(Ω̂)),
EP
[
S˜ϕt exp
(
θ ·Bt − |θ|2t/2
)
φ
(
Xs∧·, Ys∧·,Ws∧·,Λs
)
ψ
(
Bs∧·, µ̂s
)]
= EP
[
Eµ̂
[
Ŝϕ,µt φ
(
X̂s∧·, Ŷs∧·, Ŵs∧·, Λ̂s
)]
exp
(
θ ·Bt − |θ|2t/2
)
ψ
(
Bs∧·, µ̂s
)]
= EP
[
Eµ̂
[
Ŝϕ,µs φ
(
X̂s∧·, Ŷs∧·, Ŵs∧·, Λ̂s
)]
exp
(
θ ·Bs − |θ|2s/2
)
ψ
(
Bs∧·, µ̂s
)]
= EP
[
S˜ϕs exp
(
θ ·Bs − |θ|2s/2
)
φ
(
Xs∧·, Ys∧·,Ws∧·,Λs
)
ψ
(
Bs∧·, µ̂s
)]
.
In other words, (S˜ϕt exp(θBs−|θs|2s/2))t∈[0,T ] is an (F,P)–martingale for any ϕ ∈ C2b (Rn+d) and θ ∈ Rℓ. From Condition
(ii) in the statement, we know that B is an (F,P)–Brownian motion, and
Y· = X· −
∫ ·
0
σ0(s,X, µ)dBs, P–a.s.
Then it follows by [74, Theorems 4.2.1 and 8.1.1] that S
ϕ
is an (F,P)–martingale for all ϕ ∈ C2b
(
Rn×Rn×Rd×Rℓ).
B.2 Proof of Proposition 4.8
We first recall the definition of the martingale measures (see e.g. El Karoui and Méléard [25]), but in a special context,
and then discuss the associated stochastic integration and some measurability issues. Let us consider the Polish space
A, and an abstract filtered probability space (Ω⋆,F⋆,F⋆,P⋆), equipped with a random measure νt(da)dt on [0, T ] × A,
where t 7−→ νt(da) is P(A)–valued predictable process. Let PF⋆ denote the predictable σ–field w.r.t. the filtration F⋆,
and M(A) the space of all Borel signed measure on A.
Definition B.2. An M(A)–valued process (Nt(da))t∈[0,T ] is called an (F⋆,P⋆)–martingale measure of intensity νt(da)dt
if
(i) for all B ∈ B(A), (Nt(B))t∈[0,T ] is a (F⋆,P⋆)–martingale with quadratic variation
∫ ·
0 νs(B)ds, and with N0(B) = 0;
(ii) let B1, B2 ∈ B(A) be such that B1 ∩B2 = ∅, then (Nt(B1))t∈[0,T ] and (Nt(B2))t∈[0,T ] are two orthogonal martingales.
Given an (F⋆,P⋆)–martingale measure (Nt(da))t∈[0,T ] of intensity νt(da)dt, and a PF⋆ ⊗ B(A)–measurable function f :
[0, T ]× Ω⋆ ×A −→ R such that
EP
⋆
[ ∫∫
[0,T ]×A
|f(s, a)|2νs(da)ds
]
<∞,
one can first approximate f by a sequence (fm)m≥1 of simple functions of the form fm(s, a) :=
∑m
k=1 f
m
k 1(smk ,t
m
k
](s)1Bmk (a),
where Bmk ⊂ B(A),
smk < t
m
k , f
m
k is F⋆sm
k
–measurable, for all k = 1, . . . ,m, and lim
m→∞
EP
⋆
[ ∫∫
[0,T ]×A
∣∣f(s, a)− fm(s, a)∣∣2νs(da)ds] = 0.
Then one can define the stochastic integral, for t ∈ Q,
Nt(f) =
∫∫
[0,t]×A
f(s, a)N(da, ds) := lim
m→∞
Nt(fm) := lim
m→∞
m∑
k=1
fmk
(
Ntm
k
∧t(Bmk )−Nsmk ∧t(Bmk )
)
, with the limit in L2,
and then, for all t ∈ [0, T ]
Nt(f) =
∫∫
[0,T ]×A
f(s, a)N(da, ds) := lim sup
Q∋sրt
Ns(f).
Notice that (Nt(f))t∈[0,T ] is an (F⋆,P⋆)–continuous martingale with quadratic variation
∫ ·
0
∫
A f(s, a)νs(da)ds, and it is
in fact independent of the approximating sequence (fm)m≥1 (see e.g. [25, Section 1]).
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Let us now consider another abstract measurable space (E, E), a family of probability measures (P⋆e)e∈E on (Ω⋆,F⋆,F⋆)
under which N is a martingale measure with intensity νt(da)dt, and the random measure νt(da)dt has the same distri-
bution under each P⋆e. In addition, the family (P
⋆
e)e∈E satisfies that, for all bounded Borel function ϕ : Ω
⋆ × E −→ R,
E ∋ e 7−→
∫
Ω⋆
ϕ(ω⋆, e)P⋆e(dω
⋆) ∈ R is E–measurable. (B.4)
Let f : [0, T ]× Ω⋆ ×A× E → R be PF⋆ ⊗ B(A)× E–measurable function such that
EP
⋆
e
[ ∫∫
[0,T ]×A
|fe(s, a)|2νs(da)ds
]
<∞, for each e ∈ E. (B.5)
Lemma B.3. One can construct a family of processes {(Nt(fe))t∈[0,T ]
}
e∈E
such that
(t, ω⋆, e) 7−→ Nt(fe, ω⋆) is PF⋆ ⊗ E–measurable, (B.6)
and
Nt(fe, ω⋆) =
(∫∫
[0,t]×A
fe(s, a)N(da, ds)
)
(ω⋆), t ∈ [0, T ], P⋆e–a.s. for each e ∈ E. (B.7)
Proof. Let us first consider the simple functions f : [0, T ]×Ω⋆×A×E → R in form f(s, a) :=∑mk=1 fk1(sk,tk](s)1Bk(a),
where for each k = 1, . . . ,m,
sk < tk, fk : Ω⋆ × E → R is F⋆sk ⊗ E–measurable, and Bk ∈ B(A).
Then it is clear that
(t, ω⋆, e) 7−→ Nt(fe, ω⋆) :=
m∑
k=1
fk(ω⋆, e)
(
Ntk∧t(ω
⋆, Bk)−Nsk∧t(ω⋆, Bk)
)
is PF⋆ ⊗ E–measurable.
Next, let f1, f2 : [0, T ] × Ω⋆ × A × E → R be two bounded PF⋆ ⊗ B(A) × E–measurable functions. Assume that both
f1 and f2, one can construct the stochastic integrals satisfying (B.6) and (B.7), then it is clear that for f := f1 ± f2,
Nt(f) := Nt(f1)±Nt(f2) satisfies also (B.6) and (B.7).
Further, let (fm)m≥1 be a sequence of positive bounded functions increasely converging to bounded function f pointwisely,
all f, fm are PF⋆ ⊗ B(A)× E–measurable functions, and for each m ≥ 1, one can construct Nt(fm) satisfying (B.6) and
(B.7). Then it is clear that for each e ∈ E,
Nt(fem) −→
∫∫
[0,t]×A
fe(s, a)N(da, ds) in L2(P⋆e), as m −→∞.
Following [65, Lemma 3.2.], toegether with Condition (B.4), one can find a family of sub-sequence (mk(e))k≥1,e∈E which
is E–measurable and
Nt(fe) := lim sup
k→∞
Nt(femk(e)) =
∫∫
[0,t]×A
fe(s, a)N(da, ds), P⋆e–a.s., for each e ∈ E.
In other words, one can choose a version Nt(f) satisfying (B.6) and (B.7). By the monotone class theorem, it follows that
the statement holds true for all bounded functions f : [0, T ]× Ω⋆ ×A× E → R which is PF⋆ ⊗ B(A)× E–measurable.
Finally, let f : [0, T ]× Ω⋆ × A × E → R be a PF⋆ ⊗ B(A) × E–measurable function satisfying (B.5). For each m ∈ N⋆,
define fm := f1|f |≤m, then (fm)m∈N⋆ is a sequence of PF⋆ ⊗ B(A)× E–measurable functions satisfying
EP
⋆
e
[ ∫∫
[0,T ]×A
|fe(s, a)− fem(s, a)|2νs(da)ds
]
<∞, for each e ∈ E.
Then it is enough to use the arguments in [65, Lemma 3.2] with the condition (B.4) again to define Nt(fe) as limit of
Nt(fem), which satisfies (B.6) and (B.7).
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Proof of Proposition 4.8 Recall that the probability space (Ω⋆,F⋆,P⋆) is equipped with 2(n + d) i.i.d. martingale
measures (N⋆,i)i=1,...,2(n+d) with intensity ν0(da)dt for some diffuse probability measure ν0 on A, which is extended on
(Ω̂⋆, F̂⋆, P̂ω¯) for every ω¯ ∈ Ω. We will now follow the technical steps in El Karoui and Méléard [25] to construct the
family of martingale measures (N̂ ω¯)ω¯∈Ω satisfying (4.18), and then check the measurability property in (4.19).
Let us first denote
Σ(t,x, a, ν) :=
(
σ(t,x, a, ν) 0n×n
Id 0d×n
)
, and
(
ΣΣ⊤)+(t,x, a, ν
)
:= lim
εց0
(
εId+n + (ΣΣ⊤)(t,x, a, ν)
)−1
, (B.8)
where (ΣΣ⊤)+ is the pseudo–inverse of ΣΣ⊤. Then for all bounded Borel measurable function f : [0, T ]×A −→ R, let
Γω¯(s, f) :=
∫
A
ΣΣ⊤(s, X̂, a, µs(ω¯))f(s, a)Λ̂s(da), and its pseudo–inverse Γω¯,+(s, f) := lim sup
εց0
(
εId+n + Γ(s, ω¯, f)
)−1
.
Denote also by 1 the constant function on [0, T ]×A which equals to 1. Furthermore, let πi : Rn+d −→ R, i = 1, . . . , n+d,
be the projection function defined by πi((z) := zi for every z := (z1, . . . , zn+d), and Ŝω¯,i := Ŝπi,µ(ω¯) be the martingale
defined in (2.15), whose quadratic variation process is given by〈
Ŝω¯,i, Ŝω¯,j
〉
t
=
∫ t
0
Γω¯i,j(s,1)ds, t ∈ [0, T ], P̂ω¯–a.s.
(i) By [25, Theorem III-2.], there exists a P F̂ ⊗ B(A)–measurable function ϕ : [0, T ]× Ω̂×A −→ A such that
Λ̂s(ωˆ, B) =
∫
A
1B(ϕ(s, ωˆ, a))ν0(da), for all (s, ωˆ) ∈ [0, T ]× Ω̂, B ∈ B(A).
This allows to define, for every ω¯ ∈ Ω, two independent martingale measures (N˜⋆,ω¯,i)1≤i≤n+d and (N˜⋆,ω¯,i)n+d+1≤i≤2(n+d)
from (N⋆,i)1≤i≤n+d and (N⋆,i)n+d+1≤i≤2(n+d) as follows. For each ω¯ ∈ Ω, let us define for all B ∈ B(A), i = 1, . . . , n+ d,
N˜⋆,ω¯,it (B) :=
n+d∑
k=1
∫∫
[0,t]×A
1B(ϕ(s, a))Σik(s, X̂, ϕ(s, a), µs(ω¯))N⋆,k(da, ds), t ∈ [0, T ], P̂ω¯–a.s.,
and for all B ∈ B(A), i = n+ d+ 1, . . . , 2(n+ d),
N˜⋆,ω¯,it (B) :=
2(n+d)∑
k=n+d+1
∫∫
[0,t]×A
1B(ϕ(s, a))Σik(s, X̂, ϕ(s, a), µs(ω¯))N⋆,k(da, ds), t ∈ [0, T ], P̂ω¯–a.s.
By [25, Theorem III-3.], (N˜⋆,ω¯,i)1≤i≤n+d and (N˜⋆,ω¯,i)n+d+1≤i≤2(n+d) are two independent martingale measures with
intensity Λ̂Σ,ω¯t (da)× dt defined by Λ̂Σ,ω¯t (B) := Γω¯(t,1B) for all B ∈ B(A).
Next, we define the martingale measure (N˜ ω¯,i)i=1,...,n+d, from (N˜⋆,ω¯,i, Ŝω¯,i)i=1,...,n+d as follows. For each bounded
P F̂⋆ ⊗ B(A)–measurable function f : [0, T ]× Ω̂⋆ ×A −→ R, and i = 1, . . . , n+ d, let∫∫
[0,t]×A
f(s, a)N˜ ω¯,i(da, ds) :=
n+d∑
k=1
∫ t
0
(
Γω¯(s, f)
(
Γω¯,+Γω¯Γω¯,+
)
(s,1)
)i,k
dŜω¯,ks
+
n+d∑
k=1
∫ t
0
∫
A
(
f(s, a)In+d − Γω¯(s, f)
(
Γω¯,+Γω¯Γω¯,+
)
(s,1)
)i,k
N˜⋆,ω¯,k(da, ds).
Let us refer to the proof of [25, Proposition III-9., Theorem III-10.]) for the fact the above does define a martingale
measure (N˜⋆,ω¯,i)i=1,...,n+d with intensity Λ̂
Σ,ω¯
t (da)× dt, and that it satisfies N˜ i,ω¯t (A) = Ŝω¯,it , for each i = 1, . . . , n+ d.
Finally, let
Σ−1(s, ω¯, ω̂, a) := Σ(ΣΣ⊤)+ΣΣ⊤(ΣΣ⊤)+(s, ω¯, ω̂, a),
we define (N̂ ω¯,i)i=1,...,n+d as follows. For every bounded P F̂⋆ ⊗ B(A)–measurable function f : [0, T ] × Ω̂⋆ × A −→ R,
i = 1, . . . , n+ d, let
N̂ ω¯,it (f) :=
n+d∑
k=1
∫∫
[0,t]×A
f(s, a)Σ−1ik (s, ω¯, a)N˜
ω¯,k(da, ds) +
∫∫
[0,t]×A
(
In+d − ΣΣ⊤(ΣΣ⊤)+
)
(s, ω¯, a)f(s, a)N˜⋆,ω¯,n+d+i(da, ds),
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where we notice that ΣΣ⊤(ΣΣ⊤)+ is the projection from Rn+d to the range of ΣΣ⊤. It follows then (N̂ ω¯,i)i=1,...,d is a
martingale measure with intensity Λ̂t(da) × dt and satisfies (4.18).
(ii) Let us now consider a bounded P Ĥ⋆ ⊗B(A)–measurable function f : [0, T ]×Ω× Ω̂⋆×A −→ R. By the above explicit
construction of N̂ ω¯, it is clear that one can rewrite the stochastic integral∫∫
[0,t]×A
f ω¯(s, a)N̂ ω¯(ds, da) =
2(n+d)∑
i=1
∫∫
[0,t]×A
φω¯(s, a)N⋆,i(da, ds) +
n+d∑
i=1
∫ t
0
ψω¯s dŜ
ω¯,i
s , P̂ω¯–a.s.,
for some P Ĥ⋆⊗B(A)–measurable function φ : [0, T ]×Ω×Ω̂⋆×A −→ R, and P Ĥ⋆–measurable function ψ : [0, T ]×Ω×Ω̂⋆ −→
R. Then one can apply the same arguments as in Lemma B.3 to choose a good version of the stochastic integral s.t.
(t, ω¯, ωˆ⋆) 7−→
(∫∫
[0,t]×A
f ω¯(s, a)N̂ ω¯(da, ds)
)
(ωˆ⋆) is P Ĥ⋆–measurable,
i.e. (4.19) holds true.
B.3 Proof of Proposition 4.10 (general case)
We finally provide the proof of the Proposition 4.10 in the general case, where the coefficients (b, σ, σ0) can be simplified
to be
(b, σ)(t,x, ν¯, a) = (b, σ)(t,x, ν, a), and σ0(t,x, ν¯, a) := σ0(t,x, ν), (B.9)
for all (t,x, ν¯, a) ∈ [0, T ]×Cn×P(Cn×A)×A with ν(dx) := ν¯(dx, A). The main idea of the proof is the same as for the
case where σ0 is a constant function, and will provide an outline of the proof.
In a nutshell, we aim to approximate the relaxed control P by weak control rules on Ω, where (X,Y,B, µ̂) satisfies
Y· = X· −
∫ ·
0
σ0(s,X, µ)dBs, P–a.s., (B.10)
and for P–a.e. ω¯ ∈ Ω, the canonical processes (X̂, Ŷ , Λ̂, Ŵ ) satisfies Ŵ· =
∫ ·
0
∫
A
N̂ ω¯(da, ds), P̂ω¯–a.s. and
Ŷt = X̂0 +
∫∫
[0,t]×A
b
(
r, X̂, µ(ω¯), a
)
Λ̂r(da, dr) +
∫∫
[0,t]×A
σ
(
r, X̂, µ(ω¯), a
)
N̂ ω¯(da, dr), for all t ∈ [0, T ], P̂ω¯–a.s. (B.11)
Step 1: In this first step, we rewrite (B.11) as an equation that takes into account only X̂, and not Ŷ . To do this, observe
that, we can find a Borel measurable function I : (t,x, π,b) ∈ [0, T ]× Cn × P(Cn) × Cℓ −→ I(t,x, π,b) ∈ Rn satisfying
I(t,x, π,b) = I(t,xt∧·, π ◦ (X̂t∧·)−1,bt∧·) and
I(t,X, µ,B) = ∫ t
0
σ0(r,X, µ)dBr, P–a.s. (B.12)
Using (2.10), i.e. µ̂t(ω¯) = P
GT
ω¯ ◦ (Xt∧·, Yt∧·,W,Λt)−1, for P–a.e. ω¯ ∈ Ω, t ∈ [0, T ], we obtain an equivalent formulation of
(B.10) on Ω̂,
Ŷ· = X̂· − I
(·, X̂, µ(ω¯), B(ω¯)), P̂ω¯–a.s, for P –a.e. ω¯ ∈ Ω.
and then, a reformulation of (B.11) involving only X̂, and one can consider I(·, X̂, µ(ω¯), B(ω¯)) as a ‘conditional‘ stochastic
integral w.r.t B given the σ–field GT .
Further, for any Rn–valued Ĥ⋆–adapted continuous process (Ut)t∈[0,T ], there exists a measurable map φ : Ω×Cn×Cn×M×
Cd×Ω⋆ −→ Cn such that U ω¯t (ωˆ, ω⋆) = φt
(
ω¯, X̂t∧·(ωˆ), Ŷt∧·(ωˆ), Λ̂t(ωˆ), Ŵt∧·(ωˆ), ω⋆
)
, for all (t, ω¯, ωˆ, ω⋆) ∈ [0, T ]×Ω×Ω̂×Ω⋆.
notice that, for P–a.e. ω¯ ∈ Ω, one has EP̂ω¯[ supt∈[0,T ] |Ŝω¯t |p] <∞, then it follows by (2.10) that, for P–a.e. ω¯ ∈ Ω,
LP̂ω¯
(
I(·, Ŝω¯, β(ω¯), B(ω¯)), Ŝω¯, β(ω¯), B(ω¯)) = (PGTω¯ ⊗ P⋆) ◦ (∫ ·
0
σ0
(
s, S
(
ω¯,X, Y,Λ,W
)
, β
)
dBs, S
(
ω¯,X, Y,Λ,W
)
, β, B
)−1
,
(B.13)
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for all Borel measurable functions β : Ω −→ P(Cn) such that (β ◦ (X̂t∧·)−1)t∈[0,T ] is a G–predictable process satisfying
EP[
∫
Cn
‖x‖pβ(dx)] <∞.
Step 2: We now approximate X̂ using Ŷ and under each P̂ω¯, where the arguments are almost the same as in the proof of
Proposition 4.10 when σ0 is constant. More precisely, for k ≥ 1, there exists ak1 , . . . , akk ∈ A together with a sub–division
tk0 = 0 < · · · < tkk = T , as well as P(A)–valued F̂⋆–predictable processes (Λ̂k,1, . . . , Λ̂k,k), which are constant on each
interval [tki , t
k
i+1], and (F̂, P̂
⋆
ω¯)–independent Brownian motions (Ẑ
ω¯,k,1, . . . , Ẑ ω¯,k,k) for P–a.e. ω¯ ∈ Ω. Moreover, let
Ŷ ω¯,kt := X̂0 +
k∑
i=1
∫ t
0
b(r, X̂, µ(ω¯), aki )Λ̂
k,i
r dr +
∫ t
0
σ(r, X̂, µ(ω¯), aki )
√
Λ̂k,ir dẐ ω¯,k,ir , t ∈ [0, T ], P̂ω¯–a.s.,
and X̂ ω¯,k· := Ŷ
ω¯,k
· + I
(·, X̂, µ(ω¯), B(ω¯)), one has
lim
k→∞
EP̂ω¯
[
sup
t∈[0,T ]
∣∣Ŷ ω¯,kt − Ŷt∣∣p] = 0, then lim
k→∞
EP̂ω¯
[
sup
t∈[0,T ]
∣∣X̂ ω¯,kt − X̂t∣∣p] = 0.
Further, for each k ≥ 1
(t, ω¯, ω˜⋆) 7−→
(
Y˜ ω¯,kt∧· (ωˆ
⋆), X̂ ω¯,kt∧· (ωˆ
⋆), (Λ̂1,k)t(ωˆ⋆), . . . , (Λ̂k,k)t(ωˆ⋆), Ẑ ω¯,k,1t∧· (ωˆ
⋆), . . . , Ẑ ω¯,k,kt∧· (ωˆ
⋆)
)
is P Ĥ⋆–measurable.
Next, let us introduce Xk,◦ an Rn–valued Ĥ⋆–adapted continuous process satisfying, for P–a.e. ω¯ ∈ Ω, X ω¯,k,◦ is the
unique strong solution of:
X̂ ω¯,k,◦t = X̂0 +
k∑
i=1
∫ t
0
b(r, X̂ ω¯,k,◦, P̂ω¯ ◦ (X̂ ω¯,k,◦)−1, aki )Λ̂k,ir dr +
∫ t
0
σ(r, X̂ ω¯,k,◦, P̂ω¯ ◦ (X̂ ω¯,k,◦)−1, aki )
√
Λ̂k,ir dẐ ω¯,k,ir
+ I(t, X̂ ω¯,k,◦, P̂⋆ω¯ ◦ (X̂ ω¯,k,◦)−1, B(ω¯)), t ∈ [0, T ], P̂ω¯–a.s., (B.14)
and EP̂ω¯
[‖X ω¯,k,◦‖p] <∞. The existence and uniqueness of solution to (B.14) is just an extension of the classical Picard
iteration scheme as in [24, Theorem A.3.], adapted to this context.
We next define Ŷ ω¯,k,◦· := X̂
ω¯,k,◦
· −I
(·, X̂ ω¯,k,◦, P̂⋆ω¯ ◦ (X̂ ω¯,k,◦)−1, B(ω¯)). By the same arguments as in the constant σ0 case
(using (4.19) and Picard iteration argument), we can deduce that, for each k ≥ 1,
(t, ω¯, ωˆ⋆) 7−→ (X̂ ω¯,k,◦t∧· (ωˆ⋆), Ŷ ω¯,k,◦t∧· (ωˆ⋆), (Λ̂1,k)t(ωˆ⋆), . . . , (Λ̂k,k)t(ωˆ⋆), Ẑ ω¯,k,1t∧· (ωˆ⋆), . . . , Ẑ ω¯,k,kt∧· (ωˆ⋆)) is P Ĥ⋆–measurable.
Then by the definition of I in (B.12), together with (B.13), it is straightforward to check that∫
Ω
EP̂
⋆
ω¯
[∣∣∣I(t, X̂ω,k,◦,LP̂⋆ω¯(X̂ω,k,◦), B(ω¯))− I(t, X̂, µ(ω¯), B(ω¯))∣∣∣p]P(dω¯)
≤
∫
Ω
∫ t
0
EP̂
⋆
ω¯
[∣∣∣σ0(r, X̂ω,k,◦,LP̂⋆ω¯(X̂ω,k,◦))− σ0(r, X̂, µ(ω¯))∣∣∣p]drP(dω¯). (B.15)
It follows that, for some constant C > 0 independent of k,∫
Ω
EP̂
⋆
ω¯
[
sup
s∈[0,T ]
|X̂ ω¯,k,◦s − X̂ ω¯,ks |p
]
P(dω¯) ≤ C
∫ T
0
∫
Ω
EP̂
⋆
ω¯
[
sup
s∈[0,t]
|X̂ ω¯,ks − X̂s|p
]
P(dω¯)dt,
and further
lim
k→∞
∫
Ω
EP̂
⋆
ω¯
[
sup
s∈[0,T ]
|X̂ ω¯,k,◦s − X̂s|p
]
P(dω¯) = 0.
Step 3: Finally, let us construct the approximating weak control rules, where the arguments are the same as in the constant
σ0 case. For each k ≥ 1 and m ≥ 1, there exist a sequence of Borel sets (Ik,1m , . . . , Ik,km ) such that ∪ki=1Ik,im = [0, T ], and for
P–a.e. ω¯ ∈ Ω, (Ŵ ω¯,m,1, . . . , Ŵ ω¯,m,k) is (F̂⋆, P̂ω¯)–martingales with quadratic variation 〈Ŵ ω¯,m,i〉· = cˆm,i· :=
∫ ·
0
1Ik,im
(r)dr,,
i ∈ {1, . . . , k}. Furthermore, it holds that
lim
m→∞
(
Ŵ ω¯,m,i, cˆm,i
)
=
(∫ ·
0
√
Λ̂k,ir dẐ ω¯,m,ir ,
∫ ·
0
Λ̂k,ir dr
)
, i ∈ {1, . . . , k}, P̂ω¯–a.e. (B.16)
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Next, let X̂ ω¯,k,mt (ω˜
⋆) be a Rn–valued Ĥ⋆–adapted process such that, for P–a.e. ω¯ ∈ Ω, X̂ ω¯,k,m is the unique strong
solution of
X̂ ω¯,k,mt = X̂0 +
k∑
i=1
∫ t
0
b(r, X̂ ω¯,k,m, P̂ω¯ ◦ (X̂ ω¯,k,m)−1, aki )dcˆm,ir +
∫ t
0
σ(r, X̂ ω¯,k,m, P̂ω¯ ◦ (X̂ ω¯,k,m)−1, aki )dŴ ω¯,m,ir
+ I(·, X̂ ω¯,k,m, P̂⋆ω¯ ◦ (X̂ ω¯,k,m)−1, B(ω¯)), t ∈ [0, T ], P̂ω¯–a.s.
Let Ŷ ω¯,k,m· := X̂
ω¯,k,m
· − I
(·, X̂ ω¯,k,m, P̂⋆ω¯ ◦ (X̂ ω¯,k,m)−1, B(ω¯)), it follows that
(t, ω¯, ωˆ⋆) 7−→
(
Ŷ ω¯,k,mt∧· (ωˆ
⋆), X̂ ω¯,k,mt∧· (ωˆ
⋆), Ŵ ω¯,m,1t∧· (ωˆ
⋆), . . . , Ŵ ω¯,m,kt∧· (ωˆ
⋆)
)
is P Ĥ⋆–measurable.
Define, for each m ≥ 1, a probability on Ω⋆,k := Cn × Cn × (C)k × (Cd)k × Cℓ × P(Cn × Cn × (C)k × (Cd)k) by
P
⋆,m
:=
∫
Ω
LP̂ω¯
(
X̂ ω¯,k,m, Ŷ ω¯,k,m, cˆm,1, . . . , cˆm,k, Ŵ ω¯,m,1, . . . , Ŵ ω¯,m,k, B(ω¯), µ̂m(ω¯)
)
P(dω¯), (B.17)
where µ̂m(ω¯) := LP̂ω¯
(
X̂ ω¯,k,m, cˆm,1, . . . , cˆm,k, Ŵ ω¯,m,1, . . . , Ŵ ω¯,m,k
)
.
Similarly to Lemma 4.1, by using an inequality of type (B.15), we get, for some constant C > 0
sup
m≥1
∫
Ω
EP̂ω¯
[
sup
t∈[0,T ]
|X̂ ω¯,k,mt |p
′
+ sup
t∈[0,T ]
|Ŷ ω¯,k,mt |p
′
]
P(dω¯) ≤ C
(
1 +
∫
Rn
|x|p′ν(dx)
)
<∞.
Therefore, the sequence (P
⋆,m
)m≥1 is relatively compact for the Wasserstein metric Wp. Along a possible subsequence
(mj)j≥1, one has
lim
j→∞
P
⋆,mj = LP⋆
(
X⋆, Y ⋆, c1,⋆, . . . , ck,⋆,W 1,⋆, . . . ,W k,⋆, B⋆, µ̂⋆
)
, under Wp, (B.18)
for some random elements
(
X⋆, Y ⋆, c1,⋆, . . . , ck,⋆,W 1,⋆, . . . ,W k,⋆, B⋆, µ̂⋆
)
in (Ω
⋆
,F
⋆
,P
⋆
). Now, using (B.13), it follows
that
Y ⋆· = X
⋆
· −
∫ ·
0
σ0(s,X⋆,LP⋆(X⋆|B⋆, µ̂⋆))dBs, P⋆–a.s.
Let us define, for all t ∈ [0, T ],
µ̂⋆t := µ̂
⋆ ◦ (X̂⋆t∧·, Ŷ ⋆t∧·, cˆ1,⋆t∧·, . . . , cˆk,⋆t∧·, Ŵ 1,⋆t∧· , . . . , Ŵ k,⋆t∧· )−1,
where (X̂⋆, Ŷ ⋆, cˆ1,⋆, . . . , cˆk,⋆, Ŵ 1,⋆, . . . , Ŵ k,⋆) is the canonical processes on Cn × Cn × (C)k × (Cd)k, we obtain that
µ̂⋆t = LP
⋆
(
X⋆t∧·, Y
⋆
t∧·, c
1,⋆
t∧·, . . . , c
k,⋆
t∧·,W
1,⋆
t∧· , . . . ,W
k,⋆
t∧·
∣∣µ̂⋆, B⋆), P⋆–a.s. (B.19)
In addition, by the definition of P
⋆,m
in (B.17) together with the convergence results (B.16) and (B.18), it follows that,
for P
⋆
–a.e. ω¯ ∈ Ω⋆, and for all t ∈ [0, T ]
Ŷ ⋆t = X̂
⋆
0 +
k∑
i=1
∫ t
0
b(r, X̂⋆, µ̂⋆(ω¯) ◦ (X̂⋆)−1, aki )dcˆi,⋆r +
∫ t
0
σ(r, X̂⋆, µ̂⋆(ω¯) ◦ (X̂⋆)−1, aki )dŴ i,⋆r , µ̂⋆(ω¯)–a.s.
Using (B.19), one has Ŷ ⋆· = X̂
⋆
· − I
(·, X̂⋆, µ̂⋆(ω¯) ◦ (X̂⋆)−1, B⋆(ω¯)), P⋆ω¯–a.s, for P⋆ –a.e. ω¯ ∈ Ω⋆. Then by (B.16), one
deduces that
LP
(
B, β̂ ◦ (X̂0, cˆ1,⋆, . . . , cˆk,⋆, Ŵ 1,⋆, . . . , Ŵ k,⋆)−1) = LP⋆(B⋆, µ̂⋆ ◦ (X̂⋆0 , cˆ1,⋆, . . . , cˆk,⋆, Ŵ 1,⋆, . . . , Ŵ k,⋆)−1),
where
β̂(ω¯) := LP̂⋆ω¯
(
X̂ ω¯,k,◦, Ŷ ω¯,k,◦,
∫ ·
0
Λ̂k,1r dr, . . . ,
∫ ·
0
Λ̂k,kr dr,
∫ ·
0
√
Λ̂k,kr dẐ ω¯,m,ir , . . . ,
∫ ·
0
√
Λ̂k,kr dẐ ω¯,m,ir
)
.
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This implies that that lim
j→∞
P
⋆,mj = P
⋆,∞
, with
P
⋆,∞
:=
∫
Ω
LP̂⋆ω¯
(
X̂ ω¯,k,◦, Ŷ ω¯,k,◦,
∫ ·
0
Λ̂k,1r dr, . . . ,
∫ ·
0
Λ̂k,kr dr,
∫ ·
0
√
Λ̂k,kr dẐ ω¯,m,ir , . . . ,
∫ ·
0
√
Λ̂k,kr dẐ ω¯,m,ir , B(ω¯), β̂(ω¯)
)
P(dω¯).
(B.20)
As the above holds true for any subsequence (P
⋆,mj )j≥1, one obtains that lim
m→∞
P
⋆,m
= P
⋆,∞
.
To conclude, it is enough to use the same arguments as in the constant σ0 case, together with (B.13), to define a sequence
of weak control rules (Q
⋆,k,m
)(k,m)∈N⋆×N⋆ by
Q
⋆,k,m
:=
∫
Ω
LP̂ω¯
(
X̂ ω¯,k,m, Ŷ ω¯,k,m, Λ̂k,m, Ŵ ω¯,k,m, B(ω¯),LP̂ω¯
(
X̂ ω¯,k,m, Ŷ ω¯,k,m, Λ̂k,m, Ŵ ω¯,k,m
))
P(dω¯),
with Ŵ ω¯,k,m :=
∑k
i=1 Ŵ
ω¯,m,i, and Λ̂k,m(da, dt) :=
∑k
i=1 δaki 1Ik,im (t)(da)dt. In particular, (B.20) implies the convergence
lim
k→∞
lim
m→∞
Wp
(
Q
⋆,k,m
,P
)
= 0.
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