This paper suggests a two-parameter ratio-product-ratio type exponential estimator for a finite population mean in simple random sampling without replacement (SRSWOR) following the methodology in the studies of Singh and Espejo (2003) and Chami et al (2012) . The bias and mean squared error of the suggested estimator are obtained to the first degree of approximation. The conditions are obtained in which suggested estimator is more efficient than the sample mean, classical ratio and product estimators, ratiotype and product type exponential estimators. An empirical study is given in support of the present study.
Introduction
In sample surveys it is well established fact that the improvement in the precision of an estimator of the population mean Y of the study variable y is possible by using information on an auxiliary variable x (highly correlated with the study variable y ) at the estimation stage. It is known that if the correlation between study variate y and the auxiliary variate x is positive (high) the usual ratio estimator is employed. On the other hand if this correction is negative (high), the product method of estimation can be employed. Consider the finite population (1)
The classical ratio and product estimators for population mean Y are respectively given by (1.7)
The ratio-type exponential estimator Re y is better than unbiased estimator y if 4 1  C (1.8) and the product-type exponential estimator Pe y is better than the unbiased estimator y if 4 1 −  C (1.9)
In this paper taking motivation from Singh and Ruiz Espejo (2003) and Chami et al (2012) , we have suggested a class of ratio-product-ratio-type exponential estimators for estimating the population mean Y and its properties are studied under large sample approximation. We have compared the proposed class of ratio-product-ratio-type exponential estimators with the three traditional estimators ( ) obtained in which the proposed class of ratio-product-ratio-type exponential estimators is preferred. We carry out an empirical study showing that the proposed class of ratioproduct-ratio-type exponential estimators out performs the estimators y , 
The Suggested Two Parameter Ratio-Product-Ratio Type Exponential Estimator
For estimating the population mean Y of the main variable y , we suggest the following two-parameter ratio-product-ratio type exponential estimator:
where  , are real constants. The aim of this paper is to derive values for these constants  , such that the bias and / or the mean squared error (MSE) of ( )
is minimal.
We mention that ( ) 
Bias and Mean Squared Error (MSE) of the Proposed Estimator
Applying the standard techniques we evaluate the first degree of approximation (upto terms of order 1 − n ) to the bias and mean squared error (MSE) of the suggested estimator where, N n f = is the sampling fraction. Further, it is assumed that the sample is so large as to make 0 e and 1 e small, justifying the first degree approximation considerd wherein we ignore the terms involving 0 e and/or 1 e in a degree greater than two, see Sahai and Ray(1980, p.272 ).
Bias of the Estimator
Expanding the right hand side of (2.2) and neglecting terms of e's having power greater than two we have
Taking expectation of both sides of (2.4) we get the bias of ( )
to the first degree of approximation as
The bias of ( )
The suggested ratio-product -ratio-type exponential estimator ( ) 
Taking expectation of both sides of (2.7) we get the MSE of the estimator ( )
Equating (2.9) to zero to obtain the critical points, we get the following solutions:
11) It can be easily shown that the critical point in (2.10) is a saddle point unless 0 = C , in which case we get a local minimum. However, the critical points determined by (2.11) are always local minima; for a given C , (2.11) is the equation of a hyperbola symmetric through ( )
gives the unbiased estimator y (sample mean) of the population mean Y . Thus we get the MSE of the sample mean y as
(2.12) 
whose bias and MSE to the first degree of approximation are respectively given by 
is obtained. For the first degree approximation of the MSE, we find (independent of
In fact Srivastava (1971 Srivastava ( , 1980 has shown that ( ) ( )
is the minimal possible MSE up to first degree of approximation for a large class of estimators to which the estimator (2.1) also belongs, for example, for estimators of the form we get the following explicit ranges :
Comparison of Mean Squared Errors and Choice of Parameters
We note that the case C=0 implies , 0 =  and thus the sample mean y is the estimator with minimal MSE. Therefore,
Comparing the MSE of the Ratio-Type Exponential Estimator
, we have the following:
we obtain the following: We obtain the following two cases: Observing that , C 4 1 −  so we get from (i),
Comparing the MSE of the Product-Type Exponential Estimator
We mention that this implies , C
1 −   − and the range for  and  where these inequalities hold are explicitly given by the following two cases:
For any given C, we again note that the two regions determined here are symmetric
. We also note that the parameters ( )   , which yields an AOE [see (2.11) ] which for a fixed C lie on a hyperbola, are contained in these regions.
In case (ii), where
(and therefore automatically 4 1 −  C ), the range of  and  are given by 
Comparing the MSE of the Classical Ratio Estimator
Therefore,
 we have the following:
we obtain the following: 
Comparing the MSE of the classical Product Estimator P y to the Suggested Estimator
Thus the proposed estimator ( )
is more efficient than the classical product estimator (3.15) or equivalently,
Unbiased Asymptotically Optimum Estimator (AOE)
From ( 
We mention that the parametric "curve" in (4.2) is only defined for 0  C or 2 1  C in fact, this parametric "curve" is three hyperbolas.
Inserting the values of ( ) 
It can be easily shown to the first degree of approximation that . Reddy (1978) has shown that the value of 'C' is more stable than other population parameters such as, the linear regression coefficient, over a period of time and least affected by the sampling fluctuations. So its value can be quite accurately guessed from the past data or a pilot survey or experienced gathered in due course of time. However, if the value of 'C' is not known, one may estimate it on the basis of sample observations without much loss of efficiency, for instance, see Singh et al (1994, p. 216 ).
Empirical Study
To illustrate the performance of the proposed class of estimators with respect to y , Re y , Pe y , R y and P y , using the following formulae:      100   2  1  2  1  4  2  1  2  1  4   2  2  2 for population II as the correlation between the study variable y and variable x is negative.
Findings are shown in tables 6.1 and 6.2. (ii) larger gain in efficiency is seen by using .
