In this paper, we are concerned with SIR epidemics in a random environment on complete graphs, where every edges are assigned with i.i.d. weights. Our main results give large and moderate deviation principles of sample paths of this model.
Introduction
In this paper, we are concerned with large and moderate deviation principles of the stochastic SIR (Susceptible-Infected-Removed) epidemic in a random environment on the complete graph. First we introduce some basic definitions and notations. For any n ≥ 1, we use C n to denote the complete graph with n vertices. For later use, we identify C n with {1, 2, . . . , n}, then C m is a subset of C n for any m < n. Assuming that ρ is a positive random variable such that Ee αρ < +∞ for some α > 0, then for any integers 1 ≤ i < j, let ρ({i, j}) be an independent copy of ρ. We further assume that {ρ({i, j}) : i = j} are independent. For simplicity, we write ρ({i, j}) as ρ(i, j), hence ρ(i, j) = ρ(j, i). Note that ρ(i, j) can be considered as an edge weight on the edge connecting i and j.
After the edge weights {ρ(i, j) : i = j} are given, the stochastic SIR model {η n t } t≥0 on C n is a continuous-time Markov process with state space {0, 1, −1} Cn , i.e., at each vertex i ≤ n, there is a spin η(i) taking values in {1, 0, −1}. For any η ∈ {0, 1, −1} Cn , i ≤ n and l ∈ {1, 0, −1}, let η i,l be the configuration in {1, 0, −1} Cn such that
i.e., P λ,n (·) is the annealed measure of the process. For any t ≥ 0, we define
i.e., S n t is the number of susceptible vertices while I n t is the number of infected vertices at moment t. For given T 0 > 0, we use D [0, T 0 ], R 2 to denote the Skorokhod space of càdlàg functions f : [0, T 0 ] → R 2 . For later use, for any f ∈ D [0, T 0 ], R 2 , 0 ≤ t ≤ T 0 and x ∈ R 2 , we consider f t , x as column vectors and write f t , x as
where T is the transposition operator. For any f ∈ D [0, T 0 ], R 2 , we define
For later use, we define B as the subset of D [0, T 0 ], R 2 of f with the following properties:
s t (f ) and i t (f ) + s t (f ) are both decreasing with t.
3. If i u (f ) = 0 for some u, then s t (f ) = s u (f ), i t (f ) = 0 for any t ≥ u.
Throughout this paper, we adopt the following assumption. Assumption A: {η n 0 (i)} n i=1 are independent and identically distributed such that P (η n 0 (1) = 0) = p 0 and P (η n 0 (1) = 1) = p 1 for some p 0 , p 1 not depending on n with p 0 , p 1 > 0 and p 0 + p 1 < 1. Now we give our rate functions. For any f ∈ D [0, T 0 ], R 2 , we define
where l 1 = (0, −1) T , l 2 = (−1, 1) T , g ′ t = d dt s t (g), d dt i t (g) T and x · y is the scalar product of x, y, i.e., x · y = s x s y + i x i y . For any x ∈ R 2 , we define
y · x − log 1 − p 0 − p 1 + e sy p 0 + e iy p 1 .
For given T 0 > 0, we use ϑ n to denote the path of { If ρ ≡ 1, then our model reduces to the classic SIR model, the large deviation principle of which is a special case of the main theorem given in [8] . The classic SIR model is an example of density-dependent Markov chains introduced in [7] . For some integer n ≥ 1, a density-dependent Markov chain {X n t } t≥0 is with state space Z d for some d ≥ 1 and evolves as X n t → X n t + l at rate nF l ( X n t n )
for any l ∈ A, where A is a given subset of R d and {F l } l∈A are smooth func-
for any x ∈ R 2 . Large deviation principles of density-dependent Markov chains are given in References [1, 8, 11] and so on respectively under different assumptions of A and {F l } l∈A . We think our strategy of the proof of Theorem 2.1 can also be utilized in giving large deviations of some special cases of density-dependent Markov chains which are not included in those given in the above references. For mathematical details, see the remark given at the end of Section 4.
To give more clear expressions of I dyn and I ini , we have the following theorem.
where 0 log 0 is defined as 0.
If f ∈ B and I dyn (f ) < +∞, then f is absolutely continuous and
Note that it is obviously that P λ,n (ϑ n ∈ B) = 1 according to the definitions of S n t and I n t , hence we only care about I dyn (f ) for f ∈ B.
To give moderate deviations of our processes, we first state a law of large numbers. Let
where l 1 = (0, −1) T , l 2 = (−1, 1) T as we have introduced and H 1 (x) = i x , H 2 (x) = λ(Eρ)s x i x for any x ∈ R 2 . Note that it is easy to check that this ODE satisfies Lipschitz's condition and hence has a unique solution. The following lemma is an analogue of law of large numbers of density-dependent Markov processes given in [7] . Lemma 2.3. For any ǫ > 0, lim n→+∞ P λ,n ϑ n − x ≥ ǫ = 0. By Lemma 2.3, ϑ n converges to x in probability as n → +∞ and hence moderate deviations of our processes are concerned with { (S n t ,I n t ) T −n xt an } 0≤t≤T 0 for any positive sequence {a n } n≥1 satisfying lim n→+∞ an n = 0 and lim n→+∞ an √ n = +∞. To give the precise result, we define
where ∇ T = ( ∂ ∂sx , ∂ ∂ix ). Then we give our rate functions. For any f ∈ D [0, T 0 ], R 2 , we define
For any
For given positive sequence {a n } n≥1 satisfying lim n→+∞ an n = 0 and lim n→+∞ an √ n = +∞, we denote by ν n the path of { (S n t ,I n t ) T −n xt an } 0≤t≤T 0 . Now we give our moderate deviations.
Theorem 2.4 is an analogue of the main result given in [13] , where moderate deviations of density-dependent Markov chains are investigated. As an application, the moderate deviation of classic SIR model with deterministic initial condition can be given directly according to the main result in [13] , Theorem 2.4 is an extension of which to the case where i.i.d weights are assigned on every edges.
To give more clear expressions of J dyn and J ini , we have the following theorem.
Note that it is easy to check that M 0 and σ t are invertible according to their definitions.
The proof of Theorem 2.1 is divided into Sections 3 and 4 while an outline of the proof of Theorem 2.4 is given in Section 5. In both proofs, an exponential martingale will be introduced and a generalized version of Girsanov's theorem given in [10] will be utilized. The strategy of our proofs is inspired by those introduced in [6] and [13] .
As a preparation for the proof of Equation (2.1), Theorem 2.2 is proved at the beginning of Section 3. The core idea of the proof of Theorem 2.2 is to show that I dyn (f ) < +∞ implies that there exists ψ such that f is the solution to the ODE f ′ t = l 1 e ψt·l 1 H 1 (f t ) + l 2 e ψt·l 2 H 2 (f t ). The proof of Theorem 2.5 is given at the beginning of Section 5, where Cauchy-Schwartz's inequality and Riesz's representation theorem will be utilized.
The proof of Equation (2.1)
In this section, we give the proof of Equation (2.1). As a preparation, we first give the proof of Theorem 2.2. For simplicity, we define
I dyn (f ) = sup
which is contradictory. Hence, s x ≥ 0. For the same reason, s y ≥ 0. If s x + s y > 1, then
which is contradictory. Hence, s x + s y ≤ 1. Let β 2 (y) = y · x − log 1 − p 0 − p 1 + e sy p 0 + e iy p 1 . When s x > 0, s y > 0 and s x + s y < 1, since β 2 (y) = y · x − log 1 − p 0 − p 1 + e sy p 0 + e iy p 1 is concave with respect to each coordinate s y and i y , β 2 gets its maximum at y 0 given by ∂ ∂sy β 2 (y 0 ) = ∂ ∂iy β 2 (y 0 ) = 0, i,e,
Hence,
is not absolutely continuous, then there exists ǫ > 0 such that for any integer n ≥ 1, there exists 0 ≤ a 1,n < b 1,n < a 2,n < b 2,n < . . . < a kn,n < b kn,n ≤ T 0 such that kn
For any m > 0, let K m,n t be defined as K m,n s = −m when s ∈ [a i,n , b i,n ) for some 1 ≤ i ≤ k n and K m,n s = 0 otherwise. For given m, n and any l ≥ 1, let g l ∈ C 2 [0, T 0 ], R 2 such that i t (g l ) = 0 and lim l→+∞ s t (g l ) = K m,n t for all 0 ≤ t ≤ T 0 . For f ∈ B, s(f ) and i(f ) + s(f ) are both decreasing and hence are both bounded variation functions. Then,
Then,
Since n is arbitrary,
Only one detail should be modified that we let s t (g l ) = i t (g l ) such that lim l→+∞ s t (g l ) = K m,n t in this case. We omit the details. As a result, s t (f ), i t (f ) + s t (f ) are both absolutely continuous and hence f is absolutely continuous.
For
and s t (f ) = 0 implies that s ′ t (f ) = 0, hence there exists h 1 (t), h 2 (t) ∈ [0, +∞) such that they are the solution of
As a result,
according to the definition of ψ n and L t (f ).
On the other hand, for any
Therefore,
and the proof is complete.
According to a non-rigorous mean-field analysis, S n t → S n t − 1 at rate
To give this mean-field analysis a rigorous description, we define
for any C, D ⊆ C n such that C D = ∅ and
where |C| is the cardinality of C. Then, we have the following lemma. Proof. According to Markov's inequality, for any θ > 0 and C, D ∈ C n such that
According to Jensen' inequality, Ee θ(ρ−Eρ) ≥ e θE(ρ−Eρ) = 1 and hence
According to our assumption of ρ, e −θǫ Ee θ(ρ−Eρ) is well-defined and differentiable for θ ∈ (−∞, α). Since e −0ǫ Ee 0(ρ−Eρ) = 1 and
Follows from a similar analysis, there exists θ 2 > 0 such that e −θ 2 ǫ Ee −θ 2 (ρ−Eρ) < 1 and
Therefore, there exists θ 3 > 0 such that
for any C, D ⊆ C n such that C D = ∅. Since the number of subsets of C n is 2 n , P δ n ≥ ǫ ≤ 2e −θ 3 n 2 4 n and hence lim
Our strategy of the proof of Equation (2.1) is inspired by those introduced in [6] and [13] , where an exponential martingale will be introduced. To give this martingale, we recall some properties of Markov processes. Let Ω n be generator of {η n t } t≥0 defined as in Section 1 and
has continuous second-order partial derivative with respect to the coordinate t and has continuous partial derivative with respect to the coordinate η(i) for all 1 
then we have the following lemma.
Proof. According to Ito's formula,
where M t (H g ) is defined as in Equation (3.1) and hence {M t (H g )} 0≤t≤T 0 is a martingale. Therefore, {Λ n t (g)} 0≤t≤T 0 is a local martingale. Since S n t , I n t ≤ n for any t ≥ 0, {Λ n t (g)} 0≤t≤T 0 are uniformly bounded, which ensures that this local martingale is a martingale. By Lemma 3.2, we define P ω,g λ,n as the quenched measure such that
for any ω ∈ X and g ∈ C 2 [0, T 0 ], R 2 . We further define P g λ,n as the annealed measure such that P g λ,n (·) = X P ω,g λ,n (·)P (dω).
For a ≥ 0, we use ⌊a⌋ to denote the largest integer not exceeding a. For x, y ≥ 0 such that x + y ≤ 1, we define P g,x,y λ,n (·) = P g λ,n · S n 0 = ⌊nx⌋, I n 0 = ⌊ny⌋ .
Then, we have the following lemma, which is crucial for the proof of Equation (2.1).
According to Equation (3.4) and Theorem 3.2 of [10] , which is a generalized version of Girsanov's thoerem, for any martingale {M t } 0≤t≤T 0 under P ω λ,n ,
Then, by the definition of Ω n and direct calculation,
where S n u = {i : η n u (i) = 0} and I n u = {i : η n u (i) = 1}. We define
then, as we have recalled, { M t (f 1 )} 0≤t≤T 0 and { M t (f 2 )} 0≤t≤T 0 are both martingales under P ω,g λ,n and
By Equation (3.2) and direct calculation,
According to a similar calculation,
and
where ε n u = γ(S n u ,I n u )−(Eρ)S n u I n u n 2
. As a result, to prove Lemma 3.3, we only need to show that sup 0≤u≤T 0 |ε n u | converges in P g λ,n -probability to 0 and sup 0≤t≤T 0 | 1 n M t (f i )| converges in P g λ,n -probability to 0 for i = 1, 2.
Since S n t , I n t ≤ n, there exists K 2 ∈ (0, +∞) not depending on n, ω such Λ n t (g) ≤ e K 2 n for all 0 ≤ t ≤ T 0 . Therefore,
Since |S n t | = S n t and |I n t | = I n t , sup 0≤u≤T 0 |ε n u | converges in P g λ,n -probability to 0 according to Equation (3.7) and Lemma 3.1.
To prove sup 0≤t≤T 0 | 1 n M t (f i )| converges in P g λ,n -probability to 0 for i = 1, 2, we only need to show that
converges in P g λ,n -probability to 0 for i = 1, 2. As we have recalled,
is a Poison process with rate 1. Then, for any ǫ > 0,
n M(f i )] T 0 converges in P g λ,n -probability to 0 for i = 1, 2 and the proof is complete.
At the end of this section, we give the proof of Equation (2.1). 
Proof of Equation
Hence, by Theorem 2.2, s 0 (f ǫ ) ≥ 0, i 0 (f ǫ ) ≥ 0 and s 0 (f ǫ ) + i 0 (f ǫ ) ≤ 1 while f ǫ is absolutely continuous. As we have shown in the proof of Theorem 2.2, there exists h ǫ
Similarly with that in the proof of Theorem 2.2, we let h n
Then, according to our assumptions of h n 1 , h n 2 and Grownwall's inequality,
Note that the definition of f n ensures that f n ∈ B. Since g n ∈ C 2 [0, T 0 ], R 2 , according to a similar analysis with that in the proof of Theorem 2.2,
and hence lim n→+∞ I dyn (f n ) = I dyn (f ǫ ).
Therefore, there exists n 1 ≥ 1 such that |I dyn (f n 1 ) − I dyn (f )| < ǫ and f n 1 ∈ O B. According to the definition of g n 1 and f n 1 ,      d dt s t (f n 1 ) = −e it(g n 1 )−st(g n 1 ) λ(Eρ)s t (f n 1 )i t (f n 1 ), d dt i t (f n 1 ) = −e −it(g n 1 ) i t (g n 1 ) + e it(g n 1 )−st(g n 1 ) λ(Eρ)s t (f n 1 )i t (f n 1 ), (s 0 (f n 1 ), i 0 (f n 1 )) = (s 0 (f ǫ ), i 0 (f ǫ )).
Therefore, according to Lemma 3.3, ϑ n converges in P g n 1 ,s 0 (f ǫ ),i 0 (f ǫ ) λ,n -probability to f n 1 as n → +∞.
By direct calculation,
Let δ n be defined as before Lemma 3.1. According to the above expression of Λ n T 0 (g n 1 ), for given ǫ > 0, there exists δ 0 > 0 not depending on n such that Λ n T 0 (g n 1 ) ≤ exp n(Φ f n 1 (g n 1 ) + ǫ + g n 1 n ) conditioned on ϑ n ∈ B(f n 1 , δ 0 ) and δ n ≤ δ 0 , where B(f n 1 , r) is the ball concentrated on f n 1 with radius r.
Since O is open, we can further assume that δ 0 makes B(f n 1 , δ 0 ) ⊆ O. As a result,
As we have shown, ϑ n converges in P
-probability to f n 1 as n → +∞. Further, according to the analysis in the proof of Lemma 3.3, δ n converges in P g n 1 ,s 0 (f ǫ ),i 0 (f ǫ ) λ,n -probability to 0 as n → +∞. Therefore,
Since {Λ n t (g n 1 )} 0≤t≤T 0 is an exponential martingale with Λ n 0 (g n 1 ) = 1, ϑ n 0 have the same distribution under P g n 1 λ,n and P λ,n . As a result, according to Assumption A, Theorem 2.2 and Strling's formula, lim n→+∞ 1 n log P g n 1 λ,n S n 0 = ⌊ns 0 (f ǫ )⌋,
Since ǫ is arbitrary, the proof is complete.
Remark. We think that the strategy of the above proof of Equation (2.1) can be utilized in the study of large deviations for some other density-dependent Markov processes. Roughly speaking, the core idea of the proof is to show that ϑ n converges to f under P g and consequently the rate function I(f ) satisfies nI(f ) ≈ − log dP
while nH i (f t ) is nearly the rate at which ϑ n flips from nf t to nf t + l i . Similarly, for a density-dependent Markov process {X n t } t≥0 with parameters {F l } l∈A , let
If one could show that I(f ) < +∞ implies that there exists g such that
which is an analogue of Theorem 2.2 and intuitively holds according to a nonrigorous variational method, then the large deviation principle of { X n t n } 0≤t≤T 0 with rate function I would hold according to the above strategy. We guess that this analysis may work for all the cases where A is finite and {F l } l∈A are bounded and smooth. However, we have not yet found a rigorous proof of the above analogue of Theorem 2.2 for these general cases. We will work on this question as a further investigation.
The proof of Equation (2.2)
In this section we give the proof of Equation (2.2). First we show that this equation holds for compact sets. For any g ∈ C 2 [0, T 0 ], R 2 and y ∈ R 2 , by the expression of Λ n T 0 (g) given in Section 3, conditioned on ϑ n ∈ C B and δ n ≤ ǫ,
Hence, by Lemma 3.2, for any g ∈ C 2 [0, T 0 ], R 2 and y ∈ R 2 ,
By Assumption A, E λ,n e ny·ϑ n 0 = e n log 1−p 0 −p 1 +e sy p 0 +e iy p 1 , hence, lim sup
By Equation (4.1), lim sup
and hence lim sup
since ǫ is arbitrary. Since g and y are arbitrary, lim sup
Since β 2,f 0 (y) + Φ f (g) is concave with (g, y) while convex with f and C is compact, according to the minimax theorem given in [12] , At the end of this section, we give the proof of Equation (2.2).
Proof of Equation (2.2). By Lemma 4.1, we only need to show that {ϑ n } n≥1 is exponential tight, which is equivalent to the following two properties (see the main theorem of [9] ). (2) For any ǫ > 0, lim sup δ→0 lim sup
where T 0 is the set of stopping times of {η n t } 0≤t≤T 0 with upper bound T 0 . To check Property (1), note that S n t + I n t ≤ n implies that P λ,n ϑ n > 1 = 0, Property (1) follows from which directly. Now we only need to check Property (2). By Lemma 3.1, we only need to check (2):
for any M, ǫ > 0. Conditioned on δ n ≤ M , S n t , I n t ≤ n implies that {|I n t+τ − I n τ | + |S n t+τ − S n τ |} t≥0 is stochastically dominated from above by {2Y K 5 nt } t≥0 for some K 5 = K 5 (M ) ∈ (0, +∞) not depending on n, where {Y t } t≥0 is the Poisson process with rate 1. Therefore, by Chebyshev's inequality, for any θ > 0, and hence gets maximum (y·x) 2 2y T M 0 y when c = y·x y T M 0 y . Therefore,
For any y ∈ R 2 , by Cauchy-Schwartz's inequality,
On the other hand, let y 0 = M −1 0 x, then
holds as a special example of Equation (2.2) of Reference [13] , the proof of which utilizes Riesz's representation Theorem to show that J dyn (f ) < +∞ implies that f is absolutely continuous and there exists ϕ such that
Details of this proof could be checked in [13] , which we omit here.
As another preparation work, we need the following lemma, which is an analogue of Lemma 3.1. Since an n → 0, by Taylor's expansion formula, Note that o(1) in the above inequality does not rely on C, D. According to a similar analysis,
Then, since the number of subsets of C n is 2 n , P ( nδ n a n > ǫ) ≤ e 4n e Similarly with that in Section 3, for any g ∈ C 2 [0, T 0 ], R 2 , we define
where x t = ( s t , i t ) T defined as in Section 2. Then, ζ g (t, η n t ) = a n n g t · (S n t , I n t ) T − n x t .
We further define V g (t, η n t ) = e ζg(t,η n t ) and
then we have the following lemma, which is an analogue of Lemma 3.2.
Lemma 5.2. For any ω ∈ X and g ∈ C 2 [0, T 0 ], R 2 , {Ξ n t (g)} 0≤t≤T 0 is a martingale with expectation 1 under the quenched measure P ω λ,n . The proof of Lemma 5.2 is nearly the same as that of Lemma 3.2, which we omit. According to the definition of Ω n and Taylor's expansion formula,
where ε n u = γ(S n u ,I n u )−(Eρ)S n u I n u n 2 defined as in Section 3, 
, the existence of which follows from Lagrange's mean value theorem.
By Lemma 5.2, we define Q ω,g λ,n as the quenched measure such that
for any ω ∈ X and g ∈ C 2 [0, T 0 ], R 2 . We further define Q g λ,n as the annealed measure such that Q g λ,n (·) = X Q ω,g λ,n (·)P (dω).
For x, y ≥ 0 such that x + y ≤ 1, we define Q g,x,y λ,n (·) = Q g λ,n · S n 0 = ⌊np 0 + a n x⌋, I n 0 = ⌊np 1 + a n y⌋ .
Then, we have the following lemma, which is an analogue of Lemma 3.3 and crucial for the proof of Equation (2.3).
Lemma 5.3. For any x, y ≥ 0 such that x + y ≤ 1 and any g ∈ C 2 [0, T 0 ], R 2 , ν n converges in Q g,x,y λ,n -probability to the solution
The following proof of Lemma 5.3 is similar with that of Lemma 3.3, where the generalized version of Girsanov's theorem is utilized.
Outline of the proof of Lemma 5.3. Since S n t , I n t ≤ n, there exists K 8 not depending on n such that Ξ n t (g) ≤ e |σ n u − σ u | converges to 0 in both P λ,n -probability and Q g,x,y λ,n -probability as n → +∞. Then, by Equation (5.1),
under both probability measures. Similar with that in the proof of Lemma 3.3, we define
Hence, ζ 1 (t, η n t ) = S n t − n s t while ζ 2 (t, η n t ) = I n t − n i t . We further define
Then, according to the generalized version of Girsanov's theorem and a similar analysis with that in the proof of Lemma 3.3, we have following analogue of Equations (3.5) and (3.6) ,
Note that, to obtain Equation (5.3), we should utilize Equation (3.2) and the fact that ε n u , σ n u − σ u converges to 0 to check that
Since the calculation is not difficult but a little tedious, we omit details here. With Equation (5.3), we only need to show that 1 an sup 0≤t≤T 0 | M t (ζ i )| converges to 0 in Q g,x,y λ,n -probability as n → +∞ to complete this proof. To check this property, we only need to show that
, nδn an ≤ δ and ϑ n − x ≤ δ. As a result,
According to the analysis in the proofs of Lemmas 2.3, 5.1 and the fact that 
× P λ,n S n 0 = ⌊np 0 + a n s 0 ( f ǫ )⌋, I n 0 = ⌊np 1 + a n i 0 ( f ǫ )⌋ = lim inf n→+∞ n a 2 n log P λ,n S n 0 = ⌊np 0 + a n s 0 ( f ǫ )⌋, I n 0 = ⌊np 1 + a n i 0 ( f ǫ )⌋ .
For given x, y ∈ R, according to Strling's formula and the definition of M 0 , lim inf n→+∞ n a 2 n log P λ,n S n 0 = ⌊np 0 + a n x⌋, I n 0 = ⌊np 1 + a n y⌋ = lim inf n→+∞ n a 2 n log n ⌊np 0 + a n x⌋ n − ⌊np 0 + a n x⌋ ⌊np 1 + a n y⌋
by Theorem 2.5. Then, by Equation (5.4), Proof of Lemma 5.4 . For any f ∈ D [0, T 0 ], R 2 and g ∈ C 2 [0, T 0 ], R 2 , let
then J dyn (f ) = sup g∈C 2 [0,T 0 ],R 2 L f (g). By Equation (5.1), for given ǫ > 0, g ∈ C 2 [0, T 0 ], R 2 and compact set C ⊆ D [0, T 0 ], R 2 , there exists δ 2 depending on ǫ, g, C such that
for sufficiently large n conditioned on nδn an ≤ δ 2 , ϑ n − x ≤ δ 2 and ν n ∈ C. Therefore, for any y ∈ R 2 , according to the fact that {Ξ n t (g)} 0≤t≤T 0 is a martingale, E λ,n e a 2 n n y·ν n 0 = E λ,n e a 2 n n y·ν n
nδ n a n ≤ δ 2 .
By Assumption (A) and Taylor's expansion formula, At last, we give the proof of Equation (2.4).
where K 12 = λ(Eρ + 1). Consequently, Property (1) holds according to well known moderate deviation principles of Poisson processes and sums of i.i.d. random variables and Lemma 5.1. Now we only need to check Property (2) . With Property (1), we only need to check that lim sup δ→0 lim sup n→+∞ n a 2 n log sup τ ∈T 0 P λ,n sup 0≤t≤δ | S n t+τ − n s t+τ a n − S n τ − n s τ a n | > ǫ, nδ n a n ≤ 1, ν n ≤ M = −∞ (5.7) and lim sup δ→0 lim sup n→+∞ n a 2 n log sup τ ∈T 0 P λ,n sup 0≤t≤δ | I n t+τ − n i t+τ a n − I n τ − n i τ a n | > ǫ, nδ n a n ≤ 1, ν n ≤ M = −∞ (5.8)
for any M > 0 and ǫ > 0. Let e 1 = (1, 0) T and χ 1 (t) ≡ e 1 , then for any θ > 0 and τ ∈ T 0 , { Ξ n τ +t (θχ 1 ) Ξ n τ (θχ 1 ) } t≥0 is a martingale according to Lemma 5.2. By Equation (5.1), conditioned on nδn an ≤ 1 and ν n ≤ M , there exists K 13 , K 14 ∈ (0, +∞) not depending on n such that Ξ n τ +t (θχ 1 ) Ξ n τ (θχ 1 )
≥ exp a 2 n n θ S n t+τ − n s t+τ a n − S n τ − n s τ a n − δ(θK 13 + θ 2 K 14 )
for sufficiently large n and any 0 ≤ t ≤ δ. Then, sup 0≤t≤δ S n t+τ − n s t+τ a n − S n τ − n s τ a n > ǫ, nδ n a n ≤ 1, ν n ≤ M ( S n t+τ − n s t+τ a n − S n τ − n s τ a n ) > ǫ, nδ n a n ≤ 1, ν n ≤ M ≤ −θǫ.
Since θ is arbitrary, lim sup δ→0 lim sup n→+∞ n a 2 n log sup τ ∈T 0 P λ,n sup 0≤t≤δ ( S n t+τ − n s t+τ a n − S n τ − n s τ a n ) > ǫ, nδ n a n ≤ 1, ν n ≤ M = −∞. (5.9)
Since { Ξ n τ +t (−θχ 1 ) Ξ n τ (−θχ 1 ) } t≥0 is also a martingale for any θ > 0, according to a similar analysis, lim sup δ→0 lim sup n→+∞ n a 2 n log sup τ ∈T 0 P λ,n inf 0≤t≤δ ( S n t+τ − n s t+τ a n − S n τ − n s τ a n ) < −ǫ, nδ n a n ≤ 1, ν n ≤ M = −∞. (5.10) Equation (5.7) follows from Equations (5.9) and (5.10) directly. Let e 2 = (0, 1) T and χ 2 (t) ≡ e 2 , then Equation (5.8) follows from a similar analysis with that leading to Equation (5.7) and the proof is complete.
