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ABSTRACT 
This paper investigates the behavior of the eigenvalues of a finite birth and death 
matrix with subdiagonal elements ai > 0, i = 0, 1,. . , n - 1 and superdiagonal 
elements bi > 0, j = 1, 2,. , n, as pairs of these elements ai and b, are varied 
along a straight line ai = rbi, r > 0. In particular, all nonzero eigenvalues are found 
to be strictly decreasing along ai = rbi, i = 1, 2,. . ., n - 1, and along ai = Yb;+l, 
i = 0, 1,. ., n - 1, and the most negative one strictly decreasing along ai = rbj 
for all i, j. These results are extended partially to the more general line ai = rb, + c, 
where c is a known constant. 
I. INTRODUCTION 
The study of finite birth and death processes has developed considerably 
in recent years. Such continuous parameter Markov chains have many 
modern applications in queuing theory, genetic models, logistic studies, 
etc. [2]. These processes are characterized by a set of linear differential 
equations of the form 
(1) 
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where p?‘(t) = ($+,(4, PIP), . . . , p,(t)) (the superscript T denotes the 
transpose of a vector quantity), p,(t) is the probability of the system 
being in state i at time t, and A is a tridiagonal matrix of the particular 
form 
A, = 
I 
- a0 0 
a0 - (aI’; b,) b: 
- (a2 + b2) t 
0 
0 a1 _____----------------------- 
an-2 - h-1 + h-4 b, 
0 0 a,-1 - b, \ P, 
(2) 
where a, > 0, b,+l > 0, i = 0, 1,. . ., n - 1. The initial probabilities 
ei(0) are known and are such that 
0 < p<(o) d 1.0, all i, C@,(O) = 1.0. 
i 
The solution of (1) has the form 
p,(t) = 2 CijWijekst, j = 0, 1,. . . , n, 
i=O 
where Wij is the jth component of the eigenvector corresponding to the 
eigenvalue k, of A,, and Cij is a constant chosen to satisfy the given 
initial conditions. 
The evolution of the process is clearly dependent on the eigenvalues 
of A,, and it seems valuable to know how they change as the elements 
of A, are varied. Such knowledge has value not only for the passive 
understanding of such systems but also in the control of birth and death 
processes by parameter variation [4] and in error analysis. 
The broad aim of this paper is to establish the monotonic behavior 
of the eigenvalues as pairs of elements ai and bj are varied along a line. 
The approach is that of Magagna [4], and it makes use of the following 
theorem of Ledermann and Reuter [3]: 
The eigenvalues of Ai (i = 1, 2,. . ., n) are real and distinct; one of 
them is zero and the others negative. Thus 
0 = k,(i) > k,(i) > . . . > k<(i), (4 
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The eigenvalues of Ai_r separate those of Ai, i.e., 
0 = k,(i) = k&-r) > k,(i) > k,+rl > . . . > k~., > @z;’ > @i’ (5) 
for i = 1, 2,. . . , n. (The “modified section” for which Ledermann and 
Reuter establish the theorem is actually the negative transpose of A,; 
however, neither the change of sign nor transposition affects the character 
of the spectrum.) 
2. EIGENVALUE VARIATION ALONG A HALF LINE THROUGH THE ORIGIN 
The principal result of this section establishes the monotonic behavior 
of the eigenvalues as certain pairs of elements a, and bj are varied along 
the half line IZ~ = rb, and all the other elements of A are held constant. 
In particular it is shown that all eigenvalues are strictly decreasing when 
i = i + 1 and when j = i, and that the most negative eigenvalue is 
strictly decreasing for all possible i, j. 
Before proceeding to the theorem it is convenient to establish a few 
fundamental relationships. 
LEMMA. If Di is defined by D_, = 0, D, = - k, 
- (a,, + k) b, 0 I 
- (a, + b, + k) b, 
Di= __a~_________________-_-----_-_ 
ai- - (ai- + bi-1 + k) bi 
0 ai- - (bi + k) 1 
for i= 1,2,..., n, and di is defined by 
/- (ai + k) bitI 0 
- (ai+ + bi+l + k) bit” I 
ii= __“2_________-____l____-------_-- __/ 
4-2 - (a,-~ + b,-, + k) b, 
0 a,-1 - (b, + k)l 
for i=O,l,..., PZ - 1, with d, = - k and d,+l = 0; then 
- kD, = d,D, - aibidi,lDi_l, i=O,l,..., 72. 
Proof. When i = 0 or i = n, the assertion is an identity 
d, f D,. For other values of i the proof is by reverse induction. 
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convenient to define Bi by 
8-l = 1, B,= - (a,+K), 
I- (% + 4 4 0 
- (a, + b, + k) b, 
&_--a~_______-__________________.--~ 
ai- - @-I + b,-1 + 4 6, 
0 4-l - (ai+ b,+ 4 
for i = 1, 2,. . . , n - 1. 
The matrices Bi and Di are identical except for the last element, 
and the relationship between them can be written 
Bi = Di - a,B,_l. (7) 
Also, Di can be expanded through its last column to give 
Di = - (bi + k)B,_l - ai_lbJ3i_z 
zzz - bi(Bi_, + a,_lBi_,) - kB,_1, 
:. Di = - biDi_, - kB,_l 
by using (7). Also, then, 
Diil = - bi,lDi - RB,. 
But, from (7), 
kBi = kDi - kaiBi_l 
= kDi + ai(Di + biDi_,). 
Substitution of this result into (9) yields 
(8) 
(9) 
Di+l = - (ai + bi+l + k)Di - a,biDi_l. PO) 
A recurrence relation for di can be found by a similar argument to give 
d, = - (ai + bi+l + k)di+l - ai+lbi+ldi+z. (11) 
Furthermore 
- (a,_, + k) 6% 
d,_l = 
44 
_ (b,+k) / = 4%1 + bt + 4 
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and so 
LID,-I - an-lbn-ADn_~ = k(a,-1 + b, + k)D,_l + an_lbn-lkDn-2 
= kb,-l + b, + k)D,-l + an-lbn-lDn-d 
= - kDn 
by (10). Therefore the assertion holds for i = n - 1. 
Assuming the truth of 
- kD, = di+rDi+r - ai+rbi+rdi+zDi 
and using (10) and (ll), 
- kD, = d,+l [- (ai + bi+I + k)D, - aibiDi_l] - ai+lbi+ldi+ZDi 
= Di[- (ai + bg+l + k)di+l - ai+~b~+~4+~1 - a&&+$-l 
= d,D, - aibid,,lDi_,, i = 0, 1,. . . , 72, 
as the lemma states. 
THEOREM 1. Under the assumptions aj_l, bj > 0, j = 1, 2,. . ., n, 
and 7 > 0, the following results hold: 
(i) the nonzero eigenvalues of A, the matrix of system (l), are strictly 
decreasing along the half l&e ai = rbi+l, i = 0, 1,. . . , n - 1; 
(ii) the nonzero eigenvalues of A aye strictly decreasing along the half 
line ai = rbi, i = 1, 2,. . . , n - 1; 
(iii) the most negative eigenvalue of A is strictly decreasing along the 
half line ai = rbj, i = 0, 1,. . . , n - 1; j = 1, 2,. . . , n. 
Proof. The relationship 
D,[a,, bi, k(a,, b,)] G 0 (12) 
is understood to define any eigenvalue k implicitly as a function of ai 
and bj, all other elements held constant. That (12) does define k is 
guaranteed, through the implicit function theorem [l], by the fact that 
D, has n + 1 distinct roots so that aD,jak # 0 and is continuous through- 
out the neighborhood of any eigenvalue. Accordingly, 
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where 
and so 
da. 
2 ?Y.cz r(l + 9-l/2 
ds 
since ai = rb,. 
Similarly, 
Therefore, 
aD 2. y(l + 72)-l/2 + c!!$ (1 + y2)-112 + 2% = 0, 
E 3 
so that 
and 
Differentiation of (6) with i = j - 1 gives 
But, from (ll), 
di = - (ai + bl + k)di+l - ai+Ibi+Idi+2, 
where a, is displayed explicitly, and 
dj-1 = - (aj_l + bj + k)dj - ajbjdj+l, 
which presents bj in explicit form. Consequently, 
ad,.-1 dj 1 + (ai I + k)dj 
abj 
= _ dj _ a jd j+l = _:-_ my-__ 
3 
(13) 
(14) 
(15) 
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and 
a4 
aai - - 4,l 
so that, using (14) to (17), 
37 
(17) 
But Y = ailbi and hence 
_ k(_;?‘?+r!!$) 
Define 
aD, aD, 
Q(C i) = a& + y maa, 
Then 
Q(i, j) = _ qi_ldi-l + a,-lDj-ld, - aiDid,+, - aibid<+lDi_, + kd,D,_, 
kbj 
and 
dk - = - (1 f 3-w 
ds (20) 
for all nonzero eigenvalues. At the roots of the system, D, = 0 and 
therefore (6) gives 
i=O,l,...,n-1 
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D, = di+Pi+l 
I 
zYLGi%z’ 
i = O,l,. . .,n - 2 (21) 
Substituting (22) into (21) yields 
Di = di+lDi+2 -I 
i+lai+2 i+lbi+2 di+3 
where 
ia j = aiaitl . - . aj and ibj = bibi,l * * . bj 
This procedure can be continued to yield the general relation 
Di = di+lDi+j ___- 
a. . ,'j. .a. ’ 
j=1,2 )...) n--i-l. (23) 
i+l 2+32+1 a+9 2+3+1 
In particular, then 
Di= di+lD,-I did,-1 
i+la,-1 i+A-1 d, = i+la,-1 i+A-+ 
(24) 
at the eigenvalues of A. 
Using (24) to eliminate D,_,, D,_,, Di from (19) gives 
dj2 + ajdjdj,l I__ + _ --~-b_..~ I . (25) Fn-1 jtl n-l 
Set 
R(i, j) = aidZ+1 + didi+l + dj2 + ajdjdj+, 
i+1%2-1i+1 n-l 
b 
A-1 j+l b 
(26) 
n-l 
so that 
Q(i i) = _ Da-lR(C i) 
k2bj 
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and 
dk (1 + ~~)-l’~ 
ds= k2bj 
39 
(27) 
The n roots of D,_, separate the ?z + 1 roots of D,, as stated at the 
outset. Furthermore, D,(- co) > 0 since the leading term of the deter- 
minant is (- k)“+l, and D,_l(- co) > 0, (- k)” being its leading term. 
Some reflection on these remarks readily shows that 
aD?I sgn D,_, = - sgn ak 
at any eigenvalue. Consequently, 
sgn 2 = - sgn R(i, j) 
from (27) 
(i) With j=i+l, 
ai+lbi+ldi+z = - di - (ai + bi+l + k)di+l from (11). 
Hence 
For all nonzero eigenvalues k is negative. Therefore 
sgn g = - sgn R(i, i + 1) = - 1, 
(28) 
(29) 
which proves assertion (i) of the theorem. 
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(ii) With j = i, 
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Therefore 
and 
K(i, i) = 
ad+l + did,+1 
,+1%-l i+l b n-l 
sgn R(i, i) = + 1 
di2 + aid,d,+l _____. 
i&-l ii1 b n-l 
+ 
sgnz=-sgnR(i,i)=--1, 
which proves assertion (ii). 
(iii) Since the roots of Dj separate those of Dj+l, and similarly those 
of Ll separate those of dj, some reflection shows that, in particular, 
the least root of D, is more negative than the least root of Dj, j = n - 1, 
n - 2,. . ., 0; and similarly the least root of d, (that is, of D,) is more 
negative than the least root of di, d,, . . . , d,. . . Furthermore, by an argu- 
ment used before, Dj(- co), dj(- XI) > 0, for all j, so that at the least 
root of D, all Dj, dj, j # n, must be positive. Consequently at the 
most negative eigenvalue, 
R(i, i) > 0, i=O,l,..., n-l, 
i== 1,2 ). . .,n 
from (26), and therefore 
sgn $h = - sgn X(i, j) = - 1, 
which proves assertion (iii). 
3. FURTHER PROPERTIES OF THE EIGENVALUES 
Theorem 1 can be extended only partially to the more general direction 
ai = rbj + c. The analysis of Section 2 is valid only up to (18) inclusive, 
since 7 = a,lbj only if c = 0. 
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Some additional properties of the spectrum of eigenvalues are derived 
in 
THEOREM 2. (i) The least nonzero eigenvalue is strictly decreasing 
along ai = rbj + c, 7 > 0, any real c, i = 0, 1,. . ., n - 1, i = 1, 2,. . ., n. 
(ii) Every nonze7o eigenvalue is strictly decreasing along a,, = rb, + c 
provided 7 > 0, c < 0, and along a,_, = rb, + c provided 7 > 0, c 3 0. 
Proof. (i) Substituting 7 = (ai - c)/bj into (18) gives 
= Dj-ldj-1 + aj-lDj_Idi - (ai - c)D,di+l - (ai - c)bidi+lDi_I + kd,D,_, 
b, 
Using (24) to eliminate Di_l, Di, Di_I as before, 
At the least root of D,, dj > 0 for all j and hence 
by using (31), (20), and (28). This proves part 
(ii) Using (30), 
-1 
(i). 
Q((), 1) = _ _“,;fl_ d&k~;!% + (‘0 - c)(aOd; + dOdl) . 
1 I 14-12 n-1 Oan--ll n-l 
But, at the eigenvalues, do = 0 and 
a,d2 = _ (a, + ‘1 + k)d, 
bl 
from (11). Therefore, 
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Dn_ld12 
Q(0, 1) = - -k2b, 
b, - a0 - b, - k + a0 - c 
----~ 
la,-l Ib,-l 1 
D,_&,2(c + k) 
= K2b, la,_l lb,_l 
Then, for c < 0, 
sgn~$)=sgn(j$j&)= - 1. 
Similarly, 
(h-1 - 4 (an-A2 + 4dn) i 
n-lan-ln +-l 6 
But 
a - 0, n+l a, = - k, Ll = k(a,_l + b, + k) 
and 
1 
n+l b n-l = b 1 nan_l = ,$,,_I = 1. 
n 
Therefore, 
= - 2. (c - rk) 
n 
by using a,_l = rb, + c. Hence, for c 2 0, 
sgn(~)=sgn(-$$j$J= - 1, 
as stated. 
ACKNOWLEDGMENTS 
The authors wish to express their gratitude for the guidance of Professor Ben 
Bernholtz of the Department of Industrial Engineering, University of Toronto, and 
for the financial assistance of the Ford Foundation and of the National Research 
Council of Canada. 
Linear Algebra and Its Applications 3(1970), 31-43 
EIGENVALUES OF BIRTH AND DEATH MATRICES 43 
REFERENCES 
1 T. M. Apostol, Mathematical Analysis, Addison-Wesley, Reading, Mass., 1957, 
Section 7.5. 
2 S. Karlin, A First Course in Stochastic Processes, Academic Press, New York, 1966, 
Chapter 7. 
3 W. Ledermann and G. E. H. Reuter, Spectral theory for the differential equations 
of simple birth and death processes, Phi&. Trans. Roy. Sm. London. Ser. A, 
246(1953-1954), 321-369. 
4 L. Magagna. On a system described by a tridiagonal matrix and its control by 
parameter variation, Ph. I>. thesis, Univ. of Toronto, 1965. 
Received December 12, 1968 
Linear Algebra and Its Afiplications 3(1970), 31-43 
