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【背景】  
 
 
 
 
 
 
 
【方法】 
𝜋 𝜽|𝒟 ∝ 𝑓 𝒟|𝜽 𝜋 𝜽  
𝒟 : data, 𝜽 : parameters 
ベイズ推論 
[A] Rejection-sampling method (Ripley 1987) 
A1. Generate 𝜽𝑖 from 𝜋 ∙ . 
A2. Accept 𝜽𝑖 with probability 𝑓 𝒟|𝜽𝑖 , 
       and go to A1. 
● 尤度関数 𝑓 𝒟|𝜽 が既知の場合 
● 尤度関数 𝑓 𝒟|𝜽 が未知の場合 
[B] Approximate Bayesian Computation (ABC) method 
      (Beaumont et al. 2002) 
B1. Generate 𝜽𝑖 from 𝜋 ∙ . 
B2. Simulate data 𝒟𝑖 by the model using 𝜽𝑖. 
B3. Accept 𝜽′ if𝒟 = 𝒟𝑖, and go to B1. 
→ B3’. Accept 𝜽𝑖 if 𝑑 𝒔, 𝒔𝑖 < 𝛿. 
  𝒔 : summary statistics for 𝒟 
  𝑑 : metric to measure dissimilarity between 𝒔 and 𝒔𝒊 
Φ 𝑺𝑖 ,Φ 𝑺𝑗 = 𝑘 𝑺𝑖 ,𝑺𝑗  
[C] Kernel ABC method 
C1. Generate 𝜽𝑖from 𝜋 ∙ . 
C2. Simulate data 𝒟𝑖 by the model using 𝜽𝑖. 
C3. Compute 𝒔𝑖  for 𝒟𝑖, and return to C1. 
Kernel Bayes Rule (Fukumizu et al. 2011) 
The empirical estimator of the kernel posterior mean is given by 
𝑚�𝜽|𝒔 = ∑ 𝑤𝑖𝑘 ⋅,𝜽𝑖𝑛𝑖=1 , 
𝑤𝑖 𝑺 = ∑ 𝐺𝑺 + 𝑛𝜀𝑛𝐼𝑛 −1𝑖𝑗𝑘 𝒔𝑗 , 𝒔𝑛𝑖=1 , The weighted coefficient is given by 
𝐺𝑺 : Gram matrix 𝑘 𝒔𝑖 , 𝒔𝑗
𝑖,𝑗=1𝑛  
An estimator of posterior expectation of a function 𝑓 𝜽  is given as 
𝐸 𝑓 𝜽 |𝒔 = 𝑓 ∙ ,𝑚�𝜽|𝒔 ℋ𝑺 = ∑ 𝑤𝑖𝑓 𝜽𝑖𝑛𝑖=1 . 
…ATTGGCCATAACCCCCGCTT… 
…ACTGGCCATAACCCCCGATT… 
…ACTGGCCATATCCCCCGATT… 
DNA配列 
(A : アデニン; C : シトシン; G : グアニン; T : チミン) 
★ 突然変異 
アフリカ ヨーロッパ アジア 
約20万年前にアフリカで誕生 
約10万年前に世界へと拡散 
過去 
現在 
★ 
現在の遺伝的多様性から過去の歴史を推定する 
集団の拡大 
遺伝的交流 
人類集団の進化モデル 
★ 
★ ★ ★ ★ ★ ★ 
★ 
𝜽𝑖 , 𝒔𝑖 𝑖=1𝑛  𝑺 = 𝑆1, 𝑆2,⋅⋅⋅, 𝑆𝑞  𝑺1 = 𝑆11, 𝑆12,⋅⋅⋅, 𝑆1𝑞  
… 
𝑺𝑛 = 𝑆𝑛1, 𝑆𝑛2,⋅⋅⋅, 𝑆𝑛𝑞  Simulated data (𝑛) 
Observed data 
Ω : space of summary statistics 
𝑺𝑗  
𝑺𝑖  
Φ 𝑺𝑖  
ℋ𝑺 : reproducing kernel Hilbert space  
Φ 𝑺 = 𝑘 ⋅,𝑺  
Φ 𝑺𝑗  
The inner product between mappings is given by 
Summary statistics 
カーネル法を用いたABC methodの改良 
1. The number of segregating sites (𝑆𝑆𝑆𝑆) 
    → ∑ 𝜉𝑖 = 53𝑖=1  
2. Site frequency spectrum (𝑺SFS) 
    → 𝜉1, 𝜉2, 𝜉3 = 3,2,1  
★ 
A B C D 
𝜉1 A, B, C, D  
★ 𝜉1 A, B , C, D  ★ 𝜉1 A , B, C, D  ★ 𝜉2 A, B, C , D  
★ 𝜉3 A, B, C , D  
…ATTGGCCTTAACGCCCGATT… 
Evolutionary model 
過去 
現在 
𝑁 = 10,000 
𝜃 = 4𝑁𝜇 
𝜇 : 突然変異率 
      (2.5 × 10−4) 
【結果】 
• 𝑓 𝒟|𝜃  is computed by importance sampling 
  (Griffiths, 2007), 
• Gaussian RBF kernel 
  𝑘 𝑥,𝑦 = exp − 1
2𝜎2
𝑥 − 𝑦 2 , 
  (𝜎 : median of pairwise Euclidean distances) 
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𝜉𝑖  : the number of segregating sites in which  
       the mutations is present on 𝑖 sequences. 
Table 1. Comparison of posterior estimates of θ  given 𝒟, 𝑺SFS, and 𝑆Seg .
Mean 10.498 10.510 9.677
S.D. 0.067 0.044 0.041
*The posterior mean given 𝒟 is generated by the rejection-sampling method.
**The kernel posterior means are obtained from 16,000 simulated samples.
𝑚�𝜃|𝑠𝑆𝑒𝑔∗∗𝑚𝜃|𝒟∗ 𝑚�𝜃|𝒔SFS∗∗
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