We consider the stochastic single node energy storage problem (SNES) and revisit Approximate Policy Iteration (API) to solve SNES. We show that the performance of API can be boosted by using neural networks as an approximation architecture at the policy evaluation stage. To achieve this, we use a model different to that in literature with aggregate variables reducing the dimensionality of the decision vector, which in turn makes it viable to use neural network predictions in the policy improvement stage. We show that performance improvement by neural networks is even more significant in the case when charging efficiency of storage systems is low.
Introduction
The continuous prevalence of the SMART grid as the next-generation power grid that enables the use of advanced technologies, equipment and controls to deliver electricity more reliably and efficiently has caused a rapid change in the generation and consumption of electricity. Besides this, the drive to reduce CO 2 emissions from the electricity supply has resulted in an increase in the integration of renewable energy sources such as wind and solar in the generation of electricity. This is evidenced by [21] as a quarter of the total electricity generation in the UK in 2017 were provided by renewable energy sources compared to 5% in 2016. However, due to their high volatility and intermittency, renewable energy sources are often paired with energy storage devices like batteries to increase the value of the energy generated and optimize existing grid connections. Battery storage provides many benefits such as peak shaving, time shifting, electricity price arbitrage, balancing costs, provision of operating reserve and reduction of curtailment [4, 5, 36] . The combination of smart metering systems, smart grids, decentralised renewable generation and energy storage systems provide end-users the opportunity to generate electricity as well as monitor and control their consumption in order to reduce their electricity bills. To realize the full potential of integrating renewable energy sources with battery storage systems, there is the need to determine the best possible energy allocation decisions through the optimization of the control policy. In other words, one should be able to decide when to store, release, buy and sell energy in order to maximize profit. Therefore, researchers from fields such as Operations Research, Computer Science and Electrical Engineering have been paying more attention to proposing solutions and recommendations to the problem of optimally managing energy from different sources such as renewable energy connected to the grid, batteries, households, consumers, prosumers or some other form of energy sink [6, 12, 15, 33, 35] . In this work we consider the single-node energy storage (SNES) problem as defined by [7] . Informally, SNES is when there is a single energy-producing node in the smart grid that wishes to maximize their own objective without taking into account the goals of the system operator.
The problem is connected to classical inventory optimization problems. Optimization with storage decisions appear in other contexts like commodity storage and currency trading. Even though all these problems can be grouped into a similar class, each of them have their own unique characteristics which impact the hardness of the problem when solving them. SNES can be modeled as a stochastic dynamic program and many studies in literature (see Section 2) propose a variety of approaches to solve the resulting hard dynamic programs. Among these are the popular Approximate dynamic programming (ADP) approaches. One such technique within ADP is the Approximate policy iteration (API) which is often used to solve large stochastic dynamic programs. There are many variants of API which prove useful depending on the specific problem being solved. In this work we investigate a novel API algorithm which employs neural networks to approximately solve the SNES problem. To the best of our knowledge we are only aware of these two papers [9, 14] , which combine neural network within API but in both these works the approach differs from ours in terms of their neural network structure and implementation. [9] proposes a neural network based approximation scheme which does not take the ADP approach.
While the SNES and other storage problems have been studied, rather industriously in the last few years, the rapidly evolving algorithmic technologies and the changing nature of the problem (for example storage is rented instead of owned which partially removes the constrained storage bottleneck but introduces some cost implications), means that algorithm performance can now be different, and perhaps better than previously understood. This makes a case for re-investigating known algorithms to boost their performance employing the new armory of technologies like advanced machine learning algorithms. The scope of this paper is to revisit API to explore ways to boost its performance by modeling simplification and using powerful frameworks like neural networks.
The rest of the paper is organized is as follows. In Section 2 we give a literature review of the existing work on the problem, in Section 3 we define an example mathematical model from literature and our proposed model as well as explain the differences between them, in Section 4 we give insights into the structure of the optimal policy, in Section 6 we describe our algorithm, in Section 7 we describe our experimental setup including data used, benchmarks, metrics and discuss our findings from numerical experiments, and lastly we conclude in Section 8.
Literature review
The energy storage problem is strongly linked to inventory optimization problems as they both deal with making decisions on how to meet demand from supply sources. The demand and supply could either be deterministic or stochastic and these have been well studied under the inventory optimization theory concepts [23, 37] . Also, due to the possibility of trading energy with the grid, this problem can be related to research conducted in commodity trading literature such as [25, 28] . In particular, Secomandi in [28] , focuses on the commercial management of a commodity storage asset and determining the optimal inventory-trading policy under capacity constraints and stochastic spot prices.
Current literature on the single-node energy storage problem are more concerned with the formulation as well as the numerical solution and analysis of the mathematical models that have been proposed. Similar to the settings of the problem discussed in this paper, [36] investigate the management of a merchant wind farm co-located with a grid-level storage facility and connected to the market via a transmission line. They formulate the problem as a finite-horizon Markov decision process. However, in contrast to majority of research conducted on this problem, [36] consider negative electricity prices which is the case in most deregulated markets. Hence, they also propose some heuristics and assess their performance to the optimal policy. Most papers also assume that the price of buying and selling energy on the spot market is the same [8, 12, 26] . According to [8] , this assumption makes the stochastic version of the SNES problem solvable in polynomial time by dynamic programming. However, when different buying and selling prices are used in the model, the stochastic version of the problem becomes #P-hard [8] . This may be the reason for the use of the same buying and selling price in the models proposed by most literature. They also show that the deterministic case of the single-node energy storage problem can be solved strongly in polynomial time.
[12] consider the use of Approximate dynamic programming (ADP) since the implementation of backward dynamic programming, especially for large-scale problems, can quickly become intractable and computationally intensive. [20] explore algorithms based on ADP and numerically compare their performance against the Lyapunov optimization-based algorithms in terms of the value of storage and renewable energy sources. In the case of infinite horizon, [11] use a stochastic dynamic program formulation to minimize the average cost derived from the installation and management of a storage device integrated with a renewable energy source to meet uncertain demand under dynamic pricing. They also show that the optimal management policy has a dual threshold structure, which is also discussed in [25, 28] under the commodity trading context. [30] consider a rule-based dispatch scheme for the finite-horizon energy storage problem without taking into account the effect of prices or the variability of wind. [16] suggest the need to consider the effect of risk on the optimal policy following the results from the risk analysis they conducted on an optimal deterministic risk-neutral policy and a simple myopic policy.
Other approaches within the broad ADP framework include value function approximations. The ADP proposed in [17] iteratively constructs piece-wise linear and concave value function approximations to help determine the solution of complex storage problems. They also prove that their algorithm converges to an optimal policy by learning the optimal value functions for important regions of the state space as selected by their algorithm. [19] is an extension of the algorithm and results of [17] to problems where the decision vector is a potentially high-dimensional continuous vector. Similar to [17, 19] , [26] uses the concavity nature of the value function approximations to speed up the convergence of their proposed finite-horizon ADP algorithm. Also, their algorithm designs near optimal time-dependent control policies for energy storage problems involving multiple storage devices. [24] propose the Stochastic Multiscale model for the Analysis of energy Resources, Technology, and policy (SMART) algorithmic strategy based on the ADP framework to model long-term investment decisions and economic analyses of portfolios for energy technologies in the presence of uncertainty. Within ADP falls (approximate) value iteration (AVI) methods which require a lookup table representation of the state space [12] . From [12, 13, 18] , one can deduce that pure lookup AVI table perform poorly in practice due to very slow convergence rate despite the existence of convergence theory. However, results from [12] show that structured lookup table AVI outperform other more general approaches like API paired with a generic approximation technique. Nevertheless, it is limited to low-dimensional state-of-the-world variable or moderately sized-problems. Therefore, [10] approximates the value functions by employing Dirichlet process mixture models which scales well to large state spaces. The mixture models are used to cluster the states so that convex value functions can be fit within each cluster.
[12] compare the performance of various approximation architectures implemented with ADP approaches such as API, AVI and direct policy search on benchmark instances of the finite-horizon energy storage problem. They use popular nonparametric estimators like Support Vector Regression (SVR), Gaussian Process Regression (GPR), Local Polynomial Regression (LPR) and Dirichlet Cloud-Radial Basis Function (DCR) during the the policy evaluation phase of the API algorithm. SVR has a far better performance with API compared with the other three approximation techniques that were considered by [12] . In [14] , neural networks are used to approximate the performance index needed to analyze the convergence and stability properties of their proposed policy iteration ADP method for solving the infinite horizon optimal control problem for nonlinear systems. [27] focus on the use of a parametric linear model with pre-specified basis functions, least-square temporal difference (LSTD) and Bellman error minimization with approximate policy iteration to solve the same energy allocation problems considered by [12] . A similar approach is used by [15] to find the optimal infinite horizon storage and bidding strategy in the day-ahead market for a renewable power generation and energy storage system.
Model
We will now introduce the problem and model parameters formally and we assume a single renewable source and single battery. The problem has the following parameters:
• T: number of time periods (T+1 is the terminal storage)
• c h : storage rent, in $ per MWh per time step.
• η I and η W : charging and discharging inefficiencies of the battery (≤ 1)
• γ I , γ W << R M (battery storage limit): maximum charging and discharging rates of the device
The exogenous information is represented by the following random variables:
• E t : amount of energy produced by the renewable source at time t • D t : energy demand of the household (or some other type of energy sink) at time t • C t : buying price of electricity at time t
• P t : selling price of electricity at time t
The exogenous information is given by the vector W t = (E t , D t , C t , P t ). The set of possible realizations of W t is denoted by w t . Following [7] and [24] , we make the following assumptions: the stochastic process {W t : t = 1, . . . T } is finite discrete-time Markov; the support and transition probabilities are given; W t is F t measurable and finally C t ≥ P t .
We will first give the model often used in literature which we refer to as the flow model. Identifying Grid by letter G, battery by letter R, demand by D, energy source by E; the decision variables at each time t are the flow variables, given by
The decision vector y t should satisfy the following constraints:
The single period profit function is given by
The goal is to find a policy which maps the states to the decisions that maximizes profit at each time.
Most literature mainly use the flow model with minor variations owing to different assumptions and proposes algorithms, exact or heuristic, to solve this problem. Our contribution in the work differs from these in the following ways:
1. We capture the decisions using much simpler decision variables, mainly inspired by [28] , and capture the losses within the objective function rather than as constraints hence deviating from the approach taken by previous studies. This enables us to reduce the dimensionality of the decision space from eight to one. In optimization literature, relaxations are often useful in obtaining very close-tooptimal solutions and also serve as useful indicators of solution quality.
2. Secondly, our variables are discrete integer valued variables as against continuous variables. Main motivation for this is the fact that energy in measure in discrete units and continuous variables are often employed more for computational convenience with rounding applied in the resulting solutions.
We now give our mathematical formulation for the single node energy storage problem and we refer to our model as the aggregate model since our variables may be seen as aggregated flow variables. We are interested in determining a non-negative vector x t : (x s problems this is often the case, hence our model captures a more general scenario of which SNES is a special case.
Observe that the profit function in the aggregate model is non-linear as opposed to the flow model where the profit function is linear. This may seem a bad idea at first sight but it gives us a trade-off by reducing the decision vector dimensionality which can be very useful in the policy improvement stage of a policy iteration algorithm.
For the sake of completeness we present the dynamic programming (DP) formulation but we did not attempt to solve the resulting DP. For the ease of exposition let N t = D t − E t and a = x r t − x r t−1 . Using Equation 8 and this notation, we can eliminate the variables x b t and x s t . The following definition will be useful, p(x, W ) = g(x, W ) − c h x. Note that with this notation our decision variable at any given time is single-dimensional a which when positive means injection of energy in the battery and negative means withdrawal of energy from the battery.
Following [28] , at any decision time, the sets of feasible withdrawal and injection decisions, respectively, with current battery level x are defined as A F W and
An energy management policy can be obtained by solving a finite horizon MDP using the following dynamic programming recursion.
The formulation should be interpreted as: in the last stage we can buy or sell depending on the net demand energy but do not inject; in the remaining stages, we have eight actions resulting from the Cartesian product of {sell, buy, neither sell nor buy } and {inject, withdraw, neither inject nor withdraw}. We will now give some structural insights into the optimal policy, in the same vein as discussed in [28] .
Optimal policy structure
This section analyzes the structure of the optimal policy. Although there are a number of studies in literature focusing on solving or approximately solving the DP we are not aware of any study analyzing the structure of the optimal policy except that of [28] . Our problem is a generalization of the problem studied in [28] in two ways:
1. in our setting buying and selling happen at different prices, and 2. in each period we have (stochastic) demand and (stochastic) production (wind).
In [28] , the author shows that when γ I , γ W are (much) less than the maximum battery capacity the optimal action at each time period depends not only on the spot price but also on the initial battery level. This is a very important insight because it results in the optimal action space having a specific structure split into three phases (inject, do-nothing, withdraw) depending on the initial battery level, hence departing from this structure and employing sub-optimal action can result in very low payoff.
Observation 1. When buying and selling prices are equal the optimal action in a period only depends on the initial battery level, prices and injection/withdrawal rates but not on the demand and wind profiles.
Proof. The statement means that at fixed prices, battery level and rates, changing the wind and demand levels in each period will not shift the optimal action from injection to withdrawal and vice-versa. To see this note that if injection is optimal in the current period for a given demand and wind profiles, the injection may be done for two reasons: satisfy future demand and selling in the future. Since buying and selling prices are equal, storing in the current period is equivalent to buying in respect of not earning revenue in that period. Therefore, irrespective of demand it is optimal to store as long as prices remain the same.
This aligns with the results in [8] that the case with equal buying and selling prices is easy compared to the case otherwise. On the other hand when buying and selling prices are not equal different demand patterns can result in different optimal strategies. Observation 2. When buying and selling happen at different prices optimal actions also depend on wind and demand profiles.
Proof. Consider for example the price profile given in Figure 1 where dotted lines indicate selling and thick lines indicate buying prices. Clearly, it is not optimal to buy in period one to sell in period three or in period two. Therefore, injecting is optimal at any initial battery level only if net demand in period three is positive, in which case depending on injection and withdrawal rates it may be optimal buy and store in period one to satisfy demand in period three. On the other hand if net demand is non-positive in period three it may not be optimal to buy and inject in period one. This illustrates the complexity of our problem compared with [28] . 
Negative surplus
In the case of negative surplus, that is when wind plus energy in the battery is less than demand the optimal policy structure is similar to that in [28] with three phases: buy-and-inject, buy, buy-and-withdraw. As indicated in Figure 2 , depending on the initial battery level and the buying price, the optimal decision varies. We highlight here, as noted in [28] , the injection and withdrawal rates play a key role in the optimal action. Figure 2 : Illustration of the optimal policy structure for a given stage and prices in the case of negative surplus
Positive surplus
In contrast to the negative surplus case the structure of the optimal action policy in any given period with positive surplus is much complicated, and depends, at a given time and given buying and selling prices, not only on the inventory but also on the total net surplus as shown in Figure 3 .
BI(C t , P t ) Figure 3 : Illustration of the optimal policy structure for a given stage and prices in the case of positive surplus Before going to discuss API for the SNES problem, we will briefly describe the deterministic version of the problem and give the Integer program (IP) formulation.
Deterministic case
The deterministic version of SNES, that is, when the demand, wind and prices in each period are known, is a special case of lot sizing problem with losses, bounded inventory and constrained injection/withdrawal rates. Lot sizing problem is very well studied in operations research literature including deterministic and stochastic variants, see [22] . However, we are not aware of a reference which studies with constrained injection/withdrawal rates. [8] gave a reduction of SNES to the minimum-cost flow problem proving its polynomial solvability. It appears a similar reduction can be used to solve the SNES problem modeled with aggregate variables. Since this not our main objective in this work we leave this for future work and give a simple integer programming formulation for deterministic SNES: Let A = {buy-inject, sell-inject, inject, buy-withdraw, sell-withdraw, withdraw, buy, sell, do-nothing}; II = {buy-inject, sell-inject, inject}; WW = {buy-withdraw, sell-withdraw, withdraw}. We have the following variables for every period t:
w j t = total injection into battery when j is one of {buy-inject, sell-inject, inject}, = total withdrawal from battery when j is one of {buy-withdraw, sell-withdraw, withdraw}
x j t = total units stored (j = r) in period t = total units sold (j = s) in period t
Lemma 3. LS-L-BI is a valid IP formulation of deterministic SNES.
Proof. (21) ensures exactly one type of decision is taken from set A, (22) and (23) make sure that injection and withdrawal limits are respected in each time period, (24)-(26) make sure that exactly one of injection or withdrawal w variables is positive and negative sign in objective function implies (25) and (26) will be tight in an optimal solution. Finally (27) is a balancing constraint which ensures feasibility.
We use (20)- (29) in solving deterministic SNES in numerical experiments in evaluating API policies. As a last remark in this section, we note that we can formulate deterministic SNES more compactly without having z variables and deduce the decision from x and w variables. However, the above integer programme gives this information as its output. Since the instances we solve are very small in size the computation times using the above IP are still very small making it feasible.
Approximate policy iteration with neural networks
Policy iteration (PI) is a well-known algorithmic technique used to solve stochastic dynamic programs (DP). Several results exist on the convergence of PI for DPs, see for example, [2, 3] . PI has two main steps, evaluation and improvement. A policy is a mapping of a state space to a decision space. A policy is feasible if it satisfies all constraints. The idea is to start with a feasible policy and iteratively improve it after evaluating at each iteration. It is shown, under certain mild assumptions, the policy converges to the optimal policy. Exact policy iteration requires evaluating the entire state space multiple, if not many, times which is almost an impossible task even for moderately large state spaces. This made many researchers focus on approximate ways of implementing policy iteration while still maintaining convergence. For a survey about API see [1] . Simulation is often used instead of full state space evaluation. This is the approach we take in this paper. Instead of evaluating a policy on the full state space we use monte-carlo simulation to generate a fixed number of sample states and then learn the value function using a machine learning model which takes as input the current state and decisions and predicts the future payoff. Some studies refer to the machine learning framework used to learn an approximate value function as approximation architectures. Many approximation schemes have been proposed in literature. Most of these use (some sort of) linear approximation architectures, for example the value function is expressed as a linear function of known set of features or sometimes also called basis functions. The policy evaluation data from the simulation is then used as input to fit coefficients for these features, for examples, see [12, 13] and references therein. In the cases when the features are already not known, learning algorithms like neural networks can be used to learn these features. This is the idea proposed in [2] . In this paper we do not restrict to linear architectures for value function approximation, instead we use neural networks which are capable of learning highly non-linear functions. We give a formal description of our algorithm in Algorithm 1,  where N N in Step 5 stands for neural networks.
Using machine learning within API is not new and have already been explored before, owing to the fact that learning high dimensional functions is central to machine learning theory. In [12] several machine learning techniques like support vector machines are used for Step 5. Original ideas of using neural networks within approximate policy evaluation was proposed within reinforcement literature many years back, see for example [31] . More recently, [2] proposed API with neural nets to approximate the cost function of policy evaluation using feature based approximation where linearly linked features are learned using neural networks. Our work is based on exactly similar ideas but we do not use any feature based combination to approximate value function instead we use deep neural networks as black box models to predict function values. As [2] points out, to use neural networks within API which does not assume linear combination of features requires development of models which enable dimensionality reduction. In our model we achieve this by valuing injection and withdrawal losses in monetary terms and moving them to the objective function. This enables us to express the decision vector in just one dimension, that is, we just have one variable which measure how much energy is stored in the battery in each period. For a fixed value of storage in a time period, x r t , the unique values for buying and selling decisions can be easily derived. We formally state this in the following Lemma. Before stating the Lemma we give the following observations. Observation 4. In every time period, only one of the buying and selling decisions is optimal.
Proof. The statement has to be true due to the assumption P t ≤ C t .
Observation 5. It is not optimal to both inject and withdraw from the battery in the same time period. Lemma 6. Given x r t Algorithm 2 computes the optimal values of x b t and x s t . Proof. Trivial.
Algorithm 1 Approximate Policy Iteration with Neural Networks (AP-INN)
Step 0: Set initial policy π 0 , set n = 1
Step 1: Set m = 1
Step 2: Select initial battery level x r t−1
Step 3a: sample W t
Step 3b: evaluation Apply policy:
end for
Step 4: if m < M , m = m + 1 and return to Step 1.
Step 5: Approximate value function:
Step 6: Improvement:
Step 7: if n < N , n = n + 1 goto Step 1
With just one decision variable, the policy improvement stage is much simpler: select the best decision by enumerating over all decisions given a state. The main drawback of using non-linear approximations is removed because the policy improvement stage is now a single dimensional optimization rather than a non-linear multidimensional problem which is hard to handle.
A full policy improvement which updates policy for each possible state can still be very time consuming and may even be unnecessary. We take a simulation approach even in the improvement stage. That is, we generate samples of exogenous information and compute optimal decisions for each possible initial battery level.
In our experiments we choose M = 3000, T = 10, and N = 10. We implemented step 2 for initial battery levels 0 to 10. This in total gives an input data size of 300000 for neural networks in step 5.
Experimentation
We now discuss the details of our numerical experiments. This section is organized as follows, first we explain the data generated for our experiments and then discuss the parameters chosen for the neural network, then discuss the API parameters and finally we present our numerical results.
Data

Exogenous information process
The exogenous information matrix from which we sample to determine the next exogenous state for our proposed algorithm was generated using the stochastic processes and benchmark probability distributions (particularly, the Discrete Uniform Distribution and the Discrete Pseudonormal Distribution) described in [12, 26] . We skip the exact details of these distributions and refer the reader to [12, 26] .
Demand Sampling Process
The minimum demand (D min ) and maximum demand (D max ) were given the values of 1 and 15 respectively. Following [12] , the demand is sampled to have a seasonal structure (that usually exists in observed energy demand):
is pseudonormally distributed, PN (0, 2 2 ) and discretized over the set {0, ±1, ±2}. The demand for the next time period is then selected using,
Renewable Energy Source Sampling Process
The sampling process for the stochastic renewable source used the 1 st -order Markov Chain model, with E min = 1 and E max = 7. The values between E min and E max were then discretized at a level of ∆E = 1 and used as support for the sampling process. Therefore, the renewable energy for the next time period is given by,
E t are independent and identical random variables that can be either uniformly distributed over the set {0, ±1} or pseudonormally distributed, PN (0, 3 2 ) and discretized over the set {0, ±1, ±2, ..., ±5 }.
Prices Sampling Process
Since we have two types of prices: Buying Price (C t ) and Selling Price (P t ), we defined four parameters; C min = 3, C max = 13, P min = 2 and P max = 12, to support the price sampling processes. Two of the three price processes described in [12] were also considered using the pseudonormal distribution defined in [26] . The same distribution parameters are used for both price types. Hence the formulas described below apply to C t and P t even though they have only been defined in terms of C t . The first method considers a 1 st -order Markov Chain Process with C t+1 ∼ PN (0, 2.5 2 ) and discretized over {0, ±1, ±2, ..., ±8}.
The second sampling process referred to as the Markov Chain with jumps includes the simulation of price spikes. In this case, J t+1 ∼ PN (0, 50 2 ) and discretized over {0, ±1, ±2, ..., ±40}, u t ∼ U(0, 1) and p = 0.031.
Battery storage parameters
The minimum and maximum battery storage level, R min and R max are set at 0 and 30 respectively. Therefore, R t can take any value between [R min , R max ] discretized at a level of ∆R = 1. We set the storage rent (c h ), injection rate (γ I ) as well as the withdrawal rate (η W ) as follows: c h = 0.0005, γ I = 6 and γ W = 3. Recall that in our model the efficiency losses are accounted for in the objective function using a penalty term. In fact the terms in the profit function g t (x t , W t ) concerning losses make it non-linear. This implies that the larger the inefficiency, the larger their effect on the profit function which in turn will require more specialized machine learning technique for approximating value function in Step 5 of Algorithm 1. To take this into account we experiment with scenarios of battery efficiencies: scenario high -η I = η W = 0.05; scenario low -η I = η W = 0.3.
Remark 7. The choice of bounds for E t , D t and R t is driven by the computational times required to train API for 10 policy improvements.
Approximation architectures
In order to compare Neural networks (NN) with other approximation architectures, we chose the Multiple Linear Regression (LR) and Support Vector Regression (SVR). Recall that these approximation architectures are used to predict the future contributioñ V given the set of 5 inputs as the time period t, the previous energy storage amount x t−1 and the decisions for that time period: energy bought x b t , energy sold x s t and energy stored x r t obtained from the approximate policy evaluation phase. We provide a brief description of how these architectures were implemented in Python.
Multiple Linear Regression (LR)
This is often used to predict the target/dependent variable as a weighted sum of the input/independent variables since this algorithm makes it easy to estimate, understand and explain the relationship between the dependent and independent variables.
We use the Ordinary least squares Linear Regression model from the scikit-learn library to find the optimized values of the coefficients that minimize the squared differences between the actual and the estimated outcomes of the dependent variables.
Support Vector Regression (SVR)
The basic idea is to find a function f (x) also known as the hyperplane which is as flat as possible and also deviates from a set of observed response values y n by a value no greater than the margin of tolerance for each training point x [12, 29] .
Flatness of the hyperplane is achieved by minimising the value of w. This optimization problem can be represented with the formulation stated in [32] .
We use the Linear Support Vector Regression model with a linear kernel and not the Epsilon-Support Vector Regression model in the scikit-learn library for our numerical experiments since it is more flexible in the selection of penalties and loss functions and scales better to large samples. We choose the epsilon-insensitive loss function and and the penalty parameter C are set to the default values of 0.0 and 1.0 respectively. Note that C determines the trade-off between the number up to which deviations larger than are tolerated and the flatness of the hyperplane f (x). The maximum number of iterations was set to 1000 with a tolerance of 1e-05.
Neural Network (NN)
Neural networks can be classified as black box models which are useful in capturing many kinds of dynamic and non-linear relationships and patterns in both structured and unstructured datasets. We used the keras deep learning library to implement our deep neural network. We employed a feed forward neural network with 5 nodes in the input layer, 10 nodes in the first hidden layer, 10 nodes in the second hidden layer and a single node in the output layer which is used for our predictions. The nodes mentioned above are of a dense layer type as all nodes in the previous layer are connected to the nodes in the current layer. We also included two dropout layers set to 0.2 that randomly select neurons to be ignored during training.
The rectified linear unit (ReLU ) activation function is used within the first two layers whereas the linear activation function is employed in the output layer for predictions. We used the mean squared logarithmic error as our loss function. The loss function is minimized by backpropagating the current error to the previous layer where it is used to modify the weights and bias through the Adam optimization algorithm. We chose Adam which is shown to work well in practice and compares favorably to other stochastic optimization methods. We used the default settings for the Adam optimizer suggested on the keras documentation for training our model.
We use a batch size of 100 and 15 epochs during the training process of our network. Our data is initially split with 70% as the training samples and 30% as the test samples. The network is then trained using the training samples and its parameters are iteratively adjusted until the loss function is minimised. The validation split is then used to randomly select 20% of the test samples for prediction using the trained neural network and the validation loss is computed after each epoch. This process is continued until the validation loss does not decrease and the optimized weights of the model with the lowest validation loss is selected [34] .
Evaluation benchmarks
We have five problem classes differing mainly in the distributional settings for generating the exogenous information. We summarize these in Table 1 . We generated 2000 instances for each class to evaluate the performance of the policies from our algorithm. All instances for each class are generated as explained in subsection 7.1 similar to the way sampling is done in training the policy iteration algorithm. The deterministic optimal policies for each of these instances have been computed using the IP given in section 5.
Data ClassÊ t
Price ProcessĈ t /P t S1 U(−1, 1) MC + jump PN (0, 0. PN (0, 0.5 2 ) MC + jump PN (0, 1.0 2 ) S10 PN (0, 1.0 2 ) MC + jump PN (0, 1.0 2 ) S11 PN (0, 1.5 2 ) MC + jump PN (0, 1.0 2 ) S12
PN (0, 0.5 2 ) MC PN (0, 1.0 2 ) S13 PN (0, 1.0 2 ) MC PN (0, 1.0 2 ) 
Metrics
To evaluate the performance of our policy against the deterministic optimum on the benchmark instances we use the % optimal metric defined as follows:
% optimal = API Revenue Optimal Revenue × 100.
(41)
Initial policy
Policy iteration starts with an initial policy which is improved until it converges to the optimal policy. Our initial policy, which we refer to as naive policy, is outlined in Algorithm 3. The reason for this choice of naive policy is to see if our approach can learn starting from such a simple and very naive policy.
3.
NN LR SVR 9 8.8 10.5 We ran the code using Google colab's Tesla K80 GPU which has a virtual RAM of about 13GB and disk space of about 350GB. Computation times are dominated by neural network prediction times in the improvement stage. This is part of the reason for only using a sample of states at each improvement stage. However, the improvement step can be sped up by parallelizing the improvement step using the fact that the underlying optimization problem is single dimensional. An efficient parallelization strategy may even make exact policy improvement possible instead of simulation.
Training the neural network model can also be time intensive, especially, when scaling up to 100s of times periods. The mean-square-log-error is approximately 1.5 in all rounds. Finally, note that since we do not explore the full state space when applying our policy we apply naive policy when we encounter a state which is not used in the improvement stage.
Our numerical experiments are summarized in Figures 4 and 5 . A number of observations can be made from Figures 4 and 5:
• API with Neural networks (NNs) have consistent performance across all classes, coming close to the best of two approaches, LR and SVR.
• NNs outperform both LR and SVR in low efficiency scenarios, in fact, by a good margin in some classes. We observe that this makes a case in support of NNs as reaching close to optimality becomes even more important in low efficiency scenario. The reason for better performance of NNs in low scenario compared to high scenario may be ascertained to the non-linearity of g() which becomes more pronounced with low efficiency. NNs do not really outperform other approaches in high efficiency case, understandably, since, with high efficiency g() is almost linear.
• Surprisingly, % optimality in high efficiency case is (much) lower compared to low case, for all three policies. This seems to indicate high case is harder than low efficiency case. This counter-intuitive behaviour is due to decrease in the optimal profits.
• Between LR and SVR, SVR seems to perform well in both scenarios. This is in line with observation in [12] on single price problem. However, SVR also has high variance between classes with very good performance on some and very poor on others.
• The variance in performance, which we illustrate by showing proportion of instances with % optimality greater than 80% in each case, across classes is lowest in NNs, which can be seen from Figure 5 . Between low and high scenarios NNs performed most consistently with less variance in low scenario.
• Our experiments seem to suggest that NNs are more able to deal with discrete decisions compared to the other two approaches.
• We observed that performance of NN policy at initial iterations is worse compared to LR and SVR, but improves at every iteration of policy improvement. However, we observed the improvement in performance after 10 iterations is marginal compared to the time required. LR and SVR behave very similar to each other in terms of policy improvement but very different from NN. For example, LR and SVR policies improves on average (less than) 10% going from iteration 1 to iteration 10 for classes S4-S13. We suspect the reason being this to be the Psuedo-Normal distribution ofÊ.
• Finally, all three policies outperform Naive policy by a large margin which achieves less than 55% optimality on high case and less than 60% on low case.
Conclusion
We revisit approximate policy iteration methods for solving stochastic SNES by adopting a simpler aggregate model as against commonly used flow model. We show that modeling with aggregate varaibles allows us to use more advanced approximation architectures in policy evaluation stage from ever increasing machine learning armor including the likes of neural networks. We make a case for neural networks by illustrating that approximate policy iteration with neural networks outperform API with support vector regression which was shown to perform best among several others tried in literature. 
