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Indirect Field-oriented Control of Induction Motors is 
Robustly Globally Stable 
PAUL A. S. DE WIT,+ ROMEO ORTEGA * and IVEN MAREELS 5 
Robustness to uncertain parameters of this popular induction motor 
controller is investigated. Conditions for local and global asymptotic 
stability as well as boundedness of all signals are derived 
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Abstract-Field orientation, in one of its many forms, is 
an established control method for high dynamic performance 
AC drives. In particular, for induction motors, indirect field- 
oriented control is a simple and highly reliable scheme which 
has become the de facto industry standard. In spite of its 
widespread popularity no rigorous stability proof for this con- 
troller was available in the literature. In a recent paper (Ortega 
et al., 1995) [Ortega, R., D. Taoutaou, R. Rabinovici and J. 
P Vilain (1995). On field oriented and passivity-based control 
of induction motors: downward compatibility. In Proc. IFAC 
NOLCOS Cont. Tahoe City, CA.] we have shown that, in speed 
regulation tasks with constant load torque and current-fed ma- 
chines, indirect field-oriented control is globally asymptotically 
stable provided the motor rotor resistance is exactly known. It is 
well known that this parameter is subject o significant changes 
during the machine operation, hence the question of the ro- 
bustness of this stability result remained to be established. In 
this paper we provide some answers to this question. First, we 
use basic input-output theory to derive sufficient conditions on 
the motor and controller parameters for global boundedness of 
all solutions. Then, we give necessary and sufficient conditions 
for the uniqueness of the equilibrium point of the (nonlinear) 
closed loop, which interestingly enough allows for a 200% error 
in the rotor resistance stimate. Finally, we give conditions on 
the motor and controller parameters, and the speed and rotor 
flux norm reference values that insure (global or local) asymp- 
totic stability or instability of the equilibrium. This analysis is 
based on a nonlinear change of coordinates and classical Lya- 
punov stability theory. Copyright 01996 Elsevier Science Ltd. 
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1. PROBLEM FORMULATION 
In this paper we carry out the stability analysis of 
an indirect field oriented controller (FOC) that reg- 
ulates the velocity and the rotor flux norm of a 
current-fed induction motor in the presence of an 
unknown constant load torque and rotor resistance 
uncertainty. For further details and motivation of 
induction motors and FOC the reader is refered to 
Bose (1986), Leonhard (1985), in the electrical ma- 
chines literature, and to Bodson et al. (1994) Or- 
tega et al. (1995), Taylor (1994) in the control jour- 
nals. 
The dynamic model of the current-fed induction 
motor in its simplest formulation expresses the ro- 
tor flux and the stator currents in a reference frame 
rotating at the rotor angular speed. * 
1 Lnl i:=--_X+ 
z r 
y-u = -Rrx+ R,u, (1) 
jJ = +(T - TL) = T - TL, (2) 
T= uTL,,,Jx= u'Jx, (3) 
where 
XI 
x= 
[ 1 En@ - x2 
u= u’ 
[ I 
EW2 - 
u2 
Y- 
T- 
+_ 
r 
rotor flux vector, 
stator currents, 
rotor velocity, 
generated torque, 
rotor time constant, 
* See Bodson er al. (1994) for the derivation of this model 
from the classical textbook models. 
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R, > 0 - rotor resistance, 
L, = 1 - rotor self-inductance, 
L,,, = 1 - mutual inductance, 
M = 1 - rotor inertia, 
TV - load torque 0 -1 
and J = 1 o 
[ 1 
To simplify the expressions below, and without loss 
of generality for the purposes of this study, all mo- 
tor parameters have been set to unity except the 
rotor resistance and the load torque, which are as- 
sumed constant but unknown. 
In indirect FOC, the stator currents are chosen 
as (Ortega et al., 1996; Ortega et al., 1995) 
(4) 
Here fl > 0 is the constant desired value of the rotor 
flux norm. The angle of the desired rotor flux Pd is 
given by 
1 
(5) 
with & > 0 the constant estimated rotor resistance. 
The desired torque is Td. In velocity regulation ap- 
plications, the latter is typically defined via a PI ve- 
locity loop as 
l-d = - (6) 
where yd is the desired velocity, which we assume 
constant, p = $ is the derivative operator, and 
KP, K, 2 0 are the PI tuning gains. 
In summary, the closed loop is described by a 
fourth-order nonlinear autonomous ystem, whose 
block diagram description is given in Fig. 1. 
The problems we solve in this paper are the fol- 
lowing: 
Stability analysis of indirect FOC. 
Given the motor model (1) (2) (3) in closed loop 
with the indirect FOC (4), (5), (6) find sufficient 
conditions on the motor parameters R,, TL, the con- 
troller parameters A,, Kp, K,, and the reference val- 
ues Yd, /3 such that: 
I. All solutions of the system are globally 
bounded. 
2. The system is (globally or locally) asymptoti- 
cally stable. That is, such that 
where I . I is the Euclidean norm, and 6 denotes 
a constant value for the rotor flux norm; fi 
does not have to equal 8. 
3. The system has unstable equilibria. 
Discussion 
l We analyze a current-ftid induction motor. 
which means we assume that the stator cur- 
rents ui (t), uI(t) are equal to possibly discon- 
tinuous setpoints calculated by the controller. 
In real motors, stator currents must be con- 
tinuous so that they cannot exactly follow 
discontinuous setpoints. However, the stator 
currents can follow the setpoints well if the 
leakage inductances are sufficiently small and 
the voltage source can supply a sufficiently 
high voltage (Hughes et al., 1993). 
l Setting all parameters except the rotor resis- 
tance to unity causes no loss of generality, for 
two reasons. First, setting rotor inertia and 
mutual inductance to unity changes only the 
loop gain by a factor, which can be compen- 
sated for by scaling Kp, KI. Second, the un- 
known parameter of importance to indirect 
field-oriented control is the rotor time con- 
stant, which is a function of both rotor re- 
sistance and rotor self-inductance. Therefore. 
the effect of an unknown rotor time constant 
can be investigated by considering the effect 
of an unknown rotor resistance only. To gen- 
eralize the uniqueness and stability conditions 
derived in this paper, replace R, by R,IL, and 
i?, by &Ii,. 
l It is important to underscore the fact that .Y 
is a vector quantity. This model should not 
be confused with the machine model in de- 
coupling control, e.g. (7.75) (7.82). (2.78) of 
Bose (1986), which describes the asymptotic 
behaviour of the motor in closed loop with an 
ideal direct FOC. 
l Interestingly, indirect FOC of a current-fed in- 
duction motor is obtained as a particular case 
of the passivity-based controller proposed in 
Ortega et al. (1996) when the stator current dy- 
namics are neglected. If these dynamics are to 
be taken into account the full controller of Or- 
tega et al. (1996) (see also Ortega et al. ( 1995) 
and Ortega and Espinosa (1993)) is required 
for global asymptotic stability (GAS). To the 
best of our knowledge, this practically appeal- 
ing ‘downward compatibility’ property of the 
passivity-based control is absent in the con- 
trollers based on feedback linearization (e.g. 
Kim et al., 1990; Marino et al., 1993; Chias- 
son, 1993; Kanellakopoulos et al., 1992). 
l As discussed in Ortega et al. (1995) one way 
of explaining the rationale underlying indirect 
FOC is to compare it with direct FOC, which 
is described by 
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Fig. 1. Closed-loop velocity control of induction motor using indirect FOC. 
B 
u = e’p Td 
[ 1 s ’ 
with p = arctan the rotor flux angle. In 
indirect FOC we simply replace p by Pd. Fur- 
ther, notice from (l)-(3) that, whenever 1x1 + 
0, p satisfies 
which motivates the choice of Pd given in (5). 
That is, (5) follows replacing 1x1 and T by their 
desired values /I, T& respectively, and replac- 
ing R, by its estimate. In the electrical ma- 
chines literature Pd is sometimes refered to as 
the slip angle. Therefore, expression (5) shows 
that the desired torque is proportional to the 
slip speed. 
The remaining of the paper is organized as fol- 
lows. In the next section we prove GAS for the 
case of known parameters. In Section 3 we repre- 
sent the closed loop as the feedback interconnec- 
tion of a linear time-invariant (LTI) system, a sector 
bounded nonlinearity and an exponentially decay- 
ing gain. This allows us, by invoking the small gain 
theorem (Desoer and Vidyasagar, 1975), to derive 
conditions for global boundedness. Necessary and 
sufficient conditions for the existence of a unique 
equilibrium are given in Section 4. Conditions for 
local and global asymptotic stability are derived us- 
ing Lyapunov techniques in Sections 5 and 6, re- 
spectively. We wrap up the paper with some con- 
cluding remarks. 
2. GLOBAL ASYMPTOTIC STABILITY: KNOWN 
PARAMETER CASE 
Before proceeding with the study of the general 
case it is convenient, to set up the notation, to 
briefly recall here the GAS result of Ortega er al. 
(1995) for the case of known rotor resistance. 
Proposition 1. Consider the system (l), (2), (3) in 
closed loop with (4), (5) and (6). If Z?, = Rr, then 
the system is GAS. 
Proof: (Ortega et al., 1995) First, some simple cal- 
culations show that (4), (5) can be alternatively de- 
scribed with the (nonminimal) representation 
&j = 
R B 
j$TdJXd. xd(o) = o , [I (7) 
Td 
U = (I+ -@xd, (8) 
with Z the 2 X 2 unity matrix. We interpret Xd as the 
desired rOtOr flux: Ix,j I = fi and Td = UTJxd, and 
xd = b 
cog@d) 
[ 1 sinbd) 
Then, from (1), (7) and defining 2 = x - Xd we 
see that 
& k = -R,f + 7 - 1 id, 
( 1 
l;k.-&,,eJpd [ ;]. 
= -Rrl + B 
(9) 
From this equation, it is clear that 2 converges to 
zero (exponentially) if Z?, = R,. 
Finally, defining 9 = y -&I as the speed tracking 
error, and recalling that yd is constant, we have from 
(2), (3) that 
j = j’ = uTJ(..f + xd) - TL 
1 
= x;TJ% - TL + (1 + --x’z)Td 
B2 d 
= -&(l + lxrn,g - K[( 1 + -I-xra, $J 
#I2 d P2 d 
+x$JZ - TL, (10) 
where we have used (8) and the skew-symmetry of J 
to obtain the second identity, and we have replaced 
(6) to get the third one. Assuming again that R, = 
A,, and noting that )&j(t) I = /3, we have that $xi.E 
and x:JB are exponentially decaying terms. Asymp- 
totic stability of y - 0 follows invoking standard 
arguments of linear time-varying systems with ex- 
ponentially convergent coefficients (Khalil, 1992). 
w 
In Section 4 we will give an alternative proof of 
GAS constructing a strict Lyapunov function. 
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G(P) 
Td 
Fig. 2. Input-output description of closed-loop 
system. 
3. GLOBAL BOUNDEDNESS: INPUT-OUTPUT 
APPROACH 
In this section we use input-output techniques to 
derive sufficient conditions that ensure all signals 
of the closed loop remain uniformly bounded. The 
result is established showing that the closed-loop 
system can be viewed as a feedback interconnection 
of an LTI system, an exponentially decaying time- 
variant gain, and a time-variant sector bounded 
gain. The inputs of the closed-loop system are in 
L,, where &, denotes the space of (essentially) 
bounded signals. Conditions for global bounded- 
ness are then obtained via a direct application of 
the f o3 small gain theorem and of the fact that the 
feedback interconnection of a linear time-variant 
(LTV) system with finite _&-gain and a time- 
varying gain 61 (t) E Li has finite &-gain (Desoer 
and Vidyasagar, 1975), where Li is the space of 
signals k(t) such that [,,m Ilk(t) IJdt exists. 
Proposition 2. The system (l)-(3) in closed loop 
with (4)-(6) may be written as (see Fig. 2) 
Td = G(pk 
e = v - b(t)Td, 
where G(p) is an LTI operator of the form 
G(p) = 
PKP f KI 
p*+ (pKr+K,)?' 
with v E L, an external signal, and b(t) = h,(r) + 
61(t) such that 
lb,(t)/ I I+% 
r 
bIttI E LI 
The proof of the proposition, being a little 
technical, is deferred to the Appendix. Note that 
the feedback interconnection of an LTI system 
with gain b,(t) is an LTV system, for which 
sufficient conditions for finite L,-gain follow 
from the L, Small Gain Theorem (Desoer and 
Vidyasagar, 1975). Also, a feedback intercon- 
nection of an LTV system with finite L,-gain 
0.2 0.4 0.6 0.8 --7 
KP 
Fig. 3. Boundary of a region that guarantees 
boundedness for KI. R, = I. 
and a feedback gain b,(t) E _L, has finite 1, 
gain (Desoer and Vidyasagar, 1975). This leads to 
the following result. 
Corollary 1. All signals of the closed loop are 
bounded provided that R, is estimated close enough 
to R,. 
Discussion 
A stronger condition for boundedness is ob- 
tained if the Lt gain of G(p) is calculated. For 
example, if K, = 0, then the &, gain of G(p) 
IS 3. Then, the feedback interconnection of 
G(pj and the b(t) gain has finite L, gain if 
0 < R, < 2R,. If KI = 1, R, = 1 then a re- 
gion for (Kp, 8,) that guarantees boundedness 
is shown in Fig. 3. 
It is clear from the description of the system 
given in Proposition 2 that a wide variety of 
stability conditions can be derived, using, for 
instance, exponential weighting techniques 
and loop transformations. Results along these 
lines will be reported elsewhere. 
4. COORDINATE CHANGES AND UNIQUENESS OF 
EQUILIBRIUM 
To carry out the asymptotic stability analysis in 
the general case we find it convenient o work with 
a state space representation of the system. First, let 
us define the nonlinear coordinate transformation 
This transformation is stability-preserving because 
it is invertible, and both the transformation and 
its inverse are differentiable. The transformation re- 
sults in the following dynamic model: 
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1 0 v2 
B2 
F 
0 
+ 
M2 
I 
KPTL . 
(11) 
-TL 
-R, &$ -R, 0 
-&; -R, 0 0 
-Kp 0 -Kp~ -ICI 
V 
becomes 
Now, we shift the equilibrium to the origin. To 
this end, we define the new coordinates w = v - F 
where i E W4 is an equilibrium of (11). Below we 
will show that, for all practical purposes, the equi- 
librium is unique. The transformed dynamic model 
L 
^ c3++3 
-R, R,- 
82 
-R,+ ‘i72 0 
P 
1 1 _ 9 + w* 
3”’ - B2 O 
W. 
(12) 
Now we will prove the following. 
Proposition 3. The equilibria of (11) are indepen- 
dent of Kp, KI. Further, the equilibrium is unique 
for all values of TL if and only if 0 < 8, I 3Rr. 
ProoJ The equilibria of (11) are all solutions 1 E 
Iw4 to the equation 
-R, i$: -RI 0 
[I 0 -A,: B - -R, B 0 0 - Rd2 0 = 
0 
-Kp 0 -Kp% -KI ’ + Kprt 
_ 8* [ 1 -TL 
10 v2 0 
i F 
For any equilibrium point we must have ELI = 0 as 
can be seen from the third and fourth row of equa- 
tion (11). This simplifies the equilibrium equations 
to 
Simple algebraic manipulations lead to the follow- 
ing third-order polynomial in i$: 
R,k,i$ - &TL~$ + R,&J4i$ - Rffi4~L =O. 
(13) 
If the equilibrium value of i$ is known, then v’i and 
i$ can be calculated using 
R,9 = UM4 + &@M2 
RfjS4 +kfi$ . (15) 
Henceforth, we will concentrate on the real solu- 
tions of (13). In particular we will investigate the 
conditions under which the function TL = TL( G3) 
is bijective, i.e. i$ is also a function of TV. 
The expression for TL as a function of Y3 is 
Clearly, TL (F3) is continuous and subjective. Then, 
it is a bijection if it is strictly monotonic. The deriva- 
tive of ~~(93) is 
drL -= 
d?s 
Rr&v’: + (3R;8,f14 - R,&J4) i$ + R,3i?,flg 
(R;fi4 + &F$)2 
(16) 
The denominator in this equation is always posi- 
tive. Therefore, if the numerator is of constant sign, 
TL( V3 ) is bijective. The numerator of (16) is a poly- 
nomial in V$. This polynomial is of constant sign if 
its discriminant is less than or equal to zero, that 
is, if 
9R4-10R2R2+p_0. r r r r< 
The discriminant is a polynomial in & which is less 
than or equal to zero for Rf E [R:, 9Rf]. 
Also, if 8, < fiR, then all terms in the numera- 
tor in (16) are strictly positive. Then, TL is a mono- 
tonic function of i;3. If, on the other hand, Rr > 3R, 
then values for i$ can be found where 2 < 0, so 
that TL as a function of i$ is not monotonic any- 
more and therefore not bijective. 
W 
From (14)-(15), the following bounds on fi, i% 
can be calculated, which will be used in Section 6: 
As an example of the existence of multiple equi- 
libria for certain ranges of TL, the roots of (13) will 
now be determined by application of the root locus 
technique to the more suitable form of (13). 
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-2L _...I . . ..II 
-2 -1.5 -1 -0.5 0 05 1 
Fig. 4. Root locus of the system equilibria for 
I& = 3R,. 
-1 5 
i 
-2’ 
-2 .I.5 -1 -0.5 0 0.5 1 1 5- 2 
Fig. 5. Root locus of the system equilibria for 
I?, > 3R,. 
The uniqueness of equilibrium for R2, = 3R, is 
evident from Fig. 4, since there are three coincid- 
ing real roots for one value of TL, while for any 
other value of TL there is only one real root. The 
nonuniqueness of the equilibria for i?‘, > 3R, causes 
the locus of Fig. 5 to have three distinct real roots 
for a certain range of TL. If R, < 3R, then the two 
poles go directly to the zero without crossing the 
real axis. 
Before closing this Section it is interesting to ‘pull 
out’ the nonlinear terms of (12) as 
-KP 
KP - 
-jp 
I i _ P 
kW2 
-bJ, w-j 
-Kpw2 fi2‘ 
w2 l- 
W 
(19) 
Noting the presence in the right-hand term of the 
scaling factor 3 and referring to Fig. 1 we see from 
(19) that, roughly speaking, the closed-loop system 
behaves ‘almost linearly’ if the PI speed loop is not 
too tight. That is, if 3 is ‘small’ and/or slowly time 
varying. 
LOCAL ASYMPTOTIC STABILITY 
In this section we will study, via the first Lya- 
punov method, the local asymptotic stability of 
(12). Towards this end, we see that the systems first- 
order approximation is simply the first right-hand 
term of (19) whose characteristic polynomial is 
-1 1 _ c2 
TV3 -Bz .s 
Given the complexity of the expression above (recall 
that 5 is itself a nonlinear function of the motor 
parameters) we are unable at this point to make 
a general statement concerning the stability of the 
roots of this polynomial. Consequently, we will only 
consider below some special cases. In particular, 
we will show that, even with zero load torque, the 
equilibrium may become unstable. 
Known parameter case. 
As shown before when R, = d, the equilibrium 
is GAS. However, to provide some tuning rules it 
is interesting to look at the behaviour of the roots 
of the linearized system, for instance, as a function 
of the load torque. To this end, we write the char- 
acteristic polynomial in a TL-root locus form as 
T;R; 
l-t- 
1 
fi4 (s + R,J2 
(s2 + Kps + K,) = 0. 
The closed loop then has two poles at fixed posi- 
tions determined by Kp, K, and, as ~~ increases, 
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the double pole at s = -R, moves along straight 
asymptotes in the left half plane. 
Proposition 4. Local stability in zero load torque 
case. Assume TL = 0. Then, the system is locally 
asymptotically stable if Kj > KI. On the other 
hand, the equilibrium will be unstable if R, > 
R, + Kp and a large integral gain is used. 
Proof Note that TL = 0 implies a unique equilib- 
rium with @ = 0, i+ = 0, i$ = b2 irj = 0 and i74 = 0. 
Then, the characteristic equation reduces to 
(s + R,)2Ms + Kp) + KI) + Kp(s + R,)(& - R,)s 
+(s + R,)(& - R,)K[ = 0. 
The proof is completed noting that this equation 
has one root at s = -Rr, while from Routh-Hurwitz 
we know that the other roots are on the open the 
left-hand plane if and only if 
- . ,. 
RrR,Kp + R,K; > (R, - R, - KP)KI. 
(20) 
Therefore, the equilibrium is unstable if R, - R, - 
Kp > 0 and KI is sufficiently large. Also, this con- 
dition implies that the system is locally asymptoti- 
cally stable if KS > KI. 
n 
The proposition above shows that one can choose 
PI-controller gains that guarantee local asymptotic 
stability for all values of the rotor resistance. Also, 
it shows that the system can be destabilized, in the 
sense of having unstable equilibria; if the rotor re- 
sistance is overestimated, the proportional gain is 
small, and a large integral gain is used. For exam- 
ple,if_Y,j=O,~~=O,R=l,R=4,Kp=land 
K, = 6 then the system is unstable (Fig. 6). 
6. GLOBAL ASYMPTOTIC STABILITY 
In this section we will investigate GAS of the 
equilibrium using Lyapunov’s second method. 
Namely, we will construct a Lyapunov function of 
the form 
where P is a positive definite constant matrix. To 
select P we first find positive semi-definite matrices 
Pi that lead to expressions without cubic terms in 
the derivative of V. Second, linear combinations of 
these positive semi-definite matrices are constructed 
that lead to a negative definite P(w) if R, = A’,. 
Then, the positive definiteness of P is checked. Fi- 
nally, we prove that the system is globally asymp- 
totically stable if & is close enough to R,. 
1000 
0100 L I 
i 
-500-l 
R, 
PI = 0000 lp2= 
0 00 0 
0000 
0 00 0 
-100 i?, I* p~=[~~~p~~,~=[K~~i~~]. 
Fig. 6. Instability caused by overestimation of R 
and small stability margin. 
6.1. Positive semi-definite matrices to avoid cubic 
terms 
To construct our Lyapunov-function candidate 
we consider for P linear combinations of the follow- 
ing positive semi-definite matrices Pi, i = 1, . .., 4. 
The corresponding functions q(w) = iWTPiW, i = 
1, ..,, 4 have derivatives 
J+(w) = wTP1k 
= _R w2 _ RJ2 - &2 
r 1 
B2 
WI w 
-R& - +w,,,. 
Vz(w) = WTP2ti 
= R, +& 2 R, -a,“1 - ~WIW 
+(I& + Rr)w1w4 + Rr~w4, 
&(w) = w’P+ = -K~Kpwi - K1w3w4. 
i/k(w) = WTP4l.b 
= -K;(Rr+$)w: 
- (K&(R, + 8,) + K;R*) WIW~ 
,. e 
-Kp&Rrw~ w4-KpRrRrw: 
-K&w3w4. 
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Since these derivatives have only quadratic terms, 
the derivative of V(w) = wTPw will also have only 
quadratic terms if P is a linear combination of 
Pi, i = 1, . . . . 4. As a consequence, the global nega- 
tive definiteness of v(w) can be easily checked. 
6.2. Construction of a Lyapunov function 
Proposition 5. There is a positive definite constant 
matrix P such that V(w) = 4 wTPw is a Lyapunov 
function for the system (12) with VI, &, Vs the so- 
lutions of (13)-(15) if & = R,, or if R, is close 
enough to R,. 
Proof We begin the proof by constructing a Lya- 
punov function for the case 8, = R,. Then, we will 
show that this function is also a Lyapunov function 
if 8, is close enough to R,. 
If 8, = R,, the cross-terms in i/l(w) dissappear 
because Vi = 0 and V2 = fi2 in equilibrium. Con- 
sider the matrix 
P, = PJ -+ Pd. 
This choice of P, results in the candidate Lyapunov 
function VU(w) = iwTPOw with derivative 
VU(w) = -2K;R,wf - RfKpw$ - K,Kpw; 
- (2KpRj + K;Rr) w~wx - KPKIR~WIW~ 
--WI +Rf&hw4. 
The cross-term in w3w4 can be cancelled by adding 
a term in 9 to P, 
Ph = PJ + P4 + 
KI -I- Rf KI 
R, 
9, 
which results in the candidate Lyapunov function 
Vb(w) with derivative 
v/,(w) = -2 K;R, + 
KI -I- RfKI 
R, 
w: 
-RfKpw; - KIKpw; 
- 2KpRf + K;R, -I 
KI -I- R;KI 
R w1w3 
r 
+ (WI + R:&) - KPKIR,) ~1~4 
=-- al wf - ajw: - a4wi 
-2h3WW +%4WW4. 
This derivative can always be rendered negative def- 
inite by adding a component (zj + ~4) Pi to the ma- 
trix Ph 
P = Pj + P4 + 
KI + R;K, 
& 
p2 + (z3 + Z4)Pl, 
where the coefficients ~3, z4 are chosen to compen- 
sate for the cross-terms as follows: 
I b2 z,=_13 
R, a3 
1 b:4 
24=R,a4’ 
so that the derivative of the Lyapunov function 
V(w) = kwTPw becomes 
Vi(w) = -alw: 
-a,w: - a4wj - 2b,3wl w3 + 2b,4w, IL’~ 
The function V(w) is positive definite and its 
derivative is negative definite. Therefore, V(w) is a 
strict Lyapunov function for R, = A,. 
To prove that V(w) is a Lyapunov function also 
if R, + h, and 8, close enough to R,, we write for 
the derivative 
p(w) = -wTQw 
and prove that Q is positive definite if IR, - I$ is 
small enough. 
A necessary and sufficient condition for a sym- 
metric matrix Q to be positive definite is that all 
its leading principal minors are positive. The lead- 
ing principle minors of Q are continuous functions 
of the elements of Q. The elements of Q depend 
continuously on the coefficients of the polynomials 
c(w), i = 1, . . . . 4. The coefficients of c(w), i = 
2, . . . . 4 are continuous functions of 4,. From (17)- 
( 1 S), the following bounds on the coefficients of the 
cross-terms in $‘i (w) are obtained: 
Therefore, these coefficients are continuous func- 
tions of fii, around k, = R,. Therefore, the leading 
principal minors of Q are continuous functions of 
& around i?, = R,, so that Q is positive definite if 
A, is close enough to R,. 
n 
Discussion 
Necessary and sufficient conditions for a func- 
tion V(w) = wTPw to be a Lyapunov function 
for the general system (12) with P = Cr;P, 
and ci > 0, have been derived but they are not 
given here since the conditions are very com- 
plicated. 
If the function V(w) constructed in the proof 
of Proposition 5 is not a Lyapunov function 
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for certain 8, f Rr, other candidate Lyapunov 
functions can be constructed similarly to in- 
vestigate stability. 
l The robustness of practical systems with re- 
spect to rotor resistance stimation can be in- 
vestigated with a numerical approach. For ex- 
ample, consider the parameter values Kp = 1, 
KI = 0.5, R, = 1, fir = 1.6 and arbitrary TL 
and 8. Then, a Lyapunov function is 
I’(w) = w= 
1 +R2 
49 + K,L R 
r 
This function is positive definite, and its 
derivative is negative definite because 
P(w) = -w=Q(V,, V2)w, 
with Q( i+, $ a matrix whose off-diagonal el- 
ements depend on VI, 4 such that the leading 
principal minors of Q are positive for all pos- 
sible values of i$ , Vq. 
7. CONCLUSIONS 
We have shown that the widely used indirect field- 
oriented control is globally asymptotically stable if 
the estimated rotor resistance stimate is estimated 
close enough to the real value. Unique equilibria 
are guaranteed if the estimated rotor resistance is 
within a 200% error range. Also, all signals in the 
system remain uniformly bounded if the estimated 
rotor resistance is close enough to the real rotor re- 
sistance. Particularly, with a sufficiently small inte- 
gral gain, all signals are uniformly bounded if the 
rotor resistance is estimated within a 100% error 
range. The system becomes locally unstable if the 
rotor resistance is overestimated and a large integral 
gain is used. Local asymptotic stability is guaran- 
teed if the square of the proportional gain is larger 
than the integral gain. 
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APPENDIX A. PROOF OF PROPOSITION 2 
Starting from (6) we have 
The rest of the derivation is expressing e-‘PdR as a bounded 
signal, which ensures a bounded nonlinear feedback since it is 
multiplied by Td. 
A. 1. Boundedness of emJpdZ 
The definition of i is R = x - xd and 8, = 8, - R, so that 
the derivative becomes 
i=i-& 
= -R,(x - xd) - f&l4 + &Xd 
= -R,i + &(xd - U). 
The factor xd - u can be replaced 
1 
Xd - U = -7.Q = -$T,jJX& 
& 
so that 
1 
k = -R,.Z - li, _i TdJX& 
B 
JX,j is bounded 
so that the derivative of 1 becomes 
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,i = -R,i - j~~fie’Y.1 
From this equation, .2(t) follows from the convolution integral 
-Rd-s) ~rTd(s)eJpdW 
Integration by parts results in an expression for the integral 
eR,s deJPd (s) 
ds 
& = eR~.~eJ~d II, _ 
= e&:eJ~d(r) _ eJPd(0) _ R, 
so that, with initial conditions .X(O) = 0, .rd(O) = [fi, OIT 
e -JP,I(~),~.(~) _ e~Jm(f)e-Rr~ - .x(O) 
i&B - 
= -ye R,r,-J&I(!) 
( 
eR,reJ~,~(f) _ eJ~<~(0) 
& 
r, 
-& 
J 
eJ~deRr.\ & 
0 )[ 1 ; 
where ztt, T) is defined as 
Z(t. S) = Pd([) - Pdb). 
A.2. Elimination of 2 from the expression for id 
To eliminate e-JP”.i- from the equation 
,=-(,+:)(,-Ty--j-T fl]emJp”.f). 
fill in 
where functions ft. f~ E L, depend on the initial values 
Id(O), &t(O), SO that 
] 
T$r) fi] e-J~dl = e-Rr’f, (t) 
+Tde-R’rfZ(t) + $Td(*) 
-~Rr/~emRr(‘-‘) (ycosz+j3sinz)ds, 
which finally leads to 
With differential operator p, this can be also written as 
(~+(~)(l-$))T,,= 
( ) 
Kp f F (TL + emRr’fi (f) + /2(t)emRr’T,j) 
-(Kp+~)~Rr~~e-Rr(‘~“‘(~cos~,)+psinr)ds, 
so that Td is the output of a linear time-invariant operator 
G(p) with a nonlinear feedback b(t) 
PKP +KI’ 
Td(f) = ~ +(pKp+K,) I-; 
( -1 
~~]~~-R~C~-.\1 (y cosr+ flsin:)ds 
PKP + KI 
+P’+(P&+&)(]-$) 
X(TL + fi(t)e -Rrr + Tdf2(f)e-R”)_ 
A.3. Feedback gain calculation 
The bounded signal b(t) which is multiplied with T,j is 
- t 
h(f) = -y 
s 
eCRr(‘ms) cost ds + ft(f)e-“‘, 
r 0 
and it follows that b(r) = b,(r) + bl(f) with 
