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Introduction
The relevance of algebras such as the Weyl algebra An(C), the enveloping algebra U(sl2) and its primitive
quotients Bλ and other algebras related to algebras of differential operators is already well-known. Recently,
some articles where their Hochschild homology and cohomology has an important role have been written
(see for example [1], [2], [3], [10], [11], [19], [20]). Both the results obtained in [1] and in [20] seem to depend
strongly on intrinsic properties of A1(C) and U(sl2). However, it is not entirely the case.
In this article we consider a class of algebras, called generalized Weyl algebras (GWA for short), defined
by V. Bavula in [4] and studied by himself and collaborators in a series of papers (see for example [4], [5],
[6]) from the point of view of ring theory.
Our aim is to compute the Hochschild homology and cohomology groups of these algebras and to study
whether there is a duality between these groups.
Examples of GWA are, as we said before, n-th Weyl algebras, U(sl2), primitive quotients of U(sl2), and
also the subalgebras of invariants of these algebras under the action of finite cyclic subgroups of automor-
phisms.
As a consequence we recover in a simple way the results of [1] and we also complete results of [11], [14]
and of [20], giving at the same time a unified method for GWA.
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The article is organized as follows:
In section 1 we recall from [4] the definition of generalized Weyl algebras and state the main theorems.
In section 2 we describe the resolution used afterwards in order to compute the Hochschild homology and
cohomology groups. We prove a “reduction” result (Proposition 2.3) and finally we prove the main theorem
for homology using an spectral sequence argument.
Section 3 is devoted to the computation of Hochschild cohomology of GWAs. As a consequence of the
results we obtain, we notice that the hypotheses of Theorem 1 of [21] are not sufficient to assure duality
between Hochschild homology and cohomology. We state here hypotheses under which duality holds.
In section 4 we consider subalgebras of invariants of the previous ones under diagonalizable cyclic actions
of finite order. We first show that these subalgebras are also GWA and we state the main theorem concerning
subalgebras of invariants.
Finally, in section 5, we begin by describing some applications of the above results. The first application
is to specialize the results to the usual Weyl algebra. Secondly, we consider the primitive quotients of sl2,
and considering the Cartan involution Ω we answer a question of Bavula ([5] remark 3.30) and we finish
the proof of the main theorem. The formula for the dimension of HH∗(A
G) explains, in particular, the
computations made by O. Fleury for HH0(B
G
λ ).
We will work over a field k of characteristic zero and all algebras will be k-algebras. Given a k-algebra
A, Autk(A) will always denote the group of k-algebra automorphisms of A.
1 Generalized Weyl Algebras
We recall the definition of generalized Weyl algebras given by Bavula in [4].
Let R be an algebra, fix a central element a ∈ Z(R) and σ ∈ Autk(R). The generalized Weyl Algebra
A = A(R, a, σ) is the k-algebra generated by R and two new free variables x and y subject to the relations:
yx = a xy = σ(a)
and
xr = σ(r)x ry = yσ(r)
for all r ∈ R.
Examples:
1. If R = k[h], a = h and σ ∈ Autk(k[h]) is the unique automorphism determined by σ(h) = h− 1; then
A(k[h], a, σ) ∼= A1(k), the usual Weyl algebra, generated by x and y subject to the relation [x, y] = 1.
2. Let R = k[h, c], σ(h) = h− 1 and σ(c) = c, and define a := c−h(h+1). Then A(k[h, c], σ, a) ∼= U(sl2).
Under the obvious isomorphism (choosing x, y and h as the standard generators of sl2) the image of
the element c corresponds to the Casimir element.
3. Given λ ∈ k, the maximal primitive quotients of U(sl2) are the algebras Bλ := U(sl2)/〈c − λ〉, cf. [9].
They can also be obtained as generalized Weyl algebras because Bλ ∼= A(k[h], σ, a = λ− h(h+ 1)).
We will focus on the family of examples A = A(k[h], a, σ) with a =
∑n
i=0 aih
i ∈ k[h] a non-constant
polynomial, and the automorphism σ defined by σ(h) = h− h0, with h0 ∈ k \ {0}.
There is a filtration on A which assigns to the generators x and y degree n and to h degree 2; the
associated graded algebra is, with an obvious notation, k[x, y, h]/(yx− anh
n). This is the coordinate ring of
a Klein surface. We remark that this is a complete intersection, hence it is a Gorenstein algebra.
There is also a graduation on A, which we will refer to as weight, such that deg x = 1, deg y = −1 and
deg h = 0.
We will denote, for polynomial a, b ∈ k[h], deg a the degree of a, a′ = ∂a
∂h
the formal derivative of a, and
(a; b) the greatest common divisor of a and b.
Our main results are the following theorems, whose proofs will be given in next sections.
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Theorem 1.1. Let a ∈ k[h] be a non-constant polynomial, σ ∈ Autk(k[h]) defined by σ(h) = h − h0 with
0 6= h0 ∈ k. Consider A = A(k[h], a, σ) and n = deg a, d = deg(a; a
′).
• If (a; a′) = 1 (i.e. d = 0), then dimkHH0(A) = n− 1, dimkHH2(A) = 1, and HHi(A) = 0 for i 6= 0, 2.
• If d ≥ 1 then dimkHH0(A) = n− 1, dimkHH1(A) = d− 1, and dimkHHi(A) = d for i ≥ 2.
Theorem 1.2. Let a ∈ k[h] be a non-constant polynomial, σ ∈ Autk(k[h]) defined by σ(h) = h − h0 with
0 6= h0 ∈ k. Consider A = A(k[h], a, σ) and n = deg a, d = deg(a; a
′).
• If (a; a′) = 1 (i.e. d = 0), then dimkHH
0(A) = 1, dimkHH
2(A) = n−1, and HHi(A) = 0 for i 6= 0, 2.
• If d ≥ 1 then dimkHH
0(A) = 1, dimkHH
1(A) = 0, dimkHH
2(A) = n− 1, and dimkHH
i(A) = d for
i ≥ 3.
2 A resolution for A and proof of the first theorem
In this section we will construct a complex of free Ae-modules and we will prove, using an appropriate
filtration, that this complex is actually a resolution of A.
The construction of the resolution is performed in two steps. First we consider an algebra B above A
which has “one relation less” than A. Then we use the Koszul resolution of B and obtain a resolution of A
mimicking the construction of the resolution for the coordinate ring of an affine hypersurface done in [7].
Let us consider V the k-vector space with basis {ex, ey, eh} and the following complex of free A
e-modules:
0→ A⊗ Λ3V ⊗A→ A⊗ Λ2V ⊗A→ A⊗ V ⊗A→ A⊗A→ 0 (†)
In order to define the differential, we consider the elements λk ∈ k such that
σ(a)− a =
n−1∑
k=0
λkh
k
and let
e[x,y] =
∑
k,i
λkh
iehh
k−i−1, e[x,h] = −ex, e[y,h] = ey ∈ A⊗ V ⊗A.
For simplicity, in these formulas we have written for example xey instead of x ⊗ ey ⊗ 1 ∈ A ⊗ V ⊗ A and
similarly in the other degrees.
The differential in (†) is formally, with these notations, the Chevalley-Eilenberg differential; for example,
d(αex ∧ eyβ) = αxeyβ − αeyxβ − αyexβ + αexyβ − αe[x,y]β.
Lemma 2.1. The homology of the complex (†) is isomorphic to A in degree 0 and 1, and zero elsewhere.
Proof. We consider the k-algebra B freely generated by x, y, h modulo relations
xh = σ(h)x, hy = yσ(h), xy − yx = σ(a)− a.
Let f := yx− b ∈ B where b ∈ k[h] is such that σ(b)− b = a; observe that f is central in B. This algebra B
has been studied by S. Smith in [15]. Our interest in it comes from the fact that A is the quotient of B by
the two sided ideal generated by f . In particular, B has a filtration induced by the filtration on A, and it is
clear that the associated graded algebra is simply k[x, y, h].
We claim that a complex similar to (†) but with A replaced throughout by B is a resolution of B by free
Be-modules. Indeed, the filtration on B extends to a filtration on this complex, and the associated graded
object is acyclic, because it coincides with the usual Koszul resolution of the polynomial algebra k[x, y, h] as
a bimodule over itself.
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The original complex can be recovered by tensoring over B with A on the right and on the left, or,
equivalently, by tensoring over Be with Ae. As a result, the homology of the resulting complex computes
TorB
e
∗ (B,A
e) ∼= TorB∗ (A,A) (see for example IX.§4.4 of [8]).
Consider now the free resolution of A as a left B-module
0→ B → B → A→ 0
with the map B → A being the natural projection and the other one multiplication by f . This can be used
to compute TorB∗ (A,A), and the proof of the lemma is finished.
In order to kill the homology of the complex (†), we consider a resolution of the following type:
0 // A⊗ Λ3V ⊗A // A⊗ Λ2V ⊗A // A⊗ V ⊗A // A⊗A // 0
0 // A⊗ Λ3V ⊗A
OO
// A⊗ Λ2V ⊗A
OO
// A⊗ V ⊗A
OO
// A⊗A
OO
// 0
OO
0 // A⊗ Λ3V ⊗A
OO
// A⊗ Λ2V ⊗A
OO
// A⊗ V ⊗A
OO
// A⊗A
OO
// 0
OO
OO OO OO OO
(‡)
The horizontal differentials are the same as before, and the vertical ones–denoted “.df”–are defined as follows:
.df : A⊗A→ A⊗ V ⊗A
1⊗ 1 7→ yex + eyx−
∑
i,k
akh
iehh
k−i−1
.df : A⊗ V ⊗A→ A⊗ Λ2V ⊗A
ex 7→ −ex ∧ eyx+
∑
i,k
akσ(h
i)ex ∧ ehh
k−i−1
ey 7→ −yey ∧ ex +
∑
i,k
akh
iey ∧ ehσ(h
k−i−1)
eh 7→ −yeh ∧ ex − eh ∧ eyx
.df : A⊗ Λ2V ⊗A→ A⊗ Λ3V ⊗A
ey ∧ eh 7→ yey ∧ eh ∧ ex
ex ∧ eh 7→ ex ∧ eh ∧ eyx
ex ∧ ey 7→ −
∑
i,k
akσ(h
i)ex ∧ ey ∧ ehσ(h
k−i−1)
Proposition 2.2. The total complex associated to (‡) is a resolution of A as Ae-module.
Proof. That it is a double complex follows from a straightforward computation. We consider again the
filtration on A and the filtration induced by it on (‡). All maps respect it, so it will suffice to see that
the associated graded complex is a resolution of grA. Filtering this new complex by rows, we know that
the homology of the rows compute TorgrB∗ (gr(B), gr(B)). The only thing to be checked now is that the
differential on the E1 term can be identified to .df , and this is easily done.
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In order to compute HH∗(A) we can compute the homology of the complex (A ⊗Ae (A ⊗ Λ
∗V ⊗
A), .df, dCE) ∼= (A⊗Λ
∗V, .df, dCE). This is a double complex which can be filtered by the rows, as usual, so
we obtain a spectral sequence converging to the homology of the total complex. Of course, the first term is
just the homology of the rows.
The computation of Hochschild homology can be done in a direct way; however, it is worth noticing that
this procedure can be considerably reduced. Let X∗ = (A ⊗ Λ
∗V, d) be the complex obtained by tensoring
the rows in (‡) with A over Ae, and let X0∗ be the zero weight component of X∗.
Proposition 2.3. The inclusion map X0∗ → X∗ induces an isomorphism in homology.
Proof. Let us define the map s : A⊗Λ∗V → A⊗Λ∗+1V by s(w ⊗ v1 ∧ · · · ∧ vk) := w⊗ v1 ∧ · · · ∧ vk ∧ eh. A
computation shows that
(dCEs+ sdCE)(w ⊗ v1 ∧ · · · ∧ vk) = weight(w ⊗ v1 ∧ · · · ∧ vk).(w ⊗ v1 ∧ · · · ∧ vk). (1)
Since char(k) = 0, this “Euler” map is an isomorphism for non-zero weights, but it is the zero map in
homology, because (1) shows that it is homotopic to zero.
2.1 The term E1
Computation of HH0(A). We remark that in the graduation by weight A = ⊕n∈ZAn we have A0 = k[h],
and, for n > 0, An = k[h]x
n and A−n = k[h]y
n.
We have to computeHH0(A) = A/[A,A] = A/([A, x]+[A, y]+[A, h]), and this is, according to proposition
2.3, the same as A0/([A−1, x] + [A1, y] + [A0, h]).
Since A0 = k[h], [A0, h] = 0. Because A−1 = k[h]y, a system of linear generators of [A−1, x] is given
by commutators of the form [hiy, x] = hia − σ(hia) = (Id − σ)(hia). On the other hand, A1 = k[h]x, so
[A1, y] is spanned by the [h
jx, y] = hjσ(a)− σ−1(hj)a = (Id− σ)(−σ−1(hj)a) for j ≥ 0. As a consequence,
[A1, y] + [A−1, x] = [A−1, x] is the subspace of A0 = k[h] of all polynomials pa− σ(pa) with p ∈ k[h].
The k-linear map Id− σ : k[h]→ k[h] is an epimorphism, and its kernel is the one dimensional subspace
consisting of constant polynomials. The subspace of multiples of a has codimension deg a = n, so the image of
the restriction of Id−σ to this subspace has codimension n−1. Then we conclude that dimkHH0(A) = n−1;
a basis is given for example by the set of homology classes {[1], [h], [h2], . . . , [hn−2]}.
Homology of the row in degree 1. Recall that we only have to consider the subcomplex of elements of
weight zero. Let us then suppose that c = syex + txey + ueh is a 1-cycle in the row complex of weight zero.
This implies that
d(syex + txey + ueh) = σ
(
(σ−1(t)− s)a
)
− (σ−1(t)− s)a = 0.
As a consequence, (σ−1(t) − s)a ∈ Ker(Id− σ) = k. But a is not a constant polynomial, so σ−1(t)− s = 0.
In other words, s = σ−1(t) and the cycle can be written in the form
σ−1(t)yex + txey + ueh.
The horizontal boundary of a 2-chain pex ∧ ey + qyex ∧ eh + rxey ∧ eh is
dCE(pex ∧ ey + qyex ∧ eh + rxey ∧ eh) =
= (p− σ(p))xey + (σ
−1(p)− p)yex +
(
−p(σ(a′)− a′) + (q − σ−1(r))a− σ((q − σ−1(r))a)
)
eh.
We can choose p such that σ(p) − p = t, so that, adding d(pex ∧ ey) to c, we obtain cycle homologous to c,
in which the only eventually non-zero coefficient is the one corresponding to eh. We can then simply assume
that c is of the form ueh to begin with, and we want to know if it is a boundary or not.
The equation d(pex ∧ ey + qyex ∧ eh + rxey ∧ eh) = ueh implies p = σ(p), so p ∈ k, and
u+ (−(σ(a′)− a′)p) = −σ((q − σ−1(r))a) + (q − σ−1(r))a. (2)
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If n = deg a = 1, then we are in the special case of the usual Weyl algebra. In this case a′ ∈ k and
σ(a′) − a′ = 0, so there is one term less in the left hand side of (2) and the homology of the row in this
degree is zero.
Suppose now n ≥ 2; if p = 0 then u ∈ Im((Id − σ)|a.k[h]), and we have, as in degree zero, that
{[1], . . . , [hn−2]} is a basis of the quotient. If p 6= 0, we have to mod out a (n − 1)-dimensional space
by the space spanned by a non-zero element, so we obtain a (n − 2)-dimensional space. We notice that
deg(σ(a′)−a′) = deg a−2, and since n ≥ 2, the element σ(a′)−a′ is a non-zero element of k[h]/(Id−σ)(a.k[h]).
Homology of the row in degree 2. The boundary of a weight zero element in degree two
w := sex ∧ ey + tyex ∧ eh + uxey ∧ eh is:
d(w) = (s− σ(s))xey − (s− σ
−1(s))yex +
(
(a′ − σ(a′))s+ (t− σ−1(u))a− σ((t− σ−1(u))a)
)
eh.
If d(w) = 0, we must have that s = σ(s), so s ∈ k, and that
s(σ(a′)− a′) = −(t− σ−1(u))a− σ((t − σ−1(u))a).
If s 6= 0, then the expression on the left is a polynomial of degree n − 2, and the degree of the polynomial
on the right is (if it is not the zero polynomial) n+ deg(t− σ−1(u)) − 1. This is only possible if both sides
are zero and we see that σ(t) = u.
We mention that in the case deg a = 1 (i.e. the usual Weyl algebra), the expression on the left is always
zero independently of s, so the argument is not really different in this case.
Now we compute the 2-boundaries: as p varies in k[h], they are the elements
d(pex ∧ ey ∧ eh) = [p, x]ey ∧ eh − [p, y]ex ∧ eh + [p, h]ex ∧ ey
= (p− σ(p))xey ∧ eh − (p− σ
−1(p))yex ∧ eh.
Given u, there is a p such that (Id− σ)(p) = u, and this p automatically satisfies σ−1(p)− p = t.
We remark that the coefficient corresponding to ex ∧ ey in a 0-weight boundary, is always zero. As a
consequence, in the case of the usual Weyl algebra, the class of ex ∧ ey is a generator of the homology. On
the other hand, if n ≥ 2 the homology is zero.
Homology of the row in degree 3. The homology in degree three is the kernel of the map A⊗Λ3V →
A⊗ Λ2V given by
w 7→ [w, x]ey ∧ eh − [w, y]ex ∧ eh + [w, h]ex ∧ ey.
It is clearly isomorphic to the center of A, which is known to be k (see for example [4]). A basis of the
homology is given by the class of ex ∧ ey ∧ eh.
Summary. We summarize the previous computations in the following table showing the dimensions of the
vector spaces in the term E1. In each case, the boxed entry has coordinates (0, 0).
1 0 n− 2 n− 1
1 0 n− 2 n− 1
1 0 n− 2 n− 1
1 0 n− 2 n− 1
1 1 0 0
1 1 0 0
1 1 0 0
1 1 0 0
n ≥ 2 The Weyl algebra (n = 1)
2.2 The term E2
The differential d1 corresponds to the vertical differential in the original complex. Let n ≥ 2. The only
relevant component is the map .df : A→ A⊗ V ; we recall that it is defined by
.df(b) = byex + σ(b)xey − ba
′eh.
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Adding dCE(pex ∧ ey), where p is such that b = σ(p) − p, we see that the expression byex + σ(b)xey −
ba′eh is homologous to
(
−σ
(
σ−1(p)a′
)
+
(
σ−1(p)a′
))
eh, and, since the homology of the row in the place
corresponding to A ⊗ V is isomorphic to k[h]/(Id − σ)(a.k[h])eh, we conclude that the cokernel of the first
differential of the spectral sequence (in the same place) is isomorphic to k[h]/(Id−σ)(a.k[h]+a′k[h])eh. The
subspace ak[h] + a′k[h] has codimension d = deg(a; a′), so (Id− σ)(ak[h] + a′k[h]) has codimension d− 1 (or
zero if d = 0).
By linear algebra arguments, the dimension of the kernel of this differential is d. The corresponding table
at this step of the spectral sequence is the following:
1 0 d− 1 n− 1
1 0 d− 1 d
1 0 d− 1 d
1 0 d− 1 d
1 0 0 n− 1
1 0 0 1
1 0 0 1
1 0 0 1
d ≥ 1 d = 0
In case n = 1, the homology of the Weyl algebra is well-known (see for example [13] or [17]), but for
completeness we include it. The only relevant differential is the one corresponding to the map A⊗ Λ2V →
A⊗ Λ3V . The generator of the homology of the row in the place corresponding to A⊗ Λ2V is ex ∧ ey, and
.df(ex ∧ ey) = −σ(a
′)ex ∧ ey ∧ eh. But deg a = 1 so a
′ is a non-zero constant; as a consequence d1 is an
epimorphism and hence an isomorphism. The table of the dimensions is in this case:
0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
n = 1
We recover thus known results.
2.3 The term E3
Since d2 has bidegree (−2, 1), its only eventually non-zero component has as target a vector space of
dimension one, and there are two possibilities: either it is zero, or it is an epimorphism.
In order to decide whether it is an epimorphism, it is sufficient to determine if the element ex ∧ ey ∧ eh is
a coboundary or not. In other words, we want to know if there exist z1 = αxey ∧ eh + βyex ∧ eh + γex ∧ ey
and z2 = p such that z1.ef = ex ∧ ey ∧ eh and
dCE(z1) + .df(z2) = 0. (3)
We have that .df(z1) = (((α − σ(β))σ(a) − γσ(a
′))ex ∧ ey ∧ eh; so .df(z1) = ex ∧ ey ∧ eh if and only if
(α− σ(β))σ(a) − γσ(a′) = 1, (4)
if and only if
(σ−1(α) − β)a− σ−1(γ)a′ = 1.
A necessary and sufficient condition for a solution to this equation to exist is that (a; a′) = 1, in other words,
that a have only simple roots.
If this is the case, let (α, β, γ) be a solution. We have
dCE(z1) = (γ − σ(γ))xey − (γ − σ
−1(γ))yex +
+
(
−γ(σ(a′)− a′) + (β − σ−1(α))a − σ((β − σ−1(α))a)
)
eh;
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and using (4) we see that this is equal to
(γ − σ(γ))xey − (γ − σ
−1(γ))yex + (γ − σ
−1(γ))a′eh.
On the other hand, .df(z2) = .df(p) = pyex + σ(p)xey − pa
′eh. It is then enough to choose p = σ
−1(γ) − γ
to have equation (3) satisfied.
We conclude that d2 is an epimorphism if (a; a
′) = 1, and zero if not.
We can summarize the results of the above computations in the following table containing the dimensions
of HHp(A):
p (a : a′) = 1 deg((a : a′)) = d ≥ 1
0 n− 1 n− 1
1 0 d− 1
2 1 d
≥ 3 0 d
We note that this proves theorem 1.1.
3 Cohomology
The aim of this section is to compute the Hochschild cohomology of GWA. Once we have done this, we
compare the obtained dimensions with duality results.
We use resolution (‡) of A as an Ae-module to compute cohomology. We apply the functor HomAe(−, A)
and make the following identifications:
HomAe(A⊗ Λ
kV ⊗A,A) ∼= Hom(ΛkV,A) ∼= (ΛkV )∗ ⊗A ∼= Λ3−kV ⊗A.
Here we are identifing (ΛkV )∗ ∼= Λ3−kV using the pairing ΛkV ⊗ Λ3−kV → Λ3V ∼= k given by exterior
multiplication. Using superscripts for the dual basis, the correspondence between the basis of (Λ3−kV )∗ and
the basis of ΛkV is:
eh 7→ ex ∧ ey e
x ∧ eh 7→ −ey 1 7→ ex ∧ ey ∧ eh
ey 7→ −ex ∧ eh e
x ∧ ey 7→ eh
ex 7→ ey ∧ eh e
y ∧ eh 7→ ex
In this way, we obtain the following double complex, whose total homology computes HH∗(A):
0 // A⊗ Λ3V

// A⊗ Λ2V

// A⊗ V

// A

// 0

0 // A⊗ Λ3V

// A⊗ Λ2V

// A⊗ V

// A

// 0

0 // A⊗ Λ3V

// A⊗ Λ2V

// A⊗ V

// A

// 0
The horizontal differentials are, up to sign, exactly the same as in homology. The vertical differentials are
also essentially the same; for example, .df∗ : A→ A⊗ V is such that
.df∗(b) = yb⊗ ex + bx⊗ ey −
∑
i,k
hk−i−1bakh
i ⊗ eh.
Remark. The differences (and similarities) between the above formulas and the corresponding ones in ho-
mology may be explained as follows. Given the map Ae → Ae defined by a⊗ b 7→ az⊗wb, the induced maps
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on the tensor product and Hom are related in the following way: when we use the tensor product functor
we obtain:
A ∼= A⊗Ae A
e → A⊗Ae A
e ∼= A
b 7→ wbz.
When, on the other hand, we use the Hom functor we get:
A ∼= HomAe(A
e, A)→ HomAe(A
e, A) ∼= A
b 7→ zbw.
This fact implies that we already know the homology of the rows, up to reindexing. However it is worth
noticing that there is a change of degree with respect to the previous computation (now degree increases
from left to right). Schematically, the dimensions of these homologies are:
1 0 n− 2 n− 1
1 0 n− 2 n− 1
1 0 n− 2 n− 1
1 0 n− 2 n− 1
From this, it follows that dimkHH
0(A) = 1 and dimkHH
1(A) = 0, independently of the polynomial a. Also
dimkHH
2(A) = n− 1 = deg a− 1, because of the form of the E1 term in the spectral sequence.
As before, there are two different cases: either (i) (a; a′) = 1 or (ii) 1 ≤ deg(a; a′) = d ≤ n − 1. The
following tables give the dimensions of the spaces in the E2 terms of the spectral sequence, in both situations:
1 0 n− 2 1
1 0 0 1
1 0 0 1
1 0 0 1
1 0 n− 2 d
1 0 d− 1 d
1 0 d− 1 d
1 0 d− 1 d
(i) (ii)
In each case, the differential d2 is the same, up to our identifications, as the one considered in section 2.3.
As a consequence, we have: in case (i), the E3 term has the form
1 0 n− 2 0
1 0 0 0
0 0 0 0
0 0 0 0
so E∞ = E3; in case (ii), d2 = 0, and we see that E∞ = E2.
We summarize the results in the following table containing the dimensions of HHp(A):
p (a; a′) = 1 deg(a; a′) = d ≥ 1
0 1 1
1 0 0
2 n− 1 n− 1
≥ 3 0 d
This proves theorem 1.2 concerning cohomology.
It is clear that, when the polynomial a has multiple roots, there is no duality between Hochschild homology
and cohomology, contrary to what one might expect after [21]. This is explained by the fact that in this
case the algebra Ae has infinite left global dimension; in this situation, theorem 1 in [21] fails: one cannot in
general replace ⊗ by ⊗L in the first line of Van den Bergh’s proof. One can retain, however, the conclusion
in the theorem if one adds the hypothesis that either the Ae-module A or the module of coefficients has
finite projective dimension. This is explained in detail in [22].
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4 Invariants under finite group actions
The algebraic torus k∗ = k \ {0} acts on generalized Weyl algebras by diagonal automorphisms. More
precisely, given w ∈ k∗, there is an automorphism of algebras uniquely determined by
x 7→ wx, y 7→ w−1y, h 7→ h.
This defines a morphism of groups k∗ →֒ Autk(A) which we will consider as an inclusion. The automorphism
defined by w ∈ k∗ is of finite order if and only if w is a root of unity, and, in this case, the subalgebra of
invariants can easily be seen to be generated by {h, xm, ym}, where m is the order of w.
The following lemma is a statement of the fact that the process of taking invariants with respect to finite
subgroups of k∗ for this action does not lead out of the class of GWA. This enables us to obtain almost
immediately the Hochschild homology and cohomology of the invariants.
Lemma 4.1. Let A = A(k[h], σ, a) be a generalized Weyl algebra and let G := Z/r.Z act on A by pow-
ers of the diagonal automorphism induced by a primitive r-th root of unity. The subalgebra of invari-
ants AG is isomorphic to the generalized Weyl algebra AG = A(k[H ], τ, a˜), where τ(H) = H − 1 and
a˜(H) = σ−r+1(a)(rH) · · · σ−1(a)(rH)a(rH).
Proof. We know that AG = 〈h, xr, yr〉. Let us write X := xr, Y := yr and H := h/r. Then XH = xrh/r =
σr(h/r)xr = τ(H)X and similarly HY = Y τ(H). Now
Y X = yrxr = yr−1yxxr−1 = yr−1a(h)xr−1 = σ−r+1(a)(h)yr−1xr−1 = σ−r+1(a)(rH)yr−1xr−1.
so clearly the equality yrxr = a˜(H) follows by induction on r.
The idea to compute (co)homology of AG is to replace it by the crossed product A∗G. This change does
not affect the homology provided that AG and A ∗G are Morita equivalent; this is discussed in detail in [1].
In particular, this is the case when the polynomial a has no pair of different roots conjugated to each other
by σ—that is, there do not exist µ ∈ C and j ∈ Z such that a(µ) = a(µ+ j) = 0—because in this situation
the algebra A = A(k[h], σ, a) is simple, as proved by Bavula in [4]. We state this as
Proposition 4.2. Let a ∈ k[h] be a polynomial such that no pair of its roots are conjugated by σ in the
sense explained above. Let G be any finite subgroup of Autk(k[h]). Then there are isomorphisms
HH∗(AG) ∼= H∗(A,A ∗G)G ∼=
⊕
〈g〉∈〈G〉
H∗(A,Ag)Zg ,
where the sum is over the set 〈G〉 of conjugacy classes 〈g〉 of G, and, for each g ∈ G, Zg is the centralizer
of g in G. Also, there are duality isomorphisms HH∗(A
G) ∼= HH2−∗(AG).
Proof. Given the hypotheses in the statement, we are in a situation similar to the one considered in [1]. The
proposition follows from the arguments presented there. The last part concerning homology follows from the
duality theorem of [21], since the global dimensional of AG is finite; see also section 7 in [1].
Under appropriate conditions on the g ∈ G, we are able to compute the Zg-module H∗(A,Ag). This
module has always finite dimension as k-vector space (see proposition 4.4) and the action of Zg is determined
by an element Ω ∈ Autk(A) (see proposition 5.1). This automorphism Ω is a generalization of the Cartan
involution of sl2, and is explained in more detail in section 5.3. We state the theorem, but since we need to
know some facts about the group Autk(A), its proof will finish in section 5.4.
Theorem 4.3. Let us consider a GWA A = A(k[h], σ, a) which is simple. Let G ⊂ Autk(A) be a finite
subgroup such that every element g of G is conjugated in Autk(A) to an element in the torus k
∗. Let us
define a1 := #{〈g〉 ∈ 〈G〉 \ {Id} such that Ω /∈ Zg} and a2 := #{〈g〉 ∈ 〈G〉 \ {Id} such that Ω ∈ Zg}. We
have that
dimkHH
p(AG) =


1 if p = 0
(n− 1) + na1 + [(n+ 1)/2]a2 if p = 2
0 if p = 1 or p > 2
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Remark. In particular, if the action of Zg is trivial, the formula for HH
2 gives dimHH2(AG) = n.#〈G〉 − 1.
Proof. Using the hypotheses and the above proposition, the proof will follow from the computation of the
dimensions of H∗(A,Ag) (proposition 4.4) and the characterization of the action (proposition 5.1).
We state the following proposition for automorphisms g of A diagonalizable but not necessarily of finite
order, although we do not need such generality.
Proposition 4.4. Let g ∈ Autk(A) different from the identity and conjugated to an element of k
∗. Then
H0(A,Ag) = H1(A,Ag) = 0, dimkH
2(A,Ag) = n, and dimkH
∗(A,Ag) = d for each ∗ > 2, where d =
deg(a; a′). Also, dimkH0(A,Ag) = deg a = n, and, for all ∗ > 0, dimkH∗(A,Ag) = d.
We can assume that g ∈ Autk(A) is in fact in k
∗, since, by Morita invariance,H∗(A,Ag) ∼= H∗(A,Ahgh−1)
for all h ∈ Autk(A).
The groups H∗(A,Ag) can be computed using the complex obtained by applying to the resolution (‡)
the functor HomAe(−, Ag); it can be identified, using the same idea as in section 3, to the double complex
0 // Ag ⊗ Λ3V

// Ag ⊗ Λ2V

// Ag ⊗ V

// Ag

// 0

0 // Ag ⊗ Λ3V

// Ag ⊗ Λ2V

// Ag ⊗ V

// Ag

// 0

0 // Ag ⊗ Λ3V

// Ag ⊗ Λ2V

// Ag ⊗ V

// Ag

// 0
This complex is graded (setting weight(g) = 0) in an analogous way to the complex which computesHH∗(A).
It is straightforward to verify that the homotopy defined in 2.3 may be also used in this case. As a conse-
quence, the cohomology of the rows is concentrated in weight zero.
4.1 The term E1
Computation of H0(A,Ag). Let p ∈ k[h] and assume pgex ∧ ey ∧ eh ∈ Ker(dCE), that is, that
(σ(p)− wp)xgey ∧ eh − (σ
−1(p)− w−1p)ygex ∧ eh + 0ex ∧ ey = 0
Then (σ − w.Id)(p) = 0, so p = 0, and the cohomology in degree zero vanishes.
Homology of the rows, degree 1. Given u, v, t in k[h], a computation shows that ugex ∧ ey + vygex ∧
eh + txgey ∧ eh ∈ Ker(dCE), if and only if
(σ−1(u)− w−1u)ygex + (wu − σ(u))xgey +
+ (w−1tσ(a) − σ−1(t)a − u(σ(a′) − a′) + wva − σ(va))geh = 0.
Using again that σ−w.Id is an isomorphism, we conclude that in order for the coefficient of ey to vanish, u
must be zero. Looking at the coefficient of eh, we obtain the only other condition, it is
w−1tσ(a) − σ−1(t)a+ wva− σ(va) = (σ − w.Id)((w−1σ−1(t)− v)a) = 0,
so w−1σ−1(t)− v = 0.
We conclude that any 1-cocycle is of the form
dCE(pgex ∧ ey ∧ eh) = vygex ∧ eh + wσ(v)xgey ∧ eh,
where p ∈ k[h] is chosen so that σ(p)−wp = wσ(v). It follows immediately that the cohomology of the rows
in degree 1 is zero.
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Homology of the rows, degree 2. The 2-coundaries are expressions of the form
(σ−1(u)− w−1u)ygex + (wu − σ(u))xgey +
+ (w−1tσ(a) − σ−1(t)a − u(σ(a′) − a′) + wva − σ(va))geh (5)
A 2-cochain α = pygex + qxgey + rgeh, with p, q, r ∈ k[h] is a cocycle if and only if q = wσ(p) holds; in
particular, this imposes no conditions on r. We can then assume that p = q = 0 in α because one can add
to α a coboundary of the form d(ugex ∧ ey) with u ∈ k[h]. We want now to decide when such a 2-cocycle is
a coboundary. In view of (5) and the fact that σ − w.Id is an isomorphism, we see at once u must be zero.
We are reduced to solve the equation
w−1tσ(a) − σ−1(t)a+ wva− σ(va) = (σ − w.Id)((w−1σ−1(t)− v)a) = r.
This can be solved if and only if (σ − w.Id)−1(r) is a multiple of a, so the codimension of the subspace of
solutions is deg a = n, in other words, the dimension of the cohomology of the rows in degree 2 is n.
Homology of the rows, degree 3. The coboundaries of weight zero are of the form
d(pygex + qxgey + rgeh) = (wpa− σ(pa) + w
−1qσ(a)− σ−1(q)a)g = (σ − w.Id)((w−1σ−1(q)− p)a)g
with p, q, r in k[h]. Every polynomial in k[h] can be written as w−1σ−1(q)− p for some p, q ∈ k[h], so, since
the map σ − w.Id : k[h] → k[h] is an isomorphism, we see that the dimension of the cohomology of the row
complex in degree 3 is equal to dimk k[h]/ak[h] = deg a = n.
4.2 The term E2
In view of the above computations, the dimensions of the components of the E1-term of the spectral
sequence are as follows:
0 0 n n
0 0 n n
0 0 n n
Consequently, the only relevant vertical differential is
.df : Ag → Ag ⊗ V
bg 7→ bw−1ygex + σ(b)xgey − ba
′geh.
Adding d(qgex ∧ ey) one sees that this element is cohomologous to (−ba
′+ q(σ(a′)− a′))geh, where q ∈ k[h]
is such that (σ − w.Id)(q) = −σ(b). But then b = wσ−1(q)− q, and therefore
.df(bg) = (−wσ−1(q)a′ + qσ(a′))geh = (σ − w.Id)(σ
−1(q)a′)geh.
On the other hand, the target of .df has been already shown to be isomorphic to k[h]/(σ − w.Id)(a.k[h]).
Under this isomorphism, the cokernel of .df is isomorphic to k[h]/(σ−w.Id)(a.k[h] + a′.k[h]). Since we have
assumed that (a; a′) = 1, the cokernel of .df is zero, and by counting dimensions, the kernel of .df also
vanishes. This proves the first part of proposition 4.4; the rest of the statements thereof follow from similar
computations, which we omit. In particular, theorem 4.3 follows.
We would like to observe that in order to prove theorem 4.3, if one assumes that the action of Zg is
trivial, then the full strength of proposition 4.4 is not needed. Indeed, let g ∈ G. Using proposition 4.2 for
the cyclic subgroup group C = (g) ⊂ Autk(A) generated by g, and the hypothesis on the triviality of the
action of the centralizers in homology, we see that the following relation holds for all p ≥ 0:
dimkHHp(A
C) = dimkHHp(A)
C +
∑
1≤i<|g|
dimkHp(A,Ag
i)C (6)
= dimkHHp(A) +
∑
1≤i<|g|
dimkHp(A,Ag
i).
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Now, in view of lemma 4.1, the algebra AC is a GWA, so we already know its homology. For p = 1 or
p ≥ 3, it vanishes, in particular, Hp(A,Ag) = 0; for p = 2, dimkHH2(A
C) = 1 = dimkHH2(A), so again we
have H2(A,Ag) = 0. Finally, computing g-commutators as in the end of section 5.1, it is easy to see that
dimkH0(A,Ag
i) ≤ n for all 1 ≤ i < |g|; since dimkHH0(A
C) = |g|n− 1 and dimkHH0(A) = n− 1, relation
(6) forces dimkH0(A,Ag
i) = n.
5 Applications
5.1 The usual Weyl algebra
The results of the previous sections apply to the case when A = A1(k) (char k = 0) and G is an arbitrary
finite subgroup of Autk(A), because in this case the finite order automorphisms of A are always diagonizable,
and Zg acts trivially on H∗(A,Ag) for all such g. We then recover the results of [1].
5.2 Primitive quotients of U(sl2)
If the polynomial a is of degree two, then A is isomorphic to one of the maximal primitive quotients
of U(sl2). In this case, O. Fleury [11] has proved that the group of automorphisms is isomorphic to the
amalgamated product of PSL(2,C) with a torsion-free group. The action of PSL(2,C) is the one coming
from the adjoint action of SL(2,C) on U(sl2). There is then a simple classification, up to conjugacy, of all
finite groups of automorphisms of A: they are the cyclic groups An, the binary dihedral groups Dn, and the
binary polyhedral groups E6, E7 and E8; cf. [16].
In her thesis, for the regular case, O. Fleury [11] has computed, case by case the action of the centralizers
and in this way she achieves the computation ofHH0(A
G). For positive degrees, following proposition 4.2 one
has to compute H∗(A,Ag) and the action of Zg on it. After proposition 4.4 one knows that H∗(A,Ag) = 0
for ∗ > 0 and g 6= 1, so, for positive degrees HH∗(A
G) = HH∗(A)
G. But the only positive and nonzero degree
of HH∗(A) is ∗ = 2 and HH2(A) ∼= HH
0(A) = Z(A) = k. Since the duality isomorphism is G-equivariant,
the action of G on HH2(A) is trivial and we conclude HH∗(A
G) = 0 for ∗ 6= 0, 2 and HH2(A
G) = k. Using
the duality one has the cohomology. For the non-regular case, what we are able to compute is not HH∗(A
G)
but HH∗(A#G). The computation of the action of the centralizers is discussed in next sections, because
those actions can be described in general, and also “explain” the computations made by O. Fleury.
5.3 The Cartan involution
In the case of U(sl2) there is a special automorphism (that descends to Bλ) defined by e 7→ f , f 7→ e and
h 7→ −h. For an arbitrary GWA A with defining polinomial a(h) of degree n, there are some particular cases
on which a similar automorphism is defined. In [5] the authors find generators of the automorphism group
of GWAs. It turns out that Autk(A) is generated by the torus action and exponentials of inner derivations,
and, in the case that there is ρ ∈ C such that a(ρ−h) = (−1)na(h), a generalization of the Cartan involution
–still called Ω– is defined as follows:
x 7→ y ; y 7→ (−1)nx ; h 7→ 1 + ρ− h
Let us call in this section G the subgroup of Autk(A) generated by the torus and the exponentials. When
the polynomial is reflective (i.e. a(ρ − h) = (−1)na(h)), the group generated by G and Ω coincides with
Autk(A). If the polynomial is not reflective, G = Autk(A).
In [9] Dixmier shows, in the case of U(sl2), that Ω belongs to G (and of course this fact descends to the
primitive quotients). This situation corresponds to deg(a) = 2. In [5] (remark 3.30), the authors ask whether
this automorphism Ω belongs to the subgroup generated by the torus and exponentials. We will answer this
question looking at the action of the group of automorphisms on HH0(A), so we begin by recalling the
expression of the exponential-type automorphisms.
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Let λ ∈ C and m ∈ N0, the two exponential automorphisms associated to them are defined as follows:
φm,λ : = exp(λ ad(y
m))
x 7→ x+
n∑
i=1
(−λ)i
i!
(ad ym)i(x)
y 7→ y
h 7→ h+mλym
ψm,λ : = exp(λ ad(x
m))
x 7→ x
y 7→ y +
n∑
i=1
λi
i!
(adxm)i(y)
h 7→ h−mλxm
We know that HH0(A) has {1, h, h
2, . . . , hn−2} as a basis. If one assumes n > 2 then the action of Ω on
HH0(A) is not trivial. On the other hand, since the homogeneous components of weight different from zero
are commutators, the action of ψm,λ and of φn,λ is trivial on HH0(A). To see this we consider for example
φm,λ(h
i) = φm,λ(h)
i = (h+mλym)i
and it is clear that the 0-weight component of (h+mλym)i equals hi. The action of the torus is also trivial
on HH0(A) (it is already trivial on k[h]). We conclude that for n > 2, the automorphism Ω cannot belong
to G.
5.4 End of the proof of Theorem 4.3
The hypotheses of theorem 4.3 are that in the finite group G under consideration, every element g is
conjugated (in Autk(A)) to an element of the torus. We will show that the triviality of the action of Zg
on H∗(A,Ag) is generically satisfied, and the fact that the action of Zg is trivial or not depends only on
whether Ω belongs to Zg.
Proposition 5.1. Let A be a GWA, G a finite subgroup of Autk(A) such that every g ∈ G is conjugated to
an element of the torus. If Ω /∈ Zg then the action of Zg on H∗(A,Ag) is trivial.
Proof. Let us suppose that a is not reflective and let g ∈ G. If g is the identity, then the centralizer of g in
Autk(A) is Autk(A) itself, and the triviality of the action on HH0 was explained in the above section. For
HH2(A) ∼= HH
0(A) = Z(A) = k the action is always trivial. When ∗ 6= 0, 2, HH∗(A) = 0.
Let us now consider g 6= Id. Up to conjugation may assume that g(h) = h, g(x) = wx and g(y) = w−1y,
where w is a root of unity. After proposition 4.4 the only non-zero homology group is H0(A,Ag) which has
basis {g, hg, h2g, . . . , hn−1g}.
If g′ ∈ Autk(A) commutes with g then it induces an automorphism g
′|Ag : A
g → Ag. This defines a
map Zg → Autk(A
g). But Ag = 〈h, x|w|, y|w|〉 is again a GWA so one knows the generators of its group of
automorphisms.
It is not hard to see that if a is not reflective then the polynomial a˜ associated to Ag is not reflective,
neither. In this case Autk(A) is generated by the torus and exponentials of λ adx
|w|.m and λ ad y|w|.m. On
the other hand, an automorphism g′ induces the identity on Ag if and only if it fixes h, x|w| and y|w|, and
by degree considerations it is clear that g′(x) must be a multiple of x and analogously for y. We conclude
that the group of elements (in Autk(A)) commuting with g is generated by the torus and exponentials of
λ adxm.|w| and λ ad ym.|w|.
It is clear that the torus acts trivially on the vector space spanned by {g, hg, h2g, . . . , hn−1g}. A compu-
tation similar to the one done in the end of section 5.3 shows that φm,λ(h
ig) = hig modulo g-commutators,
and analogously for ψ.
If the polynomial a is reflective then Autk(A) is generated by G and Ω. We have just seen the triviality
of the action for the generators of G, and Ω is excluded by hypothesis.
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We now finish the proof of Theorem 4.3:
We will explain the formula dimHH0(A
G) = (n − 1) + n.a1 + [(n + 1)/2].a2. From the decomposi-
tion HH0(A
G) =
⊕
〈g〉∈〈G〉H0(A,Ag)
Zg , the first “n − 1” comes from the summand corresponding to the
identity element that contributes with dimHH0(A)
G = dimHH0(A) = n − 1. The “n.a1” comes from
the terms corresponding to conjugacy classes 〈g〉 such that Zg does not contain Ω because in this case
dimH0(A,Ag)
Zg = dimH0(A,Ag) = n. Finally, the summand “[(n + 1)/2].a2” corresponds to the conju-
gacy clases having Ω in their centralizers, in these cases the dimension of (kg⊕ khg⊕ kh2g⊕ · · · ⊕ khn−1g)Ω
is the integer part of the half of n+ 1.
Remark. This result explains, for n = 2, the case by case computations of HH0(B
G
λ ) made by O. Fleury in
[11], see also [12].
References
[1] J. Alev, M. Farinati, T. Lambre and A. Solotar: Homologie des invariants d’une alge`bre de Weyl sous
l’action d’un groupe fini. J. of Alg. Vol. 232 (2), (2000) pp. 564–577.
[2] J. Alev and T. Lambre: Comparaison de l’homologie de Hochschild et de l’homologie de Poisson pour
une de´formation des surfaces de Klein. In: Algebra and Operator Theory, Proceedings of the Colloquium,
pp. 25–38. Tashkent: Kluwer Academic publishers, 1998.
[3] J. Alev and T. Lambre, Homologie des invariants d’une alge`bre de Weyl. K-Theory, 18 (1999) pp. 401–
411.
[4] V. Bavula: Generalized Weyl algebras and their representations. St. Petersbourg Math. J. 4 (1), (1990)
pp. 71–90.
[5] V. Bavula and D. Jordan: Isomorphism problems and groups automorphisms for generalized Weyl
algebras. Trans. Am. Math. Soc. 353 (2), (2001) pp. 769–794.
[6] V. Bavula and T. Lenagan: Krull dimension of generalized Weyl algebras with noncommutative coeffi-
cients. J. of Alg. 235 (1), (2001) pp. 315–358.
[7] D. Burghelea and M. Vigue´-Poirrier: Cyclic homology of commutative algebras, I. Springer Lecture
Notes in Math. 1318 (1988), pp. 51–72.
[8] H. Cartan and S. Eilenberg: Homological algebra. Princeton: Princeton Univ. Press, 1956.
[9] J. Dixmier: Quotients simples de l’alge`bre enveloppante de sl2. J. of Alg. 24 (1973) pp. 551–574.
[10] P. Etingof and V. Ginzburg: Symplectic reflection algebras, Calogero-Moser spaces, and deformed
Harish-Chandra homomorphism. Preprint, arXiv:math.AG/0011114 v5.
[11] O. Fleury: Automorphismes d’alge`gres enveloppantes classiques et quantifie´es: sous-groupes finis et
invariants. The`se Universite´ de Reims, Champagne-Ardenne, 1997.
[12] O. Fleury: Sur les invariants de Bλ sous l’action de sous-groupes finis d’automorphismes: conjecture
de Gelfand - Kirillov et homologie de Hochschild. Comm. in Alg. 29 (8), (2001) pp. 3535–3557.
[13] C. Kassel: L’homologie cyclique des alge`bres enveloppantes. Invent. Math. 91 (2), (1988) pp. 221–251.
[14] C. Kassel and M. Vigue´-Poirrier: Homologie des quotients primitifs de l’alge`bre enveloppante de sl2.
Math. Ann. 294 (3), (1992) pp. 483–502.
[15] S. Smith: A class of algebras similar to the enveloping algebra of sl2. Trans. Am. Math. Soc. 322 (1),
(1990) pp. 285–314.
[16] T. A. Springer: Invariant theory. Lecture Notes in Mathematics 585 Berlin-Heidelberg-New York:
Springer-Verlag, 1977.
15
[17] R. Sridharan: Filtered algebras and representations of Lie algebras. Trans. Am. Math. Soc. 100 (1961)
pp. 530–550.
[18] D. S¸tefan: Hochschild cohomology on Hopf-Galois extensions. J. Pure Appl. Alg. 103 (2), (1995) pp. 221–
233.
[19] M. Sua´rez-A´lvarez: Multiplicative structure of Hochschild cohomology of the ring of invariants of a Weyl
algebra under finite groups. To appear in J. of Alg.
[20] M. Sua´rez-A´lvarez: Hochschild cohomology of primitive quotients of U(sl2) and their rings of invariants.
Preprint, http://www.math.jussieu.fr/~mariano.
[21] M. Van den Bergh: A relation between Hochschild homology and cohomology for Gorenstein rings. Proc.
Am. Math. Soc. 126 (5), (1998) pp. 1345–1348.
[22] M. Van den Bergh: A relation between Hochschild homology and cohomology for Gorenstein rings (Er-
ratum). To appear.
16
