I. INTRODUCTION
Human face can serve an important role in both human to human and human to machine communication [1] . Facial features can not only be used in face identification but also in emotion recognition [2] , [3] . People use facial expression information to switch between conversation topics to avoid conflicts, to track their attempts to change emotional states or reactions of others, and to determine attitudes of individuals. Missing information from facial expressions makes the visually impaired extremely difficult to interact with others in social events. The visually impaired always has to rely on hearing to get other's emotional information since the voice is their main information source.
According to [4] more than 65% information carried out through nonverbal during face-to-face communication.
It is difficult to understand complex emotions from voices alone, particularly, when the speaker is silent there is no way to get emotion information at all. Furthermore, human speech is not a reliable indicator of emotions either. For instance, it is rather difficult to recognize This paper is an extension of the work presented in the paper "Manifold of Facial Expression for Tactile Perception" by Shafiq ur Réhman 
Figure 1. Schematic diagram of our vibrotactile emotion rendering system: (a) TEARS system (FACS-based), (b) FEATS system (LLEbased).
the emotion of fear from voices alone (i.e. only 42.93% correct recognition rate [5] ). To enhance the visually impaired's social interactive ability, it is important to provide them with reliable, "on-line" emotion information. This paper addresses the challenging topic of how to display dynamic facial expressions through a vibrotactile chair.
To avoid information overloading resulted from a direct translation from visual to tactile information, the visual signals have to be simplified and reduced in the order of 10000 : 1. This implies that one has to employ a semantic representation of facial expressions. Previously, in our Tactile Facial Expression Appearance System (TEARS) [6] , we used such a strategy to render human emotions: estimate emotion by classifying facial expressions and then render directly the compact emotion information. Specifically, we extract human emotion information from lips based on the assumption that the shape of the lips reflects the emotion associated with it [7] . The lips are extracted through an accurate and robust lip tracking technique [8] [9] . To characterize human emotions from the lips, the Ekman's Facial Action Coding System (FACS) [10] was used. In FACS, the action units are the smallest visibly discriminating changes in facial display. Combinations of action units can be used to describe complex emotion expressions [7] . In [6] , action units were computed from dynamics of lip contours and were used to classify the underlying emotion into one of three types of emotion happiness, surprise and sadness, which are closely related to quite dissimilar shapes of the lips. The complete system diagram is shown in Fig.  1(a) To overcome these problems, a natural question is: how to render 'rich' facial expressions in an intuitive way? To be able to render rich facial expressions, we take away the "emotion estimation" block from our previous prototype system and build a new system, Facial Expression Appearance for vibroTactile System (FEATS) as shown in Fig. 1(b) . In FEATS, facial features are directly rendered on the back of users. This provides the users with rather large degree of freedom to explore emotions with their skins. However, the simplified system does not lower its technical difficulty and it is even more challenging technically to the contrary.
To let the users understand the rendered emotion information, one has to build an intuitive tactile display. The major requirement for such intuitive display of emotions is to characterize how facial expressions evolve during emotion events. Ekman's FACS is state of the art system to characterize facial expressions (which is claimed to be able to display more than 7000 facial actions [10] This paper is organized in seven sections. After an overview of related research activities in section II, a brief introduction of manifold for facial expressions is presented in section III. Section IV describes the our extended LLE algorithm in details. In section V, we provide a system architecture for vibrotactile rendering of emotions for the visually impaired. Section VI presents user studies of our current prototype system (FEATS). Finally, the paper is concluded in section VII.
II. RELATED WORK
In the late 1960's researchers showed that subjects could identify simple objects by getting low-resolution "image" projected on their backs [11] , [12] . The subjects were seated in a dental chair with a 20 × 20 matrix of 1 mm thick circular vibrotactile stimulaters spaced 12 mm apart. The matrix was connected to a television camera that could be freely moved around by the subjects. Images from the camera were converted to tactual information, causing the tactile stimulaters to vibrate if they were in an illuminated area of the camera's image. After some training, the persons were able to identify numerous objects. More recently, vibrotactile displays for the fingertips were presented, such as reported by [13] , where a 12 × 4 tactile element array, suitable for three fingertips, moved about a 220 × 220 mm area, thus giving a virtual resolution of 4000 elements. The fingertips can perceive much finer details than the back but have smaller areas, so the environment had to be explored bit by bit.
Some researchers developed vibrotactile interfaces for the specific part of the body while others tried the whole body suits fitted with multiple tractors [14] - [16] . Tan et al. [17] have introduced the idea of using an office chair embedded with vibrotactile units on the back to get touch signals from users. Lindeman and Cutler Robert [18] experimented with DC-motors mounted on the chair as a letter recognition system. They concluded that the accuracy in letter recognition could be achieved by raising the performance of identifying the position of tactors, and the apparent motion mode could be helpful to display the letter in less time. Jones et al. [19] used a vibrotactile interface for presenting directional information as a navigational aid systems and argued " ...confirmed that the tactile display can be used as navigation aid outdoors and that the vibrotactile patterns presented can be interpreted as directional or instructional cues with almost perfect accuracy". Vibrotactile interfaces also achieved success as communication systems for pilots and astronauts to access the information about body tilt to individuals with balance disorders (i.e. vestibular dysfunction [20] ) [21] , [22] .
It facial expressions. To render high dimensional visual information on a 2D tactile display one has to employ effective and efficient dimensionality reduction techniques. The nonlinear dimensionality reduction technique, Locally Linear Embedding (LLE) algorithm [23] is applied in this work.
III. MANIFOLD OF FACIAL EXPRESSIONS
The Locally Linear Embedding (LLE) algorithm is based on a simple geometric intuition: The algorithm computes a low dimensional embedding with the property that nearby points in the high dimensional space remain nearby and similarly co-located with respect to one another in the low dimensional space [23] .
In the simplest formulation of LLE, we view all N images {X i } sampled from a smooth underlying manifold. We identify K nearest neighbors per image point, as measured by Euclidean distance. Reconstruction errors are then measured by the cost function:
The weight W ij summarizes the contribution of the jth image to the ith reconstruction. LLE constructs a neighborhood preserving mapping based on the computed weight W ij . Each high dimensional input X i is mapped to a low dimensional output a i representing global internal coordinates on the manifold. This is done by choosing the d-dimensional coordinates of each output a i to minimize the embedding cost function:
a i are obtained by solving a sparse N × N eigenvalue problem [23] .
Locally linear embedded (LLE) algorithm has been applied to characterize and visualize facial expressions [24] . Unlike the early work [24] , where 58 facial feature points have to be extracted and used for the input to LLE, we directly apply LLE to sub-sampled facial images. To ensure there is sufficient data (such that the manifold is well-sampled), a large number of video frames are collected. To create a compact and efficient manifold of facial expressions, a wearable camera (positioned to frontal face) is used to record videos. The users are instructed to perform a series of six typical emotions. Such a setup ensures almost no global motion (see Fig. 2 ) but with efficient facial mimic. The sub-sampled video frames are used to compute the manifold. Fig. 3 shows the manifold of facial expressions in the 2D LLE space. One can see that neutral facial expressions act as the central reference points and similar expressions are points in the local neighborhood on the manifold. The basic emotional expressions with increasing intensity become curves on the manifold extended from the center. Although LLE is good for visualization, however, it yields a map defined only on the training data and is not suitable for analysis and/or visualization of new data. In next section we show how to extend the standard LLE for visualization of new video on-line.
IV. EXTENDED LLE ALGORITHM
To analyze new videos, the extended LLE coding algorithm is proposed in this section. The extended LLE coding algorithm uses face recognition technique to retrieve stored LLE codes for individual video frames. The developed scheme works as following: (4) The manifold of the input video is rendered using developed vibrotactile patterns.
Our extended LLE algorithm consists of two steps: LLE coding and frame indexing.
A. LLE Coding
A personal mimic gallery (PMG) stores all video frames {X i } of personal facial mimic. The manifold of a PMG is calculated with the standard LLE algorithm. The projection of a video frame X i onto the manifold by the LLE operation, LLE(), is called the LLE-code, a i , of the frame X i .
B. Frame Indexing
We assume that all frames in a PMG represent "individual persons". Each "person" in the PMG is labelled with an index i. For the target frame Y j from a test video, we see it as a "person", who has already been included in the PMG. The person can be identified by matching his/her mouth lips, L Yj with the lips, L Xi of the face
where S 1 is a similarity measure. In [9] , we have explained how to match two lips in an optimal way. The "person" k is identified because his/her lips are the most similar to the lips of the face appearing in the frame Y j . Thus the input frame Y j can be reconstructed from the frame X kŶ j = X k (5) The index k is used to retrieve the LLE-code of frame
The new video {Y j } is LLE-coded into {b j }, which is used for rendering. In this way we can achieve real-time rendering of the manifold of on-line video.
The new video is reconstructed by selecting frames from the gallery according to the index from the person identification module using lipless method [9] , i.e. selecting "persons" from the PMG based on the similarity between lips. Our experimental results show that this algorithm results in a non-smooth video sequence (i.e. jerky effect). The jerky reconstruction of new video can be explained, since the frames are evaluated individually, there is no sequential order among the retrieved frames. It can be seen from Fig. 4 , the "person" identification process results in faces with similar lips but having different appearances of eyes. The reconstructed video sequence, based on the indexes from the recognition module in the LLE space, is shown in Fig. 5(a) . One can see that the frames are jumping across two emotion branches of LLE coded representation.
C. Constrained Frame Indexing
To generate a natural-looking video, a smoothness term has to be included in the object function used in the optimization equation 4: where α is a weight parameter and S 2 is a similarity measure. The L-norm based distance measures cannot be used for S 2 since they are all sensitive to minor spatial displacement and intensity changes. To measure the similarity, Euclidean distance measure in the LLE space is used i.e.
where D() is Euclidean distance measure in the LLE space. To ensure smoothness in the resulted video, the dynamic programming technique is applied to optimize the sequence of frame indices. With forcing smoothing transition, the jerk effect is greatly reduced (which is clearly shown in Fig. 5(b) ).
To test the feasibility of the extended LLE coding algorithm, we first recorded a personal mimic video gallery. The manifold of facial expressions extracted from personal mimic gallery (PMG) is used to analyze new videos. Fig. 6 shows two sequences of a mouth smiling in the video 'to be encoded' and 'coded' versions. The order of frames is from left to right then top to bottom. The selected frames (Fig. 6(b) ), do not match exactly the input frames. However, the whole sequence looks (by visual inspection) more natural with less jerks. This demonstrates that our extended LLE-algorithm works fine to handle new videos. Vibrotactile sensation is generally produced by using tactically active sites stimulation to stimulate the skin surface at certain frequency using vibrating contactors. Two commonly used display techniques to generate vibration are, 1) using a moving coil, usually driven by a sine wave; 2) a DC motor, which is used in most of mobile phones. Other less common actuators are based on piezoelectric benders, air puffs, or electrodes. The vibrotactile display used here is based on a DC motor. The vibration is generated by rotating a wheel with a mounted eccentric weight. The wheel rotates at a constant speed. Switching it on and off yields the vibration.
Primarily, there are four types of parameters through which the vibrotactile sensation can be rendered, namely frequency, amplitude (magnitude), timing, and location. To generate effective and efficient rendering one should follow the guidelines for designing vibrotactile displays [25] - [27] :
• No more than 4 intensity (magnitude) levels should be used.
• No more than 9 frequency levels should be used for coding information and difference between adjacent levels should be at least 20%.
• The vibration on the human skin should be carefully dealt with and long durations might make users irritated.
• Vibration intensity can be used to control threshold detection and sensory irritation problem, similar to volume control in audio stimuli. Accordingly, a vibrotactile chair (called Facial Expression Appearance for vibroTactile System (FEATS)) has been built in our Lab (Fig. 7, 8) . Two key modules of FEATS are the vibrotactile control box (VCB) and the vibrotactile display box (VDB). The VCB consists of a single printed board (see Fig. 7 ). Vibrotactile Module communicates to PC using blue-tooth module. VDB consists of nine tactors mounted on the back of the chair (Fig. 8) . The tatcors are vibration motor C1234B028F manufactured by JinLong Machinery China [28] . The vibration motor has 10.0 mm diameter, 3.0 mm length and standard speed ∼ 12000 rpm at 4.0 Volts.
In the current design, a Pulse Width Modulation (PWM) is used to send the varying amount of time voltage to the tactors. A micro controller, ATmega16L-16PI micro controller [29] is used. It was programmed to generate PWM to control tactors. In this way we were able to active any one of nine tactors with certain frequency (∼ 1 Hz to 1 KHz) and magnitude. The magnitude is determined by relative duration ratio of on-off signals. The host computer communicates at speed from 4800 bps (which could be modified) to the VCB through wireless communications.
The extended LLE coding algorithm is used to calculate manifold of facial expressions. On the manifold not only the type of emotion but also the intensity can be visualized. Using a 2D array of tactors to render emotions on the back of a chair, tactors are mounted based on the shape of the manifold. These tactors are arranged in three directions. Each set (three tactors) is used to present a specific tracing mode of tactile patterns. For example, emotion happy is rendered by three tactors lined from the bottom to upward, and emotion sad and surprise by other two side lines. Fig. 9 shows the vibration stimuli direction and arrangement of the tactors for specific type of emotion. Different branches correspond to the types of emotions and climbing each branch means the intensity of the emotion is getting strong. Obviously, location of tactors encodes both the type and intensity of emotions.
To enhance the effect of rendering, additional vibration information is encoded; i.e, the emotion type is coded by the frequency while emotion intensity is coded by the magnitude. To overcome the limitations, such as stimuli masking and adaptation, and to enhance the perception of vibrating stimuli, 3 different inter-switched frequency levels with ∼ 20% difference are used. 
VI. USABILITY EVALUATION
To test efficiency and effectiveness of the vibrotactile rendering system of human emotions, we carried out a usability test.
1) Participants: Participants were recruited randomly from the campus of Umeå University, Sweden, including both students and staff members from different ethic groups. There were 28 people (18 are male and 5 female), aging from 18 to 64, being involved in the experiments. 70% of the participants had experience of vibrotactile stimuli (i.e. through the use of mobile phones and game consoles).
2) Procedure: First, we introduced the purpose of our experiments to the participants and instructed them how to use the system. Each participant was asked to seat and be relaxed in the vibrotactile chair with normal posture so that tactors could have indirect contact (i.e. through normal clothing) with the participant's back. The position of tactors was arranged so that it did not make any contact with the spine. In the training secession (20 sec. video clip with a framerate of 20 fps), a vibrotactile sequence was given to the participant along with visual picture of the pattern using the GUI. Each vibrating pattern was associated with specific type of videos. Two random video clips (i.e with 40 sec. duration each) were rendered using vibrotactile patterns in the testing phase. During the experiment, each participant was asked to write down the sequence-code of the presented vibrotactile pattern, so that it could be matched with the original pattern sequence. During the experiment, the participants hearing sense was also blocked to remove any auditory cues using head phones.
At the end, to measure levels of satisfaction, system usability and main effects later on, each participant was given a questionnaire to answer. Our subjective questionnaire used Likert style 7-point rating system, which scales from 1 to 7. Its values represent strong disagreement (negative) and strong agreement (positive) respectively. Fig.10 shows mean questionnaire responses to questionnaire questions. Each label on the x-axis in the figure represents a question where we used the following notations: • HCI - Efficiency is calculated as effort required in order to accomplish the desired task [30] . An efficient system ought to require as little effort as possible. In our experiments, we used the reaction time of a user as an indicator of efficiency. The reaction time is measured by computing the delay between the time when a vibration signal is triggered and user response time. The delay time contains two parts: cognitive time and response time. Since the response time is approximately constant, we assume that the delay time is a reliable indicator of cognitive time.
Effectiveness is measured by recognition rate of both type and intensity of emotions. The recognition rate of emotion type from vibrotactile patterns was 100% for all the subjects. The recognition rate of emotion intensity was 95.1% for 97% of the participants and 93.75% for rest 3% subjects. An explanation of error in recognition could be due to cognitive overloading in mental mapping vibrotactile pattern and the intensity of emotions( mentioned by 10% of the subjects). This point has been confirmed in the second round of experiment. It is worth mentioning that subjects interest have significant effect on the recognition of emotion intensity. The recognition rate of emotion type was higher than that of emotion intensity.
User Satisfaction. Experimental results from the questionnaires indicated a high interest level for our application, mean score 6.3913. Participants gave an average score 5.7826 indicating the difficulty-easiness to recognize the vibration signals before training and an average score 6.5101 after training. They considered the training a helpful procedure. An average rating 5.7826 was given by participants to consider it a good application and showed an average rating 4.8696 for willingness to buy. We performed an ANOVA analysis on the questionnaire. The results are listed in Tab.I. We found that user's previous vibrotactile stimuli had no effect on learnability, interest and willingness to buy. There was a significant effect of user's interests in application on willingness to buy the product. Similarly, there are effects of comfortable and easy to use on willingness.
VII. CONCLUSION AND FUTURE WORK
This paper addresses an important question: how to render rich facial expressions in an intuitive way? It is shown that manifold of facial expressions can be used as a compact and natural way to display human emotions for vibrotactile rendering. The topology of emotion branches is particularly suitable for intuitive rendering on the back of a person. In this work, the standard LLE algorithm has been extended to handle the problem of real-time coding of new videos. This makes it possible to use manifold of facial expressions for vibrotactile rendering of human emotions. The user tests from our work elaborate that it is extremely important to consider user's perceptual workloads when vibrotactile rendering experimental setups are designed. Current research work not only provides a concrete step towards building a vibrotactile interface but also introduces a new dimension to human-machine interaction.
