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We present the Quantum Computer Aided Design (QCAD) simulator that targets modeling multi-dimensional
quantum devices, particularly silicon multi-quantum dots (QDs) developed for quantum bits (qubits). This
finite-element simulator has three differentiating features: (i) its core contains nonlinear Poisson, effective
mass Schrodinger, and Configuration Interaction solvers that have massively parallel capability for high
simulation throughput, and can be run individually or combined self-consistently for 1D/2D/3D quantum
devices; (ii) the core solvers show superior convergence even at near-zero-Kelvin temperatures, which is critical
for modeling quantum computing devices; and (iii) it interfaces directly with the full-featured optimization
engine Dakota. In this work, we describe the capabilities and implementation of the QCAD simulation
tool, and show how it can be used to both analyze existing experimental QD devices through capacitance
calculations, and aid in the design of few-electron multi-QDs. In particular, we observe that computed
capacitances are in rough agreement with experiment, and that quantum confinement increases capacitance
when the number of electrons is fixed in a quantum dot. Coupling of QCAD with the optimizer Dakota allows
for rapid identification and improvement of device layouts that are likely to exhibit few-electron quantum dot
characteristics.
I. INTRODUCTION
Silicon-based qubits for quantum information process-
ing have attracted enormous interest and made remark-
able progress1–4 during recent years due to long spin
decoherence times and the well-established Si nanoelec-
tronic fabrication infrastructure. There has been a wide
range of research work5–8 in academia and national
labs dedicated to design and fabricate Si-based multi-
quantum dot (QD) devices for qubit application. How-
ever, many practical issues have made it challenging to
achieve reliable few-electron multi-QD qubits, includ-
ing fabrication process variation, interface quality, de-
fect/disorder, and device design.
To facilitate the experimental development of the tech-
nology, a simulation tool was needed to efficiently solve
for semiclassical (i.e., using the Thomas-Fermi approxi-
mation) and self-consistent quantum electrostatic poten-
tials, single- and multi-electron wave functions, and ener-
gies at near-zero temperatures. It was also essential that
such a tool be able to simulate and optimize many differ-
ent single- and multi-QD structures very efficiently, and
provide fast feedback on which device layouts are more
likely to lead to few-electron behavior. Although there
have been numerous papers9–13 on simulation methods
for quantum dots, they focus on different issues than
those addressed in this work. Existing commercial14
and academic15 device simulators either target room-
temperature and many-electron devices, whereas qubit
applications require temperatures close to zero Kelvin
and one/few-electron devices, or target simple and few
geometries, whereas multi-QD devices have very com-
plex three-dimensional (3D) shapes and can have many
different layouts due to their inherently large design
a)xngao@sandia.gov
space. These existing tools often have license and plat-
form restrictions which place non-fundamental but very
real limits on simulation efficiency. The Quantum Com-
puter Aided Design (QCAD) simulator has been devel-
oped to address these challenges associated with mod-
eling realistic multi-QDs, including complex geometries,
many device layouts, low temperature operation, and 3D
quantum confinement effects. It is an integrated open-
source finite-element-based tool that leverages a number
of Sandia-developed software programs16, including the
Trilinos suite, the Albany code17, the Dakota toolbox,
and the Cubit geometry and meshing tool.
The first and major part of this work details the QCAD
simulator18 (or just “QCAD” for brevity), which is built
upon the Albany finite element framework17 and con-
tains three core modules of Poisson (P), Schrodinger (S),
and Configuration Interaction (CI) solvers. These phys-
ical solvers can be run individually or combined self-
consistently (i.e., self-consistent S-P and S-P-CI solvers)
for simulating arbitrary 1D/2D/3D quantum devices
made from multiple different materials. They have
demonstrated fast and robust convergence behavior even
at very low (milli-Kelvin) temperatures. Furthermore,
very high simulation throughput has been achieved us-
ing a combination of pre- and post-processing script-
ing, automated structure creation and meshing, and dis-
tributed parallel computing capability and resources. In
Sec. II, details of the QCAD simulator and its core phys-
ical solvers are presented, with the semiclassical Poisson
solver detailed in Sec. II A, the Schrodinger solver de-
scribed in Sec. II B, and the self-consistent S-P solver
detailed in Sec. II C.
The second part of this work presents two examples
of applying QCAD to simulate realistic QD structures.
Since QCAD solves for the electron density at a given set
of device control voltages, it is able to compute the capac-
itance between a quantum dot and a control gate. Such
capacitances can also be determined experimentally. In
2FIG. 1. (Color online) Schematic diagram of the QCAD code
structure.
Sec. III, we compute the dot-to-gate capacitances in an
experimental QD structure, using the semiclassical and
self-consistent S-P solvers, and compare them with ex-
periment. A detailed analytic analysis is then conducted
to help understand the effect of quantum confinement
on capacitances. Finally, in Sec. IV, QCAD’s ability
to assess and improve upon the design of nano-scale
devices is demonstrated with few-electron double QDs
(DQDs). Through its coupling with the optimization
driver Dakota, QCAD is able to optimize gate voltages
to simultaneously achieve multiple desired targets (e.g.
few electrons in a dot and a tunnel barrier being control-
lable) in many different DQD device designs. We show
how this aids in the identification of device designs which
are likely to exhibit few-electron quantum dot behavior.
II. QCAD SIMULATOR
The QCAD code structure is given in Fig. 1. The base
of the structure is Trilinos16, an open-source suite con-
sisting of mathematical libraries (nonlinear and linear
solvers, preconditioners, eigensolvers, etc.), discretiza-
tion (finite element and finite volume) utilities, auto-
matic differentiation library, distributed parallel library,
and many more packages (refer to trilinos.sandia.gov for
details). The Albany code17 provide a unified and flexi-
ble interface to those Trilinos packages to minimize the
coding effort for users developing physical models. The
Dakota driver16 interfaces with QCAD and repeatedly
calls the QCAD executable to perform specified optimiza-
tion tasks. It is an open-source tool that provides a broad
spectrum of capabilities including nonlinear least square
optimization (see dakota.sandia.gov for details). Pre-
and post-processing scripts have been developed to auto-
matically generate QCAD input files for multiple DQD
devices, submit jobs to computing clusters, and collect
simulation results. These scripts are one of the enabling
factors that make efficient QCAD simulations possible.
The QCAD core contains nonlinear Poisson (P),
effective-mass Schrodinger (S), and CI solvers. These
solvers can be run individually or combined in a self-
consistent manner. The Poisson and Schrodinger solvers
can be coupled self-consistently to obtain single-particle
envelope wave functions and energy levels. The S-P solu-
tions can then be used as wave function basis for the CI
solver which is then coupled with the Poisson solver. This
self-consistent S-P-CI technique produces accurate many-
particle wave functions and energies within the effective
mass approximation, which are important for quantita-
tive study of few-electron multi-QD behavior (e.g. for
computing the exchange energy in DQDs). Details about
the Poisson, Schrodinger, and self-consistent S-P solvers
are described in the following subsections, and the CI
method can be found in Ref. 19. We note that the cur-
rent version of the QCAD simulator solves one or a sys-
tem of equations in the full number of dimensions of the
problem, and does not make any separability assump-
tions that allow a higher dimensional problem (e.g. 3D)
to be divided into multiple lower dimensional problems
(e.g. 2D+1D). Such simplifying approximations20 are a
possible future enhancement to the QCAD core.
A. Poisson Solver
The well-known Poisson equation in a bulk semicon-
ductor is given by
−∇ · (ǫs∇φ) = q(p− n+N+D −N−A ), (1)
where φ is the electrostatic potential, ǫs is the static per-
mittivity, q is the elementary charge, n and p are the
electron and hole concentrations respectively, N+D and
N−A are ionized donor and acceptor concentrations re-
spectively. Note that the form of the left hand side in
Eq. (1) allows ǫs to have spatial dependence.
1. Carrier Statistics
n and p are given by carrier statistics for bulk (spatially
unconfined) semiconductors. Both Maxwell-Boltzmann
(MB) and Fermi-Dirac (FD) statistics are implemented
in QCAD. For the MB statistics, n and p take the expo-
nential forms,
n = NC exp
(
EF − EC
kBT
)
,
p = NV exp
(
EV − EF
kBT
)
, (2)
where kB is the Boltzmann constant, T is the lattice
temperature, EC and EV are the conduction and valence
band edge respectively, and EF is the extrinsic Fermi
level (more details on EC , EV , and EF are given in
Sec. II A 2). For the FD statistics, n and p are expressed
in terms of the Fermi-Dirac integrals (see Appendix A
3for the derivation),
n = NCF1/2
(
EF − EC
kBT
)
,
p = NVF1/2
(
EV − EF
kBT
)
. (3)
NC and NV are effective density of states (DOS) in the
conduction and valence band, respectively. Assuming
parabolic band structure, we have
NC = 2
(
m∗nkBT
2πh¯2
)3/2
,
NV = 2
(
m∗pkBT
2πh¯2
)3/2
, (4)
where h¯ is the reduced Planck constant, m∗n and m
∗
p are
respectively the electron and hole DOS effective mass in-
cluding all equivalent band minima. For bulk silicon,
there are six equivalent conduction minima, and the va-
lence band minimum is degenerate including heavy hole
and light hole bands at the Γ valley, hence
m∗n = 6
2/3(mlm
2
t )
1/3,
m∗p =
(
m
3/2
hh +m
3/2
lh
)2/3
, (5)
with ml, mt, mhh, and mlh being the electron longitudi-
nal, electron transverse, heavy hole, and light hole effec-
tive mass, respectively.
The F1/2(x) function in Eq. (3) is the Fermi-Dirac in-
tegral of 1/2 order and is defined as22
F 1
2
(x) =
2√
π
∫ ∞
0
√
εdε
1 + exp(ε− x) . (6)
Although the closed form of this integral can be formally
expressed by the polylogarithm function23 or by a com-
plete expansion discussed in Ref. 24, the polylogarithm
function and the complete expansion involve summations
of infinite series. Hence in practice, one has to either use
certain approximation to obtain a computable analytic
expression, or use numerical integration techniques21,25.
There have been a few approximate analytic forms pro-
posed in literature 22,26,27 that offer relatively simple
expressions and sufficient accuracy. Among them, the
approximate expression in Ref. 26 takes a single sim-
ple form and provides a relative error less than 0.4% for
x ∈ (−∞,+∞), hence has been widely used in the de-
vice modeling community28. The expression in Ref. 26 is
given as
F 1
2
(x) ≈
(
e−x +
3
√
π
4
v−3/8
)−1
,
v = x4 + 50 + 33.6x(1− 0.68 exp[−0.17(x+ 1)2].
(7)
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FIG. 2. (Color online) Fermi-Dirac integral of 1/2 order in
logarithmic scale. Black curves are the asymptotic expan-
sions, exp(x) for x → −∞, and 4x
3/2
3
√
pi
for x → +∞. The red
solid curve labeled as Approximate is obtained using Eq. (7),
while the blue dashed curve labeled as Numerical uses the nu-
merical integration method in Ref. 21. The red solid and blue
dashed curves do not show any visible difference, and agree
well with the asymptotic forms for large |x|, whereas they
differ significantly from the asymptotic forms in the region of
x ∈ (−4, 4).
The asymptotic expansion at x → −∞ leads to
F1/2(x) = exp(x), implying that Eq. (3) becomes equiva-
lent to Eq. (2), which is the case for non-degenerate semi-
conductors where EF ≪ (EC− [a few kBT ]) for n, and
EF ≫ (EV+ [a few kBT ]) for p. The asymptotic form
at x→ +∞ is F1/2(x) = 4x
3/2
3
√
pi
, which corresponds to the
strongly degenerate case near 0 K, where EF ≫ (EC+
[a few kBT ]) for n (i.e., the Fermi level is located within
the conduction band), and EF ≪ (EV−[a few kBT ]) for
p (i.e., the Fermi level is inside the valence band). Fig-
ure 2 shows a comparison of the 1/2-order Fermi-Dirac
integral calculated by different methods. It is clear that
the approximate expression in Eq. (7) produces visually
the same result as the numerical approach21, and follows
the proper asymptotic forms for large |x|. In the small
|x| regime, neither of the asymptotic forms is valid. Since
semiconductor DQD qubits are currently operated in this
regime (corresponding to very low temperatures, mK to
a couple of K), it is important to adopt a sufficiently
accurate evaluation of the Fermi-Dirac integral. Due to
the good accuracy and simplicity of Eq. (7), we imple-
mented this form in QCAD for the FD statistics. In the
actual implementation, we approximate F1/2(x) by ex for
x < −50 to avoid numerical instability caused by the e−x
term in Eq. (7). Such large negative values of x can occur
at very low temperatures, and this approximation results
in no discernible loss of accuracy, as shown in Fig. 2.
4FIG. 3. Schematics of the band structure of a MOS-type
device under zero bias.
2. The Reference Potential
Before solving the Poisson Eq. (1) for the electrostatic
potential φ, one needs to relate φ to the band energies
of the materials making up the device. One requirement
for the electrostatic potential is that it must be continu-
ous everywhere in a device. For a homo-junction device
such as a PN silicon diode, EC , EV , and Ei (the intrinsic
Fermi level) as functions of position are parallel to each
other and continuous across the device, so it is natural to
choose −qφ = Ei, i.e., to solve for the inverse of intrinsic
Fermi level. In an arbitrary hetero-junction structure,
however, EC , EV , and Ei could all be discontinuous.
Figure 3 shows a schematic of the band structure of a
MOS-type device under zero bias illustrating the discon-
tinuity of EC and EV . What is always continuous in
arbitrary homo- and hetero-junction devices is the vac-
uum level indicated as E0 in Fig. 3. Therefore, we choose
φ to satisfy29
− q(φ− φref ) = E0 = EC + χ, (8)
where φref is a constant reference potential and χ is the
electron affinity of a material. This choice implies that
we are solving for the inverse of the vacuum level shifted
by a constant value. While in theory different φref val-
ues only change the resulting solution, φ, by a constant
offset, in practice they can lead to different numerical
convergence behavior during simulation. A good choice
of φref that has shown numerical robustness in devices
containing silicon is to select as the reference potential
the intrinsic Fermi level of silicon relative to the vacuum
level, i.e., qφref = E0 − Ei(Si). For a more detailed ex-
planation of band diagrams schematics such as that in
Fig. 3, we refer the reader to Ref. 30.
With the choice of φ in Eq. (8), we can rewrite EC and
EV as
EC = −q(φ− φref )− χ,
EV = −q(φ− φref )− χ− Eg, (9)
with Eg being the band gap of a material. Then the n
and p in Eq. (1) becomes a function of φ only, i.e., n(φ)
and p(φ), as χ and Eg are material-dependent parameters
and known for most semiconductors.
As QCAD does not solve the carrier transport (e.g.,
drift-diffusion) equations, all calculations must assume
that thermal equilibrium (zero current flow) has been at-
tained. The Fermi level, EF , is taken to be a constant
throughout any electrically-connected region of a device.
The value of this constant is set by the voltages applied
to the device. For example, if a voltage Vsub is applied to
the substrate (right side) of the device in Fig. 3, EF will
become −qVsub. The band structure shown in Fig. 3 cor-
responds to a MOS-type structure with metal gate (left
side). If the structure instead had a highly-doped semi-
conductor gate (e.g., n+ polysilicon gate) with applied
voltage Vg, EF in the gate region would be −qVg while
EF in the substrate region remains at −qVsub.
3. Incomplete Ionization
When impurities are introduced into the semiconduc-
tor crystals, depending on the impurity energy level and
the lattice temperature, not all dopants are necessar-
ily ionized, especially at very low lattice temperatures
(where DQD qubits are commonly operated). The ion-
ized concentration for donors and acceptors is given by31
N+D =
ND
1 + gD exp(
EF−ED
kBT
)
,
N−A =
NA
1 + gA exp(
EA−EF
kBT
)
, (10)
where ED is the donor energy level, gD is the donor
ground state degeneracy factor, EA is the acceptor en-
ergy level, and gA is the acceptor ground state degeneracy
factor. gD is equal to 2 because a donor level can accept
one electron with either spin or can have no electron when
filled. gA is equal to 4 because in most semiconductors
each acceptor level can accept one hole of either spin and
the impurity level is doubly degenerate as a result of the
two degenerate valence bands (heavy hole and light hole
bands) at the Γ point.
To write N+D and N
−
A as a function of φ, we need to
rewrite EF −ED = EF −EC+EC−ED = EF −EC+Ed
with Ed being the donor ionization energy, and EA −
EF = EA − EV + EV − EF = Ea + EV − EF with Ea
being the acceptor ionization energy. The most common
donors in bulk Si are phosphorus (P) and arsenic (As),
which have ionization energies of Ed = 46 meV and 54
meV respectively31. The most common acceptor dopant
in bulk Si is boron (B), which has Ea = 44 meV
31.
Substituting Eq. (9) and EF − ED, EA − EF into
5Eq. (10), we get32
N+D =
ND
1 + gD exp
(
EF+Ed−qφref+χ+qφ
kBT
) ,
N−A =
NA
1 + gA exp
(
−EF+Ea+qφref−χ−Eg−qφ
kBT
) . (11)
With these expressions, N+D and N
−
A also become a func-
tion of φ, i.e., N+D (φ) and N
−
A (φ). Hence, the entire right
hand side (RHS) of Eq. (1) can be written as a non-
linear function of φ. Applying integration by parts and
divergence theorem, we then rewrite the equation into
the finite element (FE) weak form,
∫
ǫs∇φ · ∇wdΩ −
∫
Γ
ǫs∇φ · ηˆwdΓ
−
∫
q[p(φ)− n(φ) +N+D (φ) −N+A (φ)]wdΩ = 0, (12)
where w is the FE nodal basis function and the second
term is a line integral over the simulation domain bound-
ary with ηˆ being the unit normal vector of the surface
element dΓ. The weak form is discretized using the Trili-
nos/Intrepid library, and the resulting discrete equation
is solved by a nonlinear Newton solver also in Trilinos.
Both the discretization library and the Newton solver
were made directly available to QCAD through the Al-
bany framework (cf. Fig. 1).
4. Boundary Conditions
An essential ingredient to the formulation of a differ-
ential equation are boundary conditions (BCs). QCAD
supports three types of BCs: Dirichlet, Neumann, and
Robin BCs. We will next discuss the implementation of
these types in turn.
Dirichlet BCs are divided into two cases: (1) setting
a voltage on the surface of a metallic region that bor-
ders insulator, and (2) setting a voltage on the surface of
an Ohmic contact region which borders semiconductor.
Case (1) is used for gate electrodes in field effect transis-
tor (FET)-like devices, and the Dirichlet BC value φins
on the bordering insulator(s) is given by the simple ex-
pression
φins = Vg − Φm − qφref
q
, (13)
with Vg being the applied gate voltage and Φm being the
metal work function.
In the second case (used for Ohmic contacts in semi-
conductors), the potential on the bordering semiconduc-
tor surfaces is computed assuming thermal equilibrium
and charge neutrality at the contacts. The calculation
depends on carrier statistics and dopant ionization. For
MB statistics, the charge neutrality n + N−A = p + N
+
D
condition leads to
NC exp
(
EF + qφ− qφref + χ
kBT
)
+N−A
= NV exp
(−EF − qφ+ qφref − χ− Eg
kBT
)
+N+D .(14)
With complete ionization of dopants (i.e., N−A = NA and
N+D = ND ), the potentials at n-type and p-type Ohmic
contacts are respectively given by
φnohm =
qφref − χ
q
+
kBT
q
ln
(
ND
NC
)
+Va,
φpohm =
qφref − χ− Eg
q
− kBT
q
ln
(
NA
NV
)
+Va, (15)
where Va is an externally applied voltage. When includ-
ing incomplete ionization effect of dopants, we have for
n-type and p-type semiconductors respectively,
NC exp
(
EF − EC
kBT
)
=
ND
1 + 2 exp
(
EF−ED
kBT
) ,
NV exp
(
EV − EF
kBT
)
=
NA
1 + 4 exp
(
EA−EF
kBT
) . (16)
Let us denote yn = exp(
EF−ED
kBT
) and yp = exp(
EA−EF
kBT
).
Then, by the definitions ofEa and Ed, we obtain the iden-
tities, exp(EF−ECkBT ) = yn exp(
−Ed
kBT
) and exp(EV −EFkBT ) =
yp exp(
−Ea
kBT
). Substituting the identities into Eq. (16),
we obtain
yn = −1
4
+
1
4
[
1 +
8ND
NC
exp
(
Ed
kBT
)]1/2
,
yp = −1
8
+
1
8
[
1 +
16NA
NV
exp
(
Ea
kBT
)]1/2
. (17)
From the definitions of yn and yp, the use of −qVa = EF ,
and Eq. (9), we can obtain the potentials that include
dopant incomplete ionization effect at the n-type and p-
type Ohmic contacts respectively as,
φnohm =
−Ed + qφref − χ
q
+
kBT
q
ln(yn) + Va,
φpohm =
−Ea + qφref − χ− Eg
q
− kBT
q
ln(yp) + Va.
(18)
At very low temperatures, the exponential terms in
Eq. (17) could blow up numerically. To avoid numeri-
cal instability in QCAD, we approximate the ln(yn) and
ln(yp) terms for very low temperatures as,
ln(yn) =
1
2
ln
(
ND
2NC
)
+
Ed
2kBT
,
ln(yp) =
1
2
ln
(
NA
4NV
)
+
Ea
2kBT
. (19)
6For FD statistics and assuming complete ionization of
dopants, we have
NCF 1
2
(
EF − EC
kBT
)
= ND for n-type,
NVF 1
2
(
EV − EF
kBT
)
= NA for p-type. (20)
To solve for the potentials at Ohmic contacts, in princi-
ple, we need to numerically solve Eq. (20) as the Fermi-
Dirac integral does not have an analytic result. In
QCAD, we use an approximate expression for the in-
verse of the 1/2 order Fermi-Dirac integral, that is, given
u = F1/2(η), η is computed as33,
η =
− ln(u)
u2 − 1 +
ν
1 + (0.24 + 1.08ν)−2
,
ν =
(
3
√
πu
4
)2/3
. (21)
This approximation has an error of less than 0.6% for the
entire η range. Using this expression, we obtain the BC
potentials as,
φnohm =
qφref − χ
q
+
kBT
q
η + Va,
φpohm =
qφref − χ− Eg
q
− kBT
q
η + Va, (22)
with η given in Eq. (21) where u = ND/NC for n-type
and u = NA/NV for p-type. For the case of FD statistics
and incomplete ionization, there exists no approximate
analytic expressions for the BC potentials, and one has
to solve a non-trivial nonlinear equation if want to be very
accurate. In QCAD, we approximate this case using MD
statistics with incomplete ionization and utilize the BC
potentials given in Eq. (18).
Neumann BCs in finite element methods are used to
specify how “flux” is conserved across boundaries. By
default, all boundaries that are not given any other type
of boundary conditions, assume implicit Neumann BCs
which preserve the flux. In the case of the Poisson equa-
tion, the flux is ǫs∇φ · ηˆ, where ηˆ is the unit normal
of the boundary surface. Thus, by default (i.e. when
no other boundary condition is specified), ǫs∇φ · ηˆ = 0
on outer boundaries of the finite element mesh and
ǫs1∇φ1 · ηˆ1 = ǫs2∇φ2 · ηˆ2 on internal boundaries. These
two conditions are automatically satisfied in the finite el-
ement framework by setting the
∫
ǫs∇φ · ηˆwdΓ term to 0
in Eq. (12)
QCAD has the ability to specify non-flux-conserving
Neumann BCs on specific boundaries such that the dif-
ference between the fluxes on either side of the boundary
are equal to some specified constant value. Written math-
ematically, (ǫs2∇φ2 − ǫs1∇φ1) · ηˆ = qσs , where ηˆ is the
unit normal vector of the interface pointing from mate-
rial 2 to 1 and σs is the specified constant. Physically, σs
is a surface charge density located at the boundary. Note
that when σs = 0 (i.e. no surface charge), the boundary
✲
✻
q
❅
❅
❅
❅
❅
❅
❅
qPPPPPPP
✲✛
d
nˆ
φ0
φ
φ′0 =
φ0−φ
d
φ′ = φ′0 − qσs/ǫs
FIG. 4. The derivation of the Robin BC parameters used to set
a value of the potential and a nearby surface charge on a single
surface. This diagram shows a 1D cut along the direction nˆ
normal to a surface element. φ0, σs, and d are given values,
and φ is the variable being solved. The derivative φ′ is along
the direction normal to the surface. Combining the equations
yields ǫsφ
′ = ǫs
φ0−φ
d
− qσs, which takes the form of a Robin
boundary condition.
condition reduces to the default flux-conserving condi-
tion. Within the finite element discretization in QCAD,
this type of Neumann BC is implemented in the integral
form∫
Γcbc
(ǫs2∇φ2 − ǫs1∇φ1) · ηˆwdΓcbc =
∫
Γcbc
qσswdΓcbc.
(23)
A major shortcoming of the Neumann BCs is their in-
ability to characterize surface charge on (or extremely
close to) an interface whose voltage is set by a Dirichlet
BC. This is due to the simple fact that specifying both
Dirichlet and Neumann BCs on the same surface over-
determines the problem. Yet, this is essentially what is
needed to model a layer of charge that is stuck to one
of the conducting gates (often polysilicon) used to con-
trol a device. One way around this technical difficulty is
to place a layer of very thin finite-element cells around
the charged gate and set a Neumann BC on the new
surface lying a small distance away from the gate itself.
This approach, however, suffers due to the thin finite el-
ements adversely affecting convergence and their being
hard to create in the first place. Instead, we use what
are called Robin boundary conditions34 to address the
issue of charged gates. Robin BCs are similar to Neu-
mann BCs but allow the flux at a surface to depend on
the value of the solution (in this case the potential) there.
Specifically, the Robin BC for an internal surface element
can be written (ǫs2∇φ2 − ǫs1∇φ1) · ηˆ = C + α(φ2 − φ1),
where C and α are fixed constants. At an external sur-
face, we have ǫs∇φ · ηˆ = C + αφ. We would like to roll
into a single boundary condition, a Dirichlet condition
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FIG. 5. (Color online) (a) Wave functions and energies ob-
tained from the QCAD Schrodinger solver for a 1D parabolic
potential well. (b) Analytic wave functions and energies for
the same potential well. All the wave functions are scaled by
the same factor for easy visualization. It is clear that QCAD
wave functions and energies agree very well with the analytic
results.
at one surface followed by a Neumann boundary condi-
tion at a parallel surface lying a very small distance away
from the first surface. This can be done at an external
surface using C = ǫsφ0/d − qσs and α = ǫs/d, as shown
in Fig. 4, which places a surface charge of qσs a distance
d away from a point at which φ is pinned to φ0. We
somewhat arbitrarily choose d = 10 nm, which is much
smaller than any of the mesh features (for semiclassical
Poisson simulations) in our devices of interest. Robin
BCs are enforced in an integral form, similar to that of
Neumann BCs (cf. Eq. 23).
B. Schrodinger Solver
The time-independent single-particle effective mass
Schrodinger equation takes the form of
−h¯2
2
∇
(
1
m∗
∇ψ(r)
)
+V (r)ψ(r) = Eψ(r). (24)
The FE weak form of the equation is
h¯2
2m∗
(∫
∇ψ · ∇wdΩ−
∫
Γ
∇ψ · ηˆwdΓ
)
+
∫
V ψwdΩ −
∫
EψwdΩ = 0 (25)
The weak form is discretized by the FE method and the
resulting eigenvalue problem [H ][ψ] = [E][ψ] is solved by
the Trilinos eigensolver package called Anasazi16.
The Schrodinger solver supports two types of bound-
ary conditions: Dirichlet and Neumann. For Dirich-
let boundaries, ψ = 0. All other boundaries excluding
Dirichlet are treated as Neumann BCs which, require
1
m∗∇ψ · ηˆ = 0 on outer boundaries, and 1m∗∇ψ · ηˆ be-
ing continuous (i.e., flux conservation) across material
interfaces on internal boundaries. As in the Poisson
solver, Neumann BCs are automatically satisfied in the
FE framework by setting
∫
Γ
∇ψ · ηˆwdΓ = 0 in Eq. (25).
(The ability to set non-flux-conserving Neumann bound-
ary conditions is absent in the Schrodinger solver since
it would have no application in our work.)
Figure 5 shows a comparison between the QCAD
Schrodinger solver and analytic results of the lowest six
wave functions and energies for a 1D parabolic potential
well. The QCAD and analytic results are in excellent
agreement. The solver was also applied to 2D and 3D in-
finite potential wells. The obtained wave functions and
energies were compared with the analytic results and ex-
cellent agreement was also observed.
One of the advantages of using the FE discretization
over the finite difference discretization is that the conti-
nuities of ψ and 1m∗∇ψ across heterojunctions are auto-
matically satisfied in the former case, whereas they have
to be explicitly enforced in the latter case. Specifically,
when going from a homojunction device to a heterojunc-
tion device, the QCAD Schrodinger solver does not re-
quire any code change except setting the proper effective
masses for the materials used. As an example, consider
a 1D finite potential well that has a width of 20 nm,
a potential height of 100 meV, and can have different
effective masses for the well and barrier. Figure 6(a)
shows the lowest three wave functions and energies ob-
tained from QCAD for a homojunction device with the
same effective mass for the well and barrier. In this case,
the wave functions and their first derivatives are all con-
tinuous across the junctions. The wave functions and
energies agree very well with the corresponding analytic
results in Figure 2.15, Ref. 35. When the well and barrier
have different effective masses, as shown in Fig. 6(b) for a
heterojunction device, the wave functions are still contin-
uous across the junctions, but their first derivatives are
discontinuous due to the difference in effective masses.
C. Self-Consistent Schrodinger-Poisson Solver
In realistic quantum devices such as DQDs, we can di-
vide the entire structure (relatively large) into semiclassi-
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FIG. 6. (Color online) (a) Lowest three wave functions and
energies obtained from the QCAD Schrodinger solver for the
1D finite potential well with m∗b = m
∗
w = 0.067m0 where m0
is the free electron mass. (b) Same as (a) except m∗b = m0
and m∗w = 0.067m0. All wave functions are scaled by the
same factor for easy visualization.
cal and quantum regions. These regions are chosen such
that in semiclassical regions, solving the nonlinear Pois-
son equation alone is often sufficient to obtain a good
estimate of electrostatics, whereas in quantum regions,
the Poisson and Schrodinger equations need to be cou-
pled self-consistently for electrons (we focus on electrons
only as they are used for qubit operation). The coupled
two equations take the following form
−∇ · (ǫs∇φ) = q[p(φ)− n(Ei, ψi) +N+D (φ) −N−A (φ)],
−h¯2
2
∇
(
1
m∗
∇ψi
)
+V (φ, n)ψi = Eiψi, (26)
where the electron density n becomes a function of the ith
energy level Ei and the envelope wave function ψi of the
Schrodinger equation, while the potential energy V is a
function of φ and n. The general expression for n(Ei, ψi)
is given by
∑
iNi|ψi|2, where the Ni term takes different
expressions depending on confinement dimensionality.
1. Quantum Electron Density
In Si quantum devices, when we focus on those devices
where the Si/other material (e.g., Si/SiO2) interfaces are
parallel to the [100] plane, the six equivalent conduc-
tion band minima of the bulk silicon are split into two
groups due to the breaking of crystallographic symme-
try, widely known as ∆4 (fourfold degeneracy) and ∆2
(double degeneracy) valleys, with ∆2 valleys are lower
in energy. At low temperatures, especially the operating
temperatures for DQD qubits which are in the mK to a
few Kelvin range, only the ∆2 valleys are occupied by
electrons; therefore, we consider the ∆2 valleys only for
Si devices in QCAD. Due to the ellipsoidal energy sur-
faces at the ∆2 minima, the electron effective mass in
the Schrodinger equation is different from that used in
computing the electron density, and it depends on the
confinement direction and the number of confined direc-
tions.
Two un-confined dimensions. In 1D-confined devices
such as a 1D Si MOS capacitor, electrons are spatially
confined in one direction (assumed x direction in QCAD)
but free to move in the y and z directions. The Si/SiO2
interface is in the y−z plane and perpendicular to the lon-
gitudinal axis of the ∆2 valleys. The coupled Schrodinger
equation is 1D and given by
−h¯2
2
d
dx
(
1
m∗l
dψi(x)
dx
)
+V (φ, n)ψi(x) = Eiψi(x). (27)
where m∗l is the electron longitudinal effective mass of
silicon. From Appendix A, the volume electron density
n is computed as
n(Ei, ψi) =
∑
i
Ni|ψi|2 =
∑
i
n2D,i|ψi|2
=
∑
i
(
2
m∗t kBT
πh¯2
ln
[
1 + exp
(
EF − Ei
kBT
)]
|ψi|2
)
,
(28)
where m∗t is the electron transverse effective mass of sil-
icon and 2 accounts for the double degeneracy of the
∆2 valleys. |ψi(x)|2 is spatially normalized to 1, i.e.,∫ |ψi(x)|2dx = 1, and hence has the unit of 1/length.
When EF > Ei, the exp[(EF − Ei)/(kBT )] term in
Eq. (28) can numerically go to infinity for very small
T (mK to a few K), which can cause numerical in-
stability. To avoid such problems, when the argument
(EF − Ei)/(kBT ) is relatively large (e.g., > 100 ), we
replace the ln[1 + exp((EF − Ei)/(kBT ))] term with
(EF − Ei)/(kBT ).
One un-confined dimension. We next consider de-
vices, such as quantum wire structures, where electrons
are confined along two dimensions (assumed x and y di-
rections in QCAD) and are free to move in the z direction
(the wire direction). The Si/SiO2 interface is perpendic-
ular to the y axis and also the longitudinal axis of the
9∆2 valleys. The coupled Schrodinger equation is 2D and
given by
−h¯2
2
∂
∂x
(
1
m∗t
∂ψi(x, y)
∂x
)
− h¯
2
2
∂
∂y
(
1
m∗l
∂ψi(x, y)
∂y
)
+V (φ, n)ψi(x, y) = Eiψi(x, y). (29)
From Appendix A, the volume electron density n is com-
puted as
n(Ei, ψi) =
∑
i
Ni|ψi|2 =
∑
i
n1D,i|ψi|2
=
∑
i
[
2
(
2m∗tkBT
πh¯2
) 1
2
F− 12 (ηF ) |ψi|
2
]
, (30)
where F− 12 (ηF ) is the Fermi-Dirac integral of -1/2 order.
It is computed by using the approximate analytic expres-
sions in Ref. 27, which have a very small error less than
0.001% in the entire ηF range. |ψi(x, y)|2 is spatially nor-
malized to 1, i.e.,
∫ ∫ |ψi(x, y)|2dxdy = 1, and hence has
the unit of 1/length2.
Zero un-confined dimensions. In devices such as
quantum dot structures, electrons are spatially confined
in all three directions and there are no (zero) dimensions
in which they are free to move. The Si/SiO2 interface is
perpendicular to the z direction and also the longitudinal
axis of the ∆2 valleys. The coupled Schrodinger equation
is 3D and given by
−h¯2
2
∂
∂x
(
1
m∗t
∂ψi(x, y, z)
∂x
)
− h¯
2
2
∂
∂y
(
1
m∗t
∂ψi(x, y, z)
∂y
)
− h¯
2
2
∂
∂z
(
1
m∗l
∂ψi(x, y, z)
∂z
)
+V (φ, n)ψi(x, y, z) = Eiψi(x, y, z). (31)
The volume electron density n is computed as
n(Ei, ψi) =
∑
i
Ni|ψi|2 =
∑
i
[
4
1 + exp(Ei−EFkBT )
|ψi|2
]
,
(32)
where 4 accounts for the double degeneracy of the ∆2
valleys and that of the spin. ψi(x, y, z) is normalized
to 1 in the 3D quantum domain, and has the unit of
1/length3. When Ei > EF , the exp[(Ei − EF )/(kBT )]
term in Eq. (32) can blow up numerically. To avoid such
problem, when (Ei −EF )/(kBT ) is relatively large (e.g.,
> 100 ), we replace the [1 + exp(Ei−EFkBT )]
−1 term with
exp(EF−EikBT ).
All the above derivations are also applicable to other
devices where the semiconductors have a single conduc-
tion band minimum located at the Γ valley such as GaAs-
based devices, except that the valley degeneracy is 1 and
a single electron effective mass is used in all the equa-
tions.
Next we discuss the potential energy term V (φ, n) in
the coupled Schrodinger equation. It takes the form of
V (φ, n) = qφref − χ− qφ+ Vxc(n), (33)
where Vxc(n) is the exchange-correlation correction due
to the Pauli exclusion principle in real many-electron
systems. For the Vxc(n) term, we use the well-known
local density parameterization suggested by Hedin and
Lundqvist36 that has also been widely used by other
authors28,37,38. It is given as
Vxc(n) =
−q2
4π2ǫs
[3π2n(r)]
1
3
[
1 + 0.7734x ln
(
1 +
1
x
)]
,
x =
1
21
(
4πn(r)b3
3
)− 13
,
b =
4πǫsh¯
2
m∗xcq
2
. (34)
Since this parameterization requires a scalar effective
mass m∗xc as input, we use an average mass for Si as
suggested in Ref. 38,
1
m∗xc
=
1
3
(
1
m∗l
+
2
m∗t
)
. (35)
2. Self-Consistency
The Schrodinger (S) and Poisson (P) equations in
Eq. (26) have strong nonlinear coupling. They need to
be solved self-consistently by certain iterative numeri-
cal schemes. Various iteration schemes39–46 have been
proposed and used over the past few decades. Among
them, three are notable: the under-relaxation method,
the damped Newton method, and the predictor-corrector
approach.
The under-relaxation scheme39,42 (also called
convergence-factor or simple average method) solves the
S and P equations in succession, and under-relaxes the
electron density n or the electrostatic potential φ for the
kth S-P outer iteration, using either a pre-set constant or
an adaptively determined relaxation parameter w(k) (see
the references for details). The advantage of this method
is its simplicity. Its weakness is that the relaxation
parameter w(k) is not known in advance and needs to
be dynamically but heuristically readjusted during the
course of iterations; if w(k) is too large, the iteration loop
cannot reach convergence, whereas, if w(k) is too small,
it takes too many iteration steps to achieve convergence.
The damped Newton method41,44 also solves the S
and P equations in succession, but uses a damped New-
ton method47 for the outer S-P iteration. Specifically,
this approach starts from an initial guess φ(0), solves the
Schrodinger eigenvalue problem, computes quantum elec-
tron density n(k) according to section II C 1, and then
solves a linear P equation, obtained by linearizing the
Poisson equation in Eq. (26) according to the Newton
method47 with an approximate Jacobian matrix; the po-
tential φ
(k)
out from the linearized P equation is used to
obtain φ
(k+1)
in = φ
(k)
in + w
(k)(φ
(k)
out − φ(k)in ), which is then
input to the S equation, and the procedure continues
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until self-consistency is reached. Here, the w(k) damp-
ing parameter is not heuristic, but can be determined by
the selection algorithm of the damped Newton method
(cf. Ref. 47). k represents the kth Newton iteration
and also the kth outer S-P iteration. The Jacobian ma-
trix must be approximated because the quantum electron
density n does not have explicit dependence on the po-
tential φ. The approximate Jacobian matrix is obtained
by simply assuming a semi-classical electron density ex-
pression in the P equation. The approach has shown
reasonably robustness41, however, because of the approx-
imate nature of the Jacobian, it often takes many Newton
iterations (e.g., 50) to achieve sufficient self-consistent ac-
curacy (e.g., φ is converged within 0.01 meV).
It is well-known that the under-relaxation39, damped
Newton41, and other similar iteration schemes40,43 do not
necessarily lead to convergence, or take too many itera-
tions to achieve it. These schemes have been used mostly
in 1D S-P problems and in only a limited number of 2D
applications, and one may rightly expect that they would
have much more difficulty in achieving convergence in 3D
S-P problems (e.g. in quantum dots). The key reason for
the instability of these methods is that they do not phys-
ically address the strong nonlinear coupling between the
S and P equations. In 1997 Trellakis et. al45 proposed
the predictor-corrector (p-c) iteration scheme based on a
perturbation argument. Due to its solid physical ground-
ings, the p-c method has shown fast and robust conver-
gence behavior32,45,46, and has been widely used in 2D
and 3D simulations of various quantum semiconductor
devices48–50. Given its excellent track record, we imple-
mented this p-c method in QCAD for the self-consistent
S-P loop.
The key feature of the p-c method is that it partially
decouples the S and P equations by moving most nonlin-
earities into the nonlinear Poisson equation
−∇ · (ǫs∇φ) = q[p(φ)− n˜(φ) +N+D (φ)−N−A (φ)], (36)
where n˜(φ) is an approximate expression for the quantum
electron density n(Ei, ψi), which has an explicit depen-
dence on the potential φ (note the exact quantum density
n(Ei, ψi) does not have explicit dependence on φ). The
nonlinear Poisson equation can be solved by a Newton
method (the predictor step). The predicted result for n˜
and φ from this equation is then corrected in an outer it-
eration step by the solution of Schrodinger equation (the
corrector step).
The approximate quantum density n˜ is obtained by
using the first-order perturbation theory and the deriva-
tive property of Fermi-Dirac integrals45. The resulting n˜
expression is the same as the exact quantum density n
given in Section II C1, except that the argument in the
Fermi-Dirac integral is modified to include an explicit
dependence on φ. For 1D-confined Si devices, n˜ is given
by
n˜(φ) =
∑
i
(
2
m∗tkBT
πh¯2
|ψ(k)i |2
× ln
[
1 + exp
(
EF − E(k)i + q(φ− φ(k))
kBT
)])
,
(37)
where the superscripts (k) denote quantities obtained in
the previous kth outer S-P iteration step (hence they are
known quantities). For 2D-confined Si devices,
n˜(φ) =
∑
i
[
2
(
2m∗tkBT
πh¯2
) 1
2
|ψ(k)i |2
×F− 12
(
EF − E(k)i + q(φ − φ(k))
kBT
)]
. (38)
For 3D-confined Si devices,
n˜(φ) =
∑
i
[
4|ψ(k)i |2
1 + exp
(
E
(k)
i −EF−q(φ−φ(k))
kBT
)
]
. (39)
Note that there is a minus sign in the q(φ − φ(k)) term
in Eq. (39). In principle, once the self-consistent S-P
loop is converged, this term should be numerically zero,
which might suggest that the sign shall not matter. How-
ever, our experience with QCAD is that the minus sign is
very important for the 3D-confined case to achieve self-
consistent convergence; if we used a plus sign here, the
outer S-P loop ran into numerical oscillations.
The self-consistent p-c procedure in QCAD is done in
the following steps.
(1) Solve the semiclassical nonlinear Poisson equation,
Eq. (1), using the Newton solver in Trilinos16, to obtain
an initial potential φ(0) and compute the initial total po-
tential energy V (0) without the exchange-correlation cor-
rection Vxc.
(2) Solve the coupled Schrodinger equation for the kth
(k ≥ 1) S-P iteration step,
−h¯2
2
∇
(
1
m∗
∇ψ(k)
)
+V (k−1)ψ(k) = E(k)ψ(k),
to obtain E(k) and ψ(k) (performed using an eigensolver
available in Trilinos).
(3) Solve the coupled nonlinear Poisson equa-
tion with the approximate quantum electron density
n˜(k)(φ(k);φ(k−1), E(k), ψ(k)),
−∇·(ǫs∇φ(k)) = q[p(φ(k))−n˜(k)+N+D(φ(k))−N−A (φ(k))],
using the Trilinos Newton solver to obtain the updated
potential φ(k), and compute n˜(k) and V (k) including
Vxc(n˜
(k)). Note we want to use the latest electron density
to compute Vxc for good convergence.
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(4) Check if ||φ(k) − φ(k−1)|| < δ for k ≥ 2 everywhere
in the device, with δ being a pre-defined tolerance often
chosen as 1× 10−5V; if not, repeat steps (2) to (4).
It is clear from the above procedure that there is no
under-relaxation step between two S-P iterations and the
outer iteration reduces to a simple alternation between
solving S and P equations. In addition, the Newton Ja-
cobian matrix for the nonlinear P equation, Eq. (36), can
be found analytically, avoiding the necessity of using an
approximate Jacobian matrix in the damped Newton it-
eration scheme41. In terms of code implementation, the
p-c method was very straightforward to implement in
QCAD within the Albany framework. Here we empha-
size that, because of the automatic differential capability
in Trilinos, the Newton Jacobian matrix is computed di-
rectly by the code, and we do not need to derive the
Jacobian matrix. More details on the implementation
and the Albany code structure are found in Ref. 17.
3. Validation Example
To validate the self-consistent S-P solver, we performed
simulations on two structures and compared with other
simulation results. The first one is a 1DMOS Si capacitor
with 4-nm oxide and 5 × 1017 cm−3 p-substrate doping.
Figure 7 compares the ∆2-valley lowest four wave func-
tions and energies in the capacitor obtained from QCAD
and SCHRED15 at T = 50 K, the lowest temperature
allowed by SCHRED. (SCHRED is a 1D self-consistent
Poisson-Schrodinger solver for MOS capacitors available
on www.nanohub.org.) There are two simulation differ-
ences between QCAD and SCHRED: (i) QCAD applies
the S-P solver to both Si and SiO2 regions, leading to
slight wave function penetration in the oxide (x < 0)
as seen in Fig. 7a, while SCHRED assumes ψ = 0 at
the Si/SiO2 interface; (ii) QCAD considers the two ∆2
valleys only, whereas SCHRED includes both the two
∆2 and the four ∆4 valleys. A typical effective mass of
0.5m0 is often assumed
51,52 for SiO2, where m0 is the
free electron mass. To minimize the wave function dif-
ference near the Si/SiO2 interface due to the different
boundary conditions imposed by the two tools, we used
0.005m0 as the SiO2 effective mass for the QCAD sim-
ulations. The choice of setting m∗ox = 0.005m0 is be-
cause, at the Si/SiO2 interface, QCAD applies the flux
conservation condition of 1m∗ox
· dψdx |ox = 1m∗si ·
dψ
dx |si, and
in order to make ψ at the interface as close to 0 as pos-
sible (to be more consistent with SCHRED), we need
small dψdx |ox, meaning small m∗ox. At T = 50 K, we
expect that ignoring the higher energy ∆4 valleys pro-
duces negligible effect on the ∆2-valley results, as only
the ∆2-valley lowest subband is occupied by electrons at
this low temperature. As expected, the wave functions
and energies in Fig. 7 show excellent agreement between
QCAD and SCHRED. The results also indicate that in
this device, the exchange-correlation potential Vxc signif-
icantly increases the subband energy separation due to
FIG. 7. (Color online) ∆2-valley lowest four subband wave
functions and energies in a 1D MOS Si capacitor at T =
50 K and Vg = 3 V obtained from QCAD (a) and from
SCHRED (b). The Si/SiO2 interface is located at x = 0.
The solid and dashed curves are obtained without and with
the exchange-correlation effect, respectively. The subband en-
ergies in [meV], referenced from the Fermi level and including
the Vxc effect, are denoted by E1i, where the “1” indicates
the ∆2-valley and i indexes the subband (SCHRED’s label-
ing convention). For comparison, the corresponding energies
without Vxc are -72.54, 26.71, 90.73, 144.69 for QCAD, and
-71.76, 26.12, 89.22, 142.27 for SCHRED.
the many-body interaction (e.g., the separation between
the lowest two subbands is increased from 26.71+72.54
= 99 to 45.72+74.5 = 120 meV when including Vxc), and
it also somewhat compresses the wave functions as seen
by the differences between the dash and solid curves in
the figure, which agree with the observations in Ref. 28.
The second example is a gate-induced Si quantum wire
structure from Ref. 53. Figure 8 shows the schematic dia-
gram of the simulated 2D structure. For simulation pur-
pose, the device is divided into quantum and semiclassi-
cal regions. The quantum regions include the 15-nm thick
Si quantum and the 4-nm thick SiO2 quantum regions de-
noted in the figure, where the self-consistent S-P solver
is applied. The 15-nm and 4-nm were chosen such that
the wave functions are essentially 0 at the boundaries of
the quantum and non-quantum regions. The remaining
Si and SiO2 regions are treated as semiclassical, that is,
only the Poisson equation with semiclassical carrier den-
sity is solved at each S-P iteration. The gate Vg2 induces
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FIG. 8. (Color online) Schematic diagram of the simulated
2D structure with all dimensions given in nm. The blue 2D
contour in the Si quantum region shows the ∆2-valley lowest
subband wave function obtained from QCAD without the Vxc
effect at T = 10 K, Vg1 = 0.8 V, and Vg2 = 3.5 V with
all voltages referred to flat band. The dash line denotes the
y = −2 nm location.
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FIG. 9. (Color online) ∆2-valley lowest five subband wave
functions along the y = −2 nm dash line in Fig. 8. These
wave functions agree very well with Fig. 4(a) in Ref. 53.
electrons in the Si quantum region, while the Vg1 gates
are used to deplete electrons, hence an effective quantum
wire is formed with the wire direction perpendicular to
the 2D plane. The blue 2D contour in the Si quantum
region shows the ∆2-valley lowest subband wave function
obtained from QCAD without the effect of Vxc at T =
10 K, Vg1 = 0.8 V, and Vg2 = 3.5 V with all voltages
referred to flat band. The peak of the wave function is
located around the y = −2 nm dash line (the y = 0 loca-
tion is at the Si-quantum/SiO2-quantum interface). The
lowest five subband wave functions along the y = −2 nm
line are given in Fig. 9, which agree very well with Fig.
4(a) in Ref. 53. Given T = 10 K and Vg1 = 0.8 V, we
also performed QCAD S-P simulations for a range of Vg2
voltages, integrated the electron density in the Si quan-
tum region for each Vg2, and then plotted the subband
energies as a function of integrated electron density to
compare with the results in Ref. 53. Figure 10 compares
the ∆2-valley lowest three subband energies as a function
of integrated electron density in the Si quantum region
0 2 4 6 8 10
−20
−10
0
10
20
Integrated Electron Density [x 106 cm−1]
Su
bb
an
d 
En
er
gy
 [m
eV
]
E1
E2
E3
FIG. 10. (Color online) ∆2-valley lowest three subband en-
ergies as a function of integrated electron density in the Si
quantum region. Black curves plot the data extracted from
Fig. 3 in Ref. 53, while the red squares are the data obtained
from QCAD. The energies are with respect to the Fermi level
which is set to 0.
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FIG. 11. (Color online) Convergence behavior of the self-
consistent QCAD S-P solver for the 1D MOS Si capacitor
and the 2D gate-induced Si quantum wire devices.
between QCAD and the reference. The agreement be-
tween them is very good considering the fact that the
reference used a different S-P iteration scheme and did
not mention if a fixed interface charge was used or not
(no fixed charge was used in QCAD simulations).
For these 1D and 2D examples, their S-P convergence
behavior from QCAD are plotted in Fig. 11, where the
vertical axis is the maximum potential error between two
outer iterations in the entire device including the semi-
classical region (note that the corresponding convergence
are not available from either the referenced tool or pa-
per). We see that the predictor-corrector approach for
the S-P iteration leads to fast and monotonic convergence
in the two closed quantum systems; and the inclusion of
the Vxc effect requires more iteration steps because of the
stronger coupling that Vxc introduces between the P and
S equations.
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FIG. 12. (Color online) (a) Cross-section of an experimental
Si DQD device, with the scanning electron micrograph (SEM)
of the polysilicon depletion gates are shown in (b). The TP,
CP, RP, R, and RQPC labels denote the depletion gates used
to form the right dot. (c) Measured differential conductance
for the right dot.
III. QD CAPACITANCE
In quantum dots, dot-to-gate capacitances are impor-
tant quantities as they can be measured experimentally.
Modeling of capacitances and comparison with experi-
ment provide insight regarding the shape and location of
a quantum dot and possible locations of defect charges.
Capacitances can be computed in QCAD using either
the semiclassical Poisson solver or the self-consistent S-
P solver. In this section, we compare the capacitances
found using both methods to those found experimentally.
Figure 12 shows the cross-section (a) and the SEM im-
age of depletion gates (b) of an experimental Si DQD
and the measured differential conductance for the right
dot (c). The device is fabricated on a float-zone, high-
resistivity (2-20 ohm-cm), p-type silicon substrate. The
depletion gates are made of polysilicon degenerately
doped with arsenic. A 60-nm Al2O3 insulation layer iso-
lates a global Al top gate, which is positively biased to
draw electrons into the quantum dot region. In the ex-
periment, a quantum dot is formed on the right side of
the nanostructure, schematically indicated as red square
in (a) and as blue circle in (b). The 2-V bias applied to
the left gates induces 2DEG below them and fills those
regions with electrons such that confinement of electrons
only occurs on the right side. Further details about the
fabrication can be found elsewhere54.
The quantum dot is held at the temperature of liq-
uid helium, approximately 4 K, and a standard lock-
FIG. 13. (Color online) Single dot structure with polysilicon
depletion gates, gate oxide, and substrate shown for comput-
ing dot-to-gate capacitances. The TP, CP, RP, R, and RQPC
labels correspond to those in Fig. 12(b) and their experimen-
tally applied voltages are given in unit of [V]. AG is the volt-
age applied to the global Al top gate that is not shown. Qit is
the fixed charge density at the Si/SiO2 interface. The dashed
white square denotes the top of the quantum dot region.
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FIG. 14. (a) Convergence behavior of the maximum elec-
trostatic potential error of the self-consistent 3D QCAD S-P
solver applied to the Si quantum dot. (b) Convergence behav-
ior of the ground state energy E1 obtained by the S-P solver
for the quantum dot at T = 4 K.
in technique is used to measure the differential conduc-
tance. The resulting conductance dependence on the top
plunger gate bias as a function of the drain DC bias is
shown in Fig. 12(c). The DC bias dependence of the
Coulomb blockade through the quantum dot produces
diamonds, typical of single dot behavior. The dot is ob-
served to be empty after a last resonance around -4 V,
indicative of the removal of the last electron. The total
capacitance of the dot with only one electron is extracted
from the charging energy, approximately 5 meV. Capac-
itances of the single-electron dot to other gates were
extracted from the measured two-dimensional stability
plots of the Coulomb blockade dependence on those gates
in the device. The measured dot-to-gate capacitances are
summarized in the experiment column of Table I.
To simulate capacitances of the right dot to the various
gates and compare them with experiment, we transferred
the depletion gates SEM image to a CAD drawing and
created a single dot structure that replicates the right dot
of the experimental DQD device. The created structure
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is shown in Fig. 13 (for clarity, levels above the polysili-
con depletion gates are not shown). The quantum region
of this device is defined as a box volume of about 100-nm
deep into the silicon substrate beneath the dashed white
square. A positive voltage on the AG gate (not shown),
which conformally covers the entire structure, induces a
2DEG in the silicon substrate under the Si/SiO2 inter-
face, while zero or negative voltages on the TP, CP, RP,
and R gates deplete the 2DEG so that there is only one
electron in the quantum dot. The RQPC gate is used for
modulating a charge-sensing channel which can be used
to measure the charge in the dot experimentally. Since
the real device always contains an unknown number of
defect charges in many locations, our QCAD simulations
use an effective charge density Qit at the Si/SiO2 inter-
face as a tuning parameter. Qit is chosen such that the
integrated electron density within the quantum region
is equal to one under the given experimental voltages.
Lumping all the possible effects of disorders into a sin-
gle tuning parameter is clearly simplistic, but it avoids a
time-consuming calibration process and gives a crude ap-
proximation of the real conditions while allowing for rel-
atively fast calculation and analysis of the capacitances.
To compute the dot-to-gate capacitances including
quantum effects, we apply the self-consistent 3D S-P
solver to simulate the quantum region, while using the
semiclassical Poisson solver for the rest of the device
at each S-P iteration step. We see in Fig. 11 that
the predictor-corrector scheme for the S-P loop leads to
monotonic convergence for the 1D and 2D devices ex-
amined. For the 3D quantum dot, the S-P solver even
with the Vxc effect also shows monotonic convergence as
shown in Fig. 14(a) at lattice temperatures of 50 K and
4 K. Although the convergence of the potential is rela-
tively slow at 4 K (42 iterations are needed to reach a
maximum potential error of less than 1 × 10−6V), the
ground state energy E1 converges within much fewer it-
erations. As shown in Fig. 14(b), the energy E1 reaches
an error of a few µeV as early as the 13th iteration. In
practice, we find that sufficient accuracy is obtained by
running the simulation for 15 to 20 iterations at T = 4 K.
For even lower temperatures such as in the milli-Kelvin
range, more iteration steps may be required.
The calculated dot-to-gate capacitances are compared
with experiment in Table I. The capacitance is computed
using the static form of
C =
dQ
dV
=
q(N2 −N1)
dV
,
N1,2 =
∫ ∫ ∫
n1,2(x, y, z)dxdydz,
where N1,2 is the number of electrons in the quantum re-
gion for two given voltages with small difference dV (dV
is fixed at 0.01 V) applied to the same gate. The QCAD
Poisson simulations at 50 K were carried out to com-
pare with the semiclassical results (not shown) obtained
in the past by using the commercial Sentaurus Device
tool14 which could not converge at temperatures below
TABLE I. Simulated and measured dot-to-gate capacitances
for the single quantum dot shown in Fig. 13 operated in the
one-electron regime.
Exper QCAD QCAD QCAD QCAD
iment Poisson 3D S-P Poisson 3D S-P
T [K] 4 50 50 4 4
Qit [× 10
11 unknown -4.61 -4.51 -4.54 -4.43
cm−2]
e− in the dot 1 0.96 0.96 0.95 0.95
dot-AG [aF] 2.37 3.98 4.33 4.38 4.98
dot-TP [aF] 0.48 0.33 0.37 0.37 0.44
dot-CP [aF] 0.54 0.86 0.96 0.95 1.12
dot-RP [aF] 0.29 0.64 0.72 0.71 0.84
dot-R [aF] 0.56 2.07 2.30 2.28 2.64
50 K. The semiclassical capacitances at 50 K obtained
by Sentaurus are similar to those by the QCAD Poisson
solver as expected. From the table, we see that, while
the simulated capacitances do not match the measure-
ment exactly, they have the correct order of magnitude,
and the relative magnitude of values within one column
correlates reasonably well with the other columns. We
expect that the discrepancy between the simulated and
measured values is due to the over-simplified treatment
of defect charges in the simulations. In particular, the
higher simulated dot-to-depletion-gate (CP, RP, and R)
capacitances indicate that, there could be defect charges
associated with these gates that need to be taken into
account.
We observe that, for a given temperature and with a
constraint of one electron in the dot, the capacitances cal-
culated by the self-consistent 3D S-P solver are somewhat
higher than the semiclassical values by the Poisson solver.
One often supposes that quantum confinement will re-
duce capacitance, which is true if the number of electrons
is allowed to change. In Table I, the electron number is
fixed at approximately one in the dot. To understand
the higher quantum capacitances (i.e., capacitances ob-
tained by using the QCAD 3D S-P quantum solver), we
performed analytical analysis on the 50-K case and also
at 4 K. The electron density in the quantum dot region at
T = 50 K is shown in Fig. 15. The conduction band 1D
profiles along the depth up to 10-nm deep denoted by the
white lines are plotted in Fig. 16. The choice of 10-nm
depth is because electron density is small below the depth
and can be neglected in the analysis. The 1D profiles are
approximated by linear fits and used for analytical cal-
culations. The profile obtained from the QCAD Poisson
solver is well approximated by the linear fit, while the
profile from the 3D S-P solver deviates from a linear fit
near the Si/SiO2 interface due to the inclusion of quan-
tum confinement. The linear fits produce electric field
of 7.045× 106 V/m for the Poisson case and 8.256× 106
V/m for the S-P case. Linear fits to the 1D band pro-
files allow for analytical calculations of semiclassical and
quantum electron densities in triangular wells, which are
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FIG. 15. Electron density in the quantum dot region of the
device shown in Fig. 13 at T = 50 K obtained from the QCAD
semiclassical Poisson solver (a), and from the self-consistent
3D S-P solver (b). The white vertical lines denote the loca-
tions of 1D cuts along the z direction.
described in Appendix B.
The analytical electron densities for the extracted 1D
triangular wells are compared with the 1D cuts from the
QCAD 3D solvers in Fig. 17. The agreement between
the QCAD 1D cuts and the analytical solutions is ex-
ceptionally good, which indicates that the lateral (x-y
plane) confinement is weak and the vertical (z direction)
confinement dominates the solution in the Si quantum
dot. The weak contribution of the lateral confinement
can be seen from the ground state energy E1, which is
equal to 9.79 meV (with respect to EF = 0) from the
QCAD 3D S-P solver, whereas it is 7.11 meV (the 25
meV shift is already included) from the analytic solution
given in Appendix B. The slightly higher E1 value from
QCAD can be attributed to the lateral weak confinement.
The very good agreement between QCAD and analytic
indicates that we can use the analytical expressions to
study how the capacitance varies between semiclassical
and quantum calculations. From Appendix B, we know
that the derivative of integrated electron density with re-
spect to electric field, i.e., d
∫
qn(z)dz/dF represents a
capacitance per unit length. As shown in Fig. 18, the
analytical quantum solution shows higher capacitance in
the field range of interest, which is consistent with the
observation in Table I. Intuitively, this is because given
a fixed number of electrons in the dot, the quantum elec-
tron density is shifted away from the interface and much
broader in space (see Fig. 17), which allows for somewhat
higher charge variation for a given voltage change, lead-
ing to higher capacitance. Similar analysis and results
also hold at T = 4 K.
IV. DQD OPTIMIZATION
The ability to tune a DQD device so that there are few
electrons in its quantum dots while its tunnel barriers are
controllable is very important for experimentally manip-
ulating and measuring the device as a qubit. However,
it is often challenging to achieve this, and the search for
“good” DQD designs is difficult and time-consuming, due
to the large space of possible depletion gate layouts and
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FIG. 16. (Color online) Conduction band profiles as a func-
tion of depth inside Si substrate starting from the Si/SiO2
interface. The locations of the 1D cuts are indicated by the
vertical lines in Fig. 15. Solid lines are the 1D cuts from
QCAD 3D solutions, while dash lines are linear fits to the 1D
cuts. The little wiggles on the solid lines are due to interpo-
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FIG. 17. (Color online) Electron density comparison between
1D cuts from the QCAD 3D solvers and the analytical so-
lutions for the 1D triangular wells obtained in Fig. 16. The
agreement between the QCAD 1D cuts and the analytical so-
lutions is exceptionally good, which indicates that the lateral
(x-y plane) confinement is weak and the vertical (z direction)
confinement dominates the solution in the Si quantum dot.
the many choices related to which materials are used and
the thickness of the various device layers. The ability to
rapidly search over this large design space was one of the
primary motivations for developing QCAD, and in this
section we give an example of how the QCAD tool can be
used to address the design of double quantum dot qubits.
Figure 19 shows the top view of four typical deple-
tion gate patterns (transferred from SEM images) used
in experimental DQD devices. For a given depletion gate
layout, it often takes several months to find out experi-
mentally if the device can work in the few-electron regime
or not. Using QCAD’s optimization capabilities (pro-
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FIG. 18. (Color online) Analytical derivative of integrated
electron density with respect to electric field in 1D triangular
wells. The derivative has the unit of pF/m, representing a
capacitance per unit length. The field range is selected such
that it contains the fields extracted in Fig. 16 which keep the
same number of electrons between Poisson and quantum cal-
culations. For the entire field range, the analytical quantum
solution shows higher capacitance, which is consistent with
the observation in Table I.
vided by Dakota), we can perform optimization simula-
tions of many device designs simultaneously on parallel
clusters and can quickly determine whether a device is a
few-electron DQD candidate or not. Each individual op-
timization would allow specified gate voltages to vary as
adjustable parameters in order to meet one or multiple
targets that are believed to be true of “good” DQD qubit
designs. Such targets include (i) a given number of elec-
trons in the left and/or right dot, e.g., one electron in the
left dot in Fig. 19(a); (ii) specified values for the electron
densities at multiple tunnel barriers, e.g., LTB, DB, and
LQPCB in Fig. 19(a), which indicate whether the tunnel
barriers can be turned on/off; (iii) the distance between
a charge sensing constriction and a dot.
The locations of tunnel barriers in QCAD are dynami-
cally detected through a saddle point searching algorithm
based on the Nudged Elastic Band approach55. This al-
gorithm loosely solves the classical dynamics of a dis-
cretized elastic band stretched between two points. After
the elastic band relaxes, the highest point on the band
marks the saddle point. We have adopted several en-
hancements to the traditional nudged elastic band, in-
cluding a climbing force added to the current highest
point of the band (making it the “Climbing nudged elas-
tic band” method) and a penalty term which discourages
the band from making sharp turns weighted by an “anti-
kinking” factor (a Gaussian smooth function). The initial
and final points of the elastic band are determined either
by direct user input or by maximizing a quantity of in-
terest within a specified region. The latter case is used
when we desire one end of the band to lie on a quan-
tum dot whose location is a priori unknown: the starting
(or ending) point is specified as the point of maximum
(a) (b) 
(c) (d) 
LTB 
LQPCB 
DB 
FIG. 19. (Color online) Top view of exemplary depletion
gate patterns (transferred from SEM images) in experimental
DQD devices. Each finger in the figures indicates a metal or
polysilicon gate that can be set to a different voltage to form
quantum dots. The red circles in (a) define the approximate
locations for the left tunnel barrier (LTB), the dot barrier
(DB), and the left QPC barrier (LQPCB). The black square
in (a) denotes the left dot region.
electron density within the region where we expect the
quantum dot to form.
Figure 20(a) shows a top view of the electron density at
the Si/SiO2 interface for the device shown in Fig. 19(a)
after optimization. In this optimization, the depletion
gates (TP, CP, LP tied to RP, L tied to R, LQPC tied
to RQPC) and the top Al gate AG (not shown) volt-
ages are allowed to vary, and the targets are to obtain
one electron (integrated electron density close to one) in
the left dot and simultaneously keep the electron densi-
ties in the LTB, DB, and LQPCB barriers at specified
values (e.g., 1018 cm−3 at all three barriers). The gate
voltages that meet these optimization targets are given
in the caption of Fig. 20(a). For this device, the opti-
mization results suggest that it can possibly operate in
the one/few-electron regime with all tunnel barriers con-
trollable. Experimental results have corroborated this
observation, as measurements on this device have shown
good few-electron characteristics. Optimization results
for a different structure, shown in Fig. 20(b), suggest
a different situation where the RQPCB barrier is com-
pletely shut off even when there are about 100 electrons
in each dot. In this case, QCAD’s optimal solution could
not meet its given targets simultaneously – one could find
solutions for the target of having one electron in each dot,
or for the target of setting electron densities to given val-
ues at the tunnel barriers, but not both, indicating that
this device may not be able to reach the few-electron
regime. This was also confirmed experimentally, as de-
vices of this geometry did not display good few-electron
behavior. These results show that the ability to perform
device optimizations can help to efficiently narrow down
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FIG. 20. (Color online) (a) View along the Si/SiO2 interface
of the resulting electron density after the optimizing the deple-
tion gate voltages to obtain one electron in the left dot while
keeping the electron densities in the LTB, DB, and LQPCB
barriers at 1018 cm−3. The device used is the same as that
shown in Fig. 19(a) (T = 0.2 K). The gate voltages that meet
the optimization targets are AG = 3.48 V, TP = -0.74 V, CP
= -0.007 V, LP = RP = -5.95 V, L = R = -1.15 V, and LQPC
= RQPC = -2.41 V. (b) Top view of the electron density af-
ter optimization for a different DQD device, where there are
about 100 electrons in each dot.
device candidates that meet essential requirements.
We have run optimizations such as the one described
above on dozens of DQD device designs (some already
fabricated, others not). Overall, these optimizations have
helped us answer three DQD design questions that are
critical in achieving few-electron QD behavior: (i) which
devices allow one electron in each dot and also simulta-
neous control of tunnel barriers; (ii) for a given device,
do tunnel barriers turn on before or after a dot has many
electrons; (iii) what are the locations and shapes of the
main dots and charge sensing constrictions.
V. CONCLUSION
We have developed a versatile finite-element-based tool
called QCAD that is aimed at efficient simulation of
multi-dimensional quantum devices, in particular, semi-
conductor multi-QD devices for use as qubits. QCAD is
able to solve for the electrostatic potential with or with-
out quantum effects (e.g. quantum confinement), and
self-consistent single- and/or multi-electron wave func-
tions and energies in 1D/2D/3D quantum devices. We
have demonstrated robust convergence of the tool even at
near-zero-Kelvin temperatures. The self-consistent quan-
tum models in QCAD allow for analysis of quantum ef-
fects on device parameters of importance, and we have
shown this for the case of dot-to-gate capacitances. Very
high QCAD simulation throughput is achieved through
pre- and post-processing scripting, distributed parallel
computing capability and resources. QCAD simulations
and optimizations of realistic multi-QDs allow for fast
and valuable design comparison, optimization, and guid-
ance to accelerate the experimental development of few-
electron multi-QD qubits.
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Appendix A
All derivations here assume single conduction band
minimum and isotropic effective mass. In bulk devices
(no spatial confinement), electrons are free to move in
all three directions. Denote r = (x, y, z) and k =
(kx, ky, kz), and assume parabolic energy dispersion E =
EC + h¯
2k2/(2m∗) with k = |k|. The 3D electron density
in bulk devices is given as
n3D =
2
Ω
∑
k
f(EF − E),
where 2 includes spin degeneracy and f(E) is the Fermi-
Dirac distribution, i.e., f(E) = [1+exp( −EkBT )]
−1. Making
use of the sum-to-integral rule,
1
Ω
∑
k
=
1
Ω
Ω
(2π)3
∫
d3k,
and converting the integrand to spherical coordinates as
the energy E only depends on the amplitude of k,
1
Ω
∑
k
=
1
(2π)3
∫
d3k =
1
(2π)3
∫ +∞
0
4πk2dk,
then the electron density becomes
n3D =
1
π2
∫ +∞
0
k2dk
1 + exp(E−EFkBT )
.
Since E = EC + h¯
2k2/(2m∗), we obtain
k2dk =
1
2
(
2m∗
h¯2
) 3
2√
E − EC dE,
then
n3D =
1
2π2
∫ +∞
EC
(
2m∗
h¯2
) 3
2
√
E − EC
1 + exp(E−EFkBT )
dE.
From the above expression, we can define the density of
states (DOS) for bulk semiconductors, that is,
g3D(E) =
1
2π2
(
2m∗
h¯2
) 3
2√
E − EC .
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With this definition, n3D can be rewritten as
n3D =
∫ +∞
EC
g3D(E)f(EF − E)dE,
which is the familiar expression widely found in solid
state textbooks. Let ε = (E − EC)/(kBT ) and ηF =
(EF − EC)/(kBT ), then
n3D =
1
2π2
(
2m∗kBT
h¯2
) 3
2
∫ +∞
0
√
εdε
1 + exp(ε− ηF ) ,
= 2
(
m∗kBT
2πh¯2
) 3
2 2√
π
∫ +∞
0
√
εdε
1 + exp(ε− ηF ) ,
= NCF1/2(ηF ), (A1)
where NC is defined as the effective DOS in the conduc-
tion band and F1/2(ηF ) is the Fermi-Dirac integral of 1/2
order22.
In 1D-confined devices such as quantum well struc-
tures, electrons are free to move in two directions,
whereas the third direction is spatially confined and
forms quantized energy levels. Assume the free directions
are along y and z, and the confined direction is along x.
Denote r = (y, z) and k = (ky , kz). The parabolic en-
ergy dispersion becomes E = Ei+ h¯
2k2/(2m∗), where Ei
is the ith quantized energy level determined by the 1D
Schrodinger equation in the confined direction x. The
2D electron density in the y − z plane for a given Ei is
defined as
n2D,i =
2
A
∑
k
f(EF − E).
Following a procedure similar to the bulk case, we have
n2D,i =
2
A
A
(2π)2
∫
d2kf(EF − E)
=
2
(2π)2
∫ +∞
0
2πkdkf(EF − E)
=
1
π
∫ +∞
0
kdk
1 + exp(E−EFkBT )
=
m∗
πh¯2
∫ +∞
Ei
dE
1 + exp(E−EFkBT )
=
m∗kBT
πh¯2
ln
[
1 + exp
(
EF − Ei
kBT
)]
=
m∗kBT
πh¯2
F0(ηF ), (A2)
where F0(ηF ) is the Fermi-Dirac integral of zero order
with ηF = (EF −Ei)/(kBT ) here. In the final step of the
derivation, the integral identity∫
dy
1 + ey
=
∫
e−ydy
1 + e−y
= − ln(1 + e−y)
is used. It is worthy of noting that one can obtain the
2D DOS from Eq. (A2), g2D(E) = m
∗/(πh¯2), which is
independent of energy.
In 2D-confined devices such as quantum wire struc-
tures, electrons are free to move in only one direction,
whereas the other two directions are spatially confined
and form quantized energy levels. Assume the free di-
rection is along z, and the confined directions are along
x and y. The parabolic energy dispersion becomes E =
Ei + h¯
2k2z/(2m
∗), where Ei is the ith quantized energy
level determined by the 2D Schrodinger equation in the
confined directions. The 1D electron density in the z
direction for a given Ei is defined as
n1D,i =
2
L
∑
kz
f(EF − E).
Following a procedure similar to the bulk case, we have
n1D,i =
2
L
L
2π
∫ +∞
−∞
dkzf(EF − E)
=
2
π
∫ +∞
0
dkzf(EF − E)
=
1
π
(
2m∗
h¯2
) 1
2
∫ +∞
Ei
(E − Ei)− 12 dE
1 + exp(E−EFkBT )
.
From this expression, we can define the 1D DOS as fol-
lows,
g1D(E) =
1
π
(
2m∗
h¯2
) 1
2
(E − Ei)− 12 .
Let ε = (E − Ei)/(kBT ) and ηF = (EF − Ei)/(kBT ),
then
n1D,i =
1
π
(
2m∗kBT
h¯2
) 1
2
∫ +∞
0
ε−
1
2 dε
1 + exp(ε− ηF )
=
(
2m∗kBT
πh¯2
) 1
2 1√
π
∫ +∞
0
ε−
1
2 dε
1 + exp(ε− ηF )
=
(
2m∗kBT
πh¯2
) 1
2
F− 12 (ηF ), (A3)
where F− 12 (ηF ) is the Fermi-Dirac integral of -1/2
order27.
Appendix B
Given the extracted 1D triangular well for the QCAD
Poisson case in Fig. 16, EC(z) = 0.007045z + 0.002054
eV = qFz + b with the electric field F = 7.045 × 106
V/m and the intercept b = 0.002054 eV, the semiclassical
3D electron density can be calculated as (assuming MB
statistics for simplicity),
n(z) = NC exp
(
EF − EC
kBT
)
= NC exp
(
EF − qFz − b
kBT
)
,
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withNC given in Eq. (4). Integrating the electron density
along z leads to
∫ zf
0
n(z)dz =
NCkBT
qF
exp
(
EF − b
kBT
)[
exp
(−qFzf
kBT
)
−1
]
,
which corresponds to a sheet electron density per unit
area. zf is an upper bound in z above which the electron
density is negligible and it is set to 10 nm in correspon-
dence with Fig. 16. Taking derivative of this expression
with respect to the field gives
d
∫ zf
0
qn(z)dz
dF
= qNC exp
(
EF − b
kBT
)
×
[(
kBT
qF 2
+
zf
F
)
exp
(−qFzf
kBT
)
−kBT
qF 2
]
,
(B1)
which represents a capacitance per unit length.
Given the extracted 1D triangular well for the QCAD
S-P case in Fig. 16, EC(z) = 0.008256z − 0.025003 eV,
we first shift the profile up to obtain EC(z) = 0.008256z
eV = qFz with F = 8.256 × 106 V/m, which leads
to analytic solutions for the wave functions and eigen-
energies, and then we shift the eigen-energies down by
the same amount to obtain the actual energies. The ith
analytic wave function for the 1D triangular well given
by EC(z) = qFz takes the form of
56
ψi(z) = A Ai[u(z)],
u(z) =
(
2m∗l qF
h¯2
) 1
3
(
z − Ei
qF
)
,
Ei =
(
h¯2q2F 2
2m∗l
) 1
3
[
3π
2
(
i− 1
4
)] 2
3
,
A =
(
2m∗l qF
h¯2
) 1
6
[
Ai′2(λ0)− λ0Ai2(λ0)
]−1
2
,
λ0 = − Ei
qF
(
2m∗l qF
h¯2
) 1
3
, i = 1, 2, ... (B2)
where A is the normalization factor, m∗l is the longitudi-
nal effective mass of Si, and Ai(λ0) is the Airy function.
At T = 50 K and lower temperatures, and because of the
low electron density in the DQD device, only the lowest
subband is occupied, hence the volume quantum electron
density can be computed as
n(z) =
2m∗tkBT
πh¯2
ln
[
1 + exp
(
EF − E1
kBT
)]
|ψ1(z)|2,
with 2 accounting for the ∆2-valley double degeneracy.
E1 here is equal to the E1 in Eq. (B2) minus 0.025003
eV. As the wave function modulus is normalized, i.e.,∫ +∞
0 |ψ1(z)|2dz = 1, integrating the electron density
leads to
∫ +∞
0
n(z)dz =
2m∗t kBT
πh¯2
ln
[
1 + exp
(
EF − E1
kBT
)]
.
The derivative of the sheet electron density with respect
to the field is given by
d
∫ +∞
0 qn(z)dz
dF
=
2m∗tkBT
πh¯2
[
1 + exp
(
E1 − EF
kBT
)]−1
× −1
kBT
dE1
dF
,
dE1
dF
=
(
3π2h¯2q2
16m∗tF
) 1
3
, (B3)
which also represents a capacitance per unit length.
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