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High performance signal detectors are one of the indispensable components in
quantum information processing for detecting extremely weak signals, such as
qubit readout and gravitational wave detection. Although some quantum detectors
have been implemented in optics or superconducting circuits, the general method
for enhancing their performance has not yet been suciently discussed. Actually,
for the classical detectors, feedback control is usually used to enhance the detection
performance, however its quantum version has not been investigated. This thesis
provides some design theories for engineering quantum signal detectors within the
framework of feedback control theory. In particular, this thesis focuses on the
following key devices: quantum opto-mechanical sensor and cascaded quantum
amplier. The control problems are formulated within the framework of coherent
feedback control, which does not contain any measurement component.
Chapter 1 summarizes the background of quantum signal detection and de-
scribes the purpose and contents of this thesis.
Chapter 2 is devoted to some preliminaries, describing classical linear systems,
geometric control theory, feedback amplication, and open quantum systems.
Chapter 3 provides a general theory for engineering a quantum sensor achiev-
ing back-action evasion (BAE), based on the geometric control theory. Also, the
general theory is used to show a physical implementation of the BAE controller.
Moreover, a controller design is demonstrated for a practical situation where some
experimental imperfections are present.
Chapter 4 discusses feedback methods for suppressing characteristic uncer-
tainty of a cascaded quantum amplier. In particular, as a most basic setup,
vi
the following two types of feedback control methods are considered: cascade con-
nection of feedback-controlled ampliers, and single feedback control for cascaded
amplier. To compare the robustness of the above two feedback schemes, the sen-
sitivity functions are dened. It is shown that the latter control method is better
in the sense of sensitivity.
Chapter 5 summarizes the results of this thesis and discusses some future works.
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Notation
R set of real numbers
C set of complex numbers
Rn set of n - dimensional real column vector
Cn set of n - dimensional complex column vector
Rmn m n real matrix
X? orthogonal complement of a linear space X
In n n identity matrix
On n n zero matrix
A = (aij) a matrix whose (i; j) element is aij
A> transpose of matrix A, A> = (aji)
A] element-wise complex conjugate, A] = (aji) = (A
y)>
Ay Hermitian conjugate of matrix A, Ay = (A)>
<() real part of ()
=() imaginary part of ()
KerA kernel of matrix A, Ker(A) = fxjAx = 0g
ImA image of matrix A, Im(A) = fyjy = Ax;8xg
ij Kronecker delta function
(t  t0) delta function
trA trace of matrix A
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1Chapter 1
Introduction
1.1 Background
1.1.1 Quantum Sensing
Sensing technology is quite indispensable to our daily life, because it plays a role
of extracting real-world information and transferring it to a central computer sys-
tem. In order to develop advanced technologies such as quantum computing,
bio-imaging, and IoT(Internet of Things)-based smart system, enhancing the per-
formance of sensing system is an important task for engineers. And recently, the
use of quantum systems or quantum phenomena has attracted increasing atten-
tion for detecting extremely weak signals which are usually undetectable by the
classical technologies. Actually, various kinds of quantum sensors have been stud-
ied and implemented [1], e.g., opto-mechanical oscillators for gravitational-waves
[2, 3, 4], and nitrogen-vacancy centers in diamond for magnetic elds [5, 6, 7].
This research area is called quantum metrology, which is expected to provide a
breakthrough in many areas of science. Importantly, the quantum sensing is also
essential in quantum information technologies such as quantum computing and
quantum communication, because the signals that appears in quantum systems
are usually very weak.
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Figure 1.1: Circuit diagram of stress and pressure sensor.
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Figure 1.2: Signal ow in a classical sensing system.
1.1.2 Structure of Sensing System and Feedback
To establish a high-precise quantum sensing system, it is signicant to consider
how the conventional sensing system has realized the detection of target signal
in practice. As an example, here focus on the simplied circuit diagram of stress
and pressure sensor illustrated in Fig. 1.1 [8]. In the above system, a resistance
strain gauge, which is produced from a metallic wire or a semiconductor, serves
as a sensor. If the gauge is subjected to the stress, the length of the gauge wire
varies which causes the change in gauge resistance. Slight changes in resistance are
usually detected and converted into an electric signal by Wheatstone bridge circuit,
as shown in Fig. 1.1. Because the signals from the stress gauses are very small,
they should be amplied before converting them into digital signals. Also, some
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Figure 1.3: Possible structure of quantum sensing system.
unwanted noises contained in the output signals are eliminated by lter circuits.
The signal ow explained above is generalized as shown in Fig. 1.2. Importantly,
the whole sensing system is composed of some subsystems, and the target signal can
be detected by using them in combination: not only a sensor, but also ampliers
and lters constituting the signal conditioning circuit are the key devices. The
roles of the above devices are written below.
 Sensor is a rst element of sensing system that responds to the target signal
and converts it to another physical quantity.
 Amplier is an active component that increases the signal level by using
supplied energy.
 Filter is a device that selectively passes a signal with desired frequency range
and removes the others.
Moreover, the notable fact is that, in the well-established sensing system, almost all
the above devices are systematically engineered based on the systems and control
theory, e.g., see [9, 10, 11]. More specically, they are analyzed and designed by
feedback control explicitly or implicitly, because it is a core technique that has
some eects useful for system engineering, for example, noise reduction, linearity
improvement, system stabilization, inverse function implementation, and so on.
Now, in the light of the fact explained above, the high-precise quantum sensing
system established in the future will be composed of some key elements in the
same way as the classical one. Figure 1.3 illustrates the possible structure of
quantum sensing system, which includes both quantum and classical subsystems.
Red and light blue lines represents the quantum and classical signal ows. At
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the measurement component, the quantum signal is converted into the classical
one, and it is processed by the classical circuit. Also, at the end of the sensing
system, sensors, ampliers, and lters are replaced by the quantum counterparts
that work in the quantum level, i.e., quantum sensors, quantum ampliers, and
quantum lters. This thesis calls them \quantum signal detectors," meaning the
key elements that will be integrated in a quantum sensing system for extracting
the information of weak signals more precisely. Recently, these devices has been
practically implemented in experiments. In addition to the examples of quantum
sensors mentioned in the previous subsection, the signal conditioning elements
at the quantum level have also been realized, e.g., quantum ampliers in optics
[12, 13] and superconducting circuits [14, 15, 16, 17], and passive optical lters (so
called mode-cleaning cavities) [18, 19]. Then, along this research direction, as a
next step for the practical realization of quantum sensing system, it is important to
develop the systematic methods for engineering high performance quantum signal
detectors. However, such general theories has not yet been suciently discussed
in the quantum regime. Therefore, this thesis aims to develop the systematic
methods for engineering each quantum signal detector. The control problems are
discussed within the framework of feedback control theory. This methodology has
provided many successful results in the classical regime, then if it is appropriately
modied, it will be possible to extend the results to the quantum case.
1.2 Control Problems
Toward establishing the general methods for engineering quantum signal detectors,
this thesis especially focuses on the quantum sensor and the quantum amplier,
because they are the rst two elements in the quantum sensing system shown in
Fig. 1.3 and their performance is expected to have an signicant eect on the whole
detection performance. For realizing ultra-precise quantum signal detection, the
following control problems are fundamentally important: (i) noise decoupling for
quantum sensor and (ii) stabilizing cascaded quantum amplier. The details are
explained below.
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Figure 1.4: Simplied schematic setup of gravitational-wave detector based on the
Michelson interferometer.
1.2.1 Noise Decoupling for Quantum Sensor
As mentioned in Subsection 1.1.1, quantum systems can be ultra-sensitive sensors
because they are much more sensitive to a small perturbation (weak signal) al-
most inaccessible within the classical (i.e., non-quantum) regime. However they
are also fragile to some unwanted external noises which limits the sensitivity of
the quantum sensors, and it becomes dicult to extract the information of tar-
get signals from the output of the sensors. Then, for detecting extremely weak
signals, engineering a sensor system that beats the sensitivity limitation is one
of the most important subjects in quantum information science. Historically, a
strong motivation to realize such an ultra-sensitive quantum sensor arises from
the eld of gravitational-wave detection [2, 3, 20, 21]. Gravitational-waves are
ripples in spacetime propagating at the speed of light, which was predicted by
Einstein in his general theory of relativity [22, 23]. First construction of detecting
instruments started about fty years ago, and in 2015, Advanced LIGO, which is
the newest gravitational-wave detector of US, achieved the rst direct detection
of gravitational-waves from a black hole merger [24]. Figure 1.4 illustrates the
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schematic setup of gravitational-wave detector based on the Michelson interfer-
ometer. At the end of the interferometer, the sensor system is composed of the
moving mirror and the optical cavity, and they are coupled through the optical
radiation pressure acting on the mirror. This is a well-known sensor system called
the opto-mechanical oscillator. In fact, a variety of quantum sensors composed of
opto-mechanical oscillators have been proposed [2, 3, 4, 25, 26, 27], and several
experimental implementations of those systems have been reported not only in
the kilogram-scale (used in the gravitational-wave detection), but also in various
scales [28, 29, 30, 31, 32].
In general, the above quantum sensors are subjected to many types of noises.
If some classical noises such as the seismic noise or the thermal noise can be sup-
pressed by some means, there remains two types of fundamental quantum noises
called the back-action noise and the shot noise. The former one, the back-action
noise, comes from the uncertainty of the oscillator's position due to the radiation
pressure force uctuation. On the other hand, the latter one, the shot noise, comes
from the photon number uctuation at the photodetector. A major obstacle to
detect a weak signal is that there is a trade-o between the back-action noise
and the shot noise, and in a simple setup, the measurement noise power is lower
bounded by the so-called standard quantum limit (SQL) [2, 20]. To achieve the
high-precision detection of a weak signal, beating the SQL is the most signicant
problem. The question of whether or not it is possible to beat the SQL had been
discussed [33, 34], and as a result it was theoretically shown that it is possible
[35, 36]. Because the shot noise is known to be unavoidable, the SQL appears
mainly due to the presence of the back-action noise. Hence, in order to realize
high-precision detection below the SQL, the sensor system has to be carefully en-
gineered so that it evades the back-action noise. That is, the present goal is to
realize a back-action evasion (BAE) measurement by some means. In fact, many
BAE methods have been developed, e.g., the variational measurement technique
[37, 38, 39] or the quantum locking scheme [40, 41, 42]. Moreover, towards more
accurate detection, recently some high-level approaches to design a BAE sensor can
be found, based on those specic BAE methods. For instance, Ref. [43] provides
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a systematic comparison of several BAE methods and gives an optimal solution.
Also, systems and control theoretical methods have been developed to synthesize
a BAE sensor for a specic opto-mechanical system [44, 45]; in particular, the
synthesis is conducted by connecting an auxiliary system to a given plant system
by direct-interaction [44] or coherent feedback [45].
Along this research direction, next it appears to be important to develop a
general theory to design an auxiliary controller realizing BAE for a given sensor
system. This thesis aims to solve the above problem from the view of geometric
control theory. The details are given in Chapter 3.
1.2.2 Stabilizing Cascaded Quantum Amplier
An amplier is one of the most indispensable devices in modern technology [46].
Note that this device is not used in a stand-alone fashion, because its amplication
gain cannot be exactly specied due to unavoidable characteristic uncertainty.
Actually the amplied output signal produced from a bare amplier can be largely
distorted, and eventually the performance of signal processing is degraded. In
1920s, this issue was solved by Black [47]. He had tackled the problem of improving
the performance of repeaters used for a long-distance telephone line, and as a result,
proposed the method called the negative feedback illustrated in Fig. 1.5. e and E
are input and output voltage,  and  are gains of amplier circuit and feedback
circuit, respectively. A simple calculation leads to
E =

1   e   
1

e;
then, the output becomes independent of the characteristic uncertainty of ampli-
er. After this invention, the feedback control theory has been further investigated
in depth by Blackman and Bode [48, 49]. Also, the method for analyzing the sta-
bility of feedback systems has been developed by Nyquist [50]. This feedback
amplication method, This theory of feedback amplication, which is now known
as one of the most successful examples of control theory, has made a signicant
contribution to the development of the today's electronic technologies.
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Figure 1.5: Negative feedback amplier proposed by Black [47].
Next, consider the practical situation where ampliers are used in a circuit
network. It can be seen that some ampliers are often cascaded to satisfy the
required performance, because single amplier does not always provide sucient
gain and bandwidth due to the gain-bandwidth constraint. Surely feedback con-
trol is needed in this case as well, however it is not obvious how to construct a
feedback conguration for such a multi-component network, e.g., such problem has
been discussed in Refs. [51, 52]. In particular, Ref. [51] shows the most basic sen-
sitivity analysis of cascaded feedback amplier. Specically, two types of feedback
structures has been considered: the case where controlled ampliers are connected
in series, and the case where a single feedback control is applied to the cascaded
amplier. Then, it has proven that the latter is better in the sense of sensitivity
to the uncertainty.
Turning the attention to the quantum regime, the quantum amplier [53, 54,
55, 56, 57, 58, 59, 60, 61] is expected to serve as a fundamental device in quan-
tum information science, such as quantum sensing for qubit readout [16, 17] and
quantum communication [62, 63, 64]. In practice, the quantum amplier must be
stabilized via feedback as in the classical case. In fact, Ref. [65] has developed
the theory of feedback stabilization for a single quantum amplier. Moreover,
cascading quantum ampliers has been recently studied, mainly for the enhance-
ment of squeezing or entanglement [66, 67, 68]. Along this research direction, it is
important to extend the above feedback theory to the case of cascaded quantum
amplier, which has not been yet established. The question here is how the feed-
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back structure should be constructed for cascaded quantum amplier. This control
problem is further non-trivial, because the quantum amplier is essentially a multi-
input and multi-output (MIMO) device and eventually the analysis becomes much
more involved than the classical case, as will be shown in Chapter 4.
1.3 Quantum Feedback Schemes
As explained above, this thesis aims to develop the design methods for quantum
signal detectors based on the feedback control. Here importantly note that, in
the eld of quantum engineering, there are two types of feedback control schemes,
which are called the measurement-based feedback and the coherent feedback. This
distinction arises from the fact that, in the standard measurement setup, the mea-
sured quantum system inevitably aected by a measurement operation and non-
commuting observables cannot be simultaneously measured. In the measurement-
based feedback scheme, a measurement is performed on the plant system and a
classical controller is designed based on the measurement results. The theory of
measurement-based feedback control has been well-developed [69, 70] together with
the quantum ltering theory [71, 72, 73], and many successful results in experi-
ments can be found; e.g., see Refs. [74, 75]. On the other hand, in the coherent feed-
back scheme, the feedback system does not contain any measurement component
and a controller is designed to be a fully quantum system [76, 77, 78, 79, 80, 81].
Recently, several works have compared the performance of the above two schemes
and in some control tasks, it has been shown that the coherent feedback can out-
perform the measurement-based one [82, 83, 84, 85, 86].
This thesis employs a coherent feedback control because of the following rea-
sons. In the coherent feedback scheme, the information of output from a quantum
system can be fully used because of the absence of the measurement process. Thus,
it can be said that there are some control tasks which are solvable only within the
coherent feedback scheme. Actually, the perfect noise decoupling for linear quan-
tum sensor cannot be solved by the measurement-based feedback scheme [45].
Also, as for the feedback control for the quantum network containing ampliers,
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Figure 1.6: Quantum sensing system based on coherent feedback control.
the coherent feedback is a natural counterpart to the classical feedback for the am-
plier, because the passive controller such as resistors and capacitors are directly
connected to the operational amplier in electric circuit [46, 51]. Summarizing,
this thesis provides the design theories for engineering quantum signal detectors
based on the coherent feedback, focusing on the quantum sensor and quantum
amplier. As illustrated in Fig. 1.6, the obtained results in this thesis will serve
as the core techniques for realizing high-precise quantum sensing system in the
future.
1.4 Organization of Thesis
The structure of this thesis is illustrated in Fig. 1.7. Chapter 2 provides some pre-
liminaries, describing classical linear systems, geometric control theory, feedback
amplication, and open quantum systems. Chapter 3 discusses a general theory
for engineering a quantum sensor achieving back-action evasion (BAE), based on
the geometric control theory. Also, the general theory is used to show a physical
implementation of the BAE controller. Moreover, a controller design is demon-
strated for a practical situation where some experimental imperfections are present.
Chapter 4 studies feedback methods for suppressing characteristic uncertainty of
a cascaded quantum amplier. In particular, as a most basic setup, the follow-
ing two types of feedback control methods are considered: cascade connection of
feedback-controlled ampliers, and single feedback control for cascaded amplier.
Sensitivity functions are dened to compare their performance. Moreover, for a
1.4. Organization of Thesis 11
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Figure 1.7: Structure of this thesis.
specic system, sensitivity and stability of the cascade feedback systems are nu-
merically investigated. Finally, Chapter 5 summarizes the results of this thesis
and discusses some future works.
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Chapter 2
Preliminaries
Abstract This chapter reviews some important topics in classical control theory
and provides the mathematical backgrounds for describing the dynamics of quan-
tum systems. First, Section 2.1 summarizes the well-developed design methods for
classical system engineering. Particularly, one of the most important tools is the
geometric control theory, which plays a key role in engineering back-action evading
linear quantum sensor, see Chapter 3. The main concepts underlying in the above
control theory is so-called invariant subspaces; system properties are analyzed and
controller synthesis is performed in terms of these subspaces. Also, the theory of
feedback amplier is introduced. The key idea is to connect an amplier, which
is unstable but high gain component, with a passive attenuator, which realizes
the robust amplication. This theory will be extended to the case of cascaded
quantum amplier in Chapter 4. Moreover, Section 2.2 describes the special class
of quantum systems, so-called open quantum systems, interacting with an external
environment. The discussion begins with the assumption that, for a Markov ap-
proximation to be valid, a coupling between a system and an environment is weak,
and the equations representing the time evolution of the open quantum system
are shown. Also, some physical quantum devices are modeled based on the above
equations.
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2.1 Classical Control Theory
2.1.1 Linear Dynamical Systems
This subsection describes the classical linear systems. A general form of the linear
time-invariant dynamical systems is given by
dx(t)
dt
= Ax(t) +Bu(t);
y(t) = Cx(t) +Du(t); (2.1)
where x(t) 2 X  Rn is a vector of system variables with initial condition x(t0) =
x0, u(t) 2 U  Rm and y(t) 2 Y  Rl are vectors of input and output, respectively.
A;B;C and D are real matrices with appropriate dimensions.
There is another way to describe the linear systems: Now, the Laplace trans-
form of a time-domain function f(t) is dened as
F (s) = L[f(t)] =
Z 1
0
f(t)e stdt;
where s is a complex variable related to a frequency; s = i!. Then, the input-
output relation of linear system (2.1) in the Laplace domain is represented by
Y (s) = G(s)U(s); G(s) = C(sI   A) 1B +D;
where U(s) and Y (s) are the Laplace transforms of u(t) and y(t), respectively,
with the condition x0 = 0. G(s) is called the transfer function, which is a complex-
valued quantity characterizing the frequency response of linear systems.
Note that the linear systems theory provides some useful concepts for system
analysis and design. In particular, the following two questions are fundamentally
important: for the linear system (2.1),
Q1. Is it possible to control and move the state x to any desired state by u?
Q2. Is it possible to fully estimate the state x from y?
The concepts of the controllability and the observability are related to these ques-
tions. First, the controllability, which is related to the rst question, is dened as
follows:
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Denition 2.1.1. The linear system (2.1) is said to be controllable if, for any
initial state x(t0) and any nal state x1, there exists a nite time t1 > t0 and input
u(t); t 2 [t0; t1] such that x(t1) = x1. Otherwise, the linear system (2.1) is said to
be uncontrollable.
The following theorem is useful to study the controllability of the system.
Theorem 2.1.1. The following statements are equivalent:
(1) The linear system (2.1) is controllable.
(2) The following controllability matrix has full row rank:
Cu =
h
B AB A2B    An 1B
i
:
(3) The following matrix is positive denite for any t > 0:
Wc(t) =
Z t
0
eABB>eA
>d:
(4) The matrix [A  I B] has full row rank for all  in C.
The image of the controllability matrix, Im Cu, is called the controllable sub-
space, and Ker C>u = (Im Cu)? is called the uncontrollable subspace.
On the other hand, the observability, which is a dual concept of the controlla-
bility, is related to the second question. The denition is given as follows:
Denition 2.1.2. The linear system (2.1) is said to be observable if, for any
nite time t1 > 0, the initial state x(t0) = x0 can be determined by the input
u(t); t 2 [t0; t1] and the response of the output y(t); t 2 [t0; t1]. Otherwise, the
linear system (2.1) is said to be unobservable.
Similarly, there exists the theorem useful to study the observability of the
system.
Theorem 2.1.2. The following statements are equivalent:
(1) The linear system (2.1) is observable.
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(2) The following observability matrix has full column rank:
Oy =
266666664
C
CA
CA2
...
CAn 1
377777775
:
(3) The following matrix is positive denite for any t > 0:
Wo(t) =
Z t
0
eA
>C>CeAd:
(4) The matrix
"
A  I
C
#
has full column rank for all  in C.
The kernel of the observability matrix, KerOy, is called the unobservable sub-
space, and ImO>y = (KerOy)?, is called the observable subspace.
2.1.2 Geometric Control for Disturbance Decoupling
This subsection describes the geometric control theory for the disturbance decou-
pling problem [87, 88, 89, 90, 91]. In this theory, the concept of invariant subspaces
plays a key role. First, the denitions are shown as follows.
Denition 2.1.3. Let A : X ! X be a linear map. Then, a subspace V  X is
said to be A-invariant, if
AV  V :
This means that, for any x0 2 V , it follows that x(t; x0) 2 V for all t > 0, and
that A-invariant subspace V is spanned by the eigenvectors of A.
Denition 2.1.4. Given a linear map A : X ! X and a subspace ImB  X , a
subspace V  X is said to be (A;B)-(controlled) invariant, if
AV  V  ImB:
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Plant
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Figure 2.1: General conguration for the disturbance decoupling via a dynamical
feedback controller.
Denition 2.1.5. Given a linear map A : X ! X and a subspace KerC  X , a
subspace V  X is said to be (C;A)-(conditioned) invariant, if
A(V \KerC)  V :
Denition 2.1.6. Assume that V1 is (C;A)-invariant, V2 is (A;B)-invariant, and
V1  V2. Then, (V1; V2) is said to be a (C;A;B)-pair.
Now, from Denition 2.1.4 and 2.1.5, the following lemmas can be obtained.
Lemma 2.1.1. V  X is (A;B)-invariant if and only if there exists a matrix F
such that
F 2 F(V)  fF : X ! U j (A+BF )V  Vg:
Lemma 2.1.2. V  X is (C;A)-invariant if and only if there exists a matrix G
such that
G 2 G(V)  fG : Y ! X j (A+GC)V  Vg:
Here, the disturbance decoupling problem is described as follows. The system
of interest is represented, in an extended form of Eq. (2.1), as
dx(t)
dt
= Ax(t) +Bu(t) + Ed(t);
y(t) = Cx(t); z(t) = Hx(t); (2.2)
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where d(t) is the disturbance and z(t) is the output to be regulated. E and H
are real matrices. The other output y(t) may be used for constructing a feedback
controller; see Fig. 2.1. The disturbance d(t) can degrade the control performance
evaluated on z(t). Thus it is desirable if the system structure can be modied
by some means so that eventually d(t) does not aect at all on z(t). Note that
this condition is satised if the transfer function from d(s) to z(s) is zero for
all s, for the modied system. Or equivalently, the controllable subspace with
respect to d(t) is contained in the unobservable subspace with respect to z(t), i.e.,
Im Cd  KerOz. This control goal is called the disturbance decoupling. Here,
describe a specic feedback control method to achieve this goal. The controller
conguration is illustrated in Fig. 2.1; that is, the system modication is carried
out by combining an auxiliary system (controller) with the original system (plant),
so that the whole closed-loop system satises the disturbance decoupling condition.
The controller with variable xK 2 XK  Rnk is assumed to take the following form:
dxK(t)
dt
= AKxK(t) + BKy(t);
u(t) = CKxK(t) +DKy(t); (2.3)
where AK : XK ! XK, BK : Y ! XK, CK : XK ! U , and DK : Y ! U
are real matrices. Then, the closed-loop system dened in the augmented space
XE  X  XK is given by
d
dt
"
x
xK
#
=
"
A+BDKC BCK
BKC AK
#"
x
xK
#
+
"
E
O
#
d;
z =
h
H O
i " x
xK
#
: (2.4)
The control goal is to design (AK; BK; CK; DK) so that, in Eq. (2.4), the disturbance
signal d(t) does not appear in the output z(t). Here, dene
AE =
"
A+BDKC BCK
BKC AK
#
; (2.5)
B = ImB, C = KerC, E = ImE, and H = KerH. Then, the following theorem
gives the solvability condition for the disturbance decoupling problem.
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Theorem 2.1.3. For the closed-loop system (2.4), the disturbance decoupling
problem via the dynamical feedback controller (2.3) has a solution if and only if
there exists a (C;A;B)-pair (V1;V2) of the linear system (2.2) satisfying
E  V1  V2  H: (2.6)
Note that this condition does not depend on the controller matrices to be
designed. Moreover, the following corollary can be used to check if the solvability
condition is satised.
Corollary 2.1.1. For the closed-loop system (2.4), the disturbance decoupling
problem via the dynamical feedback controller (2.3) has a solution if and only if
V(C;E)  V(B;H);
where V(B;H) is the maximum element of (A;B)-invariant subspaces contained in
H, and V(C;E) is the minimum element of (C;A)-invariant subspaces containing E .
These subspaces can be computed by the algorithms given in Appendix A.
Once the solvability condition described above is satised, then the controller
matrices (AK; BK; CK; DK) can be explicitly constructed. The following intersec-
tion and projection subspaces play a key role for this purpose; that is, for a sub-
space VE  XE = X  XK, dene
VI 
(
x 2 X

"
x
O
#
2 VE
)
;
VP 
(
x 2 X

"
x
xK
#
2 VE; 9xK 2 XK
)
:
Then, the following theorem is obtained:
Theorem 2.1.4. Suppose that (V1;V2) is a (C;A;B)-pair of the linear system
(2.2). Then, there exist F 2 F(V2), G 2 G(V1), and DK : Y ! U such that
KerF0  V1; ImG0  V2;
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where F0 = F  DKC; G0 = G BDK. Moreover, there exists XK with
dimXK = dimV2   dimV1;
and AE given in (2.5) has an invariant subspace VE  XE such that
V1 = VI ; V2 = VP :
Also, the matrices (AK; BK; CK) of the dynamical feedback controller (2.3) satises
AKN = N(A+BF0 +GC);
BK =  NG0;
CKN = F0; (2.7)
where N : V2 ! XK is a linear map satisfying
KerN = V1:
Here, dene the following augmented subspace VE  XE:
VE 
("
x
Nx
#  x 2 V2
)
:
Then, in fact, under the condition given in Theorem 2.1.4, V1 = VI and V2 = VP
hold, and it follows that
AE
"
x
Nx
#
=
"
A+BDKC BCK
BKC AK
#"
x
Nx
#
=
"
(A+BF )x
N(A+BF )x
#
2 VE;
implying that VE is actually AE-invariant. Now, suppose that Theorem 2.1.3 holds,
and take the (C;A;B)-pair (V1;V2) satisfying Eq. (2.6). Then, together with the
above result, AEVE  VE, the following relationship holds:
Im [E> O]>  VE  Ker [H O]:
This implies that d(t) must be contained in the unobservable subspace with respect
to z(t), and thus the disturbance decoupling is realized.
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Figure 2.2: Feedback conguration for a classical system.
2.1.3 Stability of Feedback Systems
In designing feedback systems, what should be rst considered is the stability of the
system. This subsection introduces the denition of stability and some methods
to determine whether the feedback system is stable or not [9, 10, 11].
First, consider the classical feedback system illustrated in Fig. 2.2. This system
is composed of a plant with gain G(s) and another system (controller) with gain
K(s). The input-output relation in the Laplace domain is given by
y(s) = Gfb(s)u(s); Gfb(s) =
G(s)
1 +G(s)K(s)
; (2.8)
where L(s)  G(s)K(s) is the loop transfer function. Note that there are two types
of feedback methods. If the output signal is fed back so that it subtracts from
the input signal, the controlled system is said to have a negative feedback, which is
dened as j1+G(s)K(s)j > 1 ( jGfb(s)j < jG(s)j ). On the other hand, if the output
signal is fed back so that it adds to the input signal, the controlled system is said to
have a positive feedback, which is dened as j1+G(s)K(s)j < 1 ( jGfb(s)j > jG(s)j ).
Now the characteristic equation of the feedback system (2.8) is assumed to
have the following form with constant real coecients:
1 +G(s)K(s) = ans
n + an 1sn 1 +   + a1s+ a0 = 0: (2.9)
Here, the stability of the feedback system (2.8) is dened with the roots of the
above polynomial, called poles, as follows:
Denition 2.1.7. The feedback system (2.8) with the characteristic equation (2.9)
is stable if and only if all roots have negative real parts, that is, all poles lie in the
left-half s-plane.
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However, especially for high order polynomials, it is not always easy to calculate
the roots of the characteristic equation. Fortunately, some useful stability criteria
have been developed to test the stability of the system without actually solving
for the roots. The Routh-Hurwitz criterion is one of the most well-known stability
criteria, which is an algebraic method determining the location of roots. Note that,
in the late 1800s, two dierent criteria were independently developed by Routh [92]
and Hurwitz [93], and it is now known that these criteria are equivalent [94]. Here,
the test method is summarized based on the former criterion. First, a necessary
condition for stability of the system is given as follows:
Theorem 2.1.5. For the feedback system (2.8) with the characteristic equation
(2.9) to be stable, it is necessary (but not sucient) that the following two condi-
tions hold:
(1) All the coecients of the characteristic equation have the same sign.
(2) None of the coecients vanish.
Without loss of generality, it is assumed that all the coecients are positive,
which is alternative to condition (1). If the above two conditions are satised,
a necessary and sucient condition for stability of the system is given by the
following theorem:
Theorem 2.1.6. (Routh's criterion) The feedback system (2.8) with the char-
acteristic equation (2.9) is stable if and only if all the elements in the rst column
of the following Routh array are positive:
sn an an 2 an 4    a1
sn 1 an 1 an 3 an 5    a0
sn 2 bn 1 bn 2 bn 3   
sn 3 cn 1 cn 2 cn 3   
...
...
...
s
s0
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where
bn 1 =
anan 3   an 1an 2
an
; cn 1 =
an 1bn 2   bn 1an 3
an 1
:
This criterion also states that, if the elements in the rst column are not all
positive, the number of sign changes in the column is equal to the number of roots
with positive real parts.
As mentioned above, the Routh-Hurwitz criterion provides the information on
the absolute stability, which refers to whether the system is stable or not. How-
ever, it does not tell us the information on the relative stability, which refers to
how stable the system is. Next, introduce the Nyquist criterion, which is useful
not only for testing the absolute stability but also for investigating the relative
stability of the system. This is a semi-graphical method that provides some in-
formation about the stability of the closed-loop system by drawing the Nyquist
plot. This is the vector plot of the loop transfer function L(s), i.e., the trajectory
of (Re [L(i!)] ; Im [L(i!)]) with ! 2 ( 1;+1). Note again that, for the classi-
cal feedback system (2.8), L(s) = G(s)K(s). This stability criterion is based on
the Cauchy's argument principle, which is a well-known result in complex variable
theory. For a complex function F (s), let Z be the number of zeros and P be the
number of poles of F (s), respectively. The argument principle is stated as follows:
Theorem 2.1.7. (Argument principle) If a contour mapping of a complex
function F (s) in the s-plane,  s, encircles Z zeros and P poles and does not path
through any of them, then the contour  s encircles the origin N = Z  P times in
the clockwise direction.
This principle is applied to the control theory as follows. Recall that the
stability is dened by the poles of the characteristic equation (2.9). Now in the
Nyquist criterion, consider F (s) = 1 + L(s) and its contour mapping in the s-
plane encircling the entire right-half plane (RHP). Then, Z and P are dened as
follows: Z is the number of unstable zeros of F (s), i.e., the number of unstable
poles of Gfb(s), and P is the number of unstable poles of F (s), i.e., the number of
unstable poles of L(s), respectively. Therefore, through the change of function as
F 0(s) = F (s)  1 = L(s), the Nyquist criterion is given as follows:
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Theorem 2.1.8. (General Nyquist criterion) The feedback system (2.8) is
stable if and only if, for the Nyquist plot with ! 2 ( 1;+1), the number of coun-
terclockwise encirclements of the point ( 1; 0) is equal to the number of unstable
poles of L(s), that is, N =  P (Z = 0) holds.
Furthermore, if the loop transfer function L(s) has no unstable poles, the above
criterion can be simplied as follows:
Theorem 2.1.9. (Simplied Nyquist criterion) The feedback system (2.8) is
stable if and only if the Nyquist plot with ! 2 (0;+1) does not encircle the point
( 1; 0), that is, N = 0 holds.
As mentioned before, the Nyquist plot not only tests whether or not the feed-
back system is stable, but also provides the information on the degree of stability,
which is characterized by the concept of stability margin. In particular, the gain
margin and the phase margin are the commonly used quantities for measuring
the relative stability of the feedback system. The gain margin is the amount of
open loop gain in decibels (dB) which can be increased before the feedback system
becomes unstable. The denition is given as follows:
gm = 20 log10
1
jL(i!p)j =  20 log10 jL(i!p)j;
where !p is the phase-crossover frequency satisfying \L(i!p) =  180; i.e., the
smallest frequency where the phase of the loop transfer function is  180. On
the other hand, the phase margin is the amount of phase in degrees which can be
added before the feedback system becomes unstable. The denition is given by
pm = \L(i!g) + 180;
where !g is the gain-crossover frequency satisfying jL(i!g)j = 1; i.e., the small-
est frequency where the loop transfer function has unit magnitude. Also, it is
assumed that \L(i!) starts at 0 and decreases to  180. These two quantities
are evaluated from the Nyquist plot as illustrated in Fig. 2.3. The phase-crossover
frequency !p is given as the frequency at which the Nyquist plot intersects the
negative real axis, and the gain-crossover frequency !g is given as the frequency
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Figure 2.3: Nyquist plot and stability margins.
at which the Nyquist plot intersects the unit circle around the origin (solid line).
Then, it can be seen from Fig. 2.3 that the gain margin and the phase margin
together characterize how close the Nyquist plot passes from the point ( 1; 0),
and that the feedback system with large amounts of gm and pm is considered to
be more relatively stable. Here, note that the negative feedback and the positive
feedback, introduced at the beginning of this subsection, can also be expressed in
terms of the Nyquist plot. As explained before, the type of feedback is determined
by the factor 1+G(s)K(s). Now the quantity j1+G(s)K(s)j = jG(s)K(s)  ( 1)j
can be interpreted the distance between a point on the Nyquist plot and the point
( 1; 0). Then, inside the unit circle around the the point ( 1; 0) (dashed line) in
Fig. 2.3, where j1 +G(s)K(s)j < 1 is satised, the positive feedback is applied to
the system. (Outside this unit circle, the negative feedback is applied.) As a conse-
quence, the closed-loop gain becomes greater than the open gain; jGfb(s)j > jG(s)j,
and eventually j1 + G(s)K(s)j reaches a minimum value at the frequency !a, see
Fig. 2.3. This may cause a peaking to appear in the gain plot of the closed-loop
system. In order to suppress the gain peaking, it is necessary to guarantee certain
amount of gm and pm.
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2.1.4 Feedback Amplication and Sensitivity Function
This subsection describes the theory of feedback amplication and the sensitivity
function of the feedback system.
The idea of classical feedback amplication is described as follows. For the
feedback system (2.8), if the plant has a very high gain (such a system is usually
called amplier), i.e., jG(s)K(s)j  1 is assumed here, then, in the limit jG(s)j !
1, the closed-loop gain leads to
jGfb(s)j  1jK(s)j :
This result means that the closed-loop gain becomes independent of variations in
G(s), i.e., the robust amplication is realized by taking a passive and attenuating
controller, such as a resistor, because the characteristic change in K(s) of those
passive devices is generally quite small.
However, the plant gain actually has a nite value. In this case, the robustness
of the feedback system is quantied in terms of the sensitivity function dened
as follows. For the moment, (s) is omitted. Suppose that a small characteristic
change G occurs in the gain as G ! G +G, which resulting in the change of
closed-loop gain as Gfb +Gfb. Then, the sensitivity function of Gfb with respect
to G is dened as
S =
Gfb=Gfb
G=G
: (2.10)
Now, for the closed-loop gain, the small deviation Gfb is calculated as
Gfb =
G+G
1 + (G+G)K
  G
1 +GK
 G
(1 +GK)2
;
then the sensitivity function is given by
S =
1
1 +GK
:
Therefore, the open-loop gain GK should be carefully designed so that jSj < 1 is
satised while retaining the stability of the closed-loop system.
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Figure 2.4: Gain plots of the closed-loop transfer function (2.11) with A0 = 100.
Moreover, another important eect of negative feedback is the improvement of
the frequency response of a system. Now, suppose that the plant is an amplier
with the following 1st-order low-pass transfer function:
G(!) =
A0
1 + i !
!0
;
where A0 is the DC gain and !0 the cut-o frequency of the original amplier,
and the controller is assumed to have a real feedback gain; K(!) = 0. Then, the
closed-loop transfer function is given by
Gfb(!) =
A0
1 + A00
1
1 + i !
(1+A00)!0
 A
fb
1 + i !
!fb
: (2.11)
This result indicates that the amplication bandwidth can be extended via nega-
tive feedback (j1 + A00j > 1) in exchange for the reduction of the amplication
gain by a factor (1+A00). Here, the gain-bandwidth product (GBP) is calculated
as
GBP = Afb!fb =
A0
1 + A00
 (1 + A00)!0 = A0!0;
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which is the constant value dependent only on the original amplier. Because of the
above constraint, the gain and bandwidth of an amplier cannot be freely chosen.
Figure 2.4 shows the gain plots of the transfer function (2.11) with A0 = 100 for
the three cases 0 = 0 (i.e., without feedback), 0 = 0:1, and 0 = 0:5. It can be
seen that the amplication bandwidth becomes larger than that of the uncontrolled
system, while the DC gain of the feedback system becomes smaller.
2.1.5 Cascaded Classical Feedback Amplier
Next, consider the case of cascaded classical amplier. Also, in this case, feedback
stabilization is needed to suppress the amplied uctuation of the overall gain.
However, it is not obvious how to construct a feedback conguration for such
a multi-component network due to a greater variety of synthesizing plant and
controller. Here, as the most basic study, this subsection focus on the two types
of feedback congurations depicted in Fig. 2.5 [51].
Here, it is assumed that both systems are composed of N identical ampliers
characterized by (2.8). In the type-a scheme, shown in Fig. 2.5(a), the same
feedback controller with gain Ka is applied to each amplier. The overall gain is
given by the N product of the single closed-loop gain with the structure (2.8):
Gfba = (G
fb)N =
GN
(1 +GKa)N
:
On the other hand, in the type-b scheme, the output of the terminal amplier is
fed back to the rst one through the single controller with gain Kb. The overall
gain is given by replacing G with GN in Eq. (2.8):
Gfbb =
GN
1 +GNKb
:
Now, suppose that the small change G! G+G occurs in one of the ampli-
ers, i.e., the j-th amplier (1  j  N). Then the uctuations of Gfba and Gfbb
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Figure 2.5: Two basic feedback congurations for cascaded classical amplier;
type-a and type-b.
are calculated as follows:
Gfba =
(G+G)GN 1
[1 + (G+G)Ka](1 +GKa)N 1
  G
N
(1 +GKa)N
 G
N 1G
(1 +GKa)N+1
;
Gfbb =
(G+G)GN 1
1 + (G+G)GN 1Kb
  G
N
1 +GNKb
 G
N 1G
(1 +GNKb)2
:
From Eq. (2.10), the sensitivity functions are given by
Sa =
1
1 +GKa
; Sb =
1
1 +GNKb
: (2.12)
Then, if the gains of both of the controlled systems are equal and these are smaller
than the gain of the non-controlled cascaded amplier, i.e., jGfba j = jGfbb j < jGjN ,
it follows that
jSbj
jSaj =
1
j1 +GKajN 1 < 1:
Thus, the above results shows that the type-b feedback scheme has a better per-
formance than the type-a scheme in the sense of sensitivity.
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2.2 Open Quantum Systems
2.2.1 Quantum Stochastic Calculus
This subsection provides the brief review of quantum stochastic calculus. Here,
consider the open quantum system with m environmental eld channels, which
can be characterized by the following three parameters [95]:
G = (S;L; H):
S is called the scattering matrix of the following form:
S =
2664
S11    S1m
...
. . .
...
Sm1    Smm
3775 ;
where SSy = SyS = I holds. L is called the coupling operator, which is a column
vector of the following form:
L =
h
L^1 L^2    L^m
i>
:
H is the Hamiltonian, which is a self-adjoint operator describing the energy of the
system.
As for the environmental elds, let a^i(t) be the annihilation operator of the
i-th quantum white noise process satisfying the following canonical commutation
relation (CCR):
[a^i(t); a^

j(t
0)] = ij(t  t0):
Note that a^i(t) is assumed to take the Markovian approximation, that is, it in-
stantaneously interacts with the system. Also, dene the quantum Wiener process
A(t) and the gauge process (t) as follows:
A(t) =
2666664
A^1(t)
A^2(t)
...
A^m(t)
3777775 ; (t) =
2664
^11(t)    ^1m(t)
...
. . .
...
^m1(t)    ^mm(t)
3775 ;
A^i(t) =
Z t
0
a^i(s)ds; ^ij(t) =
Z t
0
a^i (s)a^j(s)ds;
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where A^i(t) satises the CCR [A^i(t); A^

j(t
0)] = ij(t  t0), and the following quan-
tum Ito^ rule:
dA^idA^

j = ijdt;
dA^idA^j = dA^

i dA^j = dA^

i dA^

j = 0:
Now, in the Heisenberg picture, the time evolution a system observable X^(0)
is given by
jt(X^)  X^(t) = U^(t)X^(0)U^(t); (2.13)
where U^(t) is the unitary operator which obeys the following Hudson-Parthasarathy
equation [96]:
dU^(t) =

tr

(S  I)d>(t)+ dAy(t)L  LySdA(t)  1
2
LyLdt  iH^dt

U^(t);
(2.14)
with U^(0) = I. From (2.13), (2.14), and the following Ito^ product rule for the
product process X(t)Y (t):
d[X(t)Y (t)] = dX(t)Y (t) +X(t)dY (t) + dX(t)dY (t);
the system observable X^(t) obeys the following quantum stochastic dierential
equation (QSDE):
dX^(t) =

i[H^(t); X^(t)] + LL(t)[X^(t)]

dt
+ [Ly(t); X^(t)]S(t)dA(t) + dAy(t)Sy(t)[X^(t);L(t)]
+ tr

[Sy(t)X^(t)S(t)  X^(t)]d>(t)

; (2.15)
where LL[] is the Lindblad superoperator of the following form:
LL[] = Ly  L  1
2
LyL   1
2
 LyL
=
1
2
Ly[;L] + 1
2
[Ly; ]L:
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The output elds A(t)out and (t)out are dened as
Aout(t) = U^(t)A(t)U^(t); out(t) = U^(t)(t)U^(t):
Therefore, the following output relations are obtained:
dAout(t) = L(t)dt+ S(t)dA(t);
dout(t) = S](t)d(t)S>(t) + S](t)dA](t)L>(t)
+ L](t)dA>(t)S>(t) + L](t)L>(t)dt: (2.16)
2.2.2 Linear Quantum Systems
This subsection introduces the special class of quantum stochastic systems. Sup-
pose that a quantum system is composed of n bosonic subsystems, and that the
j-th mode can be modeled as a harmonic oscillator with the canonical conjugate
pairs (or quadratures) q^j and p^j satisfying the following CCR:
[q^j; p^k] = q^j p^k   p^kq^j = ijk:
Now, dene the vector of quadratures as
x^ =
h
q^1 p^1    q^n p^n
i>
;
then the CCRs are summarized as
x^x^>   (x^x^>)> = in; n = diagf; : : : ;g;  =
"
0 1
 1 0
#
;
where  is called the symplectic matrix and n is a 2n2n block diagonal matrix.
Here, consider a linear quantum system which is characterized by the Hamil-
tonian and the coupling operator of the following forms:
H^ =
1
2
x^>Rx^; L^j = c>j x^; (2.17)
where R = R> 2 R2n2n and cj 2 C2n. Also, the coupling between the system and
m environment elds is described by the following interaction Hamiltonian:
H^int = i
mX
j=1
(L^jA^

j   L^jA^j);
2.2. Open Quantum Systems 33
where A^j(t) is the eld annihilation operator satisfying [A^j(t); A^

k(t
0)] = jk(t t0).
The quadrature pairs of A^j(t) are given by
Q^j =
A^j + A^

jp
2
; P^j =
A^j   A^jp
2i
;
and dene the vector of these quadratures as
W^j =
h
Q^j P^j
i>
:
Then, from the QSDE (2.15), the Heisenberg equation of x^ is given by
dx^(t)
dt
= Ax^(t) +
mX
j=1
BjW^j(t); (2.18)
where
A = n(R +
mX
j=1
C>j Cj=2) 2 R2n2n;
Bj = nC
>
j ;
Cj =
p
2[<(cj);=(cj)]> 2 R22n:
Also, from (2.16), the instantaneous change of W^j(t) via the system-eld coupling
is given by
W^ outj (t) = Cjx^(t) + W^j(t): (2.19)
Summarizing, as shown above, the linear quantum system is characterized by the
dynamics (2.18) and the output (2.19), which are exactly of the same form as those
in Eq. (2.1) (l = m in this case). However, note that the system matrices have
to satisfy the above-described special structure, which is equivalently converted to
the following physical realizability condition [80, 81]:
An + nA
> +
mX
j=1
BjB
>
j = O; Bj = nC
>
j : (2.20)
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Figure 2.6: General congurations of feedback control for a given plant quantum
system: (a) measurement-based feedback and (b) coherent feedback.
2.2.3 Measurement-Based Feedback and Coherent Feed-
back
This subsection describes two types of feedback control schemes for a quantum
system. Recall that it is a critical question whether or not the measurement
should be performed on a quantum system. The rst one is the measurement-
based feedback illustrated in Fig. 2.6 (a). In this scheme, the output elds are
measured and a classical controller generates and feeds back the control signal to
the plant system based on the measurement results. The measurement process
can be formulated as follows. Now, dene the output vector W^ out as
W^ out =
h
(W^ out1 )
> (W^ out2 )
>    (W^ outm )>
i>
=
h
Q^out1 P^
out
1 Q^
out
2 P^
out
2    Q^outm P^ outm
i>
:
Also, the input vector W^ is dened in the same way. Importantly, note that all
the elements of W^ out cannot be simultaneously measured (only half of them can be
measured at most), because they do not commute with each other; [Q^outi (t); P^
out
j (t
0)] =
iij(t   t0). Therefore, the measurement result given by a homodyne detection
can be represented as
y^1(t) =M1W^
out(t) =M1Cx^(t) +M1W^ (t); (2.21)
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where M1 2 Rm2m satises
M1M
>
1 = Im; M1mM
>
1 = Om
and all the elements of y^1(t) commute with each other. The classical controller
produces the control signal based on y^1(t) and the actuator generates the quantum
control input. Moreover, the canonical conjugate elements to y^1(t) is measured by
another matrix M2 as y^2(t) = M2W^
out(t), where M1;M2 satisfy the following
relations:
M1M
>
2 = Om; M1mM
>
2 = Im; M
>
1 M1 +M
>
2 M2 = I2m:
On the other hand, in the coherent feedback scheme shown in Fig. 2.6 (b), the
feedback loop does not contain any measurement component and the plant system
is controlled by another fully quantum system. In this case, the system matrices
of the designed quantum controller are under some constraint. As shown in the
previous subsection, rst they have to satisfy the physical realizability condition
given in (2.20).
2.2.4 Quantum Optical Devises
The general descriptions of the open quantum systems are given in the above sub-
sections. Then, using these backgrounds, this subsection introduces some examples
of physical quantum systems and provides their mathematical models. In particu-
lar, focus on the typical class of bosonic quantum systems, quantum optics, where
the Markov approximation holds. First, consider the static (without dynamics)
and passive systems illustrated in Fig. 2.7; a phase-shifter and a beam-splitter. The
phase-shifter (PS) is a single input-output device that generates the phase-shifted
eld for the input A^. The (S; L;H) parameters are given by
S = ei; L^ = 0; H^ = 0;
where  2 R is the phase shift. The input-output relation is written as A^out = eiA^,
or equivalently, in the quadrature form, represented as"
Q^out
P^ out
#
= S()
"
Q^
P^
#
=
"
cos    sin 
sin  cos 
#"
Q^
P^
#
:
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(a) (b)
Figure 2.7: Static optical devices: (a) phase-shifter and (b) optical empty cavity.
Next, the beam-splitter (BS) is a 2 input-output device that produces the
combination of two input elds A^1 and A^2. The (S; L;H) parameters of a phase-
free BS are given by
S =
"
  
 
#
; L^ = 0; H^ = 0;
where ;  2 R; 2 + 2 = 1 represent the transmissivity and reectivity of the
mirror, respectively. Then, the input-output relation is written by the following
transformation: "
A^out1
A^out2
#
=
"
  
 
#"
A^1
A^2
#
:
Moreover, here introduce some \dynamical" optical devices. An empty optical
cavity is one of the most typical examples. Suppose that an internal cavity mode,
characterized by an annihilation operator a^, couples to two external elds A^1 and
A^2, as illustrated in Fig. 2.8. The (S; L;H) parameters are given by
S = I; L^ =
p
j a^; H^ = !ca^
a^;
where
p
j = cTj=l is the coupling strength between the cavity and j-th external
eld with c the speed of light, Tj the transmittance of the j-th mirror, and l
the cavity length. !c represents the resonance frequency of a^. Now, write the
system operators in the rotating frame at the resonance frequency of the probe
beam !0, i.e., an operator O^ is transformed to a new rotating frame operator as
O^rot = ei!0tO^. (In what follows, the new rotating frame operators are denoted
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Figure 2.8: Empty optical cavity with two input elds.
again by O^.) Then, from Eqs. (2.15) and (2.16), the following equations are
obtained:
da^
dt
=  (i+ 1 + 2
2
)a^ p1A^1  p2A^2;
A^outj =
p
j a^+ A^j;
where  = !c   !0 is the detuning of the cavity.
Moreover, the opto-mechanical oscillator illustrated in Fig. 2.9 serves as a sen-
sor for a very weak force. This system is composed of an optical cavity with a
moving mirror. Let q^1 and p^1 be the oscillator's position and momentum oper-
ators, and a^2 = (q^2 + ip^2)=
p
2 represents the annihilation operator of the cavity
mode. The (S; L;H) parameters are given by
S = I; L^1 =
p
a^2; H^ =
!m
2
(q^21 + p^
2
1)  gq^1q^2 + !ca^2a^2;
where the system Hamiltonian is composed of the oscillator's free evolution with
resonant frequency !m plus the linearized radiation pressure interaction between
the oscillator and the cavity eld with coupling strength g. The system couples
to an external probe eld (thus m = 1) via the coupling operator L^1, with  the
coupling constant between the cavity and the probe eld. The matrix R and vector
c1 corresponding to Eq. (2.17) are given by
R =
266664
!m 0  g 0
0 !m 0 0
 g 0 0 0
0 0 0 0
377775 ; c1 =
r

2
266664
0
0
1
i
377775 :
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In addition, suppose that the moving mirror is driven by an unknown force f^(t)
with coupling constant . Then, the system equations are summarized in the
quadrature form as follows:
d
dt
266664
q^1
p^1
q^2
p^2
377775 =
266664
0 !m 0 0
 !m 0 g 0
0 0  =2 0
g 0 0  =2
377775
266664
q^1
p^1
q^2
p^2
377775
 
266664
0 0
0 0p
 0
0
p

377775
"
Q^1
P^1
#
+
266664
0
p

0
0
377775 f^ ;
"
Q^out1
P^ out1
#
=
"
0 0
p
 0
0 0 0
p

#266664
q^1
p^1
q^2
p^2
377775+
"
Q^1
P^1
#
:
The above equations are written in the rotating frame at the frequency of the
probe eld, and that  = !c  !0 is set to be zero. Note that the equations for q^1
and p^1 can also be derived from the oscillator's classical equations of motion, see
Appendix B, where the denition of f^(t) is also given.
Finally, introduce the phase-preserving linear quantum amplier [53, 54, 55, 56,
57, 58, 59, 60, 61]. Now, the symbol ^ is omitted. First, review the mechanics of
quantum amplication. Let b(t) be a eld annihilation operator called the signal,
which satises the canonical commutation relation (CCR), b(t)b(t0)  b(t0)b(t) =
(t  t0). The amplier transforms b(t) to
~b(t) = gb(t) +
p
g2   1 d(t);
where d(t) is an additional eld annihilation operator called the idler, which is
necessary to preserve the CCR of the output ~b(t). Also, g > 1 is the amplication
gain.
In quantum optics, the non-degenerate parametric amplier (NDPA) [12] shown
in Fig. 2.10 is often used. This is an optical cavity with two inputs b1 (signal) and
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Figure 2.9: Opto-mechanical system for weak force sensing.
b2 (idler), which are orthogonally polarized. The corresponding internal cavity
modes a1 and a2 couple with each other at the pumped nonlinear crystal. The
mirror Mi is partially transmissive for ai but perfectly reective for the other cavity
mode. The (S; L;H) parameters are given by
S = I; Lj =
p
j a^j; H = !1a

1a1 + !2a

2a2 + i"(a

1a

2e
 2i!pt   a1a2e2i!pt);
where j represents the coupling constant aj and bj, !j the resonant frequencies of
aj (j = 1; 2), " the parametric coupling strength, 2!p the pumping laser frequency
satisfying !1+!2 = 2!p. Then, under the ideal setup, i.e., detuning 1 = !1 !p
and 2 = !2   !p are set to be zero, 1 = 2 = , and there are no losses, the
dynamical equations of the NDPA are given by
da1
dt
=  
2
a1 + "a

2  
p
b1;
da2
dt
=  
2
a2 + "a1  
p
b2;
~b1 =
p
a1 + b1; ~b

2 =
p
ay2 + b

2:
The above equations are written in the rotating frame at the half of input laser
frequency !p. In the Laplace domain, the amplied output signal ~b1(s) is, together
with the amplied idler ~b2(s), represented as"
~b1(s)
~b2(s)
#
=
"
g1(s) g2(s)
g2(s) g1(s)
#"
b1(s)
b2(s)
#
; (2.22)
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Figure 2.10: Non-degenerate parametric amplier.
where g1(s) = (s
2   2=4   "2)=D(s) and g2(s) =  "=D(s) are the transfer
functions with D(s) = s2+s+2=4  "2. Note that jg1(i!)j2  jg2(i!)j2 = 1; 8!
holds to satisfy the CCR of the output, represented by ~b(i!)~b(i!0) ~b(i!0)~b(i!) =
(!   !0) in the Fourier domain. Also the characteristic equation D(s) = 0 yields
the stability condition 0 < x = 2"= < 1. The gain at the center frequency satises
jg1(0)j = (1 + x2)=j1   x2j ! 1 as x ! 1   0. Therefore, the NDPA actually
works as an amplier.
2.3 Summary
This chapter has been devoted to the preliminaries including classical control the-
ory and open quantum systems. In particular, Section 2.1 has reviewed two impor-
tant tools; geometric control for the disturbance decoupling and sensitivity analysis
for the cascaded amplier. First, the geometric control theory characterizes the
properties of the system in terms of linear subspaces, and the power of the theory
is that, given a structure of the plant system, the solvability condition can be eas-
ily checked and the dynamical feedback controller realizing disturbance decoupling
can be fully parameterized. Second, the sensitivity function quanties the robust-
ness of the feedback system, and it can also be dened for the simple cascaded
feedback systems. In the main parts of this thesis, these well-established results
will be extended to the quantum regime. Moreover, in Section 2.2, the mathe-
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matical description of open quantum systems has been shown. The point is that
the above quantum systems can be characterized by three parameters (S;L; H),
and they determine the dynamics and input-output relation of the system. Then,
by specifying the above parameters, the concrete examples of physical quantum
devices have been given.
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Chapter 3
Geometric Control Theory for
Back-Action Evasion
Abstract This chapter discusses a general method for engineering a linear quan-
tum sensor achieving back-action evasion (BAE). The control problem of BAE
is formulated in terms of the transfer functions, or equivalently of the control-
lable/observable subspaces. The perfect BAE can be considered as the quantum
version of the disturbance decoupling problem, then it can be solved within the
framework of geometric control theory, introduced in Subsection 2.1.2. The system
congurations for the coherent feedback control and the direct interaction control
are shown such that the classical geometric control theory can be directly applied.
Also, for an opto-mechanical system, the general theory is used to provide a full
parameterization of BAE controller. Finally, a simple approach based on the geo-
metric control theory is demonstrated for engineering approximate BAE controller
under realistic imperfections.
44 Chapter 3. Geometric Control Theory for Back-Action Evasion
3.1 Weak Force Sensing
3.1.1 Linear Quantum Sensor
This subsection formulates the problem of weak force sensing within the framework
of systems and control theory. Here, again focus on the opto-mechanical oscillator
introduced in Subsection 2.2.4, which serves as a quantum sensor for a very weak
force. Recall that q^1 and p^1 represent the oscillator's position and momentum
operators, and a^2 = (q^2+ ip^2)=
p
2 is the annihilation operator of the cavity mode.
The vector of input and output quadratures are written by W^1 = [Q^1 P^1]
> and
W^ out1 = [Q^
out
1 P^
out
1 ]
>, respectively. Also, the oscillator is driven by a weak force f^(t)
with coupling constant . Then, the vector of system variables x^ = [q^1 p^1 q^2 p^2]
>
satises
dx^
dt
= Ax^+B1W^1 + bf^ ;
W^ out1 = C1x^+ W^1; (3.1)
where
A =
266664
0 !m 0 0
 !m 0 g 0
0 0  =2 0
g 0 0  =2
377775 ; B1 =  C>1 =  
266664
0 0
0 0p
 0
0
p

377775 ;
b =
p

h
0 1 0 0
i>
; (3.2)
!m is the resonant frequency of the oscillator, g the coupling strength between
the oscillator and the cavity eld, and  the coupling constant between the cavity
and the probe eld. In the Laplace domain, the input-output relation of the linear
quantum sensor (3.1) is given by"
Q^out1 (s)
P^ out1 (s)
#
=
"
0 P (s) 0
f (s) Q(s) P (s)
#"
Q^1(s)
P^1(s)
#
; (3.3)
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where f (s), Q(s), and P (s) are the transfer functions given as follows:
f (s) =
g!m
p

(s2 + !2m)(s+ =2)
;
Q(s) =   g
2!m
(s2 + !2m)(s+ =2)
2
;
P (s) =
s  =2
s+ =2
:
The above input-output relation means that the information about f^ can be ex-
tracted by a homodyne detection of P^ out1 . Hence, the measurement output of
interest is given by
P^ out1 (s) = f (s)f^(s) + Q(s)Q^1(s) + P (s)P^1(s): (3.4)
However, note that the measurement output (3.4) is subjected to two types of
fundamental quantum noises. The second term is called the back-action noise or
the radiation-pressure noise, which arises from the uncertainty of the oscillator's
position due to the radiation pressure force uctuation. On the other hand, the
third term is called the shot noise, which arises from the photon number uctuation
at the photodetector. Now, from Eq. (3.4), the normalized output is given by
y1(s) =
P^ out1 (s)
f (s)
= f^(s) +
Q(s)
f (s)
Q^1(s) +
P (s)
f (s)
P^1(s);
and the normalized noise power spectral density of y1 in the Fourier domain (s =
i!) is calculated as follows:
S(!) = hjy1   f^ j2i =
Qf
2 hjQ^1j2i+ Pf
2 hjP^1j2i
 2
s
jQj2jP j2
jf j4 hjQ^1j
2ihjP^1j2i
 j!
2   !2mj
!m
 SSQL(!):
Then, the noise power has a lower bound called the standard quantum limit (SQL).
The last inequality is due to the Heisenberg uncertainty relation, hjQ^1j2ihjP^1j2i 
1=4. The essential reason why the SQL appears is that the measurement output
(3.4) contains both the back-action noise Q^1 and the shot noise P^1.
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Figure 3.1: Variational measurement for back-action noise cancellation.
3.1.2 Back-Action Evasion
Toward the high-precision detection of f^ , beating the SQL is the most important
task for engineers. Note that the shot noise is unavoidable and always present in
an optical system. Therefore, the sensor system should be carefully modied by
some means so that the back-action noise is completely evaded in the measurement
output. This control goal is called the back-action evasion (BAE). Many methods
for realizing BAE have been proposed. Here, review the variational measurement
[37, 38, 39]. For the input-output relation (3.3), consider the combination of Q^out1
and P^ out1 such that
y(s) = Q^
out
1 (s) cos  + P^
out
1 (s) sin ;
where  is the homodyne phase, as illustrated in Fig. 3.1. The transfer function
from Q^1 to the output is given by P cos  +Q sin . Then, the back-action noise
can be completely evaded by choosing
 = arccot

 Q(s)
P (s)

:
However, the above optimal homodyne phase is frequency-dependent, which means
that the BAE is possible only in a narrow frequency band. To realize a broad-
band BAE, some systematic methods have been studied recently [44, 45]. In this
approach, the back-action noise is canceled out by designing an auxiliary system
and connecting it to a sensor system. As a result, the back-action noise does not
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appear in the the measurement output. The condition for BAE can be expressed in
terms of the transfer function as follows; i.e., for the modied (controlled) sensor,
the transfer function from the back-action noise to the measurement output must
satisfy
Q(s) = 0; 8s: (3.5)
In addition, the equivalent condition to Eq. (3.5) in terms of geometric subspaces
can be expressed as
Im CQ^1  KerOP^ out1 :
If BAE is realized, then P^ out1 contains only the shot noise P^1. Hence, in this
case the signal to noise ratio can be further improved by injecting a P^1-squeezed
(meaning hjP^1j2i < 1=2) probe eld into the system.
3.2 Coherent Feedback Control for BAE
3.2.1 Feedback Control Conguration
This subsection discusses the general theory for designing a coherent feedback con-
troller achieving BAE. The key idea is the geometric control theory introduced in
Subsection 2.1.2. Note that, the classical geometric control theory for disturbance
decoupling problem is formulated for the controlled system with the special struc-
ture (2.4); in particular, the coecient matrix of the disturbance d(t) is of the
form [E> O]> and that of the state vector in the output z(t) is [H O]. Here,
consider a class of coherent feedback conguration such that the whole closed-loop
system dynamics has this structure, in order for the geometric control theory to
be directly applicable.
The point for realizing the above special structure is to connect an MIMO
controller to the plant, which is also an MIMO system. It is also necessary for
the quantum system to couple to all the probe elds in the same way. That is,
in general, the plant system is formulated as the following linear quantum system
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Figure 3.2: Coherent feedback control of the 3 input-output plant system via the
2 input-output controller.
with m input-output elds:
dx^
dt
= Ax^+
mX
j=1
BjW^j + bf^ ;
W^ outj = Cjx^+ W^j (j = 1; 2; : : : ;m);
where it is assumed that Bj = B; Cj = C; 8j. Also, the controller is formulated
as the following special linear quantum system with (m  1) input-output elds:
dx^K
dt
= AKx^K +
m 1X
j=1
BKw^j;
w^outj = CKx^K + w^j (j = 1; 2; : : : ;m  1); (3.6)
where the matrices (AK; BK; CK) satisfy the physical realizability condition (2.20).
Note that, corresponding to the plant structure, the controller is also assumed
to couple to all the elds in the same way, specied by BK and CK. What is
important here is that, for the controller, the number of channels, m   1, should
be even and as small as possible from a viewpoint of implementation. Hence, in
this subsection, consider the case of m = 3.
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Figure 3.2 shows the coherent feedback conguration for the 3 input-output
plant system with the 2 input-output controller. The plant-controller connections
are given by
w^1 = S1W^
out
1 ; w^2 = S2W^
out
2 ;
W^2 = T1w^
out
1 ; W^3 = T2w^
out
2 ;
where Sj and Tj (j = 1; 2) are 2  2 unitary matrices representing the scattering
process of the elds realized by the phase-shifter; see Subsection 2.2.4. Then, for
the whole closed-loop system, the augmented system variable x^E = [x^
> x^>K]
> is
given by
dx^E
dt
= AEx^E +BEW^1 + bEf^ ;
W^ out3 = CEx^E +DEW^1; (3.7)
where
AE =
"
A+B [T1S1 + T2S2(T1S1 + I2)]C B [T1 + T2(I2 + S2T1)]CK
BK [(I2 + S2T1)S1 + S2]C AK +BKS2T1CK
#
;
BE =
"
B(I2 + T1S1 + T2S2T1S1)
BK(I2 + S2T1)S1
#
;
CE =
h
(T2S2T1S1 + T2S2 + I2)C T2(S2T1 + I2)CK
i
;
DE = T2S2T1S1; bE =
h
b> O
i>
:
Therefore, the desired system structure of the form (2.4) is realized if the scattering
processes satisfy
S2T1 =  I2: (3.8)
In addition, it is also required that the back-action noise Q^1 does not appear
directly in P^ out3 , which can be realized by taking
DE =  T2S1 = I2: (3.9)
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Here, to satisfy the above conditions (3.8) and (3.9), set Sj and Tj to be the
=2-phase shifter as follows:
Sj = Tj  S =
"
0  1
1 0
#
(j = 1; 2): (3.10)
As a consequence, the matrices of the whole closed-loop system are written as
follows:
AE =
"
A BC BSCK
BKSC AK  BKCK
#
; bE =
"
b
O
#
; BE =
"
B
O
#
;
CE =
h
C O
i
; DE = I2: (3.11)
This is certainly of the form (2.4) with DK =  I2. Hence, now the geometric
control theory can be directly applied to design a coherent feedback controller
achieving BAE; that is, the aim is to nd (AK; BK; CK) such that, for the closed-
loop system (3.7), the back-action noise Q^1 (the rst element of W^1) does not
appear in the measurement output P^ out3 (the second element of W^
out
3 ). Note that
those matrices must satisfy the physical realizability condition (2.20), and thus
they cannot be freely chosen. This additional constraint is needed to taken into
account when applying the geometric control theory to determine the controller
matrices.
3.2.2 Coherent Feedback Realization in Opto-Mechanical
System
Here, apply the coherent feedback scheme elaborated in the previous subsection
to the opto-mechanical system studied in Subsection 2.2.4 and 3.1.1. The goal is,
as mentioned before, to determine the controller matrices (AK; BK; CK) such that
the closed-loop system achieves BAE. Here, to solve this problem, a step-by-step
procedure is provided; the relationships of the class of controllers determined in
each step is depicted in Fig. 3.3.
(i) First, to apply the geometric control theory developed above, the plant
system needs to be modied so that it is a 3 input-output linear quantum system;
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(ii) Realizing BAE
(iii) Physically realizable
(iv) Passive
(i) Geometric-control-theory applicable
Figure 3.3: The set of controllers satisfying the condition in each step. For the
controller to be a quantum system, it must be included in the set (iii). In the set
(iv), all the controllers are equivalent up to the phase shift.
then, consider the plant composed of a mechanical oscillator and a 3-ports optical
cavity, shown in Fig. 3.4. As assumed before, those ports have the same coupling
constant . In this case, the matrix A given in Eq. (3.2) is replaced by
A =
266664
0 !m 0 0
 !m 0 g 0
0 0  3=2 0
g 0 0  3=2
377775 :
Now, focus only on the back-action noise Q^1 and the measurement output P^
out
3 ;
hence, the closed-loop system (3.7) and (3.11), which ignores the shot noise term
in the dynamical equation, is given by
dx^E
dt
=
"
A BC BSCK
BKSC AK  BKCK
#
x^E +
"
E
O
#
Q^1 +
"
b
O
#
f^ ;
P^ out3 =
h
H O
i
x^E + P^1;
where B = B1, C = C1, and b are given in Eq. (3.2), and
E =  p
h
0 0 1 0
i>
; H =
p

h
0 0 0 1
i
:
This system is certainly of the form (2.4), where now DK =  I2.
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Figure 3.4: Coherent feedback controlled system composed of the opto-mechanical
oscillator, for realizing BAE. The triangle represents the =2-phase shifter corre-
sponding to Eq. (3.10).
(ii) In the next step, Theorem 2.1.3 is applied to check if there exists a feedback
controller such that the above closed-loop system achieves BAE. Recall that the
necessary and sucient condition is Eq. (2.6), i.e., E  V1  V2  H, where now
E = ImE = span
8>>>><>>>>:
266664
0
0
1
0
377775
9>>>>=>>>>; ; H = KerH = span
8>>>><>>>>:
266664
1
0
0
0
377775 ;
266664
0
1
0
0
377775 ;
266664
0
0
1
0
377775
9>>>>=>>>>; :
To check if this solvability condition is satised, Corollary 2.1.1 is used; from
E \ C = ImE \KerC =  and HB = KerH  ImB = R4, the algorithms given
in Appendix A yield
V(C;E) = E ; V(B;H) = H;
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implying that the condition in Corollary 2.1.1, i.e., V(C;E)  V(B;H), is satised.
Thus, it can be seen that the BAE problem is solvable, as long as there is no
constraint on the controller parameters.
The next goal is to determine the controller matrices (AK; BK; CK), using The-
orem 2.1.4. First, set V1 = V(C;E) = E and V2 = V(B;H) = H; note that (V1;V2) is a
(C;A;B)-pair. Then, from Theorem 2.1.4, there exists a feedback controller with
dimension dimXK = dimV2 dimV1 = 2. Moreover, noting again that DK =  I2,
there exist matrices F 2 F(V2), G 2 G(V1), and N such that
KerF0 = Ker (F + C)  V1; ImG0 = Im (G+B)  V2; KerN = V1:
These conditions lead to
F =
"
f11 f12  
p
 f14
gp

0 0 f24
#
; G =
266664
0 g12
  gp

g22
g31 g32
0
p

377775 ; N =
"
n11 n12 0 n14
n21 n22 0 n24
#
;
(3.12)
where fij; gij, and nij are free parameters. Then, the controller matrices (AK; BK; CK)
can be identied by Eq. (2.7) with the above matrices (F;G;N); specically, by
substituting CK ! SCK, BK ! BKS, and AK ! AK BKCK in Eq. (2.7), AK; BK
and CK satisfy
SCKN = F + C;
BKS =  N(G+B);
(AK  BKCK)N = N(A+BF0 +GC);
which yield
AK = N(A+BF0 +GC +G0F0)N
+;
BK =  NG0;
CK = F0N
+; (3.13)
where N+ is the right inverse to N , i.e., NN+ = I2.
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(iii) Note again that the controller (3.6) has to satisfy the physical realizability
condition (2.20), which is now AK + A
>
K + 2BKB
>
K = O and BK = C
>
K.
These constraints are represented in terms of the parameters as follows:
f12 =  g12; f11 = g22; n11n22   n12n21 =  1;
f12n1 = f11n2   f14; f24 +
p
 =
gp

n2;
3
2
+
p
f24

n1 + !mn2 =  
p
f11;
!mn1  

3
2
+
p
f24

n2 =
p
f12; (3.14)
where
n1 = n11n24   n14n21; n2 = n12n24   n14n22:
This is one of the main results; the coherent feedback controller (3.6) achieving
BAE for the opto-mechanical oscillator can be fully parametrized by Eq. (3.13)
satisfying the conditions given in (3.14). It should be emphasized that this full
parametrization of the controller can be obtained thanks to the general problem
formulation based on the geometric control theory.
(iv) In practice, of course, a concrete set of parameters need to be determined
to construct the controller. Especially, here consider a passive system; this is
a static quantum system such as an empty optical cavity. The main reason for
choosing a passive system rather than a non-passive (or active) one such as an
optical parametric amplier is that, due to the external pumping energy, the latter
could become fragile and also its physical implementation must be more involved
compared to a passive system [97]. Now the condition for the system (AK; BK; CK)
to be passive is given by
AK =  AK; BK =  BK:
The general result of this fact is given by Theorem C.1 in Appendix C. From these
conditions, the system parameters are imposed to satisfy, in addition to Eq. (3.14),
the following equalities:
f12 =
gp

; f11 = 0; n11 =  n22; n12 = n21: (3.15)
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There is still some freedom in determining nij, which however corresponds to
simply the phase shift at the input-output ports of the controller, as indicated
from Eq. (3.13). Thus, the passive controller achieving BAE in this example is
unique up to the phase shift. Here particularly, choose n11 = 1 and n12 = 0. Then,
the controller matrices (3.13) satisfying Eqs. (3.14) and (3.15) are determined as
AK =
"
  g2

 !m
!m   g2
#
; CK =  B>K =
"
gp

0
0 gp

#
:
As illustrated in Fig. 3.4, the controller specied by these matrices can be realized
as a single-mode, 2 input-output optical cavity with decay rate g2= and detuning
 !m. In other words, the above controller is realized by taking the cavity with
the following Hamiltonian and the coupling operator:
H^K = a^

3a^3 =

2
(q^23 + p^
2
3); L^K =
p
Ka^3 =
r
K
2
(q^3 + ip^3); (3.16)
where a^3 = (q^3+ ip^3)=
p
2 is the cavity mode of the controller, and then, to satisfy
the BAE condition, the controller parameters (; K) must satisfy
 =  !m; K = g
2

: (3.17)
Summarizing, the above-designed sensing system composed of the opto-mechanical
oscillator (plant) and the optical cavity (controller), which are combined via coher-
ent feedback, satises the BAE condition. Hence, it can work as a high-precision
sensor of the force f^ below the SQL, particularly when the P^1-squeezed probe eld
is used; this fact will be demonstrated in Section 3.4.
3.3 Direct Interaction Control for BAE
This section studies another control scheme for achieving BAE. As illustrated
in Fig. 3.5, in this case, the controller is directly connected to the plant, not
through a coherent feedback; hence, this scheme is called the direct interaction.
The controller is characterized by the following two Hamiltonians:
H^K =
1
2
x^>KRKx^K; H^int =
1
2
(x^>R1x^K + x^>KR2x^); (3.18)
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Figure 3.5: General conguration of direct interaction control.
where x^K = [q^
0
1 p^
0
1    q^0nk p^0nk ]> is the vector of controller variables with nk the
number of modes of the controller. H^K is the controller's self Hamiltonian with
RK 2 R2nk2nk . Also H^int with R1 2 R2n2nk , R2 2 R2nk2n represents the coupling
between the plant and the controller. Note that, for the Hamiltonians H^K and H^int
to be Hermitian, the matrices must satisfy
RK = R
>
K ; R
>
1 = R2:
These are the physical realizability conditions in the scenario of direct interaction.
In particular, here consider a plant system interacting with a single probe eld
W^1, with coupling matrices B1 = B and C1 = C. As for the coupling operator,
L^K = 0 because x^K is not directly aected by W^1. Then, the whole dynamics of
the augmented system with variable x^E = [x^
> x^>K]
> is given by
dx^E
dt
= AEx^E +BEW^1 + bEf^ ;
W^ out1 = CEx^E + W^1; (3.19)
where
AE =
"
A nR1
nkR2 nkRK
#
; BE =
"
B
O
#
; CE =
"
C>
O
#>
; bE =
"
b
O
#
: (3.20)
Note that BE, CE, and bE are the same matrices as those in Eq. (3.11). Also,
comparing the matrices (2.5) and (3.20), it follows that DK = O, which thus leads
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to F = F0 and G = G0 in Theorem 2.1.4. Now, again for the opto-mechanical
system illustrated in Fig. 2.9, the aim is to design the direct interaction controller,
so that the whole system (3.19) achieves BAE; that is, the problem is to determine
the matrices (RK; R1; R2) so that the back-action noise Q^1 does not appear in the
measurement output P^ out1 . For this purpose, go through the same procedure as
that taken in Subsection 3.2.2.
(i) Because of the structure of the matrices BE and CE, the system is already
of the form (2.4), where the geometric control theory is directly applicable.
(ii) Because this subsection now focuses on the same plant system as that in
Subsection 3.2.2, the same conclusion is obtained; that is, the BAE problem is
solvable as long as there is no constraint on the controller matrices (RK; R1; R2).
The controller matrices can be determined in a similar way to Subsection 3.2.2 as
follows. First, because the (C;A;B)-pair (V1;V2) is the same as before, it follows
that dimXK = 2, i.e., nk = 1. Then, from Theorem 2.1.4 with the fact that F = F0
and G = G0, the direct interaction controller can be parameterized as follows:
RK =  N(A+BF +GC)N+; R1 =  2BFN+; R2 = NGC: (3.21)
The matrices F , G, and N satisfy KerF  V1; ImG  V2, and KerN = V1, which
lead to
F =
"
f11 f12 0 f14
gp

0 0 f24
#
; G =
266664
0 g12
  gp

g22
g31 g32
0 0
377775 ; N =
"
n11 n12 0 n14
n21 n22 0 n24
#
;
(3.22)
where fij; gij, and nij are free parameters.
(iii) Next, the controller matrices have to satisfy the physical realizability
conditions RK = R
>
K and R
>
1 = R2; these constraints impose the parameters to
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Figure 3.6: Physical implementation of the passive direct interaction controller for
the opto-mechanical oscillator.
satisfy
f12 =  g12; f11 = g22; n11n22   n12n21 =  1;
f12n1 = f11n2   f14; f24 = gp

n2;
2
+
p
f24

n1 + !mn2 =  
p
f11;
!mn1  

2
+
p
f24

n2 =
p
f12; (3.23)
where n1 = n11n24  n14n21 and n2 = n12n24  n14n22. Eqs (3.21), (3.22), and (3.23)
provide the full parametrization of the direct interaction controller.
(iv) To specify a set of parameters, as in the case of Subsection 3.2.2, aim to
design a passive controller. From Theorem C.2 in Appendix C, RK and R2 = R
>
1
satisfy following the conditions:
RK =  RK; R22 =  R2;
which lead to the same equalities given in Eq. (3.15). Then, setting the parameters
to be n11 = 1 and n12 = 0, the matrices RK and R2 can be determined as follows:
RK =
"
 !m 0
0  !m
#
; R2 = R
>
1 =
"
0 0 g 0
0 0 0 g
#
:
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The controller specied by these matrices can be physically implemented as illus-
trated in Fig. 3.6; that is, it is a single-mode detuned cavity with Hamiltonian
H^K =  !ma^3a^3, which couples to the plant through a beam-splitter (BS) repre-
sented by H^int = g(a^3a^

2 + a^

3a^2).
Remark 3.3.1. As proposed in [44], an active controller can be employed to
achieve BAE. In this case, the interaction Hamiltonian is given by
H^int = gB(a^3a^

2 + a^

3a^2) + gD(a^3a^2 + a^

3a^

2);
while the system's self-Hamiltonian is the same as above; H^K =  !ma^3a^3. That
is, the controller couples to the plant through a non-degenerate optical parametric
amplication process in addition to the BS interaction. To satisfy the BAE con-
dition, the parameters must satisfy gB + gD = g. Note that this direct interaction
controller can be specied, in the full-parameterization (3.21), (3.22), and (3.23),
by
f11 = f12 = f14 = 0; n11 =  n22 = 1; n12 = n21 = 0:
3.4 Approximate BAE
Sections 3.2 and 3.3 have demonstrated that the BAE condition can be achieved by
engineering an appropriate auxiliary system and connecting it to the plant. How-
ever, in a practical situation, it cannot be expected to realize such perfect BAE
due to several experimental imperfections. Hence, in a realistic setup, the control
strategy should be modied for engineering a sensor so that it would accomplish
approximate BAE. Then, looking back into Subsection 3.1.2 where the BAE con-
dition, Q(s) = 0 8s, was obtained, the control goal is naturally reformulated as
the following optimization problem to design an auxiliary system achieving the
approximate BAE:
min
Q(s)
f (s)
; (3.24)
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where k  k denotes a valid norm of a complex function. In particular, in the eld
of robust control theory, the following H2 norm and the H1 norm are often used:
kk2 =
s
1
2
Z 1
 1
j(i!)j2d!; kk1 = max
!
j(i!)j:
That is, the H2 or H1 control theory provides a general procedure for synthesizing
a feedback controller that minimizes the above norm [98]. This section takes
the H2 norm, mainly owing to the broadband noise-reduction nature of the H2
controller. Then, rather than pursuing an optimal quantum H2 controller based
on the quantum H2 control theory [81, 84], here take the following geometric-
control-theoretical approach to solve the problem (3.24). That is, rst apply the
method developed in Section 3.2 or 3.3 to the idealized system and obtain the
controller achieving perfect BAE; then, in the practical setup containing some
unwanted noise, make a local modication of the controller parameters obtained
in the rst step, to minimize the cost kQ(s)=f (s)k2.
As a demonstration, here consider the coherent feedback control for the opto-
mechanical system studied in Section 3.1, which is now subjected to the thermal
noise f^th and the damping eect  p^1. Following the above-described policy,
employ the coherent feedback controller constructed for the idealized system that
ignores f^th and  p^1, leading to the controller given by Eqs. (3.16) and (3.17),
illustrated in Fig. 3.4. The closed-loop system with variable x^E = [x^
> x^>K]
>, obeys
the following dynamics:
dx^E
dt
= eAEx^E +BEW^1 + bE(f^ + f^th);
W^ out3 = CEx^E + W^1;
where
eAE =
266666666664
0 !m 0 0 0 0
 !m   g 0 0 0
0 0  =2 0 0 pK
g 0 0  =2  pK 0
0 0 0
p
K 0 
0 0  pK 0   0
377777777775
:
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BE, CE, and bE are the same matrices given in Eq. (3.11). f^th is the thermal
noise satisfying hf^th(t)f^th(t0)i ' n(t  t0), where n is the mean phonon number at
thermal equilibrium [99, 100]. Note that the damping eect appears in the (2; 2)
component of eAE due to the stochastic nature of f^th. Also, again, K and  are the
decay rate and the detuning of the controller cavity, respectively. In the idealized
setting where f^th and  p^1 are negligible, the perfect BAE is achieved by choosing
the parameters satisfying Eq. (3.17). The measurement output of this closed-loop
system is, in the Laplace domain, represented by
P^ out3 (s) = ef (f^(s) + f^th(s)) + eQQ^1(s) + eP P^1(s):
The normalized noise power spectral density of y3(s) = P^
out
3 (s)=ef (s) is calculated
as
eS(!) = hjy3(i!)  f^(i!)j2i
= hjf^thj2i+
 eQef

2
hjQ^1j2i+
 ePef

2
hjP^1j2i; (3.25)
and the coecient of the back-action noise is given byeQ(s)ef (s) =  
p
fK(s2 + s+ !2m) + g2!m(s2 +2)g
g!m
p
f(s+ =2)(s2 +2) + Ksg :
The goal is to nd the optimal parameters (K;) that minimize the H2 norm of
the transfer function, eQ(s)=ef (s).
The system parameters are taken as follows [100]: !m=2 = 0:5 MHz, =2 =
1:0 MHz, =2 = 5:0 kHz, g=2 = 0:3 MHz, and n ' 8:33 102. Figure 3.7 shows
keQ(s)=ef (s)k2 as a function of K and . It is indicated that there exists a unique
pair of (optK ;
opt) that minimizes the norm, and they are given by optK =2 = 0:093
MHz and opt=2 =  0:5 MHz, which are actually close to the ideal values (3.17).
Figure 3.8 shows the value of Eq. (3.25) with these optimal parameters (optK ;
opt),
where the noise oor hjf^thj2i is subtracted. The solid black line represents the SQL,
which is now given by
eSSQL(!) = j(!2   !2m)  i!j
!m
: (3.26)
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Figure 3.7: H2 norm keQ=efk2 versus coupling constant K and detuning .
Then the dot-dashed blue and dotted green lines indicate that, in the low frequency
range, the coherent feedback controller can suppress the noise below the SQL,
while, by denition, the noise power of the autonomous (i.e., uncontrolled) plant
system is above the SQL. Moreover, this eect can be enhanced by injecting a
P^1-squeezed probe eld (meaning hjQ^1j2i = er=2 and hjP^1j2i = e r=2) into the
system. In fact, the dashed red line in Fig. 3.8 illustrates the case r = 2 (about 9
dB squeezing), showing the signicant reduction of the noise power.
3.5 Summary
This chapter has been discussed a general method for engineering a BAE controller
for linear quantum sensors, based on the geometric control theory. What should
be noted is that the geometric control is such a powerful tool that the coherent
feedback control and the direct interaction control can be formulated within this
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Figure 3.8: Normalized power spectral densities of the noise. The black solid line
represents the SQL (3.26), and the dot-dashed blue line does the case without
feedback. The dotted green and dashed red lines show the cases for the feedback
controlled system, with coherent and squeezed probe eld, respectively.
framework. In the former case, coherent feedback controller is modied to be a
multi-input and multi-output system so that the coecient matrices of the whole
closed-loop system have special structures as explained in Subsection 3.2.1. For
both control methods, the full parametrization of the BAE controller is obtained
once a plant sensor system is given. Moreover, the design of coherent feedback
controller has been demonstrated for achieving approximate BAE. The optimal
parameters minimizing the H2 norm can be found through the numerical simula-
tion.
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Chapter 4
Feedback Stabilization of
Cascaded Quantum Amplier
Abstract This chapter studies a feedback control method for a cascaded quantum
amplier. This control problem becomes further non-trivial compared to the clas-
sical case, because the quantum amplier is essentially modeled as a multi-input
and multi-output (MIMO) system. As an important rst step to develop a general
control theory for cascaded quantum amplier, this chapter particularly considers
the quantum versions of the two types of feedback structures introduced in Sub-
section 2.1.5. To quantify the robustness of the above two feedback schemes, the
sensitivity functions are dened under some reasonable assumptions. It is shown
that a single feedback control for cascaded amplier is better than a cascade con-
nection of feedback-controlled ampliers in the sense of sensitivity. Finally, actual
performance of the cascade feedback systems is numerically investigated.
4.1 Single Quantum Feedback Amplier
This section reviews the general feedback method for a single quantum amplier
[65]. In what follows, the Hermitian conjugate of b(t) is represented as by(t).
As shown in Subsection 2.2.4, the phase-preserving linear quantum amplier is
modeled as an open quantum system with two input elds; the signal mode b1 and
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Figure 4.1: 1-signal 1-idler quantum amplier.
the idler mode b2 (see Fig. 4.1). Then, in the Laplace domain, the input-output
relation is represented as follows:"
~b1(s)
~by2(s)
#
= G(s)
"
b1(s)
by2(s)
#
; G(s) =
"
G11(s) G12(s)
G21(s) G22(s)
#
: (4.1)
Note here that there are some constraints on the elements of the transfer function
matrix G(s). First, the amplied output elds satisfy the CCR, [~b1(s);~b
y
1(s)] =
[~b2(s);~b
y
2(s)] = 1, then the following relation holds:
jG11(i!)j2   jG12(i!)j2 = jG22(i!)j2   jG21(i!)j2 = 1; 8!
Also, two amplied output elds are uncorrelated, i.e., [~b1(s);~b2(s)] = 0, which
leads to
G21(i!)G

11(i!) G22(i!)G12(i!) = 0; 8!
Next, to stabilize the above quantum amplier, the controller is designed based
on the coherent feedback scheme. Recall that, as discussed in Subsection 2.1.3, the
robust amplication is realized by taking a passive and attenuating controller. The
quantum controller satisfying these requirements can be represented as a system
with 2 input elds b3 and b4. The input-output relation is given as follows:"
~by3(s)
~by4(s)
#
= K(s)
"
by3(s)
by4(s)
#
; K(s) =
"
K11(s) K12(s)
K21(s) K22(s)
#
: (4.2)
Ky(i!)K(i!) = I; 8! holds for the controller to be passive.
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Figure 4.2: Feedback conguration for a single quantum amplier.
Now, the amplier (4.1) and the controller (4.2) are connected through the
coherent feedback b2 = ~b4 and b3 = ~b2, as shown in Fig. 4.2. The input-output
relation of the closed-loop system is given by"
~b1(s)
~by3(s)
#
=
"
Gfb11(s) G
fb
12(s)
Gfb21(s) G
fb
22(s)
#"
b1(s)
by4(s)
#
; (4.3)
where
Gfb11(s) =
G11(s) K21(s)

G11(s)G22(s) G12(s)G21(s)

1 G22(s)K21(s) ;
Gfb12(s) =
G12(s)K22(s)
1 G22(s)K21(s) ; G
fb
21(s) =
G21(s)K11(s)
1 G22(s)K21(s) ;
Gfb22(s) =
K12(s) +G22(s)

K11(s)K22(s) K12(s)K21(s)

1 G22(s)K21(s) :
Then, in the high-gain limit jG11(s)j ! 1, the following result can be obtained:
jGfb11(s)j !
1
jK21(s)j :
This result means that the quantum amplication process can be made robust by
feedback control as in the classical case.
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(B)
Idler
(A)
Idler
Figure 4.3: Two basic feedback congurations for cascaded quantum amplier;
type-A and type-B.
4.2 Cascaded Quantum Feedback Amplier
This section provides the quantum version of the classical cascade amplication
theory given in Subsection 2.1.5. First note that, because the quantum amplier is
an MIMO system and hence it essentially diers from the classical one, specifying
the feedback network composed of ampliers and controllers, which corresponds
to the classical one shown in Fig. 2.5, is a non-trivial problem. Here particularly
consider the case where the idler mode of the amplier can be used, in addition
to the signal mode, to construct the feedback network; actually in the standard
experiments of quantum optics [12, 13] and superconductivity [14, 15, 16, 17], the
idler mode is articially implemented and is thus accessible. In this formulation,
reasonable quantum versions of the classical feedback networks are illustrated in
Fig. 4.3; the type-A and type-B schemes correspond to the classical type-a and
type-b schemes, respectively. In both cases, the signal-out and the idler-out are
connected to the signal-in and the idler-in, respectively, and eventually the whole
system has only one idler input from outside. Note that, if the idler modes are not
accessible and only the signal modes can be connected, then in both congurations
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the whole closed-loop system has multiple idler inputs and eventually it is subjected
to a large noise coming from those idler input channels.
4.3 Sensitivity Analysis
This section theoretically studies the performance of the two feedback schemes
proposed in the previous section. To tackle this problem, dene the sensitivity
functions in the case of cascaded quantum feedback amplier. For simplicity, the
following setting is assumed. First, focus on the gain at the center frequency,
! = 0. Then, the quantum amplier has the following transfer function matrix:
G(0) 
"
G1 G2
G2 G1
#
; G21  G22 = 1; Gi 2 R: (4.4)
Note that the ideal NDPA with transfer functions (2.22) certainly satises this
condition. Suppose that both feedback networks are composed of N identical
quantum ampliers characterized by Eq. (4.4), and that the gain of only the j-th
amplier changes as G1 ! G1 +G1 and G2 ! G2 +G2. From Eq. (4.4), it is
shown that the characteristic changes G1 and G2 satisfy the following equality:
G2G2 = G1G1: (4.5)
Moreover, without loss of generality, the transfer function matrix of the controller
at ! = 0 can be set to the following form:
K(0) 
"
K1 K2
 K2 K1
#
; K21 +K
2
2 = 1; Ki 2 R;
where  = A;B; i.e., KA(0) and KB(0) represent the coherent feedback controllers
applied to the type-A and the type-B schemes, respectively.
First, consider the overall gain for the type-A feedback scheme, where the
feedback-controlled quantum ampliers are connected in series. From Eq. (4.3),
each feedback-controlled amplier has the following transfer function matrix:
Gfb(0) 
"
Gfb1 G
fb
2
Gfb2 G
fb
1
#
=
1
1 +G1K2A
"
G1 +K2A G2K1A
G2K1A G1 +K2A
#
: (4.6)
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This matrix can be diagonalized by the orthogonal matrix as follows;
P 1Gfb(0)P = diagffb+ ; fb  g =
24 fb+ 0
0 fb 
35 ;
where fb = (G1 +K2A G2K1A)=(1 +G1K2A) are the eigenvalues of Gfb(0) and
P =
1p
2
"
1 1
1  1
#
:
Then, the overall transfer function matrix is given by the N product of Gfb(0) as
follows:
GfbA 
24 Gfb1A Gfb2A
Gfb2A G
fb
1A
35 = Gfb(0)N
=
1
2
24 (fb+ )N + (fb  )N (fb+ )N   (fb  )N
(fb+ )
N   (fb  )N (fb+ )N + (fb  )N
35 :
The gain of interest is the (1,1) element of GfbA , i.e., G
fb
1A. Using Eq. (4.5), the
uctuation of Gfb1A is calculated as
Gfb1A =
1
2

G1 +G1 +K2A + (G2 +G2)K1A
1 + (G1 +G1)K2A
  G1 +K2A +G2K1A
1 +G1K2A
  
fb+
N 1
+
1
2

G1 +G1 +K2A   (G2 +G2)K1A
1 + (G1 +G1)K2A
  G1 +K2A  G2K1A
1 +G1K2A
  
fb 
N 1
 K1AG1
2G2(1 +G1K2A)
h 
fb+
N    fb  Ni :
As a result, the sensitivity function for the type-A scheme is represented as
SA =
Gfb1A=G
fb
1A
G1=G1
=
K1AG1
G2(1 +G1K2A)
Gfb2A
Gfb1A
: (4.7)
Next, consider the type-B feedback scheme, where the single feedback control
is applied to the series of quantum ampliers with transfer function matrix (4.4).
Note that G(0) can also be diagonalized by the orthogonal matrix P as
P 1G(0)P = diagf+;  g =
24 + 0
0  
35 ;
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where  = G1 G2 are the eigenvalues of G(0). Then, the N product of G(0) is
given as follows:
[G(0)]N 
"
M1 M2
M2 M1
#
=
1
2
24 N+ + N  N+   N 
N+   N  N+ + N 
35 :
From Eq. (4.6), the whole closed-loop system has the following transfer function
matrix
GfbB 
24 Gfb1B Gfb2B
Gfb2B G
fb
1B
35 = 1
1 +M1K2B
24 M1 +K2B M2K1B
M2K1B M1 +K2B
35 :
The characteristic change in G1 and G2 induces a small uctuation in the overall
gain, Gfb1B, as follows:
Gfb1B =
M1 +M1 +K2B
1 + (M1 +M1)K2B
  M1 +K2B
1 +M1K2B
=
K21BM1
(1 +M1K2B)[1 + (M1 +M1)K2B]
=
K21BM2G1
(1 +M1K2B)[G2 + (M1G2 +M2G1)K2B]
 K1BG
fb
2BG1
G2(1 +M1K2B)
;
where G2M1 = M2G1 is used. The proof of this equation is shown as follows.
If the gain of the j-th amplier changes as G1 ! G1+G1 and G2 ! G2+G2,
then M1 = (
N
+ + 
N
  )=2 changes as follows:
M1 =
1
2
h
(G1 +G1 +G2 +G2)
N 1
+
+(G1 +G1  G2  G2)N 1 
i
 M1
=
1
2
h
(G1 +G2)
N 1
+ + (G1  G2)N 1 
i
=
G1
2
"
1 +
G1
G2

N 1+ +

1  G1
G2

N 1 
#
=
G1
2G2
h
N+   N 
i
=
M2
G2
G1:
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Therefore, the sensitivity function for the type-B scheme is given by
SB =
Gfb1B=G
fb
1B
G1=G1
=
K1BG1
G2(1 +M1K2B)
Gfb2B
Gfb1B
: (4.8)
Now if the gains of both of the controlled systems are equal and these are
smaller than the gain of the non-controlled cascaded amplier, i.e., jGfb1Aj = jGfb1Bj <
jM1j, it is shown that
jSBj < jSAj: (4.9)
Therefore, the type-B feedback scheme is better than the type-A scheme in terms
of the sensitivity to the characteristic uncertainty G1. The proof of Eq. (4.9)
is given as follows. To make a fair comparison, assume that both the controlled
systems have the same amplication gain at ! = 0, i.e., jGfb1Aj = jGfb1Bj, which leads
to jGfb2Aj = jGfb2Bj. Then,
jSBj
jSAj =
K1BK1A 1 +G1K2A1 +M1K2B
 = 1 +G1K2AK1A


 
fb+
N    fb  N
N+   N 
 : (4.10)
Here, from the relations an   bn = (a   b)Pnk=1 an kbk 1 and +  = fb+ fb  = 1,
it follows that 
fb+
N    fb  N
=
 
fb+   fb 
 h 
fb+
N 1
+
 
fb+
N 3
+   +  fb+  (N 1)i
=
2G2K1A
1 +G1K2A
NX
k=1
 
fb+
N 2k+1
;
and likewise N+   N  = 2G2
PN
k=1 
N 2k+1
+ . Hence, jSBj=jSAj is now expressed as
jSBj
jSAj =

PN
k=1
 
fb+
N 2k+1PN
k=1 
N 2k+1
+
 : (4.11)
In addition to the condition jGfb1Aj = jGfb1Bj, assume that the gains of both of
the type-A and type-B controlled systems are smaller than the gain of the non-
controlled cascaded amplier; jGfb1Aj = jGfb1Bj < jM1j, which is represented as
jGfb1Aj
jM1j =

 
fb+
k
+
 
fb+
 k
k+ + 
 k
+
 < 1; 8k = 1;    ; N:
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Then, if N is odd, Eq. (4.11) leads to
jSBj
jSAj =

1 +
P(N 1)=2
k=1
h 
fb+
2k
+
 
fb+
 2ki
1 +
P(N 1)=2
k=1
 
2k+ + 
 2k
+


=
1 +
P(N 1)=2
k=1
h 
fb+
2k
+
 
fb+
 2ki
1 +
P(N 1)=2
k=1
 
2k+ + 
 2k
+
 < 1:
Also, if N is even, particularly N = 4l   2 (l = 1; 2;    ),
jSBj
jSAj =
fb+ +
 
fb+
 1
+ + 
 1
+
 1 +
Pl 1
k=1
h 
fb+
4k
+
 
fb+
 4ki
1 +
Pl 1
k=1
 
4k+ + 
 4k
+
 ;
and if N = 4l (l = 1; 2;    ),
jSBj
jSAj =
fb+ +
 
fb+
 1
+ + 
 1
+

Pl
k=1
h 
fb+
4k 2
+
 
fb+
 (4k 2)i
Pl
k=1
h
4k 2+ + 
 (4k 2)
+
i ;
which are both less than 1. This completes the proof.
Remark 4.3.1. This remark discusses a dierence between the quantum and
classical sensitivity functions. Because the aim is to construct a high-gain feedback
controlled amplier, it can be assumed that jGfb1j  1 ( = A;B). Then, due to
the constraint jGfb1j2  jGfb2j2 = 1, the quantum sensitivity functions given in Eqs.
(4.7) and (4.8) are then approximated as
SA  K1AG1
G2(1 +G1K2A)
; SB  K1BG1
G2(1 +M1K2B)
:
Now further take jG1j  1; then, from G21   G22 = 1, the quantum sensitivity
function S is identical to the classical one (2.12) except for K1. However, the
idea of cascade amplication is to connect many low-gain ampliers in series to
realize jGfb1j  1 (e.g., Case 4 in Section 4.4); in this case G1=G2 takes a large
value, and eventually S can become bigger than the classical one or even 1. In
the classical case, this type of performance degradation does not occur, which is
due to the increase of G1=G2. Note that this term stems from the CCR constraint
on quantum mechanical systems.
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Table 4.1: Nominal parameters and the resulting sensitivity.
Case 1 Case 2 Case 3 Case 4
N 2 5
M1 [dB] 45 30 45 30
x 0.90 0.78 0.53 0.393
A 0.2 0.1 0.07 0.03
B  0:0412  0:0291 0.0034 0.0046
SA 0.3388 0.7259 1.0718 1.4094
SB 0.1190 0.5271 0.7428 1.2802
gm [dB] 8.1310 18.4593 8.5699 19.9847
4.4 Simulation Results
As shown in the previous section, the superiority of the type-B scheme over the
type-A is guaranteed to hold only at the center frequency ! = 0. Thus, this section
focuses on a specic system and numerically investigates the frequency dependence
of the amplication gain in those two schemes, with particular attention to the
robustness and stability properties. Here, the ideal NDPA, introduced in Sub-
section 2.2.4, is taken as the quantum amplier. Moreover, as for the controller,
consider the beam-splitter (BS), also introduced in Subsection 2.2.4, which is a 2
input-output passive static system with the following transfer function matrix:
K(s) =
"
  
 
#
; 2 + 
2
 = 1;
where  = A;B. The real parameters ;  2 R represent the transmissivity and
reectivity of the mirror, respectively. Note that, from Eq. (4.3), the single NDPA
with this controller has the amplication gain 1=jj in the limit x! 1  0.
Now, consider the four cases summarized in Table 4.1; the number of ampliers
is N = 2 (Cases 1 and 2) or N = 5 (Cases 3 and 4); the gain of the (1,1) element of
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[G(0)]N , i.e., the non-controlled cascaded NDPA at ! = 0, is M1 = 45 dB (Cases
1 and 3) or M1 = 30 dB (Cases 2 and 4). In each case, the cavity decay rate of the
NDPA is xed to  = 1:8 107 Hz [83, 101], while x = 2"= is chosen so that M1
equals to 45 dB or 30 dB. The reectivity B was determined as follows; rst the
parameters of the type-A system is x, x and A, and then B is determined so
that the gains at ! = 0 of both of the schemes are the same, i.e., jGfb1Aj = jGfb1Bj.
First, see the stability of the feedback-controlled systems. For the type-A sys-
tem, it is enough to analyze the stability of the single feedback-controlled NDPA;
its characteristic equation is given by
s2 +

1  A s+
1 + A
1  A
2
4
  "2 = 0:
Using Routh's stability criterion introduced in Subsection 2.1.3, the type-A system
is stable if and only if
x =
2"

<
s
1 + A
1  A :
This condition is always satised if the NDPA is stable (x < 1) and 0  A < 1.
On the other hand, to analyze the stability property of the type-B system, the
Nyquist plot is used, which is now directly applicable because all the parameters
(; "; B; B) are real. Now, from Eq. (4.3), the type-B system has the open-loop
transfer function L(s) =  [GN ]22(s)B, where [GN ]22(s) is the (2,2) element of
G(s)N . The Nyquist plots are shown in Fig. 4.4; hence, from the Nyquist stability
criterion, the type-B system is stable in all Cases.
Next, discuss the sensitivity of the controlled systems. To see this explicitly,
suppose that the characteristic change of the amplier, G1, stems from the uc-
tuation of the parameter ". This uncertainty is modeled as "0 = (1+0:05r)", where
r is the random number generated from the uniform distribution over [ 1; 1]; that
is, the nominal parameter x = 2"= given in Table 4.1 experiences up to 5% devi-
ation. The gain plots are shown in Fig. 4.5, where the red and blue lines represent
the gains of the type-A and the type-B systems, respectively. Also, the black lines
are the gain plots of the cascaded amplier without feedback. In each scheme
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Figure 4.4: Nyquist plots of the type-B controlled system.
(color), 100 sample paths are produced from the above-mentioned probability dis-
tribution. To make the feature of each Case visible, the gain plots are drawn with
the dierent scale of the vertical axis. Figure 4.5 shows that, in all Cases, the uc-
tuation of the gain at ! = 0 of the type-B controlled system is always smaller than
that of the type-A, i.e., jSBj < jSAj, as proven in the previous section. Moreover,
in Case 1, 2, and 3, the gain uctuation of the controlled systems at ! = 0 can be
smaller than that of the uncontrolled system; that is, the feedback control works
well to suppress the gain uctuation of the amplier, at the price of decreasing
the gain. However, importantly, this fact does not hold over all frequencies; par-
ticularly in Cases 1 and 3, the type-A scheme is better than the type-B, at the
frequency !  =10 where there is a peaking in the gain.
Finally, discuss the control performance, with the focus on both stability and
sensitivity. Now, as shown in Table 4.1, the gain margin gm in Cases 1 and 3
are smaller than that in Cases 2 and 4. Hence, the feedback systems in Cases 1
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(a) N = 2; M1  45 [dB] (b) N = 2; M1  30 [dB]
(c) N = 5; M1  45 [dB] (d) N = 5; M1  30 [dB]
Figure 4.5: Gain plots of the feedback-controlled system.
and 3 are less stable than those in Cases 2 and 4; actually a peaking appears in
Figs. 4.5(a) and (c), but not in (b) and (d). However, as implied by Fig. 4.5, it is
harder to reduce the sensitivity in Cases 2 and 4, compared to Cases 1 and 3. That
is, there is a trade-o between the stability and robustness. Note also that the
controlled system with less number of ampliers has the better sensitivity; that
is, if the controlled system composed of N = 5 ampliers has the same level of
sensitivity as that of the system with N = 2, it will become unstable.
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4.5 Summary
This chapter has studied two types of feedback control schemes for the cascaded
quantum amplier. The sensitivity analysis has shown the following theorem,
which is useful in constructing a robust high-gain quantum amplier by connect-
ing some low-gain ampliers: it is always better to construct a single feedback
loop for the cascaded amplier, than to connect feedback-controlled ampliers.
Moreover, importantly note that the quantum sensitivity functions have dierent
characteristic from the classical ones. This fact indicates that the robustness of
whole closed-loop system may be degraded by connecting some quantum ampliers
with very low-gain (the amplication is realized at quantum-level). In the numer-
ical simulation shown in Section 4.4, the performance in robustness and stability
has been investigated, and especially in Case 4, the quantumness of sensitivity
function becomes prominent.
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Chapter 5
Conclusions and Future Works
5.1 Conclusions
This thesis has provided the design methods for engineering quantum signal de-
tectors within the framework of coherent feedback control. These methods will
work as the key techniques for the quantum sensor and the quantum amplier,
and will become the rst step for developing more advanced control theory. The
main results have been shown in Chapter 3 and 4.
Chapter 3 has provided the general theory for constructing a back-action evad-
ing sensor for linear quantum systems, based on the well-developed classical ge-
ometric control theory. The main contribution of Chapter 3 is to show the class
of linear quantum systems with special structure (3.11), which can be realized by
using the multi-input and multi-output controller and some scattering processes.
This system modication enables the geometric control theory to be directly ap-
plicable. The power of the theory has been shown by demonstrating the controller
design for the typical opto-mechanical oscillator. First, given a plant sensor system,
then whether the BAE controller exists or not can be checked by the solvability
conditions given in Theorem 2.1.3 or Corollary 2.1.1. Note that this condition de-
pends only on the given plant matrices. If the solvability condition is satised, then
the BAE controller can be fully parametrized by the matrices (AK; BK; CK) given
in (3.13) with (3.12). A notable fact is that not only the coherent feedback control
80 Chapter 5. Conclusions and Future Works
scheme but also the direct interaction control scheme can be formulated within
the framework of geometric control theory. Then, the design theory developed in
Chapter 3 contains the result of Ref. [44].
Moreover, another contribution of Chapter 3 is to provide a general procedure
for designing an approximate BAE controller under realistic imperfections. That is,
an optimal approximate BAE system can be obtained by solving the minimization
problem of the transfer function from the back-action noise to the measurement
output.
Chapter 4 has discussed the sensitivity of cascaded quantum feedback ampli-
er. The long-term goal of this work is to develop the design theory for feedback-
controlled quantum networks containing ampliers, corresponding to the estab-
lished classical one [46, 47, 48, 49, 50, 51, 52]. Toward this goal, as an important
rst step, Chapter 4 considers the quantum versions of the two types of cascaded
feedback structures discussed in Ref. [51]. The sensitivity functions of the cas-
caded quantum systems are dened under some reasonable assumptions, and by
analyzing them, the following theorem is obtained: to construct a robust high-gain
quantum amplier from some low-gain ampliers, it is always better to stabilize
the cascaded amplier via constructing a single feedback loop, than to take a cas-
cade connection of feedback-controlled ampliers. Recall that, although this is the
same conclusion as the classical one, the proof of this fact is highly non-trivial.
Also, as stated in Remark 4.3.1 and shown in Section 4.4, the sensitivity functions
of the quantum feedback ampliers have dierent characteristic from the classical
counterparts. As a consequence, a more careful sensitivity analysis will be re-
quired in general for designing a practical quantum network device, e.g., a robust
quantum communication channel over a specic bandwidth [62, 63, 64].
5.2 Future Works
The Final goal is to realize a high-precision detection of weak signals in the quan-
tum regime by using some feedback-controlled detectors. Toward this goal, the
systematic approach shown in this thesis will become the rst step for giving an
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answer to the question of how each quantum signal detector should be designed.
Also, two works shown in this thesis will lead to the following future works.
As for engineering a quantum sensor for a weak signal, there are mainly two
research directions. From the view of experiment, it is important to physically
implement the BAE controller based on the control theory and to study how much
the noise power can be suppressed. Moreover, although the opto-mechanical sys-
tem has been studied as a simple example for the purpose of demonstration, the
theory developed in this thesis can be applied to various types of linear quantum
sensor because of its generality. Then, the real advantage of the theory will appear
when dealing with more complicated multi-mode systems such as the interferome-
ter [3] shown in Chapter 1, or an opto-mechanical system containing a membrane
[102, 103, 104]. Another important work is to develop the design theory for en-
gineering an approximate BAE controller. In such a practical case, whether or
not the measurement should be performed becomes an open problem again. That
is, it is important to compare the measurement-based feedback and the coher-
ent feedback, and to select the better control scheme. There are some possible
control methods in classical control theory, e.g., observer-based control [9], linear
quadratic Gaussian (LQG) control, and H1 control theory [98]. If the controller is
designed within the framework of coherent feedback control, the quantum version
of these well-developed methods has been recently studied [80, 81, 84, 105, 106].
On the other hand, as for the cascaded quantum feedback amplier, this the-
sis has focused only on the (1; 1) elements of the closed-loop transfer functions.
Then, the next important task is to study the sensitivity of an idler mode, whose
existence is a clear dierence between the quantum and classical amplier. Fur-
thermore, the sensitivity analysis shown in this thesis will be extended to another
type of quantum amplier such as 2-signal microwave amplier based on the dc-
superconducting quantum interference detector (SQUID) [107].
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Appendix A
Algorithms for Computing V and
V
The set of (A;B)-invariant subspaces has a unique maximum element contained
in a given subspace H  X . This space, denoted by V(B;H), can be computed by
the following algorithm:
V - algorithm :
(Step 1) V0  H;
(Step 2) Vi  H \ A 1(Vi 1  B) (i = 1; 2; : : :);
(Step 3) V(B;H) = Vi (if Vi = Vi 1 in Step 2):
Similarly, the set of (C;A)-invariant subspaces has a unique minimum element
containing a given subspace E  X . This space, denoted by V(C;E), can be com-
puted by the following algorithm:
V - algorithm :
(Step 1) V0  E ;
(Step 2) Vi  E  A(Vi 1 \ C) (i = 1; 2; : : :);
(Step 3) V(C;E) = Vi (if Vi = Vi 1 in Step 2):
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Appendix B
Classical Description of
Opto-mechanics
Consider the following equations of classical harmonic oscillator [100]:
dq
dt
=
p
m
;
dp
dt
=  m!2mq   p+ F + Fth;
where q and p are the position and momentum of the oscillator,m the mass, !m the
resonant frequency,  the damping rate, F the unknown force, and Fth the thermal
force. The above q and p do not satisfy the canonical commutation relation,
[q; p] 6= i, then introduce the dimensionless position and momentum operators
such that
q^1 =
q
xzpf
= q
r
m!m
~
; p^1 =
pxzpf
~
=
pp
m~!m
;
where xzpf =
p
~=m!m is the zero point uctuation, and ~ = h=2 the (reduced)
Planck constant. These new operators obey the following equations:
dq^1
dt
= !mp^1;
dp^1
dt
=  !mq^1   p^1 +p(f^ + f^th);
where f^ = F=
p
~m!m and f^th = Fth=
p
~m!m. Finally, the additional terms,
i[Hrad; q^1] and i[Hrad; p^1], which are due to the radiation-pressure interaction, are
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added to the above equations, H^rad =  gq^1q^2. As a result, the following equations
are obtained:
dq^1
dt
= !mp^1;
dp^1
dt
=  !mq^1   p^1 + gq^2 +p(f^ + f^th):
In Section 3.1, 3.2, and 3.3, the thermal noise f^th and the damping eect  p^1 are
ignored.
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Appendix C
Passivity Condition of Linear
Quantum Systems
This appendix provides the passivity condition of a general linear quantum system.
First note that the system dynamics (2.18) and (2.19), which can be represented
as
dx^
dt
= Ax^+BW^ ; W^ out = Cx^+DW^; (C.1)
with W^ = [(W^1)
>    (W^m)>]> and W^ out = [(W^ out1 )>    (W^ outm )>]>, has the
following equivalent expression:
d
dt
"
a^
a^]
#
= A
"
a^
a^]
#
+B
"
A^
A^]
#
;"
A^out
A^out]
#
= C
"
a^
a^]
#
+D
"
A^
A^]
#
; (C.2)
where a^ = [a^1    a^n]> and A^ = [A^1    A^m]> are vectors of annihilation operators.
By denition, a^] = [a^1    a^n]>. The coecient matrices are of the form
A =
"
A  A+
A ]+ A
]
 
#
; B =
"
B  B+
B]+ B
]
 
#
;
C =
"
C  C+
C ]+ C
]
 
#
; D =
"
D  D+
D ]+ D
]
 
#
: (C.3)
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As in the case of (C.1), these matrices have to satisfy the physical realizability
condition; e.g., see [108, 109]. The passivity condition of this system is dened as
follows:
Denition C.1. The system (C.2) is said to be passive if the matrices satisfy
A+ = O and B+ = O, in addition to the physical realizability condition.
Note that a passive system is constituted only with annihilation operator vari-
ables; a typical optical realization of the passive system is an empty optical cavity.
Moreover, D+ = O is already satised and B+ = O leads to C+ = O. This is
the reason why it is sucient to consider the constraints only on A+ and B+.
Then the goal here is to represent the conditions A+ = O and B+ = O in terms
of the coecient matrices of Eq. (C.1). For this purpose, introduce the permu-
tation matrix Pn as follows; for a column vector z = [z1 z2    z2n]>, Pn is
dened through Pnz = [z1 z3 : : : z2n 1 z2 z4    z2n]>. Note that Pn satises
PnP
>
n = P
>
n Pn = I2n. Then, the coecient matrices of the above two system
representations are connected by
A = P>n ~A Pn; B = P
>
n
~BPm; C = P
>
m
~CPn; D = P
>
m
~DPm;
where
~A =
1
2
"
A  +A
]
  +A+ +A
]
+ i(A   A ]   A+ +A ]+)
 i(A   A ]  +A+  A ]+) A  +A ]    (A+ +A ]+)
#
:
~B, ~C , and ~D have the same forms as above. Then, the following theorem, pro-
viding the passivity condition in the quadrature form, is obtained:
Theorem C.1. The system (C.1) is passive if and only if, in addition to the
physical realizability condition (2.20), the following equalities hold:
nAn =  A; nBm =  B:
Proof: First dene 	n = 
 In = [O; In; In; O], which leads to P>n 	nPn = n.
Then, it can be shown that
nAn =  A () 	n ~A 	n =   ~A :
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The condition in the right hand side is equivalent to A++A
]
+ = O and A+ A ]+ =
O, which thus leads toA+ = O. Also, from a similar calculation, nBm =  B ,
B+ = O: 
Next consider the passivity condition of the direct interaction controller dis-
cussed in Section 3.3. The setup is that, for a given linear quantum system, an
auxiliary component with variable x^Kis added, which is characterized by the Hamil-
tonians (3.18). The point is that these Hamiltonians have the following equivalent
representations in terms of the vector of annihilation operators a^ and a^K:
H^K =
1
2
h
a^yK a^>K
i
RK
"
a^K
a^]K
#
;
H^int =
1
2
 h
a^y a^>
i
R1
"
a^K
a^]K
#
+
h
a^yK a^>K
i
R2
"
a^
a^]
#!
: (C.4)
The matrices RK;R1, and R2 are of the same forms as those in Eq. (C.3). Note
that they have to satisfy the physical realizability conditions RK = R
y
K and R
y
1 =
R2. Now, the passivity property of the direct interaction controller can be dened;
that is, if the Hamiltonians (C.4) does not contain any quadratic term such as a^2K;1
and a^1a^

K;1, then the direct interaction controller is passive. The formal denition
is given as follows:
Denition C.2. The direct interaction controller constructed by Hamiltonians
(C.4) is said to be passive if, in addition to the physical realizability conditions
RK = R
y
K and R
y
1 = R2, the matrices satisfy RK+ = O and R2+ = O.
Through almost the same way shown above, the following result is obtained:
Theorem C.2. The direct interaction controller constructed by Hamiltonians
(3.18) is passive if and only if, in addition to the physical realizability conditions
RK = R
>
K and R
>
1 = R2, the following equalities hold:
nkRKnk =  RK; nkR2n =  R2:
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