Abstract. The existing information collection system is a heterogeneous communication system which includes WSN (wireless sensor network) and wired network. In a heterogeneous information collection system, the survival time of nodes is very important for the stability of the network. How to reduce unnecessary energy consumption and make energy consumption more balanced requires special consideration. In this paper, we firstly explore the necessity of using clustering algorithms, and then analysis the existing heterogeneous wireless sensor network clustering algorithms, finally modify the existing DEEC (distributed energy-efficient clustering algorithm). The modifications of DEEC algorithm aims at the unstable performance. Simulation results show that the MDEEC (modified DEEC) has a greater network lifetime than DEEC.
Introduction
Electricity information collection system is mainly used for monitoring and collecting electricity information within the target area and eventually sending information to a test platform. In recent years, with the widespread use of the information collection system, the system is continuously improved to meet the actual demand. Now a wired and wireless coexist information collection system is formed. With the higher system performance requirements, heterogeneous networks [1] [2] will be the trend of development, and it will be widely used in production.
The performance of the system is limited when each communication mode used alone, while the heterogeneous networks can play a better performance. Therefore, the study of heterogeneous wireless sensor networks has important value for information collection system.
In fact, there are many routing algorithms [3] for heterogeneous wireless sensor network nowadays. One of the efficient and energy-saving algorithms is the cluster-head election based algorithm. The reason why we use the clustering algorithm is that most of the previous algorithms only are suitable for a homogeneous network, and the heterogeneous energy are not taken into account. A wireless sensor network generally has many nodes with limited energy, if all the nodes are regarded as identical type, the nodes with low energy are seemingly consume all the energy earlier, and then the death of some nodes will cause the paralysis of the network, thus the stability of the network will be affected.
DEEC [4] and other distributed energy-efficient heterogeneous wireless sensor network clustering algorithms have considered the problem of the heterogeneous energy. They will randomly elect cluster-heads during each communication round, so that the node energy consumption can be balanced. DEEC also sets a different cluster-head election probability based on the residual energy of each node, and delays the first nodes death time.
When DEEC is applied to heterogeneous network, it can prolong the survival time of the network, but it can be found that the performance of DEEC is not stable in practical applications, so in this paper, the heterogeneous networks of PLC and micro-power wireless network is studied; and aimed at the deficiencies, the existing protocol is modified; and a modified algorithm of DEEC is proposed, called MDEEC.
Existing Clustering Routing Algorithm
LEACH [5] (Low Energy Adaptive Clustering Hierarchy) is the first proposed wireless sensor network clustering algorithm. In order to prolong the survival time of the network, LEACH randomly makes cluster-head election in each round, so that the energy consumption can be as balanced as possible. LEACH divides the network into clusters, and each cluster contains some nodes. Nodes will be randomly elected as the cluster-heads in each round. Nodes will not be elected continuous, until all nodes have been elected as a cluster head. The combination of data of the member nodes are finally sent to the cluster-head and then the processed information is transmitted to the sink node. The energy consumption of the member nodes can be reduced by the clustering, and the energy consumption of the network is concentrated on the cluster head.
SEP [6] (Election Protocol Stable) is a two-level energy heterogeneous algorithm based on LEACH. Based on the initial energy, SEP divides the network nodes into two kinds: advanced nodes and normal nodes. SEP allocates different election probabilities for these two kinds of nodes. Advanced nodes have high probability, so these nodes will be elected first as the cluster-head. The normal nodes' election probability is small, so the energy consumption of normal nodes can be reduced. Therefore, the first nodes death time of the network can be extended, and the life cycle of the network will be improved.
DEEC is a modified algorithm based on SEP, which can also balance energy consumption by electing nodes to be cluster-heads in turn, except that the election probability of the cluster-head is related to the residual energy. Nodes can be elected as cluster-heads based on its initial energy and residual energy. Nodes which have higher initial energy and residual energy have higher opportunities to become cluster-heads than the low energy nodes.
DEEC has 15% more survival time than SEP, which shows that DEEC has a better performance. But in fact, DEEC is susceptible to random factors. So we propose a modified DEEC algorithm (MDEEC), which can make the network survival time to be maximum. Fig. 1 shows the heterogeneous network model described in this paper. In the network, there are n nodes that are randomly distributed in the A M M = × area. The sink node is at the center of the area, and the data from all nodes will be finally sent to the sink node. As shown in Fig. 1 , the so-called heterogeneous network is the enhancement of the homogeneous network by increasing some nodes which have higher energy. According to the initial energy of all nodes, they can be divided into two categories: normal nodes and advanced nodes. If the initial energy of the normal node is 0 E , the initial energy of the advanced node is set as
Heterogeneous Network Model
. α is the proportion of the initial energy of the advanced node more than that of the normal node. By the introduction of the advanced nodes with percentage of m , the homogeneous network can be extended to heterogeneous network. The total energy of the network can be calculated according to the initial energy:
DEEC Clustering Algorithm

A. Cluster-head Election Model
DEEC is a clustering algorithm based on LEACH, which selects nodes by the following probability threshold to decide whether one to become a cluster-head:
In Eq. (2), r is the current round, G is a set which includes nodes that have not been selected and p is the optimal ratio of cluster-head election. In the homogeneous network, the node energy is identical, so the election probability is also unique. (3) and (4), it can be seen that the advanced node's election probability is (1 ) α + times larger than that of the normal node. By substituting Eqs. (3) and (4) into Eq. (2), the cluster-head election thresholds can be derived, respectively:
B. Energy Consumption Model
The biggest difference between the clustering routing algorithm and normal algorithms is that it can use the data in every cluster, which can only transmit data after fusion to the sink node, so that it can greatly reduce the energy consumption of nodes' data communication. The energy consumption model of heterogeneous networks is established in this section. 
Rx elec E L E = ⋅ (8) where elec E is the energy required to send and receive unit data, fs ε and mp ε is the amplification factor of different transmission distance, respectively. In each round of the cycle, according to the energy consumption of circuit and the data fusion, the energy consumption of cluster-heads and member nodes can be calculated respectively:
where DA E is the energy consumption for data fusion with unit data, k is the number of 
taking the derivative of k , then the optimal number of cluster-heads opt k in each round can be obtained by making the derivative equals to 0. The average distance between the cluster-heads and the sink node [7] [8] can be calculated as:
The average distance between the member nodes and the cluster-heads can also be calculated as follows: 
C. DEEC The biggest difference between DEEC and other clustering algorithms is that it is a residual energy based cluster-head election algorithm. The cluster-head election probability can be obtained by using the comparison between the residual energy and the average energy of each round:
where ( ) E r represents the average energy in round r . To know the nodes' average energy, we need to theoretically calculate the average of all the nodes' total energy, but it is difficult to achieve this method. In practice we can estimate the average energy of each round.
Substituting Eq. (12) , Eq. (13) and Eq. (14) into Eq. (11), the sum of the energy consumption in each round can be obtained , so the average energy of round r can be derived as [9] 
The total number of rounds in Eq. (16) can be obtained by using Eq. (1) and Eq. (11):
Substituting Eq. (16) into Eq. (15), the optimal cluster-head election probability of normal nodes can be calculated, and substituting the calculated i p into Eq. (3) and (4), the cluster-head election probabilities of two kinds of nodes will be calculated:
Substituting Eq. (17) into Eq. (2), the probability threshold can be obtained.
Modified DEEC Clustering Algorithm
Although the DEEC algorithm can effectively extend network lifetime, the performance of the algorithm is not stable due to the influence of random factors. So we introduce a correction factor to achieve the optimal network performance, where the optimal lR can be selected according to the network state each time. After the introduction of lR , Eq. (17) can be rewritten as:
Eq. (16) can be rewritten as
Eq. (15) can be rewritten as
Network runs according to the MDEEC.
Performance Comparison of MDEEC and DEEC
We select cluster-heads with MDEEC. According to the heterogeneous network model in Chapter 3, we spread nodes in the network, and specific parameters are in the following In simulation, we change the value of lR every round, compare the the first nodes death time, and select the lR with largest round of first death node. Simulation results are shown as follows: After the elected value lR substituted into the equation (19), the first nodes death times of MDEEC and DEEC are shown below: Figure 4 . Number of Surviving Nodes.
As is shown in Fig.4 , the first nodes death time of MDEEC will be extended by selecting the optimum correction factor lR time, which improves the lifetime of the network, so that the stability of the network increased by more than 10%.
Summary
This paper discussed the distributed energy-efficient clustering algorithm for heterogeneous information collection system. In clustering algorithm, each node does not communicate with the sink node directly, but communicates by using the cluster-head after data fusion, thus reducing unnecessary energy consumption and make energy consumption more balanced. With the influence of random factors taken into account, not all of nodes will death at the same time, so this paper added a correction factor. It can achieve optimal network performance by selecting optimum correction coefficient in each round. Simulation shows that the network lifetime is extended in modified algorithm, and the stability is improved. In addition, how to further improve the stability of the network is one of future research directions.
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