Unsupervised domain adaptation (DA) is an active research area whose development and applications have been boosted by the explosion of data without annotation. Manual labeling is tedious, error prone and expensive, therefore unsupervised DA is needed more and more to automatize this task: an unlabeled dataset (target) is annotated using a labeled dataset (source) from a related domain. The majority of DA methods try to directly match the distributions of the source and target data. Nevertheless, recent DA methods still suffer from issues such as the incapability to scale to high dimensional data or the sensitivity to the (hyper-)parameters of the adaptation procedure.
Introduction
Unsupervised domain adaptation (DA) addresses the problem of building a good predictor for a target domain using labeled training data from a related source domain and target unlabeled training data. A typical example in visual object recognition involves two different datasets consisting of images taken under different cameras or conditions: for instance, one dataset consists of images taken at home with a digital camera while another dataset contains images taken in a controlled environment with studio lightning conditions.
In some cases the source domain is related to the target one, but predictive features for the target domain may not even be present in the source domain. For instance this phenomenon can happen in natural language processing, where different genres often use very different vocabulary to described similar concepts. Popular benchmarks illustrating this situation are the sentiment analysis domain adaptation data of (1) . In these situations, building a model that performs well on the target domain becomes more challenging.
As a simple illustration, consider the dataset in Figure 1 , where the target domain is rotated 45 deg compared to the source domain. A linear classifier h s for the source domain will have an accuracy of only around 84% on the target domain. However, the two classes are well separated in the target domain, and it should be possible to find a large-margin classifier h t separating the classes. Just trying to separate the classes in the target domain is not enough, mainly because it doesn't tell us which class is which, since no labeled target data are available. For that we need to use the relation to the source domain. More generally, there is a trade-off between having a classifier that separates the classes in the target domain, and a classifier that stays close to the knowledge from the source domain.
Our solution is to perform adaptation on the original input space by using a simple bagging method guided by the source hypothesis.
We consider a setting where knowledge from the source domain is provided by an hypothesis, so we do not require direct access to the data of the source domain. This is advantageous for instance when data sharing is restricted due to privacy or legal constraints. Our algorithm works by sequentially training a base classifier on a bootstrap target sample. To deal with the absence of labeled target data, we use provisional target labels. The source hypothesis provides initial provisional labels. Concretely, each time a base classifier is generated, labels of target instances are recomputed using the source hypothesis if they have unsigned margin for the source hypothesis larger than their unsigned margin for the base classifier, otherwise they are recomputed using the base classifier. We call the resulting unsupervised adaptation algorithm ABiB (Adaptation with Biased Bagging).
The main advantages of ABiB are that it is simple, it acts on the original feature space, and it can be analyzed using theoretical studies of bagging and other vote methods. Indeed our qualitative analysis demonstrates that ABiB tends to increase the average margin (computed over the target data with true labels) and to decrease the variance. This property, shown in a recent theoretical study (10) to be beneficial for the generalization performance of vote methods, justifies the effectiveness of our method.
We conduct extensive experiments with benchmark datasets with diverse characteristics for DA tasks in visual object recognition and natural language adaptation. Results demonstrate the state-of-the-art performance of our method.
Related work
Our method is mainly related to unsupervised DA and transductive learning.
The majority of algorithms for DA try to reduce the discrepancy between source and target distributions using a data transformation. Recent methods in this class include (7; 13; 22) . These methods learn a data transformation without utilizing the source labels and cannot be directly applied to high dimensional input data.
In transductive learning unlabeled test samples are used for training a model (8) . A recent method of this type (4) applies stacked marginalized denoising autoencoders (sMDA) (3) to the target instances concate-nated with target labels predicted by a source hypothesis. The method depends on the parameters of the sMDA procedure generating deep features. Bruzzone and Marconcini (2) iteratively refines a source classifier by replacing source instances with highly confident target ones, Habrard et al. (14) optimizes both the source classification error and margin constraints over the unlabeled target instances, and includes a regularization term to favor the reduction of the divergence between source and target distributions, and Germain et al. (11) optimize a (highly non-convex) objective function inferred from a generalization bound for the weighted majority vote in a DA setting.
Recently end-to-end unsupervised DA methods based on deep neural networks, like (9; 20; 17) have been shown to perform better than the aforementioned approaches. However they need large train data (20) , use target labels to tune parameters (17) and are sensitive to (hyper-)parameters of the learning procedure (9) . In summary our main contribution is to formulate unsupervised DA in a very simple way using bagging. Our qualitative analysis explains the effectiveness of the method in terms of margin distribution (10) . Our experiments on sentiment analysis and image object recognition achieve state-of-the-art results across adaptation datasets with diverse nature and characteristics.
Method
We will now describe the Adaptation with Biased Bagging (ABiB) method. For simplicity we focus on binary classification. Nevertheless, the method can be used with more than two classes, as shown in the experiments.
Let T be a set of unlabeled examples x drawn from a target distribution T over the instance space X. Let h s be a linear source hypothesis learned from a set of labeled data drawn from a source distribution S. Our goal is to find a good majority vote classifier that correctly classifies T .
We work with base classifiers trained on target samples. Since the target data is unlabeled, we exploit the knowledge provided by the given source hypothesis h s for providing initial provisional labels Y of X.
Our goal is then to generate a sequence of classifiers whose majority vote increases the margin distribution of target instances.
To prevent the induction of degenerate models we take a class-balanced bootstrap sample B from (T, Y ), which is used it to train a base classifier h B .
Then we recompute target labels Y in such a way that the margin of each target instance does not decrease.
To do so we use the combined predictor h c B , defined as
By construction the unsigned margin of each target instance will remain |h s (x)| or increase.
These steps are repeated, and in the end we use a majority vote over all provisional labelings as the final target labeling.
This procedure is similar to bagging, where bootstrap samples of a dataset are used to train multiple classifiers, whose results are combined. In contrast with bagging, in ABiB the labels of the target domain data depend on previous iterations, so the classifiers are not independent. This is why we use the term biased bagging.
Let us explain in more detail the choice of a class balanced bootstrap sample. It is needed for two reasons: 1) because the class distribution in the target domain is unknown we assume a uniform prior, and 2) any class imbalance will be amplified in the new classifier. This latter phenomenon is particularly undesirable when target labels are iteratively re-computed, as done in our method. In this case if we do not balance
the classes in the training data, then the classifier will 'learn' a prior that is also slightly imbalanced for one class. In terms of decision boundaries, the boundary will be shifted slightly towards one side. Then, more instances will be labeled as the more common class. And at the next iteration there will be even more training data of that class. Until in the end there will be possibly only one class left.
The resulting procedure is extremely simple as shown in Algorithm 1 for the transductive setup adopted in our experiments, where we use linear support vector machine (SVM) and linear regression (LR) as base classifiers.
Experiments
We perform extensive experiments with text and image benchmark datasets of diverse characteristics: with high number of features, relatively small sample size, larger number of classes and large scale data. For image data we also consider SURF features and deep DECAF features (5) used in recent works, e.g. (22) . Moreover we consider deep VGG16 features from the VGG16 network (21), another deep network also trained on Imagenet dataset. We rescale the images so their smallest dimension is 256 pixels, and then take 9 different crops of 224 × 224 which we pass through the network. We then use the output of the nonlinearities on the 6th layer (fc6) as features, adding together the features for the different crops. We also compare the results with VGG features to those of other neural network based domain adaptation methods.
In all experiments we assume target instances to be unlabeled.
In ABiB we use labeled source instances only to train the source hypothesis, with internal cross validation to select the regularization parameter. For efficiency reasons we consider the same regularization parameter value for all provisional target hypotheses, computed by internal cross validation on the target dataset labeled using the source hypothesis. In all experiments we perform K = 500 iterations. The bootstrap samples have the same size as the target dataset, but are class balanced, that is, the size of each class in a bootstrap sample is equal to the number of elements in the target set divided by the number of classes. We investigate the sensitivity of these choices in Section 4.2.
We include two baseline methods that do not use domain adaptation: linear SVM and logistic regression (LR), trained on the source domain. SVM is used in ABiB-SVM and LR in ABiB-LR. We compare our method against recent state-of-the-art algorithms for shallow DA as well as end-to-end deep DA methods. We use linear regression (LR) and a linear support vector machine (SVM) implemented by liblinear (6).
For multi-class tasks we use a one-versus-all strategy.
We assess all algorithms in a fully transductive setup where all unlabeled target instances are used during training for predicting their labels. We use labeled instances of the first domain as the source and unlabeled instances of the second domain as the target. We evaluate the accuracy on the target domain as the fraction of correctly labeled target instances.
We compare with both conventional and state-of-the-art methods with shallow and deep features and with deep learning methods for domain adaptation: Subspace Alignment (SA) (7) (20) .
We run experiments with source code of the shallow DA methods (except on the Office 31 dataset where we use results reported in (22) which were obtained using the same evaluation protocol we use for ABiB).
For deep DA methods we report the accuracies from the corresponding papers.
Results
Amazon sentiment dataset: This dataset (1) involves 4 domains, namely Books (B), Dvd (D), Electronics (E) and Kitchen (K), each with 1000 positive and 1000 negative examples obtained from the dichotomized 5-star rating. There are 10000 features which are word unigram and bigram counts. The number of features is too large for most domain adaptation methods. Gong et al. (13) used feature selection to reduce the data set to 400 features. We conduct experiments with this dataset and validation protocol as in (22): random subsamples of the source (1600 samples) and target (400 samples) data and standardized features. The experiment is repeated 20 times.
We also report results of ABiB under the same experimental protocol but with all features. In this case we can not standardize the data, because that would destroy the sparsity, instead we normalize by dividing each feature by its standard deviation. To test the stability of the method we have repeated this experiment 10 times. Table 1 reports the mean and standard deviation of the accuracy, which shows that using all features improves accuracy.
Office-Caltech 10 object recognition dataset: This dataset (12) consists of 10 classes of images from an office environment in 4 image domains: Webcam (W), DSLR (D), Amazon (A), and Caltech256 (C). The dataset uses 800 SURF features, which we preprocess by dividing by the instance-wise mean followed by standardizing. We follow the standard protocol (12; 7; 22) , and use 20 labeled samples per class from the source domain (except for the DSLR source domain, for which we use 8 samples per class). We repeated these experiment 20 times, and report the mean and standard deviation of accuracy in Table 3 . For results copied from other papers the standard deviation is not known. We have also performed experiments using the full source domain as training data, the results of this experiment are reported in Table 4 . ABiB achieves best performance with a substantial increase in accuracy over no adaptation (from 35% to 50% for C→W with the standard experimental protocol).
In addition to the SURF features, we have constructed a version of the dataset with deep VGG features. The results show a substantial increase in the accuracy of ABiB when using deep features, resulting in performance on par with end-to-end deep transfer learning methods.
Office dataset 31: We next perform object recognition adaptation with a larger number of classes and deep features. We use the standard Office dataset 31 (19) which contains 31 classes (the 10 from the OfficeCaltech 10 plus 21 additional ones) in 3 domains: Webcam (W), DSLR (D), and Amazon (A). We consider deep features from the 7th layer of DECAF (23), a deep neural network trained on Imagenet, and deep features from the 6th layer of VGG, another deep neural network trained on Imagenet. We run experiments using all labeled source and unlabeled target data. Results of experiments on this dataset are shown in Table 5 . These results show that ABiB achieves state-of-the-art results, and outperforms other shallow DA algorithms by a large margin. Also in this case, the gain in the accuracy is rather large when performing adaptation with deep VGG features over hard transfer tasks such as A→W (from 61.8% to 73.3%) and on D→A (from 48.3% to 64.9%).
ABiB achieves results comparable or better than those obtained by end-to-end methods based on deep neural networks. Note that both TDS (20) and RTN (17) learn the network with the weights pre-trained on Imagenet. Furthermore RTN used target labels of the domain W to perform model selection using the hard transfer task A → W , by requiring one labeled target instance for each class as validation set (17) .
Cross Dataset Testbed: Finally we consider a larger scale evaluation using the Cross Dataset Testbed (23), again using rectified deep features obtained with DECAF. The dataset contains 40 classes from 3 domains: 3847 images for the domain Caltech256 (C), 4000 images for Imagenet (I), and 2626 images for SUN (S). Results of these experiments are shown in Table 6 . Also on this dataset ABiB obtains best results, and improves by a large margin over no adaptation. Previous papers have used standardization of the features. We found it beneficial to increase sparsity by rectifying the inputs before normalization, that is, set negative values to 0 (max(0, x)); and to then normalize by dividing by the standard deviation only.
Sensitivity and Qualitative Analysis
ABiB is a stochastic method, since it relies on bootstrap samples in each iterations. But the variance in the results over multiple runs is small, on the order of 2%, which shows that the method is robust. Results of multiple runs indicate a higher robustness of SVM over LR.
Next, we investigate the choice of the number of iterations K, and the size of the bootstrap sample used to train each hypothesis in the target domain. Figure 2 shows the results of these experiments on the Amazon sentiment analysis dataset. We can see that if the bootstrap sample is too large, then the iterates h k are very similar, and the method can take a long time to converge. But on the other hand, if the sample is too small, the iterates become noisy, and have a low accuracy. By itself, noisy iterates are not a problem, since the ensemble prediction will still be good, as can be seen in Figure 2b .
Finally, we analyze our method in terms of margin distribution to show that ABiB tends to increase the average margin of the target data (with respect to the true labels) and tends to decrease the variance. Gao and Zhou (10) performed a theoretical study to unravel why vote methods like boosting and bagging are effective. They showed that the generalization error of voting methods decreases when the instance margin distribution has large average and low variance.
Observe that in our setting the computation of the margin is with respect to the true target labels, because the aim here is to validate our hypothesis that ABiB increases the true average margin and decreases the variance. So the margin of target train instance (x, y) for hypothesis h is yh(x). Figure 3 shows a typical trend for the adaptation task B → E of the Amazon dataset. These arguments provide a formal justification of the effectiveness of bagging for domain adaptation.
Conclusions
We presented a strikingly easy and effective method for unsupervised DA based on bagging. We showed that its effectiveness can be explained by recent theoretical bounds on the generalization of voting methods in terms of first and second order statistics of the margin distribution.
Results of our experimental analysis lead to the following interesting conclusions: (1) bagging can be easily adapted to perform unsupervised domain adaptation; (2) the direct combination of our simple shallow DA method with deep learning features is highly beneficial and competitive with more involved end-to-end deep-transfer learning methods, in particular on hard transfer tasks, such as D → A and W → A in the Office 31 dataset; (3) our DA method sets a new state-of-the-art on many transfer tasks with image as well as text data. 
