Nilpotent Jacobians in dimension three  by Chamberland, Marc & van den Essen, Arno
Journal of Pure and Applied Algebra 205 (2006) 146–155
www.elsevier.com/locate/jpaa
Nilpotent Jacobians in dimension three
Marc Chamberlanda,∗, Arno van den Essenb
aDepartment of Mathematics and Computer Science, Grinnell College, Grinnell, IA 50112, USA
bDepartment of Mathematics, Radboud University, Nijmegen, The Netherlands
Received 2 December 2004; received in revised form 25 May 2005
Available online 10 August 2005
Communicated by C.A. Weibel
Abstract
In this paper we completely classify all polynomial maps of the form H = (u(x, y), v(x, y, z), h(u
(x, y), v(x, y, z))) with JH nilpotent.
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0. Introduction
In [1] Bass et al. showed that it sufﬁces to investigate the Jacobian Conjecture for polyno-
mial maps of the form x+H with JH nilpotent (and H homogeneous of degree 3). Studying
these maps led various authors to the following problem (see [4,8–10]), where k is a ﬁeld
of characteristic zero.
(Homogeneous) dependence problem. LetH=(H1, . . . , Hn) ∈ k[x1, . . . , xn]n (homoge-
neous of degree d1) such that JH is nilpotent andH(0)=0.Does it follow thatH1, . . . , Hn
are linearly dependent over k?
It was shown in [1] that the answer is afﬁrmative if rank JH1. In particular this implies
that the dependence problem has an afﬁrmative answer if n = 2. If H is homogeneous of
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degree 3 the case n = 3 was solved afﬁrmatively by Wright in [11] and the case n = 4 by
Hubbers in [7]. Then in [6] (see also [5, Theorem 7.1.7]) the second author found the ﬁrst
counterexample in dimension three (see below). On the other hand, recently de Bondt and
van den Essen showed in [3] that in case n = 3 and H homogeneous of arbitrary degree
d1, the answer to the dependence problem is afﬁrmative!
In this paper we study the inhomogeneous case in dimension three. More precisely
we describe a large class of H with JH nilpotent and such that H1, H2, H3 are linearly
independent over k. The surprising result is that, apart from a linear coordinate change,
all these examples are essentially of the same form as the ﬁrst counterexample (to the
dependence problem) mentioned above.
Finally we would like to mention that very recently Michiel de Bondt [2] has con-
structed counterexamples to the homogeneous dependence problem for all dimensions
n5! So only in dimension 4 the homogeneous dependence problem remains
open.
1. Preliminaries on nilpotent Jacobian matrices
In this section we brieﬂy recall some more or less known results on nilpotent Jacobian
matrices. Throughout this paper, k denotes a ﬁeld of characteristic 0 and n ∈ Z+.
It is well-known that a matrix N ∈ Mn(k) is nilpotent if and only if for each 1pn
the sum of all p × p principal minors of N equals zero (a p × p principal minor of N is by
deﬁnition the determinant of the submatrix of N obtained by deleting n−p rows and n−p
columns with the same index).
Now let H1, . . . , Hn ∈ k[x] := k[x1, . . . , xn], the polynomial ring in n variables over
k. Put H := (H1, . . . , Hn) and let JH denote the Jacobian matrix of H. The main problem
in order to solve the Jacobian Conjecture is to describe the nilpotent Jacobian matrices JH
and to show that for such H the corresponding polynomial map F := x + H = (x1 +
H1, . . . , xn + Hn) is invertible over k. Obviously, if rank(JH) = 0 (where rank(JH) is the
rank of the matrix JH considered in Mn(k(x))), i.e. JH = 0, then each Hi belongs to k,
which implies that F = x + H is invertible over k. The following result is more involved
(see [6, Theorem 7.1.7]).
Proposition 1.1. If JH is nilpotent and rank(JH)1, then there exists g ∈ k[x] such that
Hi ∈ k[g] for all i. Furthermore, if Hi(0) = 0 for all i, then there exist c1, . . . , cn ∈ k, not
all zero, such that c1H1 + · · · + cnHn = 0.
Using this proposition, the following result is proved in [6, Theorem 7.2.25].
Theorem 1.1. Let A be a UFD of characteristic zero andH =(H1, H2) ∈ A[x1, x2]2. Then
Jx1,x2(H) is nilpotent if and only if H = (a2f (a1x1 +a2x2)+c1,−a1f (a1x1 +a2x2)+c2)
for some a1, a2, c1, c2 ∈ A and f (t) ∈ A[t].
Corollary 1.1. LetH =(H1, H2, H3) ∈ k[x, y, z]3.Assume thatH(0)=0 andH1, H2, H3
are linearly dependent over k. Then JH is nilpotent if and only if there exists T ∈ Gl3(k)
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such that
THT −1 = (a2(z)f (a1(z)x + a2(z)y) + c1(z),
− a1(z)f (a1(z)x + a2(z)y) + c2(z), 0)
for some ai(z), ci(z) ∈ k[z] and f (t) ∈ k[z][t].
Proof. Let c1H1 + c2H2 + c3H3 = 0 with ci ∈ k not all zero. We may assume that c3 = 0.
Then putting
T =
( 1 0 0
0 1 0
c1 c2 c3
)
the last component of TH equals c1H1 + c2H2 + c3H3 = 0. Hence THT −1 = (h1, h2, 0)
for some hi ∈ k[z][x, y]. One easily veriﬁes that JH is nilpotent if and only if J (h1, h2, 0)
is nilpotent if and only if Jx,y(h1, h2) is nilpotent. Then the result follows from Theorem
1.1 applied to A := k[z]. 
Corollary 1.2. Let H = (H1, H2, H3) ∈ k[x, y, z]3 with H(0) = 0 and rank(JH)1. If
JH is nilpotent then H is of the form described in Corollary 1.1.
Proof. This follows from Proposition 1.1 and Corollary 1.1. 
It was conjectured for several years that the result obtained in Proposition 1.1 (in the
case rank(JH)1) would hold in general i.e. that JH is nilpotent together with H(0) =
0 would imply that H1, . . . , Hn are linearly dependent over k. However, the following
counterexample was found by the second author [5] (see also [6, Theorem 7.1.7]):
H = (y − x2, z + 2x(y − x2),−(y − x2)2).
Indeed, one easily veriﬁes that JH is nilpotent, rank(JH) = 2 and H1, H2, H3 are linearly
independent over k. Looking more closely at the example one observes that it has the special
form
H = (u(x, y), v(x, y, z), h(u(x, y))).
In the next section we describe completely which of these maps have a nilpotent Jacobian
matrix.
2. Some nilpotent Jacobians with independent rows
In this section we classify all the polynomial mappings of the form
H = (u(x, y), v(x, y, z), h(u(x, y)))
for which the Jacobian matrix JH is nilpotent. Before we do this we make some simple
reductions. First we may assume that H(0) = 0 i.e. u(0, 0) = v(0, 0, 0) = 0 and h(0) = 0.
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Also by Proposition 1.1, we may assume that the components of H are linearly independent
over k, in particular h = 0. We may also assume that h′(0) = 0, for if  := h′(0) = 0,
consider the linear map T (x, y, z) = (x, y, z − x) and put H˜ := THT −1. This implies
H˜ = (u, v(x, y, z + x), h˜(u)), where h˜(t) := h(t) − h′(0)t , so h˜′(0) = 0 and one easily
veriﬁes that JH˜ is nilpotent if and only if JH is nilpotent. In summary, we may assume
h = 0, h(0) = 0, h′(0) = 0 and degt h2. In order to classify all mappings H of the above
form it remains to prove the following result.
Theorem 2.1. Let H = (u(x, y), v(x, y, z), h(u(x, y))). Assume that H(0)= 0, h′(0)= 0
and that the components of H are linearly independent over k (hence h = 0 and degt h2).
Then the following two statements are equivalent:
1. JH is nilpotent.
2. There exist v1,  ∈ k∗, b1 ∈ k and g(t) ∈ k[t] with g(0)= 0 and degt g(t)1 such that
u= g(y + b(x)), v = v1z− b′(x)g(y + b(x)) and h= t2, where b(x) := v1x2 + b1x.
Proof. First observe that the ﬁrst and the third row of JH are linearly dependent, whence det
JH = 0. So by the remark at the beginning of the previous section, concerning the principal
p × p minors of JH , we get that JH is nilpotent if and only if
ux + vy = 0 (1)
and
uxvy − uyvx = h′(u)uyvz. (2)
It is an easy exercise to verify that the formulas for u,v and h given in Statement 2 ofTheorem
2.1 satisfy (1)–(2) which shows the implication Statement 2 → Statement 1 of Theorem
2.1. Thus it remains to show that the implication Statement 1 → Statement 2 holds.
Let v = vmzm + · · · + v1z + v0 with vi ∈ k[x, y] and vm = 0. Observe that m1, for if
m = 0 i.e. vz = 0, then both u and v belong to k[x, y], hence (1)–(2) show that Jx,y(u, v)
is nilpotent. So by Proposition 1.1, u and v are linearly dependent over k, a contradiction.
This shows that m1. By (1) we get that vm = vm(x), . . . , v1 = v1(x) and v0y = −ux .
So v0 =px and u=−py for some p ∈ k[x, y] with p(0)=0. Now look at the coefﬁcient
of zm in (2). This gives pyyv′m(x)= 0. Observe that uy = 0 (for otherwise by (2) uxvy = 0
which by (1) gives that also ux = 0 and hence both uy and ux are zero, thus u = 0, a
contradiction). So pyy = −uy = 0, whence v′m(x) = 0 i.e. vm ∈ k∗.
Now we show that m=1. Namely, assume that m2. Looking at the coefﬁcient of zm−1
in (2) gives that −uyv′m−1(x) = h′(u)uymvm i.e. v′m−1(x) = −h′(u)mvm. Since degt h2
and u depends on y (uy = 0) the right-handside of this equation depends on y, but the
left-handside does not, a contradiction. So m = 1. Summarizing we get
u = −py, v = v1z + px with v1 ∈ k∗, p ∈ k[x, y], pyy = 0. (3)
Substituting these formulas in (2) gives
−p2xy + pyypxx = −h′(−py)pyyv1
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so if we put G(t) := v1h′(−t) we get
p2xy − pxxpyy = G(py)pyy . (4)
WriteG=cr tr +· · ·+c1t+c0 with ci ∈ k and cr = 0. Since degt h2 it follows that r1.
Nowwewill show that r=1.Therefore assume that r2 andwritep=pn(x)yn+· · ·+p0(x)
with pn = 0 and pi ∈ k[x] for all i. Since pyy = 0, we have n2. Now look at the highest
degree y term in (4). On the right-handside we get
cr(npny
n−1)rn(n − 1)pnyn−2 = crnr+1(n − 1)pr+1n yr(n−1)+n−2. (5)
On the left-handside we get
(np′nyn−1)2 − p′′nynn(n − 1)pnyn−2 = (n2(p′n)2 − n(n − 1)pnp′′n)y2n−2. (6)
Looking at the y-degree of these equations we get r(n − 1) + n − 22n − 2, so if r3,
then n 32 , a contradiction since n2. Since we assumed that r2 it remains to exclude
the case r = 2. Then n2, and our earlier restriction implies n = 2, so r = n = 2. Then
(5)–(6) gives
4(p′2)2 − 2p2p′′2 = 8c2p32 = 0. (7)
It follows that p′2 = 0, so d := degx p2(x)1. Finally, comparing the x-degrees in (7)
gives that 3d2(d −1) i.e. d−2, a contradiction. So apparently r =1. Hence degt h=2.
Since h(0)= h′(0)= 0 we get h= t2 for some  ∈ k∗. So G(t)= v1h′(−t)=−2v1t and
(4) becomes
p2xy − pxxpyy = −2v1pypyy . (8)
To solve this equation we need
Lemma 2.1. Let  ∈ k. Then p ∈ k[x, y] with p(0)= 0 satisﬁes p2xy − pxxpyy = pypyy
if and only if
p(x, y) = f (a1x + a2(y − x2/2)) + c1x + c2(y − x2/2)
for some ai, ci ∈ k and f (t) ∈ k[t] with f (0) = 0.
Proof. Put p˜ := p(x, y + x2/2). Then by the Chain rule one ﬁnds that p2xy − pxxpyy
= pypyy if and only if p˜2xy − p˜xxp˜yy = 0. This last equation is equivalent to J (p˜y,−p˜x)
is nilpotent. By Theorem 1.1 it then follows that p˜y = a2f (a1x + a2y) + c1 and −p˜x =
−a1f (a1x + a2y) + c2 for some ai, ci ∈ k and f (t) ∈ k[t] with f (0) = 0. Consequently
p˜ = F(a1x + a2y) − c2x + c1y, where F ′(t) = f (t) and F(0) = 0, which implies the
lemma. 
Proof of Theorem 2.1(completed). From (8) andLemma 2.1 (with=−2v1) we get that
p = f (a1x + a2(y + v1x2)) + c1x + c2(y + v1x2), for some ai, ci in k and f (t) ∈ k[t]
with f (0) = 0. Since u = −py and uy = 0, it follows that a2 = 0 and f ′′(t) = 0 i.e.
degt f 2. So u=−py =−a2f ′(a2(y +v1x2 + (a1/a2)x))− c2. Hence if we put g(t) :=
M. Chamberland, A. van den Essen / Journal of Pure and Applied Algebra 205 (2006) 146–155 151
−a2f ′(a2t) − c2 and b(x) := v1x2 + (a1/a2)x, then u = g(y + b(x)) with degt g1.
Since u(0, 0)= 0 we get g(0)= 0.Also v = v1z+ v0 and v0y =−ux =−b′(x)g′(y + b(x))
whence v0 = −b′(x)g(y + b(x))+ c(x) for some c(x) ∈ k[x]. Substituting these formulas
into (2) and using that h = t2 we obtain that c′(x) = 0 i.e. c ∈ k. Hence v(0, 0, 0) = 0
together with g(0) = 0 imply that c = 0, so v0 = −b′(x)g(y + b(x)). Consequently
H = (g(y + b(x)), v1z − b′(x)g(y + b(x)), (g(y + b(x)))2)
with b(x) = v1x2 + b1x, b1 ∈ k and degt g1 as desired. This completes the proof. 
3. The magic equations and an extension of Theorem 2.1
In the previous section we studied the case H = (u(x, y), v(x, y, z), h(u(x, y))). In this
case Eqs. (1)–(2) describing the nilpotency of JH are relatively simple. However, if we
replace the third component of H by a polynomial in both u and v i.e. h(u(x, y), v(x, y, z)),
then the equations describing the nilpotency become more involved. In particular, the equa-
tion which expresses that the sum of the 2 × 2 principal minors of JH is equal to zero is
rather complicated.
The aim of this section is to replace these complicated equations by another pair of much
nicer (and useful) equations, which we call the magic equations. They play a crucial role
throughout this paper. As a ﬁrst application we show at the end of this section how they can
be used to extend Theorem 2.1 to the case H = (u(x, y), v(x, y, z), h(u(x, y), v(x, y, z))).
Throughout this section we have the following notations: H = (u, v, h(u, v)) where
u, v ∈ k[x, y, z], h ∈ k[s, t] and none of these polynomials has a constant term. Instead of
hs(u, v) and ht (u, v) we write hu and hv , respectively.
Proposition 3.1 (Magic equations). If JH is nilpotent, then
(uzA + vzB)hu = −(uxA + vxB), (9)
(uzA + vzB)hv = −(uyA + vyB), (10)
where A := vxuz − uxvz and B := vyuz − uyvz. Conversely, if uzA + vzB = 0 then
(9)–(10) imply that JH is nilpotent.
Proof. Since the last row of JH is a linear combination of the ﬁrst two rows, it follows
from the remark in the beginning of the ﬁrst section that JH is nilpotent if and only if both
traceJH is zero and the sum of the 2 × 2 principal minors of JH is zero. Writing these two
conditions explicitly yields
ux + vy + huuz + hvvz = 0
and
(uxvy − uyvx) + ux(huuz + hvvz) − uz(huux + hvvx)
+ vy(huuz + hvvz) − vz(huuy + hvvy) = 0.
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Now consider both equations as linear equations in hu and hv and write them in matrix
form. This gives
M
(
hu
hv
)
= −
(
ux + vy
uxvy − uyvx
)
, (11)
where
M =
(
uz vz
B −A
)
.
Observe that det M = −(uzA + vzB). Then the proposition follows from Cramer’s
Rule. 
So it remains to describe the situation when JH is nilpotent and uzA + vzB = 0. This is
done in the next result.
Proposition 3.2. If JH is nilpotent and uzA + vzB = 0 then rank(JH)1 (and hence by
Proposition 1.1 Corollary 1.1 applies).
Proof. The assumption uzA + vzB = 0 together with (9)–(10) imply that uxA + vxB = 0
and uyA + vyB = 0. So if not both A and B are zero it follows that all the 2 × 2 minors
of J (u, v) are zero which implies that this matrix has rank less than or equal to one.
Since the last row of JH is a linear combination of the rows of J (u, v), we deduce that
rank(JH)= rank(J (u, v))1. Finally, if both A and B are zero, then uxvy −uyvx = 0 (this
follows from (11)). So again all 2 × 2 minors of J (u, v) are zero, which as above implies
that rank(JH)1. 
Corollary 3.1. In the remainder of this paper we may assume that uzA + vzB = 0.
To conclude this section we show how Proposition 3.1 can be used to extend Theorem
2.1. More precisely, we consider polynomial maps of the form
H = (u(x, y), v(x, y, z), h(u(x, y), v(x, y, z))).
As in the previous section we may assume that H(0) = 0, h(0, 0) = 0 and that the linear
part of h is zero (if h(u, v)= 1u+ 2v+ higher-order terms, then consider the linear map
T (x, y, z) = (x, y, z − 1x − 2y) and replace H by H˜ := THT −1). Also by Corollary
1.1 we may assume that the components of H are linearly independent over k. Now we will
show
Proposition 3.3. LetH =(u(x, y), v(x, y, z), h(u(x, y), v(x, y, z))).Assume thatH(0)=
0, h has no linear part in u and v and the components of H are linearly independent over k.
If JH is nilpotent, then hv = 0 i.e. h depends only on u (and Theorem 2.1 applies).
Proof. Observe that uzA + vzB = 0 (for otherwise rank(JH)1 by Proposition 3.2 and
hence the components ofH are linearly dependent over kbyProposition 1.1, a contradiction).
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Since uz = 0 this implies that vz = 0 and B = 0. Furthermore A=−uxvz and B =−uyvz,
whence uy = 0. Substituting these formulas into (9)–(10) and dividing (9) by vz and (10)
by vzuy we get
−vzuyhu = u2x + vxuy , (12)
−vzhv = ux + vy . (13)
Now let h(u, v) = hn(u)vn + · · · + h0(u) with hi ∈ k[u] and hn = 0. We need to show
that n = 0, so assume n1. Since vz = 0 we have v = vdzd + · · · + v0 with vi ∈ k[x, y]
for all i, d1, and vd = 0. The highest z-degree term on the left-handside of (13) equals
(−dvdzd−1)(nhn(u)(vdzd)(n−1)). The highest z-degree term on the right-handside of (13)
equals vdyzd . So we get (n − 1)d1. Hence there are two cases, namely n = 2 and d = 1
and the case n = 1.
For the case n = 2 and d = 1, let h = h2(u)v2 + h1(u)v + h0(u) with h2 = 0 and
v = v1z + v0 with v1 = 0. Looking at the z-coefﬁcient in (13) we get −v212h2(u) = v1y ,
which gives a contradiction looking at the y-degrees.
For the case n = 1, we have h = h1(u)v + h0(u) with h1 = 0 and v = vdzd + · · · + v0
with vd = 0 and d1. In (12) the highest degree z-term on the left-handside equals
(−dvdzd−1)uyh′1(u)(vdzd), while the highest degree z-term on the right-handside equals
vdxz
duy . If d2, then 2d − 1>d , so we get that h′1(u) = 0 (since uy = 0 and vd = 0).
Since n = 1, h1 = 0 whence h1 ∈ k∗. But then h = h1v + h0(u) has a non-trivial linear
part, contradicting the hypotheses, so d = 1. Setting equal the z-coefﬁcients in (12) we get
−v21uyh′1(u) = v1xuy , whence −v21h′1(u) = v1x (since uy = 0). If h′1(u) = 0 we get a
contradiction by looking at the x-degrees. So h′1(u) = 0 which again implies that h1 ∈ k∗
and hence h is a non-trivial linear part, a contradiction. Thus the hypothesis n1 leads to
a contradiction, hence n = 0 as desired. 
4. Some special conditions on H
In this section we study some special conditions on H = (u, v, h(u, v)) that enable us
to describe all such H whose Jacobian matrix JH is nilpotent. By Proposition 3.3 we may
assume that both uz = 0 and vz = 0. The following result may be viewed as another
generalization of Theorem 2.1.
Proposition 4.1. Let H = (u(x, y, z), v(x, y, z), h(u(x, y, z), v(x, y, z))). Assume that
H(0) = 0, h has no linear part in u or v and the components of H are linearly inde-
pendent over k. If JH is nilpotent and degz hu, degz hv = 0 then there exists T ∈ GL3(k)
such that THT −1 is of the form described in Theorem 2.1.
Proof. Since both hu and hv do not depend on z, differentiation of both polynomials with
respect to z gives
huuuz + huvvz = 0, hvuuz + hvvvz = 0.
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Since not both uz and vz are zero it follows that huuhvv − h2uv = 0, so by Lemma 2.1 (with
=0) we get that h=f (a1u+a2v)+c1u+c2v for some a1, a2, c1, c2 ∈ k and f (t) ∈ k[t]
with f (0)=0. This implies hu=a1f ′(a1u+a2v)+c1 and hv=a2f ′(a1u+a2v)+c2. Since
both hu and hv do not depend on z the same holds for a1f ′(a1u+a2v) and a2f ′(a1u+a2v).
Since not both a1 and a2 are zero (otherwise h is linear, a contradiction) it follows that
f ′(a1u + a2v) does not depend on z. Also f ′ is not constant (otherwise again h is linear),
so a1u + a2v ∈ k[x, y]. If a2 = 0 then a1 = 0, h = f (a1u) + c1u + c2v and u ∈ k[x, y].
Since h has no linear part c2 = 0 i.e. h = f (a1u) + c1u. Then we are in the situation of
Theorem 2.1. If a2 = 0 consider the invertible linear map T (x, y, z) = (a1x + a2y, x, z),
whenceTH =(a1u+a2v, u, f (a1u+a2v)+c1u+c2v). Using that a1u+a2v ∈ k[x, y] we
get thatTHT −1=(u˜(x, y), v˜(x, y, z), h˜(u˜(x, y)+cv˜)) for some u˜ ∈ k[x, y],v ∈ k[x, y, z],
c ∈ k and h˜ ∈ k[t] with h˜(0) = 0. Finally conjugating with one more invertible linear map
(if necessary) we can remove the linear part of h˜(u˜) + cv˜ and arrive in the situation of
Theorem 2.1, as desired. 
Corollary 4.1. Let H = (u(x, y, z), v(x, y, z), h(u(x, y, z), v(x, y, z))) such that H(0)=
0, h has no linear part and the components of H are linearly independent over k. If JH is
nilpotent and degz uA = degz vB then there exists T ∈ GL3(k) such that THT −1 is of the
form described in Theorem 2.1.
Proof. Without loss of generality we may assume that degz uA> degz vB i.e. degz u +
degz A> degz v+degz B. Consequently degz uzA> degz vzB, whence degz (uzA+vzB)=
degz uzA. So by (9) we get
degz hu + degz u + degz A − 1degz u + degz A
whence degz hu1. Similarly, using (10), we get degz hv1.
Now assume that degz hu = 1. Then degz (uzA+ vzB)hu = degz uA. Since degz (uxA+
vxB)degz uA and degz vxBdegz vx + degz Bdegz vB < degz uA it follows from (9)
that the highest degree z-term of uzAhu equals the highest z-term of −uxA. So if we write
u=udzd+· · ·+u0 withud = 0, d1 andui ∈ k[x, y] for all i, thenwe get dudh1zd=udxzd
i.e. dudh1 = udx , which gives a contradiction by looking at the x-degrees. Consequently,
degz hu=0. Similarly, using (10) we get degz hv =0. The result now follows from Theorem
4.1. 
Corollary 4.2. The study for which u, v ∈ k[x, y, z] and h ∈ k[s, t] with uz = 0 and
vz = 0 the Jacobian matrix of the map H = (u, v, h(u, v)) is nilpotent, reduces to the case
where degz uA = degz vB.
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