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Abstract 
This thesis investigates the efficiency subjects in the banking sector. There are three 
essays related to efficiency in different countries the banking sector in this thesis. The third 
chapter examines efficiency score of the whole Swedish Financial System after the Swedish 
Solution, which is the name of the stabilization programs implemented to overcome the 
financial crisis.  
The fourth chapter examines the relationship between the technical and scales 
efficiency, technological change and total factor productivity of the listed banks in the Turkish 
banking industry over the period from 1999 to 2013.  
In the fifth chapter, I used our estimator to produce new estimates of efficiency for the 
Eurozone banking sector the period from 1999 to 2009. The Eurozone banking sector 
experienced rapid consolidation during these years. This consolidation coincided with dramatic 
changes in regulation, market structure, and in the use of information-processing technology 
by banks and their competitors.  
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CHAPTER 1: Introduction 
Efficiency represents the degree of success which producers achieve in allocating 
the available inputs and the outputs they produce, to achieve their goals namely to attain a 
high degree of efficiency in cost, revenue, or profit (Kumbhakar and Lovell; 2000). Since 
banks play important roles in the financial markets, it is important to evaluate whether they 
operate efficiently. This thesis will inquire the survival value of the banking sector. There 
are three essays related to efficiency in the banking sector of different countries in this 
thesis. 
The focus of this thesis can be summarized by the following main research 
questions: 
• How efficiency in the financial enterprises has evolved since banking crisis?  
• What is the cost functions of the banking sector after banking crisis?  
• What are the commonalities between the old banking crisis (the Swedish 
banking crisis in 1990) and the new banking crisis (the mortgage crisis in 
2008)?  
• How does technology change after the post-crisis period in the banking sector?  
• How affected the technology change in the banking sector?  
• What is the technology change advantage or disadvantage for the banking 
sector?  
• Is there a relation between efficiency and technology change?  
• How will it affect the process of deregulation period of banking system?  
• What are the results obtained by the parametric and nonparametric efficiency 
approach in the banking sector?  
• How the long-run viability of commercial banks are in the banking sector? 
 
 This thesis contributes to the literature on technological change and efficiency in 
the banking sector in the following ways. 
Chapter three follows how efficiency in Swedish financial enterprises has evolved 
since banking crisis in 1993, which financial enterprises are more efficient in the Swedish 
banking sector after the banking crisis, what is the cost functions of the Swedish banking 
sector after the banking crisis, what are the commonalities between the Swedish banking 
crisis in 1993, and the United State subprime mortgage crisis in 2008. Estimates of the 
time-invariant and time-variant efficiencies of Swedish financial enterprises were made 
using four different estimators including: the Pooled Model (Aigner et al. (1977)), the fixed 
effects model (Schmidt and Sickles (1984)), the random effects model (Battese and Coelli 
(1995)), and the TRUE fixed effects model (Greene (2005)). Additionally an estimate of 
the cost function was made by employing a panel stochastic frontier approach. These 
estimates revealed that different financial enterprises have different efficiency values. For 
example banks (saving, commercial and investment) are the most successful among these 
financial enterprises. In other words, the credit market companies had the lowest efficiency 
scores in the financial system. Housing credit intuitions and credit market institutions are 
higher in inefficiency than the other four financial enterprises. These results reflect the 
period from 1996 to 2013. Accordingly, mortgage intuitions are structurally stronger than 
banks and financial companies. 
Chapter four examines the relationship between technical and scale efficiency, 
technological change, and total factor productivity of the listed banks in the Turkish 
banking industry over the period from 1999 to 2013. Comparisons were made of the 
efficiencies of domestic banks with that of foreign banks to test “the global advantage 
hypothesis” (Berger, 1997), which would increase the importance of foreign bank entry. 
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This chapter takes a look at the issue from the perspective of both the foreign entrants and 
the host country in Turkey. These findings are in line with Claessens et. al. (2003) that 
demonstrate that foreign banks in the Turkish banking sector are more efficient than 
domestic banks and support “the global advantage hypothesis”. In addition, the coefficients 
of time in interaction with the deposit, equity, and labour input variables are near zero, 
positive and negative, respectively. This would suggest that technological change has been 
deposit-saving, but labour-using, over this fourteen year period. 
Chapter five focuses on the process of deregulation period in the Eurozone banking 
system. A nonparametric frontier estimator to produced new estimates of efficiency for the 
Eurozone banking sector from 1999 to 2009. The Eurozone banking sector experienced 
rapid consolidation during this period and this consolidation coincided with dramatic 
changes in regulation, market structure, and in the use of information-processing 
technology by banks and their competitors. The research questions analyse the affects of 
process of deregulation, the results obtained by the parametric and nonparametric 
efficiency approach in the Eurozone, how the long-run viability of commercial banks are 
in the Eurozone, and how does technology change before the United State subprime 
mortgage crisis period in the Eurozone banking sector. This approach focused on the 
framework of production frontiers to adapt the order-m approach to order-α quantile 
estimation, using the probabilistic formulation of the Data Generating Process (DGP) as 
were developed for the unilabiate case in the input and output approaches by Aragon et al. 
(2005) and extended to the multivariate setting by Daouia and Simar (2007). Wheelock and 
Wilson (2008) further extended the DGP Approach to the hyperbolic orientation. Using 
this framework, this research produced new estimates of efficiency for the Eurozone 
banking sector between 1999 and 2009. In this period, the α-quantile approach in a 
relationship the Total Assets and others (Capital Reserves, Interbank Deposit, and 
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Customer Deposit). Hyper direction and output direction are close to each wave in the 
database. This reveals that the Eurozone banking sector focused on an output-oriented 
efficiency from 1999 to 2009. Furthermore, these estimates suggest that much of this 
improvement was due to an inward shift of the α-quantile and presumably an inward shift 
of the production possibilities frontier. 
The structure of the thesis is as follows. The general banking efficiency literature 
reviewed in Chapter 2, and this followed by Chapter 3, 4 and 5 that estimate and forecast 
efficiency score in the banking sector of different data set respectively. 
Finally, Chapter 6 summarises the main findings of the thesis and provides 
suggestions for future research. 
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 CHAPTER 2: A Survey of Empirical 
Literature on Banking Efficiency 
The literature of the banking sector has examined the period after 2000.It is because 
examples discussed in the coverage of the post-2000. In this context, studies have examined 
on a regional basis discussed. Accordingly, they are divided into four main groups 
(America, Europe, Asia, and Others). This chapter presents an explanation of more than 
150 studies on the topic. Particularly, I detected two generic areas in which the investigator 
has made meaningful research efforts in recent years. 
The first field comprises the studies which analyse the impact of deregulation and 
liberalization measures on the efficiency of a banking system. The efficiency of banks in the 
banking system examined after liberalization. Briefly, I explore that foreign banks are more 
efficient than domestic banks. 
The second field contains on the issue of bank ownership and efficiency. The studies 
included in this field analyse whether ownership structure of banking firms describes a 
significant act in determining efficiency and productivity, in other words, I investigate that 
state ownership banks are less efficient than private banks.     
The chapter organized as follows: Section 2.1 ensures an across the board 
evaluation of the studies aiming to examine the impact of deregulation and liberalization 
measures on the efficiency of banks. Section 2.2 ensures an evaluation of the studies on 
the bank ownership and efficiency had in this section. 
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2.1 Efficiency and the Impact of Deregulation  
One policy implication is that some competition should be supported in the market 
to improve the efficiency (Baros et al. 2014). So, liberalization policies have had a positive 
effect on the efficiency and productivity of banking system (Fethi et al. 2011). Financial 
restructuring has improved the operating efficiency of the banking system (Hsiao et al. 
2010). 
On the other hand, the results indicate that the global financial crisis did not affect 
the efficiency of the banking system adversely during the examined period (Papagiannis, 
2014). The evidence produced suggests that the beneficial effects of capital restrictions and 
official supervisory powers (interventionist supervisory and regulatory policies) on bank 
efficiency are more pronounced in countries with higher quality institutions (Girardone et 
al. 2014). The non-bailed-out banks are significantly more efficient even before weight 
restrictions included, but the imposition of weight restrictions makes the pattern even 
stronger (Asmild and Zhu, 2012). 
There is no unanimity regarding the impact of deregulation on the efficiency of 
banks across different economies. In some countries, the banking sector has been used 
from deregulation and liberalization policies, some of the efficiency performance of banks 
did not appear to be affected or deteriorated.  
Out of 90 studies that checked, 63 studies (70%) finalize that deregulation and 
liberalization have had a positive effect on the banks’ performance. Nevertheless, the 
residual 27 studies (30%) finalize that deregulation has deteriorated the efficiency 
performance of banks. In this way, the conclusion of deregulation and liberalization is not 
matched across countries because of distinctions in their economic environment [Table 2.1]. 
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The distribution by area (America countries, Europe countries, Asia countries and 
Others) of studies are as follows; Firstly, 6 of the 7 studies (85%) examine that deregulation 
and liberalization have had a positive effect on the banks’ performance for America 
countries. Even so, one of study (15%) concludes that deregulation and liberalization have 
had a negative effect on the banks’ performance [Table 2.1].  
Secondly, 25 of the 36 studies (70%) examine that deregulation and liberalization 
have had a positive effect on the banks’ performance for Europe countries. Even then, 11 
of the 36 studies (30%) that deregulation has deteriorated the efficiency performance of 
banks. I examine the studies of Eurozone and Turkey. The literature regarding bank 
efficiency in Turkey shows that a meaningful number of studies have detected the effect 
of the transition from regulation to competition on the efficiency and productivity of 
banks. The majority of the literature on the effect of deregulation and liberalization 
on the Turkish banking industry portraits a positive impact of deregulatory policies on 
the efficiency of Turkish banks. The literature concerning bank efficiency in the EU 
shows that a significant number of studies assessed the impact of the transition from 
regulation to competition on the efficiency and productivity of banks. The majority 
of the literature on the effect of deregulation and liberalization on the EU banking 
industry portraits a positive impact of deregulatory policies on the efficiency of EU 
banks [Table 2.1].  
Thirdly, out of 28 studies that reviewed for Asia countries. 18 of the 28 studies (64%) 
investigate that banks tend to reply positively to a  more liberal environment. 10 studies 
(36%) finalize that deregulation has disturbed the efficiency performance of banks. Finally, 
14 of the 19 studies (73%) analyse that deregulation and liberalization have had a positive 
effect on the banks’ performance for others. Nonetheless, 5 studies (27%) analyse that 
deregulation has disrupted the efficiency performance of banks [Table 2.1].    
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Consequently, deregulation and liberalization have had a positive effect on the 
banks’ performance in all countries. So, deregulation and liberalization effect on the 
America countries bank’s performance have had most powerful than all of them.   
2.2 Efficiency and Ownership  
The empirical findings also reflect the enormous relevance of foreign ownership in 
the banking industry since foreign banks have emerged as the leading technological 
innovators in the banking system (Kumar et al. 2014). Foreign banks are found to manage 
all production factors more efficiently; furthermore, this greater efficiency is partly due to 
the superior technology they use (Taden and Fernander, 2012). Foreign and private banks 
are more efficient vies- à-vies state-owned banks regarding cost, technical and allocative 
efficiencies (Burki and Niazi, 2012). Foreign-owned banks are likely to be more efficient 
than their domestically owned counterparts in analysed European and American countries 
(Jimborean and Brack, 2012). 
On the other hand, the most efficient bank is the regional development banks (BPD). 
The most inefficient banks are foreign exchange commercial banks (Muazaroh and 
Tandelilin, 2014). State-owned banks are most efficient than joint- ventured, foreign and 
private banks (Fethi et al., 2014). The traditional domestic trust banks possess a superior 
technical efficiency to foreign-owned trust banks (Yamori and Harimaya, 2010). There is 
no significant difference in technical, pure technical and scale efficiencies between 
domestic and foreign-owned banking system (Kyj and Isık, 2008). 
Out of 68 studies that checked, 42 studies (62 %) finalize that foreign banks are 
more efficient than domestic banks. Nevertheless, the residual 26 studies (28%) finalize that 
foreign banks were worse performers than domestic banks. In this way, the conclusion of 
the efficiency of foreign banks is not matched across countries because of distinctions in their 
economic environment [Table 2.2]. 
8 
 
The distribution by area (America countries, Europe countries, Asia countries and 
others countries) of studies are as follows; Firstly, 3 of the 9 studies examine that foreign 
banks are more efficient than domestic banks for America countries. Even so, 6 of the 9 
studies conclude that foreign banks were worse performers than domestic banks [Table 2.2]. 
This result is still more inverted than others areas (Europe countries, Asia countries, and 
others countries).It can examine the structure of domestic banks in America countries. 
Secondly, 16 of the 25 studies (64%) examine that foreign banks are more efficient 
than domestic banks for Europe countries. Even then, 9 of the 25 studies (36%) that foreign 
banks were worse performers than domestic banks. I examine the studies of Eurozone and 
Turkey. Studies show that foreign banks performed better than domestic banks on all 
performance measures in Turkey. In the thesis, the analysis results of the Chapter-4 have 
been found parallel results in much of the literature of Turkey. [Table 2.2].  
Thirdly, out of 18 studies that reviewed for Asia countries. 13 of the 18 studies (72%) 
investigate that foreign banks are more efficient than domestic banks. 5 studies (28%) 
finalize that foreign banks were worse performers than domestic banks. Finally, 10 of the 
16 studies (63%) analyse that foreign banks are more efficient than domestic banks for 
countries. Nonetheless, 6 studies (27%) analyse that foreign banks were worse performers 
than domestic banks [Table 2.2]. 
Consequently, foreign banks are more efficient than domestic banks for all countries. 
So, foreign banks are most efficient than domestic banks in Asia countries. Whereas, 
domestic banks most efficient than foreign banks only America countries. 
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2.3. Appendix 
Tables 
 Table 2.1: Impact of deregulation on the efficiency of banks in different countries 
Panel A: Studies showing a positive effect of deregulation 
 
America Countries 
 
S. No. 
 
Author (Year) 
 
Country 
 
Period of the 
study 
 
Efficiency, productivity 
and performance 
measures 
Methodological framework 
Efficiency Productivity 
1 Barajas et al. (2000) Colombia 1985-1998 Intermediation spread, 
Non- financial costs to 
assets and Non- 
performing to total assets 
Traditional financial 
ratios 
- 
2 Mukherjee et al. (2000) US 1984-1990 TE and TFP growth DEA Malmquist productivity index 
3 Alam (2001) US 1980-1989  
TE and TFP growth 
DEA Malmquist productivity index 
4 Berger and Mester (2003) US 1991-1997  
Cost productivity, Profit 
productivity 
SFA  
5 Hermes and Nhung (2008) 10 Latin American and Asian countries 1991-2000  
TE, PTE and SE 
DEA  
6 Barros and Wanke (2014)  
Brazil 
1998-2010 TE         BDFA  
                 Europe Countries 
 
S. No. 
 
Author (Year) 
 
Country 
 
Period of the 
study 
 
Efficiency, productivity 
and performance 
measures 
Methodological framework 
Efficiency Productivity 
1 Ali and Gstach (2000) Austria Four points of time, 
i.e., 1990,1995, 
1996, 1997 
TE and TFP growth DEA Malmquist 
productivity 
i d  
2 Rebelo and Mendes (2000) Portugal 1990-1997 TE, PTE, SE and 
TFP growth 
DEA Malmquist productivity index 
3 Kumbhakar et al. (2001) Spain 1986-1995 
 
PE SFA - 
10  
S. No. Author (Year) Country Period of the study Efficiency, productivity and 
performance measures 
Methodological framework 
4 Noulas (2001) Greece 1993-1998 TE DEA - 
5 Tortosa-Ausina (2002b) Spain 1985-1995 CE DEA - 
6 Canhoto and Dermine (2003) Portugal 1990-1995 TE, PTE, SE and 
TFP growth 
DEA Malmquist 
productivity 
index 
7 Isik and Hassan (2003a) Turkey 1981-1990 TE, PTE, SE and 
TFP growth 
DEA Malmquist productivity index 
8 Hasan and Marton (2003) Hungary 1993-1997 CE and PE SFA - 
9 Casu and Molyneux (2003) 5 European countries (France, Germany, Italy, 
Spain, UK) 
1993-1997 TE and PTE  
DEA 
- 
10 Maudos and Pastor (2003) Spain 1985-1996 CE, SPE, and APE DEA - 
11 Girardone et al. (2004) Italy 1993-1996 CE SFA - 
12 Gjirja (2002a) Sweden 1998-2002 CE, TE, AE, PTE, 
SE and TFP growth 
DEA Malmquist 
productivity 
index 
13 Case et al. (2004) 5 European countries (France, Germany, Italy, 
Spain, UK) 
1994-2000 CE and TFP growth DEA, SFA and 
Malmquist 
 
 
 
14 Matousek and Taci (2004)  
Czech Republic 
1993-1998 CE DFA - 
15 Espitia-Escuer and Garcia-
Cebrian (2004) 
9 European Union countries 1988-1999 TE  
SFA 
- 
16 Kumbhakar and Lozano-Vivas 
(2005) 
 
Spain 
1986-2000 TFP growth SFA - 
17 Bertrand et al. (2007) France 1978-1999 ROA, 
Concentration index, AE 
Traditional 
financial ratios 
- 
18 Isik (2007) Turkey 1981-1990  
TFP growth 
DEA Malmquist productivity index 
11  
S. No. Author (Year) Country Period of the study Efficiency, productivity 
and performance 
measures 
Methodological framework 
19 Weill (2007) 6 CEE countries and 11 Western European 
Countries 
1996-2000 CE  
SFA 
20 Figueira and Nellis (2007) Portugal and Spain 1992-2003 TE and TFP growth  
DEA and 
Malmquist 
Productivity 
Index 
 
21 Brissimis et al. (2008) 10 European Union countries 1994-2005 TE and TFP growth DEA and Malmquist 
Productivity Index 
 
22 Kondeas et al. (2008) 15 European Union nations 1989-1995 CE SFA  
23 Asaftei and Kumbhakar 
(2008) 
Romania 1996-2002 CE SFA and 
Shadow cost 
functions 
- 
14 Chortareas et al. (2009) Greece 1998-2003 CE, PE, and TFP 
growth 
DEA Malmquist productivity index 
24 Koutsomanoli- Filippaki et al. 
(2009a) 
4 CEE countries (Hungary, Poland, Czech 
Republic and Slovakia) 
1999-2003 PE         SFA  
25 Košak et al. (2009) 8 new EU member states (5 CEE and 3 Baltic 
states) 
1996-2006 CE        SFA  
 
Asia Countries 
S. No. Author (Year) Country Period of the study Efficiency, productivity and 
performance measures 
Methodological framework 
1 Kwan (2003) 7 Asian countries 1992-1999  
CE 
 
SFA 
 
2 Iimi (2004) Pakistan 1998-2001 TE, Scale and Scope economies SFA - 
3 Nguyen and Williams (2005) 5 South East Asian countries (Indonesia, 
Korea, Malaysia, Philippines, and Thailand) 
1990-2002 APE SFA  
4 Berger et al. (2005) China 1994-2001 PE SFA - 
12  
S. No. Author (Year) Country Period of the study Efficiency, productivity and 
performance measures 
Methodological framework 
5 Chen et al. (2005) China 1993-2000  
CE, TE, and AE 
DEA - 
6 Chantapong and Menkhoff (2005) Thailand 1995-2003 CE SFA 
7 Patti and Hardy (2005) Pakistan 1985-2002 CE and APE DFA - 
8 Park and Weber (2006) Korea 1992-2002 TFP growth DEA Malmquist 
productivity 
index 
9 Matthews and Ismail (2006) Malaysia 1994-2000 TE, PTE, SE and 
TFP growth 
DEA Malmquist 
productivity 
index 
10 Fu and Heffernan (2007) China 1985-2002 ROA, ROE, 
Concentration ratio, Market 
share, CE, SE 
Traditional financial 
ratios and SFA 
- 
11 
 
 
Njie (2007) Malaysia 1999-2005 CE, TE, PTE, SE, 
AE and TFP growth 
DEA Malmquist productivity index 
12 Sufian (2007a) Singapore 1993-2003  
TE, PTE, and SE 
DEA - 
13 Qayyum and Ahmed (2007) Pakistan 1990-2005 TE, PTE, and SE DEA - 
14 Dacanay III (2007b) Philippine 1992-2004 CE and PE        SFA - 
11 Huang et al. (2008) Taiwan 2001-2004 TFP growth DEA Malmquist productivity index 
13 Ahmed et al. (2009) Pakistan 1990-2005 TFP growth DEA Malmquist productivity index 
16 Burki and Naizi (2010) Pakistan 1991-2000 CE, AE, TE, PTE 
and SE 
DEA - 
17 Hsiao et al. (2010) Taiwan 2000-2005 TE DEA - 
18 Banker et al. (2010) Korea 1995-2005 CE, AE, TE, PTE 
and SE 
 
 
 
 
 
 
 
 
DEA - 
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Others Countries 
 
 S. No. Author (Year) Country Period of the study 
Efficiency, productivity 
and performance measures 
Methodological framework 
1 Avkiran (2000) Australia 1986-1995 TE and TFP growth DEA Malmquist 
productivity 
 2 Korsah et al. (2001) Ghana 1988-1999 CE, AE, TE, PTE 
and SE 
DEA - 
3 Darrat et al. (2002) Kuwait 1994-1997 CE, AE, TE, PTE, 
SE and TFP growth 
DEA Malmquist productivity index 
4 Wu (2002) Australia 1983-2001 TE, PTE, SE and 
TFP growth 
DEA Malmquist 
productivity 
 5 Neal (2004) Australia 1995-1999 CE, TE, AE and 
TFP growth 
DEA Malmquist productivity index 
6 Sturm and Williams (2004) Australia 1988-2001 TE, PTE, SE and 
TFP growth 
DEA and SFA Malmquist 
productivity 
index 
7 Maghyereh (2004) Jordan 1984-2001 TE, PTE, SE and 
TFP growth 
DEA Malmquist 
productivity 
index 
8 Hauner and Peiris (2005) Uganda 1999-2004 TE DEA - 
9 Bayraktar and Wang (2005) 30 developed and developing countries 1994-2003 Net interest margin, Non- 
interest income to total assets, 
     
    
     
Traditional financial 
ratios 
 
10 Ariss (2008) Lebanon 1990-2001 CE SFA - 
11 Meso and Kaino (2008) Kenya 1995-2004 PE SFA - 
12 Saad and El-Moussawi 
(2009) 
Lebanon 1992-2005 CE DEA and SFA - 
13 Fethi et al. (2011) Egypt 1984-2002 TE, PTE, SE and 
TFP growth 
DEA Malmquist productivity index 
14 Barros et al. (2014) Angola 2005-2010 TE DEA  
14  
Notes: (i) DEA, SFA, DFA, TFA, and EFA are the acronyms for Data Envelopment Analysis, Stochastic Frontier Analysis, Distribution- Free Approach, Thick Frontier Analysis and Econometric Frontier Analysis, 
respectively; and (ii) CE, TE, AE, RE, PTE, SE, SPE and APE stands for Cost, Technical, Cost, Allocative, Revenue, Pure Technical, Scale, Standard Profit and Alternative Profit efficiencies, respectively. 
Source: ( K u m a r  a n d  G u l a t i  ( 2 0 1 4 ) )  a n d  Author’s compilation 
  
Panel B: Studies showing a negative effect of deregulation 
 
America Countries 
 
S. No. 
 
Author (Year) 
 
Country 
 
Period of the 
study 
 
Efficiency, productivity 
and performance 
measures 
Methodological framework 
Efficiency Productivity 
1 Mehdian et al. (2007) US 1990-2003 CE, AE, TE, PTE 
and SE 
DEA - 
         Europe Countries 
 
S. No. 
 
Author (Year) 
 
Country 
 
Period of the 
study 
 
Efficiency, productivity 
and performance 
measures 
Methodological framework 
Efficiency Productivity 
1 Christopoulos and Tsionas 
(2001) 
Greece 1993-1998 CE, TE, and AE SFA - 
2 Fries and Taci (2005) 15 East European transition nations 1994-2001 CE  
SFA 
- 
3 Havrylchyk (2006) Poland 1997-2001 CE, AE, TE, PTE and SE DEA - 
4 Ozkan-Gunay and Tektas ( 2006) Turkey 1990-2001 TE DEA 
5 Denizer et al. (2000, 2007) Turkey 1970-1994 TE, PTE, and SE DEA - 
6 Boroviĉka (2007) 19 European transition countries 1993-2002 CE  
SFA 
98 
7 Jimborean and Brack (2010) France, Germany, Italy, Spain, United 
Kingdom, United States 
1994-2006 CE  
DEA 
 
8 Asmild and Zhu (2012) EU 2006-2009 TE DEA  
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S. No. 
 
Author (Year) 
 
Country 
 
Period of the 
study 
 
Efficiency, productivity 
and performance 
measures 
Methodological framework 
Efficiency Productivity 
9 Girardone et al. (2012) EU 2000-2008 TE DEA  
10 Papagiannis (2014) Greek 2008-2010 TE and SE DEA  
11 Retolaza et al. (2014) Spain 2000-2011 TE DEA  
 
Asia Countries 
 
S. No. 
 
Author (Year) 
 
Country 
 
Period of the 
study 
 
Efficiency, productivity 
and performance 
measures 
Methodological framework 
Efficiency Productivity 
1 Hao et al. (2001) Korea 1985-1995 CE SFA - 
2 Mahadevan and Kim (2001) Korea 1986-1996 TFP growth DEA Malmquist productivity 
index 
3 Rizvi (2001) Pakistan 1993-1998 TE, PTE, SE and 
TFP growth 
 
 
DEA Malmquist productivity 
index 
 4 Fukuyama and Weber (2002) Japan 1992-1996 TE DEA - 
5 Dogan and Fausten (2003) Malaysia 1989-1998 TE and TFP growth DEA Malmquist productivity 
index 
6 Kwan (2006) Hong Kong 1992-1999 CE SFA 
7 Kumbhakar and Wang (2007) China 1993-2002 TE and TFP growth SFA - 
8 Ariff and Can (2008) China 1995-2004 CE, SPE, and APE DEA - 
9 Fu and Heffernan (2009) China 1985-2002 CE SFA - 
10 Yamori and Harimaya (2010) Japan 1994-2005 TE SFA - 
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Others Countries 
 
S. No. Author (Year) Country Period of the study Efficiency, productivity 
and performance measures 
Methodological framework 
1 Cook et al. (2001) Tunisia 1992-1997 TE DEA - 
2 Edirisuriya and Brien (2001) Australia 1970–1993 Scale and Scope economies SFA - 
3 Sathye (2002b) Australia 1995-1999 TFP growth DEA Malmquist productivity 
index 
4 Hassan (2005) 21 Islamic countries 1994-2001 CE and TFP growth  
SFA, DEA and Malmquist 
Productivity Index 
90 
5 Ariss et al. (2007) 6 GCC countries (Bahrain, Kuwait, Oman, 
Qatar, Saudi Arabia, United Arab Emirates) 
1999-2004 CE, AE, TE, PTE 
and SE 
 
DEA 
97 
Notes: (i) DEA, SFA, DFA, TFA, and EFA are the acronyms for Data Envelopment Analysis, Stochastic Frontier Analysis, Distribution- Free Approach, Thick Frontier Analysis and Econometric Frontier Analysis, 
respectively; and (ii) CE, TE, AE, RE, PTE, SE, SPE and APE stands for Cost, Technical, Cost, Allocative, Revenue, Pure Technical, Scale, Standard Profit and Alternative Profit efficiencies, respectively. 
Source: ( K u m a r  a n d  G u l a t i  ( 2 0 1 4 ) )  a n d  Author’s compilation 
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Table 2.2: Impact of ownership on the efficiency of banks in different countries 
Panel A: Foreign>Domestic 
America  Countries 
 
S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and performance 
measures 
1 Barajas et al. (2000) Colombia 1985-1998 Traditional financial ratios Intermediation spread, Non-financial costs to assets and 
Non-performing to total assets 
2 Goldberg et al. 
(2000) 
Argentina and Mexico 1994-1999 Loan Growth, Loan Sensitivity to GDP Traditional financial ratios 
3 Tadeo and Fernandez 
(2012) 
Latin American and 
Caribbean 
2010 DEA TE 
Europe  Countries 
S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and performance 
measures 
1 Jemric and Vujcic 
(2002) 
Croatia 1995-2000 DEA TE and PTE 
2 Hasan and Marton 
(2003) 
Hungary 1993-1997 SFA CE and PE 
3 Weill (2003) The Czech Republic and Poland Cross- sectional data 
for the year 1997 
CE SFA 
4 Matousek and Taci 
(2004) 
Czech Republic 1993-1998 DFA CE 
5 Bonin et al. (2005a) 11 European transition countries 1996-2000 ROA, CE, and PE Traditional financial ratios and SFA 
6 Fries and Taci 
(2005) 
15 East European transition nations 1994-2001 CE 
 
 
 
SFA 
7 Gregorian and 
Manole (2006) 
17 European transition countries 1995-1998 TE DEA 
8 Havrylchyk 
and Jurzyk (2006) 
10 Central and Eastern European countries 1995-2003 ROA Traditional financial ratios 
9 Havrylchyk (2006) Poland 1997-2001 DEA CE, AE, TE, PTE and SE 
10 Kraft et al. (2006) Croatia 1994-2000 SFA CE 
11 Isik (2007) Turkey 1981-1990 
 
 
 
DEA-based Malmquist productivity 
index 
TFP growth 
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S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and performance 
measures 
12 Staikouras et al. 
(2008) 
6 South East European countries 1998-2003 CE SFA 
13 Asaftei and 
Kumbhakar (2008) 
Romania 1996-2002 SFA CE 
14 Isik (2008) Turkey 1981-1996 DEA-based Malmquist productivity 
index 
TE and TFP growth 
15 Albayrak (2009) Turkey 2002-2006 Traditional financial ratios Liquidity ratios, Cost/Revenue ratios, Profitability 
ratios, Activity ratios 
16 Poghosyan and 
Poghosyan (2010) 
11 Central and Eastern European countries 1992-2006 CE SFA 
 
Asia  Countries 
S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and performance 
measures 
1 Ataullah et al. (2004) India and Pakistan 1988-1998 ROA, TE, PTE and SE DEA and Traditional financial ratios 
2 Chantapong (2005) Thailand 1995-2000 Traditional financial ratios ROA, Net margin to total assets, Net interest income to 
total assets, Loan loss provision to total assets 
3 Chantapong and 
Menkhoff (2005) Thailand 1995-2003 SFA CE 
4 Nguyen and 
Williams (2005) 
5 South East Asian Countries 1990-2002 APE SFA 
5 Matthews and Ismail 
(2006) 
Malaysia 1994-2000 DEA-based Malmquist productivity 
index 
TE, PTE, SE, and TFP 
growth 
6 Ansari (2007) Pakistan 1991-2002 DFA CE 
7 Qayyum and Khan 
(2007) 
Pakistan 2000-2005 SFA CE 
8 Perera et al. (2007) 4 South Asian countries (India, Bangladesh, 
and Pakistan 
1997-2004 CE SFA 
9 Barry et al. (2008) 6 Asian countries (Hong Kong, Indonesia, 
South- Korea, Malaysia, Philippines, and 
Thailand) 
1999-2004 TE, PTE, and SE DEA 
10 Ariff and Can (2008) China 1995-2004 DEA CE, SPE, and APE 
11 Berger et al. (2009) China 1994-2003 SFA CE, PE 
12 Burki and Niazi (2010) Pakistan 1991-2000 DEA CE, AE, TE, PTE and SE 
13 Kumar et al. (2014) 
 
Indian 1992-1993 
2007-2008 
TFP growth SBM 
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Other  Countries 
S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and performance 
measures 
1 Micco et al. (2004) 119 countries 1995-2002 ROA, ROE Traditional financial ratios 
2 Sturm and Williams 
(2004) 
Australia 1988-2001 SFA and DEA- based Malmquist 
productivity index 
TE, PTE, SE 
and TFP growth 
3 Hauner and Peiris 
(2005) 
Uganda 1999-2004 DEA TE 
4 Kablan (2007) 6 West African Economic Monetary Union 
(WAEMU) 
countries 
1993-1996 TE, CE and TFP growth DEA and SFA 
5 Ariss (2008) Lebanon 1990-2001 SFA CE 
6 Karas et al. (2008) Russia Two points in time, 
i.e., 2002 and 
2006 
SFA CE 
7 Chen (2009) 8 Sub-Saharan African middle- income 
countries 
2000-2007 CE SFA 
8 Kiyota (2009) 29 Sub-Saharan African countries 2000-2007 CE and PE SFA 
9 Košak et al. (2009) 8 new EU member states (5 CEE and 3 Baltic 
states) 
1996-2006 CE SFA 
10 Jimborean and Brack 
(2010) 
France, Germany, Italy, Spain, United Kingdom, 
United States 
1994-2006 CE DEA 
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Panel B: Domestic>Foreign 
America Countries 
S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and 
performance measures 
1 Figueira et al. (2009) 20 Latin American Countries Cross- sectional 
data for the year 
2001 
TE 
and CE 
Traditional financial ratios, DEA, 
and SFA 
2 Wezel (2010) 6 Central American countries 2002-2007 TE, AE, SE, and CE DEA and SFA 
3 Staub et al. (2010) Brazil 2000-2007 DEA CE, TE and AE 
4 Crystal et al. (2001) 7 Latin American countries 1995-2001 ROA, Net 
interest margin, etc. 
Traditional financial ratios 
5 Kasman et al. (2005) 16 Latin American and Caribbean countries 1996-2001 CE and APE SFA 
6 Fuentes and Vergara 
(2007) 
Chile 1990-2004 SFA CE and SPE 
 
Europe Countries 
S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and 
performance measures 
1 Altunbas et al. (2001) Germany 1989-1996 SFA and DFA CE and PE 
2 Greene et al. (2004) 9 European transition nations 1995-1999  
Scale and scope economies 
System of equations 
3 Zajc (2006) 6 CEE nations (Czech Republic, Estonia, 
Hungary, Poland, Slovakia, and Slovenia) 
1995-2000 CE SFA 
4 Matousek et al. (2008) Turkey 2000-2005 SFA CE 
5 Thi and Vencappa 
(2008) 
Czech Republic, Hungary, and Poland 1994-2004 
 
 
 
CE SFA 
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S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and 
performance measures 
6 Nikiel and Opiela (2002) Poland 1997-2000 SFA CE and PE 
7 Yildirim and 
Philippatos (2007) 
12 CEE nations 1993-2000 CE and APE SFA and DFA 
8 Kyj and Isik (2008) Ukraine 1998-2003 DEA TE, PTE and SE 
9 Delis et al. (2009) Greece 1993-2005 DEA and SFA CE and PE 
   
Asia Countries 
S. No. Author (Year) Country Period of the 
study 
Methodology Efficiency, productivity and 
performance measures 
1 Dacanay III (2007b) Philippine 1992-2004 SFA CE and SPE 
2 Hadad et al. (2008) Indonesia Cross- sectional 
data for the year 
2007 
DEA TE 
3 Tahir et al. (2009) Malaysia 2000-2006 DEA TE, PTE, and SE 
4 Yamori and Harimaya 
(2010) 
Japan 1994-2005 SFA TE 
5 Muazaroh and Tandelilin 
(2014) 
 
Indonesia 2005-2009 SFA TE 
  
 Other Countries 
S. No.  
Author (Year) 
 
Country 
 
Period of the 
study 
 
Methodology 
 
Efficiency, productivity and 
performance measures 
1 Miller and Parkhe 
(2002) 
12 EU countries and Switzerland, United 
Kingdom, Argentina, India, Japan, United 
States, Canada, Chile 
1989-1996 PE SFA 
2 Lensink et al. (2008) 105 countries 1998-2003 CE SFA 
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S. No.  
Author (Year) 
 
Country 
 
Period of the 
study 
 
Methodology 
 
Efficiency, productivity and 
performance measures 
3 Fethi et al. (2011) Egypt 1984-2002 DEA-based Malmquist 
productivity index 
TE and TFP growth 
4 Claessens et al. 
(2001) 
80 countries 1988-1995 Profitability, Net interest margin, 
etc. 
Traditional financial ratios 
5 Mian (2003) 100 emerging economies 1992-1999 Profitability Traditional financial ratios 
6 Micco et al. (2007) 179 countries 1995-2002 ROA Traditional financial ratios 
Notes: (i) DEA, SFA, DFA, TFA, and EFA are the acronyms for Data Envelopment Analysis, Stochastic Frontier Analysis, Distribution- Free Approach, Thick Frontier Analysis and Econometric Frontier 
Analysis, respectively; and (ii) CE, TE, AE, RE, PTE, SE, SPE and APE stands for Cost, Technical, Cost, Allocative, Revenue, Pure Technical, Scale, Standard Profit and Alternative Profit efficiencies, respectively. 
Source: ( K u m a r  a n d  G u l a t i  ( 2 0 1 4 ) )  a n d  Author’s compilation 
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“Brad DeLong says that Swedish-style temporary nationalization is the right answer to a 
financial crisis; he’s right....”  
(Paul Krugman; “The good, the bad and the ugly”) 
 
 
 
 
 
 
 
CHAPTER 3: Cost Efficiency Analysis of 
Swedish Financial Enterprises: An 
Empirical Investigation 
3.1 Introduction 
Before 1980, financial markets were highly regulated in Sweden. Much credit 
flowed outside the regulated market and challenged the traditional role of banks. In 
response, banks tried to bypass interest rate regulations, which is put a cap on lending rates, 
but not directly on deposit rates, by establishing their finance companies, which formed an 
important part of the grey credit market. The term ‘grey economy’, however, refers to 
workers being reimbursed under-the-table, without paying income taxes or contributing to 
such public services as Social Security and Medicare. It sometimes referred to as the 
underground economy or "hidden economy" in Sweden (Biljer; 1991).  
As the regulations were increasingly considered to be largely ineffective, the 
authorities initiated a financial liberalization process in the late 1970s that proceeded 
through the 1980s. Credit and bond markets deregulated first; regulations on international 
transactions removed next. The system of liquidity ratios for banks abandoned in 1983 and 
the ceilings on commercial bank lending removed in 1985. At the same time, restrictions 
on lending rates were lifted. By 1989, all remaining foreign exchange restrictions had been 
removed (Dress and Pazarbasioglu; 1998).  
The immediate impact on consumption and investment appears to have limited. 
Expressed differently, the rationing effects of the abolished regulations do not seem to have 
been quantitatively important to the real decisions of households and corporations. On the 
other hand, financial flows were undoubtedly affected in an important way. Credits were 
increasingly channelled by financial institutions, such as banks and mortgage institutions, 
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rather than directly between firms (for example trade credits) and households (for example 
seller financed housing loans). Loans were also increasingly used for high-leverage 
financial investments. These effects on financial flows may, if their impact on asset prices 
is any indication, have affected the banking crisis in [Figure 3.1] (Englund; 1999). This 
situation corresponds to the crisis in Sweden crisis in 1990. 
Figure 3.1: Lending from Banks, Mortgage Institutions and Financial Companies (percentage changes) 
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The motivation and justification for this chapter are that the Swedish Financial 
System showed how impressed after the Swedish Solution, which is the name of the 
stabilization programs implemented to overcome the financial crisis. Also, it is to 
demonstrate the efficiency difference between financial institutions. Given the focus of this 
research motivation above, the focus of this chapter can be summarized by the following 
main research questions: 
• How efficiency in Swedish financial enterprises has evolved since the banking 
crisis in 1993? 
• Which financial enterprises are more efficient in the Swedish banking sector 
after the banking crisis?  
• What are the cost functions of the Swedish banking sector after the banking 
crisis?  
• What are the commonalities between the Swedish banking crisis in 1993 and 
the mortgage crisis in 2008?  
These estimators are the Pooled Model (Aigner et al. (1977)), the fixed effects 
model (Schmidt and Sickles (1984)), the random effects model (Battese and Coelli (1995)) 
and the TRUE fixed effects model Greene (2005). I estimate cost function by employing 
the panel stochastic frontier approach. This function allows us to examine cost efficiency.  
In this research, the cost measure was estimated with the panel data utilising six 
different categories of financial enterprises from 1996 to 2013. These financial enterprises 
comprise of: Banks, which are including commercial banks, branches of foreign banks in 
Sweden and saving banks. Credit market companies, which are consist of a credit register 
and a register covering abused credits. This is supplied by the credit market companies and 
comprises about 95 % of all credits granted to consumers in Sweden. The register 
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encompasses personal loans, check accounts, other bank accounts, mortgages and credit 
cards. Housing credit institutions, which dominate the home mortgage market, selling 
more than 90% of home mortgage loans. Other mortgage institutions, which offer a 
framework that could help Sveriges Risks bank manage the risks associated with new 
products such as no-down-payment mortgages. For example, mortgage institutions may 
limit the volume of new products issued—that is, pilot a product—and sometimes require 
stricter underwriting on these products. Other credit market companies which referred 
finance companies, as well as corporate and municipal financing institutions, are normally 
and Securities brokerage companies. In the next section, I conduct a literature review of 
the stochastic frontier approach and related banking. Section 3 describes the stochastic 
frontier methodology. Section 4 provides data and empirical results of the Swedish banking 
case. Finally, Section 5 draws conclusions.  
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3.2 Literature Review of Stochastic Frontier Approach 
The Stochastic Frontier Approach (SFA) pertains to the theoretical literature on 
productive efficiency that began in the 1950s with the work of Koopmans (1951), Debreu 
(1951) and Shephard (1953). Koopmans provides a definition of technical efficiency: a 
producer is technically efficient if and only if it is impossible to produce more of any output 
without producing less of some other output or without using more of some input. Debreu 
and Shephard introduce distance functions as a way of modelling multiple-output 
technology and—more importantly, from our perspective—as a way of measuring the 
radial distance of a producer from a frontier in either an output-expanding direction 
(Debreu) or an input-conserving direction (Shephard). The association of distance 
functions with technical efficiency measures is pivotal in developing the efficiency 
measurement literature. Farell (1957) was the first to measure productive efficiency 
empirically (drawing inspiration from Koopmans and Debreu but clearly not from 
Shephard). He also provides an empirical application for U.S. agriculture, although he did 
not use econometric methods.  
Schmidt and Sickles (1984) apply fixed effects and random effects models to 
estimate the efficiencies of the firms. In their study, the efficiencies of the firm are assumed 
to be time-invariant, which might not be a proper assumption for long panel data. 
Accordingly, they consider estimating a stochastic frontier production model, given panel 
data. They provide various estimators that depend on whether one is willing to assume that 
technical inefficiency (the individual effect, in panel-data jargon) is uncorrelated with the 
regressions and whether one is willing to make specific distributional assumptions for the 
errors. They show how to test these assumptions.  
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Battese and Coelli (1995) propose a model for technical inefficiency effects in a 
stochastic frontier production function for panel data. Provided the inefficiency effects are 
stochastic, the model allows for the estimation of both technical change in the stochastic 
frontier and time-varying technical inefficiencies.  
Greene (2005) proposes extensions that circumvent two shortcomings of fixed and 
random effects estimator approaches. The conventional panel data estimators assume that 
technical or cost inefficiency is time invariant. Second, the fixed and random effects 
estimators force any time invariant cross unit heterogeneity into the same term that is being 
used to capture the inefficiency. Inefficiency measures in these models may pick up 
heterogeneity in addition to or even instead of inefficiency. 
In the Swedish case, Battese et al. (2000) paper aims to analyse the impact of the 
deregulation of Swedish banking industry in the mid-1980 and the consequent banking 
crisis on productive efficiency and productivity growth in the industry. An unbalanced 
panel of Swedish banks studied over the period from 1984 to 1995. A total of 1275 
observations analysed for 156 banks. The inefficiency effects in the labour-use frontier 
modelled regarding the number of branches, total inventories and the type of bank and year 
of observation. The technical inefficiencies of the labour use of Swedish banks are 
significant, with mean inefficiencies a year estimated to be between about 8 and 15 percent 
over the years of study.  
Gjirja (2002a) analyses the impact of deregulation and the subsequent banking crisis 
on the efficiency of labour in the Swedish banking sector. A translog stochastic frontier 
model adopted to estimate the labour input requirement function and to assess technical 
bank efficiency. Furthermore, the parameters of the stochastic frontier function are 
simultaneously estimated with the parameters of a model for the technical inefficiency 
effects. The analysis suggests that there is capacity for substantial labour efficiency 
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improvements in the Swedish banking industry. It also shows that deregulation positively 
affects productivity growth. However, no such positive impact is found on labour use 
efficiency. Also, the banking crisis affected the efficiency of labour utilization in Swedish 
banks in a negative way, considering the involved outputs and inputs (“effects of 
deregulation and banking crisis on the labour use efficiency in Swedish banking industry”). 
The fast pace of changes in the economic environment and the increasing globalization of 
financial services dictate an increase in the awareness of financial institutions regarding 
their economic performance.  
Papadopoulos (2008) explores the issue of efficiency in Scandinavian banking by 
applying the Fourier functional form and the stochastic cost frontier approach to calculating 
inefficiencies for Finnish, Swedish, Danish and Norwegian banks from 1997 to 2003. The 
findings suggest that the largest banks are the least efficient, and the smallest banks are the 
most efficient. The strongest economies of scale are displayed by Danish banks, while 
Finnish banks report the weakest economies of scale. The findings suggest that medium-
sized banks report the strongest economies of scale and the largest and smallest banks 
weaker economies of scale and therefore the notion that economies of scale increase with 
bank size cannot be confirmed. The impact of technical change in lessening bank costs 
(generally about 3% and 5.4% an annual) systematically increases with bank size. The 
largest banks reap the greatest benefits from technical changes. Overall, the results show 
that the largest banks in their sample enjoy greater benefits from technical progress, 
although they do not have scale economy and efficiency advantages over smaller banks. 
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3.3 Methodology  
One can obtain the cost efficiency of a bank by employing either nonparametric or 
parametric approaches. Nonparametric (non-stochastic) cost efficiency calculated by 
employing linear mathematical programming techniques. On the other hand, parametric 
(stochastic) cost efficiency is derived from a cost function in which variable costs depend 
on input prices, quantities of variable outputs, random error, and inefficiency. 
𝐶𝐶𝑏𝑏 = 𝐶𝐶(y𝑖𝑖, 𝑝𝑝𝑘𝑘, 𝜀𝜀𝑏𝑏), 𝑏𝑏 = 1, … , 𝑛𝑛        (3.1) 
where 𝐶𝐶𝑏𝑏 stands for the financial enterprises’ total operational costs, y𝑖𝑖 represents the vector 
of quantities of the financial enterprises’ variable outputs (lending to credit institutions, 
lending to the general public, bonds and other interest bearing securities, intangible fixed 
assets, other assets), 𝑝𝑝𝑘𝑘 is the vector of prices of the financial enterprises’ variable inputs 
(deposits and funding from the general public, securities issued, other liabilities, equity) 
and 𝜀𝜀𝑏𝑏 is a composite error term, through which the cost function varies stochastically. The 
cost function provides an indirect representation of the possible technology because it is 
mainly a specification for the minimum cost of producing the output vector, y, given the 
cost drivers, (such as price vector), p, managerial inefficiency, some exogenous economics 
factors or pure luck. The term 𝜀𝜀𝑏𝑏 can be partitioned into two parts as follows:  
𝜀𝜀𝑏𝑏 = 𝑢𝑢𝑏𝑏 + 𝑒𝑒𝑏𝑏           (3.2) 
where 𝑢𝑢𝑏𝑏 refers to endogenous factors (such as mistakes of management etc.) and 𝑒𝑒𝑏𝑏 refers 
to exogenous factors (such as weather, luck, labour strikes, war, etc.) that impact the cost 
of the bank production. Thus, the term 𝑢𝑢𝑏𝑏 denotes a rise in the cost of bank production 
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because of the inefficiency factor, which may result from the mistakes of management (i.e. 
non-optimal employment of the quantity or mix of inputs given their prices). On the other 
hand, 𝑒𝑒𝑏𝑏 represents a temporary rise or fall in the bank’s costs because of the random factor 
that measurement error or unexpected or uncontrollable factors (such as weather luck, 
labour strikes, war, etc.) that cannot be changed by the management.  
Firstly, Aigner (1977) [the Pooled Model (PM hereafter)] defines a firm's cost 
function as follows: 
𝑙𝑙𝑛𝑛𝐶𝐶𝑏𝑏 = 𝑓𝑓(y𝑖𝑖 , 𝑝𝑝𝑘𝑘) + 𝜀𝜀𝑏𝑏  where 𝜀𝜀𝑏𝑏 = 𝑢𝑢𝑏𝑏 + 𝑒𝑒𝑏𝑏      (3.3)  
where f is a functional form and 𝜀𝜀𝑏𝑏 = 𝑢𝑢𝑏𝑏 + 𝑒𝑒𝑏𝑏  is the composite error term. Parametric and 
nonparametric efficiency techniques differ in terms of how to disentangle the comprised 
error term,𝜀𝜀𝑏𝑏. Nonparametric techniques assume that there is no error and attribute any 
deviation from the best practice bank's cost to inefficiency. On the other hand, parametric 
techniques assume that the inefficiencies follow an asymmetric distribution. That is, they 
assume that half-normal and random errors follow a symmetric distribution, the standard 
normal. In other words, random factors are assumed to be identically distributed as normal 
variants, and the value of the error term in the cost function is equal to zero on the average. 
Thus, inefficiency scores are derived from a normal distribution 𝑁𝑁(0, 𝜎𝜎𝑢𝑢2)  but are truncated 
below zero. The underlying reason for the truncated normal distribution assumption is that 
inefficiencies cannot be negatively signed (Isik and Hasan; 2002).  
Secondly, by Schmidt and Sickles’ (1984) approach [the Fixed Effects Model (FM 
hereafter)], the fit should be an ordinary (within-groups) OLS; this should follow by a 
description of the constants: 
𝑙𝑙𝑛𝑛𝐶𝐶𝑏𝑏 = 𝑓𝑓(𝑦𝑦𝑡𝑡, 𝑝𝑝𝑘𝑘) + 𝜀𝜀𝑏𝑏                (3.4) 
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𝑢𝑢𝑏𝑏 = 𝑎𝑎𝑏𝑏 − min (𝑎𝑎𝑏𝑏)                 (3.5) 
In (3.5) equation, the definition of 𝑎𝑎𝑏𝑏 amounts to counting the real efficiency firm in the 
sample. The definition of min(𝑎𝑎𝑏𝑏) amounts to counting the most efficient firm in the 
sample as average efficient scores. Thirdly, the Battese and Coelli (1995) [the Random 
Effects Model (RM hereafter)] model specification may be expressed as: 
𝑙𝑙𝑛𝑛𝐶𝐶𝑏𝑏 = 𝑓𝑓(y𝑖𝑖 , 𝑝𝑝𝑘𝑘) + 𝑢𝑢𝑏𝑏 + 𝑒𝑒𝑏𝑏         (3.6)  
the 𝑒𝑒𝑏𝑏 are random variables, which are assumed to be iid. 𝑁𝑁(0, 𝜎𝜎𝑒𝑒2). They are independent 
of the 𝑢𝑢𝑏𝑏 , which are non-negative random variables that are assumed to account for 
technical inefficiency in cost function and to be independently distributed as truncations at 
zero of the 𝑁𝑁(𝜇𝜇𝑖𝑖𝑡𝑡, 𝜎𝜎𝑢𝑢2) distribution: 
𝑢𝑢𝑏𝑏 = 𝑧𝑧𝑏𝑏𝑡𝑡𝛿𝛿            (3.7) 
where  𝑧𝑧𝑏𝑏𝑡𝑡 may influence the efficiency of a firm, and δ is parameters to be estimated. 
Battese and Coelli (1995) once again use the parameterization from Battese and 
Corra (1977), replacing 𝜎𝜎𝑒𝑒2 and 𝜎𝜎𝑢𝑢2 with 𝜎𝜎2 = 𝜎𝜎𝑒𝑒2 +  𝜎𝜎𝑢𝑢2   
𝛾𝛾 = 𝜎𝜎𝑢𝑢2/(𝜎𝜎𝑒𝑒2 +  𝜎𝜎𝑢𝑢2)          (3.8) 
the log-likelihood function of this model presented in the appendix in Battese and Coelli 
(1995). 
This model specification also encompasses some other model specifications as 
special cases. If I set T=1, and 𝑧𝑧𝑏𝑏𝑡𝑡 contains the value one and no other variables (i.e. only 
the constant term), then the model reduces to the truncated normal specification, where 𝛿𝛿0 
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(the only element in) will have the same explication as the µ parameter in Stevenson (1980). 
It should be noted, however, that the model is defined by (3.6) and (3.7).  
Finally, Greene (2005) [the TRUE Fix Effects Model (TRUE FM hereafter)] 
reformulates the stochastic frontier speciﬁcally to explore these aspects, calling it the 
stochastic frontier model in a ‘true’ fixed effects formulation.  The estimated parameters 
𝜌𝜌𝑖𝑖 , 𝑏𝑏𝑗𝑗 , 𝑐𝑐𝑚𝑚 are given the true values, which values is for 𝑢𝑢𝑏𝑏𝑡𝑡 is generated for each firm and 
reused in every replication, for the structural parameters in the model. These 
‘inefficiencies’ are maintained as part of the data for each firm for the replications. The 
firm-specific values are produced using 𝑢𝑢𝑏𝑏𝑡𝑡∗ = |𝑈𝑈𝑏𝑏𝑡𝑡∗ |, where 𝑈𝑈𝑏𝑏𝑡𝑡∗  is a random draw from the 
normal distribution with a mean of zero and a standard deviation. Completing the 
replications with a fresh set of values of  𝑢𝑢𝑏𝑏𝑡𝑡∗  generated in each iteration produced virtually 
the same results. Retaining the fixed set (as shown here) facilitates the analysis of the results 
in terms of estimation of a set of invariant quantities Greene (2005). Thus, for each firm, 
the fixed data constant term 𝑎𝑎𝑖𝑖, the inefficiencies 𝑢𝑢𝑏𝑏𝑡𝑡∗  and the financial enterprises total 
operational costs data 𝑙𝑙𝑛𝑛𝐶𝐶𝑏𝑏𝑡𝑡∗  are produced using 
𝐿𝐿𝑛𝑛𝐶𝐶𝑏𝑏𝑡𝑡
∗ = 𝜌𝜌𝑏𝑏 + 𝑓𝑓(𝑦𝑦𝑏𝑏 , 𝑝𝑝𝑘𝑘) +  𝑢𝑢𝑏𝑏𝑡𝑡∗         (3.9) 
By this device, the underlying data to which I will fit the fixed effects model generated by 
an underlying mechanism that exactly satisfies the assumptions of the TRUE fixed effects 
stochastic frontier model. Additionally, the model is based on a realistic configuration of 
the right-hand side variables. It produced by generating a set of disturbances 𝑒𝑒𝑏𝑏𝑡𝑡(𝑟𝑟), 𝑡𝑡 =1, … ,16, 𝑏𝑏 = 1, … ,6,  from the normal distribution, with mean 0 and standard deviation. 
The data that enter each replication of the simulation are then 𝑙𝑙𝑛𝑛𝐶𝐶𝑏𝑏𝑡𝑡 (𝑟𝑟) =  𝑙𝑙𝑛𝑛𝐶𝐶𝑏𝑏𝑡𝑡∗ + 𝑒𝑒𝑏𝑏𝑡𝑡∗ (r). 
The estimation was replicated 100 times to produce the sampling distributions. I computed 
the sampling error in the computation of the inefficiency for each of the 96 observations in 
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each replication, 𝑑𝑑𝑢𝑢𝑏𝑏𝑡𝑡(𝑟𝑟) = 𝑒𝑒𝑒𝑒𝑡𝑡𝑒𝑒𝑒𝑒𝑎𝑎𝑡𝑡𝑒𝑒𝑑𝑑 𝑢𝑢𝑏𝑏𝑡𝑡(𝑟𝑟) −  𝑢𝑢𝑏𝑏𝑡𝑡∗  . The values are not scaled, as these 
are already measured as percentages (changes in log cost); I analyse the raw deviations, 
𝑑𝑑𝑢𝑢𝑏𝑏𝑡𝑡(𝑟𝑟). The mean of these 96 deviations is computed for each of the 100 replications 
Greene (2005). 
I firstly need to specify a relationship (function) between bank production and bank 
cost to estimate the inefficiency 𝑢𝑢𝑏𝑏 and random 𝑒𝑒𝑏𝑏 factors of the composite 𝜀𝜀𝑏𝑏 error term. 
To that end, I specify banks as multi-product and multi-input firms and estimate the 
following translog cost function:
  
𝑙𝑙𝑛𝑛𝐶𝐶𝑏𝑏 = 𝛼𝛼0 + ∑ 𝛽𝛽𝑖𝑖𝑙𝑙𝑛𝑛𝑦𝑦𝑖𝑖5𝑖𝑖 + 12 ∑ 𝛽𝛽𝑖𝑖𝑗𝑗𝑙𝑙𝑛𝑛𝑦𝑦𝑖𝑖𝑙𝑙𝑛𝑛𝑦𝑦𝑗𝑗5𝑖𝑖 + ∑ 𝛾𝛾𝑘𝑘𝑙𝑙𝑛𝑛𝑝𝑝𝑘𝑘4𝑖𝑖 + 12 ∑ ∑ 𝛾𝛾𝑙𝑙𝑚𝑚4𝑚𝑚4𝑙𝑙 𝑙𝑙𝑛𝑛𝑝𝑝𝑙𝑙𝑙𝑙𝑛𝑛𝑝𝑝𝑚𝑚 +
∑ ∑ 𝜌𝜌𝑖𝑖𝑘𝑘
4
𝑘𝑘
5
𝑖𝑖 𝑙𝑙𝑛𝑛𝑦𝑦𝑖𝑖𝑙𝑙𝑛𝑛𝑝𝑝𝑘𝑘 + 𝜀𝜀𝑏𝑏    (𝑒𝑒 ≠ 𝑗𝑗, 𝑙𝑙 ≠ 𝑒𝑒, 𝑒𝑒 ≠ 𝑘𝑘)       (3.10) 
where, ln is natural logarithm, 𝐶𝐶𝑏𝑏  is the b the bank's total (interest and non interest) costs; 
𝑦𝑦𝑖𝑖  is the i the output; 𝑝𝑝𝑘𝑘  is k th input price and 𝜀𝜀𝑏𝑏 is the composite error term. The 
Technical Inefficiency Score (TIES hereafter) is measured in [Table 3.1]. 
Table 3.1: Econometric Specifications of the Stochastic Cost Frontier 
 State Specific  
Inefficiency 𝒖𝒖𝒃𝒃, and 𝒛𝒛𝒃𝒃𝒃𝒃 
 
Random statistical noise 
 
TIES 
PM model 
(Half-normal) 
 
𝑢𝑢𝑏𝑏𝑡𝑡~𝑁𝑁+(0, 𝜎𝜎𝑢𝑢2)  𝑒𝑒𝑏𝑏𝑡𝑡~𝑁𝑁+(0, 𝜎𝜎𝑒𝑒2)  𝐸𝐸(𝑢𝑢𝑏𝑏𝑡𝑡/(𝑢𝑢𝑏𝑏𝑡𝑡 + 𝑒𝑒𝑏𝑏𝑡𝑡) 
FM model 
(Half-normal) 
 
𝑢𝑢𝑏𝑏~𝑁𝑁+(0, 𝜎𝜎𝑢𝑢2)  𝑒𝑒𝑏𝑏𝑡𝑡~𝑁𝑁+(0, 𝜎𝜎𝑒𝑒2)  𝐸𝐸(𝑢𝑢𝑏𝑏/(𝑢𝑢𝑏𝑏 + 𝑒𝑒𝑏𝑏𝑡𝑡) 
TRUE FM 
(Half-normal) 
 
𝑢𝑢𝑏𝑏𝑡𝑡~𝑁𝑁+(0, 𝜎𝜎𝑢𝑢2)  𝑒𝑒𝑏𝑏𝑡𝑡~𝑁𝑁+(0, 𝜎𝜎𝑒𝑒2)  𝐸𝐸(𝑢𝑢𝑏𝑏𝑡𝑡/(𝑢𝑢𝑏𝑏𝑡𝑡 + 𝑒𝑒𝑏𝑏𝑡𝑡) 
 
RM model  
(Truncated- normal) 
𝑢𝑢𝑏𝑏 = 𝑁𝑁+(𝜇𝜇𝑏𝑏𝑡𝑡 , 𝜎𝜎𝑢𝑢2),  
𝑢𝑢𝑏𝑏 = 𝛿𝛿𝑧𝑧𝑏𝑏𝑡𝑡,  
𝑧𝑧𝑏𝑏𝑡𝑡~𝑁𝑁+(0, 𝜎𝜎𝑧𝑧2) 
 
𝑒𝑒𝑏𝑏𝑡𝑡~𝑁𝑁+(0, 𝜎𝜎𝑒𝑒2)  𝐸𝐸(𝑧𝑧𝑏𝑏𝑡𝑡/(𝑧𝑧𝑏𝑏𝑡𝑡 + 𝑒𝑒𝑏𝑏𝑡𝑡) 
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 3.4. Data and Definition of Variables 
In this context, this core chapter uses the distribution-free approach to estimate the 
levels of cost efficiency of individual financial enterprises in Sweden. I use the annual panel 
data of all financial enterprises of Sweden from 1996 to 2011. These financial enterprises 
comprise Banks which are including commercial banks, branches of foreign banks in 
Sweden and saving banks. Credit market companies which are consist of a credit register 
and a register covering abused credits. These companies are supplied by the credit market 
companies and comprise about 95 % of all credits granted to consumers in Sweden. The 
register encompasses personal loans, check accounts, other bank accounts, mortgages and 
credit cards. Housing credit institutions which dominate the home mortgage market, 
selling more than 90% of home mortgage loans. Other mortgage institutions which offer 
a framework that could help Sveriges Risks bank manage the risks associated with new 
products such as no-down-payment mortgages. For example, mortgage institutions may 
limit the volume of new products issued—that is, pilot a product—and sometimes require 
stricter underwriting on these products. Other credit market companies which referred 
finance companies, as well as corporate and municipal financing institutions, are normally 
and Securities brokerage companies. The Statistics Sweden has aggregated the database 
of each enterprise. I use two distinct dependent and nine independent variables consisting 
of five outputs and four inputs. The maximum-likelihood estimates of the parameters of the 
model are obtained using a modification of the R software. Descriptive statistics of the key 
variables presented in [Table 3.2].  
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 Table 3.2: Descriptive Statistics 
 
Variable           
 
Description Name  Mean  Std. Dev.  Maximum  Minimum 
The total value of cost (in SEG) for financial 
enterprises involved C 9.00284 1.756784 11.38893 5.826 
*Value of lending to credit institutions (in SEG) for 
financial enterprises LC 10.80651 1.788699 14.46671 8.059276 
*Value of lending to the general public (in SEG) for 
financial enterprises LG 12.41369 2.210613 14.90403 6.841615 
*Value of bonds and other interest bearing 
securities (in SEG) for financial enterprises BS 9.121946 3.678666 13.61924 0 
*Variable which has value of intangible fixed assets 
(in SEG) for financial enterprises IFA 5.192042 2.63881 9.604745 0 
*Value of other assets (in SEG) for financial 
enterprises OA 10.22882 1.40276 13.77414 7.524021 
**Value of deposits and funding from the general 
public (in SEG) for financial enterprises DF 9.429938 2.931397 14.83895 0 
**Variable which has value of securities issued (in 
SEG) for financial enterprises SI 11.06731 3.902551 14.60159 0 
**Value of other liabilities (in SEG) for financial 
enterprises OL 10.40868 1.390364 13.88323 8.437717 
**Value of equity (in SEG) for financial enterprises EQ 10.36678 1.314107 12.9904 7.849714 
 
* : Output   **: İnput      
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The minimum value of the bonds and other bearing securities was zero because not 
all financial enterprises studied used these instruments in all years studied in this research.  
The cost function, defined by equation (3.10), is related to the function that was 
estimated in Greene (2005) as other assets and other liabilities are aggregated (i.e. added). 
The justification for the functional form considered in Greene (2005) is based on the work 
of Greene (2000). If the stochastic frontier cost function (3.1) is of Cobb-Douglas function 
then 𝜀𝜀𝑏𝑏 is a linear function of the vector, β. The result of equation (3.2) yields the special 
cases consideration given in the literature. Operational estimators for equations (3.5) and 
(3.7) may be obtained by substituting the relevant parameters by their maximum-likelihood 
estimators. The maximum-likelihood estimates for the parameters of the model and the 
estimators for the technical efficiencies of financial enterprises of firms can be 
approximated by the use of the computer program, R, which was written by me The 
likelihood function for the sample observations, given the parameterization of the model 
(3.3), (3.4), (3.6) and (3.9) used in R. 
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3.5 Estimation Results 
The efficiency of banking of Sweden before the financial crisis was relatively low. 
Given this context, comparisons were made of the pre-crisis indices and the post-crisis in 
this analysis. 
Studies of the Pre-Crisis Period 
The pre-crisis period Fecher and Pestieau (1993) were determined for 11 OECD 
countries using national accounts data over 1971-1986. During the pre-crisis period, the 
average efficiency in Sweden (76%) was found to be lower than that for Norway (90%). 
Additionally, the U.S. (71%) had the second-lowest efficiency of all the 11 countries 
studied.  
Pastor et al. (1994) applied these analyses to a cross-section of 427 banks in 8 
developed countries and found in the focused study of Norway, Sweden, and Finland that 
Swedish banks were the most efficient. In the analysis the Pastor’s cross-section had a 
potential cost efficient score on average of 88% when compared to Sweden.  
Heshmati (2001) is concerned with the estimation of labour demand before 1990’s 
(i.e. our pre-crisis period) and the focus is on the estimation of productivity and efficiency 
of labour in Swedish savings banks. The labour productivity and efficiency is defined in 
terms of a shift in the labour demand over time and the bank’s distance from the labour 
demand frontier, respectively. Empirical results show that the average labour efficiency is 
approximately 96%.  
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Gjirja (2002b) aims at assessing the efficiency effects of bank mergers in Sweden 
utilizing an unbalanced panel of savings banks for the period 1984 to 2002. A frontier cost 
function with a time-varying stochastic efficiency term is estimated in order to find 
empirical support for an efficiency-enhancing role of bank mergers. The results suggest 
that there is no strong evidence in favour of the hypothesis that inefficient banks are likely 
to be acquired by more efficient ones. Furthermore, the post-merger analysis shows no 
remarkable improvements in bank technical efficiency after consolidation. Combined these 
findings imply that decision-makers should exercise caution in promoting mergers as a 
means of efficiency gains.  
Gjirja (2002a) reviews the impact of deregulation and the subsequent banking crisis 
while considering the efficiency of labour in the Swedish banking sector. A translog 
stochastic frontier model is adopted in order to estimate the labour input requirement 
function and to assess bank technical efficiency. Furthermore, the parameters of the 
stochastic frontier function are simultaneously estimated with the parameters of a model 
for the technical inefficiency effects. The analysis suggests that there is capacity for 
substantial labour efficiency improvements in the Swedish banking industry. It is also 
shown that deregulation positively affected productivity growth. However, no such positive 
impact was found on labour use efficiency. In addition, the banking crisis affected the 
efficiency of labour utilization in Swedish banks in a negative way, considering the 
involved outputs and inputs (i.e. effects of deregulation and banking crisis on the labour 
use efficiency in the Swedish banking industry) The fast pace of changes in the economic 
environment and the increasing globalization of financial services dictate an increase in the 
awareness of the financial institutions with respect to their economic performance.   
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Result of the Post-Crisis Period 
In this section, I present and discuss the efficiency results of post-crisis obtained 
indirectly from a functional form regarding the costs of the financial enterprises. 
Table 3.3: Estimated Coefficients of Cost Function (t-values in parentheses) 
 
Pooled Model 
Translog 
Time-Invariant 
Fixed Model 
Time-Invariant 
TRUE  
Fixed Model 
 
Time-Variant 
Random Model  
Variable Coefficient Coefficient Coefficient Coefficient 
Constant -33.12928*** Varies 
 
Varies 
 
-32.7411094*** 
 (-22.88557)   (-33.4756) 
ln (LC) 4.241569*** 0.250294 0.201364 4.7642288*** 
 (6.046996) (0.158966) (0.112564) (6.2500) 
ln (LG) 2.60297*** 8.364753*** 7.952142*** 1.0622897 
 (2.858027) (9.648387) (3.297862) (1.2603) 
ln (BS) 0.286457 -1.476749* -1.624532* 0.2075516** 
 (1.1205) (-1.75137) (-1.792365) (2.5871) 
ln (IFA) 0.408624*** -0.087644 -0.0561473 0.2452078 
 (3.338358) (-0.245951) (-0.201547) (1.2705) 
ln (OA) -0.876248* -1.092939 -1.145638 -0.1814513 
 (-1.65388) (-0.817192) (-0.943651) (-0.2229) 
ln (DF) -0.865292*** -2.245854*** -2.156987*** -0.6518904 
 (-3.215903) (-2.851529) (-3.146219) (-1.2054) 
ln (SI) -5.107554*** -3.331713*** -3.689437*** -4.9145871*** 
 (-11.28488) (-6.580564) (-6.896417) (-9.9300) 
ln (OL)  -2.19455*** 0.864651 
 
0.649872 
 
-2.7805700*** 
 (-3.186602) (0.408246) (0.348364) (-3.4005) 
ln (EQ) 8.679645*** 5.188403* 4.136452 8.6082594*** 
 (10.1941303) (1.983075) (5.843616) (10.1853) 
Log-like hood -106.42147 -106.42147 -107.29020 79.18072 
Sigma(σ) 1.749129 1.756784  1.758790 
𝑹𝑹𝟐𝟐 0.995246 0.998076  0.991467 
***, ** and *: coefficients are significantly different from zero at the 99%, 95%, and 90% confidence levels respectively. 
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The estimation results of the frontier cost inefficient models that use the PM, the 
FM and the RM gave in [Table 3.3]. I could compare the fixed model and the random 
model. The Hausman test enables us to find which model is more fit in our database. In this 
test, the null hypothesis is the random model (𝐻𝐻0 = 𝑇𝑇ℎ𝑒𝑒 𝑅𝑅𝑎𝑎𝑛𝑛𝑑𝑑𝑅𝑅𝑒𝑒 𝑀𝑀𝑅𝑅𝑑𝑑𝑒𝑒𝑙𝑙). The Hausman 
test formulates:�𝐻𝐻𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒 =  �?̂?𝛽𝐹𝐹𝐹𝐹 − ?̂?𝛽𝑅𝑅𝐹𝐹�′ 𝑐𝑐𝑅𝑅𝑐𝑐�?̂?𝛽𝐹𝐹𝐹𝐹 − ?̂?𝛽𝑅𝑅𝐹𝐹�−1�?̂?𝛽𝐹𝐹𝐹𝐹 − ?̂?𝛽𝑅𝑅𝐹𝐹��. I 
calculate 𝐻𝐻𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒=50.715, 𝐶𝐶ℎ𝑒𝑒 − 𝑒𝑒𝑠𝑠𝑢𝑢𝑎𝑎𝑟𝑟𝑒𝑒(8, 0.05)𝑡𝑡𝑒𝑒𝑏𝑏𝑙𝑙𝑒𝑒 as 15.507 for our example. As a 
result of 𝐻𝐻𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒>𝐶𝐶ℎ𝑒𝑒 − 𝑒𝑒𝑠𝑠𝑢𝑢𝑎𝑎𝑟𝑟𝑒𝑒(8, 0.05)𝑡𝑡𝑒𝑒𝑏𝑏𝑙𝑙𝑒𝑒, I reject the null hypothesis. Thirdly, I 
compare the fix model and the TRUE fix model. The Hausman test enables us to find which 
model better in our database. In this test, the null hypothesis is the model (𝐻𝐻0 =
𝑇𝑇ℎ𝑒𝑒 𝐹𝐹𝑒𝑒𝐹𝐹 𝑀𝑀𝑅𝑅𝑑𝑑𝑒𝑒𝑙𝑙). The Hausman test formulates:�𝐻𝐻𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒 =  �?̂?𝛽𝑇𝑇𝑅𝑅𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 −
?̂?𝛽𝐹𝐹𝐹𝐹�
′ 𝑐𝑐𝑅𝑅𝑐𝑐�?̂?𝛽𝑇𝑇𝑅𝑅𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 − ?̂?𝛽𝐹𝐹𝐹𝐹�−1�?̂?𝛽𝑇𝑇𝑅𝑅𝑇𝑇𝑇𝑇𝐹𝐹𝐹𝐹 − ?̂?𝛽𝐹𝐹𝐹𝐹��.  
I calculate that 𝐻𝐻𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒=42.469, 𝐶𝐶ℎ𝑒𝑒 − 𝑒𝑒𝑠𝑠𝑢𝑢𝑎𝑎𝑟𝑟𝑒𝑒(8, 0.05)𝑡𝑡𝑒𝑒𝑏𝑏𝑙𝑙𝑒𝑒 is 15.507 for our 
example. As a result of 𝐻𝐻𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒>𝐶𝐶ℎ𝑒𝑒 − 𝑒𝑒𝑠𝑠𝑢𝑢𝑎𝑎𝑟𝑟𝑒𝑒(8, 0.05)𝑡𝑡𝑒𝑒𝑏𝑏𝑙𝑙𝑒𝑒, I reject the null hypothesis. 
Given that most of the variables are in logarithmic form, the coefficients can be interpreted 
as estimated elasticities. The results suggest that the lending to general public is quantity - 
elastic estimated elasticity of 2.60, 8.40, 7.95 and 1.05 for the PM, the FM, the TRUE FM 
and the RM. The results also suggest that the security issue is price (elastic), with an 
estimated elasticity of -5.10 for the PM, -3.33 for the FM, -3.68 for the TRUE FM and -
4.91 for the RM. [Table 1.3] displays the estimated variables of six different financial 
enterprises and their cost function. The value of variables are close for all four models, and 
the rankings are almost identical.  
In the translog cost function, the homogeneity condition, the signs of the 
coefficients of the stochastic frontier are as expected, except the negative estimate of input 
variables (without the value of equity for three models) and the positive estimate of output 
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variables. Results of the sum of all coefficients are negative for the cost function. In this 
connection, each model is had the homogeneity condition in our estimations. 
Table 3.4: Cost Inefficiency Scores 
  Pool Model Fix Model 
TRUE Fix  
Model Random Model 
Μ 0.222375       0.197960       0.233028       0.055706       
 Std. Dev. 0.119003       0.088867           0.233028       0.011719       
Maximum 0.048774       0.0 0.016417       0.033087       
Minimum 0.771586        0.329265        0.528317        0.077064        
 
[Table 3.4] provides descriptive statistics for the overall Swedish estimated 'cost 
inefficiency scores' for the 6 different financial enterprises from 1996 to 2011. The result 
shows that the expected 𝑢𝑢𝑏𝑏  is about 12% to 38%. Then, I want to find the fit model in these 
estimators. I use some hypothesis tests for our estimators. Firstly, I compare the pool model 
and fix model. The likelihood ratio test enables us to find which model is more fit in our 
database. In this test, the null hypothesis is the pool model (𝐻𝐻0 = 𝑇𝑇ℎ𝑒𝑒 𝑃𝑃𝑅𝑅𝑅𝑅𝑙𝑙  𝑀𝑀𝑅𝑅𝑑𝑑𝑒𝑒𝑙𝑙).  
The likelihood ratio test formulates �𝐿𝐿𝑒𝑒𝑘𝑘𝑒𝑒𝑙𝑙𝑒𝑒ℎ𝑅𝑅𝑅𝑅𝑑𝑑𝑟𝑟𝑎𝑎𝑡𝑡𝑒𝑒𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒 =
−2�𝑙𝑙𝑅𝑅𝑙𝑙𝑙𝑙𝑒𝑒𝑘𝑘𝑒𝑒𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙 𝑚𝑚𝑝𝑝𝑚𝑚𝑒𝑒𝑙𝑙 − 𝑙𝑙𝑅𝑅𝑙𝑙𝑙𝑙𝑒𝑒𝑘𝑘𝑒𝑒𝑓𝑓𝑖𝑖𝑓𝑓 𝑚𝑚𝑝𝑝𝑚𝑚𝑒𝑒𝑙𝑙��.  
I calculated 𝐿𝐿𝑒𝑒𝑘𝑘𝑒𝑒𝑙𝑙𝑒𝑒ℎ𝑅𝑅𝑅𝑅𝑑𝑑𝑟𝑟𝑎𝑎𝑡𝑡𝑒𝑒𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒=582.43. 𝐶𝐶ℎ𝑒𝑒 − 𝑒𝑒𝑠𝑠𝑢𝑢𝑎𝑎𝑟𝑟𝑒𝑒(8, 0.05)𝑡𝑡𝑒𝑒𝑏𝑏𝑙𝑙𝑒𝑒 is 
15.507 for our example. I obtained the result of 𝐿𝐿𝑒𝑒𝑘𝑘𝑒𝑒𝑙𝑙𝑒𝑒ℎ𝑅𝑅𝑅𝑅𝑑𝑑𝑟𝑟𝑎𝑎𝑡𝑡𝑒𝑒𝑅𝑅𝑒𝑒𝑒𝑒𝑡𝑡𝑖𝑖𝑚𝑚𝑒𝑒𝑡𝑡𝑒𝑒>𝐶𝐶ℎ𝑒𝑒 −
𝑒𝑒𝑠𝑠𝑢𝑢𝑎𝑎𝑟𝑟𝑒𝑒(8, 0.05)𝑡𝑡𝑒𝑒𝑏𝑏𝑙𝑙𝑒𝑒, which I reject to the null hypothesis. I want to find the fit model in 
these estimators. I use hypothesis tests for our estimators. These tests show that the TRUE 
FM model is the fit model in our database. The Hausman test results support this finding.  
The following explanations are 94%, 77%, 81% and 78% for the RM, the TRUE 
FM, the FM and the PM.  
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I find that the regression and likelihood based treatments of inefficiency bring 
striking differences in the results. In this second application, those differences might be 
undetected if one focused, as is often the case, in the summary, descriptive statistics. The 
summaries in [Table 3.4] do not reveal the substantial differences in the underlying 
estimates. What remains for future research, is to discern what is the nature and source of 
these differences. 
Table 3.5: Correlation among Inefficiency Estimates 
  Pool model Fixed model  TRUE Fix model Random model 
Pool model 1    
Fixed model 0.41568    1   
TRUE Fixed model 0.81814    0.71587    1  
Random model 0.41923    0.98467   0.72694   
 
1 
 
[Table 3.5] provides correlation among efficiency estimates of our models. For the 
time-invariant and time-variant cases, consistent with the model. Among the notable 
features of the results are the high correlation between random and fixed effects estimates, 
but the middle correlations across the TRUE fix, time-invariant effects, modelling platform.  
[Figure 3.2] provides a summary of the individual inefficiency scores of financial 
enterprises. Four comments about these efficiencies are in order. Firstly, other credit market 
companies are less inefficient than other financial enterprises. The results show that other 
mortgage institutions are more successful regarding cost management than others. 
Secondly, Banks (saving, commercial and investment) are successful in these financial 
enterprises. Accordingly, the credit market companies have the worst efficiency scores in 
the financial system. Thirdly, housing credit intuitions and credit market institutions are 
higher in inefficiency than the other four financial enterprises. Housing credit intuitions 
and Credit market institutions have mainly been affected by some enterprise scandals. Four, 
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Year 
in 2011 and 2010, the inefficiency score of the housing credit intuitions was the highest of 
all the years. The result means that the inefficiency rating of the credit market institutions 
changed in 2010 and 2011. During these years (2010 and 2011), the inefficiency rating of 
the credit market institutions was the lowest of all of the years. These events depend on the 
subprime mortgage crises of 2008.  
Figure 3.2 Estimated 'Individual Inefficiency of Financial Enterprises' (the TRUE FM, from 1996 to 2011) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Inefficient Score 
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3.6 Conclusions and Further Discussion 
In this chapter, our primary motivations that the Swedish Financial System showed 
how impressed after the Swedish Solution, which is the name of the stabilization programs 
implemented to overcome the financial crisis. Also, it is to demonstrate the efficiency 
difference between financial institutions. I estimate the time-invariant and time-varying 
inefficiencies of Swedish financial enterprises from 1996 to 2013 with four different 
estimators. These estimators are the Pooled Model (Aigner et al. (1977)), the fixed effects 
model (Schmidt and Sickles (1984)), the random effects model (Battese and Coelli (1995)) 
and the TRUE FM effects model Greene (2005). I estimate the cost function by employing 
the panel stochastic frontier approach. This function allows us to construct the cost 
efficiency. 
Ultimately, the estimates for the stochastic cost inefficiency, using these 
approaches, reveal the overall Swedish Financial System estimated 'cost efficiency scores.' 
The main findings are: 
• The other mortgage institutions are more efficient than other financial enterprises.  
• Other credit market companies are less inefficient than other financial enterprises.  
• Banks (saving, commercial and investment) are efficient in these financial 
enterprises.  
• The credit market companies had the lowest efficiency scores in the financial 
system.  
• Housing credit intuitions and credit market institutions are higher in inefficiency 
than the other four financial enterprises. The results highlight the period from 1999 
to 2013.  
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• Accordingly, mortgage intuitions are structurally stronger than banks and financial 
companies. 
Overall, I look at the researchers in the before the Swedish Financial Crisis (1993), 
the Swedish Financial System had high-efficiency scores (such as; cost efficient score on 
average is 88% of Sweden, the average labour efficiency is about 96%, etc.). Before the 
crisis of the efficiency scores obtained in our analysis seems to be close to the value 
obtained. All this information as a result of I can say that the Swedish Solution, which is 
the name of the stabilization programs implemented to overcome the financial crisis, had 
fast and accurate solutions. In this context, many economists have stressed that the 2008 
Mortgage Crisis in resolving the crisis need to look at the root of Swedish Solution. 
Lastly, the contribution for this chapter is twofold. Firstly, Pool, Fix Effect, Random 
Effect and TRUE Fix Effect approaches of Stochastic Frontier were using first time in the 
literature of Stochastic Frontier approaches for Sweden case. Secondly, After the Swedish 
Solution, it has shown each year’s efficiency scores in financial intuitions. The results may 
help in future decisions of policy makers and bankers.     
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CHAPTER 4: Efficiency, Technological 
Change and Total Factor Productivity in 
The Turkish Banking Sector 
4.1 Introduction 
The improvement that Turkey economy experienced after the year 2001, rising 
economic stability and the anti-inflationary program that was put in place positively 
influenced the banking sector. Additionally, restructuring of the banking system ensured 
that the significant structural problems that dragged the industry into a crisis overcome.  
Thanks to the consolidation and positive economic developments that took place in 
the restructuring process, the banking system started to grow again, and the balance sheet 
structure was re-shaped. With the rising demand for loans, the share of loans within assets 
increased, the proportion of securities portfolios with low liquidity decreased the financial 
structure became stronger, and profitability performance improved. The large growth 
potential of the Turkish banking industry and the acceleration of Turkey's EU accession 
process brought about an exponential interest by foreign capital into the industry and direct 
investments by foreign investors and banks and other financial institutions increased. The 
New Banking Law1, which regulates and directly influences the activities of banks, was 
significantly harmonized with the EU regulations. Almost all of the sub-regulations related 
to the New Banking Law were completed and made applicable within the year 2006.  
 
 
1 The new banking law, Banks Act No. 4389, was enacted in order to both simplify supervision standards as well as bring these standards in line with EU 
directives, international practices and core principles stated by the Bank for International Settlements (BIS). In addition, the new law stipulated the 
establishment of the Banking Regulation and Supervision Agency (BRSA) as an independent entity with the mission “to safeguard the rights and benefits 
of depositors and to create the proper environment, in which banks and financial institutions can operate with market discipline in a healthy, efficient and 
globally competitive manner, thus contributing to the achievement of long-run economic growth and stability of the country.” 
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New regulations put into implementation in areas such as the identification of 
corporate management principles and measuring liquidity adequacy of banks. Importance 
was attached to developing risk management and organizational structure, improving the 
asset quality and strengthening liquidity and capital adequacy.  
As part of the regulations, the decision was taken to make sure that capital adequacy 
is at or above 12%. These regulations, which are of direct interest to the banking activities, 
will have a positive contribution to enlarging and deepening the financial industry and 
further bolstering competition. The number of banks with foreign capital, which was 15 in 
the year 2001, decreased to 13 in the year 2003. The crisis that afflicted the banking industry 
at that time can indicate as the primary reason for this decline. Following the year 2003, 
the number of banks with foreign capital started to increase and reached 17 in the year 
2009.  
Considering the number of commercial banks in the same period, the number of 
banks, which was 22 in 2002, dwindled to 11 in 2009. In spite of this significant fall in the 
number of commercial banks between the years 2001-2009, a change of similar rate was 
not observed in the number of banks with foreign capital. The reason behind is that the 
banks with foreign capital operating in Turkey conducted attempts to merge by acquiring 
the commercial banks at stake. The Turkish banking sector restructured following the crisis 
that took place in the year 2001, and it became equipped with an effective control and 
monitoring system. Especially the increase in foreign capital that entered the industry using 
banking acquisition and mergers after the crises in 2001-2002 brought about a new 
beginning in the Turkish banking system. Accordingly, the banks with foreign capital 
became active in addition to the banks with public capital and private local capital present 
in the system. 
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A key motivation for this chapter is that after the financial crisis, it demonstrates 
the efficiency of the banking system. Also, it takes a look at the issue from the perspective 
of both foreign entrants and the host country for the Turkish banking sector.  
Given the focus of this research motivation above, the focus of this thesis can be 
summarized by the following main research questions: 
• How does technology change after the post-crisis period in the Turkish 
banking sector?  
• How did the technology change affect in the Turkish banking sector?  
• What is the technology change advantage or disadvantage for the Turkish 
banking sector?  
• Is there a relation between efficiency and technology change?  
Analysing the efficiency and technological change in the Turkish banking sector in 
the light of the relationships previously discussed, the focus of this analysis is on 
efficiencies of the Turkish banking sector and the existence of the relationship between 
efficiency and technological change. The first step was to test “the global advantage 
hypothesis” (Berger, 1997), which highlights the increased importance of foreign bank 
entry. Levine (1996) considers that the entry of foreign banks into the domestic economy 
has improved the quality and availability of financial services in the domestic financial 
market by increasing competition, and enabling a greater application of more modern 
banking skills and technology. Levine (1996) and Berger (1997), which compare the 
performance and efficiency of foreign and domestic banks, show conflicting results. 
Claessens et al. (2001) finds that foreign banks make higher profits than domestic banks in 
developing countries, but the opposite is true in developed countries. This perhaps indicates 
that foreign banks have newer technology than domestic banks in developing countries, 
whereas in developed countries this advantage does not exist.  
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This analysis has used 17 different banks. These selected 17 banks, which explained 
in [Table 4.1], are descript a % 95 of the Turkish banking system. The plan of the chapter 
is as follows. Section 4.2 scans the literature on total factor productivity. Section 4.3 
expressive the methodology. Section 4.4 describes the data and the empirical results. 
Section 4.5 concludes. 
Table 4.1: Technical Efficiency Score of Individual Banks (from 1999 to 2013) 
 
Banks ID Technical Efficiency List of Banks 
Adabank C1 0.67491735 Private Bank 
Akbank C2 0.96549944 Private Bank 
Alternatif Bank C3 0.85460400 Foreign Bank 
Anadolu Bank C4 0.78506822 Private Bank 
Arap Turk Bankası C5 0.87739955 Foreign Bank 
Bank Mellat C6 0.86138609 Foreign Bank 
Deniz Bank C7 0.90854596 Foreign Bank 
Finans Bank C8 0.87226198 Foreign Bank 
Habib Bank C9 0.9470198 Foreign Bank 
HSBC Bank C10 0.89814370 Foreign Bank 
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Banks ID Technical Efficiency List of Banks 
Seker Bank C11 0.82530512 Private Bank 
Turk Ekonomi Bankası C12 0.83786480 Private Bank 
Türkiye Ziraat Bankası C13 0.95598938 Public Bank 
Türkiye Halk Bankası C14 0.90867608 Public Bank 
Türkiye İs Bankası C15 0.93376852 Private Bank 
Türkiye Vakıflar Bankası C16 0.97076991 Public Bank 
Yapı Kredi Bankası C17 0.92870323 Private Sector 
Average of The Turkish Banking Sector  0.88275325 
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4.2 Literature Review of Total Factor Productivity 
Total Factor Productivity (TFP) is the portion of output not explained by the amount 
of inputs used in production. As such, its level is determined by how efficiently and 
intensely the inputs utilized in production. I can obtain a measure TFP that has two 
components, a technical change component, and a technical efficiency component. 
Nishimizu and Page (1981) estimated translog production frontiers using the Aigner and 
Chu (1968) linear programming methods and proposed a measure of TFP growth that was 
the sum of a change efficiency component and a technical change component. However, it 
should be noted that they did not derive their TFP index directly using ratios of distances 
but instead via derivative concepts. However, there are several shortcomings due to the 
study period and the novelty of the techniques used. An approach that is similar to the one 
in Jondrow et al. (1982) can be followed to calculate a rest value about the industry. The 
translog form used in this study for modelling the cost function. The reason why these 
formulae are preferred is that they contain the Cobb-Douglas specification as a particular 
case and have a flexible structure.  
Zhang et al. (1994) take the Malmquist Index of TFP growth and describe how one 
can decompose the Malmquist TFP change measures into various components, including 
technical change and efficiency change. They also show how these measures could be 
calculated using distances measured about Data Envelopment Analysis frontiers. Due to 
certain specification issues in the Data Envelopment Analysis, the required sensitivity 
cannot be entirely obtained in the analysis. In that context, the stochastic frontier approach 
was used in this study.  
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In another study conducting activity analysis using the Malmquist indexing method, 
i.e. Färe et al. (1997) to descript the Malmquist index into different components while 
simultaneously taking account of technology bias and scale efficiency change. I test some 
hypotheses regarding the production techniques, functional specification, and returns to 
scale by imposing parametric restrictions in the estimation.  
The distance measures required for the Malmquist TFP index calculations can also 
be measured by a parametric technology. Some papers have written in recent years that 
describe ways in which this can do. The majority of these can classify into two groups: 
those that derive the measures using derivative-based techniques and those that seek to use 
explicit distance measures. The two approaches tend to provide TFP formulate and 
decompositions that are quite similar (Coelli et al. 2005). 
Lovell et al. (2000) based on the measured using derivative-based techniques. They 
investigated the impact of regulatory reform on the performance of Spanish savings banks. 
The focus is whether increased competition brought on by deregulation affected the 
performance of banks over time. Bank performance, measured by the percentage change in 
profitability, ceteris paribus, was decomposed into technical change and change in technical 
efficiency both of which defined regarding the profit function. Empirical results showed 
declining levels of technical output efficiency along with a significantly high rate of 
technological progress. In spite of declining technical efficiency during this period, they 
found evidence of an increasing trend in productivity growth. 
Fuentes et al. (2001) and Orea (2002) based on the translog distance function 
methods. Fuentes et al. (2001) confirmed that parametric distance functions could use as 
an alternative method for Malmquist index estimation. They also showed that within the 
period under analysis, which corresponded to a period of deregulation of insurance markets 
in Europe, the sector showed very low rates of productivity change. Some evidence of 
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positive technical change appeared, yet this could not attribute to output or input technical 
bias in insurance production. 
Orea (2002) investigated the advantages of the suggested method compared to Balk 
(2001)’s approach. The results showed an increase in total factor productivity for both 
merged and non-merged banks. Although the primary factor contributing to this increase 
was strong technical progress, returns to scale also have a positive effect on productivity 
growth, indicating that the scale effect should include when examining bank productivity 
growth.  
Kasman (2003), examined the activity of banks during financial crisis periods was 
observed. This analysis performed with a cost function, which covered 29 banks for the 
years 2001 and 2002 and delivered three inputs and two outputs. The 'money on deposit' 
variable did not include in functions due to a controversy as to whether it was an input or 
output. However, it should be remembered that there is no definitive consensus on not using 
'money on deposit' as an input. For that reason, the variable 'money on deposit' was 
considered as input in the modelling.  
Keskin and Degirmen (2013) quantify the production efficiency of the banks. They 
use input and output variables to test the technical efficiency index, which represents a 
combination of change in technical efficiency and technology, and to test a change in the 
total factor productivity index which comprises a shift in pure technical efficiency and scale 
efficiency. The test results obtained by this study indicate that the foreign banks, thanks to 
positive changes in their technology, technical efficiency, and the total factor productivity, 
are more effective than other private and state banking groups. The primary difference of 
the study from the one by Keskin and Degirmen (2013) is that it estimated and compared 
different cost functions for finding the optimal cost function in line with the data. 
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4.3 Methodology 
Malmquist Total Factor Productivity Index 
Malmquist Total Factor Productivity index evaluates the Total Factor Productivity 
change between two data observations by computing the ratio of the distances of each data 
observes notional to a joint technology. In using the distance function for this evaluation, 
the index describes the production technologies for multiple inputs and multiple outputs 
without any need for cost minimization and profit maximization objectives. The input 
distance function describes the production technology for the most strained input vector 
when the output vector is given. Similarly, output distance function describes the 
production technology by the most widened input vector when the input vector is given 
(Fare, 1994).  
According to Fare (1994), the output oriented Malmquist Total Factor Productivity 
change index between time period n and q is: 
𝑒𝑒0�𝐹𝐹𝑛𝑛����⃗ , 𝑦𝑦𝑛𝑛����⃗ , 𝐹𝐹𝑞𝑞����⃗ , 𝑦𝑦𝑞𝑞����⃗ � = �𝑚𝑚0𝑛𝑛�𝑓𝑓𝑞𝑞�����⃗ ,𝑦𝑦𝑞𝑞�����⃗ �𝑚𝑚0𝑛𝑛(𝑓𝑓𝑛𝑛�����⃗ ,𝑦𝑦𝑛𝑛�����⃗ ) ∗ 𝑚𝑚0𝑞𝑞�𝑓𝑓𝑞𝑞�����⃗ ,𝑦𝑦𝑞𝑞�����⃗ �𝑚𝑚0𝑞𝑞(𝑓𝑓𝑛𝑛�����⃗ ,𝑦𝑦𝑛𝑛�����⃗ )       (4.1) 
where d0n�xq����⃗ , yq����⃗ � defines the distance of observation of time n from the technology of time q. If the function m(.)>1 then it purports that Total Factor Productivity increases from time 
n to time q. In opposite, ıf the function m(.)<1 then it implies that Total Factor Productivity 
decreases from time n to time q. ıf the function m(.)=1 then it purports that Total Factor 
Productivity steady from time n to time q. 
 
 
 
57  
Also, be written as:  
𝑒𝑒0�𝐹𝐹𝑛𝑛����⃗ , 𝑦𝑦𝑛𝑛����⃗ , 𝐹𝐹𝑞𝑞����⃗ , 𝑦𝑦𝑞𝑞����⃗ � = 𝑚𝑚0𝑞𝑞�𝑓𝑓𝑞𝑞�����⃗ ,𝑦𝑦𝑞𝑞�����⃗ �𝑚𝑚0𝑛𝑛(𝑓𝑓𝑛𝑛�����⃗ ,𝑦𝑦𝑛𝑛�����⃗ ) ∗ �𝑚𝑚0𝑛𝑛�𝑓𝑓𝑞𝑞�����⃗ ,𝑦𝑦𝑞𝑞�����⃗ �𝑚𝑚0𝑞𝑞�𝑓𝑓𝑞𝑞�����⃗ ,𝑦𝑦𝑞𝑞�����⃗ � ∗ 𝑚𝑚0𝑛𝑛(𝑓𝑓𝑛𝑛�����⃗ ,𝑦𝑦𝑛𝑛�����⃗ )𝑚𝑚0𝑞𝑞(𝑓𝑓𝑛𝑛�����⃗ ,𝑦𝑦𝑛𝑛�����⃗ )     (4.2) 
                           (Efficiency Change)  (Technical Change) 
 
The right-hand side of the equation is the calculation of Farell’s output oriented 
efficiency change between time n and time q. This study follows Isik and Hassan (2003), 
using Farrell’s distance function and the definition of productivity by Fare et al. (1994) to 
specify the Malmquist Total Factor Productivity change index (TFPCH). Amongst the 
other things this analyse does, it measures the affect of a firm’s Total Factor Productivity: 
1. The current state of the technology (T) in the firm’s sector, which might change 
due to technological change, 
2. The firm’s technical efficiency (TE), which might change if the firm’s distance 
to the current technology changes, and 
3. The firm’s scale efficiency (S), which might change if the firm’s size relative to 
the optimal firm size changes. 
Hence, changes of a firm’s (or a sector’s) Total Factor Productivity (TFPCH) can 
be decomposed into technological changes (∆T), technical efficiency (∆TE), and scale 
efficiency (∆S): 
TFPCH≈∆T+ ∆TE+ ∆S         (4.3) 
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This decomposition helps to understand the reasons for improved or reduced total 
factor productivity and competitiveness (Coelli et al. 2005). 
4.3.1 Technical Efficiency (TE) 
The technical efficiency is the maximum output to produce when a firm’s input can 
express it. It described that input efficiency resulting from the suboptimal use of inputs 
decomposed into allocative and pure technical inefficiency. Allocative inefficiency 
occurred when inputs combined in sub-optimal proportions. Pure technical inefficiency 
happens when more of each input used than should be required to produce a given level of 
output (Evanoff and Israilevich; 1991). The notions of input inefficiencies illustrated as 
shown in [Figure 4.1]. A point E was shown above to correspond to most efficient 
combination of inputs to produce 𝑂𝑂1 . 
Figure 4.1: Input Efficiency 
 
 
 
 
 
 
 
In order to illustrate allocative and pure technical inefficiency, I have drawn a line 
from the origin to point A. Along this line, different levels of factor inputs are employed, 
but the ratio between the two input fixed at the actual proportion (that is, the ratio of point A). Reference points along this line and on isoquant I-I' and isocost line P-P' are 
highlighted. Consider allocative inefficiency first. Point C represents a level of costs equal 
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to that of the efficient production process at point E because it is on the line P-P'. Point B 
corresponds to an output level equal to 𝑂𝑂1  because it is on isoquant I-I'. Therefore, the 
distance CB corresponds to additional production expenses resulting from the suboptimal 
allocation of inputs. That is, allocative inefficiency exists because I are not on the isocost 
line, P-P'. Formally, OC/OB is a measure of allocative efficiency. Values less than 1.0 
reflect inefficiency2.  
The pure technical inefficiency results from producing at point A. I have seen that 
producing 𝑂𝑂1 using 𝐼𝐼1𝑒𝑒  and 𝐼𝐼2𝑒𝑒   involves allocative inefficiency because point A is to the 
right of line P-P' and ray OA does not go through point E. However, there is additional 
inefficiency because point A is above isoquant I-I'. That is, the combination of inputs 
associated with point A should enable the firm to produce a level of output greater than 𝑦𝑦1. 
It should be able to produce output 𝑦𝑦3 corresponding to isoquant. Given that the isocost 
line depicts total expenditures used in production, distance CA constitutes a less than 
optimal usage of all inputs and corresponds to additional production expenses. Therefore, 
overall input inefficiency is measured as OC/OA. Because OC/OB is attributed to allocative 
inefficiency, the remaining portion, OB/OA, can be attributed to pure technical 
inefficiency. Since these are radial measures, overall input inefficiency is the product of the 
two sub components, that is, (OC/OA) = (OC/OB) * (OB/OA) (Evanoff and Israilevich; 
1991).  
If inputs did not use effectively, that is, if technical inefficiency exists, the resulting 
production point will be below the total product curve. That is, pure technical inefficiency 
occurs when I operate beneath the entire product relationship. For example, the pure 
2 For example, if production was allocative efficient the measure obviously, is OE/OE=1.0; that is, points B, C, and E would coincide. 
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technical inefficiency depicted in [Figure 4.1] corresponds to that found at point G in 
[Figure 4.2], where inputs are under-utilized and 𝐼𝐼1𝑒𝑒, only generates an output level of 𝑂𝑂1. 
Figure 4.2: Pure Technical Efficiency Measured in Terms of Outputs 
 
 
 
 
 
 
 
If I am producing 𝑂𝑂1 at point A in [Figure 4.1] or, equivalently, at point G in [Figure 
4.2], pure technical inefficiency is measured with respect to inputs as OB/OA and with 
respect to outputs as AG/AM. The inefficiency measures are equivalent. This illustration is 
important because it indicates that technical inefficiency can be measured in terms of either 
inputs or outputs. Below I drop the constant returns to scale assumption and expand on this 
output inefficiency measure (Evanoff and Israilevich; 1991). 
Consider a panel data for N firms observed over T periods. Let 𝑦𝑦𝑖𝑖𝑡𝑡  and 𝐹𝐹𝑖𝑖𝑡𝑡 represent, 
respectively, the logarithms of a scalar output level and the input vector of k inputs for firm i at time t. The production function is specified as:  
yit = αit + βxit + vit         (4.4) 
where vit is the error term that represents random shocks, β is the vector of k parameters 
for the input vector. The firm and time specific intercept, αit, is a function of a firm-specific 
intercept (αi), systematic factors that might persistently influence the firm’s productivity 
and the position of the firm’s production frontier over time (wit). Random factors relating 
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to technical inefficiency modelled as a one-sided error term (uit). The firm-specific 
intercept is assumed to evolve systematically over time as an autoregressive (AR (1)) 
process; 
αit = αi + φαi , t  − 1 + γwit − uit; uit ≥ 0       (4.5) 
since technical inefficiency is introduced into the model through the intercept and not as a 
deterministic function of time, I can include time as one of the explanatory variables in the 
vector αit. the vector αit allows us to distinguish between technical change and efficiency 
change. The above model can rewrite as 
yit = αi + φyi , t  − 1 + βxit − βφxi , t  − 1 + γwit − εit     (4.6) 
where εit = (vit − φvi , t  − 1) − uit; uit ≥ 0 
the composed error term ε in (4.12) has one component (vit − φvi , t  − 1) that follows an 
MA (1) process that is two sided and the other component (uit) is one-sided. Technical 
inefficiency of a firm i at time t is measured by yfit − yit (i.e., the deviation of the observed 
output yit from the maximal producible output (yfit) given by 
yfit = αi + φyi , t  − 1 + φβxi , t  − 1 + γwit       (4.7) 
technical efficiency (TE) is measured by 
TEit = eyit − yfit = e − uit          (4.8) 
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4.3.2. Scale Efficiency (S) 
The scale efficiency shows that a firm operates a minimum point in the long-term 
cost curve. Scale efficiency addresses the question as to whether a banking firm has the 
right size. It refers to the relationship between a firm’s per unit average production cost and 
production volume. When a firm’s per unit production cost declines as its output increases, 
the firm is said to enjoy economies of scale. Diseconomies of scale may also exist when 
per unit cost of production begins to rise beyond a certain level of production. Scale dis- 
economies may arise because it may become more costly to manage a very large firm or 
due to management laxity. A U-shaped average cost curve would imply economies of scale 
at the early stages of output technology, induced over staffing and operation of uneconomic 
branches. Translog cost functions can be used to measure the efficiency of the scale. The 
diseconomies found for larger banks are simply the imposed reflection of the economies 
found for the small banks. Also, the translog approximation may behave poorly away from 
the mean product mix, which can create problems in measuring scale efficiencies because 
large banks tend to have very different product mixes from the average. Measures of returns 
to scale are also available in the multi-output case, and they defined regarding the cost 
function. For example, a measure of overall scale economies is 
εc = [∑Mm = 1dlnc(w, q)/dlnqm] − 1        (4.9) 
the firm will exhibit increasing, constant or decreasing returns to scale as εc is greater than, 
equal to, or less than one. In the multiple-output case, it is also meaningful to consider the 
cost savings resulting from producing different numbers of outputs.  
Three measures of so-called economies of scope are: 
S = [∑Mm = 1c(w, qm)/c(w, q)] − 1       (4.10) 
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S = c(w, qm) + c(w, qM − m) − c(w, q)/c(w, q)      (4.11) 
and 
S = d2c(w, q)/dqmdqn         (4.12) 
where c(w, qm) denotes the cost producing the mth output only; and c(w, qM − m) denotes 
the cost of producing all outputs except the mth output. The measure defined by a measure 
of global economies of scope, and gives the proportionate change in costs if all outputs 
produced separately – if S>0 then it is best to produce all outputs as a group; if S<0 then it 
is best to produce all outputs separately. 
The measure defined by a measure of product-specific economies of scope, and 
gives the proportionate change in costs if the mth output produced separately, and all other 
outputs are produced as a group if Sm>0, then it is best to produce all outputs as a group; if 
Sm<0, then it best to produce the mth output separately. It gives the change in the marginal 
cost of producing the mth output on a change in the production of the nth output. The firm 
experiences economies of scope with respect to the nth output if this derivative is negative 
(Coelli et al.; 2005). 
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4.3.3. Technological Change (T) 
Until now, we have only analysed cross-sectional data in that all observations refer 
to the same period of time. Hence, it was reasonable to assume that the same technology is 
available to all firms (i.e. observations). However, when analysing time series data or panel 
data when observations can originate from different time periods, different technologies 
might be available in the different time periods due to technological change. Hence, the 
state of the available technologies must be included as an explanatory variable in order to 
conduct a reasonable production analysis. Usually, a time trend is used as a proxy for a 
gradually changing state of the available technologies. 
Production Functions with Technological Change 
In case of an applied production analysis with time-series data or panel data, usually, 
the time (t) is included as additional explanatory variable in the production function: 
y = f(x,t)          (4.13) 
this function can be used to analyse how the time (t) affects the (available) production 
technology. 
The average production technology can be estimated from panel data sets by the 
OLS method (i.e. “pooled") or by any of the usual panel data methods (i.e. fixed effects, 
random effects). The frontier production technology can be estimated by many different 
specifications of the stochastic frontier model. We will focus on three specifications that 
are all nested in the general specification: 
lnykt = lnf(xkt, t) − ukt + vkt         (4.14) 
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where the subscript k = 1... K indicates the firm, t = 1, ..., T indicates the time period, and 
all other variables are defined as before. We will apply the following three model 
specifications: 
1. Time-invariant individual efficiencies, i.e. ukt = uk, which means that each firm 
has an individual fixed efficiency that does not vary over time; 
2.Time-variant individual efficiencies, i.e. ukt = ukexp( − η(t − T)), which 
means that each firm has an individual efficiency and the efficiency terms of all firms can 
vary over time with the same rate and in the same direction. 
Cobb-Douglas Production Frontier with Technological Change 
In case of a Cobb-Douglas production function, usually a linear time trend is added 
to account for technological change: 
lny = α0 + ∑αilnxi + αtt       (4.15) (Model-1) 
given this specification, the coefficient of the (linear) time trend interpreted as the rate of 
technological change per unit of the time variable t: 
αt = δlny/δt = δlny/δy*δy/δt ~  △𝑦𝑦𝑦𝑦
△𝑡𝑡
      (4.15.1) 
Translog Production Function with Constant and Neutral Technological Change 
A translog production function that accounts for constant and neutral (unbiased) 
technological change has the following specification: 
lny = β0 + ∑βilnxi + 1/2∑∑βijlnxilnxj + βtt    (4.16) (Model-2) 
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in this specification, the rate of technological change is 
Δlny/δt = βt          (4.17) 
and the output elasticity is the same as in the time-invariant Translog production function : 
ϵi = δlny/δlnxi = βi + ∑βijlnxj        (4.18) 
in order to be able to interpret the first-order coefficients of the (logarithmic) input 
quantities (βi) as output elasticity (ϵi) at the sample mean, I mean scale the input quantities. 
Additionally, I mean scale the output quantity in order to obtain the same estimates as 
Coelli et al. (2005). 
Translog Production Function with Non-Constant and Non-Neutral Technological 
Change 
Technological change is not always constant and is not always neutral (unbiased). 
Therefore, it might be more suitable to estimate a production function that can account for 
increasing or decreasing rates of technological change as well as biased (e.g. labour saving) 
technological change.  
This did by including a quadratic time trend and interaction terms between time and 
input quantities: 
lny = δ0 + ∑δilnxi + 1
2
∑∑δijlnxilnxj + δtt + ∑δtilnxi + 1
2
δttt2            (4.19) (Model-3) 
in this specification, the rate of technological change depends on the input quantities and 
the time period: 
Δlny/δt = δt + ∑δitlnxi + δttt        (4.20) 
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and the output elasticity might change over time: 
ϵi = δlny/δlnxi = δi + ∑δijlnxj + δtit       (4.21) 
in order to be able to interpret the first-order coefficients of the (logarithmic) input 
quantities (δi) as output elasticity (ϵi) at the sample mean and the coefficient of the linear 
time trend (δt) as rate of technological change at the sample mean, it is not sufficient to 
use mean-scaled input quantities, but I also have to adjust the time trend (t) so that it is 
zero at the sample mean. If I subtract the sample mean, the sample mean of the adjusted 
time trend is zero and the difference between two successive years remains one so that the 
marginal effects interpreted as annual rates of technological change is zero. 
4.4 Data and Definition of Variables 
The data used in this study were obtained from the Banks Association of Turkey, 
which is a professional organization, which is a legal entity with the status of a public 
institution, established pursuant to Article 79 of the Banks Act. The data set was prepared 
by using the balance sheet and revenue charts of banks pertaining to the period from 1999 
to 2013.  Seventeen banks operating in the banking industry of Turkey as of 1999 are 
included in the scope of the study. The total assets of these 17 banks constitute 83% of the 
total assets of the industry. Four of the banks that are not included in this study were 
transferred to the Savings Deposit Insurance Fund for liquidation. The other excluded banks 
either had data reporting issues or have been more recently established.   
The general tendency in studies conducted on the activity of banks is to measure the 
bank activity by following either intermediation or production approach. According to the 
intermediation approach, banks are financial brokerage institutions used in producing 
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financial services and products with their deposits and purchased inputs. Studies examining 
bank activity using the cost function generally use the intermediation approach and the 
same method is followed here. In that respect, it is assumed that the banks in Turkey use 
three inputs and produce one output. Descriptive statistics of the key variables are presented 
in [Table 4.2]. 
 
Table 4.2: Descriptive Statistics 
Variable  Description Name Mean Minimum Maximum Std. 
Deviation 
The total value of output (in TL) for 
Banks involved 
ln(OUTPUT) 21095547 5831 1.62E+08 32930252 
The total value of deposit (in TL) for 
Banks involved 
ln(DEP) 14370228 212 1.26E+08 22852317 
The total value of equity (in TL) for 
Banks involved 
ln(EQ) 2306079 283 17921364 3539053 
Total value of labour expenditure (in 
TL) for Banks 
ln(LABOR) 257358.3 15 1819222 329895 
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4.5 Estimation Results 
In this section, I presented and discussed the empirical results obtained indirectly 
from a functional form on product behaviours of individual banks in the Turkish Banking 
Sector. 
In Cobb-Douglas production frontier with time invariant, the elasticity associated 
with the Deposit is the largest. The sum of the three production elasticity (0.42+0.22+0.27) 
is 0.91 suggesting very mild decreasing, returns to scale at the sample mean data point. The 
coefficient of time is 0.002, which indicates mean technical progress of 0.2% per year. In 
Translog Production Function with Constant and Neutral Technological Change (TPF with 
Time-invariant), the elasticity associated with the Deposit is the largest. The sum of the 
three production elasticity (0.57+0.15+0.30) is 1.02 suggesting very mild increasing, 
returns to scale at the sample mean data point. The coefficient of time is 0.003, which 
indicates mean technical progress of 0.3% per year. In Translog Production Function with 
Non-Constant and Non-neutral Technological Change (TPF with Time-invariant)3  , the 
sum of the three production elasticity (0.59+0.19+0.23) is 1.01, suggesting very mild 
increasing returns to scale at the sample mean data point. The coefficient of time is -0.005, 
which indicates the mean technical progress of 0.5 % per year in [Figure 4.2]. 
The percentage change measures of technical efficiency (TE), technical change 
(TC), scale (S) and total factor productivity (TFP) calculated for each model. These 
measures have been averages across banks and then converted into cumulative percentage 
change measures, which reported in [Table 4.3]. 
 
 
3 Translog Production Function with Non-Constant and Non-neutral Technological Change is based on Fuentes et al. (2001). 
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Table 4.3: Cumulative Percentage Change Measures of Technical Efficiency (TE), 
Technical Change (TC), Scale (S) and Total Factor Productivity (TFP) 
Models TE TC S TFP 
Cobb-Douglas Production Frontier with  Technological Change 
0.670 0.002 0.91 1.582 
Translog Production Function with Non-Constant and Non-Neutral 
Technological Change 
 
0.713 -.005 1.011 1.720 
Translog Production Function with Constant and Neutral Technological 
Change 
 
0.712 0.002 1.013 1.735 
 
The following likelihood ratio tests compare a biased technological change with the 
Cobb- Douglas production frontier as well as the Translog production frontier that can 
account for constant rates of technological change that does account for technological 
change and with the Cobb-Douglas production frontier that only accounts for constant and 
neutral technological change in [Table 4.5]. 
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Table 4.5: Translog Production Function with Constant and Neural Technological Change and  
Cobb-Douglas Production Frontier with Technological Change Likelihood Ratio Test Results 
1 Model 2 
Translog Production Function with 
Constant and Neutral Technological Change 
   
2 Model 1 
Cobb-Douglas Production Frontier with Technological Change 
   
 
#Df LogLik Df Chisq Pr(>Chisq) 
1 13 -78.717 
   
2 7 -152.323 -6 147.21 < 2.2e-16 *** 
                     signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Table 4.6: Translog Production Function with Non-Constant and Non-Neutral Technological Change 
and Cobb-Douglas Production Frontier with Technological Change Likelihood Ratio Test Results 
1 Model 3 
Translog Production Function with 
Non-Constant and Non-Neutral Technological Change 
   
2 Model 1 Cobb-Douglas Production Frontier with Technological Change 
   
 
#Df 
LogLik 
Df Chisq Pr(>Chisq) 
1 17 -75.840 
   
2 7 -152.323 -10 156.81 < 2.2e-16 *** 
signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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The following likelihood ratio tests compare a biased technological change with the 
Cobb- Douglas production frontier as well as the Translog production frontier that can 
account for non-constant rates of technological change that does account for technological 
change and with the Cobb-Douglas production frontier that only accounts for constant and 
neutral technological change in [Table 4.6]. 
Table 4.7: Translog Production Function with Non-Constant and  
Non-Neutral Technological Change and Translog Production Function with Constant and  
Neutral Technological Change Likelihood Ratio Test Results 
1 Model 3 
Translog Production Function with 
Non-Constant and Non-Neutral Technological Change 
   
2 Model 2 
Translog Production Function with  
Constant and Neutral Technological Change 
   
 
#Df LogLik Df Chisq Pr(>Chisq) 
1 17 -75.840 
   
2 13 -78.717 -4 5.7541 0.2183 
signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
The following likelihood ratio tests compare the Translog production frontier that 
can account for non-constant rates of technological change as well as biased technological 
change with the Translog production frontier that does not account for technological change 
and with the Translog production frontier that only accounts for constant and neutral 
technological change in [Table 4.7]. 
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The result of likelihood ratio test shows that the Cobb-Douglas with the time-
invariant model is fit model about our estimation. [Figure 4.3] provides a summary of 
individual technical efficiency scores of individual banks in the Turkish Banking Sector. 
Figure 4.3: Technological Change in the Turkish Banking Sector from 1999 to 2013 
 
 
 
 
 
 
 
 
On the other hand, these tests indicate that the translog production frontier that can 
account for non-constant rates of technological change is superior to the translog 
production frontier that does not account for any technological change, but it is not 
significantly better than the Translog production frontier that accounts for constant and 
neutral technological change. Although it seems to be unnecessary to use the translog 
production frontier that can account for non-constant rates of technological change as well 
as biased technological change, I use it in our further analysis for demonstrative purposes. 
The following orders create shortcuts for some of the estimated coefficients and calculate 
the rates of technological change at each observation: The following direction visualizes 
the variation of the individual rates of technological change. The resulting graph showed 
in the histogram in [Figure 4.3]. Most individual rates of technological change are 
between−3.5% and +3.5%, i.e. there is technological regress at some observations, while 
there is strong technological progress at other observations. This wide variation of annual 
Technological Change 
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rates of technological change is not unusual in applied banking production analysis because 
of the stochastic nature of banking production. 
The results in [Table 4.1] indicate that about half of the sample banks seem to have 
been brought about mainly by a positive technical efficiency, suggesting that sampled 
banks seem to have been able to exploit also some catching up effect. Then, the ADABANK 
is the lowest technical efficiency score in all of the banking sector. So, the TÜRKIYE 
VAKIFLAR BANKASI is the highest technical efficiency score in all of the banking sector. 
The eight different banks are under the average score of the banking sector, and the nine 
different banks are over the average score of the banking sector. The TÜRKIYE VAKIFLAR 
BANKASI is most efficient in all of the public banks. Then, the AKBANK is the most 
efficient in all of the private sector banks. The HABİB BANK is the most efficient in all of 
the foreign banks. 
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4.6 Conclusion and Further Discussion 
This chapter presents an empirical study of TFP in the Turkish banking sector 
during the post-reform period from 1999 to 2013. The key motivation for this chapter is 
that after the financial crisis, it demonstrates the efficiency of the banking system. Also, it 
takes a look at the issue from the perspective of both foreign entrants and the host country 
for the Turkish banking sector. A Cobb-Douglas and Translog input distance function is 
chosen to represent the production technology, and each component of the Malmquist index 
is computed using the estimated parameters. This parametric approach allows us to test 
statistical hypotheses regarding different components of the Malmquist index and the 
nature of production technology. The main findings are:  
• The empirical application to the Turkish banking sector shows that productivity 
grows at 3.5 percent per year on average from 1999 through 2013. The growth 
mostly drove by technical change, which is found to be technology neutral. 
• The level of technical efficiency averages 0.882, with high-efficiency scores in all 
of the sector. The recent rise in technical efficiency is a reason for concern, 
suggesting sufficient the banking sector infrastructure and supportive policies. On 
average, productivity grows at 3.5 percent per year was mostly driven by technical 
change.  
• The result of the decomposition of the technical change indicates that it is 
technology neutral despite the input mix moving closer to the technical optimal. 
Scale efficiency marginally contributes to productivity growth.  
• The coefficients of time interacted with the deposit, equity, and labour input 
variables are near zero, positive and negative, respectively, suggesting that 
technical change has been deposit-saving but labour-using over this period. 
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Visually, this indicates that the isoquant is shifting inwards at a faster rate over time 
in the labour-intensive part of the input space. This result most likely a consequence 
of the rising relative cost of labour as the process of development continues in 
Turkey. However, Turkey, which is the biggest and fastest developing country in 
the Eastern European area. Low profitability in the home country was one of the 
most cited push factors that led foreign banks to pursue opportunities in the Turkish 
financial market with high-profit potential.   
• I tested “the global advantage hypothesis” states that foreign-owned banks to be 
more efficient due to some comparative advantage that domestic-owned banks lack. 
These advantages stem from advanced technologies, more superior managerial 
skills, more efficient organizations due to stiff competition in the home market, a 
more active market for corporate control and better access to an educated labour 
force with the ability to adapt to new technologies. Claessens et al. (2001) find that 
foreign banks make higher profits than domestic banks in developing countries, but 
the opposite is the case in developed countries, which indicates that foreign banks 
have better technology than domestic banks in developing countries. The findings 
have clear foreign banks in the Turkish banking sector are more efficient than 
domestic banks (Claessens et al., 2001).  
Lastly, the contribution for this chapter is twofold. Firstly, the global advantages 
hypothesis was the first time tested with the literature of Stochastic Frontier approaches for 
Turkey case. Secondly, it shows the structure factor of the banking system. Then, this 
results showed that technological change in the Turkish banking sector is so slowly 
developments after the banking crisis. So, it can form an opinion for policy makers about 
the structural reforms need to keep up the Turkish banking sector. The results may help in 
future decisions of policy makers and bankers.     
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4.7 Appendix 
Tables 
 
Table 4.4: Stochastic Production Frontier Estimation Results. 
 
Models 
Translog 
Production 
Function with 
Non-Constant 
and  
Non-Neutral 
Technological 
Change 
(Model-3) 
 
Translog 
Production 
Function with 
Constant and 
Neutral 
Technological 
Change 
(Model-2) 
Translog 
Production 
Function 
Cobb-Douglas 
Production Frontier 
with Technological 
Change 
(Model-1) 
Cobb-Douglas 
Production 
Frontier 
(Intercept) 0.1638852*** 0.1678673** 0.189650*** 3.6596157 *** 3.649595*** 
log(DEP) 0.5893934*** 0.5724794*** 0.570000*** 0.4203312*** 0.420046 *** 
log(EQ) 0.1928298*** 0.1495025*** 0.152332*** 0.2228031*** 0.225954 *** 
log(LABOR) 0.2311884** 0.3028173*** 0.306691*** 0.2704817*** 0.269280 *** 
I(0.5*log(DEP)^2) 0.2392697*** 0.2397519 *** 0.240067*** 
  
I(0.5*log(EQ)^2) 0.1341558** 0.1085661** 0.109869** 
  
I(0.5*log(DEP)^2) 0.4871883*** 0.4419046 ** 0.445712*** 
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Models 
Translog 
Production 
Function with 
Non-Constant 
and  
Non-Neutral 
Technological 
Change 
(Model-3) 
Translog 
Production 
Function with 
Constant and 
Neutral 
Technological 
Change 
(Model-2) 
Translog 
Production 
Function 
Cobb-Douglas 
Production Frontier 
with Technological 
Change 
(Model-1) 
Cobb-Douglas 
Production 
Frontier 
I(log(DEP) * 
log(EQ)) 
-0.0295235 -0.0526732 -0.052766   
I(log(DEP) * 
log(LABOR)) 
-0.2723939*** -0.2557795*** -0.256252*** 
  
I(log(EQ) * 
log(LABOR)) 
-0.0928184 -0.0487053 -0.050425 
  
Year(t) -0.0056021 0.0028122 
 
0.0020803 
 
I(Year * log(DEP)) -0.0062856 
    
I(Year * log(EQ)) -0.0157427 
    
I(Year * 
log(LABOR)) 
0.0224463* 
    
I(0.5 * Year^2) 0.0049652 
    
SigmaSq(σ2) 0.3378379*** 0.3349520*** 0.334615*** 0.4702635*** 0.468945 *** 
gamma (γ) 0.9419821*** 0.9297951*** 0.929145*** 0.7633851 *** 0.761361 *** 
Mean Efficiency 0.7139034 0.7127936 0.7123405 0.6700904 0.6705373 
signif. codes: 0 ‘***’ 0.001 ‘**’0.01 ‘*’ 0.05 ‘.,’ 0.1 ‘ ’ 1 
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CHAPTER 5: Robust Nonparametric 
Quantile Estimation of Efficiency Change  
5.1 Introduction 
In 2007, the United State subprime mortgage crisis erupted in the United States. By 
the second half of 2008 it grew to include Europe, Japan, and then all over the world. Before 
the United State subprime mortgage crisis, the Eurozone was commencing an expansion of 
the 2000s. In this case, banks of Eurozone have caused to make more loans due to 
deregulation decisions. The Eurozone banking sector experienced rapid consolidation 
during these years. This consolidation coincided with dramatic changes in regulation, 
market structure, and in the use of information-processing technology by banks and their 
competitors. The increase in the amount of loans of Eurozone banks also affected the input-
oriented or output-oriented efficiency.  
This is, therefore, one of the key motivations for undertaking the research for this 
chapter; it examines deregulation period of the Eurozone banking area before the 2008 
mortgage crisis. I used our estimator to produce new estimates of efficiency for the whole 
Eurozone banking sector the period from 1999 to 2009. Given the focus of this research 
motivation above, the focus of this chapter can be summarized by the following main 
research questions: 
• How will it affect the process of deregulation period of the Eurozone banking 
system? 
• What are the results obtained by the parametric and nonparametric efficiency 
approach in the Eurozone? 
• How the long-run viability of commercial banks are in the Eurozone? 
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• How does technology change before the crisis mortgage period in the 
Eurozone? 
In this context, I used above all in order to show the change of the Data 
Generating Process .Within the framework of production frontiers, it is 
straightforward to adapt the order-m approach to order-α quantile estimation using 
the probabilistic formulation of the Data Generating Process that was developed. 
These approaches were developed for the unilabiate case in the input and output 
approaches by Aragon et al. (2005), and extended to the multivariate setting by 
Daouia and Simar (2007). Wheelock and Wilson (2008) extended the approach to 
the hyperbolic orientation. 
The rest of the paper unfolds as follows: Section 5.2 offers a literature review of the 
nonparametric efficiency approach and Section 5.3 describes the methodology. Section 5.4 
describes the data and Section 5.5 describes the empirical results. Finally, Section 5.6 
provides the conclusion. 
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5.2 Literature Review of Nonparametric Efficiency 
Approach 
Both DEA (Data Envelopment Analysis) and FDH (Free Disposal Hull) 
estimators of P fully envelop all of the sample observations; for this reason, they are 
called “full-envelopment estimators.” Full-envelopment estimators are especially 
responsive to outliers or extreme observations. These extreme points may 
disproportionately and possibly deceptively inﬂuence the assessment of the 
performance of other ﬁrms; a single outlier can disturb eﬃciency estimates for one or 
more ﬁrms at an arbitrarily large degree depending on its location. Alternatively, one 
can use robust, partial frontier estimators, which also oﬀer other advantages. Recent 
papers by Cazals et al. (2002), Aragon et al. (2005), and Daouia and Simar (2005, 
2007), Wheelock and Wilson (2008), Wilson (2011), Simar and Vanhems (2012), and 
Simar et al. (2012) have developed robust alternatives to the traditional FDH and DEA 
estimators.  
Two classes of partial frontiers have proposed: (i) order-m frontiers, where m 
can view as a trimming parameter, and (ii) order-α quantile frontiers, which are 
analogous to traditional quantile functions but adapted to the frontier problem. It turns 
out that the resulting nonparametric estimators have much better properties than the 
usual nonparametric (DEA or FDH) frontier estimators.  
Another interesting feature is that both estimators of these partial frontiers 
are also consistent estimators of the full frontier, by allowing the order of the 
frontier (m or α) to grow (at an appropriate rate) with increasing sample size.  
 
 
82  
As noted above, the quantity m in order-m frontier estimation serves as a 
trimming parameter, which determines the percentage of points that will lie above the 
order-m frontier. The idea underlying order-α quantile frontiers is to reverse this 
causation and to choose directly the proportion of the data lying above the partial 
frontier. 
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5.3 Methodology  
5.3.1 Parametric Estimator 
This method described in the methodology of Chapter 2. Two different models are 
estimated. 
A-Cobb-Douglas Production Frontier 
In the case of a Cobb-Douglas production function: Coelli et al. (2005). 
lny = α0 + ∑αilnxi           (5.1)(Model-1) 
B-Cobb-Douglas Production Frontier with Technological Change 
In the case of a Cobb-Douglas production function, a linear time trend is usually 
added to account for technological change: Coelli et al.(2005). 
lny = α0 + ∑αilnxi + αtt        (5.2)(Model-2) 
given this specification, the coefficient of the (linear) time trend can interpret as the rate of 
technological change per unit of the time variable t: 
αt = δlny/δt = δlny/δy*δy/δt ~  △𝑦𝑦𝑦𝑦
△𝑡𝑡
      (5.2.1) 
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5.3.2 Nonparametric Estimator 
A- Order-m Quantile Frontiers 
Both the FDH and DEA estimators fully envelop the sample observations in 𝑋𝑋𝑛𝑛. 
Consequently, FDH and DEA estimators are very sensitive to outliers or extreme data 
points. Several methods exist (e.g. Wilson, 1993, 1995; Simar, 2003; Porembski et al., 
2005) for detecting outliers in this setting, but determining what constitutes an ‘outlier’ 
necessarily involves some subjectivity on the part of the researcher. 
Cazals et al. (2002) introduce a concept of a ‘partial’ frontier (as opposed to the 
‘full’ frontier 𝜓𝜓𝜗𝜗) that provides a less-extreme benchmark than the support of the random 
variable (X,Y) and has its own economic interpretation. The concept is presented here is in 
the input orientation, but extension to the output, hyperbolic, and directional cases is 
straightforward (Simar and Wilson, 2015). 
To begin, consider a single input (or cost) α. So here, the full frontier can be 
represented by a function 𝜑𝜑(𝑦𝑦) = 𝑒𝑒𝑛𝑛𝑓𝑓�𝐹𝐹/𝐹𝐹𝑋𝑋 𝑌𝑌⁄ (𝐹𝐹 𝑦𝑦) > 0⁄ �, where the conditional DF is 
defined in 𝐻𝐻𝑋𝑋𝑌𝑌(𝐹𝐹, 𝑦𝑦) = Pr(𝑋𝑋 ≤ 𝐹𝐹) /𝑌𝑌 ≥ 𝑦𝑦) Pr (𝑌𝑌 ≥ 𝑦𝑦) = 𝐹𝐹𝑋𝑋 𝑌𝑌⁄ ((𝐹𝐹/𝑦𝑦)𝑆𝑆𝑦𝑦(𝑦𝑦) with 
conditioning on 𝑌𝑌 ≥ 𝑦𝑦. The order-m frontier for an integer m ≥1 is defined by 𝜑𝜑𝑚𝑚(𝑦𝑦) =
𝔼𝔼[min(𝑋𝑋1, … , 𝑋𝑋𝑚𝑚)], where 𝑋𝑋1, … , 𝑋𝑋𝑚𝑚 are independent and identically distributed draws 
from 𝐹𝐹𝑋𝑋
𝑌𝑌
( .
𝑦𝑦
). This provides a less-extreme benchmark than the full frontier. As explained 
by Cazals et al. (2002), the order-m frontier can then be computed as 
𝜑𝜑𝑚𝑚(𝑦𝑦) = ∫ �1 − 𝐹𝐹𝑋𝑋/𝑌𝑌(𝐹𝐹/𝑦𝑦)�𝑚𝑚∞0 𝑑𝑑𝐹𝐹        (5.3) 
So, the benchmark for a unit (x,y) producing a level y of outputs is the expected 
minimum input level among m firms drawn at random from the population of firms 
producing at least output level y. For finite m, this is clearly less extreme than the full 
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frontier. Cazals et al. (2002) show that 𝜑𝜑𝑚𝑚(𝑦𝑦) → 𝜑𝜑(𝑦𝑦) as 𝑒𝑒 → ∞. The order-m efficiency 
score can be defined as 𝜃𝜃𝑚𝑚(𝐹𝐹, 𝑦𝑦) = 𝜑𝜑𝑚𝑚(𝑦𝑦)/𝐹𝐹. Note that for finite m; 𝜃𝜃𝑚𝑚(𝐹𝐹, 𝑦𝑦) is not 
bounded above by 1, in contrast to 𝜃𝜃𝑚𝑚(𝐹𝐹, 𝑦𝑦) defined in 𝜃𝜃 (𝐹𝐹, 𝑦𝑦) = 𝑒𝑒𝑛𝑛𝑓𝑓{𝜃𝜃/(𝜃𝜃𝐹𝐹, 𝑦𝑦) ∈ 𝜓𝜓} 
(Simar and Wilson;2015). 
Cazals et al. (2002) extend the order-m efficiency score to multivariate settings as 
follows. Consider m random draws of random variables 𝑋𝑋𝑖𝑖, İ = 1, … , 𝑒𝑒, generated by 
𝐹𝐹𝑋𝑋
𝑌𝑌
�
.
𝑦𝑦
�and define the random set 𝜓𝜓𝑚𝑚(𝑦𝑦) = �(𝑢𝑢, 𝑐𝑐) ∈ ℝ+𝑝𝑝+𝑞𝑞/𝑢𝑢 ≥ 𝑋𝑋𝑖𝑖 𝑓𝑓𝑅𝑅𝑟𝑟 𝑒𝑒𝑅𝑅𝑒𝑒𝑒𝑒 1 ≤ 𝑒𝑒 ≤
𝑒𝑒, 𝑐𝑐 ≥ 𝑦𝑦�. Then the Farrell–Debreu input-oriented efficiency score of (x,y) with respect to 
the attainable set 𝜓𝜓𝑚𝑚(𝑦𝑦)is given by 
𝜃𝜃𝑚𝑚� (x,y)=min {𝜃𝜃/(𝜃𝜃𝐹𝐹, 𝑦𝑦) ∈ 𝜓𝜓𝑚𝑚(𝑦𝑦)} = 𝑒𝑒𝑒𝑒𝑛𝑛𝑖𝑖=1,…,𝑚𝑚 𝑒𝑒𝑎𝑎𝐹𝐹𝑗𝑗=1,…,𝑝𝑝 (𝑋𝑋𝑖𝑖𝑗𝑗/𝑋𝑋𝑗𝑗)   (5.4) 
because 𝜓𝜓𝑚𝑚(𝑦𝑦) is random, 𝜃𝜃𝑚𝑚� (x,y) is a random variable, Cazals et al. define the order-m 
input efficiency score as the expectation of this random variable, that is, 
𝜃𝜃𝑚𝑚� (x,y)=𝔼𝔼�𝜃𝜃𝑚𝑚� (x, y)/Y ≥ y�=∫ �1 − 𝐹𝐹𝑋𝑋
𝑌𝑌
(𝜂𝜂𝐹𝐹/𝑦𝑦)�∞
0
𝑚𝑚
𝑑𝑑𝜂𝜂     (5.5) 
This equation can easily compute by a simple Monte Carlo method (Simar and 
Wilson;2015). 
Input Orientation 
The nonparametric order-m efficiency estimators described above have some 
interesting and useful properties. By construction, the estimator Ƥ�𝑚𝑚𝜕𝜕𝑖𝑖𝑛𝑛 with finite m does not 
envelop all the observations in the sample. Consequently, the estimator is less sensitive 
than either the FDH or DEA frontier estimators to extreme points or outliers. Again, the 
estimator Ƥ�𝑚𝑚𝜕𝜕𝑖𝑖𝑛𝑛 shares the same property as its population counterpart,  Ƥ𝑚𝑚𝜕𝜕𝑖𝑖𝑛𝑛; as m increases, 
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for a fixed sample size n, Ƥ�𝑚𝑚𝜕𝜕𝑖𝑖𝑛𝑛 converges to the usual FDH estimator of Ƥ𝜕𝜕 , while Ƥ𝑚𝑚𝜕𝜕𝑖𝑖𝑛𝑛, 
converges to  Ƥ𝜕𝜕 , i.e., 
𝜃𝜃�𝛼𝛼,𝑛𝑛 (x,y) → 𝜃𝜃�𝐹𝐹𝐹𝐹𝐹𝐹 (x,y), as m→∞        (5.6) 
the proof is trivial; see Cazals et al. (2002). 
The root-n convergence rate attained by the nonparametric conditional order-m 
input efficiency estimator is quite unusual among nonparametric estimators. Unlike FDH 
and DEA estimators, there is no curse of dimensionality here; i.e., the convergence rate of 
the order-m estimator does not become slower. 
Output Orientation  
A nonparametric estimator of 𝜆𝜆𝑒𝑒(x,y) is given by: 
?̂?𝜆𝑚𝑚(𝐹𝐹, 𝑦𝑦) = � �1 − (1 − ?̂?𝜆𝑌𝑌,𝑛𝑛(𝑢𝑢 𝑦𝑦 𝐹𝐹))𝑚𝑚⁄ �∞
0
𝑑𝑑𝑢𝑢 
= ?̂?𝜆𝑚𝑚(𝐹𝐹, 𝑦𝑦) − ∫ �1 − (1 − ?̂?𝜆𝑌𝑌,𝑛𝑛(𝑢𝑢 𝑦𝑦 𝐹𝐹))𝑚𝑚⁄ �𝜆𝜆�𝑛𝑛(𝑓𝑓,𝑦𝑦)0 𝑑𝑑𝑢𝑢                       (5.7) 
this estimator shares properties analogous to those of the input-oriented estimator. 
Also, all the properties of the order-m radial distances and their estimators have been 
extended to hyperbolic and directional distances by Wilson (2011) and Simar and Vanhems 
(2012), respectively. 
Hyperbolic and Directional Approach 
Wilson (2011) establishes asymptotic properties for the hyperbolic order-m 
efficiency estimator defined in;  
𝛾𝛾�𝑚𝑚,𝑛𝑛(𝐹𝐹, 𝑦𝑦) = 𝐸𝐸��𝛾𝛾𝑚𝑚(𝐹𝐹, 𝑦𝑦)� = ∫ �1 − 𝐻𝐻�𝑋𝑋𝑌𝑌,𝑛𝑛(𝑢𝑢−1𝐹𝐹, 𝑢𝑢𝑦𝑦)�𝑚𝑚∞0 𝑑𝑑𝑢𝑢        (5.8) 
87  
(Wilson, 2011 works with the reciprocal of the expression used there). The integral here is 
also unilabiate, and can be computed using numerical methods. Alternatively, because of 
the lack of conditioning on either inputs or outputs, 𝛾𝛾�𝑚𝑚,𝑛𝑛(𝐹𝐹, 𝑦𝑦) can also be computed very 
quickly using Monte-Carlo Methods along the lines of those described by Cazals et al. 
(2002) for computing 𝜃𝜃�𝛼𝛼,𝑛𝑛(x,y). 
B- Order-α Quantile Frontiers 
An alternative partial frontier concept for defining a less-extreme benchmark than 
the full frontier is related to the concept of conditional quantiles, although it is different 
from the usual conditional quantile. Aragon et al. (2005) introduces the idea for the case of 
a univariate input (for an input-oriented measure) or a univariate output (for the output 
orientation) by using quantiles of a non-standard, univariate DF. These ideas are extended 
to the full multivariate setting by Daouia & Simar (2007) and quantiles are derived along 
the radial distances. 
The input direction working on the central idea is to benchmark the unit operating 
at (x,y) against the input level not exceeded by (1-α) 100% of firms among the population 
of units producing at least output level y. The resulting efficiency measure is defined by 
𝜃𝜃𝛼𝛼(𝐹𝐹, 𝑦𝑦) = 𝑒𝑒𝑛𝑛𝑓𝑓 �𝜃𝜃/𝐹𝐹𝑋𝑋
𝑌𝑌
(𝜃𝜃𝐹𝐹/𝑦𝑦) > 1 − 𝛼𝛼�       (5.9) 
where it is important to recall that the conditioning is on Y≥y. The quantity 
𝜃𝜃𝛼𝛼(𝐹𝐹, 𝑦𝑦)is called the ‘input efficiency at level ˛ α X 100%’. If 𝜃𝜃𝛼𝛼(𝐹𝐹, 𝑦𝑦) =1, then the unit 
operating at (𝐹𝐹, 𝑦𝑦) is said to be input efficient at the level ˛ α X 100% because it is 
dominated by firms producing at least the level of output y with probability 1- α. Similar 
to the order-m measure, it is clear that 𝜃𝜃𝛼𝛼(𝐹𝐹, 𝑦𝑦) → 𝜃𝜃 (𝐹𝐹, 𝑦𝑦) as α→1; that is, the full frontier 
efficiency measure is recovered as α→1. 
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The properties of the non-parametric order-α ˛ estimators are similar to those of 
the order-m estimators; for example, in the input orientation, 
√𝑛𝑛 �𝜃𝜃�𝛼𝛼,𝑛𝑛(𝐹𝐹, 𝑦𝑦) − 𝜃𝜃𝛼𝛼(𝐹𝐹, 𝑦𝑦)� → 𝑁𝑁(0, 𝜎𝜎𝛼𝛼2(𝐹𝐹, 𝑦𝑦))      (5.10) 
where again an explicit expression is given by Daouia & Simar (2007) for 𝜎𝜎𝛼𝛼2(𝐹𝐹, 𝑦𝑦). 
Similar results hold in the output, hyperbolic and directional cases (Simar and 
Wilson;2015). 
Input Orientation 
The statistical properties of the order-α quantile estimators are very similar 
to those of the order-m estimators, but with a few important diﬀerences. In particular: 
𝜃𝜃�𝛼𝛼,𝑛𝑛 (x,y) 𝑐𝑐→ 𝜃𝜃�𝛼𝛼 (x,y),         (5.11) 
where →c denotes complete convergence, which implies (but is stronger than) almost-sure 
convergence. The complete convergence in (5.7) implies 
lim
𝑛𝑛→∞
∑ 𝑃𝑃𝑟𝑟��𝜃𝜃�𝛼𝛼,𝑗𝑗(𝐹𝐹, 𝑦𝑦) − 𝜃𝜃𝛼𝛼(𝐹𝐹, , 𝑦𝑦)� ≥ 𝜖𝜖� < ∞𝑛𝑛𝑗𝑗=1      (5.12) 
for all ε > 0. Moreover, 
√𝑛𝑛�𝜃𝜃�𝛼𝛼,𝑛𝑛(𝐹𝐹, 𝑦𝑦) − 𝜃𝜃𝛼𝛼(𝐹𝐹, 𝑦𝑦)� 𝑚𝑚→ 𝑁𝑁(0, 𝜎𝜎𝛼𝛼2(𝐹𝐹, 𝑦𝑦))                 (5.13) 
an expression for the variance term 𝜎𝜎𝛼𝛼2(x,y) is given by Daouia and Simar (2007). As with 
the order-m efficiency estimators, the nonparametric order-α input efficiency estimator is 
root-n consistent with an asymptotic normal distribution. 
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Output Orientation 
Similar results obtained for the order-α output efficiency estimator. Provided α < 1, the estimator converges completely, i.e., 
?̂?𝜆𝛼𝛼,𝑛𝑛 (x,y) 𝑐𝑐→ ?̂?𝜆𝛼𝛼 (x,y)          (5.14) 
and is asymptotically normally distributed, with root-n convergence rate: 
√𝑛𝑛�?̂?𝜆𝛼𝛼,𝑛𝑛(𝐹𝐹, 𝑦𝑦) − 𝜆𝜆𝛼𝛼(𝐹𝐹, 𝑦𝑦)� 𝑚𝑚→ 𝑁𝑁(0, 𝜎𝜎𝑝𝑝𝑢𝑢𝑡𝑡2 (𝐹𝐹, 𝑦𝑦)), 𝑎𝑎𝑒𝑒 𝑛𝑛 → ∞    (5.15) 
as with the order-m input efficiency estimator, the order-m output efficiency estimator 
converges to the FDH estimator as α →1: 
lim
𝑛𝑛→1
→ ?̂?𝜆𝛼𝛼,𝑛𝑛(𝐹𝐹, 𝑦𝑦) =  ?̂?𝜆𝐹𝐹𝐹𝐹𝐹𝐹(𝐹𝐹, 𝑦𝑦)                (5.16) 
finally, ?̂?𝜆𝛼𝛼,𝑛𝑛 (x,y) provides a robust estimator of the full-frontier efficiency scores: as α = 
α(n) →1 at an appropriate rate given by Daouia and Simar (2007) as n→∞. 
Hyperbolic Orientation       
 Wheelock and Wilson (2008) obtained similar results for the hyperbolic order-m 
efficiency estimator. In particular, for α < 1, 
𝛾𝛾�𝛼𝛼,𝑛𝑛 (x,y) 𝑐𝑐→ 𝛾𝛾�𝛼𝛼 (x,y)          (5.17) 
Order-α estimators have been used by Wheelock and Wilson (2004, 2008) to 
examine the efficiency of check-processing operations by the US Federal Reserve System, 
by Wheelock and Wilson (2009) to examine efficiency and productivity within the US 
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commercial banking industry and by Wheelock and Wilson (2013) to examine changes in 
efficiency and operating cost among US credit unions. 
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5.4 Data and Definition of Variables 
In this context and the focus of this chapter is in using the probabilistic 
formulation of the DGP as developed, to adapt the order-m approaches to order- α 
quantile estimation. The annually collected panel data of the whole banks of Eurozone 
for the period between 1999 and 2009 was used. The data are reported at current prices 
in millions of Euros for OECD countries which are members of the Eurozone 
including: Austria, Belgium, Estonia, Finland, France, Germany, Greece, Ireland, Italy, 
Luxembourg, The Netherlands, Portugal, The Slovak Republic, Slovenia and Spain. 
The available data excluded Greece and Portugal’s accounts. This analysis used one 
distinct dependent and three independent variables consisting of inputs and was 
measured by using R studio (frontiers package).   
Table. 5.1 Descriptive statistics 
Description Name Mean Max Min Stand. Dev. 
The total value of Total 
Assets (in millions of Euros) 
for Eurozone Banks 
involved 
 
 
 
log(Total Assets) 6,220766 6,137458 3,478332 6,272408 
The total value of Capital 
and Reserves (in millions of 
Euros) for Eurozone Banks 
involved 
 
 
 
log(Capital and Reserves) 4,918953 4,753325 3,243392 4,951357 
The total value of Interbank 
Deposits (in millions of 
Euros) for Eurozone Banks 
involved 
 
 
 
log(Interbank Deposits) 5,619181 5,4472 3,924937 5,712937 
The total value 
of Customers Deposits (in 
millions of Euros) for 
Eurozone Banks involved 
 
 
 
log(Customers Deposits) 5,799796 5,799213 4,005331 5,874292 
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I use one distinct dependent and three independent variables consisting of three 
inputs. Capital and reserves values are the lowest among input variables. So, total assets 
values are highest among variables. Descriptive statistics of the key variables presented in 
[Table.5.1]. 
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5.5 Estimation Results 
In this section, empirical results obtained from a functional form on product 
behaviours of individual banks in the Eurozone banking sector are presented and discussed. 
Firstly, the empirical results of the parametric method are examined and then the empirical 
results of the nonparametric method are examined. 
5.5.1. Estimation Results of Parametric Estimation 
Table. 5.2 Cobb-Douglas Production Frontier (Model-1) 
 Estimate Std.Error t value 
Intercept 1.039541501 0.107947107 9.6301006 
log(Capital and Reserves) 0.409205915 0.033064333 12.3760523 
log(Interbank Deposit) 0.274210868 0.022958842 11.9435843 
log(Customers Deposits) 0.380055730 0.040142865 9.4675786 
Sigma 𝒖𝒖𝟐𝟐 0.003628643 0.005588677 0.6492848 
Sigma 𝒗𝒗𝟐𝟐 0.019677292 0.003180342 6.1871616 
 Value Log-Lik   
Sfa 70.97207   
Ols 71.02462   
Mean Efficiency (1-𝑢𝑢𝑏𝑏) 0.9962811   
Two different models for parametric estimation were used. The estimation results 
of the frontier production inefficiency models that use the Cobb-Douglas Production 
Frontier are given in [Table 5.2]. Given that most of the variables are in logarithmic form, 
the coefficients can be interpreted as estimated elasticity. The results suggest that the 
Interbank Deposit is quantity-elastic estimated elasticity of 0.274 for the Model-1. The 
results also suggest that the customer deposit is price (elastic) with an estimated elasticity 
of 0.380 for Model-1. Finally, the results suggest that the Capital and Reserves is quantity-
elastic estimated elasticity of 0.409 for the Model-1. The sum of the three production 
elasticity (0.27+0.38+0.40) is 0.95 suggesting very mild decreasing, returns to scale at the 
94  
sample mean data point. [Table 5.2] displays the estimated variables of different banks and 
their production function. [Table 5.2] provides descriptive statistics for the Eurozone 
estimated 'production efficiency scores' for the banks the period from 1999 to 2009. This 
shows that the estimated value (1-𝑢𝑢𝑡𝑡  ) is approximately 99%. 
The estimation results of the frontier production inefficient models that use the 
Cobb-Douglas Production Frontier with Technological Change are given in [Table 5.3]. 
The results suggest that the Interbank Deposit is quantity-elastic estimated elasticity of 
0.273 for the Model-1. The results also suggest that the customer deposit is price (elastic) 
with an estimated elasticity of 0.381 for Model-1. Finally, the results suggest that the 
Capital and Reserves is quantity-elastic estimated elasticity of 0.407 for the Model-1. The 
sum of the three production elasticities (0.27+0.38+0.41) is 0.96 suggesting very mild 
decreasing, returns to scale at the sample mean data point. The coefficient of time (Year 
Dummy) is 0.001, which indicates mean technical progress of 0.1 % per year. [Table 5.3] 
provides descriptive statistics for the Eurozone estimated 'production efficiency scores' for 
the banks between 1999 and 2009. This shows that the estimated value (1-𝑢𝑢𝑡𝑡 ) is about 99%.  
Table. 5.3 Cobb-Douglas Production Frontier with Technological Change (Model-2) 
 Estimate Std.Error t value 
Intercept 1.030767111 0.109070812 9.4504395 
log(Capital and Reserves) 0.407971951 0.033088005 12.3299047 
log(Interbank Deposit) 0.273984809 0.022872451 11.9788127 
log(Customers Deposits) 0.381231553 0.040111302 9.5043426 
Year Dummy 0.001815950 0.004000298 0.4539536 
Sigma 𝒖𝒖𝟐𝟐 0.003435977 0.005049594 0.6804463 
Sigma 𝒗𝒗𝟐𝟐 0.019634867 0.003050366 6.4368896 
 Value Log-Lik   
Sfa 71.07831   
Ols 71.12967   
Mean Efficiency 0.9963799   
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5.5.2 Estimation Results of Nonparametric Estimation 
In this section, the nonparametric approach was examined in four different ways for 
the Eurozone Banking sector. Firstly, an estimate of the order-α quantile estimation is 
shown in [Figure 5.1, 5.2, and 5.3]. Secondly, an examination the FDH, the order-α quantile 
estimation and the order-m quantile estimation, respectively is shown in [Figures 5.4, 5.5, 
and 5.6]. Thirdly, a scatterplot of the data and constructed (98%) confidence intervals for 
the α = 0,90 frontiers using the estimator following the steps outlined in the simulation 
section in [Figures 5.7, 5.8, and 5.9]. Finally, an estimate the order-m quantile estimation 
is shown in [Figures 5.10, 5.11, and 5.12]. 
Figure 5.1 Representation of the Alpha-Quantile Efficiency Frontier the Total Assets and  
the Capital and Reserves (the whole Eurozone) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(The red dashed curve shows the frontier 𝑃𝑃𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼, the buble curve shows  the frontier 𝑃𝑃,the blue dashed curve shows the frontier 𝑃𝑃𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼, ) 
 
In [Figure 5.1], the input-oriented conditional α-quantile 𝑃𝑃𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼 will necessarily 
have a steeper slope than 𝑃𝑃𝑡𝑡𝑡𝑡 . The output-oriented conditional α-quantile 𝑃𝑃𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼 will 
necessarily have a steeper slope than 𝑃𝑃𝑡𝑡𝑡𝑡 .  The three dotted curves show conditional α-
quantiles: the steeper of the three is the input conditional α-quantile, while the more steeply 
sloped dotted curve corresponds to the output conditional α-quantile. 
 
 
Total Assests 
Capital and Reserves 
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 Figure 5.2 Representation of the Alpha-Quantile Efficiency Frontier the Total Assets and  
the İnterbank Deposits (the whole Eurozone) 
 
 
 
 
 
 
 
 
 
 
 
 
(The red dashed curve shows the frontier 𝑃𝑃𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼, the buble curve shows  the frontier 𝑃𝑃𝑡𝑡𝑡𝑡,the blue dashed curve shows the frontier 𝑃𝑃𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼, ) 
 
In [Figure 5.2], the input-oriented conditional α-quantile 𝑃𝑃𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼 will necessarily 
have nearly steeper slope than 𝑃𝑃𝑡𝑡𝑡𝑡 . The output-oriented conditional α-quantile 𝑃𝑃𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼 will 
necessarily have a steeper slope than 𝑃𝑃𝑡𝑡𝑡𝑡 ..The three dotted curves show conditional α-
quantiles: the steeper of the three is the input conditional α-quantile, while the more steeply 
sloped dotted curve corresponds to the output conditional α-quantile. 
Figure 5.3 Representation of the Alpha-Quantile Efficiency Frontier the Total Assets and  
the Customer Deposits (the whole Eurozone) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(The red dashed curve shows the frontier 𝑃𝑃𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼, the buble curve shows  the frontier 𝑃𝑃𝑡𝑡𝑡𝑡, the blue dashed curve shows the frontier 𝑃𝑃𝑓𝑓,𝛼𝛼, ) 
 
In [Figures 5.3], the input-oriented conditional α-quantile 𝑃𝑃𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼 will necessarily 
have a nearly steeper slope than 𝑃𝑃𝑡𝑡𝑡𝑡 . The output-oriented conditional α-quantile 𝑃𝑃𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼 will 
necessarily have a steeper slope than 𝑃𝑃𝑡𝑡𝑡𝑡 . The three-dotted curves show conditional  
İnterbank Deposits 
Total Assests 
Customer Deposits 
 
Total Assets 
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Total Assets 
α-quantiles: the steeper of the three is the input conditional α-quantile, while the more 
steeply sloped dotted curve corresponds to the output-conditional α-quantile. 
The result of the α-quantile approach in a relationship the total assets and others 
(Capital Reserves, Interbank Deposit, and Customer Deposit). Hyper direction and output 
direction are close to each wave in the database. It does show us that the Eurozone banking 
sector focused on output-oriented efficiency from 1999 to 2009. 
Figure 5.4 FDH, Alpha Frontier Estimations for Total Assets and the Capital and Reserves (the whole Eurozone) 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
(The solid curve shows the FDH, the dashed green curve illustrates the m=30, the dashed blue curve illustrates alpha=0.95) 
In [Figure 5.4], the FDH will necessarily have a steeper slope than the m=30. The m=30 will necessarily have a steeper slope than the α=0.95. The FDH will necessarily 
have a steeper slope than the α=0.95. 
 
 
 
 
 
 
 
Capital and Reserves 
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 Figure 5.5 FDH, Alpha Frontier Estimations for Total Assets and the Interbank Deposits (the whole Eurozone) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(The solid curve shows the FDH, the dashed green curve illustrates the m=30, the dashed blue curve illustrates alpha=0.95) 
In [Figure 5.5], the FDH will necessarily have a steeper slope than the m=30. The m=30 will necessarily have a steeper slope than the α=0.95. The FDH will necessarily 
have a steeper slope than the α=0.95. 
Figure 5.6 FDH, Alpha Frontier Estimations for Total Assets and the Customer Deposits (the whole Eurozone) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(The solid curve shows the FDH, the dashed green curve illustrates the m=30,  the dashed blue curve illustrates alpha=0.95.) 
In [Figure 5.6], the FDH will necessarily have a steeper slope than the m=30. The m=30 will necessarily have a steeper slope than the α=0.95. The FDH will necessarily 
have a steeper slope than the α=0.95. The result of the FDH, m=30 and α-quantile 
approaches compared by R for all of the variables. Eventually, α-quantile approach gives 
harmony to the nearest data set. 
Interbank Deposits 
 
Total Assets 
 
Customer Deposits 
 
Total Assets 
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Capital and Reserves 
 
 
Figure 5.7 Alpha-Quantile Frontier with alpha=0.98 and its confidence İnterval for the Total Assets and  
the Capital and reserves (the whole Eurozone) 
 
 
 
 
 
In [Figure 5.7], I provided a scatterplot of the data and constructed 98% confidence 
intervals for the α = 0.90 frontiers using the estimator following the steps outlined in the 
simulation section. For illustration purposes, I restricted the estimation region to be where 
the Total Assets out of the Capital and Reserves observations located. The bandwidth for 
our smooth estimator selected according to the plug-in of the simulation section. I note that 
the confidence bands were wider in regions of the input space where there were a smaller 
number of observations. 
Figure 5.8 Α-Quantile Frontier with α=0.98 and its confidence İnterval for the Total Assets and the Interbank 
Deposits (the whole Eurozone) 
 
 
 
 
 
 
In [Figure 5.8], I provided a scatterplot of the data and constructed 98 % confidence 
intervals for the α= 0.90 frontiers using the estimator following the steps outlined in the 
simulation section. For illustration purposes, I restricted the estimation region to be where 
Total Assests 
Total Assets 
 
Interbank Deposits 
 
Capital and Reserves 
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the Total Assets of the Interbank Deposits observations located. The bandwidth for our 
smooth estimator selected according to the plug-in of the simulation section. I noted that 
the confidence bands were wider in regions of the input space where there were a smaller 
number of observations. 
Figure 5.9 Α-Quantile Frontier with α=0.98 and its confidence İnterval for the Total Assets and the Customer 
Deposits (the whole Eurozone) 
 
  
 
 
 
 
 
 
 
 
 
In [Figure 5.9], I provide a scatterplot of the data and construct 98% confidence 
intervals for the α= 0.90 frontiers using the estimator following the steps outlined in the 
simulation section. For illustration purposes, I restricted the estimation region to be where 
the Total Assets of the Customer Deposits observations located. The bandwidth for our 
smooth estimator selected according to the plug-in of the simulation section. I noted that 
the confidence bands were wider in regions of the input space where there were a smaller 
number of observations. 
 
 
 
 
 
 
 
Customer Deposits 
 
Total Assets 
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Figure 5.10 Representation of The m-der Efficiency Score the Total Assets and  
the Capital and Reserves (the whole Eurozone) 
 
 
 
 
 
 
In [Figure 5.10], the input-oriented conditional the m-order efficiency 𝜉𝜉𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼 will 
necessarily have a steeper slope than 𝜉𝜉𝑡𝑡𝑡𝑡 . The output-oriented conditional m-order 
efficency 𝜉𝜉𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼 will necessarily have a steeper slope than 𝜉𝜉𝑡𝑡𝑡𝑡 . The three dotted curves 
show conditional m-order: the steeper of the three is the input conditional m-order 
efficiency, while the more steeply sloped dotted curve corresponds to the output conditional 
m-order efficiency.  
Figure 5.11 Representation of The m-der Efficiency Score the Total Assets and  
the Interbank Deposits (the whole Eurozone) 
 
 
 
 
 
 
 
 
 
 
 
 
In [Figure 5.11], the input-oriented conditional the m-order efficiency 𝜉𝜉𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼 will 
necessarily have a more unstable slope than 𝜉𝜉𝑡𝑡𝑡𝑡 . The output-oriented conditional m-order 
efficency 𝜉𝜉𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼 will necessarily have a steeper slope than 𝜉𝜉𝑡𝑡𝑡𝑡 .   The three dotted curves 
show conditional m-order: the steeper of the three is the input conditional m-order 
Total Assets 
 
Capital and Reserves 
Total Assets 
 
 
 
Capital and Reserves 
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efficiency, while the more steeply sloped dotted curve corresponds to the output conditional 
m-order efficiency. 
Figure 5.12 Representation of The m-der Efficiency Score the Total Assets and  
the Customer Deposits (the whole Eurozone) 
 
 
 
 
 
In [Figure 5.12], the input-oriented conditional the m-order efficiency 𝜉𝜉𝑡𝑡𝑡𝑡𝑓𝑓,𝛼𝛼 will 
necessarily have steeper slope than 𝜉𝜉𝑡𝑡𝑡𝑡 . The output-oriented conditional m-order 
efficency 𝜉𝜉𝑡𝑡𝑡𝑡𝑦𝑦,𝛼𝛼 will necessarily have steeper slope than 𝜉𝜉𝑡𝑡𝑡𝑡 .   The three-dotted curves 
show conditional m-order: the steeper of the three is the input conditional m-order 
efficiency, while the more steeply sloped dotted curve corresponds to the output conditional 
m-order efficiency. 
According to the m-quantile approach in a relationship the total assets and others 
(Capital Reserves, Interbank Deposit, and Customer Deposit). Hyper direction and output 
direction are close to each wave in the database. It does show us that the Eurozone banking 
sector focused on output-oriented efficiency from 1999 to 2009. 
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5.6 Conclusion and Further Discussion 
This chapter examines the deregulation period of the Eurozone banking area prior to 
the 2008 mortgage crisis. Our estimator produced new estimates of efficiency for the whole 
Eurozone banking sector the period from 1999 to 2009. In the framework of production 
frontiers and by using the probabilistic formulation of the DGP that was developed, it is 
straightforward to adapt the order- m approach to order-α quantile estimation. These 
approaches were developed for the unilabiate case in the input and output approaches. This 
estimator is an alternative to the conditional quantile estimator proposed by Coelli etc. al. 
(2005), which is based on empirical distribution functions. The principal findings are: 
• Our estimation results based on hyperbolic α and m-quantiles indicate that 
Eurozone banks the period from 1999 to 2009.  
• Hyper direction and output direction are close to each wave in the database. It does 
show us that the Eurozone banking sector focused on output-oriented efficiency from 1999 
to 2009.  
• Additionally, these estimates suggest that much of this improvement was due to an 
inward shift of the α-quantile and presumably also an inward shift of the production 
possibilities frontier. 
Lastly, the contribution for this chapter is twofold. Firstly, Data Generating 
Process (m-quantile and α-quantile estimators) used for the first time in Non-parametric 
Frontier literature for the whole Eurozone areas. Secondly, before the 2008 mortgage crisis, 
it does show that the output-oriented was more important than input-oriented for the 
Eurozone banking sector from 1999 to 2009. These results may help in future decisions of 
policy makers and bankers.     
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CHAPTER 6: Summary and Conclusions 
The research for this thesis utilized various approaches of the Stochastic Frontier 
approach coupled with the Cost and Production Estimation to model and estimation: 
• Efficiency and the Swedish banking sector (in Chapter3), 
• Efficiency and the Turkish banking sector (in Chapter 4), and 
• Efficiency and the Eurozone banking sector (in Chapter 5).  
Chapter 1 discusses the importance of efficiency in the banking sector and the 
relationship between efficiency and the banking sector is examined. This first chapter also 
sets out the objectives of the research and details the research questions. Chapter 2 presents 
the literature review of the fields. This second chapter discusses the efficiency of the 
banking sector including the argument for an econometric approach, in particular, the SFA 
approach which was adopted throughout the research. Finally, the empirical framework, 
estimation strategy, and the description of results compose Chapters 3 through 5. 
The literature of the banking sector examined the period after 2000 as examples are 
discussed in the coverage of the post-2000 and divided into four main socio-geographic 
groups (America, Europe, Asia, and Others). Two different fields of literature regarding 
the banking sector were used in this study. The first field comprises the studies which 
analyse the impact of deregulation and liberalization measures on the efficiency of a 
banking system. The results of these studies show foreign banks as more efficient than 
domestic banks for all countries and foreign banks are the most efficient in comparison to 
domestic banks in Asian countries. The second field of literature pertains to the issue of 
bank ownership and efficiency. The studies included under this field analyse whether 
ownership structure of banking firms is significant in determining efficiency and 
productivity. In other words, this study considers if state owned banks are less efficient 
than private banks. The result shows foreign banks as more efficient than domestic banks 
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for all countries and foreign banks are the most efficient in comparison to domestic banks 
in Asian countries. Deregulation and liberalization have had a positive effect on the banks’ 
performance in all countries and the greatest effect on the American banks’ performance.  
As regulations were increasingly considered to be largely ineffective, authorities 
initiated a financial liberalization process in the late 1970’s that proceeded throughout the 
1980’s. Credit and bond markets were deregulated first and regulations on international 
transactions were removed next. The system of liquidity ratios for banks was abandoned in 
1983 and the ceilings on commercial bank lending were removed in 1985. At the same 
time, restrictions on lending rates were lifted. By 1989, all the remaining foreign exchange 
restrictions had been removed (Dress and Pazarbasioglu, 1998). These effects on financial 
flows may, if their impact on asset prices is any indication, have affected the banking crisis 
(Englund, 1999). This situation corresponds to the crisis in Sweden in 1990. Before the 
Swedish Financial Crisis (1993), the Swedish Financial System had high-efficiency scores. 
For example, the cost efficient score on average was 88% of Sweden, the average labour 
efficiency was approximately 96%. Before the crisis, the efficiency scores obtained in our 
analysis seems to be close to the value obtained. From this information it can be said that 
the Swedish Solution, which is the name of the stabilization programs implemented to 
overcome the financial crisis, had fast and accurate solutions. In this context, many 
economists have stressed that the 2008 mortgage crisis needed to look to Swedish Solution 
for guidance. This study offers additional contributions. For ınstance; Pool, Fix Effect, 
Random Effect and TRUE Fix Effect approaches of Stochastic Frontier were used for the 
first time in the literature of Stochastic Frontier approaches for Sweden’s case. On the other 
hand, after the Swedish Solution, it has shown each year’s efficiency scores in financial 
intuitions [Figure 3.2]. 
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After the structural reforms that began in 2001, the Turkish banking system has 
progressed considerably in terms of major performance indicators. Differently from the 
pre-2001 period, low inflation rates forced them to be more involved in intermediary 
activities. In a decreasing profit margin environment, they made more points by giving 
loans and making profits on non-interest-bearing activities, such as charges and 
commissions on services. In addition, new marketing strategies were implemented to 
achieve the management of an increasing number of customers, and new organizational 
structures were put into practice to manage the increasing transaction volumes. This is, 
surely, the driving force behind increasing competition in the sector. As competition 
increases, the efficiency of the banks also increases in importance. The results of this study 
show positive changes in the efficiency of the Turkish banks, however foreign banks in the 
Turkish banking sector remain more efficient than domestic banks (Claessens et al., 2003). 
The empirical application to the Turkish banking sector shows that productivity grew at 3.5 
percent per year on average from 1999 through 2013. The growth is mostly driven by 
technological change, which is found to be technology-neutral. This study offers new 
perspectives and different contributions. For example, the global advantages hypothesis 
was tested for the first time with the literature of Stochastic Frontier approaches for 
Turkey’s case. Then, it shows the structure factor of the banking system. These results 
showed that technological change in the Turkish banking sector was slow to development 
after the 2001 Turkish banking crisis.  
The Eurozone banking sector experienced rapid consolidation during the period 
from 1999 to 2009. Consolidation coincided with dramatic changes in regulation, market 
structure, and in the use of information-processing technology by banks and their 
competitors. The Eurozone banks typically became more efficient from1999 to 2009. 
Hyper direction and output direction are close to each wave in the database, which 
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demonstrates that the Eurozone banking sector focused on output-oriented efficiency 
during that time. Additionally, the estimates suggest that much of this improvement was 
due to an inward shift of the α-quantile (and presumably also an inward shift of the 
production possibilities frontier). The contribution of these analyses can be divided two 
different parts. First, the Data Generating Process (m-quantile and α-quantile 
estimators) is used for first time in Non-parametric Frontier literature for the whole 
Eurozone area. Secondly, before the 2008 mortgage crisis, it shows that the output-
orientation was more important than input-orientation for the Eurozone banking sector from 
1999 to 2009.  
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Future Research Areas 
This study revealed several areas for further research. One such future research 
avenue is in the ways the Swedish banking crisis in 1990 has organic ties with the root of 
the 2008 global financial crisis. In this context, the relationship between the Swedish 
banking in 1990 and the 2008 global crisis can be compared and estimated. On the other 
hand, the effectiveness of the Swedish banking sector can be measured by the 
nonparametric approach. In addition, the factors of production in the Swedish banking 
system density can be estimated. 
Another avenue for future research is in the policy implications regarding 
improving banking performance in Turkey. For example, past banking policies had failed 
to address Turkey’s huge efficiency gap as to decrease wasteful use of banking inputs and 
cut down on environmental costs. Whether productivity can be improved through a shift in 
current technology is another relevant issue worth exploring. Additionally, given the 
considerable spatial variation, banking development policies need to be tailored to local 
conditions during planning and implementation. An important issue not addressed in this 
study is the future sources of productivity growth, including investment in banking 
research, and human capacity of the Turkish banking sector 
Estimation results based on nonparametric estimators indicate that Eurozone banks 
generally became more efficient the period from 1999 to 2009. The estimates in this study 
suggest that much of this improvement was due to an inward shift of the α-quantile (and 
presumably also an inward shift of the production possibilities frontier). Another topic for 
future research is to investigate the ways in which future sources of technological change 
can be measured and the structure of the banking sector production in the Eurozone can be 
investigated. 
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