Abstract. Linear-time algorithms for linear programming in R and R are presented. The methods used are applicable for other graphic and geometric problems as well as quadratic programming. For example, a linear-time algorithm is given for the classical problem of finding the smallest circle enclosing n given points in the plane; this disproves a conjecture by Shamos and Hoey [Proc. 16th IEEE Symposium on Foundations of Computer Science, 1975] that this problem requires lq(n log n) time. An immediate consequence of the main result is that the problem of linear separability is solvable in linear time. This corrects an error in Shamos and Hoey's paper, namely, that their O(n log n) algorithm for this problem in the plane was optimal. Also, a linear-time algorithm is given for the problem of finding the weighted center of a tree, and algorithms for other common location-theoretic problems are indicated. The results apply also to the problem of convex quadratic programming in three dimensions.
smallest circle, extreme point, etc., are closely related to the problem of finding the convex hull of n points in the plane (Shamos [Sh] , Shamos and Hoey [ShH] and Dobkin and Reiss [DR] ). We have not found in these references an explici statement about the complexity of linear programming in two and three dimensions. A closely related problem is the "separability" problem for which a statement of complexity was made. The separability problem is to separate two sets of n points in R a by means of a hyperplane. Dobkin and Reiss [DR] report that this problem is solvable in O(n log n) time when d -< 3, referring to Preparata and Hong's work [PH] . Moreover, Shamos and Hoey solve the separability problem in R 2 in O(n log n) time and claim (erroneously) [ShH, p. 224] their algorithm to be optimal. The truth is that the separability problem in R e is obviously solvable by linear programming in d variables.
In particular, it follows from the results of the present paper that it can be solved in O(n) time when d -< 3.
We may learn about the state-of-art of the complexity of linear programming in R by considering the "extreme point" problem, i.e., the problem of determining whether a given point Po in R 2 is a convex combination of n given points P1,""", Pn in R 2. Dobkin and Reiss [DR, p. 17] state without proof or reference that this problem (in R 2) is solvable in linear time. This statement is rather obvious since the extreme point problem in the plane can be modeled as a problem of finding a straight line which crosses through Po and has all the points P1,..., Pn lying on one side of it.
The latter, however, amounts to linear programming in R which is trivial. The same 760 NIMROD MEGIDDO observation implies that the separability problem in R a (d => 2) can be solved by linear programming in d-1 variables so that, in view of the present paper, it is solvable in linear time in R #.
Another problem, related to linear programming in three variables, which we solve in O(n) time, is that of finding the smallest circle enclosing n given points in the plane. Shamos and Hoey [Shill solve this problem in O(n log n) time, improving the previously known bound of O(n 3) very significantly. A seemingly related problem, namely, that of finding the largest empty circle, was shown to require D,(n log n) time, and that led Shamos and Hoey to the (wrong) conjecture that lq(n log n) was also a lower bound for the smallest enclosing circle problem. They were convinced that the so-called Voronoi diagram would always provide optimal algorithms, so they stated [ShH, p. 231]: "... the proper attack on a geometry problem is to construct those geometric entities that delineate the problem...". Our results prove that this is not always the case, since the construction of the Voronoi diagram does require lq(n log n) time, while the smallest enclosing circle can be found in O(n) time.
The problems discussed in this paper are presented in order of increasing difficulty.
We start with linear programming in R 2 which is a subroutine for the three-dimensional problem. The two-dimensional case is discussed in 2. In 3 we consider the problem of the weighted center of a tree. The latter is more complicated than linear programming in two variables but yet does not involve the difficulties which arise in the three-dimensional case. The best known bound for it was O(n logn) [KH] . The problem of the smallest circle enclosing n points in the plane, which is discussed in 4, is more complicated than linear programming in the plane. It is in fact a threedimensional problem in a certain sense, and the algorithm which we present for it leads to the design of a linear-time algorithm for linear programming in R 3. In 4 we also point out how our results apply to other location-theoretic problems in the plane. The We start with the case of infeasible x'. In other words, g(x')> h(x'). Consider the function f(x)= g(x)-h (x). This function is convex so the values of x such that f(x)-<_0 (if there are any) all lie on one side of x'. In order to tell the correct side we look at the one-sided derivatives of f at x'. This is done as follows (see Fig. 1 ). Define Sg min {a;: 11, aix' + bi g(x')}, Sg max {ai I1, aix' + bi g(x')}, s min {ai I2, aix' + bi h (x')}, S max {ai I2, aix' + bi h (x')}. If sg > Sh then f(x) is ascending at x' so that a feasible x can only be smaller than x'. Analogously, if Sg < Sh, then f(x) is descending at x' so that a feasible x can only be larger than x'. The remaining case is when Sg-Sh =< 0 <= Sg-s. In this case f attains its minimum at x', i.e., there are no feasible values of x.
Consider now the case when x' is found to be feasible. We are interested in finding out on what side of x' the optimal solution lines. Assume, first, that g (x') < h (x').
Here the analysis is quite simple. We need to look only at the numbers Sg and Sg. If sg > 0 then an optimal solution (denote it by x*) must satisfy x* < x'. Analogously, if Sg < 0 then x* < x'. Otherwise, Sg -< 0 -< Sg and x' itself is a minimum of g. If g(x') h (x') then the situation could be one of the following: (i) If Sg >0 and sg Sh then x* <x'.
(ii) If Sg <0 and Sg <=sh then x*> x'. Otherwise x' itself is a minimum of g(x) under the constraint g (x) <-h (x). (a, b) . We now consider only those pairs i,/' (that have been formed) for which a a. and a < x < b. The next step is to find the median x, of the set of xi.'s. This can be done in linear time (see [AHU] ). We then test the value x,, along the lines described in 2.2, i.e., we either recognize that our problem is infeasible, find out that x, is an optimal solution for our problem, or deduce that the interval [a, b] may be redefined (the new interval being either [a, x,,] or [x,, b] ). In the first two cases our task is finished. In the latter case we do the following. At least half of the critical values xg (as defined by the original pairs) will not be in the interior of the new interval. We will thus be able to drop one constraint per each such pair which is at least a quarter of the set of constraints (including those that have been dropped prior to the evaluation of x,). We are thus left with a linear programming problem in the plane with at most [3n/4] constraints. This implies that the runtime time (n) of our algorithm on an n-constraint problem satisfies time (n)<=C.n + time (3n/4) and hence time (n)= O(n). Of course, when n is small (e.g., n <-4) the problem will be solved directly. is identified with a line segment of length dij so that we can talk about any "point" on the edge (i,/'); formally, a point x (i,/; t) is characterized by being located at a distance of from and di-t from/. Thus the distance d(x, y) between any two points x, y on the tree is well defined, namely, it is the length of the unique path from x to y. The weighted center of T is a point x which minimizes the function r(x)= max {wid(x, i): s V}. The center is unique unless all the weights equal zero. A related problem is to find a vertex/" which minimizes the function r(x), i.e., x is restricted to be a vertex of the tree.
The best known algorithm for the weighted center problem is an O(n log n) procedure by Kariv and Hakimi [KH] . Other algorithms which run in O(n 2) time have been given in Dearing and Francis [DF] , Levin ILl and Hakimi, Schmeichel and Pierce [HSP] .
The unweighted case, namely, when all the weights wi are equal, is much easier and is solvable in O(n) time (see Handler and Mirchandani [HM] ). We will present here a linear-time algorithm for the general weighted case.
3.2. Preliminaries. The function r(x) is convex on every simple path of the tree. Specifically, if P is a simple path and is any vertex, then consider the vertex j which is on the path P and is nearest to i. The vertex / partitions the path into two pieces over each of which the function gi(x)= d(x, i) is linear and increasing as we move away from/. Thus, gi(X) is piecewise linear on P (with at most two pieces) and convex. The function r(x) is hence piecewise linear and convex, being the maximum of convex functions.
Let x be any point on the tree. A vertex/" (/ x) is said to be adjacent to x if x lies on an edge which is incident upon / (x may itself be a vertex but then it is not considered adjacent to itself). Let V.(x) denote the set of vertices such that/' lies on the simple path from x to (see Fig. 2 ). Let T.(x) denote the subtree which is spanned by the set V.(x) U {x }; in particular, this subtree contains an edge (j, x) which is just a subsegment of (j,k) for some k V. Consider the function ri(x)= max {wid(x, i): s V(x)}. Clearly, ri(x) decreases as we move from x in the direction of/. Let/'1, ,/'l be all the vertices adjacent to x (l 2 if x is interior to some edge). Obviously, r(x)=max {ril(x),..., rh(x)}. Moreover, if the maximum is attained at more than one index then x is a local minimum of the function r, and hence it must be the center since r is convex. On the other hand, if the maximum is attained at a unique index, then the center must lie in the corresponding subtree. Kariv and Hakimi [KH] based their procedure on the above observations. Given that the center lies in a subtree T' they "test" the centroid x of T' to find out which of the subtrees of T', rooted at x, contains the center. Since the centroid defines subtrees whose sizes are at most half the size of T', the process terminates within O(log n) tests and hence runs in O(n log n) time. The improvement we suggest here is in reducing the cost of a test. We will also perform O(log n) tests; however, the cost of each test will be no more than three quarters the cost of the preceding one.
3.3. The linear-time algorithm. Let c denote the centroid of T, i.e., c is a vertex such that for every adjacent vertex j, V(c)l <= n/2 (where n is the number of vertices of T). We note that c can be found in O(n) time [HM] . This is accomplished by a walk over the vertices, always moving in the direction in which the number of vertices, in the subtree entered into, is being maximized. Now assume that c is known.
First, evaluate rj(c) for each adjacent vertex j. This amounts to finding all the distances d(c, i) and hence can also be carried out in O(n) time. If there are two vertices jl, j2 (jl #/2) adjacent to c, such that rj(c)=ri2(c)=r(c), then c itself is the center and we terminate. Thus, let us now assume that j is adjacent to c and rj(c) > rk (c) for every other adjacent vertex k. We now know that the center lies in T(c). There is a value t, (0-< t, =<oe) such that, for every x in T(c) at a distance of from c, w,d(u, x) >= wd(v, x) if and only if 0 =< t-< t,o. Thus, if we knew that the center lay at a distance smaller than tu from c then we could disregard the vertex v from that point and on in the process of finding the center. Similarly, the vertex u could be eliminated if we knew that the center lay at a distance greater than tuo from c. We will show below how to efficiently exploit this observation. However, we first need to show how to recognize whether or not the center lies within a distance of from x, where x is any leaf vertex and is any positive real number; our discussion applies to the tree T(c) where x c is a leaf and is some value of the type t,, derived from data which are external relative to the tree T (c).
Given a leaf x and a positive real number t, we can (in linear time) find all the points y 1,"', yz such that d(x, yv)=t, u 1,..., l. This is done as follows. First, evaluate all the distances d (x, i). Now note that every edge (i,/'), such that d (x, i) <-=< d(x,j), contains a unique point yv at a distance of t-d(x, i) from i, and hence d(x, y)= t. The set of all points z such that d(x, z) >-can be represented as a union of subtrees rooted at the points y 1,..., yl (each yv may contribute several such subtrees). Let these subtrees be simply denoted by T,..., T, and let their roots be denoted ul,. ., u, ({u, ., u,,}c {y,. ., y}). Let V,. denote the set of vertices of T/except for ui (see Fig. 3 ). Define Ri(x)=max {wkd(x, k): k Vi}. Since Returning to the original tree T, its centroid c and the subtree T. If w>-w then the vertex v is "discarded"; otherwise, let t,=(wd(u,c)-
Having calculated the values tu,v, (for all pairs from which no vertex was discarded),
we now find the median of these values. This is done in O(n) time (see [AHU] ). Let the median be denoted by t,,. We now check whether the center lies (in T/(c)) within a distance of t, from c. This can be carried out in O(n) time as we have already seen. Suppose, for example, we find that the center indeed lies within a distance of t, from c. Consider a pair (u, v) such that t, => t,. It follows that wherever the center x* lies (provided it is in T.(c) at a distance of no more than t, from c) it must be true that wud(u, x*)>-wd(v, x*). Thus, the vertex v is "dominated" by u in the sense that if the maximum weighted distance from the center is determined by v then it is also determined by u. Hence, we can safely discard the vertex v in this case. Similarly, if x* is known to be at a distance greater than t, from c, then from pairs (u, v), such that t <= t,, we can discard the vertex u.
It follows that one vertex is discarded from approximately half the pairs. In other words, we will discard approximately of the vertices of the tree. At this point we have reduced our problem to the weighted center problem on a tree T' which is defined as follows. For each vertex u not in T.(c), which has not been discarded, form an edge (c, u) and let its length be precisely d(c, u). Also, let w, be the same as in T. Adjoin all these edges to the tree tj(c) and call the new tree T'. Since n/8 vertices have been discarded, it follows that the run time, time(n), for a tree of n vertices, satisfies time (n) =< time (7n/8) + Cn, which implies time (n) O(n).
The discrete problem of finding a vertex which minimizes the function r(x) can now be solved. It follows from the convexity of the function r(x) that the vertex minimizing r(x) is either identical with or adjacent to the point at which r(x) has its global minimum. Thus, by finding this global minimum we obtain at most two vertices (endpoints of an edge), one of which is minimizing r(x) relative to the set of vertices. [Sm] , Francis and White [FW] , Nair and Chandrasekaran [NC] , Elzinga and Hearn [EH] , and finally, Shamos and Hoey [ShH] . Shamos and Hoey's algorithm runs in O(n log n) time and is the only one which has been proved to run in o(rt 3) time. It is based on constructing the so-called "farthest point Voronoi diagram" which we review below. This powerful structure is very useful for solving a number of computational geometric problems and its construction requires fl(n log n) time. This led Shamos and Hoey to the (wrong) conjecture that the smallest enclosing circle problem also had a lower bound of iq(n log n) [ShH, p. 154] . We shall present here a linear-time algorithm for this problem.
The diagram is a partition of the plane into regions V. where a point (x, y) is in V. if and only if the point (ai, bi) is farthest from (x, y) among the points (a, bi), 1,..., n. These regions are either empty or unbounded polyhedral sets. The construction of the diagram also yields the vertices of the polytope 7r convex hull {(a , b ), , (a,, b,)} in their cyclic ordering on the boundary of 7r. Once the boundary is known, it takes O(n) time to find the two farthest points. These two points define a circle whose diameter equals the distance between them. If the entire r is contained in this circle then this is the smallest possible circle. Otherwise, the smallest enclosing circle is centered at a point where some three regions V, V., V meet, i.e., the circle is defined by the points (a, b), (a., b.), (a, bg) . It can be shown that there are at most n -2 such points in the diagram (relying on the fact that, as a graph, the farthest-point Voronoi diagram has no circuits) and the distances from such points to their respective defining points (a, bg) can be produced during the construction of the diagram. It thus takes O(n) time to find the center of the smallest enclosing circle once the diagram has been constructed. 4.2. A constrained version of the smallest circle problem. We will first develop an algorithm for a constrained problem, namely, where the center of the enclosing circle is forced to lie on a given straight line. For simplicity of presentation assume this line is the x-axis. Furthermore, at the end of the computation in this constrained problem we will be able to tell on which side of the straight line the unconstrained center lies. This will play an important role in the solution of the unconstrained problem.
Consider the problem of minimizing g(x)=max {(x-ai)a+bi" 1 <-_i <=n}. Let this center happens to lie on the line then we discover its exact location during the procedure.
4.3. The O(n) algorithm for the smallest circle. We shall now utilize the result of the preceding section for finding the center of the unconstrained problem. We start by producing the perpendicular bisectors of the line segments [ (a2i-1, b2i-1), (a2i, b2) points defining Li, namely, the one which lies "southwest" of it, can be dropped since the other point will be at least as far from the center.
It follows that during this process we drop one point per pair for at least a quarter of our pairs of lines. In other words, at least In/16] points will be dropped with an O(n) effort. It thus follows that the entire process runs in linear time.
4.4. A remark on other planar location problems. An analogous problem is the rectilinear 1-center problem in the plane for which linear-time algorithms are known [FW] . However, the weighted rectilinear problem, i.e., minimize max {wi(lx -a,l+ly bl)' 1,..., n}
x,y (where (ai, b) are given points and w are given positive weights) can now be solved in O(n) time by our methods in the present paper. The previously known bound was O (n log n) and followed from separating the planar problem into two one-dimensional problems. The one-dimensional problem is a special case of the weighted center problem of a tree, provided the numbers are sorted.
A much more complicated problem is the weighted Euclidean 1-center problem.
The best known bound for this problem used to be O(n 3) [EH] , [DW] , [CP] . In a recent paper the author [M2] presented an algorithm which required O(n (log n)3(log log n)2) time. The methods presented in the present paper combined with those of [M1] , [M2] can yield an O(n(log n)2) algorithm for the weighted Euclidean 1-center problem. The details will be given elsewhere. Distinguish two cases according to the circumstances of producing the point (x*, 0) (which is now assumed to be equal to (0, 0))" Case 1. f(0, 0)<-0. In this case we have found a feasible point and are interested in decreasing the value of the function g (subject to f(x, y)-< 0). The test is based on the following: PROPOSITION 1. The existence of a point (x, y) such that y >0, g(x, y)<g(0, 0) and f (x, y)<-_ 0 is equivalent to the existence of a.h such that Proof. Suppose there is such a point (x, y). Let A x/y. It follows that max {aiAy +biy +ci" I* }-< g(Ay, y) < g(0, 0) max {ci" I*} so that (i) holds. If I2" then (ii) is trivial. Thus, assume I2" 0. This implies f(0, 0) g(0, 0) h (0, 0) 0. Here for every I1" and/" I2", ci c.. Since max {aiAy + bi y + ci' I' } <--g (Ay, y) <-h (Xy, y) -<min {aiAy +biy +ci" Iz*}, it follows that (ii) holds. The validity of (iii) is proved analogously. Conversely, suppose that there is A which satisfies (i), (ii), and (iii). If y >0 is sufficiently small, then obviously g(Ay, y)< g(0, 0) and f(Ay, y)<-0. This completes the proof.
PROPOSIa'ION 2.. The existence of a point (x, y) such that y < O, g (x, y)< g(0, 0) and f (x, y)<-0 is equivalent to the existence of a number A such that (i) min {aiA + bi" I* } > O, (ii) min {aih + bi" 11" } ->-max {aiA + bi" l }, and
The proof is analogous to that of Proposition 1.
We can now describe the rest of the test in the case where/(0, 0)<-0. This is a convex piecewise linear function, and our methods in 2 are applicable for finding its minimum in O(n) time. In minimizing (h) we form pairs (i,]) of indices only when and/" belong to the same set I' (1 <-k <-_ 3). If attains a negative value then the half plane {(x, y): y > 0} is the correct domain wherein to look for feasible points (see Proposition 3). Otherwise, we need to consider the function (h) min (min {aiA / bi" s I }-max {aiA -F bi" I2" }, min {aiA -k-bi" I }).
Analogously, if attains a positive value then the half plane {(x, y): y <0} is the correct one. In the remaining case f attains its global minimum on the x-axis, and that implies that our original problem is infeasible.
This completes the statement of our test of a given straight line. We start the procedure by arranging the inequalities (except for at most three of them) in disjoint pairs so that the two members of each pair belong to the same set Ik (1 --< k =< 3). For each pair, either we can drop one of the participating inequalities right away, or we have a dividing line L/. Consider the set of lines that are generated in this way. At this point our procedure is essentially the same as in the problem of the smallest circle enclosing n points (see 4.3). We review the basic ideas here in short. Given a set of straight lines, we will in O(n) time find a subset of at least a quarter of the lines, such that for each line in that subset, it is known which of the two corresponding half planes may contain the solution. This is done as follows' First, we transform the coordinate system so that half the lines will have nonnegative slope and half the lines will have nonpositive slope. We then form pairs of lines where in every pair we will have one line with nonnegative slope and one line with nonpositive slope. Let the lines be redenoted L 1, ",Lk. If L and Li are members of one of our pairs then let (xi/, yi) denote their point of intersection if there is a unique point.
Otherwise, the two lines must be parallel to the x-axis and we define yi to be the mean of their y-coordinates. By testing the line y y,, (where y,, is the median of the yi/'s) we identify a set of at least half the pairs whose yj values are either all greater than the y-coordinate of an optimal solution or all smaller than that. We then test the line x x,, (where x,, is the median of the x0.'s of those pairs of nonparallel lines, that have been identified after the test at y =y,,). For at least a quarter of the pairs
