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Abstract
Despite recent success of object detectors using deep neural networks, their deploy-
ment on safety-critical applications such as self-driving cars remains questionable.
This is partly due to the absence of reliable estimation for detectors’ failure under
operational conditions such as night, fog, dusk, dawn and glare. Such unquan-
tifiable failures could lead to safety violations. In order to solve this problem,
we created an algorithm that predicts a pixel-level invisibility map for color im-
ages that does not require manual labeling - that computes the probability that a
pixel/region contains objects that are invisible in color domain, during various light-
ing conditions such as day, night and fog. We propose a novel use of cross modal
knowledge distillation from color to infra-red domain using weakly-aligned image
pairs from the day and construct indicators for the pixel-level invisibility based on
the distances of their intermediate-level features. Quantitative experiments show
the great performance of our pixel-level invisibility mask and also the effectiveness
of distilled mid-level features on object detection in infra-red imagery.
1 Introduction
Object detection has rapidly improved since the emergence of large scale data sets [6, 8, 11, 28, 38]
and powerful baseline systems like two-stage detectors Fast/Faster/Mask R-CNN [12, 36, 14] and
one-stage detectors, such as YOLO [33, 34, 35], SSD [29], RetinaNet [27]. One issue of importance
in deploying detectors in safety-critical applications such as self-driving cars is the required high
confidence ensuring that navigable regions are free of obstructing objects during operational weather
and lighting conditions. Failing to detect objects(false negatives) or provide warning signals, for
example when crossing pedestrians or parking vehicles are left unnoticed by object detectors carries
potentially disastrous consequences. While the performance of object detectors is improving, they
cannot be guaranteed never to make mistakes[30]. Thus reliable vision systems should account for
"knowing when they don’t know" besides just delivering high detection accuracy. Our work addresses
this problem by predicting a so called pixel-level invisibility map for color images without manual
labeling. Equipped with such invisibility map, a system could decide to trust detection results of
some regions over others in an image or signal warning messages as well as hand over to a human.
We define an invisibility mask for one image as the likelihood that a region or pixel contains objects
invisible in that domain. That is, the likelihood of one pixel or region contributing to false negatives in
object detectors. Regions of color images during good daylight obtain low invisibility scores because
visible light of enough energy is reflected to the camera by objects on the spot. Though dark regions
of images in the night or obscure regions of images in the fog will have high invisibility scores. One
straightforward approach to do this is to create a large labeled data set where every pixel in the image
is labeled with an invisibility score, which is often expensive and ambiguous to collect. Instead, our
method predicts the invisibility score for every pixel in the image without laborious labeling efforts
Preprint. Under review.
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Figure 1: Our method predicts an invisibility map for each pixel (2nd row) given only the color
image (1st row). Left to right: It can handle distant objects, highly occluded and cluttered objects,
objects with strong glare, multiple objects from complex scenes like working zones on highway
and objects in the fog. Color detectors can only detect objects (bounding boxes in 1st row) that are
visible to its spectrum, while there are many more objects in the scene (3rd row). This could cause
disastrous consequences where safety is crucial if such missed detection is trusted. Our pixel-level
invisibility map indicates how much the detection results from color images may be trusted, both for
false negatives and false positives.
by proposing a novel use of cross modal knowledge distillation and the generation of well-aligned
image pairs between color and infra-red images.
Cross modal knowledge distillation [13] is also called supervision transfer as a means of avoiding
labeling large scale data sets for certain modalities. Given paired images from two modalities,
intermediate-level representations are transferred from richly annotated color domain to other modali-
ties with limited labeled data sets such as depth images [13], sound [1] and infra-red images. The
novelty of our invisibility mask is in utilizing the supervision transfer from color to infra-red images
of the daytime and then using distances between mid-level representations of two modalities to
approximate perceptual distances between invisibility of two modalities in various lighting conditions
including dusk, dawn, dark nights and fog.
Knowledge distillation [13] specifically requires that the two modalities are presented in a paired
fashion, especially in well-aligned manner for object detection and also for our pixel-level invisibility
mask. Here, well-aligned image pairs are the ones where the corresponding pixels in the paired images
are located at the same positions in their respective image planes. The raw image pairs captured by
color and infra-red sensors have large displacements [39, 25], which come from (1) Internal camera
attribute differences such as focal length, resolution and lens distortion, (2) External transformations
like pose differences and (3) Time differences from exposure time and shutter speed. We address the
first two disparities by image registration using a known pattern board, while we propose Alignment
Generative Adversarial Network (AlignGAN) to alleviate the remaining displacements.
The contributions of our work is in three folds. (1) To the best of our knowledge, this is the first work
to generate pixel-level invisibility mask for color images without manual labeling, hence contributing
towards the failure detection problem caused by sensory false negatives in autonomous driving; (2)
The direct transfer of mid-level representations from color image to infrared image gets promising
detection accuracy in infra-red domain; (3) Mitigating misalignment problems(AlignGAN) present in
color-infrared pairs. Extensive experiments are conducted to quantitatively evaluate the performance
of our system.
2 Related Work
Our pixel-level invisibility mask is closely connected the task of uncertainty estimation [10, 9, 2,
21, 22], failure detection [5, 40, 15, 31, 23, 4] and out-of-distribution detection [7, 16, 26, 24].
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Figure 2: System overview. Our system takes well-aligned image pairs from unlabeled video stream.
In the training stage(left side), the Yolo-v3 color network is freezed, while Yolov3-infrared network
is trained to reproduce the mid-level features as the ones in Yolov-v3 color network at three scales,
which are located at layer 79, 91 and 103 in the network. In the test stage(right), the difference of
those features from layer 79, 91 and 103 are computed and fused to get the final invisibility mask.
Most reported works either consider at raw sensor data as introspective inspection [5], estimate the
uncertainty of model-based classifiers or compute a confidence score or a binary decision. Our system
differs from them by (1) Estimate the confidence of the sensor itself from the an outsider’s viewpoint,
which is the infra-red camera; (2) Predicting a confidence probability for every pixels in the image.
Pixel objectness [20] is the first work to compute pixel-level masks for all object-like regions. [30]
proposes a failure detection system for traffic signs where excited regions are extracted from feature
maps in object detectors to narrow down both the manual labeling space and searching space for false
negatives. Though they still need to label the excited regions as false negatives or true negatives. Our
work also predicts pixel-level masks for all regions of potentially invisible objects(false negatives) in
color images. In contrast, our method doesn’t require any manual labeling of the invisible regions,
and instead color-infrared image pairs are utilized to provide such supervision.
In order to get aligned color infra-red image pair, [17] created KAIST Multispectral Pedestrian
Dataset based on a beam splitter to split a beam of light in two for color and infra-red cameras.
Though image pairs in the data set were observed to have distinct displacements [39, 25] and also
more affected in the night because of the intensity decay from the beam splitter. [3] reports less
severe disparity problems, though their data sets are not released yet. We observe the same problem in
our data set which we collected using the setup of vertically aligned cameras and propose AlignGAN
to mitigate such displacements in image planes.
Pix2pix [19] and CycleGan [41] developed methods for cross domain translation in paired and
unpaired settings. Cycle consistency [41] is the main technique to address unpaired cross-domain
translation. Though these translations mainly address style transfers from source to target domains
without moving the pixels in the source domain. Our AlignGAN module uses edge map learned from
the infrared image to generate aligned color images.
The remainder of this paper describes our method and experiments in detail. In Section 3, we present
our system and describe the network architectures along with the training procedure to generate
pixel-level invisibility map. Finally in Section 4 we conclude with extensive experiments on our data
set and show several comparison results. Code, data, and models will be released.
3 System Overview
We present a system to learn to generate pixel-level invisibility maps for color images in an unsuper-
vised way. During the training phase, our system takes weakly-aligned color-infrared image pairs that
are looking at the same scene as input. Such imperfectly-aligned image pairs are firstly registered
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to remove the geometric differences and then aligned by AlignGAN to remove the remaining dis-
placements between two modalities as detailed in Section 3.1. After the image pairs are well-aligned,
our Knowledge Transfer System transfers the learned representations from color domain to infrared
domain. Then at test stage, the pairs of representations are compared to estimate the invisibility score
of every pixel in the color image. As a side product, the learned representations of infrared images
can be directly used to construct an object detector for infrared images without any manual labelling
or retraining, as shown in Figure 2.
3.1 Alignment Generative Adversarial Network
AlignGAN: Given the raw image pairs which are poorly aligned, we remove the internal and
external transformations between two cameras using standard camera calibration technique, which
we will describe in Section 4. Then we propose AlignGAN based on Generative Adversarial Network
(GAN) to learn to generate the well-aligned color image from weakly-aligned color-infrared pairs.
The base block of the systems is shown in Figure 3. As the figure shows, we use two streams to
learning - both using the alignment block - during one iteration of the training phase. The first stream
uses a color image and a weakly-aligned infrared image as the edge map as the source, and produces
a color image created using Flownet2 [32] as the target. In the other stream, source is image is still
color image, edge map though is from a close color image Ic1 in the video stream, and the target
image is the color image Ic1 itself.
We built our system based Pix2pix [19]. Both the generative network G and Gm use the U-Net
architecture [37] with an input size of 512× 512.
3.2 Knowledge Transfer From Color to Infrared Domains
* D
G
G D
real/fake
source
edge map: 
   target
target
m m
real/fake
Figure 3: Base alignment network. The module takes as
input source image and edge map from target position, and
outputs the target image in the given position. The conversion
from source to target which is performed using network G is
conditioned on the motion cues which are generated using
network Gm. The target prediction after network G and
motion cues generated by Gm are fed into two discriminators
D and Dm respectively.
We use YOLO-V3 architecture [35] to
run the experiment mainly based three
reasons. (1) It is fast and deployable in
real-time applications like self-driving
cars. (2) No need of a proposal net-
work such as in the Faster RCNN and
MASK-RCNN. (3) It has three detec-
tion modules based on three different
image scales with good detection ca-
pabilities for small objects that may
appear on a road.
We transfer the representations from
the color domain to the infrared do-
main. We choose the learned mid-
level features of mages to transfer in
the Yolo-V3 architecture that occurs
prior to the detection stage. This is
refereed to as the mid-only transfer.
They are the outputs of layer 79, 91
and 103, respectively from three dif-
ferent scales, as shown in the left side of Figure 2. Similar to [13], we conducted two comparative
experiments by transferring the last-layer detection results (Yolo-only) and both intermediate-level
features and the detection results (Mid+Yolo). The detection results are computed based on the
outputs of detection layers which are 82, 94 and 106.
We construct an infrared detector without any manual labeling and fine-tuning by concatenating
learned intermediate features with the detection module from color detector, which produces promis-
ing detection accuracy for infrared images in different lighting conditions, as shown in the experiment
Section 4.2.
3.3 Invisibility Estimation
We have now two detectors Y oloc and Y oloi where Y oloc is pre-trained on richly-annotated data
sets and Y oloi is trained using well-aligned image pairs to reproduce the same intermediate-level
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positive rate (all): 35.9%
positive rate (detected): 55.6%
positive rate (undetected): 77.5%
Figure 4: Histogram of Distances: We show the result of pixel-level invisibility mask on capturing
the false negatives of MASK-CNN for night scenes. With a threshold of 0.35(separated by empty
bars and solid bars) for invisibility score, the invisibility map can cover 77.5% of the pixels in the
undetected objects(green bar) while only take up 35.9% of the pixels in the night images.
features as the ones of their peer color images. Based on the observation that mid-level features for
infra-red images are much less affected by the lighting conditions than the ones in color images, as
shown in Section 4.2, we used the feature differences to estimate the lighting conditions and thereby
estimated the visibility of every pixels in color images.
The YOLO-v3 architecture has three detection modules to estimate the at three different scales,
and consequently it provides intermediate-level features at three different scales. We propose an
invisibility score to integrate the features differences at different scales as shown on the right side of
the Figure 2. Here we define the invisibility score for an pixel si as a function F of the L2-distances
of the mid-level features {dk | k = 1, 2, 3} between color and infra-red images in equation 1. Here
d1, d2, d3 are from layer 79, 91, 103 respectively and tk is the highest value that we choose for dk.
Finally we trained a convolutional neural network based on U-Net [37] to generate the invisibility
mask even in the absence of infrared images.
F (d1, d2, d3) = 1− 1
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3∑
k=1
min((tk − dk)/tk, 0) (1)
4 Experiments
Experimental Setup: This section presents experimental outcomes for predicting undetectable
areas in color images and the unsupervised knowledge transfer from color to infrared domain. We
build a sensor platform that can be installed on the roof rack of any car (and we used such as setup
for experiments). We used a FLIR ADK camera and the right ZED camera as our sensor pair. The
color-IR calibration were performed using Caltech Calibration tools with a planar checkerboard partly
made by aluminium foil. This removes major parts of camera distortion and help establish a coarse
estimation for common field of view and scale differences. With Homographic warping based on
pairs of corresponding points from two image planes, the disparity problem in static scene can be
addressed well. Such weakly-aligned pairs of images are then taken as the input of AlignGAN.
Data set - Color-IR Pair: We sampled 18546 color-infrared pairs from the videos (around 120000
image pairs) that we collected while driving in the day to construct the training set for transferring
the intermediate-level features from color domain to infra-red domain. For the validation data set,
we collected and manually labeled 2000 image pairs with object bounding boxes, 500 during dawn,
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500 during dusk, 500 during night and 500 during fog. They were used to evaluate the prediction
performance of the undetectable area in color images and detection performance for infrared images.
We don’t have the exact statistics of our training set since we didn’t label them by hand. Though our
manually labeled validation set which contains 7821 cars, 1138 traffic signs, 626 persons and 343
trucks could give a clue to that of our training data set.
Experiment Focus: We focus on answering the following five questions in this section. (1) How
good is the prediction of invisible area in color images? (2) How good is the detection performance
on infrared images through knowledge transfer? (3) Which level of representation transfer will give
the best result on the detection accuracy? (4) Will our AlignGAN enhance the knowledge transfer
process? and finally (5) How will the transfer performance change with respect to the number of
images pairs? Now we answer those questions quantitatively using our results.
4.1 How good is the prediction of the undetected area in the color image?
We use intermediate-level features from two paired DNNs as a space where Euclidean distance serves
as the estimation of the reliability of color images compared to infra-red images. Our experiment result
show that the proposed system can produce good quality masks for invisibility. In our experiment,
we set the t1, t2, t3 to 4, 3.5, 3.2 respectively in the Equation 1.
For image pairs respectively from day, dawn, dusk, and night, we compute the L2 distance between
their intermediate-level features and the invisibility score learned from our system. As shown in
Figure 5, both the feature difference and invisibility score increase while the light intensity of the
environment decreases. This is consistent with the observation that color images are more reliable in
better lighting. Such agreement is validated by the different reactions to light change inherited in
different spectra used in color and infrared cameras, which will be explained in detail in Section 4.2.
The Gaussian distribution of invisibility score for day is (0.020, 0.028) and for night is (0.268, 0.052).
These measures are highly separable with few overlaps in the distributions, as shown in Figure 5.
These quantities show that invisibility score can be used to estimate the per-pixel invisibility in the
color images with different lighting conditions.
Figure 5: Distributions of distances and invisibility score.
We show the L2 distance distributions (upper figure) be-
tween intermediate-level features from layer 79, 91 and
103 in Yolo-v3 and the invisibility scores (lower) from
different lighting conditions. The Gaussian distributions
from left to right are respectively from data of daytime,
dawn, dusk and night
A good binary visibility mask has two
characteristics of (1) covering most of the
undetectable objects (2) covering only
the undetectable area in an image, which
we use in quantified form to assess the
effectiveness of our results. Now we re-
port the visibility rate for all dawn, dusk
and night scenes, where only the one for
night scene is shown in Figure 4,
Now we report results of a quantitative
analysis showing the effectiveness of pre-
dicting the undetectable area in the color
images. In Figure 4, the distribution of
the undetectable areas and the whole im-
age are different (mean 0.61 vs 0.27), in-
dicating that the score is good represen-
tation of undetectability. The invisibil-
ity mask can cover 77.5% of the unde-
tectable area in the image with the visi-
bility threshold of 0.35 and only report
35.9% of the whole images. The invisibil-
ity mask for dawn time covers 49.2% of
the undetected area while reports 15.4%
of the whole image. And for dusk time,
it covers 73.4% of the undetected area
while reports only 22.2% of the image.
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Table 1: Detection accuracy for different light-
ing conditions. Even for night scenes which
are not present in training set, the overall ac-
curacy is up to 34.2%
Name Car Person TrafficLight All
day 0.620 0.191 0.576 0.462
dusk 0.610 0.186 0.485 0.424
dawn 0.600 0.337 0.476 0.471
night 0.506 0.120 0.399 0.342
fog 0.496 0.149 0.365 0.337
Table 2: Detection accuracy for different layers.
We found that using only the mid-level features to
transfer can achieve the best accuracy for object
detection.
Name Car Person TrafficLight All
Mid-only 0.513 0.241 0.470 0.408
M+Y 0.05 0.470 0.178 0.516 0.388
M+Y 0.1 0.474 0.171 0.500 0.382
M+Y 1.0 0.437 0.170 0.475 0.361
Yolo-only 0.447 0.164 0.463 0.358
Table 3: Detection accuracy for AlignGAN. With the alignment module, there is relative 2.77% boost
in terms of overall accuracy.
Name car Person traffic light All
Mid+Yolo 1.0 0.437 0.170 0.475 0.361
Mid+Yolo 1.0 + Flow Encoder 0.442 0.191 0.481 0.371
4.2 Can paired data facilitate detection using transfer learning?
Firstly, we report that the knowledge transfer through mid-level features can reach 46.2% overall
detection accuracy for infra-red imagery in the Color-IR Pair data set. Since the learning doesn’t
require any manual annotations and doesn’t require any retraining, we found the result to be promising.
Again, this shows the importance of creating paired image for color and infrared images. Other
than color-depth, color-pose and image-sound pairs, the color-infrared pairs resemble each other in
appearances and textures. Our result here can be used for object detection, segmentation for infrared
images, and can provide an alternative to laborious manual labeling direct transfer of mid-level
features from color to infrared imagery.
We evaluated the effectiveness of the AlignGAN using the post application of object detection. We
tested the detection performance of the daytime data trained infrared detector on the night time data,
and observe that it can still get to an overall accuracy of 34.2%. The images used in training phase
were chosen from day time with good lighting condition and the test set includes dawn, dusk, night
and fog time imagery. Without any manually labelled training data, the detection IOU of cars can
reach 50.6% as shown in Table 1. This quantity shows that the intermediate-level features of infrared
images can be transferred smoothly from day to night, in contrast to the ones in color images. The
principal used in our invisibility score is that features in IR is stable to light change and are trained to
be like the ones in color, the mid-level features produced by infrared images are of same the caliber
of features in color images when lighting conditions are poor. This is the primary reason for success
on estimating the invisibility of the color images using our invisibility scores as shown in Section 4.1.
4.3 Which layer is more effective?
We experimented with the knowledge transfer from different layers. Gupta et al. [13] indicates
that combining mid-level features with last layer features will give the best detection results when
retraining on the target data sets. Although we show that using mid-level features only gives the best
detection result of (40.8%) over mid-last layer transfer (36.1%) and the one using the yolo-layer only
gives (35.8%). These results are summarized in Table 2.
More importantly, we varied the weight of the yolo layer to 0.05 and 0.1 in the loss function and
conducted two more experiments. Surprisingly, we found that higher weights on the yolo layer
resulted in worse overall detection ac curacies. One potential explanation for this observation is that
the data set is not large enough to train a new object detector for all modules, especially for the class
prediction and bounding box regression. Consequently, we learnt that it is more efficient to learn only
the mid-level features and to not change layers of the detection module.
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Figure 6: X-Y offset distribution. We shows that
in image plane offset in x direction is on average
larger than that in y direction. Also distinct move-
ments(5 pixels or more) constitute 2.6% of the
pixels in the images.
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Figure 7: Comparison of data set sizes. We
experiment with different sizes of training data
sets for knowledge transfer, and observes that
using 4000 image pairs can obtain the same if
not better accuracy as the original size of 18,546
image pairs.
4.4 How much will the AlignGAN help the detection?
Even after the pre-processing, the image pairs still have some displacements. Here we calculate
the statistics of such displacements. With a image resolution of 640 by 512, the estimated X-Y
displacement is shown in Figure 6. On average, there are only about 2.6% pixels in one image have
5 or more displacement on the X-direction, which we consider to be the threshold of movement
that affect the detection results. Also, we noticed more displacements in the X-direction than in the
Y-direction in the image plane. We attribute this to the fact object movements projected to image
plane is more obvious in x-direction than the y-direction.
We evaluated how AlignGAN can improve the data transfer from color domain to infrared domain.
Our Alignment module is based on the Pix2pix network [19] and FlowNet 2 [18] and are shown in
Table 3 showing an enhancement of 2.77% within the AlignGAN module.
4.5 How many pairs are needed to get a good transfer?
Section 3.2 showed that mid-level feature transfer results in the best performance. We now determine
the number of image pairs required to achieve that performance. Surprisingly, Figure 7 show that
randomly sampled 4000 image pairs from the space of 18546 image pairs can achieve the same if not
better accuracy than the entire sample space. This observation implies that the domain difference
from color to infrared can be learned from a small amount images pairs and the transfer discriminating
visual representations from the well-established color detection task to infrared images can be done
in a light-weighted manner. Figure 7 shows experiments with different number images from 100
to 18000 and that the performance will be stable after 4000 images. Such result may appear to be
counter intuitive at first sight as more data often leads to better results when modal capacity is large
enough like the one we use in the experiment. One potential explanation for the saturation point is
that the two domains have much in common and thus the domain difference can be mitigated with
a few examples. This saturation point observation with 4000 samples can be used as a promising
deployment strategy of direct knowledge transfer. Consequently, less time is needed to trained for
both invisibility system and the direct knowledge transfer for object detection.
5 Conclusion
Given a color image, we predict a pixel-level invisibility mask for such image without manual
labelling. Experiments have shown that our mask is able to distinguish invisible pixels from the
visible pixels. Our results also demonstrate the effectiveness of building an object detector for the
infrared domain using the mid-level features transferred from its peer color images. Our pixel-level
invisibility mask can also be used as the confidence map to fuse the results from multiple sensors.
8
Acknowledgments and Disclosure of Funding
Broader Impact
In safety critical applications like self-driving cars, false negatives of object detection is the bottleneck
of its deployment on perceptual tasks. Leaving objects of concern such as pedestrians and vehicles
undetected could lead to potentially disastrous damages. Our system is able to predict the invisible
objects in color images in the form of pixel-level invisibility map and estimate the reliability of object
detectors with respect to the sensor’s limitation. Equipped with such invisibility map, a system could
decide to trust the decisions made on sensor input or signal warning message along with hand over to
a human. This is a huge step forward to ensure safety for perceptual systems based on color cameras.
Also the visibility mask will be useful in sensor fusion as the confidence map, which will improve
the overall accuracy for object detection and tracking in autonomous vehicles. At certain cases, our
system may also miss a false negative from object detectors. As no single failure prediction method
can detect all failure cases, we strongly encourage the fusion of various failure detection algorithms
on safety-critical applications. Finally, we didn’t observe biases in the data.
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