Abstract-In order to describe multiclass classification performance, several figures of merit (FOM) have been proposed. Among the earliest and most widely known of these is the three-class Hotelling trace (3-HT). The goal of this paper is to present theoretical and empirical data demonstrating the failure of 3-HT as a measure of three-class task performance. To help do this, we contrast it to a newly proposed three-class FOM, the volume under the three-class receiver operating characteristic (ROC) surface (VUS). The VUS is obtained from a decision theory based three-class ROC analysis method which has been proved to extend the decision theoretic, linear discriminant analysis (LDA), and psychophysical foundations of binary ROC analysis to a three-class paradigm. We demonstrate empirically that the VUS and 3-HT do not have a monotonic relationship in general when describing three-class task performance. Numerical experiments demonstrated that the VUS provided reasonable results, while the 3-HT failed to distinguish between the case where all objects could be perfectly classified from the case where only one pair of the classes could be perfectly classified. We have provided theoretical explanations of this failure of 3-HT. The significance of this work goes beyond merely demonstrating the problems of the 3-HT, it demonstrates that a FOM that is mathematically correct and has a strong theoretical basis can provide results that violate a common sense understanding of three-class task performance. This fact raises the question of "how to evaluate a classification performance evaluation method?" We believe the answer to this question lies in the theoretical foundations of binary ROC analysis. We have thus contrasted the two FOMs in terms of three fundamental theories underlying binary ROC analysis: decision theory, binary linear discriminant analysis, and the equivalence of two psychophysical classification procedures. These theoretical investigations demonstrated the importance of extending and unifying all the fundamental theories of binary classification in the development of a three-class FOM; violating one of theses fundamental binary classification theories may, as it did for the L-HT, provide predictions of three-class task performance that do not agree with a common sense understanding of three-class task performance.
I. INTRODUCTION

B
INARY receiver operating characteristic (ROC) analysis has been a standard for describing binary classification performance. In order to describe multiclass classification performance, several figures-of-merit (FOM) have been proposed [1] - [23] . Different FOMs have different theoretical foundations. Based on decision theory, Edwards and Metz derived the general ROC surface in a 6-D hyperspace [3] - [8] , [14] . However, as yet there is no practical index that can be used to summarize task performance. In fact, the volume under the hypersurface, a natural extension of the binary FOM has been shown not to be useful [3] - [8] , [14] . Sahiner reduced the 6-D space to a 3-D space by adding constraints on utility and introduced the normalized volume under surface (NVUS) as a FOM [18] . Everson introduced a multiclass ROC analysis method based on multiobjective optimization, and resulted in a generalization of the Gini coefficient as a FOM [9] . Fukunaga extended the binary linear discriminant analysis to multiclass, and proposed the Hotelling trace as a FOM [24] . Scurfiled extended the psychophysical foundation of binary ROC analysis into a three-class paradigm, and proposed to use a set of six 3-D surfaces spanned by the classification rates (e.g., true class 1 fraction, false class 1 fraction when the truth is class 2, etc.) to describe task performance [21] . In addition to three-class methods that are based on the extension of existing binary classification theories, there are many ad hoc extensions of binary ROC analysis. Examples are Hand's FOM which is a average of pairwise AUC values [10] , Mossman's method, which also results in a three-class ROC surface and volume under this surface was suggested FOM [15] , and the ordinal three-class ROC analysis that are proposed by many authors [13] , [16] , [20] , [22] , etc. Subsequent theoretical and statistical studies have also demonstrated many of the desirable properties of these three-class methods.
The aforementioned three-class methods provide different FOMs. Different FOMs serve as metrics for three-class performance, and different FOMs may provide different results on task performance ranking. As a result, one question related to all these methods is "how to evaluate a classification performance evaluation method?" One might think that a FOM would be valid if it has a strong theoretical foundation. The work presented in this paper clearly shows that 3-HT, which has a solid foundation in linear discriminant analysis (LDA), fails to be a useful three-class FOM. On the other hand, some of the three-class methods that do not have a specific theoretic foundation seem to work very well, and are thus widely used, such as the ordinal three-class ROC.
We still believe the answer to the question about evaluation of evaluation methods lies in the theoretical foundations of binary ROC analysis-not only one of the foundations, but more than one of them. In this paper, we have contrasted 3-HT and VUS in terms of three fundamental theories underlying binary ROC analysis: decision theory, binary LDA, and the equivalence of two psychophysical classification procedures. These theoretical investigations demonstrated the importance of extending and unifying all the fundamental theories of binary classification in the development of a three-class FOM; violating one of theses fundamental binary classification theories may, as it did for the L-HT, result in rankings of three-class task performance that do not agree with a common sense understanding and/or are not useful for practical applications.
In following, we first theoretically show the limitations of 3-HT as a FOM and then demonstrate the limitations experimentally by comparing it with the VUS in predicting three-class task performance. We show that the two FOMs do not have a monotonic relationship and that the predictions from the L-HT do not adequately explain the differences in class performance in a logical way. Finally, we contrast the two FOMs under comparison in terms of the theoretical foundations for binary ROC analysis. This comparison indicates the importance of extending and unifying all the fundamental theories of binary classification in the development of a three-class FOM since, as seen in the case of the L-HT, violating one of the theoretical foundations can lead to FOMs that provide predictions of three-class task performance that are not meaningful.
A. L-Class Hotelling Trace (L-HT)
LDA was pioneered by Fisher and was originally only defined for the binary problem [25] , where high-dimensional data are projected onto a 1-D space and the classification is performed in this 1-D space. This projection operation maximizes the distance between the means of the two classes relative to the average variance within each class. The Fisher criterion maximizes over all linear projections, (1) where , and and are the interclass and intraclass scatter matrixes, respectively, which are given by (2) and (3) In (2) and (3), in binary for LDA, the symbol denotes the mean vector of class , is the ensemble mean of vectors from all the classes, and is the covariance matrix of the th class. The trace of matrix has been proved to be directly related to the criterion in (1), i.e., (4) Therefore, the maximization of the Fisher criterion reduces to the following eigenvalue decomposition problem [24] : (5) As a result, the trace of the matrix , which equals the eigenvalue in (5) , is proposed as a FOM for describing binary task performance via its relationship to signal-to-noise ratio (SNR). This trace is often termed the Hotelling trace in medical imaging literature [26] , [27] .
Multiclass (more than two classes) LDA is a natural extension of the binary LDA [24] , where the two scatter matrixes are defined exactly the same way as in (2) and (3) . Solving the eigenvalue decomposition problem in (5), the L-class Hotelling trace (L-HT) is given by (6) where is the th eigenvalue of , and the corresponding eigenvectors are considered the optimal linear observer (or classifier) according to multiclass LDA [24] , [26] . However, there are no known closed form solutions for either the eigenvectors or the eigenvalues in multiclass LDA, where more than two classes are involved. In addition, unlike binary LDA, where the Hotelling trace has a natural and intuitive explanation as described by (4), a corresponding interpretation of the L-HT in multiclass LDA is not known.
B. Three-Class ROC Analysis
Three-class classification is considerably more complex than the binary classification [7] , [8] . We have previously developed a three-class ROC analysis method, which has been proved to extend and unify the decision theoretic, LDA, and psychophysical foundations of binary ROC analysis in a three-class paradigm [28] - [31] .
In the following, a decision model refers to a set of decision variables and the decision rules. In the proposed optimal three-class decision model, a pair of log likelihood ratios are used as the optimal decision variables that span the decision space, as shown in Fig. 1(a) . The decision rules are represented by the decision structure (constructed by the bold lines) that partitions the decision space into three areas, where the decisions are made. The triplet of computed at each decision structure location maps out a three-class ROC surface [ Fig. 1(b) ] (this process is parallel to the one in binary ROC analysis, where the TPF and FPF pairs computed at each threshold maps out a binary ROC curve). Here, represents the probability of correct decisions on class and is also termed the sensitivity of class . Each operating point on the surface thus represents the sensitivity triplet corresponding to one particular set of decision rules (i.e., a decision structure at a particular position) [28] .
We have proved the optimality of the decision model with respect to several decision criteria under decision theory. In particular, assuming incorrect decisions have equal utilities under the same hypothesis (the equal error utility assumption) and given a set of decision utilities and prior probabilities, the proposed decision model maximizes the expected utility (MEU); it maximizes the probability of making correct decisions (MC) given a set of prior probabilities; it satisfies the Neyman-Pearson (N-P) criterion in the sense that, given a pair of sensitivities, the third sensitivity is maximized; and the maximum likelihood criterion produces one operating point on the ROC surface [29] . The ROC surface is thus a collection of optimal operating points that satisfy MEU, MC, and N-P criteria. When comparing two three-class ROC surfaces obtained from two diagnostic tests, if they do not cross, the diagnostic test corresponding to the higher ROC surface or a larger volume under three-class ROC surface (VUS) provides better task performance according to all the aforementioned decision criteria. Thus, the volume under three-class ROC surface (VUS) was proposed as a FOM for three-class task performance [28] .
We then investigated the LDA foundation of three-class ROC analysis and proposed an optimal three-class linear observer, three-class Hotelling observer (3-HO), that maximizes the SNR of the test statistics between each pair of the classes simultaneously when the data satisfy a certain linear relationship. Furthermore, if the data are multivariate Gaussian distributed with equal covariance matrixes, the 3-HO estimates three-class ideal observer (3-IO) performance [30] .
Finally, we have demonstrated the relationship between VUS, obtained from a rating procedure, and percent correct, obtained from a corresponding categorization procedure. In the latter procedure, three randomly sampled objects, one from each of three distinct classes, are presented to the observer simultaneously. The observer is instructed to categorize the three objects into each of the three hypotheses. The observer is said to make a correct decision when and only when all three objects are correctly categorized. We have proved that VUS equals percent correct for continuous data. The equivalence is not dependent on the decision variables used, but does depend on the shape of the decision structure [31] .
II. THEORY
In the following, we demonstrated the limitations of 3-HT theoretically. For a three-class classification task, we first rewrote the interclass scatter matrix as (7) We defined the differences between the class means, and , as (8) In general, , otherwise the three-class classification problem reduces to a binary classification problem. The difference between and is a linear combination of and , i.e., (9) Then the interclass scatter matrix can be expressed as (10) Every vector, , in the range of can be expressed as a linear combination of and , i.e.,
where and are scalars given by and (12) (Note that is a scalar). From this we see that the range of is spanned by and and, as long as the differences in class means in (8) are not linear combinations, the rank of is two [26] . As a result, the matrix has rank two, suggesting there are two features to be extracted from it. The two features are characterized by the two eigenvalues and the corresponding eigenvectors, respectively. That is to say, the 3-HT is expressed as (13) where is the th eigenvalue. It follows that as long as one eigenvalue is large, the 3-HT is large, suggesting near-perfect overall task performance, even if the other eigenvalue is sufficiently small, indicating a failure in distinguishing the other feature. Thus, the 3-HT cannot distinguish the cases where it can perfectly classify both features from the cases where it can perfectly distinguish only one feature. Consequently, the value of 3-HT as a FOM should be questioned. To provide better understanding of the limitations of 3-HT, we considered the following special case.
A Special Case: Data With Equal Covariance
Assume that all three classes have equal covariance, i.e., (14) Substituting (7) in to (6), the 3-HT can be expressed as (15) Comparing (15) with (4), becomes (16) where is the square of the SNR of the two-class Hotelling test statistics between classes and
. Equation (16) shows the 3-HT is proportional to quadrature sum of the SNR of each pair of the three classes. Each SNR ranges from 0 to infinity. Therefore, as long as one SNR goes to infinity, the 3-HT, , goes to infinity, suggesting perfect classification, independent of the value of the other SNR. Although in the meanwhile, another SNR might be zero, suggesting two of the three classes are completely inseparable. For example, when classes 1 versus 2 are perfectly classified, while classes 2 versus 3 are degenerate, is very large because the SNR between classes 1 and 2 is very large, although the SNR between classes 2 and 3 is zero. This clearly demonstrates a major limitation of 3-HT as a three-class FOM.
III. METHODS
The purpose of the experiments is to compare the usefulness of 3-HT and VUS in describing three class task performances.
The results of these experiments demonstrated the limitations of 3-HT. We first designed a three-class task with easily manipulated task performance. We then performed a three-class channelized Hotelling observer (3-CHO) study to obtain threeclass data and compute the 3-HT and VUS over a range of task difficulties.
A. Task Design
From decision theory, likelihood ratios are the optimal decision variables. Making a decision thus requires computing the likelihood ratios for a set of input data. In three-class LDA, the eigenvectors of the matrix are used to extract two features from the input data. The strength of each of these two features determines the 3-HT, and thus the task performance. Therefore, it is desirable to have a three-class task model that allows us to easily manipulate the distribution of the two likelihood ratios as well as the two features to control the task performance.
We propose the two-signal task model shown in Fig. 2(a) . In this task model, each data element consists of two images: Image A and Image B. The three classes are defined by the combined presence or absence of signals in images A and B. Fig. 2 illustrates this task, where the gray dot denotes the presence of a circular mesa signal with magnitude on the center of image A, and the black dot denotes the presence of the same shaped signal but with magnitude on the center of image B. Note that classes 2 and 3 have the same signal on image A. In addition, we defined statistically identical backgrounds on image A for classes 1, 2, and 3, and we defined statistically identical backgrounds on image B for classes 1, 2, and 3. The statistical properties of the backgrounds of image A and B may be different. Note that the second column of images is defined as class 3 and the third column as class 2 for mathematical convenience.
We used Gaussian filtered white noise as the background. Random Gaussian noise with zero mean and variance and were then added to the backgrounds of image A, and B, respectively. All images were 32 32 pixels in size. To create an ensemble, 500 samples of objects were generated for each class for a particular set of signal/noise parameters. Fig. 2(b) shows sample images. It can be seen that the above design results in three classes of objects with same statistical background and noise properties. Since the signals are independent of the background or the noise, this task design results in three classes with equal covariance matrixes.
We now explain how this task design enabled us to manipulate the distributions of the two likelihood ratios and the two features of LDA easily to control the task performance. In particular, since image B of Classes 1 and 3 had the same statistical properties, the likelihood ratio of class 1 over class 3, , is mainly determined by the likelihood ratio for signal presence on image A. For the same reason, , is mainly determined by the likelihood ratio of signal presence on image B. Thus, manip-ulating the magnitudes of signals A and B in relative to the noise allowed us to manipulate the distributions of the likelihood ratios. In addition, we see that (17) It can be seen that by increasing the signal magnitude on image A while decreasing the signal magnitude on image B, the separability of class 1 versus classes 2 and 3 will be improved, while the separability of classes 1 and 3 versus 2 will be degraded. The former will increase and , and the latter will decrease and . The overall task performance depends on the tradeoffs among the three SNRs of the three classes.
B. Obtaining the Three-Class Data
Although the images were small in size, the dimension of the image vector 2048 1 still made it very computationally difficult to precisely calculate the covariance matrixes for each class and to invert it to obtain the inverse of . To reduce dimensionality, we applied the three-class channelized Hotelling observer (3-CHO). In particular, a 3-CHO converts the data vector into low dimension feature vectors. For this reason, we conducted the following observer study using feature vectors rather than data vectors. To generate a feature vector, images A and B of each object were processed using an appropriate set of channels, , where is the number of channels. The feature vectors for both images A and B, and , were then stacked together to form a feature vector for the data vector . This process can be expressed as (18) where and are the image vectors for images A and B, respectively. Equation (18) is equivalent to constructing a channel set, (19) where is a zero column vector of elements, and is the number of pixels in image A or B. The feature vector is then expressed as (20) Fig. 3 . Octave-wide rotationally symmetric frequency channels and their corresponding spatial domain templates.
The 3-HT and VUS values were calculated using the feature vectors instead of the original image vectors. The channels used in this were the four octave-wide rotationally symmetric frequency channels as shown in Fig. 3 .
C. Computing the VUS and 3-HT
As described above, we first obtained the feature vectors of the image ensemble; the 3-HT and VUS values were estimated using the ensemble of resulting feature vectors instead of the original image vectors. To calculate VUS, we performed a 3-CHO study [30] . Using half of the feature vectors, we trained a 3-CHO to obtain two 3-CHO templates (21) where is the mean feature vector of the th class and is the Hotelling template between classes and . In the experiment, we used three classes of objects with equivalent covariance matrixes, i.e., . Thus, the condition for the existence of a 3-HO that simultaneously maximizes the SNR between each pair of the classes [30] , i.e., (22) could be easily satisfied using this task design. We then applied the 3-CHO templates to the remaining half of the feature vectors to obtain a pair of test statistics for each feature vector using and (23) The test statistics of all feature vectors in the testing set were collected to obtain a three-class decision plane, and the statistical algorithm developed in [31] was used to compute the VUS. To calculate the 3-HT, we first computed the mean and variance of the ensemble of feature vectors for each class, and then used (2), (3), and (6) to compute the 3-HT.
IV. EXPERIMENTS AND RESULTS
In the following we estimated the VUS and 3-HT for ensembles of objects obtained with various combinations of parameters to investigate whether these two metrics provide information about the tradeoffs in image quality and provide reasonable predictions of task performance. We designed two experiments using the three classes illustrated in Fig. 2 . We fixed the variance of the Gaussian noise on both images A and B, i.e., (24) while the magnitude of the signals on both images, and , were adjusted to vary the separabilities of the three classes. We refer to each combination of and as a data treatment. In the following experiments, we computed one VUS value and one 3-HT value for each data treatment.
A. Experiment 1
In this experiment, we fixed the magnitude of signal in image A, , and varied the signal magnitude in image B, . To be specific and (25) For each data treatment, we obtained one VUS value and the corresponding 3-HT. Figs. 4 and 5 demonstrate how the task performance as measured by 3-HT and VUS changes with the increase of . Fig. 6 demonstrates the relationship between VUS and 3-HT as increases. Figs. 4 and 5 show that, as the magnitude of the signal on image B decreased, the VUS decreased and converged to 0.320, while the 3-HT decreased and converged to 0.234. Further, as the magnitude of the signal in image B increased, the VUS increased and converged to 0.765, while the 3-HT increased rapidly, seemingly without bound. Note that in Fig. 4 , the two figures have different -axis scales. Fig. 6 shows that the VUS and 3-HT are monotonically related, as is the case for two-class EXPERIMENT 2 task, indicating that VUS and 3-HT predict the changes of task performance uniquely.
This result is not surprising, because when is fixed and decreases, the performance on the task should degrade as decreases and converges when the classification into class 2 versus classes 1 and 3, which depends only on the ability to detect , becomes a pure guess. To this end, both VUS and 3-HT behaved as predicted. On the other hand, when is fixed and increases, the performance on the task should improve as increases and converges when the classification into class 2 versus classes 1 and 3 is perfect, while the classification into class 1 versus classes 2 and 3 is confined by the fixed . As can be seen, the VUS successfully predicted this trend, but the 3-HT did not: as increases, the 3-HT continues to increase rapidly.
B. Experiment 2
The parameters for Experiment 2 are shown in Table I . Compared with Experiment 1, an additional value of was used. Therefore, we varied the signal-to-noise ratios in both Images A and B at the same time; the overall task performance was thus dependent on both images. The purpose of this experiment was to show how the task performance changes in terms of both 3-HT and VUS when was decreased from 6.0 to 3.0 while was increased from 0.001 to 200. The VUS versus 3-HT plot is shown in Fig. 7 . Note the two plots have different scales on axis. It can be seen that, when signal magnitudes on both images change together, 3-HT and the VUS are not monotonically related, indicating they do not provide a consistent measure of task performance. More specifically, while 3-HT suggests that by changing the parameter, the task performance is getting better, the VUS might suggest otherwise.
To further demonstrate the limitations of 3-HT, we selected three data treatments from Experiment 2, denoted by i, ii, and iii; the values of the parameters for these sets are shown in Table II . Also shown in Table II are the 3-HT and VUS values for the corresponding dataset. It can be seen that VUS suggested that the task performance for set iii was almost the same as that for set ii and was significantly lower than that for set i, while 3-HT suggested differently.
For each set of the data treatment, we calculated the corresponding 2-HT and AUC for each pair of the classes, as shown in Table II . Before trying to explain the results, we first noted that the AUC value is equivalent to the percent correct in a 2-alternative forced choice (2AFC) task. By equivalent, we mean that, when an investigator calculates the AUC value from a rating procedure, "he is in fact, or at least in mathematical fact, reconstructing random pairs of images, one from a diseased subject and one from a normal subject, and using the reader's separate ratings of these two images to simulate what the reader would have decided if theses two images had in fact been presented together as a pair in a 2AFC experiment" [32] . When the AUC is close 1.0, task performance is close to perfect. Further increasing the separability of the two classes results in the AUC asymptotically approaching 1, which indicates perfect classification.
As shown in Table III , classifications between Classes 1 versus 2 (second row) and between Classes 3 versus 2 (third row) are almost perfect for all data treatment i, ii, and iii (all have AUC values greater than 0.99, suggesting in all cases the observer makes over 99% correct decisions in the corresponding 2AFC task). Comparing data treatment sets ii and iii, the AUC values between each pair of the classes are very similar, suggesting similar task performance between sets ii and iii. Comparing parameter sets i and iii, the AUC value for classes 1 versus 3 is significantly higher in set i than in set iii. Intuitively, we would conclude that the data in set should result in better performance than those in set iii, and set ii results in similar performance as compared to set iii. We see that the VUS successfully predicted these trends, while the 3-HT failed to do so.
V. DISCUSSION
Although classic binary ROC analysis has been a standard method in medical diagnostic performance evaluations, it has many limitations for medical applications. Using medical imaging as an example, classic ROC analysis is limited in handling cases where more than two diagnostic alternatives are involved, etc. To address this limitation, many multiclass extensions of the classic ROC analysis have been proposed [1] , [2] , [4] , [13] , [18] , [20] , [33] . In addition to ROC-type approaches, many other approaches have been proposed to describe multiclass classification performance including the L-HT from multiclass LDA discussed in this work [24] , [26] . Some of these methods have attempted to extend the relevant binary classification theories into multiclass, while others intuitively extended binary classification FOMs. While these approaches may well be mathematically and algorithmically correct, the results of this paper demonstrate for the L-HT, despite its mathematical correctness and strong theoretical foundation in LDA, provides misleading measures of three-class task performance.
The limitations of the L-HT as a measure of three-class task performance raise a general question about how to evaluate methods for evaluating task performance. We believe that the results of this paper suggest that one should look at the fundamental theoretical bases. In the following, we present a comparison of the theoretical bases of the L-HT and the VUS, which serves as the FOM for our proposed three-class ROC analysis method. It is our hope that this discussion will provide insight into the criteria that should be used in future evaluations of task performance metrics.
Binary ROC analysis has strong theoretical justifications that describe several fundamentally desirable properties of classification metrics. In particular, a doctor or decision maker always does his/her best to deliver a decision. The decision theoretic foundation of ROC analysis mathematically models the requirement that decision makers "do their best" by modeling the decision as a process of one of finding the maximum (or minimum) of a relevant scalar quantity. The scalar quantity could be the utility, the probability of making correct decisions, or the TPF for a given FPF, etc., for different decision criteria. The second foundational property is psychophysical. In binary ROC analysis, this means that the FOM, i.e., the AUC value, is equivalent to the percent correct in a corresponding 2AFC procedure. This equivalence provides a probabilistic meaning for the AUC which ranges from 0.5 (pure guessing) to 1.0 (perfect classification). The probabilistic meaning of AUC value can be described as the "probability of correctly ranking a (normal, abnormal)" pair [32] , [34] . The third foundational theory is LDA.
The LDA foundation of ROC analysis, in addition to its rigorous mathematical form, suggests another meaning of classification. Suppose the rating values of the two classes form two Gaussian distributions, the FOM of LDA, the LDA SNR, is a ratio of the distance between the two Gaussian distributions and the sum of the variances. Intuitively, either increasing the distance or decreasing the variance improves the classification of the two classes. In other words, decreasing the overlap between the two Gaussian distributions improves the classification performance. In general, ROC analysis, despite its simple form, unifies not only the rigorous mathematical forms of the aforementioned theoretical foundations, but, most importantly, underlying meaning of classification implied by these theoretical foundations.
In previous publications, we have developed a three-class ROC analysis method that extends and unifies the decision theoretic [28] , [29] , LDA [30] , and psychophysical foundations [31] of ROC analysis in a three-class paradigm. We believe the extension and unification of the mathematical forms of the theoretical foundations also extends and unifies the desirable properties of a classification metric in a three-class paradigm. Multiclass LDA, on the other hand, attempted to extend the mathematical form of the binary LDA. However, as demonstrated here, this fails to extend the psychophysical foundation. In other words, 3-HT did not distinguish between the case where images could be perfectly classified for all classes (percent correct ) from the case where only one of the classes could be perfectly classified (percent correct ). In addition, it fails to extend the underlying principle of binary LDA, i.e., that decreasing the overlap among the distributions improves the classification performance.
The comparison performed in this paper thus suggests the importance of extending and unifying the theoretical foundations of classic ROC analysis when developing classification performance measures: violating one of the theoretical foundations can lead to a failure to satisfy the desirable properties of a classification metric. More theoretical investigations should be devoted to understand the theoretical foundations of binary ROC analysis and the philosophical meaning of classification metrics that form its foundation.
VI. CONCLUSION
We have previously showed that the VUS can be used as a FOM for classification performance in a three-class task [28] - [31] . In this paper, we questioned the validity of 3-HT, which is a widely used three-class performance measure, as a FOM for task performance. In particular, we first showed theoretically that the 3-HT can be decomposed into the algebraic sum of two traces, both of which are unbounded. As a result, the 3-HT, which is the sum of these two unbounded traces, provides a FOM that, in some cases, does not rank performance in a meaningful way. We then demonstrated experimentally that while rankings of class performance provided by the VUS were reasonable, the 3-HT provided rankings that did not make intuitive sense and did not correlate with those provided by the VUS. This questions the validity of using 3-HT as a FOM in evaluating three-class classification tasks, and the VUS provided by the proposed three-class ROC analysis is a better FOM for describing three-class task performance.
The significance of this work goes beyond a mere comparison of two FOMs; it demonstrated a somewhat puzzling fact: a FOM that is mathematically correct with strong theoretical roots turns out to fail to satisfy the desirable properties of a classification metric. This fact further raised the question of "how to evaluate a classification performance evaluation method?" We suggested that the answer to this question lies in the theoretical and philosophical aspects of binary ROC analysis, and thus reviewed the two FOMs in terms of three fundamental theories of binary classification: decision theory, binary linear discriminant analysis, and the equivalence of two psychophysical classification procedures. These theoretical investigations demonstrated the importance of extending and unifying all the fundamental theories of binary classification in the development of a three-class FOM: violating one of the fundamental binary classification theories might also lead to failure to satisfy the desirable properties of a classification metric.
