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Zusammenfassung
Gegenstand dieser Arbeit ist die Betrachtung von verschiedenen a posteriori Fehler-
scha¨tzern fu¨r die Galerkin FEM-BEM Kopplungsmethode und die Least-Squares FEM-
BEM Kopplung fu¨r elastische Problemstellungen in 3D.
Zuna¨chst betrachten wir die Standard FEM-BEM Kopplung fu¨r die Beschreibung eines
nichtlinearen elastischen Problems mit Hencky Material in einem beschra¨nkten Gebiet
Ω und eines homogenen linear elastostatischen Problems fu¨r den unbeschra¨nkten Außen-
raum ΩC = IR3\Ω¯. Das Außenraumproblem wird mittels gegebener Randintegralmetho-
den auf den Kopplungsrand Γ reduziert. Fu¨r dieses nichtlineare Kopplungsproblem wer-
den effiziente und zuverla¨ssige Fehlerscha¨tzer vorgestellt. Der residuale Fehlerscha¨tzer
benutzt lokale Fehlerindikatoren, die auf den Volumenelementen, den inneren Seiten-
fla¨chen sowie auf den Randelementen berechnet werden. Die Anteile auf den Randele-
menten erfordern eine explizite Auswertung der Randintegraloperatoren, u.a. mit Hilfe
der Regularisierung der singula¨ren Integrale, fu¨r deren Berechnung wir die Implementa-
tion in das Programmsystem maiprogs entwickeln und pra¨sentieren.
Der hierarchische Fehlerscha¨tzer beruht auf einer Saturationsannahme und der stabilen
Unterraumzerlegungen fu¨r die Finiten Elemente und Randelemente. Wir zeigen eben-
falls die Effizienz und Zuverla¨ssigkeit des Fehlerscha¨tzers und diskutieren verschiedene
Methoden zur Berechnung der lokalen Fehlerindikatoren. Numerische Beispiele mit ad-
aptiver und uniformer Verfeinerung des Gitters belegen die theoretischen Aussagen u¨ber
die residualen und hierarchischen Fehlerscha¨tzer.
Fu¨r die Least-Squares FEM-BEM Kopplungsmethode betrachten wir ein linear elasti-
sches Problem im Innengebiet und eine homogene linear elastische Problemstellung im
Außenraum. Wir fu¨hren fu¨r das Innenraumproblem eine zusa¨tzliche Variable ein, da-
mit auch der Fall von inkompressiblem Material berechnet werden kann. Fu¨r das Sy-
stem zweiter Ordnung konstruieren wir ein Least-Squares Funktional fu¨r die FEM-BEM
Kopplung, das u.a. in Termen der Sobolev-Normen der Ordnung −1 und 1/2 gegeben
ist. Bei der Diskretisierung erhalten wir zusa¨tzliche Terme gegenu¨ber dem kontinuier-
lichen Fall. Wir zeigen fu¨r beide Formulierungen die Existenz und Eindeutigkeit der
Lo¨sungen. Die Berechnung der auftretenden H˜
−1
(Ω)-, H1/2(Γ)- und H−1/2(Γ)-Normen
realisieren wir u¨ber die Lo¨sung eines zur jeweiligen Dualnorm a¨quivalenten Systems. Fu¨r
diese Formulierung konstruieren wir ebenfalls einen a posteriori Fehlerscha¨tzer.
Schließlich stellen wir noch den Einsatz von ha¨ngenden Knoten bei adaptiven Verfeine-
rungen fu¨r eine Triangulierung mit Hexaedern vor. Dazu benutzen wir eine Erweiterung
der one-constraint-rule von Demkowicz et al (2002).
Schlagwo¨rter. FEM-BEM Kopplung, a posteriori Fehlerscha¨tzer, Least-Squares FEM-
BEM Kopplung
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Abstract
This thesis deals with several a posteriori error estimators for the standard coupling of
finite elements and boundary elements and for a least-squares fe-be coupling method
dealing with elastic problems in 3d.
We consider first the standard fem-bem coupling for a nonlinear elasticity problem with
Hencky material and given force in the inner domain Ω and with a homogeneous linear
elastostatic problem in the unbounded domain ΩC = IR3 \ Ω¯. For given jumps on the
transmission boundary Γ we reduce the outer problem to the boundary. For this non-
linear fem-bem coupling formulation we present efficient and reliable a posteriori error
estimators.
The residual error estimator consists of local indicators which are defined on the volume
elements, the inner faces and the faces on the boundary. The indicators on the boundary
are using the boundary integral operators arising from the bem. We demonstrate the
implementation of the boundary integral operators within the program system maiprogs.
For the hierarchical error estimator we need a saturation assumption and stable two-
level decompositions for the finite elements and boundary elements to prove efficiency
and reliability of the a posteriori error estimator. We discuss several ways to compute
the local error indicators.
For both, the residual and hierarchical error estimators, we present some numerical
examples for the adaptive mesh refinement.
Another topic is the formulation of a least-squares fem-bem coupling for a linear elastic
problem with given volume force for the interior problem and homogeneous conditions
in the outer domain. We introduce the pressure p as a new variable to deal also with
incompressible material. We develop a least-squares formulation for the second order
system. The least-squares functional is given in terms of the Sobolev norms of order −1
and 1/2. For the discrete version of the functional we get additional terms compared with
the continuous formulation. For both corresponding least-squares formulations we prove
the existence and uniqueness of a solution. The implementation of the method requires
the computation of the H˜−1(Ω)-, H1/2(Γ)- and H−1/2(Γ)-norms which we realize via the
solution of equivalent systems of the dual norm. For this method we also present an a
posteriori error estimate.
Finally, we describe the use of hanging nodes in the adaptive mesh refinement scheme
for hexahedral elements. In order to keep a certain regularity of the mesh we use an
extension of the one-constraint-rule of Demkowicz et al (2002).
Key words. fem-bem coupling, a posteriori error estimates, least-squares fem-bem coup-
ling
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Einleitung
Gegenstand dieser Arbeit ist die Untersuchung von verschiedenen a posteriori Feh-
lerscha¨tzern fu¨r nichtlineare und lineare elastostatische Probleme fu¨r die symmetrische
Kopplung der Finite Elemente Methode (FEM) und der Randelementmethode (BEM).
Wir nutzen die BEM, um ein Randwertproblem auf einem unbeschra¨nkten Gebiet zu
diskretisieren, da wir mit Hilfe der Randintegraloperatoren das Problem auf den Rand
des Außenraums reduzieren ko¨nnen. Fu¨r das gegebene nichtlineare oder lineare Problem
im beschra¨nkten Gebiet approximieren wir die Lo¨sung mit der FEM. Costabel [22] und
Stephan [59] fu¨hrten die symmetrische Kopplung der FEM und BEM ein, um die Vor-
teile beider Verfahren zu verbinden. Die Kopplung von FEM und BEM hat sich als gute
Methode fu¨r die Lo¨sung physikalischer und mechanischer Probleme herausgestellt (siehe
z.B. [23], [24], [31], [32], [59], [66] und einen U¨bersichtsartikel von Stephan [60]).
Im Kapitel 1 betrachten wir ein dreidimensionales Transmissionsproblem, wobei der IR3
in ein Innengebiet Ω und in das zugeho¨rige Außengebiet ΩC := IR3 \ Ω¯ unterteilt wird.
Das Innengebiet wird durch den Lipschitz-Rand Γ berandet. Im Inneren suchen wir u als
Lo¨sung der nichtlinearen Lame´-Gleichung mit Hencky-Material und gegebener Volumen-
kraft F. Fu¨r den unbeschra¨nkten Außenraum ΩC betrachten wir das lineare homogene
Elastizita¨tsproblem mit einer Abklingbedingung im Unendlichen. Auf dem U¨bergangs-
rand Γ definieren wir Spru¨nge u0 und t0 der Verschiebung u und der Randspannung σ·n.
Mit Hilfe von Randintegraloperatoren (Einfachschichtpotential V , Doppelschichtpoten-
tial K, adjungiertes Doppelschichtpotential K ′ und hypersingula¨rer Operator W ), der
Fundamentallo¨sung (Kelvin-Matrix), der Definition des Randspannungsoperators und
den Sprungrelationen bei dem U¨bergang auf den Rand Γ, fu¨hren wir das Außenraum-
problem auf eine Darstellung auf dem Rand Γ zuru¨ck. Diese Vorgehensweise reduziert
die Dimension des Problems, da nur noch Elemente auf dem Rand zu betrachten sind,
jedoch erho¨ht sich der Berechnungsaufwand, da sich im Gegensatz zur Finiten Element
Methode voll besetzte Matrizen ergeben. In Kapitel 1.2 beschreiben wir die variationelle
Formulierung des Innenraumproblems und des auf den Rand zuru¨ckgefu¨hrten Außen-
raumproblems. Mit Hilfe der symmetrischen Kopplung von FEM und BEM erhalten wir
eine neue Formulierung des urspru¨nglichen Problems.
In Abschnitt 1.3 beschreiben wir die Diskretisierung der variationellen Formulierung.
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Dazu fu¨hren wir diskrete Unterra¨ume der zugrunde liegenden Sobolev-Ra¨ume ein und
definieren wie in [17] die diskreten Randintegraloperatoren. Im na¨chsten Abschnitt stel-
len wir einen residualen a posteriori Fehlerscha¨tzer ηh vor, den wir zur Steuerung eines
adaptiven Gitterverfeinerungsalgorithmus nutzen. Der residuale Fehlerscha¨tzer ist eine
obere und untere Schranke des Fehlers, der bei der Approximation der exakten Lo¨sung
(u, φ) durch die angena¨herte Lo¨sung (uh,φh) entsteht. Die Zuverla¨ssigkeit des Feh-
lerscha¨tzers wird in Theorem 2.1.2 bewiesen. Die Kopplungsformulierung liefert vier
residuale Terme T1, . . . , T4, die wir einzeln durch die Terme des Fehlerscha¨tzers nach
oben abscha¨tzen. Der Volumenanteil auf den Elementen der Triangulierung wird mit
einem Cle´ment-Interpolationsoperator und zugeho¨rigen Abscha¨tzungen (siehe [20]) be-
handelt. Analog gehen wir fu¨r den Term vor, der die Spru¨nge der Normalenspannung
σ·n u¨ber den Seitenfla¨chen im Inneren des Gebiets Ω beinhaltet. Fu¨r die verbleibenden
Terme auf dem U¨bergangsrand Γ nutzen wir die Abbildungseigenschaften der Randin-
tegraloperatoren, wenden die Interpolationsoperatoren an und lokalisieren den Rand Γ
auf die Elemente Γi der Triangulierung mit einem Ergebnis aus [18].
Die Effizienz des residualen Fehlerscha¨tzers wird in Theorem 2.1.3 analog zu dem zwei-
dimensionalen Ergebnis aus [16] bewiesen. Wir benutzen die Abbildungseigenschaften
der Randintegraloperatoren (siehe [21]) und fu¨r den Finite Element Anteil die Vorge-
hensweise aus Verfu¨rth [62]. Mit Hilfe der L2-Projektion des Poincare´-Steklov Operators
fu¨hren wir die Terme mit den Integraloperatoren auf Terme ho¨herer Ordnung zuru¨ck
und erhalten damit die Effizienz des Fehlerscha¨tzers. In Abschnitt 2.2 wird der adaptive
Algorithmus beschrieben, mit dessen Hilfe die Verfeinerung des Gitters automatisiert
durchgefu¨hrt werden kann. Durch die Verwendung der Fehlerindikatoren lokal auf den
Elementen der Triangulierung Th, kann eine adaptive Netzverfeinerung durchgefu¨hrt
werden. Mit dieser adaptiven Verfeinerungen kann die Problemlo¨sung effizienter und
gezielter gestaltet werden.
Die Implementation der einzelnen Terme des Fehlerscha¨tzers bzw. der darin auftretenden
Integraloperatoren wird in Kapitel 2.3 erla¨utert. Die Verwendung der Integraloperato-
ren fu¨r das elastische Problem la¨sst sich teilweise auf die einfacher zu bestimmenden
Operatoren fu¨r das Laplace-Problem zuru¨ckfu¨hren. Deshalb betrachten wir zuna¨chst die
Implementation der Laplace Randintegraloperatoren. Der hypersingula¨re Integralopera-
tor W muss fu¨r die Auswertung des Fehlerscha¨tzers ηh auf Polynome (Approximation
uh) und Funktionen (Sprung u0) angewendet werden. Die Darstellung des hypersin-
gula¨ren Operators wird auf die Darstellung des Laplace Einfachschichtpotentials mit
gea¨nderter Belegung zuru¨ckgefu¨hrt Wu = ∇× V (∇Γu× n) · n. Wir beno¨tigen dazu die
Definition des Oberfla¨chengradientens ∇Γ und die Definition der Oberfla¨chenrotationen
curlΓ und curlΓ. Diese Darstellung erlaubt uns, modifizierte Standardroutinen des Pro-
grammsystems maiprogs [44, 41, 42, 46] zu benutzen. Aufgrund der starken Singularita¨t
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des Kerns des Operators wird im so genannten Nahfeld (d.h. der Abgreifpunkt x und
die Integrationsvariable y liegen nah beieinander) der Integralausdruck regularisiert (im
Sinne der Hadamard-Regularisierung). Wir erreichen dadurch eine Abschwa¨chung der
Singularita¨t und eine genauere Berechnung der Integrale in der Na¨he der Singularita¨t.
Analog gehen wir fu¨r die Umformungen des Oberfla¨chengradienten des Einfachschicht-
potentials V und des Doppelschichtpotential K vor. Die Ableitung des Einfachschicht-
bzw. Doppelschichtpotentials fu¨hrt wiederum auf stark singula¨re Integrale, die wir wie-
der mit regularisierten Ausdru¨cken bestimmen ko¨nnen. Die Anwendung der Operatoren
auf Polynome leiten wir auf die Verwendung der analytisch integrierbaren Integrale I
−3/2
k,l
(siehe [46]) zuru¨ck.
Die Lame´ Integraloperatoren ko¨nnen wir mit den Ergebnissen aus Han [39] und Kupradze
[40] mittels der Laplace Einfachschicht- und Doppelschichtpotentiale und des Einfach-
schichtpotentials fu¨r das Lame´-Problem beschreiben. Han stellt in seinem Artikel eine
neue Darstellung des hypersingula¨ren Operators fu¨r das elastische Problem vor. Aus dem
Buch von Kupradze [40] haben wir vereinfachte Darstellungen des Doppelschicht- und
des adjungierten Doppelschichtpotentials. In diesen Darstellungen ko¨nnen wir die zuvor
hergeleiteten alternativen Darstellungen fu¨r die Laplace Integraloperatoren einsetzen.
In Kapitel 3 stellen wir einen hierarchischen Fehlerscha¨tzer vor, der fu¨r die BEM in
[50], fu¨r nichtlineare Laplace FEM-BEM Kopplungsprobleme in [52] und fu¨r dreidimen-
sionale elastische Kopplungsprobleme [51] behandelt wurde . Dieser beruht auf einer
stabilen 2-Level Unterraumzerlegung der diskreten Finiten Elemente und Randelement-
ra¨ume. Durch die Verwendung der Saturationsannahme kann eine a posteriori Fehler-
abscha¨tzung bewiesen werden. Durch die h-hierarchische Anreicherung der diskreten
Ra¨ume haben wir lokale 2-Level Verfeinerungen der Elemente. Damit ko¨nnen die so
gewonnenen lokalen Fehlerindikatoren auf jedem Element der Triangulierung zu einer
richtungsabha¨ngigen adaptiven Steuerung der Verfeinerung des Gitters verwendet wer-
den. Bei der Anwendung von konformen Gittern wird die Verwendung der so genannten
Schichtenverfeinerung beschrieben. Demgegenu¨ber wird die Verwendung von nichtkon-
formen Gittern mit ha¨ngenden Knoten (siehe Kapitel 6) beschrieben und die numerischen
Ergebnisse verglichen.
Anders als bei der Standard Galerkin-Methode, die wir in den oben beschrieben Ab-
schnitten benutzt haben, wollen wir die Lo¨sung des Kopplungsproblems als Minimierung
eines Least-Squares Funktionals bestimmen. In den letzten Jahren wurden gemischte
Methoden entwickelt, die fu¨r bestimmte Probleme bessere Verfahren darstellen, als die
normale FEM (siehe z.B. [36], [34] und [11]). Der Nachteil dieser Methode ist die ge-
eignete Wahl der finiten Elementra¨ume, die eine diskrete inf-sup-Bedingung erfu¨llen
mu¨ssen, um die eindeutige Lo¨sbarkeit zu gewa¨hrleisten. Fu¨r die Least-Squares Verfah-
ren mu¨ssen keine inf-sup-Bedingungen erfu¨llt werden. Least-Squares Verfahren wurden
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zuerst von Bramble und Schatz [10] eingefu¨hrt. Seitdem wurde das Least-Squares Ver-
fahren von vielen Autoren betrachtet. Fu¨r einen U¨bersichtsartikel siehe [4]. Fix et al [28]
und [29] pra¨sentierten in ihren Arbeiten eine Ru¨ckfu¨hrung von Problemen zweiter Ord-
nung auf Probleme erster Ordnung, deren Lo¨sbarkeit (Minimierung des Least-Squares
Funktionals) mittels des Lax-Milgram Lemmas gezeigt werden kann. Die Systeme erster
Ordnung wurden fu¨r die FEM von vielen Autoren z.B. fu¨r ein elastisches Problem oder
das Stokes Problem betrachtet (siehe z.B. [30], [13], [3], [12]). Bramble und Pasziak [9],
bzw. Bramble Pasciak und Lazarov [7], [8] fu¨hrten ein Least-Squares Funktional ein,
das ein diskretes inneres Produkt auf dem Sobolev-Raum der Ordnung −1 benutzt. Die
Anwendung dieser Darstellung des Funktionals auf FEM-BEM Kopplungsprobleme wur-
den in letzter Zeit von Gatica, Harbrecht und Schneider [35] und Maischak und Stephan
[47] fu¨r Probleme zweiter Ordnung, die auf Systeme erster Ordnung reduziert werden,
vorgestellt.
In Kapitel 5 betrachten wir ein lineares elastostatisches Problem fu¨r den Innenraum Ω
und dem Außenraum ΩC . Fu¨r das Innenraumproblem fu¨hren wir die zusa¨tzliche Gro¨ße
p als Lagrange Multiplikator durch die Nebenbedingung 1
λ
p+div u = 0 fu¨r das Gebiet Ω
ein. Mit dem Hookschen Gesetz haben wir die Beziehung zwischen dem Spannungstensor
σ, der Verzerrung ε und dem Druck p durch σ(u, p) = 2µε(u)− pI.
Analog zu der Vorgehensweise in Kapitel 1 fu¨hren wir das Außenraumproblem auf den
U¨bergangsrand Γ zuru¨ck. Fu¨r die Definition der variationellen Formulierung und der
Least-Squares Formulierung fu¨hren wir fu¨r den Volumenterm einen Operator L(u, p) :
H1(Ω)× L2(Ω)→ H˜−1(Ω) ein. Durch die Verwendung einer Distribution, die Elemente
aus H−1/2(Γ) nach H˜−1(Ω) fortsetzt, haben wir eine alternative Darstellung des Volu-
menterms in der H˜−1(Ω)-Norm. u, p und φ sind als Lo¨sungen des Problems die Minima
des Funktionals. Fu¨r die zu dem Least-Squares Funktional a¨quivalente Bilinearform und
Linearform wird in Theorem 5.2.1 und Theorem 5.2.2 die Stetigkeit und Koerzivita¨t
bewiesen. Die Existenz einer eindeutigen Lo¨sung ist nach dem Lemma von Lax-Milgram
somit gegeben.
Fu¨r die Diskretisierung der variationellen Formulierung geben wir diskrete Unterra¨ume
der Finite Element und Randelementra¨ume an. Das diskrete Least-Squares Funktional
entha¨lt gegenu¨ber dem kontinuierlichen weitere Terme fu¨r die Spru¨nge der Normalen
des Spannungstensors und einen weiteren Randelementanteil, der in der H−1/2(Γ)-Norm
bestimmt werden muss. Wir zeigen fu¨r das diskrete Variationsproblem, dass die diskrete
Bilinearform und die diskrete Linearform stetig und koerziv sind. Dadurch haben wir
ebenfalls die Existenz von eindeutigen Lo¨sungen uh, ph und φh.
Wir beweisen fu¨r die Approximationen uh, ph und φh der exakten Lo¨sungen u, p und φ
eine a priori Fehlerabscha¨tzung mit Hilfe der Approximationseigenschaften der Elemente
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der diskreten Ra¨ume, dem Spursatz und der Definition der kontinuierlichen Bilinearform.
Außerdem geben wir einen a posteriori Fehlerscha¨tzer an, der auf der kontinuierlichen
Bilinearform beruht.
Die in der diskreten Bilinearform auftretenden H˜−1(Ω), H1/2(Γ) und H−1/2(Γ) Skalar-
produkte mu¨ssen auf dem diskreten Level realisiert werden. Wir erreichen dies durch
Lo¨sen eines zur dualen Norm a¨quivalenten Systems. Wir stellen Lo¨sungsoperatoren Th,
Rh und Nh vor (siehe dazu [7], [47] und [33]), mit deren Definition wir die diskreten Nor-
men berechnen ko¨nnen. Wir fu¨hren spektral a¨quivalente Vorkonditionierer Bh, Ch und
Dh ein, die die Berechnungen weiter vereinfachen. Fu¨r die Vorkonditionierer verwenden
wir die Inverse oder das Multigrid Verfahren.
Im Abschnitt 5.6 wird die Implementation des Least-Squares Verfahrens beschrieben. Die
vorkonditionierte diskrete Bilinearform liefert unter Verwendung der Basisfunktionen der
diskreten Unterra¨ume eine Matrixdarstellung, woraus wir ein lineares Gleichungssystem
zur Lo¨sung der diskreten variationellen Formulierung erhalten.
Numerische Beispiele zeigen die Anwendbarkeit des Least-Squares Verfahrens fu¨r das
FEM-BEM Kopplungssystem sowie fu¨r das reine FEM-Problem. Außerdem untersuchen
wir unterschiedliche Vorkonditionierer fu¨r das Kopplungssystem und wenden den lokalen
Fehlerindikator fu¨r eine adaptive Berechnung des FEM-Problems an.
Bei der Verwendung von Hexaeder-Elementen in einer adaptiven Verfeinerungsstrategie
ko¨nnen bei konformen Gittern lokale Singularita¨ten in der Lo¨sung nicht gut aufgelo¨st
werden. Es entstehen durch die Gitterregularita¨tsbedingungen U¨berverfeinerungen, so
dass die Anzahl der Freiheitsgrade und dadurch die Kosten fu¨r die Berechnung einer
neuen angena¨herten Lo¨sung unno¨tig steigen. Der Einsatz erweiterter Regularita¨tsbe-
dingungen an die Triangulierung durch ha¨ngende Knoten ist weit verbreitet (siehe z.B.
[1, 48, 25]). In [26], [57] und [58] beschreiben Rachowicz, Oden und Demkowicz den Ge-
brauch von ha¨ngenden Knoten fu¨r die h- und die p-Version bei Finiten Elementen. In [25]
stellen Demkowicz et al die Implementation von abha¨ngigen Freiheitsgraden in Fortran
90 fu¨r 2D vor. Demkowicz, Pardo und Rachowicz [27] erla¨utern in ihrem technischen
Bericht die Implementation der ha¨ngenden Knoten in 3D.
In Kapitel 6 beschreiben wir die Verwendung von ha¨ngenden Knoten bzw. abha¨ngigen
Freiheitsgraden, die zu nichtkonformen Gittern fu¨hren und pra¨sentieren die Implemen-
tation in dem in Fortran 90 geschriebenen Programmpaket maiprogs (siehe [45, 43]).
Die ha¨ngenden Knoten liefern eine Mo¨glichkeit, eine bessere lokale Verfeinerung durch-
zufu¨hren. Wir fu¨hren dazu eine Erweiterung der in [27] eingefu¨hrten
”
one-constraint-
rule“ ein, bei der nur ein abha¨ngiger Freiheitsgrad auf einer Elementkante oder Fla¨che
zugelassen wird. Es ist mo¨glich mehrere ha¨ngende Knoten pro Kante zuzulassen, jedoch
steigt dadurch der Implementationsaufwand erheblich. Daraus entstehen neue Verfei-
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nerungsregeln, die wir in Kapitel 6.3.1 fu¨r 2D Elemente (also Rechtecke) und in Kapi-
tel 6.3.2 fu¨r Hexaeder beschreiben. Fu¨r die Implementation der abha¨ngigen Freiheitsgra-
de muss eine spezielle Datenstruktur fu¨r das Gitter und die Splines bereitgestellt werden.
Die Elemente der Triangulierungen werden in einer Baumstruktur angeordnet, damit die
Abha¨ngigkeiten der Elemente in der aktuellen Triangulierung jederzeit ermittelt werden
ko¨nnen. Eine Beschreibung der dazu no¨tigen Routinen wird in Kapitel 6.2.3 gegeben.
Die Menge der Freiheitsgrade eines Gitters unterteilt sich disjunkt in regula¨re und
abha¨ngige Freiheitsgrade. Die abha¨ngigen Freiheitsgrade werden durch die Linearkombi-
nation von regula¨ren Freiheitsgraden des aktuellen Gitters approximiert. In Abschnitt 6.4
stellen wir die Approximation vor und beschreiben Spezialfa¨lle, in denen die Stetigkeit
der Approximationen nicht gewa¨hrleistet ist und die Abha¨ngigkeiten angepasst werden
mu¨ssen.
Im letzten Abschnitt bescha¨ftigen wir uns mit kantenbasierten Freiheitsgraden wie sie
bei der Verwendung der Ne´de´lec-Ra¨ume auftreten.
An dieser Stelle bedanke ich mich bei Prof. Dr. E.P. Stephan fu¨r die Anregung zu dieser
Arbeit und fu¨r die intensive Betreuung. Insbesondere bedanke ich mich bei PD Dr. M.
Maischak fu¨r die vielen interessanten und hilfreichen mathematischen Gespra¨che sowie
fu¨r die geduldige und gute Unterstu¨tzung bei der Programmierung.
Ich danke außerdem den Mitgliedern des Graduiertenkollegs 615 fu¨r den vielfa¨ltigen
Gedankenaustausch und Diskussionen wa¨hrend zahlreicher Seminare, Workshops und
Blockkursen.
Zum Schluß danke ich den Mitgliedern des Instituts fu¨r Angewandte Mathematik fu¨r
die Unterstu¨tzung, insbesondere Herrn Dipl.-Math. F. Leydecker fu¨r die Korrektur der
vorliegenden Arbeit. Ein besonderer Dank geht an meine Familie und an Frau Peggy
Rohlfs fu¨r die Hilfe und Unterstu¨tzung wa¨hrend der Promotionszeit.
Die vorliegende Arbeit wurde von der Deutschen Forschungsgemeinschaft (DFG) durch
ein Stipendium im Graduiertenkolleg 615
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1 FEM-BEM Kopplung fu¨r ein
elastisches Problem im IR3
Als Modellproblem wa¨hlen wir ein elasto-statische Elastizita¨tsproblem. Fu¨r den Innen-
raum nehmen wir das Gebiet Ω ⊂ IR3 das von Γ = ∂Ω berandet wird. Im Innengebiet Ω
betrachten wir das nichtlineare elasto-statische Elastizita¨tsproblem mit Hencky-Material
und suchen fu¨r eine gegebene Volumenkraft F ∈ L2(Ω) = (L2(Ω))3 die unbekannte Ver-
schiebung u1 ∈ H1(Ω), wobei die vektoriellen Sobolev-Ra¨ume fettgedruckt sind (z.B.
H1(Ω) = (H1(Ω))3). Fu¨r den unbeschra¨nkten Außenraum ΩC := IR3 \ Ω¯ wa¨hlen wir ein
homogenes lineares elasto-statisches Problem mit der Unbekannten u2 ∈ H1loc(Ω
C). Auf
dem Transmissionsrand Γ, der die beiden Gebiete miteinander verbindet, geben wir die
Spru¨nge u0 ∈ H
1/2(Γ) und t0 ∈ H
−1/2(Γ) vor.
Wir reduzieren das Außenraumproblem mit Hilfe der Randelementmethode auf den
Rand Γ und koppeln diese Randintegralformulierung u¨ber die Randbedingungen an das
Innenraumproblem.
1.1 Elastische Problemstellung
Aus der Theorie der Hyperelastizita¨t [65] haben wir die variationelle Formulierung∫
Ω
M(γ(v)) dx−
∫
Ω
Fv −
∫
Γ
Tv = min . v ∈ H1(Ω),
mit einer zusa¨tzlichen Randbedingung fu¨r die Verschiebung v, wobei M das Funktional
der gespeicherten Energie ist, F die Kra¨fte, die auf Ω und T die Kra¨fte, die auf dem
Rand wirken. Die Minimierung der variationellen Formulierung korrespondiert zu einem
Problem der Minimierung eines Energiefunktionals.
Falls M(γ) streng konvex ist, haben wir auch die Konvexita¨t des Energiefunktionals.
Daraus la¨sst sich die Existenz und Eindeutigkeit einer Lo¨sung des Minimierungsproblems
zeigen (siehe [65]).
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Die Abbildung M definieren wir mit Hilfe einer C2 Funktion ϕ : IR+ → IR+ und des
Kompressionsmoduls k als
M(γ) :=
1
2
k( tr γ)2 + µϕ( dev γ : dev γ). (1.1)
Wir bezeichnen mit tr (γ) := γ11 + γ22 + γ33 die Spur des Tensors γ. Der Deviator des
Tensors ist durch
dev γ := γ −
1
3
tr γ
definiert und fu¨r Tensoren ist σ : ε =
∑
ij σijεij = tr (σε
T ).
Hat die Funktion ϕ die folgenden Eigenschaften
ϕ(0) = ϕ
′′
(0) = 0,
c1 ≤ ϕ
′(t) ≤ 1 − c2 ≤ ϕ
′′(t) ≤ 0,
1
n
≤ ϕ′(t) + 2ϕ′′(t)t ≤ n,
(1.2)
wobei t ∈ IR+ , c1, c2 > 0 Konstanten und n ∈ N, dann ko¨nnen wir nach [65, Sec.62]
folgern, dass die Gateaux-Ableitung M ′ streng monoton und Lipschitz-stetig ist. D.h. es
gibt eine konvexe Funktion α : [0,∞)→ [0,∞) mit
lim
t→0
α(t)
t
= 0, lim
t→∞
α(t)
t
=∞,
α(t)
t
streng monoton,
so dass ∫
Ω
(M ′(ζ)−M ′(ξ)) · (ζ − ξ) dx ≥ α(‖ζ − ξ‖) (1.3)
gilt und zusa¨tzlich haben wir die Lipschitz-Stetigkeit∫
Ω
(M ′(ζ)−M ′(ξ)) · ̺ dx ≤ C‖ζ − ξ‖‖̺‖.
Zum Beispiel ist ϕ(t) = 1
2
(t− 1
(1+t)
) fu¨r t > 0 eine Funktion, die die Bedingungen in (1.2)
erfu¨llt.
Aus dem konstitutiven Gesetz folgt die Definition des Spannungstensors σ = M ′(γ),
wobei M : L2(Ω; IR3×3symm)→ IR die Funktion der gespeicherten Energie ist.
In diesem Abschnitt betrachten wir fu¨r M das nichtlineare Hencky-Material. Dafu¨r set-
zen wir fu¨r γ = ε(u) den symmetrischen Verzerrungstensor (εij(u) :=
1
2
(∂ui
∂xj
+
∂uj
∂xi
)) in
(1.1) ein und erhalten das nichtlineare Hookesche Gesetz mit der Beziehung zwischen
Spannung σ und Verzerrung ε
σ(u) = M ′(ε(u)) =
(
k −
2
3
µϕ′(Π(u))
)
tr ε(u)I + 2µϕ′(Π(u))ε(u), (1.4)
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1.1 Elastische Problemstellung
mit Π(u) := dev ε(u) : dev ε(u), wobei der Kompressionsmodul k und µ definiert sind
durch den E-Modul E > 0, die Poissonzahl 0 < ν ≤ 1
2
und der Lame´ Variablen λ
λ =
Eν
(1 + ν)(1− 2ν)
= k −
2
3
µ; µ =
E
2(1 + ν)
.
Im Innengebiet Ω betrachten wir zu gegebener Volumenkraft F die Gleichgewichtsbe-
dingung fu¨r das nichtlineare Hencky-Material
−div σ(u1) = F,
wobei der Spannungstensor σ definiert ist als
σij(u1) =
(
k −
2
3
µϕ′(Π(u1))
)
δijdiv u1 + 2µϕ
′(Π(u1))εij(u1).
Die Funktion ϕ(Π(u1)) erfu¨llt die Bedingungen in (1.2) und somit haben wir die strenge
Monotonie und die Lipschitz-Stetigkeit von σ(u1).
Im Außengebiet ΩC haben wir lineares Materialverhalten. Wir benutzen hierfu¨r den
Spezialfall ϕ(t) = t in (1.1) und erhalten daraus fu¨r den Spannungstensor σ(u2) die
klassische Spannungs-Verzerrungs-Beziehung
σij(u2) = λ2δijdiv u2 + 2µ2εij(u2)
mit den Lame´-Konstanten λ2 und µ2 > 0 unter der Bedingung 3λ2 + 2µ2 > 0.
Mit den gegebenen Transmissionsbedingungen u0 ∈ H1/2(Γ) und t0 ∈ H−1/2(Γ) und
einer Abklingbedingung im Unendlichen (1.9) fu¨r u2 ergibt sich nun folgendes U¨ber-
gangsproblem
Transmissionsproblem
Finde u1 ∈ H1(Ω) und u2 ∈ H1loc(Ω
C) mit (l = 1, 2, 3)
∂
∂xl
(
k −
2
3
µϕ′(Π(u1))
)
div u1 +
3∑
j=1
2µ
∂
∂xj
ϕ′(Π(u1))εlj(u1) = Fl in Ω (1.5)
−µ2∆u2 − (λ2 + µ2)grad div u2 = 0 in Ω
C (1.6)
u1 = u2 + u0 auf Γ (1.7)
σ(u1)·n = T (∂·,n)u2 + t0 auf Γ (1.8)
u2 =O(|x|
−1) (|x| → ∞) (1.9)
Die Normalspannung auf dem Transmissionsrand Γ ist gegeben durch
T (∂x,n)u2 = λ2n div u2 + 2µ2
∂u2
∂n
+ µ2(n× curl u2). (1.10)
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Die Außenraumlo¨sung la¨sst sich mit der Somigliana Darstellungsformel auf dem Rand
repra¨sentieren
u2(x)=
∫
Γ
{
T (∂y,n)Γ(x− y)
Tu2(y)− Γ(x− y)T (∂y,n)u2(y)
}
dSy x ∈ Ω
C , (1.11)
wobei Γ(x− y) die Fundamentallo¨sung (Kelvin-Matrix)
Γij(x−y) =
1
8πµ2(λ2 + 2µ2)
(
(λ2 + 3µ2)
δij
|x− y|
+ (λ2 + µ2)
(xi − yi)(xj − yj)
|x− y|3
)
(1.12)
fu¨r das homogene linear elastische Außenraumproblem (1.6) ist. Unter Beru¨cksichtigung
der Darstellungsformel (1.11), der Normalenableitung der Darstellungsformel und den
bekannten Sprungrelationen fu¨r die Integraloperatoren beim U¨bergang von x ∈ ΩC nach
x ∈ Γ erhalten wir die folgende symmetrische Kopplung der Finiten Elemente und
Randelemente, wobei wir T (∂·,n)u2 durch φ ersetzen (φ = σ(u1) · n− t0)
FEM-BEM Kopplungsformulierung
Fu¨r gegebenes F ∈ L2(Ω), u0 ∈ H1/2(Γ), t0 ∈ H−1/2(Γ), finde u ∈ H1(Ω) und φ ∈
H−1/2(Γ) mit:
−div σ(u) = F in Ω (1.13)
2φ = −W (u− u0) + (I −K
′)φ auf Γ (1.14)
0 = (I −K)(u− u0) + V φ auf Γ. (1.15)
Wir benutzen dabei die folgenden Integraloperatoren fu¨r x ∈ Γ
V φ(x) =
∫
Γ
Γ(x− y)φ(y) dSy, Einfachschichtpotential (1.16)
Kv(x) =
∫
Γ
T (∂y,n)Γ(x− y)
Tv(y) dSy, Doppelschichtpotential (1.17)
K ′φ(x) = T (∂x,n)
∫
Γ
Γ(x− y)Tφ(y) dSy, adj. Doppelschichtpotential (1.18)
Wv(x) = −T (∂x,n)
∫
Γ
T (∂y,n)Γ(x− y)
Tv(y) dSy, hypersingula¨rer Operator (1.19)
mit den Abbildungseigenschaften (siehe [21])
V : H−1/2(Γ) −→ H1/2(Γ) stetig, symmetrisch, positiv definit (1.20)
K : H1/2(Γ) −→ H1/2(Γ) stetig (1.21)
K ′ : H−1/2(Γ) −→ H−1/2(Γ) stetig (1.22)
W : H1/2(Γ) −→ H−1/2(Γ) stetig, symmetrisch, positiv semi-definit. (1.23)
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1.2 Variationelle Formulierung
Gleichung (1.15) ist wegen der positiven Definitheit des Einfachschichtpotentials a¨qui-
valent zu
φ = −V −1(I −K)(u− u0).
Dies eingesetzt in (1.14) ergibt
φ =
1
2
[−W − (I −K ′)V −1(I −K)](u− u0).
Falls wir u0 = 0 setzen haben wir die klassische Definition des Poincare´-Steklov Opera-
tors T (∂·,n)u2 = φ = −Su mit
S := W + (I −K ′)V −1(I −K) : H1/2(Γ)→ H−1/2(Γ). (1.24)
In [14] wird gezeigt, dass der Poincare´-Steklov Operator linear, symmetrisch und positiv
definit ist.
1.2 Variationelle Formulierung
Fu¨r die variationelle Formulierung multiplizieren wir zuna¨chst die Gleichgewichtsbedin-
gung (1.13) fu¨r das Innenraumproblem mit einer Testfunktion v ∈ H1(Ω), integrieren
u¨ber das Gebiet Ω, nutzen die Symmetrie des Spannungstensors aus, wenden die Green-
schen Formeln an und erhalten∫
Ω
σ(u) : ε(v) dx︸ ︷︷ ︸
=:A(u,v)
−
∫
Γ
σ(u)·nv ds︸ ︷︷ ︸
=〈φ+t0,v〉
=
∫
Ω
Fv dx ∀v ∈ H1(Ω).
Multiplizieren wir nun die Randintegralgleichungen (1.14) und (1.15) mit den Testfunk-
tionen v ∈ H1(Ω) und ψ ∈ H−1/2(Γ), schra¨nken v auf Γ ein und integrieren u¨ber den
Rand Γ, so bekommen wir insgesamt die variationelle Formulierung der Kopplungsglei-
chungen (1.13)-(1.15)
Finde (u,φ) ∈ H1(Ω)×H−1/2(Γ) mit
B ((u,φ), (v,ψ)) = L(v,ψ) ∀(v,ψ) ∈ H1(Ω)×H−1/2(Γ), (1.25)
wobei
B ((u,φ), (v,ψ)) :=
∫
Ω
σ(u1) : ε(v) dx+
1
2
〈Wu|Γ + (K
′ − I)φ,v|Γ〉
+
1
2
〈ψ, V φ+ (I −K)u|Γ〉
=A(u,v) +
1
2
〈Wu|Γ + (K
′ − I)φ,v|Γ〉
+
1
2
〈ψ, V φ+ (I −K)u|Γ〉
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und
L(v,ψ) :=
∫
Ω
Fv dx+
1
2
〈ψ, (I −K)u0〉+ 〈t0 +
1
2
Wu0,v|Γ〉.
Mit Hilfe des Poincare´-Steklov Operators (1.24) la¨sst sich B((u,φ), (v,ψ)) durch die Eli-
mination von φ alternativ auch beschreiben als B((u,φ), (v,ψ)) = A(u,v)+〈Su|Γ,v|Γ〉.
Als ein Ergebnis aus [24] haben wir, dass das Transmissionsproblem und das Kopplungs-
problem a¨quivalent sind. D.h., falls (u1,u2) ∈ H1(Ω) Lo¨sung des Transmissionsproblems
(1.5)-(1.9) ist, dann ist (u,φ) auch Lo¨sung des Problems (1.13)-(1.15) und umgekehrt.
Mit Hilfe der Kornschen Ungleichung haben wir die A¨quivalenz der Normen
‖ε(u)‖L2(Ω) + ‖u|Γ‖H1/2(Γ) ∼ ‖u‖H1(Ω).
Fu¨r den Beweis des folgenden Theorems beno¨tigen wir die Definitionen
η :=
1
2
φ+
1
2
V −1(I −K)u ∈ H−1/2(Γ), δ :=
1
2
ψ +
1
2
V −1(I −K)v ∈ H−1/2(Γ).
η und δ ko¨nnen wir mit Hilfe von Gleichung (1.15) als Residuen auffassen.
Theorem 1.2.1 Es gibt eine Konstante c0, so dass fu¨r alle (u,φ), (v,ψ) ∈ H1(Ω) ×
H−1/2(Γ) gilt
α(‖εu− εv‖L2(Ω)) + c0(‖u− v‖H1/2(Γ) + ‖φ−ψ‖H−1/2(Γ))
2
≤ B ((u,φ), (u− v,η − δ))− B ((v,ψ), (u− v,η − δ)) ,
(1.26)
wobei α durch die Monotonie des nichtlinearen Operators definiert ist (siehe (1.3)).
Beweis. Mit der Definition von η und δ und der positiven Definitheit des Poincare´-
Steklov Operators und des Einfachschichtpotentials und der Definitheit des hypersin-
gula¨ren Operators sowie der Monotonie des nichtlinearen Spannungstensors σ haben
wir
B((u,φ), (u− v,η − δ))− B ((v,ψ), (u− v,η − δ))
=
∫
Ω
(σ(u)− σ(v)) : ε(u− v) dx+
1
2
〈W (u− v) + (K ′ − I)(φ−ψ),u− v〉
+
1
2
〈η − δ, V (φ−ψ) + (I −K)(u− v)〉
=
∫
Ω
(σ(u)− σ(v)) : ε(u− v) dx+
1
4
〈W (u− v),u− v〉+
1
4
〈S(u− v),u− v〉
+
1
4
〈V (φ−ψ,φ−ψ)〉
≥ α(‖ε(u− v)‖L2(Ω)) + c1‖u− v‖
2
H1/2(Γ) + c2‖φ−ψ‖
2
H−1/2(Γ),
mit Konstanten c1, c2 > 0. ⊓⊔
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Bemerkung 1.2.1 Haben wir, dass M ′(ε(u)) eine lineare Abbildung ist (z.B. ist dies
der Fall fu¨r ϕ(t) = t siehe 1.2), erhalten wir als direkte Konsequenz aus Theorem 1.2.1,
dass die Bilinearform B(·, ·) der Babusˇka-Brezzi-Ladyshenskaya-Bedingung genu¨gt. Fu¨r
den linearen Fall ko¨nnen wir dann mit Hilfe des Theorems 1.2.1 und der Stetigkeit der
Bilinearform mittels des Lax-Milgram Lemmas die eindeutige Lo¨sbarkeit des Transmis-
sionsproblems (1.5)-(1.9) schließen.
Fu¨r ein nichtlineares Problem mu¨ssen wir fu¨r die Lo¨sbarkeit die strenge Konvexita¨t von
M ′ zeigen (siehe [65]).
1.3 Diskrete Formulierung
Fu¨r die Diskretisierung der variationellen Formulierung (1.25) definieren wir endlich
dimensionale Unterra¨ume der verwendeten Sobolev-Ra¨ume.
Sei hierzu Vh ⊂ H1(Ω) und Hh ⊂ H−1/2(Γ). Wir ko¨nnen nun die diskrete Variante der
variationellen Formulierung (1.25) angeben
Finde (uh,φh) ∈ Vh ×Hh mit
B ((uh,φh), (vh,ψh)) = L(vh,ψh) ∀(vh,ψh) ∈ Vh ×Hh, (1.27)
wobei die diskrete Bilinearform durch
B ((uh,φh), (vh,ψh)) :=A(uh,vh) +
1
2
〈Wuh|Γ + (K
′ − I)φh,vh|Γ〉
+
1
2
〈ψh, Vφh + (I −K)uh|Γ〉
und die diskrete Linearform
L(vh,ψh) :=
∫
Ω
F · vh dx+
1
2
〈ψh, (I −K)u0〉+ 〈t0 +
1
2
Wu0,vh|Γ〉.
dem kontinuierlichen Fall entsprechend gegeben sind.
Die Randintegraloperatoren werden mit Hilfe der folgenden Einbettungen ih und jh,
ihren Dualen i∗h und j
∗
h sowie dem Spuroperator γ und seinem dualen Operator γ
∗ dis-
kretisiert
ih : Vh →֒ H
1(Ω) i∗h : (H
1(Ω))∗ →֒ (Vh)
∗
jh : Hh →֒ H
−1/2(Γ) j∗h : H
1/2(Γ) →֒ (Hh)
∗
γ : H1(Ω)→ H1/2(Γ) γ∗ : (H1/2(Γ))∗ → (H1(Ω))∗.
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Fu¨r die diskreten Integraloperatoren haben wir dann folgende Darstellung
Vh := j
∗
hV jh : Hh → (Hh)
∗ (1.28)
Kh := j
∗
hKγih : Vh → (Hh)
∗ (1.29)
K ′h := i
∗
hγ
∗K ′jh : Hh → (Vh)
∗ (1.30)
Wh := i
∗
hγ
∗Wγih : Vh → (Vh)
∗ (1.31)
Ih := j
∗
hγih : Vh → (Hh)
∗ (1.32)
I∗h := i
∗
hγ
∗jh : Hh → (Vh)
∗ (1.33)
Der diskrete Poincare´-Steklov Operator Sh : Vh → (Vh)∗ wird durch
Sh := i
∗
hγ
∗Wγih + i
∗
hγ
∗(I −K ′)jh(j
∗
hV jh)
−1j∗h(I −K)γih
=Wh + (I
∗
h −K
′
h)V
−1
h (Ih −Kh) (1.34)
definiert. In [19] wurde gezeigt, dass der diskrete Poincare´-Steklov Operator positiv
definit ist.
Mit den Definitionen der diskreten Unterra¨ume Vh ⊂ H1(Ω) und Hh ⊂ H−1/2(Γ) sowie
der Definition des diskreten Poincare´-Steklov Operators haben wir analog zu dem obigen
Theorem 1.2.1
Theorem 1.3.1 Es gibt eine Konstante c0, so dass fu¨r alle (uh,φh), (vh,ψh) ∈ Vh×Hh
mit ηh :=
1
2
φh +
1
2
V −1h (Ih −Kh)uh δh :=
1
2
ψh +
1
2
V −1h (Ih −Kh)vh gilt
α(‖εuh − εvh‖L2(Ω)) + c0(‖uh − vh‖H1/2(Γ) + ‖φh −ψh‖H−1/2(Γ))
2
≤ B ((uh,φh), (uh − vh,ηh − δh))−B ((vh,ψh), (uh − vh,ηh − δh)) .
(1.35)
Beweis. Der Beweis des Theorems la¨sst sich durch offensichtliche Modifikationen auf
den Beweis des Theorems 1.2.1 zuru¨ckfu¨hren. ⊓⊔
Analog zu dem kontinuierlichen Fall haben wir durch das Theorem 1.3.1 fu¨r ein lineares
Problem den Nachweis der diskreten Babusˇka-Brezzi-Ladyshenskaya-Bedingung.
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2.1 A posteriori Fehlerscha¨tzer
In diesem Kapitel stellen wir unter gewissen Voraussetzungen an das Gitter einen re-
sidualen Fehlerscha¨tzer fu¨r das in Kapitel 1 vorgestellte FEM-BEM Kopplungsproblem
vor. Diesen Fehlerscha¨tzer benutzen wir in unserem numerischen Beispielen als Steue-
rungsgro¨ße eines adaptiven Verfeinerungsalgorithmus. Zuna¨chst stellen wir folgende An-
nahme an das Gitter
Annahme 1 Sei Ω ⊂ IR3 ein Gebiet mit polyhedralen Rand Γ und h bezeichne die
Gitterweite. Th := {T1, . . . , TN} sei eine Triangulierung des Gebiets in Tetraeder- oder
Hexaederelementen. Die Triangulierung heißt regula¨r, falls
•
⋃N
i=1 Ti = Ω¯
• der Durchschnitt zweier Elemente entweder leer, ein Eckpunkt, eine ganze Kante
oder eine ganze Seitenfla¨che ist
• bei Tetraedern sind die Innenwinkel der Elemente durch eine Konstante nach unten
beschra¨nkt; bei Hexaedern sind die Seitenverha¨ltnisse beschra¨nkt.
Das Gitter auf dem Rand Γ wird durch Bildung des Spurgitters der inneren Triangu-
lierung Th erzeugt. D.h., die Seitenfla¨chen der Elemente Ti, die auf dem Rand Γ liegen,
bilden das Gitter auf der Oberfla¨che unseres Gebiets. Das Randelementgitter wird also
durch das Finite Element Gitter induziert.
Definition 2.1.1 Sei Sh die Menge der inneren Seitenfla¨chen
Sh := {∂Ti ∩ ∂Tj : i 6= j mit ∂Ti ∩ ∂Tj ist gemeinsame Seitenfla¨che}
und Γh bezeichne die Menge aller Seitenfla¨chen, die auf dem Rand Γ liegen
Γh := {∂Ti ∩ Γ 6= ∅}.
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Auf einer Triangulierung Th bezeichnen wir mit hT die Elementgro¨ße der Elemente im
Gebiet Ω, also hT := diam (T ) fu¨r T ∈ Th. hFe := diam (Fe) fu¨r Fe ∈ Sh sei die Gro¨ße
der inneren Seitenfla¨chen und hFi := diam (Fi) fu¨r Fi ∈ Γh die Gro¨ße der Fla¨chen auf
dem Rand.
Fu¨r den residualen Fehlerscha¨tzer definieren wir die diskreten Ra¨ume Vh und Hh wie
folgt
Vh :={ph ∈ C(Ω) : ph|Ti ∈ P1 fu¨r alle Ti ∈ Th},
Hh :={ph ∈ L
∞(Γ) : ph|E ∈ P0 fu¨r alle E ∈ Γh},
wobei Vh der Raum der stu¨ckweise linearen Funktionen auf den Elementen Ti und Hh der
Raum der stu¨ckweise konstanten Funktionen auf den Randelementen ist. Pi bezeichne
den Raum der Polynome vom Grad ≤ i.
Sei n die a¨ußere Normale auf dem Rand Γ und auf den Elementseitenfla¨chen. Die Rich-
tung der Normalen n sei fixiert, so dass [σ(uh) ·n] den Sprung der Normalenableitung
(hier also die Randspannung) auf den inneren Seitenfla¨chen Fi ∈ Sh bezeichnet. Es sei
F ∈ L2(Ω), u0 ∈ H
1(Γ) und t0 ∈ L
2(Γ) gegeben.
Wir definieren die einzelnen Anteile des Fehlerscha¨tzers durch
R21 :=
∑
T∈Th
h2T‖F+ div σ(uh)‖
2
L2(T ) (2.1)
R22 :=
∑
Fi∈Sh
hFi‖[σ(uh)·n]‖
2
L2(Fi)
(2.2)
R23 :=
∑
Fe∈Γh
hFe‖t0 − σ(uh)·n+
1
2
W (u0 − uh|Γ)−
1
2
(K ′ − I)φh‖
2
L2(Fe)
(2.3)
R24 :=
∑
Fe∈Γh
hFe‖∇Γ {(I −K)(u0 − uh|Γ)− Vφh} ‖
2
L2(Fe). (2.4)
Mit diesen Termen ko¨nnen wir nun eine a posteriori Fehlerabscha¨tzung analog zu dem
zweidimensionalen Fall in [17] formulieren, wobei (u,φ) die Lo¨sung des Problems (1.5)-
(1.9) und (uh,φh) die Lo¨sung des diskreten Problems (1.27) darstellen. Wir benutzen
den Fehlerscha¨tzer spa¨ter in einem adaptiven Algorithmus (siehe Kap. 2.2) elementweise
zur Steuerung der adaptiven Verfeinerung der Triangulierung Th.
Theorem 2.1.2 Sei (u,φ) die Lo¨sung des Problems (1.5)-(1.9) und sei (uh,φh) die
Lo¨sung des diskreten Problems (1.27). Dann gibt es eine Konstante c ≥ 0, unabha¨ngig
von der Gitterweite h, so dass gilt
‖(u− uh), (φ− φh)‖H1(Ω)×H−1/2(Γ) ≤ c(R1 +R2 +R3 +R4). (2.5)
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Beweis. Analog zu [17], wo der 2D Fall betrachtet wird, zeigen wir fu¨r den Beweis des
Theorems zuna¨chst, dass die Abscha¨tzung
α(‖εu− εuh‖L2(Ω))+‖(u− uh), (φ− φh)‖
2
≤ α∗ (c(R1 +R2 +R3)) + c(R1 +R2 +R3 +R4)
2
(2.6)
gilt. Dabei ist α die streng monotone, konvexe Funktion aus (1.3) und α∗ ist definiert
als duale zu α
α∗(s) := sup
t>0
(st− α(t))
fu¨r s > 0.
Wir beginnen mit der Anwendung des Theorems 1.2.1 auf (u,φ) und (uh,φh) ∈ H
1(Ω)×
H−1/2(Γ) mit η := 1
2
φ+ 1
2
V −1(I −K)u und δ := 1
2
φh +
1
2
V −1(I −K)uh. Es gilt
α(‖εu− εuh‖L2(Ω)) + β‖u− uh‖
2
H1/2(Γ) + ‖φ− φh‖
2
H−1/2(Γ)
≤ B((u,φ), (u− uh,η − δ))− B((uh,φh), (u− uh,η − δ)).
(2.7)
Wir haben fu¨r alle eh ∈ Vh und ρh ∈ Hh nach Subtraktion der variationellen und der
diskreten Formulierung, die Galerkin-Orthogonalita¨t
B((u− uh,φ− φh), (eh,ρh)) = 0.
Sei nun e := u − uh und ρ := η − δ =
1
2
(φ − φh) +
1
2
V −1(1
2
− K)(u − uh). Setzen
wir in (2.7) die Galerkin-Orthogonalita¨t ein und nutzen die Definition der variationellen
Formulierung, so erhalten wir fu¨r die rechte Seite in (2.7) mit (eh,ρh) ∈ Vh ×Hh
B((u− uh,φ− φh), (e,ρ))
=B((u− uh,φ− φh), (e,ρ))− B((u− uh,φ− φh), (eh,ρh))
=B((u− uh,φ− φh), (e− eh,ρ− ρh))
=L(e− eh,ρ− ρh)− B((uh,φh), (e− eh,ρ− ρh))
=
∫
Ω
F·(e− eh)− σ(uh) : ε(e− eh) dx
+
1
2
〈W (u0 − uh) + 2t0 + (K
′ − I)φh, e− eh〉
+
1
2
〈ρ− ρh, (I −K)(u0 − u)− V φh〉. (2.8)
Mit der Anwendung der Greenschen Formel und der Zerlegung des Gebietes Ω und des
Randes Γ ko¨nnen haben wir fu¨r den Anteil des Spannungstensors im Volumenintegral∫
Ω
σ(uh) : ε(e− eh) dx =−
∑
T∈Th
∫
T
div σ(uh)·(e− eh) dx
+
∑
Fi∈S0h
∫
Fi
[σ(uh)·n]·(e− eh) ds+
∑
Fi∈Γh
∫
Fi
σ(uh)·n·(e− eh) ds.
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Setzen wir dies in die Gleichung (2.8) ein und ersetzen damit die rechte Seite in (2.7),
ergibt sich letztendlich die Abscha¨tzung
α(‖εu− εuh‖L2(Ω)) + β‖(u− uh), (φ− φh)‖
2 ≤
∑
T∈T
∫
T
(F+ div σ(uh))·(e− eh) dx
−
∑
F∈S0h
∫
F
[σ(uh)·n]·(e− eh) ds
+
1
2
〈2t0 − 2σ(uh)·n+W (u0 − uh) + (K
′ − I)φh, (e− eh)〉
+
1
2
〈ρ− ρh, (I −K)(u0 − uh)− V φh〉.
Aus dieser Darstellung ko¨nnen wir die Anteile T1, . . . , T4 separieren
T1 :=
∑
T∈Th
∫
T
(F+ div σ(uh))·(e− eh) dx (2.9)
T2 :=
∑
F∈S0h
∫
F
[σ(uh)·n] · (e− eh) ds (2.10)
T3 :=
1
2
〈2t0 − 2σ(uh)·n+W (u0 − uh)− (K
′ − I)φh, e− eh〉 (2.11)
T4 :=〈ρ− ρh, (I −K)(u0 − uh)− V φh〉 (2.12)
Fu¨r den Beweis der Behauptung mu¨ssen wir nun zeigen, dass wir die Anteile T1, . . . , T4
nach oben durch R1, . . . , R4 abscha¨tzen ko¨nnen.
Zuna¨chst fu¨hren wir Interpolationsoperatoren ein, die globale Funktionen u ∈ H1(Ω) auf
der vorhandenen Triangulierung des Gebiets approximieren. Mit Hilfe der Regularita¨ts-
annahmen an die Triangulierung Th (siehe Ann. 1) ko¨nnen wir die Ergebnisse aus [20]
benutzen und definieren einen Cle´ment-Approximationsoperator, der uns die gewu¨nschte
Abscha¨tzung liefert.
Sei Ih : H
1(Ω) → Hh eine Familie von Approximationsoperatoren. Wir haben fu¨r alle
Elemente der Triangulierung T ∈ Th die Nachbarschaft des Elements NT :=
⋃
{T ′ ∈ Th :
T ′ ∩ T 6= ∅}. Dann gilt mit 0 ≤ k ≤ q ≤ 2
|Ihu− u|
2
Hk(T ) ≤ c h
2(q−k)
T |u|
2
Hq(NT )
∀u ∈ Hq(NT ). (2.13)
Mit den gleichen Regularita¨tsannahmen ko¨nnen wir nun auch eine Abscha¨tzung der L2-
Norm u¨ber einer Fla¨che F durch die Berechnung von Normen u¨ber dem Element T
gewinnen.
Nach [20, Lemma 4] gilt fu¨r eine Fla¨che F von T ∈ Th und jedes u ∈ H1(T )
hT‖u‖
2
L2(F ) ≤ c
(
‖u‖2
L2(T ) + h
2
T |u|
2
H1(T )
)
. (2.14)
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Fu¨r die Beweise der einzelnen Anteile (2.9)-(2.12) setzen wir eh := Ihe ∈ Hh und es sei
ρh ∈ H
1/2
h beliebig.
Fu¨r den Anteil T1 benutzen wir die Cauchy-Schwarz Ungleichung und wenden die Inter-
polationsabscha¨tzung (2.13) mit k = 0 und q = 1 auf e− eh = e− Ihe an.
T1 =
∑
T∈Th
∫
T
(F+ div σ(uh))·(e− eh) dx
≤
∑
T∈Th
‖F+ div σ(uh)‖L2(T )‖e− Ihe‖L2(T )
≤c
∑
T∈Th
‖F+ div σ(uh)‖L2(T )hT |e|H1(T ).
Nach der Regularita¨tsannahme 1 an die Triangulierungen des Gebietes Ω sind die Winkel
der Elemente im Gitter beschra¨nkt, daher ist die Anzahl der Nachbarelemente in der
Nachbarschaft NT auch beschra¨nkt. Damit ergibt sich eine Abscha¨tzung fu¨r T1 durch
den Anteil R1, der in (2.1) definiert wurde
T1 ≤ c|e|H1(Ω)
∑
T∈Th
hT‖F+ div σ(uh)‖ = c|e|H1(Ω)R1. (2.15)
Fu¨r den zweiten Teil T2 aus (2.10) nutzen wir die Abscha¨tzungen fu¨r die Interpolations-
operatoren auf den Elementen und auf den Elementseitenfla¨chen. Wir haben zuna¨chst
T2 =
∑
F
∫
F
[σ(uh ·n)](e− eh) ds ≤
∑
F
‖[σ(uh ·n)]‖L2(F )‖(e− Ihe)‖L2(F ).
Um die rechte Seite durch den Anteil R2 abzuscha¨tzen, betrachten wir ‖(e− Ihe)‖L2(F ),
verwenden die Abscha¨tzung (2.14) und ersetzen dabei u := e − Ihe. Anschließend be-
nutzen wir die Cle´ment-Interpolation (2.13) fu¨r Elemente der Triangulierung fu¨r die
L2-Norm (mit k = 0, q = 1) und die H1(Ω)-Seminorm (mit k = 1, q = 1) und erhalten
‖e− Ihe‖
2
L2(F ) ≤
c
hT
(
‖e− Ihe‖
2
L2(T ) + h
2
T |e− Ihe|
2
H1(T )
)
≤
c
hT
(
ch2T |e|
2
H1(NT )
+ h2T c|e|
2
H1(NT )
)
≤ chT |e|
2
H1(NT )
.
Daraus ergibt sich fu¨r die Abscha¨tzung von T2 unter der Beru¨cksichtigung, dass wegen
der Regularita¨t des Gitters die Anzahl der Nachbarn pro Element beschra¨nkt ist
T2 ≤ c|e|H1(Ω)
∑
F
√
hT‖[σ(uh)·n]‖L2(F ) = c|e|H1(Ω)R2. (2.16)
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Fu¨r den dritten Teil T3 betrachten wir zuna¨chst die Definitionen der Funktionen, Ap-
proximationen und die Abbildungseigenschaften der Integraloperatoren, damit wir die
duale Paarung in (2.11) durch die L2-Norm auf dem Rand Γ abscha¨tzen ko¨nnen.
Nach Voraussetzung ist t0 ∈ L2(Γ). Mit der Abbildungseigenschaft des hypersingula¨ren
Integraloperators W : H1/2+ǫ(Γ) → H−1/2+ǫ(Γ) (siehe [21]) und der Voraussetzung,
dass (u0 − uh)|Γ ∈ H1(Γ) ist W (u0 − uh) ∈ L2(Γ). Mit der Abbildungseigenschaft des
adjungierten Doppelschichtpotentials ist auch (K ′−I)φh ∈ L
2(Γ). Fu¨r stu¨ckweise lineare
Funktionen auf den Elementen ist σ(uh)·n ∈ L2(Γ), da σ(uh) stu¨ckweise konstant ist.
Wir wenden wie im obigen Fall fu¨r T2 analog die Interpolationsergebnisse (2.13) und
(2.14) auf ‖e− eh‖L2(Γ) an, bzgl. den Seitenfla¨chen der Triangulierung Th, die auf dem
Rand Γ liegen.
T3 = 〈t0 − σ(uh)·n+W (u0 − uh)− (K
′ − I)φh, e− eh〉
≤ ‖t0 − σ(uh)·n+W (u0 − uh)− (K
′ − I)φh‖L2(Γ)‖e− eh‖L2(Γ)
≤ c|e|H1(Ω)
√
hT‖t0 − σ(uh)·n+W (u0 − uh)− (K
′ − I)φh‖L2(Γ)
= c|e|H1(Ω)R3. (2.17)
Fu¨r den letzten Anteil T4 setzen wir ψ := (I −K)(u0−uh)− V φh. Dann haben wir fu¨r
alle ρh ∈ Hh
T4 = 〈ρ− ρh, (I −K)(u0 − uh)− V φh〉
= 〈ρ− ρh,ψ〉
≤ ‖ρ− ρh‖H−1/2(Γ)‖ψ‖H1/2(Γ).
Mit einer Zerlegung der Eins auf dem Rand Γ und der Einbettung H1(Γ) ⊂ H1/2(Γ)
ko¨nnen wir Theorem 3.2 aus [18] auf ‖ψ‖H1/2(Γ) anwenden. Sei hΓ := hΓj fu¨r Γj ∈ Γh
‖ψ‖H1/2(Γ) ≤ C
N∑
j=1
√
hΓ‖∇Γψ‖L2(Γj).
Sei nun ρh = 0. Mit der Stetigkeit von η erhalten wir nun die gewu¨nschte Abscha¨tzung
mit R4 aus (2.4)
T4 ≤ ‖ρ‖H−1/2(Γ)‖η‖H1/2(Γ)
≤ c(‖e‖H1/2(Γ) + ‖φ− φh‖H−1/2(Γ))
N∑
j=1
√
hΓ‖∇Γψ‖L2(Γj)
≤ c(‖e‖H1/2(Γ) + ‖φ− φh‖H−1/2(Γ))
N∑
j=1
√
hΓ‖∇Γ((I −K)(u0 − uh)− Vφh)‖L2(Γj)
= c(‖e‖H1/2(Γ) + ‖φ− φh‖H−1/2(Γ))R4 (2.18)
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Setzen wir die Abscha¨tzungen (2.15), (2.16), (2.17) und (2.18) fu¨r die einzelnen Teile
T1, . . . , T4 zusammen, haben wir
α(‖εu− εuh‖L2(Ω))+‖(u− uh), (φ− φh)‖
2 ≤ T1 + T2 + T3 + T4
≤ c(R1 +R2 +R3)|e|H1(Ω) + cR4‖(e,φ− φh)‖H1/2(Γ)×H−1/2(Γ).
Die Norma¨quivalenz von ‖·‖L2(Ω) + ‖·‖H1/2(Γ) zu | · |H1(Ω) liefert
α(‖εu− εuh‖L2(Ω)) + ‖(u−uh), (φ− φh)‖
2
≤ c(R1 +R2 +R3)‖εe‖L2(Ω)
+ c(R1 +R2 +R3 +R4)‖(e,φ− φh)‖H1/2(Γ)×H−1/2(Γ).
Nutzen wir ts ≤ 1
2
α(t) + 1
2
α∗(2s) fu¨r t = ‖εe‖L2(Ω) und fu¨r s = c(R1 + R2 + R3)
sowie das Standardargument pq ≤ 1
2
p2 + 1
2
q2 fu¨r p = c(R1 + R2 + R3 + R4) und q =
‖(e,φ− φh)‖H1/2(Γ)×H−1/2(Γ), so bekommen wir die gewu¨nschte Abscha¨tzung (2.6)
α(‖εu− εuh‖L2(Ω))+‖(u− uh), (φ− φh)‖
2
≤ α∗ (c(R1 +R2 +R3)) + c(R1 +R2 +R3 +R4)
2.
Um unser Theorem zu beweisen, mu¨ssen wir nur noch α und α∗ betrachten. Wir haben
nach den Annahmen an die nichtlineare Funktion, dass M ′ uniform monoton ist. Daher
existiert eine Konstante α˜ > 0 mit∫
Ω
(M ′(ζ)−M ′(ξ))(ζ − ξ) ≥ α˜
∫
Ω
(ζ − ξ)(ζ − ξ).
Es folgt, dass α(t) = α˜t2 (siehe (1.3)) und daraus α∗(s) = s
2
4α˜
. Mit der Norma¨quivalenz
erhalten wir nun die Abscha¨tzung 2.5
‖u− uh‖H1(Ω) + ‖φ− φh‖H−1/2(Γ) ≤ c(R1 +R2 +R3 +R4),
womit das Theorem bewiesen ist. ⊓⊔
2.1.1 Effizienz des Fehlerscha¨tzers
Fu¨r den Beweis der Effizienz des Fehlerscha¨tzers (2.5) gehen wir a¨hnlich vor wie in [16],
wo die FEM-BEM Kopplung fu¨r Laplace-Probleme im 2D Fall untersucht wird und
benutzen die Resultate aus [62].
Fu¨r den Beweis des Lemmas 2.1.1 beno¨tigen wir eine Darstellung des Referenz-Wu¨rfels
Kˆ := [0, 1]3 oder eines Referenz-Simplexes Kˆ := {xˆ ∈ IR3 : x1+x2+x3 ≤ 1, xi ≥ 0, i =
1, 2, 3} in Baryzentrischen Koordinaten λˆ1 . . . λˆ4.
31
2 Residualer Fehlerscha¨tzer
Wir betrachten den Referenz-Simplex im IR3 und bezeichen dessen Eckpunkte mit
zˆ1 := (1, 0, 0)
T ; zˆ2 := (0, 1, 0)
T ; zˆ3 := (0, 0, 1)
T ; zˆ4 := (0, 0, 0)
T .
Die Mittelpunkte der Kanten definieren wir durch
zˆi,j :=
1
2
(zˆi + zˆj), 1 ≤ i < j ≤ 4,
die Fla¨chenmittelpunkte
zˆi,j,k :=
1
3
(zˆi + zˆj + zˆk), 1 ≤ i < j < k ≤ 4
und den inneren Mittelpunkt durch
zˆ1234 :=
1
4
(zˆ1 + zˆ2 + zˆ3 + zˆ4) = (
1
4
,
1
4
,
1
4
).
Die Baryzentrischen Koordinaten λˆ1 . . . λˆ4 sind als Funktionen durch
λˆi(x) := xi 1 ≤ i ≤ 3
λˆ4(x) := 1−
3∑
i=1
xi
mit der Eigenschaft λˆ(zˆj) = δij , 1 ≤ i, j ≤ 4 definiert.
Auf dem Referenz-Simplex betrachten wir die Volumenfunktion bˆT und die Fla¨chenfunk-
tionen bˆF mit
bˆT :=256λˆ1λˆ2λˆ3λˆ4 = x1x2x3(1− x1 − x2 − x3) (2.19)
bˆF :=27λˆiλˆjλˆk. (2.20)
bˆT hat die Eigenschaften
bˆT (zˆ1234) = 1, bˆT (zˆijk) = 0, bˆT (zˆij) = 0, bˆT (zˆi) = 0,
dass sie im Inneren existiert und auf dem Rand verschwindet. Fu¨r die Fla¨chenfunktionen
haben wir analog
bˆF (zˆlmn) = δilδjmδkn, bˆF (zˆlm) = 0, bˆT (zˆl) = 0.
Wir definieren fu¨r T ∈ Th durch
ωF :=
⋃
F∈F(T ′)
T ′
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die Menge der Elemente, die die gleiche Seitenfla¨che haben.
Seien nun λT,1, λT,2, λT,3, λT,4 die Baryzentrischen Koordinaten des Elements T ∈ Th.
Wir haben die Volumenfunktion auf T gegeben durch
bT :=
{
256λT,1λT,2λT,3λT,4 in T
0 auf Ω \ T.
(2.21)
bT hat die oben beschriebenen Eigenschaften. Die Funktion auf den Seitenfla¨chen F der
Elemente ωF = T1 ∪ T2 ist gegeben durch
bF :=
{
27λTl,iλTl,jλTl,k auf Tl; (l = 1, 2)
0 auf Ω \ ωF .
(2.22)
Fu¨r ein Element T ∈ Th und eine Seitenfla¨che F haben wir fu¨r das Volumen des Elements
|T | und die Fla¨che |F | von F die Eigenschaften∫
T
bT =
32
105
|T |;
∫
F
bF =
9
20
|F |. (2.23)
Fu¨r den Beweis der Effizienz beno¨tigen wir zuna¨chst das folgende Lemma
Lemma 2.1.1 Sei uh ∈ Vh stu¨ckweise linear. Dann ist σ(uh) konstant und gibt es eine
Konstante c > 0, so dass fu¨r alle T ∈ Th gilt:
ηh(T )
2 ≤ ‖σ(u)− σ(uh)‖
2
L2(N (T )) + ‖hT (F− FT )‖
2
L2(N (T )) + ‖h
1/2
F (Su− SFu)‖
2
L2(Γ∩∂T )
(2.24)
+ ‖h1/2F W (u− uh)‖
2
L2(Γ∩∂T ) + ‖h
1/2
F (K
′ − I)(φ− φh)‖
2
L2(Γ∩∂T ) (2.25)
+ ‖h1/2F ∇ΓV (φ− φh)‖
2
L2(Γ∩∂T ) + ‖h
1/2
F ∇Γ(K − I)(u− uh)‖
2
L2(Γ∩∂T ), (2.26)
wobei S der Poincare´-Steklov Operator und SF eine L
2-Projektion des Operators bezeich-
net.
Beweis. Aus (2.5) haben wir die Darstellung des Fehlerscha¨tzers ηh mit
η2h(T ) =
∑
T∈Th
h2T‖F+ div σ(u)‖
2
L2(T ) +
∑
Fi∈Sh
hFi‖[σ(uh)·n]‖
2
L2(Fi)
+
∑
Fe∈Γh
hFe‖t0 − σ(uh)·n+
1
2
W (u0 − uh|Γ)−
1
2
(K ′ − I)φh‖
2
L2(Fe)
+
∑
Fe∈Γh
hFe‖∇Γ {(I −K)(u0 − uh|Γ)− Vφh}‖
2
L2(Fe)
.
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Da wir annehmen, dass uh ∈ Vh, also σ(uh) stu¨ckweise konstant ist, ergibt sich, dass
div σ(uh) = 0 gilt.
Wir definieren zuna¨chst die L2-Projektionen FT :=
1
|T |
∫
T
F und gF :=
1
|F |
∫
F
(−Su).
Daraus haben wir fu¨r den Fehlerscha¨tzer
η2h(T ) =
∑
T∈Th
h2T‖FT‖
2
L2(T ) +
∑
T∈Th
h2T‖F− FT‖
2
L2(T ) +
∑
Fi∈Sh
hFi‖[σ(uh)·n]‖
2
L2(Fi)
+
∑
Fe∈Γh
hFe‖t0 − σ(uh)·n+
1
2
W (u0 − uh|Γ)−
1
2
(K ′ − I)φh‖
2
L2(Fe)
+
∑
Fe∈Γh
hFe‖∇Γ {(I −K)(u0 − uh|Γ)− V φh}‖
2
L2(Fe)
.
Mit der oben eingefu¨hrten Abschneidefunktion bT fu¨r das Element T definieren wir
wT := FT bT . Mit dem Integralwert von bT aus (2.23) ergibt sich fu¨r wT∫
T
FTwT =
∫
T
F2T bT = |FT |
2 32
105
|T | =
32
105
‖FT‖
2
L2(T )
Wir scha¨tzen ‖FT‖L2(T ) mittels der Abschneidefunktion wT , die auf dem Rand der Ele-
mente verschwindet, der Eigenschaft, dass div σ(uh) = 0 und der partiellen Integration
ab, wobei wir∫
Ω
σ(uh) : ε(wT ) =
∫
Ω
FwT =⇒
∫
Ω
(σ(uh)−σ(u)) : ε(wT ) =
∫
Ω
FwT −
∫
Ω
σ(u) : ε(wT )
fu¨r die exakte Lo¨sung u des Innenraumproblems ausnutzen.∫
T
FTwT =
∫
T
FwT +
∫
T
(FT − F)wT +
∫
Ω
div σ(uh)wT
=
∫
Ω
FwT −
∫
Ω
σ(uh) : ε(wT ) +
∫
T
(FT − F)wT
=
∫
T
(σ(u)− σ(uh)) : ε(wT ) +
∫
T
(FT − F)wT
≤‖σ(u)− σ(uh)‖L2(T )‖∇wT‖L2(T ) + ‖FT − F‖L2(T )‖wT‖L2(T )
≤‖σ(u)− σ(uh)‖L2(T )|FT |ch
−1
√
32
105
|T |+ ‖FT − F‖L2(T )|FT |
√
32
105
|T |
≤
√
32
105
‖FT‖L2(T )[ch
−1‖σ(u)− σ(uh)‖L2(T ) + ‖FT − F‖L2(T )].
Daraus folgt
‖FT‖L2(T ) ≤
√
32
105
[ch−1‖σ(u)− σ(uh)‖L2(T ) + ‖FT − F‖L2(T )]. (2.27)
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Fu¨r den na¨chsten Anteil ‖[σ(uh) ·n]‖2L2(Fi) im Fehlerscha¨tzer ηh definieren wir die Ab-
schneidefunktion (d.h. supp wF ⊂ ωF ) auf den Seitenfla¨chen F der Elemente T durch
wF := [σ(uh)·n]bF . Analog zu der obigen Vorgehensweise erhalten wir∫
F
[σ(uh)·n]wF = [σ(uh)·n]
2
∫
F
bF =
9
20
|F |‖[σ(uh)·n]‖
2
L2(F ). (2.28)
Mit den gleichen Argumenten wie oben nutzen wir die Tatsache aus, dass div σ(uh) = 0
und folgern mit der Abscha¨tzung fu¨r ‖FT‖L2(T ) aus (2.27), dass∫
F
[σ(uh)·n]wF =
∑
T ′∈ωF
∫
T ′
FwF −
∫
ωF
σ(u− uh) : ε(wF )
≤‖F‖L2(ωF )‖wF‖L2(ωF ) + ‖σ(u)− σ(uh)‖L2(ωF )‖∇wF‖L2(ωF )
≤‖F‖L2(ωF )|[σ(uh)·n]|chF + ‖σ(u)− σ(uh)‖L2(ωF )|[σ(uh)·n]|chFh
−1
F
=c‖[σ(uh)·n]‖L2(F )
[
h
1/2
F ‖F‖L2(ωF ) + ch
−1/2‖σ(u)− σ(uh)‖L2(ωF )
]
≤c‖[σ(uh)·n]‖L2(F )
[
h
1/2
F ‖F− FT + FT‖L2(ωF ) + ch
−1/2‖σ(u)− σ(uh)‖L2(ωF )
]
≤c‖[σ(uh)·n]‖L2(F )
[
h
1/2
F
∑
T ′⊂ωF
‖F− FT‖L2(T ′) + ch
−1/2‖σ(u)− σ(uh)‖L2(ωF )
]
,
so erhalten wir eine Abscha¨tzung des zweiten Terms des Fehlerscha¨tzers ηh
‖[σ(uh)·n]‖L2(F ) ≤ c
[
h
1/2
F
∑
T ′⊂ωF
‖F− FT‖L2(T ′) + ch
−1/2‖σ(u)− σ(uh)‖L2(ωF )
]
. (2.29)
Fu¨r den dritten Anteil des Fehlerscha¨tzers benutzen wir die diskrete Form der Gleichung
(1.15), die uns φh = V
−1
h (Kh−Ih)(uh−u0) liefert und die Definition des Poincare´-Steklov
Operators S = W + (K − I)V −1(K − I). Wir haben
hF
∫
F
|σ(uh)·n+
1
2
Wuh|Γ +
1
2
(K ′ − I)φh|
2 ds
=hF
∫
F
|σ(uh)·n+
1
2
Wuh|Γ
1
2
(K ′ − I)V −1h i
∗
h(K − I)uh|
2 ds
≤2hF
∫
F
|σ(uh)·n+ Su|
2 ds
+ 2hF
∫
F
|
1
2
Wuh|Γ +
1
2
(K ′ − I)V −1h i
∗
h(K − I)uh − Su|
2 ds. (2.30)
Fu¨r das erste Integral der rechten Seite definieren wir fu¨r F ∈ Fh und konstantes σ(uh)
und gF , wF := (gF − σ(uh)·n)bF . Wir erhalten analog zu den obigen Umformungen∫
F
(gF − σ(uh)·n)bF =
9
20
|F |‖gF − σ(uh)·n‖
2
L2(F ).
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Daraus erhalten wir mit der Abscha¨tzung fu¨r ‖FT‖L2(T )
‖gF−σ(uh)·n‖L2(F )≤c
[
h
− 1
2
F ‖σ(u)−σ(uh)‖H1(ωF )+h
1
2
F‖F−FT ‖L2(ωF )+‖gF−σ(u)‖L2(F )
]
.
Setzen wir diese Abscha¨tzung ein und schreiben σ(u)·n = φ = −Su durch die Defini-
tionen des Kopplungsrandes sowie gF = SFu mit SFu := |F |−1
∫
F
Su ds, erhalten wir
fu¨r den ersten Teil in (2.30)
2hF
∫
F
|σ(uh)·n+Su|
2 ≤chF
∫
F
|Su−SFu|
2 ds+c˜h2F‖F−FT ‖
2
L2(T )+c˜
′‖σ(u)−σ(uh)‖
2
L2(T ).
Der zweite Teil in (2.30) ergibt mit φ = V −1(K − I)u
2hF
∫
F
|
1
2
Wuh|Γ +
1
2
(K ′ − I)V −1h i
∗
h(K − I)uh − Su|
2 ds
= 2hF
∫
F
|W (u− uh) + (K
′ − I)(φ− φh)|
2 ds
≤ 4hF
∫
F
|W (u− uh)|
2 ds+ 4hF
∫
F
|(K ′ − I)(φ− φh)|
2 ds.
Zusammengesetzt ergibt sich fu¨r den dritten Term
hF‖σ(uh)·n+
1
2
Wuh|Γ +
1
2
(K ′ − I)φh‖
2
L2(F )
≤ chF
∫
F
|Su− SFu|
2 ds+ c˜h2F‖F− FT‖
2
L2(T ) + c˜
′‖σ(u)− σ(uh)‖
2
L2(T )
+ 4hF‖W (u− uh)‖L2(F ) + 4hF‖(K
′ − I)(φ− φh)‖L2(F ).
(2.31)
Den letzten Term des Fehlerscha¨tzers ηh scha¨tzen wir mit der Identita¨t (1.15) und der
Dreiecksungleichung ab.
hF‖∇Γ(Vφh − (K − I)uh)‖
2
L2(F ) = hF‖∇Γ(V (φh − φ) + V φ− (K − I)uh)‖
2
L2(F )
≤ 2hF‖∇ΓV (φh − φ)‖
2
L2(F ) + 2hF‖∇Γ(K − I)(u− uh)‖
2
L2(F ). (2.32)
Fassen wir nun die Abscha¨tzungen (2.27), (2.29), (2.31) und (2.32) der einzelnen Terme
zusammen, erhalten wir letztendlich unsere Behauptung (2.24). ⊓⊔
Wir ko¨nnen nun Lemma 2.1.1 benutzen, um die Effizienz des Fehlerscha¨tzers ηh (bis
auf Terme ho¨herer Ordnung) zu beweisen. Wir bezeichnen mit S0h(Γ) den Raum der
stu¨ckweise konstanten Funktionen und mit S1h(Γ) den Raum der stu¨ckweise linearen
Funktionen auf dem Rand Γ.
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Theorem 2.1.3 Sei uh ∈ Vh stu¨ckweise linear. Dann gibt es eine Konstante c > 0,
unabha¨ngig von der Elementgro¨ße h, so dass fu¨r alle T ∈ Th gilt∑
T∈Th
ηh(T )
2 ≤c
[
‖hT (F− FT )‖
2
L2(Ω) + ‖σ(u)− σ(uh)‖
2
L2(Ω)
+
hΓ,max
hΓ,min
(
‖u− uh‖
2
H1/2(Γ) + ‖φ− φh‖
2
H−1/2(Γ)
)
(2.33)
+
h2Γ,max
hΓ,min
(
distH1(Γ)(u, S
1
h(Γ))
2 + distL2(Γ)(Su, S
0
h(Γ))
2
)]
Beweis. In Lemma 2.1.1 haben wir eine Abscha¨tzung fu¨r den Fehlerscha¨tzer ηh gewon-
nen. Nehmen wir nun die Summe u¨ber alle Elemente T ∈ T , so erhalten wir∑
T∈T
ηh(T )
2 ≤ c
[
‖σ(u)− σ(uh)‖
2
L2(Ω) + ‖hT (F− FT )‖
2
L2(Ω) + hΓ,max‖(Su− SFu)‖
2
L2(Γ)
+ hΓ,max‖W (u− uh)‖
2
L2(Γ) + hΓ,max‖(K
′ − I)(φ− φh)‖
2
L2(Γ)
+ hΓ,max‖∇ΓV (φ− φh)‖
2
L2(Γ) + hΓ,max‖∇Γ(K − I)(u− uh)‖
2
L2(Γ).
Die beiden Volumenterme sind schon in der gewu¨nschten Form, deshalb mu¨ssen wir nur
noch die Randterme einzeln betrachten.
Da SFu eine L
2−Projektion von −Su in den Raum stw. konstanten Funktionen auf
dem Rand S0h(Γ) ist, ist der Abstand der Projektion SF zu Su: ‖Su − SFu‖L2(Γ) =
distL2(Γ)(Su;S
0
h(Γ)). Somit haben wir fu¨r den ersten Randintegralterm
hΓ,max‖(Su− SFu)‖
2
L2(Γ) ≤ hΓ,maxdistL2(Γ)(Su;S
0
h(Γ))
2. (2.34)
Dieser Term ist in der Abscha¨tzung nach oben durch einen Term ho¨herer Ordnung
beschra¨nkt.
Fu¨r den Anteil mit dem hypersingula¨ren Integraloperator benutzen wir dessen Abbil-
dungseigenschaften (hier Stetigkeit, siehe [21]) und haben somit
hΓ,max‖W (u− uh)‖
2
L2(Γ) ≤ chΓ,max‖u− uh‖
2
H1(Γ). (2.35)
Um ‖u− uh‖2H1(Γ) abzuscha¨tzen, fu¨hren wir eine Approximation uap ∈ S
1
h(Γ) ein, die u
auf dem aktuellen Randgitter auf Γ approximieren soll (z.B. nehmen wir die Funktion, die
u in den Knoten des Randgitters exakt interpoliert). Mit Hilfe der Dreiecksungleichung
erhalten wir
‖u− uh‖
2
H1(Γ) ≤ 2‖u− uap‖
2
H1(Γ) + 2‖uap − uh‖
2
H1(Γ) (2.36)
Wegen uap − uh ∈ S1h, ko¨nnen wir die inverse Abscha¨tzung
‖vh‖Hl(Γ) ≤ ch
m−l‖vh‖Hm(Γ) m ≤ l
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fu¨r ein vh ∈ Ph, wobei Ph endlich dimensionaler Unterraum von Hl(Γ)∩Hm(Γ) ist (siehe
[15, 64]) benutzen und die Dreiecksungleichung erneut anwenden
‖uap − uh‖H1(Γ) ≤ ch
−1/2
Γ,min‖uap − uh‖H1/2(Γ)
≤ ch−1/2Γ,min
[
‖uap − u‖H1/2(Γ) + ‖u− uh‖H1/2(Γ)
]
. (2.37)
Mit der Interpolation von H1/2(Γ) durch L2(Γ) und H(Γ) (siehe [2]) und den Approxi-
mationseigenschaften fu¨r uap in der L
2(Γ)-Norm erhalten wir
‖uap − u‖
2
H1/2(Γ) ≤ c‖uap − u‖L2(Γ)‖uap − u‖H1(Γ)
≤ chΓ,max‖uap − u‖
2
H1(Γ). (2.38)
Die Abscha¨tzungen (2.36)-(2.38) eingesetzt in die Abscha¨tzung (2.35) des hypersin-
gula¨ren Operator-Anteils ergibt
hΓ,max‖W (u− uh)‖
2
L2(Γ) ≤ c
hΓ,max
hΓ,min
[
‖u− uh‖
2
H1/2(Γ) + hΓ,max‖u− uap‖
2
H1(Γ)
]
≤ c
hΓ,max
hΓ,min
[
‖u− uh‖
2
H1/2(Γ) + hΓ,maxdistH(Γ)(u;S
1
h(Γ))
2
]
.
Die gleichen Argumente angewandt auf die Einfachschicht-, Doppelschicht- und adjun-
gierte Doppelschichtpotential-Anteile ergibt die gesuchte Abscha¨tzung (2.33). ⊓⊔
Bemerkung 2.1.1 Fu¨r ein Modellproblem mit speziellen Annahmen an die Regularita¨t
der Lo¨sungen ko¨nnen wir das Ergebnis aus Theorem 2.1.3 als untere Schranke korre-
spondierend zu der oberen Schranke aus Theorem 2.1.2 benutzen. Wir nehmen an, dass
F hinreichend glatt ist, so dass fu¨r die L2-Projektion FT die Abscha¨tzung
‖hT (F− FT )‖
2
L2(Ω) ≤ ch
2
max
gilt.
Fu¨r die Verfeinerung des Gitters nehmen wir eine quasi-uniforme Unterteilung des Ge-
bietes Ω und des Randes Γ an. Dann haben wir eine vom Gitter unabha¨ngige Konstante
c > 0 mit
1 ≤
hΓ,max
hΓ,min
≤ c.
Haben wir außerdem glatte Lo¨sungen u und φ auf dem Rand, so liefert uns die Approxi-
mationseigenschaften der Elemente aus S0h(Γ) und S
1
h(Γ) fu¨r die L
2- bzw. die H1-Norm
die Abscha¨tzung
hΓ,maxdistH(Γ)(u;S
1
h(Γ))
2 + hΓ,maxdistL2(Γ)(Su;S
0
h(Γ))
2 ≤ ch3max.
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Setzen wir diese Erkenntnisse in die Abscha¨tzung (2.33) fu¨r den Fehlerscha¨tzer ηh ein,
erhalten wir∑
T∈Th
ηh(T )
2 ≤ ch2max+‖σ(u)−σ(uh)‖
2
L2(Ω)+c
[
‖u−uh‖
2
H1/2(Γ)+‖φ−φh‖
2
H−1/2(Γ)
]
+ch3max.
Beru¨cksichtigen wir nun, dass wir bei den meisten Gittern die Abscha¨tzung
chmax ≤ ‖σ(u)− σ(uh)‖L2(Ω) + ‖u− uh‖H1/2(Γ) + ‖φ− φh‖H−1/2(Γ)
gewinnen ko¨nnen, haben wir mit den Approximationeigenschaften der diskreten Un-
terra¨ume letztendlich ∑
T∈Th
ηh(T )
2 ≤ c‖u− uh‖
2
H1(Ω).
Aus den Theoremen 2.1.2 und 2.1.3 haben wir dann mit ηh einen effizienten und zu-
verla¨ssigen Fehlerscha¨tzer fu¨r das Kopplungsproblem.
c−1‖u− uh‖
2
H1(Ω) ≤
∑
T∈Th
ηh(T )
2 ≤ c‖u− uh‖
2
H1(Ω).
2.2 Adaptiver Algorithmus
In diesem Kapitel stellen wir den adaptiven Algorithmus vor, der unter Verwendung des
Fehlerscha¨tzers aus Theorem 2.1.2 die adaptive Verfeinerung des Gitters steuern soll.
Fu¨r das Startgitter Th,0 unterteilen wir das Gebiet Ω uniform. Auf diesem so genannten
Grobgitter werden nun die approximierten Lo¨sungen uh, φh des diskreten Problems
(1.27) berechnet. Mit den gegeben Volumen- und Randdaten kann nun der Fehlerscha¨tzer
ηh(T ) (2.5) mit den einzelnen Anteilen (2.1)-(2.4) auf jedem Element T ∈ Th berechnet
werden. Wir nehmen dies als lokalen Fehlerwert auf jedem Element und ko¨nnen dann
die Elemente verfeinern, die einen bestimmten Prozentsatz θ ∈ [0, 1] des gro¨ßten Fehlers
u¨berschreiten oder verfeinern die n−Prozent Elemente mit den gro¨ßten Fehlerwerten.
Dadurch wird eine neue Triangulierung Th geschaffen, auf der wiederum die na¨chste
Approximation berechnet wird.
Wir geben hier noch mal den Algorithmus in schematischer Form an
Algorithmus
(1) Starte mit dem Grobgitter Th,0, auf Level k = 0
(2) Berechne Galerkin-Lo¨sung uh,k
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(3) Berechne R1, . . . , R4 fu¨r alle T ∈ Th,k
– Berechne R1 auf dem Element T
– Berechne fu¨r R2 die Spru¨nge der Randspannung auf den inneren Elementsei-
tenfla¨chen F ∈ Sh,k
– Berechne R3 auf jedem Randelement Γi ∈ Γh,k (falls vorhanden) und addiere
den Wert zu T
– Berechne R4 auf jedem Randelement Γi ∈ Γh,k (falls vorhanden) und addiere
den Wert zu T
(4) Markiere das Element T ∈ Th,k zur Verfeinerung, falls:
ηh,k(T ) ≥ θ · max
T˜∈Th,k
ηh,k(T˜ ) θ ∈ [0, 1]
(5) Pru¨fe alle Elemente auf die
”
1-constraint rule“ (siehe Kap. 6) oder andere Kon-
formita¨tseigenschaften und markiere entsprechende Nachbarn auch zur no¨tigen
Verfeinerung
(6) Verfeinere alle markierten Elemente und bilde die neue Triangulierung Th,k+1
(7) k = k + 1 falls (Gesamtfehlerwert > Abbruchkriterium) =⇒ gehe zuru¨ck zu (2)
Der adaptive Algorithmus ist sowohl fu¨r konforme als auch fu¨r nichtkonforme Gitter
(siehe Kapitel 6) geeignet. Da wir nur einen lokalen Gesamtfehlerwert auf den Elemen-
ten haben, wird das zu verfeinernde Element bei der Verwendung von Hexaedern in 8
kleine Hexaeder unterteilt. Falls es a priori aufgrund der Geometrie oder der Problem-
stellung klar ist, in welche Richtung die Verfeinerung am effektivsten ist, kann auch diese
Verfeinerungsart in dem Algorithmus fest eingestellt werden.
Im Normalfall verwenden wir fu¨r das Randelementgitter die Spur des Volumengitters,
d.h. die Elemente des Randgitters sind die Seitenfla¨chen der Elemente des Volumengit-
ters, die einen nichtleeren Schnitt mit dem Rand Γ haben. Deshalb werden die Anteile
der Randelemente auch zu den Volumenelementen addiert und fu¨r die Verfeinerungsent-
scheidung nur die Volumenelemente betrachtet.
Das Programmpaket maiprogs [45, 43] ist aber auch dafu¨r ausgelegt, dass man zwei
unterschiedliche Gitter fu¨r die Lo¨sung des Problems verwendet. Um die Verfeinerung
auf den beiden unabha¨ngigen Gittern durchzufu¨hren, mu¨ssen die Anteile R1 und R2
fu¨r ein Volumenelement berechnet werden und die Anteile R3 und R4 werden dann fu¨r
die Randelemente zusammengefasst. Der obige Algorithmus kann dann mit kleineren
Modifikationen separat fu¨r die Steuerung beider Gitter angewendet werden.
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2.3 Implementation
In diesem Kapitel bescha¨ftigen wir uns mit der Implementation der Randintegralopera-
toren, die in den Definitionen der Fehlerindikatoren auftreten.
Die Implementation der Integraloperatoren in den Anteilen R3 und R4 des Fehler-
scha¨tzers (2.5) verlangt eine verbesserte Darstellung der Integrale zur effizienten nume-
rischen Berechnung. Die in dem Fehlerscha¨tzer auftretenden stark bzw. hypersingula¨ren
Integrale ko¨nnen mit der normalen Vorgehensweise nicht berechnet oder nicht exakt
genug berechnet werden. In diesem Kapitel stellen wir die Implementation der einzel-
nen (aber nicht aller) Anteile vor, wie sie im Programmpaket maiprogs [45, 43] in der
Programmiersprache Fortran 90 realisiert wurden.
Bei der Implementation ist zu unterscheiden, auf welchen Typ von Argument die Inte-
graloperatoren angewendet werden. In dem Anteil R3 wird zum Beispiel der hypersin-
gula¨re OperatorW auf eine Funktion u0 und auf eine Approximation (also ein Polynom)
uh angewendet. Fu¨r beide gibt es unterschiedliche Strategien die beno¨tigten Werte zu
berechnen. Galerkin-Elemente ko¨nnen nach [44, 41, 42, 46] fu¨r Polynome auf Dreiecken
und Parallelogrammen analytisch berechnet werden.
Die Lame´-Integraloperatoren fu¨hren wir zuru¨ck auf die Definitionen der Integralopera-
toren fu¨r das Laplace-Problem. Wir stellen im Folgenden zuna¨chst die Umrechnungen
fu¨r die Laplace Randintegraloperatoren vor und werden dann die Lame´ Randintegral-
operatoren untersuchen.
Mit Hilfe der Definition des Ableitungsoperators ∇ definieren wir
Definition 2.3.1 Sei u eine skalare Funktion und u eine vektorwertige Funktion. Dann
ist
∇Γu := n× (∇u× n) = ∇u− (∇u·n)n
der Oberfla¨chengradient auf Γ und
curlΓu := ∇Γu× n
die vektorielle Fla¨chenrotation.
Die skalare Fla¨chenrotation auf Γ fu¨r u·n = 0 ist durch
curlΓu := (curl u) · n
gegeben.
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2.3.1 Laplace Randintegraloperatoren
Die Integraloperatoren fu¨r das Laplace-Problem
−∆u1 = f in Ω ∆u2 = 0 in Ω
C
u1 = u2 + u0
∂u1
∂n
=
∂u2
∂n
+ t0 auf Γ
plus Abklingbedingung im Unendlichen, sind wie folgt definiert
V φ(x) =
2
4π
∫
Γ
1
|x− y|
φ(y) dSy, Einfachschichtpotential
Kv(x) =
2
4π
∫
Γ
∂
∂ny
1
|x− y|
v(y) dSy, Doppelschichtpotential
K ′φ(x) =
2
4π
∂
∂nx
∫
Γ
1
|x− y|
φ(y) dSy, adj. Doppelschichtpotential
Wv(x) = −
2
4π
∂
∂nx
∫
Γ
∂
∂ny
1
|x− y|
v(y) dSy, hypersingula¨rer Operator.
Wu0
Wir betrachten zuna¨chst den hypersingula¨ren Operator W . Mit Hilfe der Bilinearform
des Operators 〈W ·, ·〉 erhalten wir nach [54] bzw. [38] die U¨berfu¨hrung des hypersin-
gula¨ren Operators in die Bilinearform des Einfachschichtpotentials V , angewendet auf
die vektorielle Fla¨chenrotation der Testfunktion v. Eine weitere Ausnutzung des Stokes-
schen Integralsatzes (siehe [55])∫
Γ
curlΓu · v ds =
∫
Γ
u curlΓv (2.39)
liefert
〈Wu, v〉 = 〈V curlΓu, curlΓv〉
=
2
4π
∫
Γ
∫
Γ
curlΓu(x) · curlΓv(y)
|x− y|
dsxdsy
=
2
4π
∫
Γ
∫
Γ
curlΓy(curlΓu(x)) · v(y)
|x− y|
dsxdsy
=
2
4π
∫
Γ
curlΓy
∫
Γ
curlΓu(x) · v(y)
|x− y|
dsxdsy
= 〈curlΓV (curlΓu), v〉.
Damit ko¨nnen wir den hypersingula¨ren Operator als die Rotation des Einfachschichtpo-
tentials mit der Belegung curlΓu darstellen. Weiterhin ko¨nnen wir curlΓV (curlΓu) mit
mit Hilfe der Definitionen 2.3.1 umformen
curlΓV (curlΓu) = curl V (curlΓu) · n = ∇× V (∇Γu× n) · n.
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Weitere Umformungen des Ausdrucks ergeben eine neue Darstellung des hypersingula¨ren
Operators
∇× V (∇Γu× n) · n =
2
4π
nx · curl x
∫
Γ
1
|x− y|
(∇Γu× ny) dsy
=
2
4π
∫
Γ
nx ·
1
|x− y|3
(x− y)× (ny ×∇Γyu) dsy
= −
2
4π
∫
Γ
1
|x− y|3
(nx × (ny ×∇Γy)) · (x− y) dsy
= −
2
4π
∫
Γ
1
|x− y|3
(nx(ny · (x− y))− (x− y) · (nx · ny))∇Γyu dsy
=
2
4π
∫
Γ
((x− y) · (nx · ny)− nx · (ny · (x− y)))
|x− y|3
∇Γu(y)dsy,
(2.40)
wobei wir die Funktion ∇Γu(y) als Belegung eines Integraloperators mit dem Kern
K(x, y) := ((x−y)·(nx·ny)−nx·(ny ·(x−y)))|x−y|3 gewonnen haben. Somit ko¨nnen wir fu¨r die Integra-
tion die gleichen Routinen (mit gea¨nderten Kern) benutzen, die wir fu¨r die Standard-
operatoren in maiprogs verwenden.
Das Integral (2.40) hat eine starke Singularita¨t. Deshalb ist es notwendig, die Berechnung
des Integrals zu modifizieren, wenn x und y nah beieinander sind. Sind die Punkte weit
voneinander entfernt, ergibt sich kein Problem. Fu¨r das Nahfeld, d.h. die Punkte sind
dicht beieinander, regularisieren wir den Ausdruck (2.40), indem wir die Null (−∇Γu(x)+
∇Γu(x)) addieren und anschließend die Integrale auseinander ziehen
2
4π
∫
Γ
((x− y) · (nx · ny)− nx · (ny · (x− y)))
|x− y|3
∇Γu(y) dsy =
=
2
4π
∫
Γ
K(x, y)(∇Γu(y)−∇Γu(x))dsy +
2
4π
∫
Γ
K(x, y)∇Γu(x)dsy.
Im zweiten Ausdruck ist ∇Γu(x) eine Konstante. Dadurch ko¨nnen wir diesen Term ana-
lytisch integrieren, da sich das Integral auf ein Integral der Form
I
−3/2
k,l (a,b, x) := p.f.
∫

tk1t
l
2
|at1 + bt2 + x|3
dt1dt2. (2.41)
zuru¨ckfu¨hren la¨sst. In [46] wird eine analytische Berechnung des Integrals I
−3/2
k,l beschrie-
ben. Der erste Ausdruck hat durch den ∇Γu(x) Term eine abgeschwa¨chte Singularita¨t
und kann mit numerischer Quadratur berechnet werden.
Wuh
Falls wir den hypersingula¨ren Operator auf ein Polynom anwenden (also Wuh), ko¨nnen
wir wieder unsere Darstellung fu¨r W aus (2.40) benutzen. Eine Realisierung des hyper-
singula¨ren Operators wird auch [61] beschrieben.
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Die Elemente der Triangulierung des Gebietes Ω und deren Oberfla¨chentriangulierung
Γh, bestehend aus Parallelogrammen oder Dreiecken, sind eine affine Abbildung des
Referenzquadrats  = [−1, 1]2 oder des Referenzdreiecks ∆ = {(t1, t2) : 0 ≤ t1 ≤
1− t2 ≤ 1}. Fu¨r ein Element Γi bedeutet dies
Γi = {ait1 + bit2 + xi : (t1, t2) ∈ {,∆}} .
Wir definieren die affine Transformation vom Referenzelement in das Gebiet Γi durch
Fi :
{
{,∆} =⇒ Γi
t = (t1, t2) −→ x = ait1 + bit2 + xi,
mit |∂Fi
∂t
| = |ai × bi|. Die Basisfunktionen ψi auf Γi fu¨r die Monome sind dann gegeben
durch
ψikl(x) = t
k
1t
l
2 ◦ F
−1
i (x).
Aus [46, Kap. 3.4] haben wir eine alternative Darstellung fu¨r ny × grad v(y). Daraus
folgt
nx · ∇x × V (ny ×∇yv(y)) = −
2
4π
nx
∫
Γ
curl x
1
|x− y|
(ny × grad v(y)) dSy
= −
2
4π
nx
∫
Γ
∇x ×
1
|x− y|
[
1
|a× b|
{b∂t1(t
k
1t
l
2)− a∂t2(t
k
1t
l
2)}
]
︸ ︷︷ ︸
=:f(t)
◦F−1(y) dSy
=
2
4π
nx
∫
Γ
1
|x− y|3
(x− y)× f(t) ◦ F−1(y) dSy. (2.42)
Betrachten wir den (x− y)× f(t)-Anteil separat, so ergibt sich
(x− y)× f(t) = (x− F (t))×
[
b∂t1(t
k
1t
l
2)− a∂t2(t
k
1t
l
2)
]
= (x− a)× a(ktk−11 t
l
2)− a× b(kt
k
1t
l
2)
− (x− a)× a(ltk1t
l−1
2 ) + b× a(lt
k
1t
l
2)
= (x− a)× b(ktk−11 t
l
2)− a(lt
k
1t
l−1
2 ) + b× a(k + l)(t
k
1t
l
2).
Dies eingesetzt in die Gleichung (2.42) gibt
nx∇x × V (ny ×∇yv(y)) =
=
2
4π
nx
∫
Γ
1
|x− F (t)|3
[
(x− a)×
(
b(ktk−11 t
l
2)− a(lt
k
1t
l−1
2 )
)
+ b× a(k + l)(tk1t
l
2)
]
dt
=
2
4π
nx
(
(x− a)× (bkI−3/2k−1,l − alI
−3/2
k,l−1) + b× a(k + l)I
−3/2
k,l
)
. (2.43)
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Es erscheinen in (2.43) nur noch Integrale der Form I
−3/2
kl (siehe (2.41)). Da wir diese
analytisch integrieren ko¨nnen, ergeben sich keine Schwierigkeiten bei der Auswertung
des hypersingula¨ren Operators W angewendet auf Polynome.
Die in dem Anteil R4 des Fehlerscha¨tzers (2.5) auftretenden Integraloperatoren ko¨nnen
wir nicht in der standardisierten Form berechnen, da der Term den Oberfla¨chengradi-
enten der Operatoren benutzt. Um die Berechnung wieder zu vereinfachen, benutzen
wir zuna¨chst die Definition des Oberfla¨chengradienten ∇Γu = ∇u − (∇u · n)n (siehe
Def. 2.3.1) und ko¨nnen uns daher bei der Betrachtung auf den Gradienten der Operato-
ren beschra¨nken.
∇ΓKu0
Fu¨r den Gradienten des Doppelschichtpotentials angewendet auf eine Funktion v benut-
zen wir folgende Umrechnung. Dabei gebrauchen wir die Identita¨t
∆u = grad div u+ curl curl u,
die Eigenschaft von 1|x−y| als Fundamentallo¨sung der Laplace-Gleichung und wenden den
Stokesschen Integralsatz an
∇Kv =
2
4π
∇x
∫
Γ
∂
∂ny
1
|x− y|
v(y)dSy =
2
4π
∫
Γ
gradx grady
1
|x− y|
· nyv(y)dSy
= −
2
4π
∫
Γ
gradxdivx (
1
|x− y|
ny)v(y) dSy
= −
2
4π
∫
Γ
∆
1
|x− y|
nyv(y) dSy −
2
4π
∫
Γ
curl curl
1
|x− y|
nyv(y) dSy
= −
2
4π
∫
Γ
∇x ×
(
∇x ×
[ 1
|x− y|
nyv(y)
])
dSy
= −
2
4π
∇x ×
(∫
Γ
ny ×∇y
(
v(y)
1
|x− y|
)
dSy −
∫
Γ
1
|x− y|
(
ny ×∇yv(y)
)
dSy
)
=
2
4π
∇x ×
∫
Γ
1
|x− y|
(
ny ×∇yv(y)
)
dSy
= ∇x × V (ny ×∇yv(y)) (2.44)
=
2
4π
∫
Γ
ny((x− y) · ∇yv(y))−∇yv(y)((x− y) · ny)
|x− y|3
dSy.
Den so gewonnenen Ausdruck formulieren wir mit Hilfe der Matrixschreibweise um,
damit wir die gleiche Form von Integralberechnung wir in (2.40) erhalten. Es ko¨nnen
dann die gleichen Routinen zur Berechnung genutzt werden. Fu¨r die Matrixdarstellung
erhalten wir
∇Kv =
2
4π
∫
Γ
K∇yv(y) dSy, (2.45)
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mit der Matrix
K :=

−d2n2 − d3n3 d2n1 d3n1d1n2 −d3n3 − d1n1 d3n2
d1n3 d2n3 −d1n1 − d2n2

 ,
wobei di := (xi−yi). Wir haben somit fu¨r die Integralberechnung die Belegung v(y) und
als Kern die Matrix K.
In der numerischen Berechnung des Gradienten des Doppelschichtpotentials haben wir
wiederum eine Cauchy-Singularita¨t, falls die Integrationspunkte fu¨r y nah an dem Ab-
greifpunkt x liegen. Fu¨r dieses Nahfeld beno¨tigen wir, wie im hypersingula¨ren Fall, eine
Regularisierung des Integrals, um die Singularita¨t abzuschwa¨chen. Wir gehen analog
zum hypersingula¨ren Fall vor und addieren zu ∇v(y) den Term (∇v(x) − ∇v(x)) und
erhalten
∇Kv =
2
4π
∫
Γ
K(∇v(y)−∇v(x)) dSy +
2
4π
∫
Γ
K∇v(x) dSy.
Den ersten Teil ko¨nnen wir nun mit der numerischen Standard-Integrationsroutine be-
rechnen. Der zweite Teil hat den bezu¨glich der Integrationsvariablen y konstanten Anteil
∇v(x), sodass wir fu¨r diesen Anteil die analytischen Integralbibliotheken in maiprogs fu¨r
die Anwendung auf Monome benutzen ko¨nnen.
∇ΓKuh
Die Berechnung des Oberfla¨chengradienten des Doppelschichtpotentials K, angewendet
auf Polynome, ko¨nnen wir mit Hilfe der Umformungen aus (2.44)
∇Kv = ∇x × V (ny ×∇yv(y))
auf die Darstellung des hypersingula¨ren OperatorsW angewendet auf Polynome in (2.43)
zuru¨ckfu¨hren. Wir haben mit den obigen Definitionen der Transformationen und von
I
−3/2
k,l
∇x × V (ny ×∇yv(y)) =
2
4π
(x− a)× (bkI−3/2k−1,l − alI
−3/2
k,l−1) + b× a(k + l)I
−3/2
k,l
die Reduktion der Berechnung des Ausdrucks auf die Auswertung des Integrals I
−3/2
kl .
∇ΓV φ0
Der Oberfla¨chengradient des Einfachschichtpotentials wird bei der Anwendung auf Funk-
tionen wie folgt dargestellt
∇ΓV φ =
2
4π
∫
Γ
(−(x− y) + ((x− y) · nx) · nx)
|x− y|3
φ(y)dSy. (2.46)
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Auch hier ko¨nnen wir die Routine zur numerischen Berechnung von Potentialen verwen-
den, die mit dem Kern (−(x−y)+((x−y)·nx)·nx)|x−y|3 und der Belegung φ(y) aufgerufen wird.
Aufgrund der Singularita¨t im Integral (2.46) mu¨ssen wir auch hier fu¨r die numerische
Integration im Nahbereich eine regularisierte Fassung benutzen
∇V φ =
2
4π
∫
Γ
1
|x− y|3
(φ(y)− φ(x)) dSy +
2
4π
p.f.
∫
Γ
1
|x− y|3
φ(x) dSy.
∇ΓV φh
Die Berechnung des Gradienten des Einfachschichtpotentials, angewendet auf Polyno-
me ist schon im Programmpaket maiprogs vorhanden und wird zur Bestimmung des
Oberfla¨chengradienten des Einfachschichtpotentials benutzt.
2.3.2 Lame´ Operatoren
Die Verwendung der Integraloperatoren im Fehlerscha¨tzer (2.5) fu¨r die FEM/BEM
Kopplung fu¨r das Elastizita¨tsproblem (1.5)-(1.9) verlangt zur vereinfachten Berechnung
der Terme ebenfalls, wie im Laplace-Fall, eine andere Darstellung der auftretenden Inte-
grale. Wir stellen hier die Repra¨sentationsformulierungen fu¨r das Doppelschichtpotential
und des adjungierten Doppelschichtpotentials aus dem Buch von Kupradze [40] und ei-
ne alternative Darstellung fu¨r den hypersingula¨ren Operator aus einem Artikel von Han
[39] vor. Beide Repra¨sentationen fu¨hren die Definitionen der Integraloperatoren auf eine
Darstellung mit dem Lame´ Einfachschichtpotential und den Laplace Integraloperatoren
zuru¨ck.
Im Folgenden seien die Integraloperatoren des Laplace-Problems vom Anfang des Kapi-
tels 2.3.1 mit einem ∆ (also V ∆, K∆, K ′∆, W∆) gekennzeichnet.
Fu¨r die Darstellung des hypersingula¨ren Integraloperators W
Wv(x) = −T (∂x,n)
∫
Γ
T (∂y,n)Γ(x− y)
Tv(y) dSy,
wobei T (∂x,n) die Normalspannung (1.10) und Γ(x− y) die Fundamentallo¨sung (1.12)
darstellen, beno¨tigen wir folgenden antisymmetrischen Matrix-Differentialoperator
Definition 2.3.2 Es sei
U(∂x,n) = (Uij(∂x,n))3×3 =

 0 −n1
∂
∂x2
+ n2
∂
∂x1
n3
∂
∂x1
− n1
∂
∂x3
n1
∂
∂x2
− n2
∂
∂x1
0 −n2
∂
∂x3
+ n3
∂
∂x2
−n3
∂
∂x1
+ n1
∂
∂x3
n2
∂
∂x3
− n3
∂
∂x2
0


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mit
Uij(∂x,n) = nj
∂
∂xi
− ni
∂
∂xj
.
Außerdem schreiben wir
S1(x) = (0,−n3,n2)
T ; S2(x) = (n3, 0,−n1)
T ; S3(x) = (−n2,n1, 0)
T .
Damit haben wir die folgenden Operatoren
U11(∂x,n) = U22(∂x,n) = U33(∂x,n) ≡ 0
U32(∂x,n) = −U23(∂x,n) = n2
∂
∂x3
− n3
∂
∂x2
≡
∂
∂S1(x)
U13(∂x,n) = −U31(∂x,n) = n3
∂
∂x1
− n1
∂
∂x3
≡
∂
∂S2(x)
U21(∂x,n) = −U12(∂x,n) = n1
∂
∂x2
− n2
∂
∂x1
≡
∂
∂S3(x)
Mit Hilfe des total antisymmetrischen Tensors εijk mit den Eigenschaften
εijk =


1 falls {i, j, k} gerade Permutation von (1, 2, 3),
−1 falls {i, j, k} ungerade Permutation von (1, 2, 3),
0 falls mind. zwei Indizes gleich
ko¨nnen wir die Eintra¨ge der Matrix U(∂x,n) aus Definition 2.3.2 schreiben als
Uij(∂x,n) = −εijk
∂
∂Sk
fu¨r i, j, k = 1, 2, 3.
Der hypersingula¨re Operator W fu¨r das elastische Problem la¨sst sich mit den obigen
Definitionen darstellen als Zerlegung in Ableitungen des harmonischen Einfachschicht-
potentials V ∆ (siehe Kap. 2.3.1) und des Einfachschichtpotentials fu¨r das Lame´-Problem.
Es ergibt sich also eine Vereinfachung der Berechnung des hypersingula¨ren Operators
durch die Verwendung der bekannten Darstellungen.
Theorem 2.3.3 [39, (2,12)] Es gilt
Wv(x) =− T (∂x,n)
∫
Γ
T (∂y,n)Γ(x− y)
Tv(y) dSy
=
3∑
k=1
µ
4π
∂
∂Sk(x)
∫
Γ
1
|x− y|
∂v(y)
∂Sk(y)
dSy
+ U(∂x,n)
∫
Γ
(
4µ2Γ(x− y)−
µ
2π
I
1
|x− y|
)
U(∂y,n)v(y) dSy (2.47)
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−
µ
4π
∫
Γ
[
U(∂x,n)
1
|x− y|
U(∂y,n)
]T
v(y) dSy
=
3∑
k=1
µ
4π
∂
∂Sk(x)
V ∆(
∂v(y)
∂Sk(y)
)
+ 4µ2U(∂x,n)V (U(∂y,n)v(y))−
µ
2π
U(∂x,n)V
∆(U(∂y,n)v(y)) (2.48)
−
µ
4π
∫
Γ
[
U(∂x,n)
1
|x− y|
U(∂y,n)
]T
v(y) dSy.
Durch Nutzung von εijk und der Definition 2.3.1 der Oberfla¨chenrotation mit der Eigen-
schaft curlΓu = ∇Γu× n = (n× (∇u× n))× n = ∇u× n haben wir
∂v(x)
∂Sk(x)
= εkijni
∂v(x)
∂xi
= (n(x)× grad v(x))k = (−curlΓ)k.
Daraus ergibt sich eine alternative Darstellung der Gleichung (2.47) (siehe [61]), wobei
wir die Gleichung (2.47) fu¨r die Bilinearform 〈W ·, ·〉 benutzen
〈Wφ,ψ〉 =
µ
4π
∫
Γ
∫
Γ
1
|x− y|
3∑
i,l=1
(curlΓφ(x)curlΓψ(y))l dSydSx
+
∫
Γ
∫
Γ
3∑
i,j,k,l,m,n=1
εijl(curlΓφl(x))j
(
4µ2Γ(x− y)−
µ
2π
δin
|x− y|
)
εnkm(curlΓψm)k dSydSx
−
µ
4π
∫
Γ
∫
Γ
1
|x− y|
3∑
i,l=1
(curlΓφi(x))i(curlΓψ(y))l dSydSx.
Das Doppelschichtpotential
Kv(x) =
∫
Γ
(T (∂y, n)Γ(x− y))
Tv(y) dSy
des homogenen elastischen Außenraumproblems wird in [40] mit Hilfe der Definition
von U(∂·,n) in eine alternative Darstellung mit der Auswertung des Laplace Doppel-
schichtpotentials, Laplace Einfachschichtpotentials und des Lame´ Einfachschichtpoten-
tials u¨berfu¨hrt.
Theorem 2.3.4 [40, (Ch. V, §6, (6.2))] Fu¨r das Doppelschichtpotential K gilt
Kv(x) =
1
4
K∆(v)−
1
4π
V ∆(U(∂y, n)v) + 2µV (U(∂y, n)v).
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Das adjungierte Doppelschichtpotential K ′
K ′φ(x) = T (∂x,n)
∫
Γ
Γ(x− y)φ(y) dSy
la¨sst sich ebenfalls wie das Doppelschichtpotential und der hypersingula¨re Operator
in eine Darstellung u¨berfu¨hren, die nur noch Anteile des Laplace Einfachschicht- und
Doppelschichtpotentials und das Lame´ Einfachschichtpotential beinhaltet.
Wir beno¨tigen dazu folgende
Definition 2.3.5 Wir definieren den Operator
Dk(∂y, n) :=
∂
∂yk
− nk
∂
∂n
k = 1, 2, 3,
und wir bezeichnen mit
K(y) =
3∑
j=1
Dj(∂y,n)nj
die mittlere Kru¨mmung der geschlossenen Oberfla¨che Γ.
Fu¨r die Betrachtung des adjungierten Doppelschichtpotentials ist es wichtig, die erste
Ableitung des Einfachschichtpotentials, insbesondere der Fundamentallo¨sung Γ(x − y),
zu bestimmen. Das Potential ergibt sich dann aus der der Kombination der Ableitung
mit der Normalen fu¨r den Randspannungsoperator T (∂,n).
In [40] wird eine Darstellung der ersten Ableitung der Kelvin-Matrix gegeben
Lemma 2.3.1 Es gilt
∂Γkj(x− y)
∂xi
=ni
[
− (λ2 + µ2)δij + 2µ2nknj
] ∂
∂n
1
|x− y|
− (λ2 + µ2)δkjDi(∂y,n)
1
|x− y|
+ µ2Dj(∂y,n)
(∂2|x− y|
∂yi∂yk
)
+ 2µ2ninjDk(∂y,n)
1
|x− y|
+ µ2nj
3∑
i=1
Uil(∂y,n)
(∂2|x− y|
∂yk∂yl
)
.
Dies eingesetzt in die Definition des Einfachschichtpotentials ergibt
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Theorem 2.3.6 [40, Ch. V, §6, Thm. 6.2.] Sei Γ eine geschlossene Oberfla¨che. Dann
kann die erste Ableitung des Einfachschichtpotentials dargestellt werden als
∂Vk(φ)(x)
∂xi
= K∆(φi) + V ∆(ψi) + V (χi),
wobei
φki =ni
(
2
(λ2 + µ2)
4πµ2(λ2 + 2µ2)
nk(nφ)− (λ2 +
(λ2 + µ2)
4πµ2(λ2 + 2µ2)
)φk(y)
)
ψki =(
(λ2 + 3µ2)
4πµ2(λ2 + 2µ2)
+
(λ2 + µ2)
4πµ2(λ2 + 2µ2)
)
[
Di(∂y, nφk(y))−K(y)niφk(y)
+ δki((nφ)K(y)−
3∑
j=1
Dj(∂y, n)φj(y)) + Uki(∂y, n)(nφ)
]
+ 2
(λ2 + µ2)
4πµ2(λ2 + 2µ2)
(ninkK(y)(nφ)−Dk(∂y, n)(ni(nφ)))
χki = δki(
3∑
j=1
Dj(∂y, n)φj(y)− (nφ)K(y)) + Uik(∂y, n)(nφ).
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In diesem Kapitel pra¨sentieren wir einen hierarchischen Fehlerscha¨tzer fu¨r das nichtli-
neare Elastizita¨tsproblem, das wir in Kapitel 1 hergeleitet haben. Fu¨r a¨hnliche Aussagen
fu¨r das Laplace-Problem in 2D siehe [52, 49]. Wir stellen den effizienten und zuverla¨ssi-
gen Fehlerscha¨tzer vor, den wir mit der Saturationsannahme und den Eigenschaften
der Zwei-Level Zerlegungen beweisen ko¨nnen. Außerdem pra¨sentieren wir verschiedene
Mo¨glichkeiten der adaptiven Gitterverfeinerungen mit Hexaedern.
Die variationelle Formulierung fu¨r die Verschiebung u in Ω und der Randspannung φ auf
dem Rand Γ hat wie in Kapitel 1.2 mit den Testfunktionen v ∈ H1(Ω) und ψ ∈ H−1/2(Γ)
die Darstellung
Finde (u,φ) ∈ H1(Ω)×H−1/2(Γ) mit
B ((u,φ), (v,ψ)) = L(v,ψ) ∀(v,ψ) ∈ H1(Ω)×H−1/2(Γ), (3.1)
wobei die Bilinearform gegeben ist durch
B ((u,φ), (v,ψ)) :=A(u,v) +
1
2
〈Wu|Γ + (K
′ − I)φ,v|Γ〉
+
1
2
〈ψ, Vφ+ (I −K)u|Γ〉,
mit
A(u,v) :=
∫
Ω
{
(k −
2
3
µϕ′(Π(u))div u div v +
3∑
i,j=1
2µϕ′(Π(u))εij(u) : εij(v)
}
dx
und
L(v,ψ) :=
∫
Ω
F · v dx+
1
2
〈ψ, (I −K)u0〉+ 〈t0 +
1
2
Wu0,v|Γ〉
ist die Linearform der variationellen Formulierung.
Durch die positive Definitheit des Einfachschichtpotentials haben wir, dass die Norm
‖ψ‖V = 〈ψ, Vψ〉
1/2 ∀ψ ∈ H−1/2(Γ)
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a¨quivalent zur H−1/2(Γ)-Norm ist. Mit den Bedingungen an die nichtlineare Funktion in
(1.2) haben wir mittels der Kornschen Ungleichung, dass die Energienorm der variatio-
nellen Formulierung a¨quivalent ist zu der Norm
‖(u,φ)‖H = (‖u‖
2
H1(Ω) + ‖φ‖
2
V )
1/2, (3.2)
die durch die Bilinearform
a(u,φ,v,ψ) =
∫
Ω1
∇u : ∇v + u · v dx+ 〈φ, Vψ〉 (3.3)
induziert wird.
Fu¨r die diskrete variationelle Formulierung beno¨tigen wir eine regula¨re Unterteilung Th
des Gebietes Ω1 und eine Triangulierung Γh des Randes Γ. Wir definieren die diskreten
Test- und Ansatzra¨ume durch
Th :={uh ∈ C
0(Ω); uh stw. trilinaer bzgl Th}
und
τh :={ψh; ψh stw. konstant bzgl Γh}.
Die diskrete Formulierung der kontinuierlichen Formulierung (3.1) la¨sst sich wie folgt
darstellen
Finde (uh,φh) ∈ Th × τh mit
B ((uh,φh), (vh,ψh)) = L(vh,ψh) ∀(vh,ψh) ∈ Th × τh. (3.4)
3.1 Zwei-Level Zerlegungen
Fu¨r die Zwei-Level Zerlegungen sei TH eine regula¨re Unterteilung des Gebiets Ω in hexa-
edrische Elemente. Auf dem Rand Γ haben wir die regula¨re Unterteilung ΓH in Rechtecke
(siehe [51]). Das Randgitter kann unabha¨ngig von dem Volumengitter gestaltet werden,
in unseren Beispielen verwenden wir allerdings das Randgitter stets als Spur des Volu-
mengitters.
3.1.1 Zwei-Level Zerlegungen fu¨r Hexaeder
Sei TH die regula¨re Unterteilung des Gebietes Ω. Durch uniforme Verfeinerung (also die
Unterteilung aller Elemente in TH bezu¨glich der xy-, xz- und yz-Ebene) der Triangulie-
rung TH erhalten wir das feinere Gitter Th. Die Test- und Ansatzra¨ume definieren wir
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als
TH :={uh ∈ C
0(Ω); uh stw. trilinear bzgl TH}
und
Th :={uh ∈ C
0(Ω); uh stw. trilinear bzgl Th}.
Die Freiheitsgrade des Ausgangsgitters bezeichnen wir mit nH , die Freiheitsgrade des ver-
feinerten Gitters Th mit nh. Wir haben also durch n := nh−nH die Anzahl der durch die
uniforme Verfeinerung neu geschaffenen Freiheitsgrade. Fu¨r diese neuen Freiheitsgrade
xi, 1 ≤ i ≤ n definieren wir die stu¨ckweise trilinearen Basisfunktionen bi mit dem Wert
1 in dem neuen Knoten xi und Null auf allen anderen Knoten in Th. Mit Ti = span{[bi]
3}
bezeichnen wir den dreidimensionalen Raum, der durch die Basisfunktion bi aufgespannt
wird. Mit diesen Definitionen haben wir nun die Unterraumzerlegung
Th = TH ⊕DH , (3.5)
wobei
DH := T1 ⊕ T2 ⊕ · · · ⊕ Tn.
3.1.2 Zwei-Level Zerlegungen fu¨r Randelemente
Die regula¨re Zerlegung ΓH des Randes Γ in Rechteckelemente verfeinern wir uniform
durch Unterteilung der Elemente in x- und y-Richtung in jeweils vier neue Elemente
und erhalten das verfeinerte Gitter Γh. Auf den beiden Gittern haben wir dann die
Ra¨ume
τH :={ψH ; ψH stw. konstant bzgl. ΓH}
und
τh :={ψh; ψh stw. konstant bzgl. Γh}.
Wir bezeichnen mit m die Anzahl der Randelemente der Unterteilung τH . Fu¨r ein Ele-
ment Fi (1 ≤ i ≤ m) aus τH haben wir die vier neuen Elemente Fi,1, . . . , Fi,4 aus τh. Um
eine Basis fu¨r die Verfeinerung τh zu erhalten, fu¨hren wir drei neue Basisfunktionen βi,j
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(1 ≤ i ≤ m, 1 ≤ j ≤ 3) (siehe [50]) durch
βi,1(x) =


1 , falls x ∈ Fi,1 ∪ Fi,2
−1 , falls x ∈ Fi,3 ∪ Fi,4
0 , sonst
βi,2(x) =


1 , falls x ∈ Fi,1 ∪ Fi,4
−1 , falls x ∈ Fi,2 ∪ Fi,3
0 , sonst
βi,3(x) = βi,1(x)βi,2(x),
ein, die gema¨ß Abbildung 3.1 gegeben sind. Bezu¨glich des verfeinerten Gitters werden
-Fi
Fi,1 Fi,2
Fi,3Fi,4
+1 +1
−1−1
+1 −1
+1 −1
+1 −1
+1−1
βi,1 βi,2 βi,3
Abbildung 3.1: Neue Basisfunktionen auf den Randelementen
die dreidimensionalen Ra¨ume τi,j = span{[βi,j]3} durch die neuen Basisfunktionen βi,j
aufgespannt. Es ergibt sich damit die Zwei-Level Zerlegung
τh = τH ⊕ λH , (3.6)
wobei
λH :=
3⊕
j=1
τ1,j ⊕
3⊕
j=1
τ2,j ⊕ · · · ⊕
3⊕
j=1
τm,j .
Die Galerkin-Projektoren werden nun bezu¨glich der folgenden Bilinearformen b(·, ·) und
V (·, ·) definiert, wobei
b(u,v) :=
∫
Ω
(∇u : ∇v + u · v) dx, (3.7)
und
V (φ,ψ) :=〈ψ, V φ〉. (3.8)
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Seien PH : Th → TH und Pi : Th → Ti die Galerkin-Projektoren bzgl. b(·, ·), so dass fu¨r
alle u ∈ Th gilt
b(PHu,v) =b(u,v) ∀v ∈ TH , (3.9)
b(Piu,v) =b(u,v) ∀v ∈ Ti. (3.10)
Fu¨r alle φ ∈ τh definieren wir die Projektoren pH : τh → τH und pi : τh → τi durch
V (pHφ,ψ) =V (φ,ψ) ∀ψ ∈ τH , (3.11)
V (piφ,ψ) =V (φ,ψ) ∀ψ ∈ τi. (3.12)
Damit ko¨nnen wir nun die Zwei-Level Additiv-Schwarz Operatoren
P :=PH +
n∑
i=1
Pi (3.13)
p :=pH +
m∑
j=1
pi (3.14)
einfu¨hren. Aus [49] haben wir die folgenden Aussagen fu¨r die Zwei-Level Zerlegungen fu¨r
die hierarchsiche Basiszerlegung in TH , dass der Operator P beschra¨nkte Konditionszahl
hat.
Lemma 3.1.1 ([49]) Es gibt Konstanten C1, C2 > 0 unabha¨ngig von dem Gitter, so
dass gilt
C1‖v‖
2
H1(Ω) ≤ ‖PHv‖
2
H1(Ω) +
n∑
i=1
‖Piv‖
2
H1(Ω) ≤ C2‖v‖
2
H1(Ω) ∀v ∈ Th. (3.15)
Fu¨r τH haben wir, dass die Eigenwerte des Operators p beschra¨nkt sind.
Lemma 3.1.2 ([49]) Es gibt Konstanten c1, c2 > 0 unabha¨ngig von h, wobei h die
Gro¨ße des kleinsten Elements, so dass fu¨r ǫ > 0 gilt
c1h
ǫ‖ψ‖2V ≤ ‖pHψ‖
2
V +
m∑
j=1
‖pjψ‖
2
V ≤ c2h
−ǫ‖ψ‖2V ∀ψ ∈ τh. (3.16)
Mit diesen beiden Lemmata gilt, dass die Unterraumzerlegungen in (3.5) fu¨r die Volu-
menelemente und in (3.6) fu¨r die Randelemente stabile Unterraumzerlegungen sind.
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3.2 A posteriori Fehlerscha¨tzer
In diesem Abschnitt pra¨sentieren wir eine effiziente und zuverla¨ssige a posteriori Fehler-
abscha¨tzung. Durch die Saturationsannahme (Ann. 2) und die Definitionen der Galerkin-
Projektoren, die wir im vorherigen Abschnitt eingefu¨hrt haben, ko¨nnen wir die Fehler-
abscha¨tzung fu¨r das nichtlineare Elastizita¨tsproblem beweisen. Die in den Schranken
auftretenden lokalen Fehlerindikatoren ko¨nnen wir fu¨r die Steuerung des adaptiven Al-
gorithmus benutzen.
Fu¨r den Beweis der a posteriori Fehlerabscha¨tzung beno¨tigen wir die folgende Saturati-
onsannahme
Annahme 2 Es gibt einen Index i0 ∈ N0 und eine Konstante 0 ≤ κ < 1, so dass fu¨r
alle k ≥ i0 gilt
‖(u− uk+1,φ− φk+1)‖H ≤ κ‖(u− uk,φ− φk)‖H.
Aus dieser Annahme und der Dreiecksungleichung erhalten wir das
Lemma 3.2.1 Unter der Annahme 2 gelten fu¨r alle k ≥ i0 die Abscha¨tzungen
(1−κ)‖(u− uk,φ− φk)‖H≤ ‖(uk+1 − uk,φk+1 − uk‖H≤ (1 +κ)‖(u− uk,φ− φk)‖H.
Lemma 3.2.1 besagt, dass es genu¨gt, die Differenz zweier aufeinander folgenden Galerkin-
Lo¨sungen abzuscha¨tzen.
Mit Hilfe der Saturationsannahme und den Zwei-Level Zerlegungen fu¨r die Finiten Ele-
mente und die Randelemente erhalten wir nun einen zuverla¨ssigen und effizienten Feh-
lerscha¨tzer fu¨r den Abstand der Approximationen zu den exakten Lo¨sungen in der Ener-
gienorm
Theorem 3.2.1 Es gelte die Annahme 2. Dann gibt es Konstanten c1, c2 > 0 und einen
Index k0 ∈ N0, so dass gilt
c1hk
(
n∑
i=1
Θ2i,k +
m∑
j=1
θ2j,k
)1/2
≤ ‖(u− uk,φ− φk)‖H ≤ c2h
−1
k
(
n∑
i=1
Θ2i,k +
m∑
j=1
θ2j,k
)1/2
(3.17)
fu¨r alle k ≥ k0 und Θ, θ sind definiert als
Θi,k := ‖ek,i‖H1(Ω), θj,k := ‖εj,k‖V .
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ek,i ∈ T 3i ist Lo¨sung des Problems
(ek,i,v)H1(Ω) = L(v, 0)− B((uH ,φH), (v, 0)) ∀v ∈ T
3
i (3.18)
und εk,i ∈ τ 3i ist Lo¨sung des Problems
V (εk,i,ψ) = L(0,ψ)− B((uH ,φH), (0,ψ)) ∀ψ ∈ τ
3
i . (3.19)
Beweis. Wir haben die nichtlineare diskrete Galerkin-Formulierung aus (3.4)
B ((u,φ), (v,ψ)) = L(v,ψ) ∀(v,ψ) ∈ Th × τh,
wobei
B ((u,φ), (v,ψ)) := A(u,v) +
1
2
〈Wu|Γ + (K
′ − I)φ,v|Γ〉+
1
2
〈ψ, Vφ+ (I −K)u|Γ〉,
mit
A(u,v) :=
∫
Ω
k tr (ε(u)) tr (ε(v)) + 2µϕ′(Π(u)) dev ε(u) : dev ε(v) dx.
Wir linearisieren den nichtlinearen Ausdruck mit Hilfe des Newton-Verfahrens. Fu¨r den
Startwert (u
(0)
k ,φ
(0)
k ) definieren wir
(u
(n)
k ,φ
(n)
k ) = (u
(n−1)
k ,φ
(n−1)
k ) + (d
(n)
k , δ
(n)
k ) (n = 1, 2, 3, . . .).
(d
(n)
k , δ
(n)
k ) sind definiert als die Lo¨sungen des linearen Problems
B
u
(n−1)
k
(
(d
(n)
k , δ
(n)
k ), (v,ψ)
)
= L(v,ψ)−B
(
(u
(n−1)
k ,φ
(n−1)
k ), (v,ψ)
)
∀(v,ψ) ∈ T 3k×τ
3
k .
(3.20)
B
u
(n−1)
k
(·, ·) ist hierbei definiert als
Bw ((u,φ), (v,ψ)) :=Aw(u,v)
+
1
2
〈Wu|Γ + (K
′ − I)φ,v|Γ〉+
1
2
〈ψ, Vφ+ (I −K)u|Γ〉,
(3.21)
mit
Aw(u,v) :=
∫
Ω
k tr (ε(u)) tr (ε(v)) + 2µϕ˜(w) devε(u) : dev ε(v) dx,
wobei ϕ˜ definiert ist als
ϕ˜(g) = 2ϕ′′(Π(g))Π(g) + ϕ′(Π(g))
mit Π(g) = dev ε(g) : dev ε(g).
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Mit den Annahmen an die nichtlineare Funktion (siehe (1.2) und (1.3)) und der Stetigkeit
der Integraloperatoren haben wir
Bw ((u,φ), (v,ψ)) ≤ c1‖(u,φ)‖H‖(v,ψ)‖H (3.22)
fu¨r eine Konstante c1 > 0 und alle u,v,w ∈ H1(Ω) und alle φ,ψ ∈ H1/2(Γ). Analog zu
[19] ko¨nnen wir aus Theorem 1.2.1 folgern, dass die folgende inf-sup-Bedingung erfu¨llt
ist
inf
(u,φ)∈T 3k×τ
3
k
‖(u,φ)‖H=1
sup
(u,φ)∈T 3k×τ
3
k
‖(u,φ)‖H=1
Bw ((u,φ), (v,ψ)) ≤ c˜ (3.23)
fu¨r eine Konstante c˜ > 0 und alle w ∈ H1(Ω). Daraus folgt die eindeutige Lo¨sbarkeit
des linearen Problems (3.20).
Aus [56] haben wir die Konvexita¨t des Energiefunktionals der variationellen Formulie-
rung 3.1. Daraus ko¨nnen wir auf die Konvergenz des Newton-Verfahren gegen die exakte
Lo¨sung (uk,φk) des nichtlinearen Problems 3.4 schließen, falls der Startwert (u
(0)
k ,φ
(0)
k )
hinreichend nah an der exakten Lo¨sung liegt.
Fu¨r den Fehler, der bei der Linearisierung der nichtlinearen Gleichung entsteht, definie-
ren wir fu¨r die Lo¨sung (uk,φk) ∈ T
3
k × τ
3
k des Galerkin-Problems die Form
Q(w − uk;v) := B ((w, ξ), (v,ψ))−B ((uk, ξ), (v,ψ))− Buk ((w − uk, ξ), (v,ψ))
=
∫
Ω
2µ
[
ϕ′(Π(w)) dev ε(w)−ϕ′(Π(uk)) dev ε(uk)−ϕ˜(uk) dev ε(w−uk)
]
: dev ε(v) dx
(3.24)
fu¨r alle v,w ∈ T 3k+1 und alle ξ,ψ ∈ τ
3
k+1. Mit der Funktion ϕ, die die Nichtlinearita¨t
beschreibt (siehe (1.2)), haben wir, dass fu¨r k →∞ gilt
δ(k) :=
‖ϕ′(Π(uk+1)) dev ε(uk+1)−ϕ
′(Π(uk)) dev ε(uk)−ϕ˜(uk) dev ε(uk+1−uk)‖L2
‖ dev ε(uk+1 − uk)‖L2(Ω)
→0.
Dies liefert mit ‖ dev ε(uk+1 − uk)‖L2(Ω) ≤ ‖uk+1 − uk‖H1(Ω) die Abscha¨tzung
Q(uk+1 − uk;v) ≤ δ(k)‖uk+1 − uk‖H1(Ω)‖v‖H1(Ω). (3.25)
Fu¨r den Beweis des Fehlerscha¨tzers beno¨tigen wir die Eigenschaft, dass (uk+1,φk+1) als
Lo¨sung der diskreten variationellen Formulierung die Gleichung
B
(
(uk+1,φk+1), (v,ψ)
)
= L(v,ψ) (v,ψ) ∈ T 3k+1 × τ
3
k+1 (3.26)
erfu¨llt.
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Mit der in (3.3) eingefu¨hrten Bilinearform a(·, ·) definieren wir nun (ek+1, εk+1) ∈ T 3k+1×
τ 3k+1 als Lo¨sung des Problems
a(ek+1, εk+1,v,ψ) = L(v,ψ)− B ((uk,φk), (v,ψ)) ∀(v,ψ) ∈ T
3
k+1 × τ
3
k+1. (3.27)
Mit den obigen Definitionen und Abscha¨tzungen sind wir in der Lage, die folgende
Abscha¨tzung (3.28) zu beweisen. Als Konsequenz dieser Abscha¨tzung ergibt sich mit
Hilfe des Lemmas 3.2.1, dass wir (ek+1, εk+1) als a posteriori Fehlerscha¨tzer benutzen
ko¨nnen.
Es existieren die Konstanten c0, c
′
0 > 0, die unabha¨ngig von dem Verfeinerungslevel k
sind, so dass gilt
c0‖(uk+1 − uk,φk+1 − φ)‖H ≤ ‖(ek+1, εk+1)‖H ≤ c
′
0‖(uk+1 − uk,φk+1 − φ)‖H (3.28)
Wir scha¨tzen die linke Seite mit der inf-sup-Bedingung (3.23), dem Linearisierungsfehler
(3.24), der Definition von (ek+1, εk+1) in (3.27) und (3.26) ab
c1‖(uk+1 − uk,φk+1 − φ)‖H ≤ sup
(v,ψ)∈T 3k+1×τ
3
k+1
‖(v,ψ)‖H=1
Buk
(
(uk+1 − uk,φk+1 − φk), (v,ψ)
)
= sup
(v,ψ)∈T 3k+1×τ
3
k+1
‖(v,ψ)‖H=1
(
B
(
(uk+1,φk+1), (v,ψ)
)
−B ((uk,φk), (v,ψ))−Q(uk+1 − uk;v)
)
= sup
(v,ψ)∈T 3k+1×τ
3
k+1
‖(v,ψ)‖H=1
(
L(v,ψ)− B ((uk,φk), (v,ψ))−Q(uk+1 − uk;v)
)
= sup
(v,ψ)∈T 3k+1×τ
3
k+1
‖(v,ψ)‖H=1
(
a(ek+1, εk+1,v,ψ)−Q(uk+1 − uk;v)
)
≤ ‖(ek+1, εk+1)‖H + δ(k)‖uk+1 − uk‖H1(Ω).
Wir erhalten nun mit den Abscha¨tzungen (3.27), (3.26) und (3.24) eine obere Schranke
fu¨r ‖(ek+1, εk+1)‖H
‖(ek+1, εk+1)‖
2
H = a(ek+1, εk+1, ek+1, εk+1)
= B
(
(uk+1,φk+1), (ek+1, εk+1)
)
− B ((uk,φk), (ek+1, εk+1))
= Buk
(
(uk+1 − uk,φk+1 − φk), (ek+1, εk+1)
)
+Q(uk+1 − uk; ek+1)
≤ (c′1 + δ(k))‖(uk+1 − uk,φk+1 − φk)‖H‖(ek+1, εk+1)‖H.
Fu¨r ein hinreichend großes k0, so dass k0 ≥ i0 fu¨r i0 aus Lemma 3.2.1 und mit δ(k) ≤
δ0 < c1 erhalten wir die Abscha¨tzung (3.28) fu¨r c0 = c1 − δ0 und c′0 = c
′
1 − δ0 mit Hilfe
des Lemmas 3.2.1.
Um nun die Aussage (3.17) zu beweisen, beno¨tigen wir die Galerkin-Projektoren P (k),
Pi, p
k und pj um Abscha¨tzungen fu¨r ek+1 und εk+1 in der Energienorm zu bekommen.
61
3 Hierarchischer Fehlerscha¨tzer
Mit den Definitionen der Galerkin-Projektoren P (k) : Tk+1 → Tk und Pi : Tk+1 →
span{[bi,k+1]3} fu¨r die Volumenelemente bzgl. der Bilinearform b(·, ·) sowie die Galerkin-
Projektoren pk : τk+1 → τk und pj : τk+1 → span{[βj,k+1]3} der Randelemente bzgl.
V (·, ·) wenden wir die Stabilita¨tsaussagen aus Lemma 3.1.1 und Lemma 3.1.2 an und
erhalten
C1‖ek+1‖
2
H1(Ω) + c1h
ǫ‖εk+1‖
2
V
≤ ‖(P (k)ek+1, p
(k)εk+1)‖
2
H +
n∑
i=1
‖Piek+1‖
2
H1(Ω) +
m∑
j=1
‖pjεk+1‖
2
V
≤ C2‖ek+1‖
2
H1(Ω) + c2h
−ǫ‖εk+1‖
2
V .
(3.29)
Durch die hierarchische Struktur der Anreicherungen gilt die Gleichung (3.26) auch fu¨r
Elemente aus Tk. Mit der Definition von (ek+1, εk+1) und den Galerkin-Projektionen
haben wir
‖(P (k)ek+1, p
(k)εk+1)‖
2
H = a(ek+1, εk+1, P
(k)ek+1, p
(k)εk+1)
= L(P (k)ek+1, p
(k)εk+1)− B
(
(uk,φk), (P
(k)ek+1, p
(k)εk+1)
)
= 0.
(3.30)
Daraus folgt fu¨r Gleichung (3.29)
C1‖ek+1‖
2
H1(Ω) + c1h
ǫ‖εk+1‖
2
V
≤
n∑
i=1
‖Piek+1‖
2
H1(Ω) +
m∑
j=1
‖pjεk+1‖
2
V
≤ C2‖ek+1‖
2
H1(Ω) + c2h
−ǫ‖εk+1‖
2
V .
Es gilt mit der Definition von ek+1 in (3.27), den Eigenschaften der Projektoren Pi, der
lokalen 3× 3 Steifigkeitsmatrix und der Definition des Indikators (3.18)
‖Piek+1‖H1(Ω) = R
T
e (bi,k+1, bi,k+1)
−1
H1(Ω)Re = Θk,i
mit Re =
(
L([bi,k+1]
3, 0)− B((uh,φ), ([bi,k+1]3, 0))
)
Analog haben wir mit der Definition des Indikators εk+1 in (3.19)
‖pjεk+1‖V = R
T
ε 〈V [βj,k+1]
3, [βj,k+1]
3〉−1Rε = θk,j,
wobei Rε =
(
L(0, [βj,k+1]
3)− B((uh,φ, (0, [βj,k+1]3))
)
.
Damit haben wir insgesamt fu¨r die Abscha¨tzungen in (3.29) eine obere und untere
Schranke fu¨r die Summe der lokalen Fehlerindikatoren Θ und θ
min{C1 + c1}‖(ek+1, εk+1)‖
2
H ≤
n∑
i=1
Θ2i,k +
m∑
j=1
θ2j,k ≤ max{C2 + c2}‖(ek+1, εk+1)‖
2
H.
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Setzen wir diese Abscha¨tzung in die Abscha¨tzung (3.28) ein, erhalten wir
1
c′0
√
max{C2 + c2}
( n∑
i=1
Θ2i,k +
m∑
j=1
θ2j,k
)1/2
≤ ‖(ek+1, εk+1)‖H ≤
1
c0
√
min{C1 + c1}
( n∑
i=1
Θ2i,k +
m∑
j=1
θ2j,k
)1/2
.
Die Aussage der zuverla¨ssigen und effizienten Fehlerabscha¨tzung fu¨r den Approximati-
onsfehler in der Energienorm folgt dann mit dem Lemma 3.2.1. ⊓⊔
3.3 Adaptiver Algorithmus
Wir formulieren nun einen Algorithmus, den wir zur adaptiven Gitterverfeinerung ver-
wenden. Wir benutzen dabei die lokalen Fehlerindikatoren, die wir in Theorem 3.2.1
eingefu¨hrt haben. Wir vergleichen drei unterschiedliche Strategien fu¨r die Verwendung
der lokalen Indikatoren anhand von Beispielen.
Fu¨r ein k ∈ N0 seien Tk und Γk die aktuellen regula¨ren Unterteilungen des Volumengit-
ters und des Randgitters. Sei Nk die Anzahl der Elemente im Volumengitter Tk und sei
Mk die Anzahl der Randelemente. Wir definieren den globalen Fehlerindikator durch
ηk :=
(
n∑
i=1
Θ2i,k +
m∑
j=1
θ2j,k
)1/2
. (3.31)
Algorithmus 1 Sei durch T0 und Γ0 die urspru¨ngliche Unterteilung des Gebietes Ω und
des Randes Γ gegeben. Wir definieren durch ϑ ∈ [0, 1] den Prozentsatz der zu verfeinern-
den Elemente. Fu¨hre fu¨r k = 0, 1, 2, . . . die folgenden Schritte aus
1. Berechne die Galerkin-Lo¨sungen (uk,φk) ∈ Tk × τk der diskreten Formulierung
(3.4)
2. Berechne fu¨r jedes Element Ti ∈ Tk den lokalen Fehlerindikator Θi,k und fu¨r jedes
Randelement Fi ∈ Γk berechne den lokalen Indikator θi,k
3. Berechne den globalen Fehlerindikator ηk gema¨ß (3.31) und stoppe, falls die Fehler-
toleranzgrenze erreicht ist
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4. Berechne ηmax1 := maxTi∈Tk{Θi,k} und ηmax2 := maxFi∈Γk{θi,k} und unterteile die
Elemente Ti bzw. Fi, falls
Θi,k ≥ ϑ ηmax1 bzw. θi,k ≥ ϑ ηmax2
5. Verfeinere benachbarte Elemente gema¨ß der Ragularita¨tsbedingungen an die Gitter
6. Gehe zu 1.
In Schritt 4 haben wir zwei Maxima der lokalen Fehlerindikatoren zu bestimmen, falls wir
unabha¨ngige Gitter fu¨r das Gebiet und den Rand betrachten. In unseren Fa¨llen benutzen
wir jedoch ein Spurgitter des Volumengitter auf dem Rand. Die lokalen Fehlerindikatoren
θi,k werden dann zu den zugeho¨rigen Volumenelementen addiert.
Fu¨r die Unterteilung der Elemente in Schritt 4 betrachten wir im folgenden Abschnitt
mehrere Mo¨glichkeiten der Verfeinerung. Wir haben die Mo¨glichkeit, die elementwei-
se Verfeinerung durch eine regula¨re Verfeinerung, eine Richtungssteuerung oder eine
Schichtenverfeinerung durchzufu¨hren. Diese drei Mo¨glichkeiten gewa¨hrleisten alle die
Regularita¨t des Gitters, dass keine ha¨ngenden Knoten auftreten. In einer weiteren Vari-
ante (die nichtkonforme Verfeinerung) lassen wir, wie in Kapitel 6 beschrieben, ha¨ngende
Knoten zu und benutzen dadurch eine erweiterte Regularita¨t des Gitters. Die ersten drei
Verfahren wahren immer die Regularita¨t des Gitters. Die Aussagen u¨ber die stabile Un-
terraumzerlegungen der Gitter aus den vorherigen Abschnitten sind also stets erfu¨llt. Bei
der Verwendung von nichtkonformen Gittern ist die theoretische Grundlage nicht mehr
gegeben, da wir keine stabile Unterraumzerlegung durch die vorhandenen abha¨ngigen
Freiheitsgrade haben.
Wir gehen im Folgenden davon aus, dass wir fu¨r das Randgitter das induzierte Volu-
mengitter nehmen, d.h. die Seitenfla¨chen Fi der Volumenelemente Ti ∈ Tk, die auf dem
Rand des Gebiets Ω liegen, bilden die Elemente des Randgitters. Die Anteile der lokalen
Fehlerindikatoren auf den Randelementen bzw. in den Freiheitsgraden auf dem Rand
werden zu den entsprechenden Freiheitsgraden in den Volumenelementen addiert. Es
enstehen effektiv also nur lokale Fehlerindikatoren bezu¨glich der Elemente Ti.
Regula¨re Verfeinerung
Bei der regula¨ren Verfeinerung unterteilen wir die Elemente, die zur Verfeinerung in
Schritt 4 des Algorithmus 1 markiert wurden in 8 neue Elemente. Die Elemente werden
also in xy-, xz- und yz-Richtung verfeinert. Diese Vorgehensweise deckt sich mit der
adaptiven Verfeinerung, die wir fu¨r den residualen Fehlerscha¨tzer aus Kapitel 2.1 im
Algorithmus in Abschnitt 2.2 vorgestellt haben.
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Abbildung 3.2: lokale Anreicherung und neue Freiheitsgrade
Richtungsgesteuerte Verfeinerung
Bei der richtungsgesteuerten Verfeinerung nutzen wir die lokale Anreicherung der Ele-
mente zur Berechnung der lokalen Fehlerindikatoren. Das Hexaeder-Element wird zur
Bestimmung des Indikators in 8 neue Elemente unterteilt. Die so neu entstandenen Frei-
heitsgrade ko¨nnen wir nun fu¨r eine Erweiterung des Indikators, so genannte Richtungsin-
dikatoren, benutzen. In Abbildung 3.2 sehen wir die Freiheitsgrade der uniformen Verfei-
nerung eines Elements zur Berechnung des Fehlerindikators Θi,k, wobei die Freiheitsgrade
{0, 2, 6, 8, 18, 20, 24, 26} die Freiheitsgrade aus Tk sind und nicht zur Berechnung der
Fehlerindikatoren benutzt werden. Fu¨r die Richtungsindikatoren sammeln wir die Werte
des Fehlerindikators in den Freiheitsgraden der einzelnen Ebenen zusammen. Fu¨r den
x-Richtungsindikator benutzen wir dann die Freiheitsgrade {1, 4, 7, 10, 13, 16, 19, 22, 25},
fu¨r den y-Richtungsindikator die Freiheitsgrade {3, 4, 5, 12, 13, 14, 21, 22, 23} und fu¨r den
z-Richtungsindikator {9, 10, 11, 12, 13, 14, 15, 16, 17}. Wir erhalten insgesamt 3 ·Nk Feh-
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lerindikatoren. Falls ein Richtungsindikator zu einer Verfeinerung des Elements fu¨hrt,
wird das Element entsprechend dem Richtungsindikator unterteilt. Eine Markierung
durch einen x-Richtungsindikator bewirkt eine Verfeinerung des Elements in der xz-
Ebene. Eine Markierung durch den y-Richtungsindikator liefert die Unterteilung in yz-
Richtung und der z-Indikator eine Unterteilung parallel zur xy-Ebene. Falls es auf einem
Element eine Verfeinerungsmarkierung durch mehrere Indikatoren gibt, werden diese Un-
terteilungen
”
addiert“ und das Element entsprechend in vier oder acht Elemente geteilt.
Es entstehen dadurch weniger neue Elemente als bei der regula¨ren Verfeinerung. Die
somit entstehenden adaptiven Gitterentwicklungen ko¨nnen sich so besser an das zu be-
rechnende Problem anpassen.
lokale Richtungsverfeinerung auf Element Konformität des Gitters
Abbildung 3.3: Verfeinerung eines Elements in x- und y-Richtung und Verfeinerung der
benachbarten Elemente
Schichtenverfeinerung
Bei der Schichtenverfeinerung beru¨cksichtigen wir die Tatsache, dass bei der Anwen-
dung konformer hexaedrischer Gitter die benachbarten Elemente eines zu verfeinernden
Elements auch mit verfeinert werden mu¨ssen. In Abbildung 3.3 wurde durch die Ver-
wendung der oben beschriebenen Richtungsindikatoren ein Element so zur Verfeinerung
markiert, dass eine Unterteilung in x- und in y-Richtung vorgenommen wird. Die Regu-
larita¨tsbedingung des Gitters la¨sst nun keine ha¨ngenden Knoten zu, deshalb mu¨ssen alle
Elemente, die in der gleichen xz- und in der yz-Ebene wie das Element liegen, halbiert
werden.
Die Idee des Schichtenindikators nach [51] bzw. [49] besteht nun darin, die Richtungs-
indikatoren der Elemente in einer Schicht aufzusummieren und dann die Verfeinerungs-
entscheidung schichtenweise zu fa¨llen. In dem adaptiven Algorithmus werden dann ϑ-
Prozent der Schichten verfeinert. Dafu¨r definieren wir eine Schicht durch
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Abbildung 3.4: Verfeinerung von Ω mit jeweils drei Schichten pro Koordinatenebene
Definition 3.3.1 Zwei Elemente Ti, Tj ∈ Tk seien benachbart in x-Richtung, falls Ti und
Tj eine gemeinsame Seitenfla¨che haben, die parallel zur xz-Ebene ist. Analog werden die
Nachbarn in y und z-Richtung definiert.
Eine Schicht in xy-Richtung ist nun durch alle Elemente Ti ∈ Tk definiert, die bezu¨glich
der x-Richtung und der y-Richtung benachbart sind. Analog definieren sich die xz- und
yz-Schichten.
Ein Beispiel fu¨r eine Unterteilung des Gebiets Ω in jeweils drei xy-, xz- und yz-Schichten
zeigt die Abbildung 3.4 nach [51].
Wir haben also fu¨r die Entscheidung der Verfeinerung in Schritt 4 des Algorithmus 1
nur noch Nk Schichten zu betrachten. Falls eine Schicht zur Verfeinerung markiert wird,
wird sie gema¨ß ihrer Ausrichtung unterteilt. Der Schritt 5 entfa¨llt durch die Verwendung
der Schichten, da die Regularita¨t des Gitters automatisch erhalten bleibt.
Verfeinerung mit ha¨ngenden Knoten
In den obigen drei Vorgehensweisen der Elementverfeinerung haben wir immer die Re-
gularita¨tsbedingung des Gitters benutzt, so dass nur konforme Unterteilungen erlaubt
sind. In der na¨chsten Mo¨glichkeit beschreiben wir die Verwendung von ha¨ngenden Kno-
ten mit der Verwendung eines erweiterten Regularita¨tsbegriffs, den wir ausfu¨hrlich in
Kapitel 6 vorstellen.
Ein Gitter mit ha¨ngenden Knoten verfeinern wir wie im konformen Fall ebenfalls durch
die Unterteilung in acht neue Elemente. Aus einem ha¨ngenden Knoten auf einer Kante
des Elements wird ein regula¨rer Knoten. Dadurch, dass aber alle Elemente des Git-
ters verfeinert werden, wird dieser urspru¨ngliche ha¨ngende Knoten auf die beiden neu
entstandenen Kanten u¨bertragen (siehe Abb. 3.5).
Da die abha¨ngigen Freiheitsgrade nur Linearkombinationen von regula¨ren Freiheitsgra-
den sind (siehe Kapitel 6.4), ko¨nnen wir in diesen Knoten keine Anteile zu den lokalen
Fehlerindikatoren bestimmen. Fu¨r den Wert des lokalen Fehlerindikators haben wir also
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Abbildung 3.5: Uniforme Verfeinerung: Auflo¨sung eines ha¨ngenden Knotens und Entste-
hung zweier neuen ha¨ngenden Knoten auf der Kante
eventuell weniger Freiheitsgrade zurVerfu¨gung. Die Fehlerindikatoren werden, wie oben
in der richtungsgesteuerten Verfeinerung beschrieben, auch richtungsweise auf den Ele-
menten gespeichert. Die Verfeinerungsmarkierung werden somit auch adaptiv zur Rich-
tung der gro¨ßten Fehler gesetzt. Anders als bei den konformen Methoden ko¨nnen wir die
Unterteilung des Elements nahezu ohne zusa¨tzliche Verfeinerung der Nachbarelemente
durchfu¨hren. In Schritt 5 wird nur darauf geachtet, dass die erweiterte one-constraint-rule
nicht verletzt wird. Durch diese Verfeinerungsmethode verhindern wir die U¨berverfeine-
rung des Gitters in Teilgebieten, wo die Approximation mit dem bestehenden Gitter
schon einen guten Grad erreicht. Somit kann Rechenzeit eingespart und die adaptive
Verfeinerung des Gitters lokal noch gezielter durchgefu¨hrt werden.
Beispiele fu¨r die unterschiedlichen Verfeinerungsstrategien
In diesem Abschnitt betrachten wir numerische Beispiele zur Veranschaulichung der zu-
vor vorgestellten Verfeinerungsstrategien. Fu¨r das Transmissionsproblem nehmen wir die
Poisson-Gleichung im Innenraum Ω und im unbeschra¨nkten Außenraum haben wir das
homogene Laplace-Problem. Wir berechnen zwei verschiedene Beispiele, um die Unter-
schiede der Verfeinerungsstrategien an verschiedenen Gebieten zu zeigen.
Beispiel 3.3.1 Wir nehmen als exakte Lo¨sung der Innenraumgleichung −∆u1 = f auf
dem Wu¨rfel [−1, 1]3
u1 :=
1
|x− (0.0, 1.1, 0.0)|
,
woraus f = 0 folgt. Fu¨r das homogene Außenraumproblem −∆u2 = 0 wa¨hlen wir die
exakte Lo¨sung
u2 :=
1
|x− (0.0, 0.9, 0.0)|
.
Die Spru¨nge u0 und t0 ergeben sich aus den exakten Lo¨sungen als
u0 = u1 − u2 =
1
|x− (0.0, 1.1, 0.0)|
−
1
|x− (0.0, 0.9, 0.0)|
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und
t0 =
∂u0
∂n
=
∂u1
∂n
−
∂u2
∂n
.
Abbildung 3.6 zeigt die drei Kurven der H1(Ω)-Fehler gegen die Anzahl der Freiheitsgra-
de der einzelnen Verfeinerungsstrategien unter Ausnutzung der lokalen hierarchischen
Fehlerindikatoren. Es la¨sst sich erkennen, dass die adaptive Verfeinerung des Gitters
unter Benutzung der hierarchischen Fehlerindikatoren mit der richtungsgesteuerten Ver-
feinerung die schlechteste Strategie der drei oben vorgestellten ist. Die Schichtenverfei-
nerung bringt einen Vorteil gegenu¨ber der Richtungsverfeinerung und wahrt gleichzeitig
automatisch die Regularita¨t des Gitters. Die adaptive Verfeinerung unter Zulassung von
ha¨ngenden Knoten und darausresultierenden nichtkonformen Gittern liefert das beste
Ergebnis. Die exakte Lo¨sung u1 wird mit Hilfe weniger Freiheitsgraden als bei den an-
deren Strategien approximiert. Es ergibt sich dadurch eine erhebliche Zeiteinsparung.
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Abbildung 3.6: H1-Fehlerkurven fu¨r Beispiel 3.3.1 mit Richtungs- und Schichtenverfei-
nerung und Verfeinerung mit ha¨ngenden Knoten
In der Abbildung 3.9 werden die Gitterentwicklungen fu¨r das Beispiel fu¨r die verschiede-
nen Strategien gezeigt. In der linken Spalte sind die Gitter der Richtungsverfeinerung,
in der Mitte die der Schichtenverfeinerung und rechts die Verfeinerung mit ha¨ngenden
Knoten abgebildet. Die einzelnen Zeilen repra¨sentieren nahezu gleiche Anzahlen von
Freiheitsgraden. Man erkennt, dass durch die Konformita¨t der Gitter links und in der
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Mitte eine große U¨berverfeinerung in Bereichen, die entfernt von der Quasi-Singularita¨t
in dem Punkt (0.0,−1.1, 0.0) sind, entstehen. Die Verfeinerung mit ha¨ngenden Knoten
zeigt hier eine streng lokale Verfeinerung zu diesem Punkt hin.
Beispiel 3.3.2 In unserem zweiten Beispiel betrachten wir als Gebiet Ω den Fichera-
Wu¨rfel [−1, 1]3 \ [0, 1]3. Die exakte Innenraumlo¨sung wa¨hlen wir als
u1 :=
1
|x− (0.1, 0.1, 0.1)|
.
Fu¨r die Außenraumlo¨sung u2 nehmen wir
u2 :=
1
|x+ (0.1, 0.1, 0.1)|
.
Die Spru¨nge u0 und t0 sind durch
u0 = u1 − u2 =
1
|x− (0.1, 0.1, 0.1)|
−
1
|x+ (0.1, 0.1, 0.1)|
und
t0 =
∂u0
∂n
=
∂u1
∂n
−
∂u2
∂n
definiert.
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Abbildung 3.7: H1-Fehlerkurven fu¨r Beispiel 3.3.2 mit Richtungs- und Schichtenverfei-
nerung und Verfeinerung mit ha¨ngenden Knoten
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Die Abbildung 3.7 zeigt die Fehlerkurven der Approximation der exakten Lo¨sung u1
unter Verwendung der verschiedenen Indikatorstrategien. Auch hier la¨sst sich erkennen,
dass die Verfeinerung mit ha¨ngenden Knoten die beste Approximation bei der ungefa¨hr
gleichen Anzahl der Freiheitsgrade erreicht. Die Richtungsverfeinerung ist auch hier die
schlechteste Variante. Bei der Schichtenverfeinerung wird der Regularita¨t des Gitters
schon bei der Berechnung der Indikatoren Rechnung getragen. Dadurch ergibt sich eine
gezieltere Unterteilung des aktuellen Gitters. Es mu¨ssen keine Elemente zur Wahrung
der Regularita¨t unterteilt werden.
Bei der Verwendung der Richtungsindikatoren sowie der Schichtenindikatoren ergibt sich
durch die ersten adaptiven Verfeinerungsschritte keine gute Approximation der Lo¨sung.
Dies la¨sst sich durch die Geometrie des Fichera-Wu¨rfels begru¨nden. Die ersten Element-
unterteilungen bringen nur eine feinere Unterteilung des Gebiets. Die einspringende Ecke,
in deren Na¨he die Quasi-Singularita¨ten liegen, kann zuna¨chst nicht lokal verfeinert wer-
den. Bei der Benutzung der nichtkonformen Gitter ist dies leichter zu realisieren. Es
ergibt sich somit schnell eine Verringerung des Approximationsfehlers.
In Abbildung 3.8 zeigen wir die Approximation von u1 und das Oberfla¨chengitter, die
nach mehreren adaptiven Verfeinerungsschritten gema¨ß Algorithmus 1 entstehen.
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Abbildung 3.8: Beispiel 3.3.2 adaptive Gitterverfeierungen mit Richtungs- (links),
Schichtensteuerung (mitte) und ha¨ngenden Knoten (rechts)
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Richtungsverf. Schichtenverf. ha¨ngende Knoten
413 DOF 413 DOF 448 DOF
1126 DOF 1287 DOF 1619 DOF
3272 DOF 3989 DOF 3504 DOF
13845 DOF 10435 DOF 7380 DOF
Abbildung 3.9: Gitterentw. fu¨r Richtungs- (links), Schichten- (mitte) und ha¨ngende
Knotenverfeinerung (rechts) mit Anzahl der Freiheitsgrade (Bsp. 3.3.1)
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In diesem Kapitel wollen wir die numerischen Ergebnisse fu¨r die Approximation der ex-
akten Lo¨sungen der FEM-BEM Kopplungsformulierung aus Kapitel 1 pra¨sentieren. Wir
benutzen in unserem adaptiven Algorithmus sowohl die lokalen residualen Fehlerindika-
toren aus Theorem 2.1.2 als auch die hierarchischen Fehlerindikatoren aus Theorem 3.2.1
zur Steuerung der adaptiven Verfeinerung des Gitters. Das Gitter auf dem Rand Γ ist
in den Beispielen stets das Spurgitter der Volumenelemente.
Fu¨r die Berechnung der Beispiele betrachten wir das Laplace-Problem. Wir unterteilen
unser Gebiet Ω mit Hexaeder-Elementen und verfeinern diese unter Benutzung ha¨ngen-
der Knoten. Als Modellgebiete wa¨hlen wir den Cube, den Fichera-Cube und den L-Block.
Wir vergleichen fu¨r alle Gebiete in den Beispielen jeweils die adaptive Verfeinerung (mit
residualen und hierarchischen Indikatoren) mit der uniformen Verfeinerung. Konvergenz-
kurven und Gitterentwicklungen zeigen die Vorteile der adaptiven Berechnung.
4.1 Laplace-Problem
Fu¨r die numerischen Beispiele greifen wir an Stelle des elastischen FEM-BEM Kopp-
lungsproblems (1.5)-(1.9) auf die FEM-BEM Kopplungsformulierung fu¨r den linearen
Laplace-Fall zuru¨ck. Wir betrachten also das zugeho¨rige lineare Transmissionsproblem
mit gegebener rechten Seite f und den Spru¨ngen u0 und t0
−∆u1 = f in Ω (4.1)
−∆u2 = 0 in Ω
C = IR3 \ Ω¯ (4.2)
u0 = u1 − u2 auf Γ = ∂Ω (4.3)
t0 =
∂u1
∂n
−
∂u2
∂n
auf Γ. (4.4)
Wie in Kapitel 1 beschrieben, bekommen wir mit Hilfe der Randintegraloperatoren
V φ(x) =
∫
Γ
G(x, y)φ(y) dSy, Einfachschichtpotential
Kv(x) =
∫
Γ
∂G(x, y)
∂ny
v(y) dSy, Doppelschichtpotential
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K ′φ(x) =
∂
∂nx
∫
Γ
G(x, y)φ(y) dSy, adj. Doppelschichtpotential
Wv(x) = −
∂
∂nx
∫
Γ
∂G(x, y)
∂ny
v(y) dSy, hypersingula¨rer Operator
die folgenden FEM-BEM Kopplungsgleichungen, wobei wir nicht wie in Kapitel 1.1
beschrieben φ = ∂u2
∂n
setzen, sondern wir ersetzen φ durch ∂u1
∂n
. Daraus ergibt sich eine
gea¨nderte Formulierung der Gleichungen (1.14) und (1.15):
Fu¨r gegebenes f ∈ L2(Ω), u0 ∈ H
1/2(Γ), t0 ∈ H
−1/2(Γ), finde u ∈ H1(Ω) und φ ∈
H−1/2(Γ) mit
−∆u = f in Ω (4.5)
2(φ− t0) = (I −K
′)(φ− t0)−W (u− u0) auf Γ (4.6)
0 = (I −K)(u− u0) + V (φ− t0) auf Γ. (4.7)
Basierend auf dieser Kopplungsformulierung ko¨nnen wir nun die beiden Fehlerscha¨tzer
pra¨sentieren, die wir in den numerischen Beispielen betrachten wollen.
Fu¨r den residualen a posteriori Fehlerscha¨tzer haben wir die folgende Darstellung (fu¨r
den zweidimensionalen Fall siehe [19]).
‖(u− uh), (φ− φh)‖H1(Ω)×H−1/2(Γ) ≤ c(R1 +R2 +R3 +R4) =: ηh, (4.8)
mit den Anteilen:
R21 :=
∑
T∈Th
h2T‖f +∆uh)‖
2
L2(T )
R22 :=
∑
Fi∈Sh
hFi‖[(∇uh)·n]‖
2
L2(Fi)
R23 :=
∑
Fe∈Γh
hFe‖ − (∇uh)·n+
1
2
W (u0 − uh|Γ)−
1
2
(K ′ − I)(φh − t0)‖
2
L2(Fe)
R24 :=
∑
Fe∈Γh
hFe‖∇Γ {(I −K)(u0 − uh|Γ)− V (φh − t0)} ‖
2
L2(Fe)
.
Die Implementation der einzelnen Anteile des Fehlerscha¨tzers, insbesondere die Imple-
mentation der Randintegraloperatoren wird in Kapitel 2.3 betrachtet. Die Verfeinerung
wird durch den adaptiven Algorithmus gesteuert, der in Kapitel 2.2 beschrieben wird.
Der hierarchische Fehlerscha¨tzer zu der oben eingefu¨hrten FEM-BEM Kopplungsformu-
lierung ko¨nnen wir im Laplace-Fall schreiben als (siehe [52] fu¨r den nichtlinearen Fall)
c1h
ǫ
(
n∑
i=1
Θ2i +
m∑
j=1
θ2j
)1/2
≤ ‖(u− uh, φ− φh)‖H ≤ c2h
−ǫ
(
n∑
i=1
Θ2i +
m∑
j=1
θ2j
)1/2
(4.9)
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mit den lokalen Fehlerindikatoren
Θi =
|(f, bi,k+1) + 〈t0 +Wu0, bi,k+1〉 −
∫
Ω
∇uh∇bi,k+1 dx− 〈Wuh + (K
′ − I)φh, bi,k+1〉|
‖bi,k+1‖H1(Ω)
θj =
|V (φh, βj,k+1) + 〈βj,k+1, (K − I)(u0 − uh)〉|
V (βj,k+1, βj,k+1)1/2
,
wobei der Index k+1 die Basisfunktionen bezu¨glich des verfeinerten Gitters bezeichnet.
Die adaptive Verfeinerung geschieht mittels der lokalen Fehlerindikatoren bzw. der loka-
len Richtungsindikatoren (siehe Kap. 3.3) unter Verwendung des Algorithmus 1.
In beiden Fa¨llen, also bei der Verwendung des residualen und des hierarchischen Feh-
lerscha¨tzers, benutzen wir in unseren numerischen Beispielen das induzierte Randgitter.
Wir definieren mit ek den Fehler, den wir bei der Approximation der exakten Lo¨sung
u durch uk auf der aktuellen Triangulierung Tk bekommen. Mit Nk bezeichnen wir die
Anzahl der Freiheitsgrade des aktuellen Gitters. Die Konvergenzrate α berechnen wir
durch die Auswertung der Fehler der Approximation und Freiheitsgrade zweier aufein-
ander folgender Gitter
α =
log(ek/ek−1)
log(Nk−1/Nk)
.
Den Effektivita¨tsindex der Fehlerabscha¨tzung bestimmen wir durch den Quotienten aus
Fehlerindikatorwert und Fehler
ηk
ek
.
Die Variable ηk steht hier stellvertretend fu¨r den residualen oder den hierarchischen
Fehlerindikator.
4.2 Cube
In unserem ersten numerischen Beispiel betrachten wir als Gebiet Ω den Einheitswu¨rfel
Ω = [−1, 1]3. Fu¨r die Berechnungen des Beispiels vergleichen wir die Verwendung des
residualen Fehlerscha¨tzers und des hierarchischen Fehlerscha¨tzers. Wir verfeinern die
Gitter jeweils uniform und adaptiv unter Beru¨cksichtigung der vorgestellten adaptiven
Algorithmen. Fu¨r die adaptive Verfeinerung nutzen wir die erweiterte Regularita¨tsbe-
dingung fu¨r nichtkonforme Gitter mit ha¨ngenden Knoten. Bei der Markierung eines
Elements zur Verfeinerung mittels des residualen Fehlerindikators unterteilen wir das
Element jeweils in acht neue Elemente. Im Fall des hierarchischen Fehlerindikators un-
terteilen wir die Elemente gema¨ß der Indikatorrichtung (siehe Kap. 3.3). Es entstehen
also 2, 4 oder 8 neue Elemente.
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Abbildung 4.1: H1-Fehlerkurven fu¨r uniforme, residual adaptive und hierarchisch adap-
tive Verfeinerung sowie Werte der Fehlerindikatoren fu¨r Beispiel 4.2.1
Beispiel 4.2.1 In dem ersten Beispiel betrachten wir fu¨r die Lo¨sung im Innengebiet des
Transmissionsproblems (4.1)-(4.4) die exakte Lo¨sung
u1 :=
1
|x− (0.0, 1.1, 0.0)|
.
Fu¨r die rechte Seite f = −∆u1 erhalten wir f = 0, da u1 eine harmonische Funktion
ist.
Fu¨r die Lo¨sung des Außenraumproblems in ΩC beno¨tigen wir nach der Definition unse-
res urspru¨nglichen Problems eine harmonische Funktion. Wir nehmen daher als exakte
Lo¨sung
u2 :=
1
|x− (0.0, 0.9, 0.0)|
die bei Anwendung des Laplace-Operators verschwindet.
Die Sprungfunktion auf dem Rand Γ ko¨nnen wir nun einfach aus den Definitionen der
exakten Lo¨sungen u1 und u2 bestimmen
u0 = u1 − u2 =
1
|x− (0.0, 1.1, 0.0)|
−
1
|x− (0.0, 0.9, 0.0)|
.
Als Sprung der Normalenableitung der exakten Lo¨sungen ergibt sich daraus auch t0
t0 =
∂u0
∂n
=
∂u1
∂n
−
∂u2
∂n
.
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N eH1 ηN ηN/eH1 α
14 6.5453999 91.325167
51 3.6859984 49.700306 13.48 0.444
128 2.7564320 22.981763 8.338 0.316
267 1.9331828 10.681064 5.525 0.483
649 1.2754529 4.8104814 3.772 0.468
1513 0.7621123 2.4060009 3.157 0.608
3796 0.4610562 1.3986021 3.033 0.546
9840 0.3150961 0.8472700 2.689 0.400
26407 0.2356810 0.5381950 2.284 0.294
N eH1 ηN ηN/eH1 α
34 6.5453999 6.8461109
51 4.1003257 5.3445779 1.303 1.153
128 3.6859984 6.4355118 1.746 0.116
251 2.7564320 6.0390225 2.191 0.432
448 1.9377480 5.3010328 2.736 0.608
833 1.3435567 4.2813467 3.187 0.590
1619 0.8470384 3.0541318 3.606 0.694
3504 0.5898188 2.2128713 3.752 0.469
7380 0.4177930 1.6309529 3.904 0.463
Tabelle 4.1: Freiheitsgrade, H1-Fehler, Indikatorwerte, Effektivita¨tsindex und Konver-
genzrate α fu¨r den residualen Fehlerscha¨tzer (oben) und den hierarchischen
Fehlerscha¨tzer (unten) (Bsp. 4.2.1)
Die exakte Lo¨sung im Inneren hat eine Singularita¨t in dem Punkt (0.0, 0.1, 0.0). Bei der
Verwendung des Einheitswu¨rfels wird dieser Punkt fu¨r das Innenproblem jedoch nicht
erreicht und die Lo¨sung ist immer noch glatt. Es entstehen in der Na¨he des Punktes
große Werte, so dass wir hier von einer Pseudo-Singularita¨t sprechen.
Fu¨r das Außenraumproblem haben wir eine exakte Lo¨sung gewa¨hlt, die die gleiche Ei-
genschaft aufweist, wie die Innenraumlo¨sung. Der Singula¨rpunkt (0.0, 0.9, 0.0) liegt im
Gebiet Ω und verursacht daher ebenfalls nur eine Pseudo-Singularita¨t. Wir erwarten
somit eine adaptive Verfeinerung des Gitters in der Na¨he der Singula¨rpunkte.
In der Abbildung 4.1 vergleichen wir die H1(Ω)-Fehler der Approximation von u ge-
genu¨ber den Freiheitsgraden der verschiedenen Verfeinerungsstrategien. Wir verfeinern
das Gebiet Ω zuna¨chst uniform. Fu¨r die adaptive Verfeinerung benutzen wir den residua-
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len Fehlerscha¨tzer (4.8) und den hierarchischen Fehlerscha¨tzer (4.9) mit einer Verfeine-
rungsrate von 20% bzw. 25%. Zusa¨tzlich tragen wir die Werte der Fehlerindikatoren auf,
um das Verhalten der Indikatoren zu betrachten. Wir sehen, dass die Anwendung der
uniformen Verfeinerung nicht optimal ist. Durch die Verwendung der adaptiven Steue-
rung der Gitterverfeinerung ko¨nnen wir mit weniger Freiheitsgraden die entsprechenden
Fehler der uniformen Verfeinerung erreichen. Somit haben wir fu¨r die Berechnung einer
gewissen Genauigkeit weniger Berechnungsaufwand.
In der Tabelle 4.1 ko¨nnen wir die Konvergenzraten α der einzelnen Verfeinerungsstufen
ablesen. Wir erwarten fu¨r die glatte Lo¨sung u im Innengebiet eine Konvergenzordnung
von 1
3
bzgl. der Freiheitsgrade N . Fu¨r die Anwendung der residualen Indikatoren ergibt
sich eine Konvergenzrate von α = 0.4. Die Konvergenzrate fu¨r die uniforme Verfeinerung
liegt bei durchschnittlich 0.25 und kommt durch die letzte Verfeinerung auf einen Wert
von 0.32. Der Effektivita¨tsindex ηN/eH1 bleibt beschra¨nkt und geht gegen eine Kon-
stante, so dass wir das theoretische Ergebnis aus Theorem 2.1.2 durch die Rechnungen
besta¨tigen.
Fu¨r den hierarchischen Fehlerscha¨tzer ergibt sich in den ersten Stufen der Verfeinerung
noch kein asymptotisches Verhalten. Die Verwendung der ha¨ngenden Knoten und die
daraus resultierende modifizierte Berechnung der Fehlerindikatoren (siehe Kap. 3.3),
bringt bei wenigen Elementen noch keine aussagekra¨ftigen Daten, da weniger Freiheits-
grade zur Bestimmung des lokalen Indikators verwendet werden ko¨nnen. Nach mehreren
Verfeinerungen pendeln sich Indikatorwerte und Fehlerkurve ein und wir ko¨nnen aus Ta-
belle 4.1 die Konververgenzrate α = 0.46 ablesen, wobei die Werte zum Ende abnehmen.
Die adaptiven Strategien erreichen durch die lokalen Gitteranpassungen schneller den
asymptotischen Bereich als die uniforme Verfeinerung.
Die Verfeinerung des Gitters erfolgt in beiden adaptiven Fa¨llen mit den in Kapitel 6
beschriebenen ha¨ngenden Knoten. Durch die Wahl der exakten Lo¨sungen u1 und u2 er-
warten wir eine rotationssymmetrische Gitterentwicklung bezu¨glich der y-Achse. In der
Abbildung 4.2 sieht man die adaptive Verfeinerung nach der 9. Stufe fu¨r die Verwendung
des residualen und hierarchischen Fehlerscha¨tzers. Man erkennt die problemorientierte
Verfeinerung in der Na¨he der Singula¨rpunkte. Es la¨sst sich außerdem erkennen, dass
die ha¨ngenden Knoten ein lokal stark verfeinertes Gitter zulassen. Ohne die ha¨ngenden
Knoten wa¨re diese Verfeinerung nur durch die U¨berverfeinerung in den leicht zu ap-
proximierenden Teilen mo¨glich. Bei der Verfeinerung mit hierarchischem Fehlerscha¨tzer
und dadurch richtungsgesteuerte Unterteilung der Elemente sieht man den Vorteil der
ha¨ngenden Knoten versta¨rkt.
In den Abbildungen 4.5 und 4.6 in dem Abschnitt 4.5 zeigen wir die Entwicklung der
Gitter fu¨r die adaptive Verfeinerung mit dem residualen und dem hierarchischen Feh-
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Abbildung 4.2: Blick von oben durch das 3D-Gitter (9. Verfeinerungsstufe); residual
(links), hierarchisch (rechts) (Bsp. 4.2.1)
lerscha¨tzer. Außerdem sind Oberfla¨chenplots der approximierten Lo¨sung uh nach der
jeweils 8. und 9. Verfeinerungsstufe dargestellt.
4.3 Fichera-Cube
In diesem Abschnitt bescha¨ftigen wir uns mit einem Beispiel, das
den Fichera-Wu¨rfel als Gebiet Ω := [−1, 1]3\[0, 1]3 zugrunde liegen
hat.
(1,1,1)
(-1,-1,-1)
(0,0,0)
Beispiel 4.3.1 Fu¨r das Innenraumproblem betrachten wir die exakte Lo¨sung u1 mit
u1 :=
1
|x− (0.1, 0.1, 0.1)|
.
Setzen wir diese exakte Lo¨sung in die Innenraumbedingung (4.1) ein, erhalten wir, dass
die rechte Seite f verschwindet. Die homogene Laplace-Gleichung (4.2) fu¨r den unbe-
schra¨nkten Außenraum ΩC wird beschrieben durch die exakte Lo¨sung u2
u2 :=
1
|x+ (0.1, 0.1, 0.1)|
.
Als Sprung in den Dirichlet-Daten ergibt sich wie im obigen Beispiel u0 als Subtraktion
der Innenraumlo¨sung u1 und der Außenraumlo¨sung u2 gema¨ß Gleichung (4.3)
u0 = u1 − u2 =
1
|x− (0.1, 0.1, 0.1)|
−
1
|x+ (0.1, 0.1, 0.1)|
.
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Den Sprung in den Neumann-Daten beim U¨bergang vom Außenraum auf den Innenraum
ko¨nnen wir wieder als Normalenableitung des Dirichlet-Sprungs u0 berechnen
t0 =
∂u0
∂n
=
∂u1
∂n
−
∂u2
∂n
.
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Abbildung 4.3: H1-Fehlerkurven fu¨r uniforme, residual adaptive und hierarchisch adap-
tive Verfeinerung sowie Werte der Fehlerindikatoren fu¨r Beispiel 4.3.1
Die exakten Lo¨sungen u1 und u2 wurden so gewa¨hlt, dass wir wiederum wie im obigen
Beispiel fu¨r den Einheitswu¨rfel, keine direkte Singularita¨t in den Berechnungen in den
entsprechenden Gebieten erhalten. Als quasi-singula¨ren Bereich des Innenraumproblems
haben wir die Punkte im Gebiet Ω, die dem Punkt (0.1, 0.1, 0.1) am na¨chsten sind. Vom
Außengebiet aus ergibt sich dieses Verhalten in der Na¨he des Punktes (−0.1,−0.1,−0.1).
Wir erwarten also eine adaptive Gitterverfeinerung in der Na¨he der einspringenden Ecke.
Das Gitter sollte dort eine wesentlich ho¨here Unterteilung erhalten als weit davon ent-
fernt.
Wir bestimmen fu¨r die approximierte Lo¨sung uh auf der Triangulierung Th des FEM-
BEM Kopplungsproblems 4.5-4.7 den Fehler in der H1-Norm mit Hilfe der exakten
Lo¨sung u1. In Abbildung 4.3 sind Fehler in der H
1-Norm bezu¨glich der Freiheitsgrade
des Kopplungsproblems doppelt logarithmisch aufgetragen. Es la¨ßt sich der Vorteil der
adaptiven Netzverfeinerung erkennen. Der Fehler bei der adaptiven Verfeinerung ist zu
Beginn der Berechnungen in den ersten Verfeinerungsleveln deutlich geringer als der bei
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der uniformen Verfeinerung bei vergleichbarer Anzahl der Freiheitsgrade. Fu¨r die Verfei-
nerung mittels des residualen Fehlerscha¨tzers benutzen wir eine Verfeinerungsrate von
25%, bei der Anwendung des hierarchischen Fehlerscha¨tzers unterteilen wir mindestens
20% der Elemente, unter Beachtung der Verfeinerungsregeln aus Kapitel 6.3.
N eH1 ηN ηN/eH1 α
50 6.1469894 86.721906
116 6.0632190 44.794101 7.388 0.016
228 5.0455398 22.026088 4.365 0.272
421 2.8911192 9.7537464 3.374 0.908
908 1.5201312 4.8657948 3.201 0.836
2410 0.9544718 2.7174849 2.847 0.477
6258 0.6724819 1.7001051 2.528 0.367
17281 0.4584471 1.0187227 2.222 0.377
N eH1 ηN ηN/eH1 α
213 5.2725031 9.8960902
304 4.2420059 9.9955465 2.356 0.611
552 2.2397150 6.8901423 3.076 1.071
1036 1.3818762 4.9914741 3.612 0.767
2125 0.9363773 3.6505149 3.899 0.542
4708 0.6975674 2.7464362 3.937 0.370
Tabelle 4.2: Freiheitsgrade, H1-Fehler, Indikatorwerte, Effektivita¨tsindex und Konver-
genzrate α fu¨r den residualen Fehlerscha¨tzer (oben) und den hierarchischen
Fehlerscha¨tzer (unten) (Bsp. 4.3.1)
Aus Tabelle 4.2 haben wir die errechneten Konvergenzraten fu¨r unser Beispiel. Es ergibt
sich fu¨r das residuale Verfahren eine Rate von ca. α = 0.4, wobei der Wert bei gro¨ßerer
Anzahl der Freiheitsgrade kleiner wird. Dies entspricht auch den Erwartungen, dass wir
bei glatter Lo¨sung u eine Konvergenzrate von 1
3
annehmen. Der Effektivita¨tsindex ist
beschra¨nkt, woraus wir wieder auf die Gu¨ltigkeit des Fehlerscha¨tzers schließen ko¨nnen.
Im hierarchischen Fall ergibt sich ein a¨hnliches Bild. Auch hier haben wir eine Konver-
genzrate von α = 0.4 mit abnehmender Tendenz. Bei beiden adaptiven Verfeinerungen
werden die problematischeren Zonen des Gitters besser unterteilt und der Fehler wird in
den ersten Stufen der Verfeinerung besser verkleinert. Wie auch im Beispiel mit dem Ein-
heitswu¨rfel haben wir auch hier zuna¨chst einen steigenden Indikatorwert. Dies ko¨nnen
wir wiederum mit der Verwendung der ha¨ngenden Knoten erkla¨ren. Die Gitter der er-
sten und zweiten Verfeinerungsstufe sind noch zu grob, um die Effekte der Lo¨sung gut
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aufzulo¨sen. Wenn das Gitter lokal feiner ist, stabilisiert sich der Effektivita¨tsquotient.
Die Abbildungen 4.7 und 4.8 in Abschnitt 4.5 zeigen die Entwicklungen der Gitter bei der
adaptiven Steuerung durch den adaptiven Algorithmen 2.2 und 3.3 unter Verwendung
der residualen Indikatoren und der hierarchischen Indikatoren. Die Gitterentwicklungen
zeigen jeweils deutlich den Vorteil der ha¨ngenden Knotenstruktur. Das Gebiet um die
einspringende Ecke wird lokal sehr stark verfeinert. Die Elemente, die weit davon entfernt
sind, werden nur leicht verfeinert. Die Verwendung der richtungsabha¨ngigen Untertei-
lung der Elemente durch den hierarchischen Fehlerscha¨tzer in Abbildung 4.8 zeigt diese
Effekt noch versta¨rkt. Durch die genauere problemgesteuerte Unterteilung der Elemente
brauchen in dem Postprozessing-Schritt nicht so viele Elemente aufgrund der erweiterten
one-constraint-rule zusa¨tzlich verfeinert werden.
Die unteren beiden Plots zeigen jeweils die Oberfla¨chendarstellung der approximierten
Lo¨sung uh. Hier zeigen sich die quasi-singula¨ren Punkte in der Na¨he der einspringenden
Ecke.
4.4 L-Block
In unserem na¨chsten Beispiel bescha¨ftigen wir uns mit dem L-
Block als Innengebiet Ω := [−1, 1]3 \ [0, 1]× [0, 1]× [−1, 1].
(0,0,1)
(-1,-1,1)
(-1,-1,-1)
(-1,1,1) (1,1,1)
(1,0,1)
(0,0,-1)(1,0,-1)
Beispiel 4.4.1 Fu¨r die Gleichung (4.1) des Innenraumproblems betrachten wir die Sin-
gula¨rfunktion, dargestellt in Polarkoordinaten (r, ϕ)
u1 := r
2/3 sin
(
2
3
φ
)
.
Da auch die Singula¨rfunktion eine harmonische Funktion ist, ergibt sich f = 0.
Als exakte Lo¨sung des Außenraumproblems (4.2) nehmen wir
u2 :=
1
|x+ (0.125, 0.125, 0.0)|
.
Der Dirichlet-Sprung u0 ist wie in den obigen Beispielen auch die Differenz der beiden
exakten Lo¨sungen u1 und u2
u0 = r
2/3 sin
(
2
3
φ
)
−
1
|x+ (0.125, 0.125, 0.0)|
.
der Sprung der Normalenableitung ist dann t0 =
∂u0
∂n
.
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N eH1 ηN ηN/eH1 α
46 0.4092850 4.8713949
94 0.3820810 3.8347652 10.04 0.096
193 0.2781358 2.2827127 8.207 0.441
285 0.2371314 1.3022539 5.492 0.409
520 0.1850282 0.7961141 4.303 0.413
1243 0.1414924 0.4979621 3.519 0.308
N eH1 ηN ηN/eH1 α
46 0.4092850 1.8900815
193 0.2781358 1.3466448 4.842 0.269
610 0.1949588 1.0198411 5.231 0.309
1800 0.1453599 0.7681166 5.284 0.271
5612 0.1133067 0.5767285 5.090 0.219
N eH1 α
46 0.4092850
193 0.2781358 0.269
937 0.1886616 0.246
Tabelle 4.3: Freiheitsgrade, H1-Fehler, Indikatorwerte, Effektivita¨tsindex und Konver-
genzrate α fu¨r den residualen Fehlerscha¨tzer (oben) und den hierarchischen
Fehlerscha¨tzer (unten); rechts: uniforme Verfeinerung (Bsp. 4.4.1)
Die Singula¨rfunktion im Innengebiet hat eine Singularita¨t auf der einspringenden Kante
des L-Blocks. Die exakte Außenraumlo¨sung wurde wiederrum so gewa¨hlt, dass wir eine
Quasi-Singularita¨t in der Na¨he des Mittelpunktes der einspringenden Kante haben.
Da wir im Innengebiet eine 2/3-Singularita¨t durch die Funktion u1 haben, erwarten
wir bei optimaler Verfeinerungsstrategie eine Konvergenzrate von α = 2
3
bezu¨glich der
Gitterweite h bzw. eine Rate von α = 2
9
bzgl. der Anzahl der Freiheitsgrade N bei der
uniformen Verfeinerung. Die rechte Tabelle in Tabelle 4.3 zeigt die H1-Fehler und die
Konvergenzraten α bei der uniformen Verfeinerung. Wir haben eine Rate von ca. 0.25,
was dem erwarteten Wert schon sehr nahe kommt.
Aus Tabelle 4.3 (linke Seite) ko¨nnen wir die numerisch erzielten Konvergenzraten ab-
lesen. Fu¨r die adaptive Verfeinerung mittels des residualen Fehlerscha¨tzers ergibt sich
eine Konvergenzrate von α = 0.4. Mit der Steuerung durch die hierarchischen Fehlerin-
dikatoren haben wir eine Konvergenzrate von α = 0.3. Da wir bei der Verwendung einer
adaptiven Gitterverfeinerung eine bessere Approximation des Fehlers (Konvergenzrate
maximal α = 1
3
) als bei der uniformen Verfeinerung erwarten, stimmen die errechneten
Werte mit den theoretischen U¨berlegungen u¨berein.
Fu¨r beide Fehlerscha¨tzer la¨sst sich erkennen, dass der Effektivita¨tsindex beschra¨nkt ist
und gegen eine Konstante geht. Die Fehlerindikatoren und die Fehler haben also das
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gleiche asymptotische Verhalten und unsere theoretischen Resultate werden dadurch
besta¨tigt. Dies liefert auch eine Betrachtung der Abbildung 4.4, wo man sehen kann,
dass die jeweiligen Kurven nahezu parallel verlaufen. In den Gitterentwicklungen in
 0.1
 1
 10
 10  100  1000  10000
H
^1
-n
or
m
 e
rro
r
degrees of freedom
S_1  on L-Block
uniform-h
adap-hg-res 0.75
uniform-indicator
adap-indicator-res
adap-hg-hier 0.75
adap-indicator-hier
ex3-adap-hg-hier 0.75
ex3-adap-indicator-hier
ex4-adap-hg-hier 0.75
ex4-adap-indicator-hier
Abbildung 4.4: H1-Fehlerkurven fu¨r uniforme, residual adaptive und hierarchisch adap-
tive Verfeinerung sowie Werte der Fehlerindikatoren fu¨r Beispiel 4.4.1
Kapitel 4.5 stellen wir fest, dass der Bereich direkt an der einspringenden Kante lokal
stark verfeinert wird.
Der hierarchische Fehlerscha¨tzer liefert zusammen mit einer selbstgesteuerten Richtungs-
verfeinerung keine brauchbaren Ergebnisse (siehe Abb. 4.4 Kurve adap-hg-hier und ex3-
adap-hg-hier). Die Elementverfeinerungen liefern in den ersten Verfeinerungsstufen nur
Unterteilungen in der xz-Ebene. Deswegen wird eine lokale Auflo¨sung der Singularita¨t an
der einspringenden Kante nicht erreicht. Bei der Berechnung der Ergebnisse aus Abbil-
dung 4.10 wurden durch eine Verfeinerung in acht neue Elemente (also xyz-Verfeinerung)
erzielt. Die einspringende Ecke konnte so besser lokalisiert werden (siehe auch Kurve ex4-
adap-indicator-hier in Abb. 4.4).
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4.5 Gitterdarstellungen
4.5 Gitterdarstellungen der versch. Verfeinerungsstufen,
Bsp. 4.2.1, Bsp. 4.3.1, Bsp. 4.4.1
0.3951E+00
0.9962E+00
0.1597E+01
0.2198E+01
0.2800E+01
0.3401E+01
0.4002E+01
0.4603E+01
0.5204E+01
0.5805E+01
0.6406E+01
0.7007E+01
0.7608E+01
0.8209E+01
0.8811E+01
0.9412E+01
0.1001E+02
0.3951E+00
0.9954E+00
0.1596E+01
0.2196E+01
0.2796E+01
0.3397E+01
0.3997E+01
0.4597E+01
0.5198E+01
0.5798E+01
0.6398E+01
0.6999E+01
0.7599E+01
0.8199E+01
0.8800E+01
0.9400E+01
0.1000E+02
Abbildung 4.5: residual: adaptive Verfeinerungslevel 3, 5, 7, 9 und plot der Approxima-
tion uh (Bsp. 4.2.1)
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0.3864E+00
0.9906E+00
0.1595E+01
0.2199E+01
0.2803E+01
0.3407E+01
0.4012E+01
0.4616E+01
0.5220E+01
0.5824E+01
0.6428E+01
0.7033E+01
0.7637E+01
0.8241E+01
0.8845E+01
0.9449E+01
0.1005E+02
0.3937E+00
0.9944E+00
0.1595E+01
0.2196E+01
0.2797E+01
0.3397E+01
0.3998E+01
0.4599E+01
0.5200E+01
0.5800E+01
0.6401E+01
0.7002E+01
0.7603E+01
0.8203E+01
0.8804E+01
0.9405E+01
0.1001E+02
Abbildung 4.6: hierarchisch: adaptive Verfeinerungslevel 3, 5, 7, 9 und plot der Appro-
ximation uh (Bsp. 4.2.1)
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0.5570E+00
0.1144E+01
0.1731E+01
0.2318E+01
0.2905E+01
0.3492E+01
0.4078E+01
0.4665E+01
0.5252E+01
0.5839E+01
0.6426E+01
0.7013E+01
0.7600E+01
0.8187E+01
0.8774E+01
0.9360E+01
0.9947E+01
0.5568E+00
0.1145E+01
0.1733E+01
0.2322E+01
0.2910E+01
0.3498E+01
0.4086E+01
0.4674E+01
0.5263E+01
0.5851E+01
0.6439E+01
0.7027E+01
0.7616E+01
0.8204E+01
0.8792E+01
0.9380E+01
0.9969E+01
Abbildung 4.7: residual: adaptive Verfeinerungslevel 2, 4, 6, 8 und plot der Approxima-
tion uh (Bsp. 4.3.1 )
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0.5563E+00
0.1143E+01
0.1730E+01
0.2317E+01
0.2904E+01
0.3490E+01
0.4077E+01
0.4664E+01
0.5251E+01
0.5838E+01
0.6425E+01
0.7012E+01
0.7598E+01
0.8185E+01
0.8772E+01
0.9359E+01
0.9946E+01
0.5564E+00
0.1145E+01
0.1734E+01
0.2323E+01
0.2912E+01
0.3501E+01
0.4090E+01
0.4678E+01
0.5267E+01
0.5856E+01
0.6445E+01
0.7034E+01
0.7623E+01
0.8211E+01
0.8800E+01
0.9389E+01
0.9978E+01
Abbildung 4.8: hierarchisch: adaptive Verfeinerungslevel 1, 3, 5, 7 und plot der Appro-
ximation uh (Bsp. 4.3.1)
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0.1735E−01
0.9526E−01
0.1732E+00
0.2511E+00
0.3290E+00
0.4069E+00
0.4849E+00
0.5628E+00
0.6407E+00
0.7186E+00
0.7965E+00
0.8744E+00
0.9524E+00
0.1030E+01
0.1108E+01
0.1186E+01
0.1264E+01
0.1863E−01
0.9648E−01
0.1743E+00
0.2522E+00
0.3300E+00
0.4079E+00
0.4858E+00
0.5636E+00
0.6415E+00
0.7193E+00
0.7972E+00
0.8750E+00
0.9529E+00
0.1031E+01
0.1109E+01
0.1186E+01
0.1264E+01
Abbildung 4.9: residual: adaptive Verfeinerungslevel 1, 3, 5, 7 und plot der Approxima-
tion uh (Bsp. 4.4.1)
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0.1697E−01
0.9496E−01
0.1730E+00
0.2510E+00
0.3289E+00
0.4069E+00
0.4849E+00
0.5629E+00
0.6409E+00
0.7189E+00
0.7969E+00
0.8749E+00
0.9529E+00
0.1031E+01
0.1109E+01
0.1187E+01
0.1265E+01
0.1850E−01
0.9636E−01
0.1742E+00
0.2521E+00
0.3299E+00
0.4078E+00
0.4857E+00
0.5635E+00
0.6414E+00
0.7192E+00
0.7971E+00
0.8749E+00
0.9528E+00
0.1031E+01
0.1109E+01
0.1186E+01
0.1264E+01
Abbildung 4.10: hierarchisch: adaptive Verfeinerungslevel 2, 3, 4, 5 und plot der Appro-
ximation uh (Bsp. 4.4.1)
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Anders als in den vorhergehenden Kapiteln, wollen wir das FEM-BEM Kopplungs-
problem nicht mit der Standard-Galerkin-Methode berechnen, sondern benutzen ein
Least-Squares Funktional zur Bestimmung einer angena¨herten Lo¨sung. Fu¨r die FEM-
Formulierung fu¨hren wir eine diskrete H˜−1(Ω)-Norm analog zu Bramble, Pasziak und
Lazarov ([9, 7, 8]) ein. A¨hnlich zu der Vorgehensweise in [47] fu¨r ein System erster
Ordnung bilden wir ein FEM-BEM Kopplung Least-Squares Funktional mit einem Pro-
blem zweiter Ordnung. Fu¨r die Anwendung der Least-Squares Methode fu¨r ein linear
elastisches Problem mit der FEM orientieren wir uns an [8].
Wir betrachten in diesem Kapitel fu¨r das Innenraumproblem und das Außenraumpro-
blem jeweils eine lineare elastostatische Problemstellung. Wa¨hrend wir im Außenraum
ΩC die harmonische Lame´-Gleichung approximieren wollen, haben wir im Innenraum Ω
eine gegebene Volumenkraft F. Da wir in Ω nahezu inkompressibles Material zulassen
wollen, fu¨hren wir eine zusa¨tzliche Variable ein, um die Effekte des Lockings zu vermei-
den (siehe z.B. [5],[67]). Das Außenraumproblem wird wie in Kapitel 1 mit Hilfe von
Randintegraloperatoren auf den Rand zuru¨ckgefu¨hrt. Die symmetrische Kopplung von
FEM (fu¨r das Innengebiet) und BEM (auf dem Rand Γ) u¨berfu¨hrt das urspru¨ngliche
Transmissionsproblem auf ein nichtlokales Randwertproblem.
5.1 Transmissionsproblem
Aus dem Hookschen Gesetz haben wir die Beziehung zwischen Spannung und Verzer-
rung: σij = 2µεij(u)+λδijdiv u mit dem Kronecker-Delta δij und den Lame´-Parametern
µ und λ fu¨r das lineare Elastizita¨tsproblem.
Falls λ → ∞, bzw. die Poissonzahl ν = λ
2(λ+µ)
→ 1
2
, haben wir fast inkompressibles
Materialverhalten. Ist ν nahe bei 1
2
, so haben wir, dass
λ≫ µ
ist. Dies fu¨hrt dazu, dass das Verha¨ltnis der Konstanten in dem Ce´a-Lemma sehr groß
wird. Es kommt bei der Approximation der exakten Lo¨sung somit zum Locking und die
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klassische FEM versagt.
Wir fu¨hren daher p als Lagrange-Multiplikator p = −λdiv u ein. Setzen wir dies in die
Definition des Spannungstensors σ ein, so bekommen wir die Darstellung
σij(u, p) = 2µεij(u)− δijp.
Die Gleichgewichtsbedingung −div σ = F des elastischen Innenraumproblems ist dann
−div σ(u, p) = −µ∆u− (
µ
λ
− 1)grad p = F (5.1)
mit der Nebenbedingung
1
λ
p+ div u = 0. (5.2)
Wir ko¨nnen p auch als hydrostatischen Druck einfu¨hren, indem wir den linearen Ver-
zerrungstensor in den deviatorischen und in den hydrostatischen Anteil zerlegen ε(u) =
dev ε(u)− 1
3
tr ε(u)I. Es ergibt sich fu¨r den Spannungstensor die Schreibweise σ(u, p) =
2µ devε(u)− pI mit dem hydrostatischen Druck p = −(λ + 2
3
µ)div u.
Fu¨r den Fall des inkompressiblen Materialverhaltens (ν = 1
2
), ergibt sich fu¨r die Nebenbe-
dingung (5.2) die Gleichung div u = 0. In diesem Fall haben wir ein Innenraumproblem,
das eng verwandt ist mit dem Stokes-Problem.
Transmissionsproblem
Wie im Kapitel 1 sei Ω ⊂ IR3 ein beschra¨nktes Gebiet mit Lipschitz-Rand Γ = ∂Ω.
Mit ΩC = IR3 \ Ω¯ bezeichnen wir den unbeschra¨nkten Außenraum. Gegeben seien die
Kraft F ∈ L2(Ω) und die Spru¨nge u0 ∈ H
1/2(Γ) und t0 ∈ H
−1/2(Γ) auf dem Rand.
Wir betrachten das folgende Transmissionsproblem mit den Unbekannten u1 ∈ H1(Ω),
u2 ∈ H1loc(Ω
C) und dem Druck p ∈ L2(Ω)
L(u1, p) =F in Ω (5.3)
1
λ
p+ div u1 =0 in Ω (5.4)
−∆∗u2 = −µˆ∆u2 − (λˆ+ µˆ)grad div u2 =0 in Ω
C (5.5)
u1 =u2 + u0 auf Γ (5.6)
σ(u1, p) · n =T2(∂·,n)u2 + t0 auf Γ (5.7)
u2 =O(|x|
−1) (|x| −→ ∞) (5.8)
wobei L(u1, p) = (L1(u11, p), . . . , L3(u13, p)) mit Li(u1i, p) = −
∑3
j=1
∂σij
∂xj
= −div σ.
Die Normalspannung der Außenraumlo¨sung auf dem Transmissionsrand Γ ist wie in
(1.10) auf Seite 19 gegeben durch T2(∂·,n)u2 = σ(u2)·n = 2µˆ ∂nu2 + λˆn div u2 + µˆn×
curl u2.
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Die Außenraumlo¨sung la¨sst sich mit der Somigliana Darstellungsformel (1.11) auf dem
Rand mit Hilfe der Kelvin-Matrix (1.12) fu¨r das homogene Elastizita¨tsproblem darstel-
len. Mit den Cauchy-Daten auf dem Rand Γ und den Definitionen der Randintegralope-
ratoren in (1.16)-(1.19) la¨sst sich das Problem wie folgt pra¨sentieren
2T2(∂·,n)u2 =−Wu2 + (I −K
′)T2(∂·,n)u2
0 =(I −K)u2 + V T2(∂·,n)u2.
Setzen wir dies in das Transmissionsproblem fu¨r u2 mit den Sprungbedingungen ein,
definieren u1 =: u, benutzen die Beziehungen (5.6) und (5.7) und ersetzen σ(u, p) · n
durch φ, so erhalten wir die symmetrische FEM-BEM Kopplungsformulierung, auf der
wir die Least-Squares Formulierung aufbauen:
Fu¨r gegebene Volumenkraft F ∈ L2(Ω), Spru¨nge u0 ∈ H1/2(Γ), t0 ∈ H−1/2(Γ), finde
u ∈ H1(Ω), p ∈ L2(Ω) und φ ∈ H−1/2(Γ) mit:
L(u, p) = F in Ω
1
λ
p+ div u = 0 in Ω
σ(u, p)·n = φ auf Γ (5.9)
2(φ− t0) = −W (u− u0) + (I −K
′)(φ− t0) auf Γ
0 = (I −K)(u− u0) + V (φ− t0) auf Γ.
5.2 Kontinuierliche Least-Squares Formulierung
Wir betrachten nun die schwache Form fu¨r die Innenraumgleichung∫
Ω
L(u, p)·v dx =
∫
Ω
F·v dx.
Anwenden der Produktregel auf ∂
∂xj
(σij(u, p)vi) = vi
∂
∂xj
σij(u, p)+σij(u, p)
∂
∂xj
vi ergibt
−
[∫
Ω
3∑
ij
(
∂
∂xj
(σij(u, p) · vi)− σij(u, p)
∂
∂xj
vi
)
dx
]
=
∫
Ω
F · v dx.
Mit dem Gaußschen Integralsatz haben wir
−
∫
Γ
3∑
i,j=1
n · σij(u, p)︸ ︷︷ ︸
=φ
vi ds+
∫
Ω
3∑
i,j=1
σij(u, p) : εij(v) dx︸ ︷︷ ︸
=:A(u,p;v)
=
∫
Ω
F · v dx,
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woraus wir die schwache Form der Innenraumgleichung
A(u, p;v)− 〈φ,v〉Γ = (F,v)
erhalten. Multiplizieren wir die restlichen Gleichungen der FEM/BEM Formulierung mit
den Testfunktionen q ∈ L2(Ω) und τ ∈ H1/2(Γ) und integrieren u¨ber das Gebiet Ω bzw.
u¨ber den Rand Γ, haben wir die kontinuierliche variationelle Formulierung
A(u, p;v) = (F,v) + 〈φ,v〉Γ (5.10)
(
1
λ
p + div u, q) = 0 (5.11)
〈(I −K)(u− u0) + V (φ− t0), τ 〉Γ = 0 (5.12)
〈−W (u− u0) + (I −K
′)(φ− t0),v〉Γ = 〈2(φ− t0),v〉Γ. (5.13)
fu¨r alle v ∈ H1(Ω), q ∈ L2(Ω) und τ ∈ H1/2(Γ). Um das Least-Squares System zu
formulieren, definieren wir den Operator
L(u, p) : H1(Ω)× L2(Ω)→ H˜−1(Ω) durch:
[L(u, p);w] = A(u, p;w) =
∫
Ω
3∑
i,j=1
σij(u, p) : εij(w) dx ∀w ∈ H
1(Ω), (5.14)
wobei [P ;w] bedeutet, dass das Funktional P an der Stelle w ausgewertet wird.
H˜−1(Ω) := (H1(Ω))′, ist der Dualraum zu H1(Ω). Die zugeho¨rige Norm ist durch
‖u‖
H˜−1(Ω) := sup
v∈H1(Ω)\{0}
(u,v)
‖v‖H1(Ω)
.
definiert. Wir ersetzen in der Gleichgewichtsbedingung der Innenraumgleichung den An-
teil A(u, p;w) durch [L(u, p);v] und ersetzen φ im Randterm aus Gleichung (5.10) durch
die Darstellung von φ im Randintegralterm (5.13)
[L(u, p);v] = (F,v) + 〈φ,v〉Γ
= (F,v) + 〈
1
2
[−W (u− u0) + 2t0 + (I −K
′)(φ− t0)],v〉Γ
= [F−
1
2
δΓ ⊗ [W (u− u0)− 2t0 − (I −K
′)(φ− t0)],v]H˜−1(Ω).
δΓ ⊗ τ ist eine Distribution, die τ ∈ H−1/2(Γ) nach H˜−1(Ω) u¨berfu¨hrt
(δΓ⊗φ,v)L2(Ω) := 〈φ,v|Γ〉 ∀φ ∈ H
−1/2(Γ), ∀v ∈ H1(Ω).
Die Variationelle Formulierung (5.10)-(5.13) la¨sst sich dann wie folgt in einer Operator-
schreibweise darstellen. Wir definieren den Operator
L : X := H1(Ω)× L2(Ω)×H−1/2(Γ)→ X ′ := H˜−1(Ω)× L2(Ω)×H1/2(Γ)
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durch
L(u, p,φ) :=

L(u, p) + 12δΓ ⊗
[
Wu− (I −K ′)φ
]
1
λ
p+ div u
(I −K)u+ V φ

 (5.15)
und F ∈ X ′ := H˜−1(Ω)× L2(Ω)×H1/2(Γ) durch die gegebenen Daten
F :=

F+ 12δΓ ⊗
[
Wu0 + 2t0 − (I −K ′)t0
]
0
(I −K)u0 + V t0

 . (5.16)
Es ergibt sich somit das zu lo¨sende Problem
Finde (u, p,φ) ∈ H1(Ω)× L2(Ω)×H−1/2(Γ), so dass gilt
L(u, p,φ) = F. (5.17)
Mit Hilfe dieser FEM-BEM Kopplungsdarstellung des Gesamtproblems (5.3)- (5.8) bil-
den wir die zu dem Problem a¨quivalente Minimierungsaufgabe mit dem Least-Squares
Funktional J(v, q, τ ). Die Minima (u, p,φ) des Funktionals J sind die Lo¨sungen des
Kopplungsproblems (5.9).
Least-Squares Funktional
Finde (u, p,φ) ∈ X = H1(Ω)× L2(Ω)×H−1/2(Γ) mit
J(u, p,φ) = min
(v,q,τ)∈X
J(v, q, τ ), (5.18)
wobei J(v, q, τ ) gegeben ist durch
J(v, q, τ ) =‖L(v, q, τ )− F‖2X′
= ‖L(v, q)− F+
1
2
δΓ ⊗ [W (v − u0)− 2t0 − (I −K
′)(τ − t0)]‖
2
H˜−1(Ω)
+ ‖
1
λ
q + div v‖2L2(Ω)
+ ‖(I −K)(v− u0) + V (τ − t0)‖
2
H1/2(Γ)
=‖L(v, q) +
1
2
δΓ ⊗ [Wv− (I −K
′)τ ]− F
−
1
2
δΓ ⊗ [Wu0 + 2t0 − (I −K
′)t0]‖
2
H˜−1(Ω)
+ ‖
1
λ
q + div v‖2L2(Ω)
+ ‖(I −K)(v− u0) + V (τ − t0)‖
2
H1/2(Γ).
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Die zu J(v, q, τ ) zugeho¨rige Bilinearform B((u, p,φ), (v, q, τ )) ist gegeben durch
B((u, p,φ), (v, q, τ ))
=
(
L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ],L(v, q) +
1
2
δΓ ⊗ [Wv − (I −K
′)τ ]
)
H˜−1(Ω)
+(
1
λ
p+ div u,
1
λ
q + div v)L2(Ω)
+〈(I −K)u+ V φ, (I −K)v + V τ 〉H1/2(Γ)
und die Linearform G(v, q, τ ) ist
G(v, q, τ ) =
(
L(v, q) +
1
2
δΓ ⊗ [Wv − (I −K
′)τ ],
F+
1
2
δΓ ⊗ [Wu0 + 2t0 − (I −K
′)t0]
)
H˜−1(Ω)
+ 〈(I −K)v + V τ , (I −K)u0 + V t0〉H1/2(Γ)
fu¨r alle (v, q, τ ) ∈ X. Mit der Definition der Bilinearform und Linearform ko¨nnen wir
die variationelle Formulierung darstellen als
Finde (u, p,φ) ∈ X = H1(Ω)× L2(Ω)×H−1/2(Γ) mit
B((u, p,φ), (v, q, τ )) = G(v, q, τ ) ∀(v, q, τ ) ∈ X. (5.19)
Falls wir die Stetigkeit und Koerzivita¨t der Bilinearform B und die Stetigkeit der Linear-
form G nachweisen ko¨nnen, ergibt sich fu¨r die variationelle Formulierung die eindeutige
Lo¨sbarkeit. Die Minima des Funktionals J wa¨ren somit ebenfalls eindeutig. In Theo-
rem 5.2.1 werden wir zuna¨chst die Stetigkeit der Bilinearform B zeigen, in Theorem 5.2.2
beweisen wir die Koerzivita¨t der Bilinearform.
Theorem 5.2.1 Die Bilinearform B(·, ·) ∈ X ×X ist stetig. D.h. es gibt ein c > 0, so
dass fu¨r alle (u, p,φ), (v, q, τ ) ∈ X gilt
B((u, p,φ), (v, q, τ )) ≤ c‖(u, p,φ)‖X‖(v, q, τ )‖X
Beweis. Fu¨r den Beweis der Stetigkeit nutzen wir die Cauchy-Schwarz-Ungleichung,
um die Bilinearform in einzelne Terme zu unterteilen. Die Terme mit den Randintegral-
operatoren scha¨tzen wir mit deren Abbildungseigenschaften (siehe (1.20)-(1.23)) und
dem Spursatz ab.
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Mit der Cauchy-Schwarz-Ungleichung gilt:
B((u, p,φ), (v, q, τ )) ≤
(I)︷ ︸︸ ︷
‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω)
‖L(v, q) +
1
2
δΓ ⊗ [Wv − (I −K
′)τ ]‖
H˜−1(Ω) (5.20)
+ ‖
1
λ
p+ div u‖L2(Ω)︸ ︷︷ ︸
(II)
‖
1
λ
q + div v‖L2(Ω) (5.21)
+ ‖(I −K)u+ V φ‖H1/2(Γ)︸ ︷︷ ︸
(III)
‖(I −K)v + V τ‖H1/2(Γ) (5.22)
Wir betrachten nun die Terme (I)-(III) einzeln:
(III): Mit der Stetigkeit von K und V und dem Spursatz folgt
‖(I −K)u+ Vφ‖H1/2(Γ) ≤ ‖(I −K)u‖H1/2(Γ) + ‖Vφ‖H1/2(Γ)
≤ C‖u‖H1/2(Γ) + c‖φ‖H−1/2(Γ)
≤ C(‖u‖H1(Ω) + ‖φ‖H−1/2(Γ)).
(II): da nach Definition des elastischen Problems λ > 0 gilt, haben wir
‖
1
λ
p+ div u‖L2(Ω) ≤ ‖
1
λ
p‖L2(Ω) + ‖div u‖L2(Ω)
≤ c(‖p‖L2(Ω) + ‖u‖H1(Ω))
(I):
‖L(u, p)+
1
2
δΓ⊗[Wu−(I−K
′)φ]‖
H˜−1(Ω)≤‖L(u, p)‖H˜−1(Ω)+
1
2
‖δΓ⊗[Wu−(I−K
′)φ]‖
H˜−1(Ω)
Mit Hilfe der Definition der H˜−1(Ω)-Norm, der Distribution δΓ ⊗ · und der Stetigkeit
der Integraloperatoren W und K ′ gilt
‖δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω) = sup
v∈H1(Ω)
(δΓ ⊗ [Wu− (I −K ′)φ],v)
‖v‖H1(Ω)
= sup
v∈H1(Ω)
〈Wu− (I −K ′)φ,v|Γ〉
‖v‖H1(Ω)
C-S-U
≤ sup
v∈H1(Ω)
‖Wu− (I −K ′)φ‖H−1/2(Γ)‖v|Γ‖H1/2(Γ)
‖v‖H1(Ω)
≤ C‖Wu− (I −K ′)φ‖H−1/2(Γ)
≤ C(‖Wu‖H−1/2(Γ) + ‖(I −K
′)φ‖H−1/2(Γ))
≤ c
(
‖u‖H1/2(Γ) + ‖φ‖H−1/2(Γ)
)
.
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Fu¨r ‖L(u, p)‖
H˜−1(Ω) gilt nach Definition von L
‖L(u, p)‖
H˜−1(Ω) = sup
v∈H1(Ω)
A(u, p;v)
‖v‖H1(Ω)
= sup
v∈H1(Ω)
∫
Ω
σ(u, p) : ε(v)
‖v‖H1(Ω)
mit ∫
Ω
σ(u, p) : ε(v) dx =
∫
Ω
(
3∑
i,j=1
2µεij(u)− pδij
)
εij(v) dx
= 2
∫
Ω
µ
3∑
i,j=1
εij(u)εij(v) dx−
∫
Ω
pδijεij(v) dx
= 2
∫
Ω
µε(u) : ε(v) dx−
∫
Ω
pdiv v dx
= 2(µε(u), ε(v))− (p, div v).
Dies eingesetzt ergibt
‖L(u, p)‖
H˜−1(Ω) ≤ sup
v∈H1(Ω)
2(µε(u), ε(v))
‖v‖H1(Ω)
+ sup
v∈H1(Ω)
(p, div v)
‖v‖H1(Ω)
≤ sup
v∈H1(Ω)
2(µε(u), ε(v))
‖v‖H1(Ω)
+ sup
v∈H1(Ω)
(p, p)1/2(div v, div v)1/2
‖v‖H1(Ω)
≤ sup
v∈H1(Ω)
2(µε(u),∇v)
‖v‖H1(Ω)
+ ‖p‖L2(Ω)
≤ c
(
‖u‖H1(Ω) + ‖p‖L2(Ω)
)
.
Daraus folgt fu¨r (I).
‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω) ≤ c˜
(
‖u‖H1(Ω) + ‖p‖L2(Ω) + ‖φ‖H−1/2(Γ)
)
.
Die Stetigkeit der Bilinearform B erhalten wir, indem wir die einzelnen Teile (I), (II)
und (III) in (5.20)-(5.22) einsetzen und die obigen Abscha¨tzungen analog auf die Terme
mit (v, q, τ ) anwenden.
B((u, p,φ), (v, q, τ )) ≤ c
(
‖u‖H1(Ω) + ‖p‖L2(Ω) + ‖φ‖H−1/2(Γ)
)(
‖v‖H1(Ω) + ‖q‖L2(Ω) + ‖τ‖H−1/2(Γ)
)
≤ c‖(u, p,φ)‖X‖(v, q, τ )‖X .
⊓⊔
Mit der gleichen Argumentation la¨sst sich die Stetigkeit der LinearformG(v, q, τ ) zeigen.
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Theorem 5.2.2 Die Bilinearform B((u, p,φ), (v, q, τ)) ist koerziv, d.h. es gilt
B((u, p,φ), (u, p,φ)) ≥ c‖(u, p,φ)‖2X (5.23)
fu¨r alle (u, p,φ) ∈ X.
Beweis. Zuna¨chst berechnen wir eine Abscha¨tzung fu¨r den Druck p durch die Verschie-
bung u. Diese Abscha¨tzung nutzen wir dann in der Abscha¨tzung von u. Durch eine obere
Schranke fu¨r φ, die wir aus den Eigenschaften der Randintegraloperatoren bekommen,
erhalten wir dann die Abscha¨tzung (5.23).
Es gilt fu¨r den Druck p ∈ L2(Ω) analog zu dem Ergebnis aus [8]
‖p‖L2(Ω) ≤ c sup
v∈H1(Ω)
(p, div v)
‖v‖H1(Ω)
.
Damit gilt
‖p‖L2(Ω) ≤ c sup
v∈H1(Ω)
(p, div v)
‖v‖H1(Ω)
≤ c[ sup
v∈H1(Ω)
|(pI, ε(v))− (2µε(u), ε(v))− 1
2
〈Su,v〉|
‖v‖H1(Ω)
+ sup
v∈H1(Ω)
|(2µε(u), ε(v)) + 1
2
〈Su,v〉|
‖v‖H1(Ω)
]
= c[ sup
v∈H1(Ω)
A(u, p;v) + 1
2
〈Su,v〉
‖v‖H1(Ω)
+ sup
v∈H1(Ω)
|(2µε(u), ε(v)) + 1
2
〈Su,v〉|
‖v‖H1(Ω)
]
‖p‖L2(Ω) ≤ c[‖L(u, p) +
1
2
δΓ ⊗ Su‖H˜−1(Ω) + ‖u‖H1(Ω)] (5.24)
Fu¨r die Verschiebung u erhalten wir mit der Kornschen Ungleichung und mit Hilfe des
Poincare´-Steklov-Operators S, dass gilt
C‖u‖2
H1(Ω) ≤ 2
∫
Ω
µε(u) : ε(u) dx+
1
2
〈Su,u〉
≤ (2µε(u), ε(u)) +
1
2
〈Su,u〉.
Da (pI, ε(u)) =
∫
Ω
pIε(u) =
∫
Ω
∑3
i,j pδijεij(u) =
∫
Ω
pdiv u = (p, div u), erhalten wir
(2µε(u), ε(u)) = (2µε(u)− pI, ε(u)) + (pI, ε(u))
= (2µε(u)− pI, ε(u)) + (p, div u+
1
λ
p)− (
1
λ
p, p)
λ>0
≤ (2µε(u)− pI, ε(u))︸ ︷︷ ︸
A(u,p;u)
+(p, div u+
1
λ
p).
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A(u, p;u) + 1
2
〈Su,u〉 bildet eine zur H1(Ω)-Norm a¨quivalente Norm. Daraus folgt
C‖u‖2
H1(Ω) ≤ ‖u‖H1(Ω) sup
v∈H1(Ω)
|A(u, p;v) + 1
2
〈Su,v〉|
‖v‖H1(Ω)
+ ‖p‖L2(Ω)‖
1
λ
p+ div u‖L2(Ω)
= ‖u‖H1(Ω)‖L(u, p) +
1
2
δΓ ⊗ Su‖H˜−1(Ω) + ‖p‖L2(Ω)‖
1
λ
p+ div u‖L2(Ω).
Einsetzen der Abscha¨tzung (5.24) fu¨r den Druck ergibt unter Verwendung des erweiter-
ten arithmetisch-geometrischen Mittels
‖u‖2
H1(Ω) ≤ ‖u‖H1(Ω)‖L(u, p) +
1
2
δΓ ⊗ Su‖H˜−1(Ω) + c
(
‖L(u, p) +
1
2
δΓ ⊗ Su‖H˜−1(Ω)
+ ‖u‖H1(Ω)
)
‖
1
λ
p+ div u‖L2(Ω)
≤
1
2ǫ
‖L(u, p) +
1
2
δΓ ⊗ Su‖
2
H˜−1(Ω)
+
1
2
ǫ‖u‖2
H1(Ω) + c
1
2
ǫ
(
‖L(u, p)
+
1
2
δΓ ⊗ Su‖H˜−1(Ω) + ‖u‖H1(Ω)
)2
+
1
2ǫ
‖
1
λ
p+ div u‖2L2(Ω)
≤(
1
2ǫ
+ cǫ)‖L(u, p) +
1
2
δΓ ⊗ Su‖
2
H˜−1(Ω)
+ (
1
2
ǫ+ cǫ)‖u‖2
H1(Ω)
+
1
2ǫ
‖
1
λ
p+ div u‖2L2(Ω)
(1− cǫ)‖u‖2
H1(Ω) ≤ (
1
2ǫ
+ cǫ)‖L(u, p) +
1
2
δΓ ⊗ Su‖
2
H˜−1(Ω)
+
1
2ǫ
‖
1
λ
p+ div u‖2L2(Ω).
Fu¨r ǫ klein genug gewa¨hlt (1 > cǫ) ergibt sich
‖u‖2
H1(Ω) ≤ c˜‖L(u, p) +
1
2
δΓ ⊗ Su‖
2
H˜−1(Ω)
+ ‖
1
λ
p+ div u‖2L2(Ω).
Betrachten wir nun den Anteil des Poincare´-Steklov-Operators S = W+(I−K ′)V −1(I−
K)
‖L(u, p) +
1
2
δΓ ⊗ Su‖H˜−1(Ω) = ‖L(u, p) +
1
2
δΓ ⊗ [W + (I −K
′)V −1(I −K)u]‖
H˜−1(Ω)
=‖L(u, p) +
1
2
δΓ ⊗ [Wu+ (I −K
′)φ− (I −K ′)φ+ (I −K ′)V −1(I −K)u]‖
H˜−1(Ω)
=‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ+ (I −K ′)V −1(Vφ+ (I −K)u)]‖
H˜−1(Ω)
≤‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω) + ‖
1
2
δΓ ⊗ [(I −K
′)V −1(V φ
+ (I −K)u)]‖
H˜−1(Ω)
=‖L(u, p)+
1
2
δΓ⊗[Wu−(I−K
′)φ]‖
H˜−1(Ω)+
1
2
‖(I−K ′)V −1(Vφ+(I−K)u)‖H−1/2(Γ)
≤‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω) +
1
2
c‖V φ+ (I −K)u‖H1/2(Γ) (5.25)
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Die letzte Ungleichung folgt aus der Beschra¨nktheit der Operatoren K ′ bzw. V −1 als
Abbildung von H−1/2(Γ) nach H−1/2(Γ) bzw. von H1/2(Γ) nach H−1/2(Γ). Zusammen-
gefasst ergibt sich daraus eine obere Schranke fu¨r die Norm von u
‖u‖2
H1(Ω) ≤ c¯
[(
‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω)
+ ‖Vφ+ (I −K)u‖H−1/2(Γ)
)2
+ ‖
1
λ
p + div u‖2L2(Ω)
]
.
(5.26)
Fu¨r die Abscha¨tzung von φ benutzen wir die Beschra¨nktheit von (I − K) und den
Spursatz
‖φ‖H−1/2(Γ) ≤ c‖V φ‖H1/2(Γ)
≤ c(‖V φ+ (I −K)u‖H1/2(Γ) + ‖(I −K)u‖H1/2(Γ))
≤ c(‖V φ+ (I −K)u‖H1/2(Γ) + ‖u‖H1(Ω)). (5.27)
Fu¨gt man (5.25) in (5.24) und benutzt (5.26) und (5.27), ergibt sich
‖u‖2
H1(Ω) + ‖p‖
2
L2(Ω) + ‖φ‖
2
H−1/2(Γ) ≤
c
[(
‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω) + ‖V φ+ (I −K)u‖H1/2(Γ)
)2
+ ‖
1
λ
p+ div u‖2L2(Ω)
]
+ c
[
‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖
H˜−1(Ω)
+ ‖V φ+ (I −K)u‖H1/2(Γ) + ‖u‖H1(Ω)
]2
+ c[‖V φ+ (I −K)u‖H1/2(Γ) + ‖u‖H1(Ω)]
2
≤c
[
‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖2
H˜−1(Ω)
+ ‖V φ+ (I −K)u‖2
H1/2(Γ) + ‖u‖
2
H1(Ω)
+ ‖
1
λ
p+ div u‖2L2(Ω)
]
≤c
[
‖L(u, p) +
1
2
δΓ ⊗ [Wu− (I −K
′)φ]‖2
H˜−1(Ω)
+ ‖Vφ+ (I −K)u‖2
H1/2(Γ)
+ ‖
1
λ
p+ div u‖2L2(Ω)
]
=cB((u, p,φ), (u, p,φ)).
Daraus folgt die Koerzivita¨t von B((u, p,φ), (u, p,φ)). ⊓⊔
Mit der Koerzivita¨t und Stetigkeit der Bilinearform B und der Stetigkeit der Linearform
L folgt mit dem Lax-Milgram-Lemma, dass es eine eindeutige Lo¨sung des Problems
(5.18) gibt.
5.3 Diskretes Least-Squares Funktional
Fu¨r die Diskretisierung des Least-Squares Funktionals (5.18) benutzen wir endlich di-
mensionale Unterra¨ume Vh ⊂ H1(Ω), Mh ⊂ H−1/2(Γ) und Hh ⊂ L2(Ω).
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Fu¨r den diskreten Unterraum Vh nehmen wir stu¨ckweise Polynome vom Grad k < r,
wobei r ≥ 2. Fu¨r die Diskretisierung von L2(Ω) nehmen wir als Hh den Raum der
Funktionen mit Polynomgrad k < r − 1. Mh bestehe aus den stu¨ckweisen Polynomen
vom Grad k < r − 1.
Wir haben die Triangulierung Th des Gebiets Ω in Hexaeder oder Tetraeder, so dass
Ω =
⋃
i Ti. Dabei sind F ∈ Eh die inneren Seitenfla¨chen, die nicht auf dem Rand Γ
liegen und Γi bezeichnet eine Unterteilung des Randes in Vierecke oder Dreiecke. Mit
hT bezeichnen wir den Durchmesser des Volumenelementes T und mit hF die Gro¨ße
einer Seitenfla¨che.
Fu¨r die diskrete Form des Least-Squares Funktionals beno¨tigen wir gewichtete L2-
Normen auf den Elementen der Triangulierung fu¨r vektorwertiges vh, wh ∈ Vh
(vh,wh)hT =
∑
T∈Th
h2T
∫
T
vh(x) ·wh(x) dx, ‖vh‖hT = (vh,vh)
1/2
hT
vh,wh ∈ Vh
und fu¨r skalare ph, qh ∈ Hh
(ph, qh)hT =
∑
T∈Th
h2T
∫
T
ph(x)qh(x) dx, ‖ph‖hT = (ph, ph)
1/2
hT
ph, qh ∈ Hh.
Wir definieren fu¨r vektorwertige Funktionen v, w ∈ H1(Ω) und skalare Funktionen
p, q ∈ L2(Ω) analog gewichtete L2-Skalarprodukte
(v,w)hT =
∑
T∈Th
h2T
∫
T
v(x) ·w(x) dx, ‖v‖hT = (v,v)
1/2
hT
v,w ∈ H1(Ω)
(p, q)hT =
∑
T∈Th
h2T
∫
T
p(x)q(x) dx, ‖p‖hT = (p, p)
1/2
hT
p, q ∈ L2(Ω).
Auf den Elementseitenfla¨chen bzw. -kanten (2D) Eh nutzen wir folgendes Skalarprodukt
〈u,v〉hF =
∑
F∈Eh
hF
∫
F
u · v ds, ‖u‖hF = 〈u,u)
1/2
hF
.
Um das diskrete Least-Squares Funktional aufstellen zu ko¨nnen, diskretisieren wir den
in (5.14) vorgestellten Operator L(v, q) durch Lh(v, q) : H1(Ω)×L2(Ω)→ V ∗h definiert
durch
[Lh(v, q),wh] = A(v, q;wh) ∀wh ∈ Vh.
Es gelte die Approximationseigenschaft fu¨r c > 0 unabha¨ngig von h, dass fu¨r alle v ∈
H1(Ω) ein vh ∈ Vh existiert, so dass fu¨r die Triangulierung Th gilt∑
T∈Th
(
1
h2T
‖vh − v‖
2
L2(T ) + ‖vh − v‖
2
H1(T )
)
≤ c‖v‖2
H1(Ω). (5.28)
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Weiterhin nehmen wir an, dass Projektionsoperatoren Ph, Qh und Oh existieren, die
unabha¨ngig von der Gitterweite h = maxT∈Th hT beschra¨nkt sind
Ph : H
1(Ω)→ Vh ⊂ H
1(Ω); Qh : H
−1/2(Γ)→Mh ⊂ H
−1/2(Γ),
Oh : H
1/2(Γ)→M∗h ⊂ H
1/2(Γ).
Die zugeho¨rigen adjungierten Operatoren P ∗h , Q
∗
h und O
∗
h
P ∗h : H˜
−1(Ω)→ V ∗h ⊂ H˜
−1(Ω); Q∗h : H
1/2(Γ)→M∗h ⊂ H
1/2(Γ);
O∗h : H
−1/2(Γ)→Mh ⊂ H
−1/2(Γ)
sind ebenfalls beschra¨nkt. Mit Hilfe dieser Projektionsoperatoren ko¨nnen wir nun die dis-
krete Version des Minimierungsproblems (5.18) mit dem diskreten Least-Squares Funk-
tional J˜h beschreiben
Diskretes Least-Squares Funktional
Finde (uh, ph,φh) ∈ Xh := Vh ×Hh ×Mh mit
J˜h(uh, ph,φh) = min
vh,qh,τh
J˜h(vh, qh, τ h) ∀vh, qh, τ h ∈ Xh, (5.29)
wobei J˜h(vh, qh, τ h) gegeben ist durch
J˜h(vh, qh, τ h) =‖P
∗
h
(
Lh(vh, qh)−F+
1
2
δΓ⊗ [W (vh−u0)−2t0− (I−K
′)(τ h−t0)]
)
‖2
H˜−1(Ω)
+ ‖
1
λ
qh + div vh‖
2
L2(Ω)
+ ‖Q∗h
(
(I −K)(vh − u0) + V (τ h − t0)
)
‖2
H1/2(Γ)
+ ‖L(vh, qh)− F‖
2
hT
+ ‖[σ(vh, qh)·n]‖
2
hF
+ ‖O∗h
(
σ(vh, qh)·n+
1
2
[W (vh−u0)− 2t0 − (I−K
′)(τ h−t0)]
)
‖2
H−1/2(Γ).
Sei g(uh,φh) := Wuh − (I − K
′)φh. Die diskretisierte Bilinearform B˜
(h) ist gegeben
durch
B˜(h)
(
(uh,ph,φh), (vh, qh, τ h)
)
=
(
P ∗h
(
Lh(uh, ph) +
1
2
δΓ ⊗ g(uh,φh)
)
, P ∗h
(
Lh(vh, qh) +
1
2
δΓ ⊗ g(vh, τ h)
))
H˜−1(Ω)
+ (
1
λ
ph + div uh,
1
λ
qh + div vh)
+ 〈Q∗h
(
(I −K)uh + Vφh
)
, Q∗h
(
(I −K)vh + V τ h
)
〉H1/2(Γ) (5.30)
+ (L(uh, ph), L(vh, qh))hT
+ 〈[σ(uh, ph)·n], [σ(vh, qh)·n]〉hF
+ 〈O∗h
(
σ(uh, ph)·n+
1
2
g(uh,φh)
)
, O∗h
(
σ(vh, qh)·n+
1
2
g(vh, τ h)
)
〉H−1/2(Γ)
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und die Linearform durch
G˜(h)
(
vh, qh,τ h
)
=
(
P ∗h
(
Lh(uh, ph) +
1
2
δΓ ⊗ g(vh, τ h)
)
, P ∗h
(
F+
1
2
δΓ ⊗ [g(u0, t0) + 2t0]
))
H˜−1(Ω)
+ 〈Q∗h
(
(I −K)vh + V τ h
)
, Q∗h
(
(I −K)u0 + V t0
)
〉H1/2(Γ)
+ (L(vh, qh),F)hT (5.31)
+ 〈O∗h
(
σ(vh, qh)·n+
1
2
g(vh, τ h)
)
, O∗h
(1
2
[g(u0, t0) + 2t0]
)
〉H−1/2(Γ).
Um die eindeutige Lo¨sbarkeit des diskreten Minimierungsproblems (5.29) zu zeigen,
beweisen wir wie im kontinuierlichen Fall die Voraussetzungen des Lax-Milgram Lemmas.
Betrachten wir zuna¨chst die Koerzivita¨t der diskreten Bilinearform.
Theorem 5.3.1 Die diskrete Bilinearform B˜(h)((uh, ph,φh), (uh, ph,φh)) ist koerziv, es
gibt eine Konstante c > 0 unabha¨ngig von der Gitterweite h mit
B˜(h)((uh, ph,φh), (uh, ph,φh)) ≥ c
(
‖uh‖
2
H1(Ω) + ‖ph‖
2
L2(Ω) + ‖φh‖
2
H−1/2(Γ)
)
fu¨r alle (uh, ph,φh) ∈ Xh.
Beweis. Wie im Beweis der Koerzivita¨t der kontinuierlichen Bilinearform leiten wir
zuna¨chst eine Abscha¨tzung der Norm von ph her, die wir dann in die Abscha¨tzung
der Norm von uh einsetzen ko¨nnen. Bei der Abscha¨tzung von ph bekommen wir durch
die partielle Integration die zusa¨tzlichen Terme, im Unterschied zu der kontinuierlichen
Bilinearform. Fu¨r ph ∈ Hh gilt
‖ph‖L2(Ω) ≤ sup
v∈H1(Ω)
(ph, div v)
‖v‖H1(Ω)
= sup
v∈H1(Ω)
(ph, div (v − vh)) + (ph, div vh)
‖v‖H1(Ω)
≤ sup
v∈H1(Ω)
I.︷ ︸︸ ︷
(ph, div vh)−
1
2
〈Shuh,vh〉+
II.︷ ︸︸ ︷
(ph, div (v − vh))−
1
2
〈Shuh, (v− vh)〉
‖v‖H1(Ω)
+ sup
v∈H1(Ω)
1
2
〈Shuh,v〉
‖v‖H1(Ω)︸ ︷︷ ︸
≤‖uh‖H1(Ω)
.
Wir betrachten nun die Terme I. und II. einzeln:
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I.)
(ph, div vh)−
1
2
〈Shuh,vh〉 ≤ ‖vh‖H1(Ω) sup
wh∈Vh
|(ph, div wh)−
1
2
〈Shuh,wh〉|
‖wh‖H1(Ω)
≤c‖v‖H1(Ω) sup
wh∈Vh
|(ph, div wh)−
1
2
〈Shuh,wh〉|
‖wh‖H1(Ω)
≤c‖v‖H1(Ω)
[
sup
wh∈Vh
|(phI, ε(wh))− 2µ(ε(uh), ε(wh))−
1
2
〈Shuh,wh〉|
‖wh‖H1(Ω)
+ sup
wh∈Vh
|2µ(ε(uh), ε(wh))|
‖wh‖H1(Ω)
]
≤c‖v‖H1(Ω)
[
‖Lh(uh, ph) +
1
2
δΓ ⊗ Shuh‖H˜−1(Ω) + ‖uh‖H1(Ω)
]
.
II.) wir schreiben σ abku¨rzend fu¨r σ(uh, ph) und erhalten mit Hilfe des Spursatzes und
der Approximationseigenschaft (5.28)
(ph,div (v − vh))−
1
2
〈Shuh, (v − vh)〉
≤(ph, div (v−vh))− 2µ(ε(uh), ε(v−vh)) + 2µ(ε(uh), ε(v − vh))︸ ︷︷ ︸
≤‖uh‖H1(Ω)‖v−vh‖H1(Ω)
−
1
2
〈Shuh, (v− vh)〉
≤ | −A(uh, ph; (v − vh))−
1
2
〈Shuh, (v − vh)〉|+ c‖uh‖H1(Ω)‖v‖H1(Ω)
=
∫
Ω
σ : ε(v − vh) dx+
1
2
〈Shuh, (v− vh)〉+ c‖uh‖H1(Ω)‖v‖H1(Ω)
=
∫
Ω
−
3∑
i,j=1
∂σij
∂xj
(v − vh) dx+
∫
∂Ω
σ ·n(v − vh) ds+
1
2
〈Shuh, (v− vh)〉
+ c‖uh‖H1(Ω)‖v‖H1(Ω)
≤
∫
Ω
L(uh, ph)(v − vh) dx+
∑
F∈E
∫
F
|[σ ·n](v − vh)| ds+ |
∑
Γi
∫
Γi
σ ·n(v− vh) ds|
+
1
2
〈Shuh, (v− vh)〉+ c‖uh‖H1(Ω)‖v‖H1(Ω)
≤
∑
T∈T
1
hT
hT
∫
T
L(uh, ph)(v− vh) dx+
∑
F∈E
1
hF
hF
∫
F
|[σ ·n](v− vh)| ds
+
∫
Γ
(σ ·n+
1
2
Shuh)(v − vh) ds+ c‖uh‖H1(Ω)‖v‖H1(Ω)
≤
∑
T∈T
hT‖L(uh, ph)‖L2(T )
1
hT
‖v − vh‖L2(T ) +
∑
e∈E
1
hF
hF‖[σ ·n]‖L2(F )‖v− vh‖L2(F )
+ ‖σ ·n+
1
2
Shuh‖H−1/2(Γ)‖v − vh‖H1/2(Γ) + c‖uh‖H1(Ω)‖v‖H1(Ω)
≤c‖L(uh, ph)‖hT ‖v‖H1(Ω) + ‖[σ ·n]‖hF ‖v‖H1(Ω)
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+ ‖σ ·n+
1
2
Shuh‖H−1/2(Γ)‖v− vh‖H1/2(Γ) + c‖uh‖H1(Ω)‖v‖H1(Ω)
≤c‖v‖H1(Ω)[‖L(uh, ph)‖hT+‖[σ ·n]‖hF+‖σ ·n+
1
2
Shuh‖H−1/2(Γ)+‖uh‖H1(Ω)]
Setzen wir nun die Abscha¨tzungen I. und II. wieder in die Abscha¨tzung fu¨r ph ein,
erhalten wir
‖ph‖L2(Ω) ≤c[‖Lh(uh, ph) +
1
2
δΓ ⊗ Shuh‖H˜−1(Ω) + ‖L(uh, ph)‖hT + ‖[σ ·n]‖hF
+ ‖σ ·n+
1
2
Shuh‖H−1/2(Γ) + ‖uh‖H1(Ω)] + ‖uh‖H1(Ω). (5.32)
Um eine Abscha¨tzung der approximierten Verschiebung uh zu bekommen, starten wir
wie im kontinuierlichen Fall mit der 2. Kornschen Ungleichung und der Positivita¨t des
diskreten Poincare´-Steklov Operators. Wir erweitern den Ausdruck ebenfalls wie im
kontinuierlichen Fall um (phI, ε(uh)) und (ph,
1
λ
ph) und erhalten
‖uh‖
2
H1(Ω) ≤ ‖uh‖H1(Ω)‖Lh(uh, ph) +
1
2
δΓ⊗ Shuh‖H˜−1(Ω) + ‖ph‖L2(Ω)‖
1
λ
ph+div uh‖L2(Ω).
Setzen wir die Abscha¨tzung fu¨r ph aus (5.32) ein, ergibt sich
‖uh‖
2
H1(Ω) ≤‖uh‖H1(Ω)‖Lh(uh, ph) +
1
2
δΓ ⊗ Shuh‖H˜−1(Ω)
+ c
[
‖Lh(uh, ph)+
1
2
δΓ ⊗ Shuh‖H˜−1(Ω)+ ‖L(uh, ph)‖hT+ ‖[σ ·n]‖hF
+ ‖σ ·n+
1
2
Shuh‖H−1/2(Γ)+ ‖uh‖H1(Ω) + ‖uh‖H1(Ω)
]
· ‖
1
λ
ph + div uh‖L2(Ω).
Die analoge Anwendung des verallgemeinerten arithmetisch-geometrischen Mittels gibt
uns eine Abscha¨tzung fu¨r uh
‖uh‖
2
H1(Ω) ≤c
′
[
‖Lh(uh, ph) +
1
2
δΓ ⊗ Shuh‖
2
H˜−1(Ω)
+ ‖L(uh, ph)‖
2
hT
+ ‖[σ ·n]‖2hF
+ ‖σ ·n+
1
2
Shuh‖
2
H−1/2(Γ) + ‖
1
λ
ph + div uh‖
2
L2(Ω)
]
≤c¯′
[
‖P ∗h
(
Lh(uh, ph) +
1
2
δΓ ⊗ [Wuh − (I −K
′)φh]
)
‖2
H˜−1(Ω)
+ ‖Q∗h
(
Vφh + (I −K)uh
)
‖2
H1/2(Γ) + ‖L(uh, ph)‖
2
hT
+ ‖[σ ·n]‖2hF
+ ‖O∗h
(
σ ·n+
1
2
[Wuh− (I −K
′)φh]
)
‖2
H−1/2(Γ)
+ ‖Q∗h
(
Vφh + (I −K)uh
)
‖2
H1/2(Γ) + ‖
1
λ
ph + div uh‖
2
L2(Ω)
]
. (5.33)
Wir beno¨tigen nur noch die Abscha¨tzung fu¨r ‖φh‖H−1/2(Γ). Wir benutzen die Beschra¨nkt-
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heit von Q∗h(V ) und Q
∗
h(I −K) und den Spursatz.
‖φh‖H−1/2(Γ) ≤ c‖Q
∗
h(Vφh)‖H1/2(Γ)
≤ c‖Q∗h
(
Vφh + (I −K)uh
)
‖H1/2(Γ) + ‖Q
∗
h
(
(I −K)uh
)
‖H1/2(Γ)
≤ c‖Q∗h
(
Vφh + (I −K)uh
)
‖H1/2(Γ) + ‖uh‖H1/2(Γ)
≤ c‖Q∗h
(
Vφh + (I −K)uh
)
‖H1/2(Γ) + ‖uh‖H1(Ω) (5.34)
Setzen wir die Abscha¨tzung (5.33) fu¨r uh in die gewonnenen Abscha¨tzungen (5.32) fu¨r
ph und (5.34) fu¨r φh ein, erhalten wir die Koerzivita¨t der diskreten Bilinearform.
‖uh‖
2
H1(Ω) + ‖ph‖
2
L2(Ω) + ‖φh‖
2
H−1/2(Γ)
≤‖P ∗h
(
Lh(uh, ph) +
1
2
δΓ ⊗ g(uh,φh)
)
‖2
H˜−1(Ω)
+ ‖
1
λ
ph + div uh‖
2
L2(Ω)
+ ‖Q∗h
(
(I −K)uh + Vφh
)
‖2
H1/2(Γ) + ‖L(uh, ph)‖
2
hT
+ ‖[σ(uh, ph)·n]‖
2
hF
+ ‖O∗h
(
σ(uh, ph)·n+
1
2
g(uh,φh)
)
‖2
H−1/2(Γ)
=B˜(h)
(
(uh, ph,φh), (uh, ph,φh)
)
⊓⊔
Fu¨r die Stetigkeit der Bilinearform gehen wir wie im Beweis von Theorem 5.2.1 vor,
wo die Stetigkeit der kontinuierlichen Bilinearform gezeigt wurde. Der Beweis ist nicht
ganz analog zu dem von Theorem 5.2.1, da in dem diskreten Funktional weitere Terme
auftreten.
Theorem 5.3.2 Die diskrete Bilinearform B˜(h) ist stetig, es gibt eine von der Gitter-
weite h unabha¨ngige Konstante c > 0 mit
B˜(h)((u, p,φ), (v, q, τ )) ≤ c‖(u, p,φ)‖X‖(v, q, τ )‖X
fu¨r alle (u, p,φ), (v, q, τ ) ∈ X.
Analog la¨sst sich auf die Stetigkeit der diskreten Linearform G˜(h)(v, q, τ ) schließen.
Beweis. Wir benutzen wieder die Abku¨rzung g(u,φ) = Wu− (I −K ′)φ und erhalten
mit der Cauchy-Schwarz-Ungleichung
B˜(h)
(
(u, p,φ), (v, q, τ )
)
=
(
P ∗h
(
Lh(u, p) +
1
2
δΓ ⊗ g(u,φ)
)
, P ∗h
(
Lh(v, q) +
1
2
δΓ ⊗ g(v, τ )
))
H˜−1(Ω)
+ (
1
λ
p+ div u,
1
λ
q + div v)
+ 〈Q∗h
(
(I −K)u+ Vφ
)
, Q∗h
(
(I −K)v + V τ
)
〉H1/2(Γ)
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+ (L(u, p), L(v, q))hT
+ 〈[σ(u, p)·n], [σ(v, q)·n]〉hF
+ 〈O∗h
(
σ(u, p)·n+
1
2
g(u,φ)
)
, O∗h
(
σ(v, q)·n+
1
2
g(v, τ )
)
〉H−1/2(Γ)
≤‖P ∗h
(
Lh(u, p)+
1
2
δΓ ⊗ g(u,φ)
)
‖
H˜−1(Ω)‖P
∗
h
(
Lh(v, q)+
1
2
δΓ ⊗ g(v, τ )
)
‖
H˜−1(Ω) (5.35)
+ ‖
1
λ
p+ div u‖L2(Ω)‖
1
λ
q + div v‖L2(Ω) (5.36)
+ ‖Q∗h
(
(I −K)u+ V φ
)
‖H1/2(Γ)‖Q
∗
h
(
(I −K)v + V τ
)
‖H1/2(Γ) (5.37)
+ ‖L(u, p)‖hT ‖L(v, q)‖hT (5.38)
+ ‖[σ(u, p)·n]‖hF‖[σ(v, q)·n]‖hF (5.39)
+ ‖O∗h
(
σ(u, p)·n+
1
2
g(u,φ)
)
‖H−1/2(Γ)‖O
∗
h
(
σ(v, q)·n+
1
2
g(v, τ )
)
‖H−1/2(Γ). (5.40)
Die Normen in (5.35), (5.36) und (5.37) ko¨nnen wir mit Hilfe der Beschra¨nktheit der
diskreten Randintegraloperatoren sowie der Definition des diskreten Operators Lh auf
die Vorgehensweise in dem Beweis des kontinuierlichen Falls zuru¨ckfu¨hren.
Fu¨r die Terme in (5.40) benutzen wir die Dreiecksungleichung
‖σ(u, p)·n+
1
2
g(u,φ)‖H−1/2(Γ) ≤ ‖σ(u, p)·n‖H−1/2(Γ) + ‖
1
2
g(u,φ)‖H−1/2(Γ).
Fu¨r die zweite Norm ko¨nnen wir wiederum die Abbildungseigenschaften von W und K ′
benutzen, um eine obere Schranke ‖(u,φ)‖H1/2(Γ) zu erhalten. Der Spursatz liefert dann
die richtige Norm fu¨r u.
Fu¨r die Normausdru¨cke in (5.38) und (5.39) mu¨ssen wir die Definition der gewichteten
diskreten Normen genauer betrachten. Die Anteile mit den gewichteten Normen scha¨tzen
wir mittels der Darstellung der Ableitung u¨ber die Differenzenbildung nach oben ab und
erhalten die gewu¨nschten Abscha¨tzungen.
Setzen wir die einzelnen Teile zusammen ergibt sich die Stetigkeit der diskreten Bilinear-
form. ⊓⊔
Durch die Koerzivita¨t und Stetigkeit der diskreten Bilinearform sowie der Stetigkeit
der diskreten Linearform sind die Voraussetzungen des Lax-Milgram Lemmas erfu¨llt.
Dadurch haben wir bewiesen, dass die Minimierung des diskreten Least-Squares Funk-
tionals J˜h genau eine Lo¨sung (uh, ph,φh) ∈ Xh besitzt.
Nachdem wir gezeigt haben, dass das diskrete Least-Squares Funktional eindeutig lo¨sbar
ist, wenden wir uns nun den in den Bilinearformen (kontinuierlich und diskret) auftre-
tenden Skalarprodukten zu. Fu¨r die Berechnung einer Approximation (uh, ph,φh) ∈ Xh
mu¨ssen wir eine geeignete Darstellung der H˜−1(Ω)-, H1/2(Γ)- und H−1/2(Γ)-Skalar-
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produkte angeben. Mit Hilfe von Lo¨sungsoperatoren der entsprechend zugeho¨rigen dua-
len Problemstellungen erhalten wir alternative Darstellungen der auftretenden Skalar-
produkte.
Fu¨r das H˜−1(Ω) Skalarprodukt gehen wir wie in [7] vor. Sei T : H˜−1(Ω) → H1(Ω)
Lo¨sungsoperator von
Finde w ∈ H1(Ω), so dass
(∇w,∇v) + (w,v) = (f ,v) ∀v ∈ H1(Ω),
(5.41)
d.h. fu¨r alle f ∈ H˜−1(Ω) ist w ∈ H1(Ω) die exakte Lo¨sung von (5.41) und wir set-
zen T f := w. Mit Hilfe des Lo¨sungsoperators T la¨sst sich die H˜−1(Ω) Norm wie folgt
beschreiben (siehe [7, Lemma 2.1])
‖f‖2
H˜−1(Ω)
= sup
v∈H1(Ω)
(f ,v)2
L2(Ω)
‖v‖2
H1(Ω)
= sup
v∈H1(Ω)
(T f ,v)2
H1(Ω)
‖v‖2
H1(Ω)
= ‖T f‖2
H1(Ω) = (f , T f)L2(Ω).
Wir ko¨nnen also die H1(Ω)-Norm mit Hilfe des Lo¨sungsoperators T realisieren, indem
wir f als rechte Seite in das Problem (5.41) einsetzen und die zugeho¨rige Lo¨sung w
bestimmen.
Fu¨r den diskreten Fall sei Vh ⊂ H1(Ω). Th : H˜−1(Ω)→ Vh sei definiert durch Thf := wh,
wobei wh ∈ Vh die eindeutige Lo¨sung des diskreten Problems
(∇wh,∇vh) + (wh,vh) = (f ,vh) ∀vh ∈ Vh
ist.
Im Falle desH1/2(Γ) Skalarprodukts gehen wir a¨hnlich zu dem Fall fu¨r die H˜−1(Ω) Norm
vor. Wir folgen der Definition aus [47] und setzen R : H1/2(Γ)→ H−1/2(Γ), definiert als
Rf := τ . τ ∈ H−1/2(Γ) ist die eindeutige Lo¨sung des Problems
〈V τ ,v〉 = 〈f ,v〉 ∀v ∈ H−1/2(Γ).
Es gilt mit der positiven Definitheit des Einfachschichtpotentials V die A¨quivalenz der
Energienorm zur H1/2(Γ)-Norm. Daraus schließen wir
‖ψ‖2
H−1/2(Γ) = sup
θ∈H−1/2(Γ)
〈ψ, θ〉2
‖θ‖2
H−1/2(Γ)
∼ sup
θ∈H−1/2(Γ)
〈ψ, θ〉2
〈V θ, θ〉
= 〈ψ, Rψ〉
fu¨r ψ ∈ H1/2(Γ). Wir ko¨nnen also die H1/2(Γ) Norm durch die duale Paarung 〈·, R·〉 mit
der Anwendung des Lo¨sungsoperators R des Einfachschichtpotentialproblems ersetzen.
Sei Mh ⊂ H−1/2(Γ) fu¨r die diskrete Situation. Wir definieren Rh : H1/2(Γ) → Mh als
Lo¨sungsoperator von
〈V τ h,vh〉 = 〈fh,vh〉 ∀vh ∈Mh.
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Analog zum kontinuierlichen Fall folgt
‖ψh‖
2
H1/2(Γ) ∼ 〈ψh, Rhψh〉L2(Γ) ∀ψh ∈M
∗
h . (5.42)
Es bietet sich an, a¨hnlich zu den obigen Realisierungen der Skalarprodukte auch fu¨r das
H−1/2(Γ) Skalarprodukt einen Lo¨sungsoperator eines dualen Problems einzufu¨hren. Wir
legen hierzu eine Problemstellung mit dem hypersingula¨ren Integraloperator zugrun-
de, die uns die Realisierung im diskreten Fall ermo¨glichen soll (siehe hierzu [33]). Der
hypersingula¨re Integraloperator W ist aber nur auf H1/2(Γ)/R positiv definit, wobei R
gerade die Starrko¨rperbewegungen des Ko¨rpers beschreiben. Im zweidimensionalen Fall
sind diese
R = span
{(
1
0
)
,
(
0
1
)
,
(
−y
x
)}
und in 3D
R = span



10
0

 ,

01
0

 ,

00
1

 ,

−yx
0

 ,

 0−z
y

 ,

 z0
−x



 .
Deshalb erweitern wir im 2D Fall den hypersingula¨ren Operator W mit den Funktio-
nalen P1,2,3 : H
1/2(Γ) → IR, wobei P1 :=
∫
Γ
Φ
(
1
0
)
ds, P2 :=
∫
Γ
Φ
(
0
1
)
ds, P3 :=∫
Γ
Φ
(
−y
x
)
ds ∀Φ ∈ H1/2(Γ). Daraus erhalten wir einen positiv definiten Operator
W˜ := W + P ′1P1 + P
′
2P2 + P
′
3P3 : H
1/2(Γ) → H−1/2(Γ). Fu¨r den 3D Fall ergeben sich
entsprechend 6 Funktionale P1,...,6.
Wir betrachten dann den Lo¨sungsoperator N : H−1/2(Γ) → H1/2(Γ) mit Nf = w des
Problems:
Finde w ∈ H1/2(Γ) mit 〈W˜w,v〉 = 〈f ,v〉 ∀v ∈ H1/2(Γ).
Es ergibt sich fu¨r die H−1/2(Γ)-Norm
‖f‖2
H−1/2(Γ) = sup
v∈H1/2(Γ)
〈f ,v〉2
‖v‖2
H1/2(Γ)
∼ sup
v∈H1/2(Γ)
〈W˜Sf ,v〉2
〈W˜v,v〉
= 〈W˜Nf , Nf〉 = 〈f , Nf〉.
Im diskreten Fall sei M∗h ⊂ H
1/2(Γ). Wir definieren Nh : H
−1/2(Γ) → M∗h als Lo¨sungs-
operator von
〈W˜wh,vh〉 = 〈fh,vh〉 ∀vh ∈M
∗
h .
Analog zum kontinuierlichen Fall folgt
‖φh‖
2
H−1/2(Γ) ∼ 〈φh, Nhφh〉L2(Γ) ∀φh ∈Mh. (5.43)
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5.3 Diskretes Least-Squares Funktional
Durch die Lo¨sungsoperatoren Th, Rh und Nh haben wir Lo¨sungsoperatoren definiert,
mit deren Hilfe wir nun in der Lage sind, die Skalarprodukte der diskreten Bilinearform
und der diskreten Linearform zu realisieren.
Um die numerische Effizienz des dargestellten Systems zu steigern, ersetzen wir die
Lo¨sungsoperatoren Th, Rh und Nh durch entsprechende Vorkonditionierer. Die Berech-
nung der Anteile Thvh, Rhτ h bzw. NhΦh wird dadurch wesentlich gu¨nstiger.
Wir ersetzen Th durch den Vorkonditionierer Bh mit der spektralen A¨quivalenz zu Th
c0(Thvh,vh) ≤ (Bhvh,vh) ≤ c1(Thvh,vh) ∀vh ∈ Vh. (5.44)
Fu¨r das H1/2(Γ) Skalarprodukt ersetzen wir Rh durch den Vorkonditionierer Ch mit
〈Rh·, ·〉 ∼ 〈Ch·, ·〉 und benutzen fu¨r den Lo¨sungsoperator Nh den Vorkonditionierer Dh
mit 〈Nh·, ·〉 ∼ 〈Dh·, ·〉.
Das diskrete Least-Squares Funktional J˜h (5.29) wird durch das folgende Least-Squares
Funktional Jh ersetzt.
Finde (uh, ph,φh) ∈ Xh mit
Jh(uh, ph,φh) = min
vh,qh,τh
Jh(vh, qh, τ h) ∀vh, qh, τ h ∈ Xh, (5.45)
wobei Jh(vh, qh, τ h) gegeben ist durch
Jh(vh, qh,τ h)
=‖BhP
∗
h
(
Lh(vh, qh)−F+
1
2
δΓ⊗ [W (vh − u0)−2t0− (I −K
′)(τ h − t0)]
)
‖2
L2(Ω)
+ ‖
1
λ
qh + div vh‖
2
L2(Ω)
+ ‖ChQ
∗
h
(
(I −K)(vh − u0) + V (τ h − t0)
)
‖2
L2(Γ)
+ ‖L(vh, qh)− F‖
2
hT
+ ‖[σ(vh, qh)·n]‖
2
hF
+ ‖DhO
∗
h
(
σ(vh, qh)·n+
1
2
[W (vh − u0)− 2t0 − (I −K
′)(τ h − t0)]
)
‖2
L2(Γ).
Es sei g(u,φ) := Wu − (I − K ′)φ. Dann haben wir die diskrete Bilinearform fu¨r
(u, p,φ) ∈ X
B(h)
(
(u, p,φ),(v, q, τ )
)
=
(
BhP
∗
h [Lh(u, p) +
1
2
δΓ ⊗ g(u,φ)], P
∗
h
(
Lh(v, q) +
1
2
δΓ ⊗ g(v, τ )
))
L2(Ω)
+ (
1
λ
p+ div u,
1
λ
q + div v)L2(Ω)
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+ 〈ChQ
∗
h[(I −K)u+ V φ], Q
∗
h
(
(I −K)v + V τ
)
〉L2(Γ) (5.46)
+ (L(u, p), L(v, q))hT
+ 〈[σ(u, p)·n], [σ(v, q)·n]〉hF
+ 〈DhO
∗
h[σ(u, p)·n+
1
2
g(u,φ)], O∗h
(
σ(v, q)·n+
1
2
g(v, τ )
)
〉L2(Γ).
Die Linearform ist gegeben durch
G(h)
(
v, q, τ
)
=
(
BhP
∗
h [Lh(v, q) +
1
2
δΓ ⊗ g(v, τ )], P
∗
h
(
F+
1
2
δΓ ⊗ [g(u0, t0) + 2t0]
))
L2(Ω)
+ 〈ChQ
∗
h[(I −K)v + V τ ], Q
∗
h
(
(I −K)u0 + V t0
)
〉L2(Γ)
+ (L(v, q),F)hT (5.47)
+ 〈DhO
∗
h[σ(v, q)·n+
1
2
g(v, τ )], O∗h
(1
2
[g(u0, t0) + 2t0]
)
〉L2(Γ).
Durch die Definition der Lo¨sungsoperatoren Th, Rh und Nh der dualen Probleme fu¨r
die H˜−1(Ω), H1/2(Γ) und H−1/2(Γ) Skalarprodukte und die spektrale A¨quivalenz der
Vorkonditionierer Bh, Ch und Dh zu den entsprechenden Lo¨sungsoperatoren folgt sofort
aus dem Theorem 5.3.1 und Theorem 5.3.2 folgendes Ergebnis
Theorem 5.3.3 Die Bilinearform B(h) aus (5.46) ist stetig und koerziv und die Line-
arform G(h) aus (5.47) ist stetig.
Die Minimierungsaufgabe mit dem diskreten Least-Squares Funktional Jh besitzt genau
eine Lo¨sung (uh, ph,φh) ∈ Xh.
5.4 A priori Fehlerabscha¨tzung
Im Abschnitt 5.3 haben wir die endlich dimensionalen Unterra¨ume Xh = Vh×Hh ×Mh
von X eingefu¨hrt. Fu¨r den Raum Vh nehmen wir stetige, stu¨ckweise lineare Funktionen,
fu¨r Hh stu¨ckweise konstante Funktionen und auf den Elementen auf dem Rand Γ benut-
zen wir stu¨ckweise konstante Funktionen. Auf einem quasi-uniformen Gitter haben wir
dann die u¨blichen Approximationseigenschaften fu¨r Xh. Es gilt
Es gibt ein r ≥ 2, so dass fu¨r alle u ∈ Hr(Ω) gilt
inf
vh∈Vh
‖u− vh‖H1(Ω) . h
r−1‖u‖Hr(Ω)
inf
qh∈Hh
‖p− qh‖L2(Ω) . h
r−1‖p‖Hr−1(Ω) . h
r−1‖u‖Hr(Ω)
inf
τh∈Sh
‖φ− τ h‖H−1/2(Γ) . h
r−1‖φ‖Hr−3/2(Γ) . h
r−1‖u‖Hr(Ω).
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Mittels der Approximationseigenschaften fu¨r die diskreten Unterra¨ume ko¨nnen wir fol-
gende a priori Fehlerabscha¨tzung fu¨r (u, p,φ) ∈ X und (uh, ph,φh) ∈ Xh zeigen
Theorem 5.4.1 Sei (u, p,φ) ∈ X Lo¨sung von (5.19) und (uh, ph,φh) ∈ Xh sei die
Lo¨sung des diskreten Problems (5.45). Dann gilt fu¨r c > 0 unabha¨ngig von h
‖u− uh‖H1(Ω) + ‖p− ph‖L2(Ω) + ‖φ− φh‖H−1/2(Γ)
≤ chr−1[‖u‖Hr(Ω) + ‖p‖Hr−1(Ω) + ‖φ‖Hr−3/2(Γ)]
≤ chr−1‖u‖Hr(Ω).
Beweis. Sei (u˜h, p˜h, φ˜h) ∈ Xh. Dann gilt mit der Koerzivita¨t der diskreten Bilinearform
‖u˜h − uh‖
2
H1(Ω) + ‖p˜h − ph‖
2
L2(Ω) + ‖φ˜h − φh‖
2
H−1/2(Γ)
.‖BhP
∗
h
(
Lh(u˜h − uh, p˜h − ph) +
1
2
δΓ ⊗ [W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
)
‖2
L2(Ω)
+ ‖[σ ·n]‖2hF + ‖ChQ
∗
h
(
V (φ˜h − φh) + (I −K)(u˜h − uh)
)
‖2
L2(Γ)
+ ‖DhO
∗
h
(
σ ·n+
1
2
[W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
)
‖2
L2(Γ)
+ ‖div (u˜h − uh) +
1
λ
(p˜h − ph)‖
2
L2(Ω) + ‖L(u˜h − uh, p˜h − ph)‖
2
hT
=
(
BhP
∗
h
(
Lh(u˜h, p˜h) +
1
2
δΓ ⊗ [W u˜h − (I −K
′)φ˜h]
)
, P ∗h
(
Lh(u˜h − uh, p˜h − ph)
+
1
2
δΓ ⊗ [W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Ω)
+
(
ChQ
∗
h
(
V φ˜h + (I −K)u˜h
)
, Q∗h
(
V (φ˜h − φh) + (I −K)(u˜h − uh)
))
L2(Γ)
+
(
L(u˜h, p˜h), L(u˜h − uh, p˜h − ph)
)
hT
+
(
[σ ·n], [σ ·n]
)
hF
+
(
DhO
∗
h
(
σ ·n+
1
2
[W u˜h − (I −K
′)φ˜h]
)
,
O∗h
(
σ ·n+
1
2
[W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Γ)
+
(
div u˜h +
1
λ
p˜h, div (u˜h − uh) +
1
λ
(p˜h − ph)
)
L2(Ω)
−
[(
BhP
∗
h
(
F+
1
2
δΓ ⊗ [Wu0 + 2t0 − (I −K
′)t0]
)
,
P ∗h
(
Lh(u˜h − uh, p˜h − ph) +
1
2
δΓ ⊗ [W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Ω)
+
(
ChQ
∗
h
(
V t0 + (I −K)u0
)
, Q∗h
(
V (φ˜h − φh) + (I −K)(u˜h − uh)
))
L2(Γ)
+
(
F, L(u˜h − uh, p˜h − ph)
)
hT
+
(
DhO
∗
h
(1
2
[Wu0 + 2t0 − (I −K
′)t0]
)
,
O∗h
(
σ ·n+
1
2
[W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Γ)
]
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=
(
BhP
∗
h
(
Lh(u˜h, p˜h) +
1
2
δΓ ⊗ [W u˜h − (I −K
′)φ˜h]
)
,
P ∗h
(
Lh(u˜h − uh, p˜h − ph) +
1
2
δΓ ⊗ [W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Ω)
+
(
ChQ
∗
h
(
V φ˜h + (I −K)u˜h
)
, Q∗h
(
V (φ˜h − φh) + (I −K)(u˜h − uh)
))
L2(Γ)
+
(
L(u˜h, p˜h), L(u˜h − uh, p˜h − ph)
)
hT
+
(
[σ ·n], [σ ·n]
)
hF
+
(
DhO
∗
h
(
σ ·n+
1
2
[W u˜h − (I −K
′)φ˜h]
)
,
O∗h
(
σ ·n+
1
2
[W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Γ)
+
(
div u˜h +
1
λ
p˜h, div (u˜h − uh) +
1
λ
(p˜h − ph)
)
L2(Ω)
−G(h)(u˜h − uh, p˜h − ph, φ˜h − φh)︸ ︷︷ ︸
=B(h)((u,p,φ),(u˜h−uh,p˜h−ph,φ˜h−φh))
=
(
BhP
∗
h
(
Lh(u˜h − u, p˜h − p) +
1
2
δΓ ⊗ [W (u˜h − u)− (I −K
′)(φ˜h − φ)]
)
,
P ∗h
(
Lh(u˜h − uh, p˜h − ph) +
1
2
δΓ ⊗ [W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Ω)
+
(
ChQ
∗
h
(
V (φ˜h − φ) + (I −K)(u˜h − u)
)
, Q∗h
(
V (φ˜h − φh) + (I −K)(u˜h − uh)
))
L2(Γ)
+
(
L(u˜h − u, p˜h − p), L(u˜h − uh, p˜h − ph)
)
hT
+
(
[σ ·n], [σ ·n]
)
hF
+
(
DhO
∗
h
(
σ ·n+
1
2
[W (u˜h − u)− (I −K
′)(φ˜h − φ)]
)
,
O∗h
(
σ ·n+
1
2
[W (u˜h − uh)− (I −K
′)(φ˜h − φh)]
))
L2(Γ)
+
(
div (u˜h − u) +
1
λ
(p˜h − p), div (u˜h − uh) +
1
λ
(p˜h − ph)
)
L2(Ω)
=B(h)((u˜h − u, p˜h − p, φ˜h − φ), (u˜h − uh, p˜h − ph, φ˜h − φh)).
Mit der gleichen Vorgehensweise fu¨r das zweite Argument (u˜h − uh, p˜h − ph, φ˜h − φh)
erhalten wir
‖u˜h − uh‖
2
H1(Ω) + ‖p˜h − ph‖
2
L2(Ω) + ‖φ˜h − φh‖
2
H−1/2(Γ)
≤B(h)
(
(u˜h − u, p˜h − p, φ˜h − φ), (u˜h − u, p˜h − p, φ˜h − φ)
)
.
Die Stetigkeit der diskreten Bilinearform liefert
B(h)
(
(u˜h − u, p˜h − p, φ˜h − φ), (u˜h − u, p˜h − p, φ˜h − φ)
)
≤c
[
‖BhP
∗
h
(
Lh(u˜h − u, p˜h − p) +
1
2
δΓ ⊗ [W (u˜h − u)− (I −K
′)(φ˜h − φ)]
)
‖2
L2(Ω)
+ ‖ChQ
∗
h
(
V (φ˜h − φ) + (I −K)(u˜h − u)
)
‖2
L2(Γ) + ‖div (u˜h − u) +
1
λ
(p˜h − p)‖
2
L2(Ω)
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+ ‖DhO
∗
h
(
σ ·n+
1
2
[W (u˜h − u)− (I −K
′)(φ˜h − φ)]
)
‖2
L2(Γ)
+ ‖L(u˜h − u, p˜h − p)‖
2
hT
+ ‖[σ ·n]‖2hF
]
.
Fu¨r den ersten Term benutzen wir die spektrale A¨quivalenz des Vorkonditionierers Bh zu
Th aus (5.44) und die Eigenschaft des Lo¨sungsoperators Th. Die entsprechende H˜
−1(Ω)-
Norm ko¨nnen wir wie folgt abscha¨tzen
‖P ∗h
(
Lh(u˜h − u, p˜h − p) +
1
2
δΓ ⊗ [W (u˜h − u)− (I −K
′)(φ˜h − φ)]
)
‖
H˜−1(Ω)
≤ ‖Lh(u˜h − u, p˜h − p)‖H˜−1(Ω) +
1
2
‖P ∗h
(
δΓ ⊗ [W (u˜h − u)− (I −K
′)(φ˜h − φ)]
)
‖
H˜−1(Ω)
≤ c[‖u˜h − u‖H1(Ω) + ‖p˜h − p‖L2(Ω)] +
1
2
‖P ∗h
(
W (u˜h − u)− (I −K
′
h)(φ˜h − φ)
)
‖H−1/2(Γ)
≤ chr−1[‖u‖Hr(Ω) + ‖p‖Hr−1(Ω)] + c[‖u˜h − u‖H1/2(Γ) + ‖φ˜h − φ‖H−1/2(Γ)]
≤ chr−1[‖u‖Hr(Ω) + ‖p‖Hr−1(Ω)] + c[‖u˜h − u‖H1(Ω) + ‖φ˜h − φ‖H−1/2(Γ)]
≤ chr−1[‖u‖Hr(Ω) + ‖p‖Hr−1(Ω) + ‖φ‖Hr−3/2(Γ)]
Fu¨r den zweiten Normausdruck benutzen wir die spektrale A¨quivalenz des Vorkonditio-
nierers Ch und die Eigenschaft von Rh in (5.42). Mit der Stetigkeit der Integraloperatoren
und dem Spursatz gilt
‖Q∗h
(
V (φ˜h − φ)+(I −K)(u˜h − u)
)
‖H1/2(Γ)
≤ ‖Q∗h
(
V (φ˜h − φ)
)
‖H1/2(Γ) + ‖(Q
∗
h
(
I −K)(u˜h − u)
)
‖H1/2(Γ)
≤ c[‖φ˜h − φ‖H1/2(Γ) + ‖u˜h − u‖H1/2(Γ)]
≤ c[‖φ˜h − φ‖H1/2(Γ) + ‖u˜h − u‖H1(Ω)]
≤ chr−1[‖φ‖Hr−3/2(Γ) + ‖u‖Hr(Ω)]
Fu¨r die Terme ‖[σ(u˜h−u)·n]‖hF und ‖L(u˜h−u, p˜h− p)‖hT benutzen wir die Argumen-
tation aus Bramble [8] und erhalten
‖[σ(u˜h − u)·n]‖hF ≤ ch
r−1[‖u‖Hr(Ω) + ‖p‖Hr−1(Ω)]
‖L(u˜h − u, p˜h − p)‖hT ≤ ch
r−1[‖u‖Hr(Ω) + ‖p‖Hr−1(Ω)].
Den Anteil mit dem Dh Vorkonditionierer behandeln wir analog zu oben und benutzen
dabei (5.43)
‖σ(u˜h − u)·n+
1
2
O∗h
(
[W (u˜h − u)− (I −K
′)(φ˜h − φ)]
)
‖H−1/2(Γ)
≤ chr−1
[
‖u‖Hr(Ω) + ‖p‖Hr−1(Ω) + ‖φ‖Hr−3/2(Ω)
]
.
Fu¨r den verbliebenen Term in der L2 Norm benutzen wir die Approximationseigenschaf-
ten und erhalten
‖div (u˜h − u) +
1
λ
(p˜h − p)‖L2(Ω) ≤ ch
r−1(‖u‖Hr(Ω) + ‖p‖Hr−1(Ω)).
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Fu¨gt man die einzelnen Terme zusammen, erha¨lt man die gewu¨nschte a priori Fehler-
abscha¨tzung. ⊓⊔
5.5 A posteriori Fehlerscha¨tzer
In diesem Abschnitt wollen wir eine a posteriori Fehlerabscha¨tzung angeben, deren lokale
Fehlerindikatoren zur Steuerung eines adaptiven Algorithmus benutzt werden ko¨nnen.
Wir betrachten dazu den Fehler, der auftritt, wenn wir die exakte Lo¨sung (u, p,φ)
des FEM-BEM Kopplungsproblems (5.9) mit den Approximationen (uh, ph,φh) ∈ Xh
na¨herungsweise bestimmen. Fu¨r die gegebenen Spru¨nge nehmen wir an, dass t0 ∈ L2(Γ)
und u0 ∈ H1(Γ) ist und fu¨r die rechte Seite F ∈ L2(Ω).
Die Koerzivita¨t der kontinuierlichen Bilinearform aus Theorem 5.2.2 und die Stetigkeit
aus Theorem 5.2.1 liefert uns die A¨quivalenz des Fehlers in der Energienorm zu der
Bilinearform. Wir ko¨nnen daher das folgende Theorem aufstellen
Theorem 5.5.1 Sei (u, p,φ) ∈ X die exakte Lo¨sung von (5.9) bzw. von (5.18) und sei
(uh, ph,φh) ∈ Xh. Dann gilt fu¨r gegebenes t0 ∈ L
2(Γ), u0 ∈ H1(Γ) und F ∈ L2(Ω) fu¨r
den Fehler der Approximation
‖(u− uh, p− ph,φ− φh)‖
2
X . η
2, (5.48)
wobei η definiert ist durch
η2 :=‖L(uh, ph)− F‖
2
H˜−1(Ω)
(5.49)
+
1
2
‖W (uh − u0)− 2t0 − (I −K
′)(φh − t0)‖
2
H−1/2(Γ) (5.50)
+ ‖ph + λ div uh‖
2
L2(Ω) (5.51)
+ ‖(I −K)(uh − u0) + V (φh − t0)‖
2
H1/2(Γ). (5.52)
Beweis. Fu¨r den Beweis nutzen wir die oben beschriebene A¨quivalenz der Energienorm
und der Bilinearform. Weiterhin verwenden wir die Definition der Least-Squares Form
(5.15) und (5.16).
‖(u− uh,p− ph,φ− φh)‖
2
X
≈ B((u− uh, p− ph,φ− φh); (u− uh, p− ph,φ− φh))
=
(
L(u− uh, p− ph,φ− φh),L(u− uh, p− ph,φ− φh)
)
X′×X′
= ‖F− L(uh, ph,φh)‖
2
X′
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= J(uh, ph,φh)
≤ ‖L(uh, ph)− F‖
2
H˜−1(Ω)
+
1
2
‖W (uh − u0)− 2t0 − (I −K
′)(φh − t0)‖
2
H−1/2(Γ)
+ ‖ph + λ div uh‖
2
L2(Ω)
+ ‖(I −K)(uh − u0) + V (φh − t0)‖
2
H1/2(Γ).
⊓⊔
Um die Abscha¨tzung des Fehlers in Theorem 5.5.1 fu¨r die Steuerung eines adaptiven Al-
gorithmus zu nutzen, mu¨ssen die einzelnen Terme (5.49)- (5.52) lokal auf den Elementen
T ∈ Th oder auf den Elementseitenfla¨chen berechnet werden. Es werden somit Fehlerin-
dikatoren auf jedem Element bestimmt und die adaptive Verfeinerung des Gitters kann
automatisch durch den Algorithmus erfolgen.
Fu¨r die Berechnung der Fehler auf den Elementen der Triangulierung beno¨tigen wir
Lokalisierungen der einzelnen Normen, die in dem Fehlerscha¨tzer η auftreten. In [63]
wurde eine allgemeine Abscha¨tzung fu¨r die H˜s(Q)-Norm beim U¨bergang vom gesamten
Lipschitz-Gebiet Q auf die einzelnen Elemente Qi bewiesen.
Theorem 5.5.2 (von Petersdorff [63]) Sei f ∈ H˜s(Q) mit f |Qj ∈ H˜
s(Qj) fu¨r ein
s ∈ IR . Dann gilt
‖f‖2
H˜s(Q)
≤
n∑
j=1
‖f |Qj‖
2
H˜s(Qj)
.
Fu¨r die Behandlung derH1/2(Γ)-Norm ko¨nnen wir auf ein Ergebnis aus [18] verweisen. In
der Arbeit wird mit Hilfe einer Zerlegung der Eins eine obere Schranke fu¨r den U¨bergang
vom Rand auf die einzelnen Randelemente gefunden. Dafu¨r sei Θ = (ϑ1, . . . , ϑm) eine
Zerlegung der Eins mit geeignetem Γj ⊂ supp ϑj .
Theorem 5.5.3 (Carstensen, Maischak, Stephan [18]) Sei Θ eine Zerlegung der
Eins von dem Rand Γ mit U¨berlappung K(Θ). Dann gilt fu¨r alle f ∈ Hα(Γ) mit 0 ≤
α ≤ 1
‖f‖2Hα(Γ) ≤ K(Θ)
M∑
j=1
‖f · ϑj‖
2
Hα(supp ϑj)
.
Mit Hilfe des Lokalisierungsergebnisses Theorem 5.5.3 ko¨nnen wir die H1/2(Γ)-Norm in
(5.52) auf Elementebene abscha¨tzen. Die L2(Ω)-Norm in (5.51) wird kanonisch auf die
einzelnen Elemente T ∈ Th reduziert.
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Um eine lokale Fehlerabscha¨tzung zu beweisen, mu¨ssen wir außerdem dieH−1/2(Γ)-Norm
lokalisieren. Es gilt H−1/2(Γ) = H˜−1/2(Γ), da Γ geschlossen ist. Da nach Voraussetzung
t0 ∈ L2(Γ) und u0 ∈ H1(Γ) sind, haben wir, dassW (uh−u0)−2t0−(I−K ′)(φh−t0) ∈
L2(Γ) liegt. Daraus haben wir sofort, dass
[W (uh − u0)− 2t0 − (I −K
′)(φh − t0)]|Γj ∈ L
2(Γj)
ist. Daraus haben wir, dass der obige Ausdruck fu¨r ǫ > 0 in H˜−1/2+ǫ(Γj) ist. H˜
−1/2+ǫ(Γj)
ist kompakte Teilmenge von H˜−1/2(Γj) und daher haben wir mit diesen U¨berlegungen
die Voraussetzungen des Theorems 5.5.2 erfu¨llt. Es gilt also die Abscha¨tzung
‖W (uh − u0)− 2t0−(I −K
′)(φh − t0)‖H−1/2(Γ) ≤
n∑
j=1
‖[W (uh − u0)− 2t0 − (I −K
′)(φh − t0)]|Γj‖H˜−1/2(Γj).
Analog gehen wir fu¨r L(uh, ph)−F ∈ L2(Ω) vor und erhalten als lokalisierten Anteil aus
Theorem 5.5.2 den Term ‖L(uh, ph)− F‖
2
H˜−1(Ti)
.
Damit haben wir fu¨r alle Normen aus der Abscha¨tzung (5.48) eine Lokalisation auf die
Elementebene und ko¨nnen folgende lokalen Fehlerindikatoren definieren
Definition 5.5.4 Sei Th =
⋃n
i=1 Ti Triangulierung des Gebiets Ω und Γh =
⋃m
j=1 Γj Tri-
angulierung des Randes Γ. Es sei außerdem Θ = (ϑ1, . . . , ϑm) eine Zerlegung der Eins,
wobei Γj ⊂ supp ϑj geeignet gewa¨hlt. Dann definieren wir die lokalen Fehlerindikatoren
durch
η21,i :=‖L(uh, ph)− F‖
2
H˜−1(Ti)
(5.53)
η22,i :=‖ph + λ div uh‖
2
L2(Ti)
(5.54)
η23,j :=‖W (uh − u0)− 2t0 − (I −K
′)(φh − t0)‖
2
H˜−1/2(Γj)
(5.55)
η24,j :=‖ϑj ·
{
(I −K)(uh − u0) + V (φh − t0)
}
‖2
H1/2(supp ϑj)
. (5.56)
Die Berechnung der lokalen Fehlerindikatoren η1 und η3 in der H˜
−1- bzw. der H˜−1/2-
Norm ko¨nnen wir mit den Definitionen der diskreten Lo¨sungsoperatoren Th, Rh und Nh,
die wir in Kapitel 5.3 eingefu¨hrt haben, auf jedem Element durchfu¨hren. Wir zerlegen
dafu¨r das Element in mehrere kleinere Elemente und Lo¨sen das Hilfsproblem auf den
lokalen Diskretisierungen.
Mit der Definition der lokalen Fehlerindikatoren ko¨nnen wir nun die lokale a posteriori
Fehlerabscha¨tzung formulieren, deren Beweis aus den obigen U¨berlegungen folgt.
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Theorem 5.5.5 Es gelten die Voraussetzungen aus Theorem 5.5.1 und Definition 5.5.4.
Dann gilt fu¨r eine von der Gitterweite h unabha¨ngige Konstante c > 0
‖(u− uh, p− ph,φ− φh)‖
2
X ≤ c η
2
T , (5.57)
mit
η2T :=
n∑
i=1
η21,i +
n∑
i=1
η22,i +
m∑
j=1
η23,j +
m∑
j=1
η24,j .
Bemerkung 5.5.1 Der lokale Fehlerscha¨tzer ηT in (5.57) fu¨r das System zweiter Ord-
nung schla¨gt fehl, da wir bei Benutzung der exakten Lo¨sung (u, p) in der Definition der
Fehlerindikatoren η1,i, . . . , η4,i nicht ηk,i = 0 herausbekommen. Fu¨r den Anteil η1,i in
(5.53) erhalten wir die Form
(Lh(u, p)− F,vh) = A(u, p;vh)− (F,vh).
Wenn wie dies partiell integrieren, bleiben die Randanteile u¨brig. Es ergibt sich keine 0
und daher ist der Fehlerscha¨tzer so nicht zu gebrauchen. Die numerischen Beispiele in
Kapitel 5.7 belegen diesen Effekt.
Ein mo¨glicher Ausweg wa¨re die Verwendung einer U¨berlappung von Elementen anstelle
der direkten Zerlegung Ω =
⋃
i Ti. Lokal ha¨tten wir dann den problematischen Term
nicht in der H˜−1(Ω)-Norm zu berechnen, sondern in derH−1-Norm. Fu¨r die Realisierung
ha¨tten wir dann das Hilfsproblem im DualraumH10 zu lo¨sen, wo wir Nullrandbedingungen
haben und somit die Randanteile der partiellen Integration wegfallen wu¨rden.
5.6 Implementation
Um die Berechnung der approximierten Lo¨sungen mit der diskreten Bilinearform (5.46)
und der diskreten Linearform (5.47) effizient durchfu¨hren zu ko¨nnen, haben wir im Ka-
pitel 5.3 Vorkonditionierer Bh, Ch und Dh fu¨r die H˜
−1(Ω)-, H1/2(Γ)- und H−1/2(Γ)-
Skalarprodukte eingefu¨hrt. Mit Hilfe der Pra¨konditionierer bzw. der Lo¨sungsoperatoren
fu¨r die einzelnen Normen haben wir eine Realisierung der diskreten Bilinearform und
Linearform im Gebiet Ω und auf dem Rand Γ. Um unsere Approximationen uh, ph und
φh fu¨r die exakten Lo¨sungen u, p und φ zu bestimmen, muss das System
B(h)
(
(uh, ph,φh), (vh, qh, τ h)
)
= G(h)
(
vh, qh, τ h
)
(5.58)
mit der diskreten Bilinearform (5.46) und der diskreten Linearform (5.47) gelo¨st werden.
Wir betrachten das zu lo¨sende Problem im Matrix-Sinne und zerlegen dafu¨r die Bilinear-
form in die einzelnen Teile und benutzen fu¨r die Approximation von uh Basisfunktionen
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{ϑi} fu¨r Vh ⊂ H1(Ω). Fu¨r ph nehmen wir die Basis {ϕi} von Hh ⊂ L2(Ω) und {λi}
als Basis von Mh ⊂ H−1/2(Γ). Die Definition der Basisfunktionen der diskreten Ra¨ume
fu¨hrt zu den Definitionen der folgenden Matrizen
(Gh)ij := (div ϑi, div ϑj)L2(Ω), (Fh)ij := (div ϑi, ϕj)L2(Ω),
(Hh)ij := (ϕi, ϕj)L2(Ω), (Jh)ij := (div ε(ϑi), div ε(ϑj))L2(Ω),hT ,
(Lh)ij := (div ε(ϑi),∇ϕj)L2(Ω),hT , (Mh)ij := (∇ϕi,∇ϕj)L2(Ω),hT ,
(Oh)ij := (ε(ϑi)·n, ε(ϑj)·n)L2(Ω),hF , (Qh)ij := (ε(ϑi)·n, ϕjI·n)L2(Ω),hF ,
(Ph)ij := (ϕiI·n, ϕjI·n)L2(Ω),hF , (Eh)ij := (ε(ϑi), ε(ϑj))L2(Ω),
(Ah)ij := (λi, ε(ϑj)·n)L2(Ω), (Nh)ij := (λi, ϕjI·n)L2(Ω).
Fu¨r den Teil der Bilinearform mit den diskretisierten Randelementoperatoren bekommen
wir die voll besetzten Matrizen
(Vh)ij := 〈λi, V λj〉, (Kh)ij := 〈λi, Kϑj〉,
(Wh)ij := 〈ϑi,Wϑj〉, (Ih)ij := 〈λi,ϑj〉.
Fu¨r die Linearform beno¨tigen wir noch eine Darstellung fu¨r die Volumenkraft F des
Innenraumproblems (5.3)
(Zh)j := (F,ϑj)L2(Ω)
und eine Darstellung des Differentialoperators L multipliziert mit F
(Uh)i := (div ε(ϑi),F)hT , (Yh)i := (∇ϕi,F)hT .
Die Matrixdefinitionen fu¨hren uns zu einer Darstellung der Gleichung (5.58) als ein
System linearer Gleichungen, wobei uh,ph,νh die Koeffizientenvektoren darstellen
{ 2µETh + 12WTh−FTh
−1
2
(I∗h −K
′
h)
T

Bh (2µEh + 12Wh; Fh; −12(I∗h −K′h))
+

(Ih −Kh)T0
VTh

Ch ((Ih −Kh); 0; Vh)+

Gh 1λFTh 01
λ
Fh
1
λ2
Hh 0
0 0 0


+

 4µ2Jh −2µLTh 0−2µLh Mh 0
0 0 0

+

 4µ2Oh −2µQTh 0−2µQh Ph 0
0 0 0


+

2µATh + 12WTh−NTh
−1
2
(I∗h −K
′
h)
T

Dh (2µAh + 12Wh; −Nh; −12(I∗h −K′h))
}uhph
νh


120
5.6 Implementation
=

 2µETh + 12Wh−FTh
−1
2
(I∗h −K
′
h)
T

Bh (Zh + 12 [Wu0 − 12(I−K′)t0 + t0]h)
+

(Ih −Kh)T0
VTh

Ch ([(I−K)u0 + Vt0]h)
+

−2µUhYh
0

+

2µATh + 12WTh−NTh
−1
2
(I∗h −K
′
h)
T

Dh (12 [Wu0 − 12(I−K′)t0 + t0]h)
Die so entstehende Matrix und die resultierende rechte Seite werden nicht explizit berech-
net, sondern die fu¨r das CG-Verfahren beno¨tigte Matrix-Vektor-Multiplikation wird aus
den Matrix-Vektor-Multiplikation der einzelnen Matrizen und Anwendung der Vorkon-
ditionierer zusammengesetzt. Dabei ist Bh(2µEh +
1
2
Wh;Fh;−
1
2
(I∗h − K
′
h))(uh,ph,νh)
T
zu verstehen als die Anwendung des Vorkonditionierers Bh auf ((2µEh +
1
2
Wh)uh +
Fhph −
1
2
(I∗h − K
′
h)νh). Der Vektor ((2µEh +
1
2
Wh)uh + Fhph −
1
2
(I∗h −K
′
h)νh) entsteht
durch die Multiplikation der Koeffizientenvektoren mit den Matrizen. Dieser wird ent-
sprechend der Definitionen des Lo¨sungsoperators T (5.41) als rechte Seite des dualen
Problems verwendet. Die berechnete Lo¨sung wird anschließend mit den skalierten Ma-
trizen Eh,Wh,Fh, Ih,K
′
h multipliziert. Somit ist der H˜
−1(Ω) Skalarproduktanteil der Bi-
linearform bestimmt. Analog geht man mit den u¨brigen vorkonditionierten Anteilen um,
um alle Teile der Bilinearform bzw. Linearform zu berechnen. Die u¨brigen Anteile, deren
zugrunde liegendes Skalarprodukt direkt berechenbar ist, werden mittels Matrix-Vektor
Multiplikationen durchgefu¨hrt.
Fu¨r die Realisierung des H˜−1(Ω) Skalarproduktes mu¨ssen wir das Problem (5.41) lo¨sen.
Dabei ist Bh der Pra¨konditionierer fu¨r die Eh-Matrix, stabilisiert durch die Massenma-
trix Mass = (ϑi,ϑj)L2(Ω). Ch ist der Vorkonditionierer fu¨r die Lo¨sung des Einfachschicht-
potentialproblems mit der Matrix Vh. Fu¨r beide Vorkonditionierer verwenden wir einer-
seits die Inverse der Matrizen (Eh+Mass)
−1 und V−1h . Andererseits benutzen wir fu¨r die
effizientere Berechnung der Lo¨sung des dualen Problems fu¨r den FEM Vorkonditionierer
Bh das Standard-Multigrid mit dem V-Zyklus (siehe hierzu [6]). Fu¨r den Vorkonditio-
nierer Ch mit dem Einfachschichtpotential verwenden wir das Multigrid-Verfahren wie
in [37]. Im Fall des Dh Vorkonditionierers benutzen wir in unseren numerischen Tests
nur die Inverse der W˜ -Matrix.
Die Lo¨sung des Gesamtsystems berechnen wir aufgrund der positiven Definitheit der Ge-
samtmatrix mit Hilfe des CG-Verfahrens. Zur Beschleunigung bzw. effizienteren Berech-
nung der Lo¨sung wenden wir fu¨r das
”
a¨ußere“ Gleichungssystem als Vorkonditionierer
fu¨r das CG-Verfahren Multigrid oder die Blockinverse an.
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5.7 Numerische Ergebnisse
In diesem Kapitel wollen wir numerische Ergebnisse fu¨r die zuvor angegebene Least-
Squares Methode in 2D angeben. Zuna¨chst werden wir in Kapitel 5.7.1 verschiedene
Beispiele fu¨r die Least-Squares FEM-BEM Kopplung pra¨sentieren, die die Anwendbar-
keit der vorgestellten Methode dokumentieren. In Kapitel 5.7.2 werden zwei Beispiele
fu¨r die Least-Squares Methode bei reiner FEM vorgestellt, wo wir zusa¨tzlich zu der
uniformen Verfeinerung auch eine adaptive Verfeinerung mittels des Fehlerscha¨tzers aus
Kapitel 5.5 durchfu¨hren. Sa¨mtliche Beispiele wurden mit dem erweiterten Programmpa-
ket maiprogs berechnet.
5.7.1 FEM-BEM Kopplung
Bei der Berechnung der numerischen Beispiele fu¨r die Least-Squares FEM-BEM Kopp-
lungsmethode approximieren wir die exakten Lo¨sungen u, p und φ des Kopplungspro-
blems (5.9) auf Seite 93 bzw. des Least-Squares Funktionals J (5.18) von Seite 95. Die
Beispiele zeigen die Vergleichbarkeit mit der Standard FEM-BEM Kopplung (1.13)-
(1.15) sowie die Vorteile der Verwendung der Least-Squares Methode. Die ersten beiden
Beispiele belegen, dass die Least-Squares Methode ein gleiches Lo¨sungsverhalten wie
die Galerkin FEM-BEM Kopplung hat. In Beispiel 5.7.1 haben wir eine glatte Innen-
raumlo¨sung auf dem Einheitsquadrat Ω = [−1, 1]2, die Außenraumlo¨sung setzen wir
gleich Null. Beispiel 5.7.2 bescha¨ftigt sich mit einer Singula¨rfunktion im Inneren auf
dem L-Shape Ω = [−1, 1]2/[0, 1]2. Fu¨r das Außenraumproblem benutzen wir als exakte
Lo¨sung die erste Spalte der Fundamentallo¨sung des homogenen Lame´-Problems (5.5) in
2D. Sie erfu¨llt die Abklingbedingung (5.8).
Um die Vorteile der vorgestellten Methode zu pra¨sentieren wollen wir im dritten Bei-
spiel 5.7.3 inkompressibles Materialverhalten simulieren. Wir definieren dazu die Innen-
raumlo¨sung u1 so, dass die Divergenz von u1 verschwindet. Somit haben wir, dass die
Bedingung (5.4) 1
λ
p+div u1 = 0 fu¨r sehr großes λ erfu¨llt ist. Das Beispiel zeigt, dass die
Standard FEM-BEM Kopplung keine brauchbare Lo¨sung des Problems liefert, jedoch
die Least-Squares Methode weiterhin konvergiert.
Das globale Gleichungssystem wird stets mittels des CG-Verfahrens gelo¨st. Dabei be-
nutzen wir das reine CG-Verfahren, wie auch das mit Multigrid oder den Blockinversen
vorkonditionierte CG-Verfahren. Als Vorkonditionierer fu¨r die H˜−1(Ω) und H1/2(Γ) Ska-
larprodukte des diskreten Least-Squares Funktionals Jh benutzen wir in allen Beispielen
sowohl die Inverse der Matrix als auch das Multigrid Verfahren. Fu¨r das H−1/2(Γ) Ska-
larprodukt verwenden wir stets die Inverse.
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Abbildung 5.1: L2-Fehlerkurven fu¨r Bsp. 5.7.1 und Konditionszahlen fu¨r versch. Vorkon-
ditionierer
Beispiel 5.7.1 Wir betrachten ein Problem, bei dem die Außenraumlo¨sung verschwin-
det, d.h. u2 = 0.0 in unserem urspru¨nglichen Transmissionsproblem. Die Spru¨nge auf
dem Rand sind somit durch
u0 = u1 =
(
x2 + 2y2
3x2 + 4y2
)
,
t0 = µ
(
2x 4y
6x 8y
)(
n1
n2
)
+ λ
(
n1
n2
)
(2x+ 8y) + µ
(
2x 6x
4y 8y
)(
n1
n2
)
gegeben und fu¨r die rechte Seite F haben wir
F = −
(
8µ+ 2λ
22µ+ 8λ
)
.
Fu¨r die Lame´ Konstanten nehmen wir λ = µ = 1.0.
Da wir im ersten Beispiel ein sehr glattes Beispiel gewa¨hlt haben, erwarten wir eine gute
Approximation der Variablen u, p und φ des Kopplungsproblems. Abbildung 5.1 zeigt
auf der linken Seite die Konvergenzkurven der L2-Fehler fu¨r u, p und φ fu¨r die Least-
Squares Methode bei Benutzung der Inversen und des Multigrid Vorkonditionierers fu¨r
die Skalarprodukte sowie die Kurven fu¨r die Approximation von u und φ fu¨r die Standard
FEM-BEM Kopplung. Die Abbildung zeigt, dass die Least-Squares Methode das gleiche
Approximationsverhalten wie die Galerkin FEM-BEMKopplung in den beiden Variablen
u und φ liefert. Die Minimierung des Least-Squares Funktionals ist daher gleichwertig
anwendbar.
In Tabelle 5.1 sind die Freiheitsgrade des Systems, die L2-Fehler der einzelnen Variablen
und deren Konvergenzraten aufgelistet. Man erkennt fu¨r die Anna¨herung von u, dass
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DOF L2err u αu L
2err p αp L
2err N αN
38 7.6877 6.2651 19.489
98 1.6235 1.6414 2.6440 0.9106 6.4541 1.1665
290 0.2827 1.6111 1.2480 0.6920 2.3341 0.9375
962 0.0610 1.2786 0.6327 0.5665 0.9611 0.7400
3458 0.0154 1.0740 0.3137 0.5483 0.4359 0.6179
13058 0.0039 1.0370 0.1542 0.5347 0.2076 0.5584
50690 0.0010 1.0282 0.0760 0.5218 0.1013 0.5291
199682 0.0002 1.0217 0.0376 0.5125 0.0500 0.5145
792578 .6E-04 1.0159 0.0187 0.5067 0.0249 0.5072
Tabelle 5.1: L2-Fehler und Konvergenzraten fu¨r u, p und φ (Bsp. 5.7.1)
DOF I1 κ1 T1 I2 κ2 T2 I3 κ3 T3
38 23 275.255 0.0000 20 67.3934 0.0100 20 68.5467 0.0100
98 87 1233.63 0.0500 41 88.5319 0.0400 40 75.8100 0.0200
290 290 6006.40 0.7600 54 101.576 0.2600 57 90.6713 0.0800
962 653 .36E+05 9.7700 60 109.153 1.7200 68 123.606 0.3900
3458 1382 .25E+06 159.08 70 124.165 16.960 79 207.838 1.9200
13058 3084 .18E+07 2737.0 82 211.080 159.94 98 350.848 11.030
50690 6989 .14E+08 .4E+05 101 399.457 1499.7 122 670.947 63.030
199682 - - - 127 777.933 .1E+05 160 1368.35 394.23
792578 - - - - - - 222 2778.13 4256.7
Tabelle 5.2: Iterations-, Konditionszahlen und Rechenzeit (Bsp. 5.7.1)
wir eine Konvergenzrate von 1 erhalten, die wir auch theoretisch erwarteten. Fu¨r p bzw.
φ erhalten wir wie gewu¨nscht eine Rate von 0.5.
Der rechte Plot in Abbildung 5.1 zeigt die Entwicklung der Konditionszahlen bei der
Lo¨sung des Least-Squares Systems. Dabei betrachten wir drei verschiedene Arten fu¨r die
Vorkonditionierung des
”
a¨ußeren“ Systems (globales Gleichungssystem) und des
”
inne-
ren“ Systems (Berechnung der Skalarprodukte H˜−1(Ω) und H1/2(Γ)). Das Lo¨sen des
Systems ohne a¨ußeren Vorkonditionierer und mit der Inversen im Inneren (lsq-0-inv) lie-
fert eine stark ansteigende Konditionszahl. Die beiden anderen Kurven steigen dagegen
nicht so stark an, die Konditionszahl κ wa¨chst nur langsam. Die Berechnungen wurden
einerseits mit der Inversen außen und der Inversen innen (lsq-1-inv) als Vorkonditionierer
andererseits mit Multigrid Außen und Multigrid innen (lsq-1-mg) durchgefu¨hrt.
Die Beobachtungen lassen sich auch in den Iterationszahlen des globalen CG-Verfahrens
in Tabelle 5.2 erkennen. Fu¨r das nichtvorkonditionierte System steigen die Iterationszah-
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len I1 sehr schnell. Das mit der Inversen vorkonditionierte System I2 hat nur langsam
wachsende Iterationszahlen, wie auch das Multigrid vorkonditionierte System I3. Den
großen Vorteil der Verwendung des Multigrid Vorkonditionierers erkennt man bei dem
Vergleich der Rechenzeiten T1-T3. Die vorkonditionierten Systeme mit T2 und T3 haben
zwar vergleichbare Konditions- und Iterationszahlen, doch ist die Berechnung mittels
der Multigrid Vorkonditionierung wesentlich schneller. Diese ist also die effizienteste Be-
rechnungsmethode der hier vorgestellten Methoden.
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Abbildung 5.2: L2-Fehlerkurven fu¨r Beispiel 5.7.2 und Konditionszahlen fu¨r versch. Vor-
konditionierer
Beispiel 5.7.2 Als Gebiet Ω nehmen wir das L-Shape. Wir wa¨hlen fu¨r die Innen-
raumlo¨sung u1 die Singula¨rfunktion
u1 =
(
1
1
)
r2/3 sin(
2
3
φ),
wobei (r, φ) Polarkoordinaten sind und fu¨r die Außenraumlo¨sung die erste Spalte der
Fundamentallo¨sung fu¨r das homogene Lame´-Problem (5.5)
u2 =
λ+ µ
4πµ(λ+ 2µ)
(
(a1−x)2
|a−x|2
− log |a− x|
(a1−x)(a2−y)
|a−x|2
)
,
wobei x = (x, y)t und a ein Punkt im Gebiet Ω ist. In diesem Beispiel wa¨hlen wir a = 0.0.
Fu¨r die Spru¨nge haben wir dann
u0 = u1 − u2 und t0 = σ(u1, p) · n− T2(∂·,n)u2.
Die rechte Seite des Innenraumproblems ist dann
F = −div u1.
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DOF L2err u αu L
2err p αp L
2err N αN
86 0.0837 0.3908 1.7653
242 0.0555 0.3974 0.2536 0.4180 1.5583 0.1205
770 0.0356 0.3828 0.1623 0.3854 1.3856 0.1015
2690 0.0224 0.3717 0.1033 0.3610 1.2334 0.0930
9986 0.0140 0.3569 0.0656 0.3465 1.0983 0.0884
38402 0.0088 0.3461 0.0416 0.3386 0.9783 0.0859
150530 0.0055 0.3398 0.0263 0.3345 0.8715 0.0846
Tabelle 5.3: L2-Fehler und Konvergenzraten fu¨r u, p und φ (Bsp. 5.7.2)
DOF I1 κ1 T1 I2 κ2 T2 I3 κ3 T3
86 116 1317.01 0.0700 45 80.9587 0.0400 48 85.9816 0.0300
242 346 6416.15 0.9400 58 92.9330 0.2700 64 92.1756 0.1000
770 760 .44E+05 11.520 66 103.245 1.7200 73 116.766 0.4500
2690 1672 .33E+06 179.09 77 168.801 15.720 86 227.964 2.2600
9986 4138 .26E+07 4410.3 98 331.488 204.65 109 450.839 13.950
38402 9207 .20E+08 .8E+05 120 659.246 1904.5 139 886.505 86.640
150530 - - - 152 1315.79 .2E+05 192 1743.31 572.94
595970 - - - - - - 251 3313.57 4750.2
Tabelle 5.4: Iterations-, Konditionszahlen und Rechenzeit (Bsp. 5.7.2)
In dem Beispiel haben wir fu¨r das Lame´ Problem in Ω die Singula¨rfunktion u1 als ex-
akte Lo¨sung vorgegeben. Im Außenraum haben wir einen Teil der Fundamentallo¨sung
des homogenen Lame´ Problems. Da die Funktion im Inneren eine 2/3 Singularita¨t auf
dem Transmissionsrand Γ des Gebiets besitzt, erwarten wir eine schlechtere Approxima-
tion der zu bestimmenden Variablen im Vergleich zum vorigen Beispiel. Speziell fu¨r die
Randvariable φ erwarten wir eine sehr geringe Konvergenzrate, da sich die Singularita¨t
auf dem Rand befindet. In Tabelle 5.3 la¨ßt sich erkennen, dass wir fu¨r die Approxima-
tion von φ nur eine Konvergenzrate von 0.09 bekommen. Die Konvergenzrate fu¨r die
Anna¨herung an u liegt erwartungsgema¨ß bei ungefa¨hr 1/3.
Dieses Beispiel zeigt wieder in Abbildung 5.2, dass die normale FEM-BEM Kopplung
und die Least-Squares FEM-BEM Kopplung fu¨r die Berechnung einer Lo¨sung bei norma-
len Lame´ Konstanten anwendbar sind und nahezu die gleichen Ergebnisse liefern. Bei der
Verwendung des normalen CG-Verfahrens ohne globale Vorkonditionierung sieht man in
Tabelle 5.4 (I1, κ1, T1), dass die Konditionszahl der Matrix sehr schnell stark ansteigen.
Die Iterationszahlen I1 sind nach wenigen Verfeinerungsschritten des Gitters sehr hoch,
so dass die Berechnung einer Lo¨sung viel Zeit in Anspruch nimmt (siehe T1). Dagegen
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nur leicht ansteigende Konditions- und Iterationszahlen liefern wiederum die vorkondi-
tionierten Lo¨ser (κ2, κ3), die wieder mit der Inversen bzw. Multigrid vorkonditioniert
wurden. Die Verwendung des Multigrid Vorkonditionierers fu¨r das CG Verfahren au-
ßen und der mit Multigrid vorkonditionierten Realisierungen der Skalarprodukte liefert
sehr kurze Rechenzeiten. Da sich die Rechengenauigkeit beider pra¨konditionierten Least-
Squares Systeme nur unwesentlich unterscheidet (siehe Abb. 5.2), ist das mit Multigrid
innen und außen vorkonditionierte Verfahren vorzuziehen.
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Abbildung 5.3: L2-Fehlerkurven fu¨r Bsp. 5.7.3 und Iterationszahlen fu¨r versch. Vorkon-
ditionierer
Beispiel 5.7.3 Sei v = x3(2 − y3). Wir wa¨hlen die Innenraumlo¨sung u1 als Rotation
der Funktion v
u1 =
(
v,y
−v,x
)
=
(
−3x2y2
−3x2(2− y3)
)
.
Durch die spezielle Wahl der Lo¨sung u1 wird div u1 = 0 erfu¨llt, d.h. u1 ist divergenzfrei.
Somit ko¨nnen wir mit sehr großem λ ein inkompressibles Materialverhalten simulieren.
Fu¨r den Außenraum nehmen wir wieder als exakte Lo¨sung u2 die erste Spalte der Fun-
damentallo¨sung, wie in Beispiel 5.7.2.
In dem letzten Beispiel nehmen wir im Inneren als exakte Lo¨sung eine Funktion, deren
Divergenz verschwindet. Fu¨r ein inkompressibles Materialverhalten im Inneren beno¨ti-
gen wir ein sehr großes Verha¨ltnis zwischen λ und µ. Da div u = 0.0 ist, setzen wir
λ = 1000000 und µ = 1.0; damit wird die Bedingung (5.2) erfu¨llt. Es ergibt sich also
eine Querkontraktionszahl von ungefa¨hr 0.5. Bei Verwendung der Standard FEM-BEM
Kopplungsformulierung kommt es zum Locking Effekt und die Approximation der ge-
suchten Variablen schla¨gt fehl. Die Standard Kopplungsmethode ist also in diesem Fall
nicht anwendbar. Abbildung 5.3 zeigt dieses Verhalten, die Fehlerkurven der Variablen u
und p konvergieren nicht gegen Null. Im Gegensatz dazu konvergiert die Least-Squares
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Methode auch bei inkompressiblem Materialverhalten. Anders als bei gemischten FE
Methoden benutzen wir hierbei weiterhin normale Standardelemente zur Approximati-
on.
Tabelle 5.5 zeigt, dass wir fu¨r die Approximation von u auch bei inkompressiblem Ma-
terial die erwartete Konvergenzrate von ungefa¨hr 1 erhalten. Fu¨r die Approximation
von p und φ erhalten wir eine Konvergenzrate von ungefa¨hr 0.5. Diese Konvergenzraten
decken sich mit denen aus Beispiel 5.7.1, da auch hier (bis auf die Lame´-Parameter) ein
glattes Beispiel approximiert werden soll.
Die rechte Abbildung in Abbildung 5.3 dokumentiert wieder das Verhalten der ver-
schiedenen Vorkonditionierungsstrategien. Ohne Vorkonditionierung haben wir schnell
anwachsende Konditionszahlen und die Berechnung der Lo¨sung ist sehr langsam. Die
Verwendung des CG Verfahrens mit Multigrid fu¨r die Skalarprodukte und das globale
System ergibt eine leicht anwachsende Konditionszahl (Abb. 5.3) und eine sehr schnelle
Lo¨sung des Gesamtsystems (siehe Tabelle 5.6, T3).
DOF L2err u αu L
2err p αp L
2err N αN
38 4.3883 2.8534 19.868
98 1.2329 1.3400 7.1823 -0.974 10.749 0.6484
290 0.3773 1.0914 3.5771 0.6425 5.2594 0.6589
962 0.1080 1.0429 1.1071 0.9781 2.5098 0.6170
3458 0.0286 1.0395 0.3020 1.0152 1.2184 0.5649
13058 0.0072 1.0336 0.0925 0.8908 0.5993 0.5340
50690 0.0018 1.0268 0.0341 0.7349 0.2971 0.5173
199682 0.0004 1.0191 0.0133 0.6871 0.1479 0.5087
Tabelle 5.5: L2-Fehler und Konvergenzraten fu¨r u, p und φ (Bsp. 5.7.3)
DOF I1 κ1 T1 I2 κ2 T2 I3 κ3 T3
38 30 330.326 0.0100 26 369.650 0.0100 25 168.359 0.0000
98 97 1303.74 0.0600 61 506.772 0.0500 56 186.745 0.0200
290 304 6219.86 0.9700 107 609.801 0.5100 86 212.475 0.1200
962 715 .38E+05 11.330 125 701.394 3.5100 101 292.740 0.5800
3458 1606 .26E+06 198.29 149 815.514 28.300 118 504.576 2.8700
13058 3775 .18E+07 3825.6 173 1391.80 272.87 147 940.228 17.360
50690 8395 .13E+08 .6E+05 202 2632.59 2497.7 195 1824.25 102.72
199682 - - - 270 5136.98 .2E+05 255 3591.31 652.97
792578 - - - - - - 348 7130.53 5955.6
Tabelle 5.6: Iterations-, Konditionszahlen und Rechenzeit (Bsp. 5.7.3)
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5.7.2 Adaptive FEM
In diesem Abschnitt pra¨sentieren wir numerische Ergebnisse unter der Verwendung des
in Kapitel 5.5 vorgestellten lokalen a posteriori Fehlerscha¨tzer. Wir betrachten dabei
nur das reine FEM-Problem, also das Innenraumproblem (5.3) in 2D. Die beiden FEM
Fehlerscha¨tzeranteile (5.49) und (5.50) nutzen wir fu¨r die Steuerung eines adaptiven
Algorithmus zur Verfeinerung des Gitters. Wir betrachten das Gebiet Ω mit dem elasti-
schen Problem
Finde (u, p) in H1(Ω)× L2(Ω), so dass gilt
−div σ(u, p) = F in Ω (5.59)
1
λ
p+ div u = 0 in Ω (5.60)
u = 0 auf Γ. (5.61)
Die Least-Squares Operatoren L und F definiert in (5.15) bzw. (5.16) fu¨r die FEM-BEM
Kopplung reduzieren sich in dem FEM Problem zu
L : H1(Ω)× L2(Ω)→ H˜−1(Ω)× L2(Ω)
mit
L(u, p) :=
(
L(u, p)
1
λ
p+ div u
)
(5.62)
und F ∈ X ′ := H˜−1(Ω)× L2(Ω) durch
F :=
(
F
0
)
. (5.63)
Es ergibt sich somit das zu lo¨sende Problem
Finde (u, p) ∈ H1(Ω)× L2(Ω), so dass gilt
L(u, p) = F. (5.64)
Wir untersuchen zwei Beispiele, bei denen wir die Aussage aus Bemerkung 5.5.1 untersu-
chen wollen. In dem ersten Beispiel nehmen wir die Singula¨rfunktion mit der Singularita¨t
in der einspringenden Ecke des L-Shapes, die wir bereits in Beispiel 5.7.2 fu¨r die Innen-
raumgleichung verwendet haben, multipliziert mit einer Abschneidefunktion. Das zweite
Beispiel benutzt wie in Beispiel 5.7.3 eine divergenzfreie Funktion als exakte Lo¨sung
wobei wir inkompressibles Materialverhalten vorgeben.
Die adaptiven Beispiele benutzen fu¨r die reine FEM-Berechnung nur die Anteile η1 :=
‖L(uh, ph)− F‖2
H˜−1(Ti)
aus (5.53) und η2 := ‖ph + λ div uh‖2L2(Ti) aus (5.54).
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Abbildung 5.4: L2-Fehlerkurven fu¨r uniforme und adaptive Verfeinerung Least-Squares-
FEM fu¨r Beispiel 5.7.4
Beispiel 5.7.4 Fu¨r das erste Beispiel betrachten wir das L-Shape als Gebiet Ω :=
[−1, 1]2 \ [0, 1]2. Die exakte Lo¨sung u wa¨hlen wir so, dass wir in der einspringenden
Ecke am Punkt (0, 0) eine Singularita¨t haben
u =
(
1
1
)
r2/3 sin(
2
3
ϕ)(1− x2)(1− y2),
wobei (r, ϕ) Polarkoordinaten sind.
In Abbildung 5.4 haben wir die L2-Fehlerkurven fu¨r die uniforme und die adaptive Ver-
feinerungsmethode dargestellt. Zusa¨tzlich geben wir die Kurven der beiden lokalen Feh-
lerindikatoren an. In diesem Beispiel erkennen wir den Effekt, dass der H˜−1-Fehlerterm
nicht so stark sinkt wie der Term in der L2-Norm. Die adaptive Verfeinerung ist somit
nicht optimal, da die gro¨ßten lokalen Fehler nicht richtig lokalisiert werden. Die adaptive
Verfeinerung bringt gegenu¨ber der uniformen Verfeinerung keinen Vorteil. Wu¨rde man
nur den L2-Term als Steuerungsgro¨ße benutzen, so ko¨nnte eventuell das Gitter noch ge-
zielter verfeinert werden, so dass wir eine bessere Konvergenz mit der adaptiven Methode
haben.
Durch die Singularita¨t in der einspringenden Ecke erwarten wir eine adaptive Gitter-
verfeinerung zu dieser Ecke hin. Da wir in unseren Beispielen mit Rechteckelementen
und konformen Gittern arbeiten, ist die adaptive Verfeinerung nicht optimal. In Abbil-
dung 5.5 sehen wir die adaptiven Gitterverfeinerungen nach dem 4. und 6. Level. Die
Verwendung der lokalen Indikatoren bewirkt zwar eine Verfeinerung in der Na¨he der
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Abbildung 5.5: adaptive Gitter nach 4 bzw. 6 Verfeinerungen und Plot der Approxima-
tionen von u und p (Bsp. 5.7.4)
Singularita¨t, aber auch in der unteren linken Ecke. Die Gitterentwicklung ist somit nicht
optimal. In den unteren beiden Plots in Abbildung 5.5 sind die Approximationen fu¨r u
und fu¨r p dargestellt.
Als zweites Beispiel betrachten wir das Least-Squares System fu¨r ein nahezu inkompres-
sibles Materialverhalten.
Beispiel 5.7.5 Sei v = (1 − x2)2(1 − y2)2. Wir definieren die exakte Lo¨sung u als
Rotation von v
u = curl v =
(
−4y(1− x2)2(1− y2)
4x(1− x2)(1− y2)2
)
.
Da div u = 0 ist und wir fu¨r das inkompressible Materialverhalten ein sehr großes λ
verwenden, ko¨nnen wir p frei wa¨hlen, so dass die Bedingung (5.60) dennoch erfu¨llt ist.
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Abbildung 5.6: L2-Fehlerkurven fu¨r uniforme und adaptive Verfeinerung Least-Squares-
FEM und Galerkin-FEM fu¨r Beispiel 5.7.5
Wir nehmen fu¨r p die exakte Lo¨sung
p = y2 sin(πx).
Fu¨r F ergibt sich
−div σ(u, p) =
(
−16µ[(1− x2)− 2x2]y(1− y2)− 24µy(1− x2)2 + πy2 cos(πx)
16µx(1− x2)[(1− y2)− 2y2] + 24µx(1− y2)2 + 2y sin(πx)
)
.
Wir setzen λ = 1000000 und µ = 1.0. Weiterhin zerlegen wir den Rand Γ des Quadrats
Ω = [−1, 1]2 in einen Dirichlet-Rand ΓD und einen Neumann-Randanteil ΓN = {−1} ×
[−1, 1].
Bei den gewa¨hlten Lame´ Parametern ergibt sich eine Poissonzahl von ν ≈ 0.5. Bei
diesem nahezu inkompressiblen Material ist es bekannt, dass die Standard Galerkin-FEM
versagt (siehe z.B. [5],[67]). Es kommt zum Locking, wie es auch in dem Beispiel 5.7.3
des vorigen Kapitels zu beobachten war.
Bei der Anwendung der Least-Squares Methode hingegen ergibt die Verfeinerung des
Gitters eine Fehlerreduktion. Das Verfahren konvergiert auch bei nahezu inkompressi-
blem Materialverhalten.
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Die adaptive Gitterverfeinerung mittels eines adaptiven Algorithmus, der die Element-
verkleinerung selbsta¨ndig durchfu¨hrt zeigt in diesem Beispiel nach einigen Verfeinerungs-
stufen eine leicht bessere Approximation der Lo¨sungen. Die Konvergenzrate der adap-
tiven Verfeinerung ist nicht optimal, da auch hier der Fehlerterm in der H˜−1(Ω)-Norm
nicht die gewu¨nschte Rate erfu¨llt. Die adaptive Verfeinerung mit konformen Rechteckele-
menten ist daru¨berhinaus nicht optimal. Eine bessere Strategie wa¨re der Einsatz ha¨ngen-
der Knoten (siehe Kapitel 6). Die Abbildung 5.7 zeigt die Verdichtung des Gitters, die
eine große U¨berverfeinerung aufweist. Die Plots der Approximation von u bzw. p ver-
deutlichen die Anna¨herung der approximierten Lo¨sung an die exakte Lo¨sung.
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Abbildung 5.7: adaptive Gitter nach 6 bzw. 8 Verfeinerungen und Plot der Approxima-
tionen von u und p (Bsp. 5.7.5)
133
5 Least-Squares FEM-BEM Kopplung
134
6 Ha¨ngende Knoten
In diesem Kapitel stellen wir die Verwendung von nichtkonformen Gittern fu¨r Trian-
gulierungen mit Hexaeder Elementen vor. Fu¨r die adaptive Verfeinerung eines Gitters
mit Hexaedern ergeben sich fu¨r regula¨re Gitter starke U¨berverfeinerungen in Teilen des
Gebiets, deren Lo¨sung bereits auf groben Gittern hinreichend gut approximiert werden
kann. Mo¨chte man diese U¨berverfeinerungen reduzieren, bietet sich an, einen erwei-
terten Regularita¨tsbegriff fu¨r die Elemente zu benutzen. Wir fu¨hren dazu sogenannte
ha¨ngende Knoten (abha¨ngige Freiheitsgrade) ein, deren Werte aus regula¨ren Freiheits-
graden interpoliert werden. Die Verwendung der ha¨ngenden Knoten fu¨r die hp-Finite
Element Methode wird in [26, 57, 58] vorgestellt. Die Autoren fu¨hren den Begriff der
”
one-constraint-rule“ ein, der besagt, dass es auf einer Kante eines Elements ho¨chstens
einen abha¨ngigen Freiheitsgrad geben darf. In [25] wird eine Implementation in Fortran
90 der erweiterten Regularita¨t fu¨r den zweidimensionalen Fall beschrieben. Die Imple-
mentation in 3D wird in [27] dargestellt.
Wir benutzen eine Erweiterung der
”
one-constraint-rule“ von Demkowicz et al. [27]
fu¨r die Implementation in 3D. Es wird das in [27] eingefu¨hrte Konzept in einer etwas
verallgemeinerten Form verwendet, wobei wir uns bei der Verwendung der ha¨ngenden
Knoten fu¨r die h-Version beschra¨nken. Wir definieren zuna¨chst die erforderlichen Begrif-
fe, pra¨sentieren die Datenstruktur und Verfeinerungsgesetze und beschreiben die Zusam-
mensetzung der abha¨ngigen Freiheitsgrade. Zusa¨tzlich geben wir noch eine Beschreibung
der Implementation bei kantenorientierten Freiheitsgraden.
6.1 Allgemeines
Wir beginnen mit der Definition der regula¨ren und ha¨ngenden Knoten einer Triangulie-
rung des Gebiets Ω.
Definition 6.1.1 Sei Th = {T1, . . . , TN} eine Triangulierung des Gebiets Ω ⊂ IR
3.
Dabei sei Th entweder die urspru¨ngliche Aufteilung des Gebiets (Grobgitter) oder sei
durch l−fache adaptive Verfeinerung hervorgegangen.
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Wir bezeichnen mit N die Menge aller Knoten des aktuellen Gitters.
Es sei n ∈ N ein Knoten des Gitters, falls n Endpunkt einer Kante eines Elements Ti ∈
Th ist. Ein Knoten n heißt regula¨r, falls der Knoten auf allen zugeho¨rigen Elementen
{Ti : n Eckpunkt von Ti; Ti ∩ Tj 6= ∅, 1 ≤ i, j ≤ N} Endpunkt einer Kante ist.
Die Menge der regula¨ren Knoten bezeichen wir mit Nr.
Ein Knoten n ∈ N heißt ha¨ngend, falls es zu dem Knoten eine benachbarte Kante eines
Nachbarelements gibt, so dass n kein Endpunkt ist. Dies ist zum Beispiel der Fall, wenn
der Knoten n des Elements Ti Mittelpunkt auf einer Kante des Nachbarelements Tj ist
(siehe Abb. 6.1 Knoten a und b) oder der Knoten ist Mittelpunkt einer Seitenfla¨che auf
einem Nachbarelement (siehe Abb. 6.1 Knoten c).
Die Menge der ha¨ngenden Knoten bezeichen wir mit Nh.
Jeder Knoten des Gitters ist entweder ein regula¨rer oder ein ha¨ngender Knoten, d.h.
N = Nr ∪ Nh.
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Abbildung 6.1: ha¨ngende Knoten; a, b Mittelpunkte einer Kante, c Mittelpunkt einer
Fla¨che
6.2 Datenstruktur
Wir stellen die Datenstruktur der Implemetation der ha¨ngenden Knoten im Programm-
paket maipropgs [45, 43], das in Fortran 90 geschrieben ist, vor, die wir fu¨r die Verwen-
dung der ha¨ngenden Knoten beno¨tigen. Es werden dafu¨r zwei Hauptdatentypen definiert.
Ein Datentyp beinhaltet alle Daten, die wir fu¨r die Darstellung und Verfeinerung des
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Gitters brauchen, der andere Datentyp sammelt die Informationen, die die abha¨ngigen
und regula¨ren Freiheitsgrade beno¨tigen, um die Approximationen zu berechnen.
6.2.1 Datenstruktur des Gitters
Fu¨r das Arbeiten mit ha¨ngenden Knoten ist eine besondere/gea¨nderte Datenstruktur
erforderlich. Da es im Gegensatz zum regula¨rem Gitter nun mehrere (1-4) Nachbarn auf
einer Seitenfla¨che geben kann, und sich diese Anzahl in verschiedenen Verfeinerungs-
stufen vera¨ndern kann, ko¨nnen die Nachbarschaftsinformationen nicht mehr wie im re-
gula¨ren Fall abgespeichert werden. Die Elemente werden daher in einer Baumstruktur
angeordnet (siehe Abb. 6.2). Die aktuellen Elemente des Gitters sind die Endpunkte
des Baumes, die so genannten Bla¨tter des Baumes (in Abb. 6.2 in Fettdruck). Fu¨r jedes
Element werden die Verfeinerungsinformationen, das Element, aus dem es entstanden
ist und die So¨hne, die durch die Verfeinerung des Elements entstanden sind, gespeichert.
Grobgitterelement
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1 2 3
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Level
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16 17 18 19 20 21 22 23 24 25 26
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4
15
Abbildung 6.2: Baumstruktur; aktuelle Elemente sind Bla¨tter des Baumes
Fu¨r die Gitterinformationen, die in einem mesh-Datentyp gesammelt werden, mu¨ssen
nun mehr Daten gespeichert werden, als im regula¨ren Fall. Der mesh-Datentyp entha¨lt
neben den Standardeintra¨gen fu¨r regula¨re Gitter auch den Datentypen elem3, der speziell
fu¨r die Verwendung von nichtkonformen Gittern eingerichtet wurde. Dermesh3Datentyp
entha¨lt die Eintra¨ge
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type mesh3
real(kind=dp), dimension(:,:) :: nodes
integer :: nnodes
integer :: ng, nelem
integer, dimension(:,:) :: rnodes, rc
character(len=32) :: name
integer, dimension(:) :: acc
type(elem3), dimension(:) :: elem
end type mesh3
wobei der elem3 Datentyp definiert ist durch
type elem3
integer, dimension(0:8) :: rnodes
integer, dimension(0:2) :: rp
integer, dimension(0:5) :: rc, rct
integer :: father, ref
integer, dimension(1:8) :: sons
end type elem3
Die einzelnen Eintra¨ge des mesh3 Datentyps beinhalten die Informationen fu¨r regula¨re
Gitter, die teilweise auch bei ha¨ngenden Knotengittern verwendet werden.
Fu¨r konforme sowie nichtkonforme Gitter werden die Variablen nodes, nnodes, ng, name,
acc benutzt. Die Variable nodes entha¨lt die Koordinaten der Knoten und nnodes die
Anzahl aller Knoten. ng speichert die Anzahl der aktuellen Gitterelemente. In name
wird der Name des Gitters gespeichert, da in einem numerischen Beispiel mit mehreren
Gittern (z.B. Volumengitter und Randgitter) gearbeitet werden muss. acc stellt eine
Abbildung der Nummer des aktuellen Elements zu der Elementnummer im Gitter dar.
Fu¨r ein Element in einem ha¨ngende Knoten-Gitter (also in Baumstruktur) gibt die
Nummer des Element mit dem acc-Vektor die Nummer des Blattes in dem Baum wieder.
Bei der Verwendung eines konformen Gitters ist acc die Identita¨t.
Bei der Verwendung eines regula¨ren Gitters haben wir auf jedem Element zu jeder Sei-
tenfla¨che in dem rc-Feld die Informationen u¨ber das Nachbarelement. Das Feld rnodes
gibt zu jedem Element die Nummern der zugeho¨rigen globalen Knoten.
Falls ein Gitter mit ha¨ngender Knoten-Struktur fu¨r die Berechnungen benutzt wird,
werden fu¨r jedes Element des Baumes folgende Variablen bzw. Vektoren angelegt. rno-
des speichert, wie im konformen Fall, die globalen Knotennummern des Elements. Der
lokale Polynomgrad auf dem Element wird in rp notiert. Falls das Element zum initiali-
sierten Grobgitter geho¨rt, enthalten die Eintra¨ge rc und rct die Informationen u¨ber die
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(eindeutigen) Nachbarn zu den Seitenfla¨chen sowie die Informationen der zugeho¨rigen
Nachbarfla¨chen. Die Verfeinerungsinformationen, die fu¨r die Identifizierungen innerhalb
der Baumstruktur beno¨tigt werden, werden in den Variablen father, ref und in dem
Vektor sons abgelegt. father entha¨lt das Element, aus dem das untersuchte Element her-
vorgegangen ist. In sons stehen die 1-8 Elemente, die aus der Verfeinerung eines Elements
mit der Verfeinerungsinformation ref entstanden sind.
6.2.2 Datenstruktur der Splines
Die Informationen, die vom Gitter gesehen fu¨r die Approximation der Lo¨sung beno¨tigt
werden, legen wir in dem Datentyp spline3 ab. Der Datentyp entha¨lt folgende Eintra¨ge
type spline3
integer, dimension(:) :: rci,ri,hgi
integer, dimension(:,:) :: rp
real(kind=dp), dimension(:) :: rcw,hgw
integer :: hgn
character(len=32) :: name
type(mesh3) :: mh
end type spline3
Fu¨r die eindeutige Zuweisung der Freiheitsgrade des Gitters werden die beiden Vektoren
ri und rci beno¨tigt. ri entha¨lt die lokale Numerierung der Knoten im Gitter. Z.B. gibt
es in einem hexaedrischen Gitter mit dem Polynomgrad p = 1 (also die Eckpunkte der
Elemente sind Freiheitsgrade) auf jedem Element 8 lokale Freiheitsgrade. Die lokalen
Freiheitsgrade werden in dem Vektor rci zu den eindeutigen, globalen Freiheitsgraden
abgebildet. Es ist mo¨glich, jedem globalen Freiheitsgrad einen Gewichtungsfaktor zuzu-
ordnen. Diesen entha¨lt der Vektor rcw. Der Polynomgrad in jeder Raumdimension auf
jeden Element des Gitters wird in dem Feld rp gespeichert.
Der Name des Splines befindet sich in name. mh ist vom Datentyp mesh3 und entha¨lt
die aktuellen Gitterinformationen, wie sie in Kapitel 6.2.1 beschrieben sind.
Fu¨r nichtkonforme Gitter mit ha¨ngenden Knoten sind weitere Informationen no¨tig, die
die Approximation der abha¨ngigen Freiheitsgrade bereitstellen. In hgi werden die In-
formationen gespeichert, die fu¨r die Approximation eines ha¨ngenden Knoten beno¨tigt
werden. Es wird zuna¨chst die Anzahl nr der regula¨ren Freiheitsgrade gespeichert, die zur
Bestimmung des Wertes an dem ha¨ngenden Knoten gebraucht werden. Die na¨chsten ni
Eintra¨ge enthalten dann die globalen Freiheitsgrade, von denen die Approximation des
ha¨ngenden Knotens abha¨ngt. Mit der gleichen Numerierung wird der der Vektor hgw ge-
bildet, der die Gewichtungsfaktoren der regula¨ren Freiheitsgrade, die zu dem ha¨ngenden
Knoten geho¨ren, beinhaltet.
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6.2.3 Spezielle Routinen bei nichtkonformen Gittern
Fu¨r den Umgang mit der Baumstruktur und der Auflo¨sung der abha¨ngigen Knoten sind
spezielle Routinen no¨tig. Diese Routinen ordnen den Eintra¨gen der oben beschriebe-
nen Datenstrukturen die Informationen zu, die fu¨r die Berechnung einer approximierten
Lo¨sung beno¨tigt werden.
nextelem: Die Routine nextelem
”
hangelt“ sich durch den Baum aller Elemente des
Gitters, die entweder Teil des aktuellen Gitters sind oder vorher zu der Triangulierung
des Gebiets geho¨rt haben. Die Routine sucht nach und nach die aktuellen Elemente,
die so genannten Bla¨tter des Gitterbaumes. Dabei wird der Baum zuna¨chst fu¨r das
Startelement vom ersten Grobgitterelement nach unten durchlaufen, indem man immer
den ersten Sohn nimmt, bis ein aktuelles Element erreicht ist. Danach werden alle (falls
vorhanden) So¨hne durchlaufen. Falls keine weiteren So¨hne vorhanden sind, wird der
Baum nach oben zum Großvater durchlaufen und zu dessen na¨chsten Sohn. Somit werden
alle aktuellen Elemente (Bla¨tter) durchlaufen und erfasst.
neighbour3: Die Routine neighbour3 bestimmt den oder die Nachbarn des aktuel-
len Elements zu einer bestimmten Seitenfla¨che. Diese Routine ist notwendig, da auf
dem aktuellen Gitter keine Nachbarschaftsinformationen direkt vorhanden sind. Um die
Nachbarn von Element i zur Fla¨che k zu finden, wird der Gitterbaum entweder bis zur
Wurzel (Grobgitter) oder bis zu einer eindeutigen Verfeinerungssituationen nach oben
durchlaufen. Auf dem Grobgitter wurden bei der Initialisierung des Gitters und der Ele-
mente die Nachbarschaftsinformationen gesetzt, da bei dem Ursprungsgitter noch keine
ha¨ngenden Knoten auftreten. Somit ko¨nnen wir auf dem Grobgitter die beno¨tigten In-
formationen aus dem rc- und dem rct-Feld auslesen. Die andere Variante tritt auf, wenn
die betrachtete Fla¨che eines Sohnes eine Innenfla¨che im Vaterelement im j-ten Level des
Baumes ist. Falls dies der Fall ist kann durch die Verfeinerungsinformationen und die
Information, welcher Sohn das Element vom Vater im j-ten Level ist auf den Nachbarn
geschlossen werden.
Falls einmal die Nachbarschaftsinformationen (Nachbar und Nachbarfla¨che) erkannt wur-
den, wird der Baum wieder nach unten durchlaufen, bis wir den oder die Nachbarn des
aktuellen Blattes des Baumes gefunden haben.
opthgi3: In der Routine opthgi3 werden die no¨tigen Informationen der Freiheitsgrade
ermittelt und festgelegt. In einer knotenbasierten Darstellung der Freiheitsgrade, wie
zum Beispiel bei linearen Standard Finite Element Ansatzfunktionen, mu¨ssen wir die
Informationen fu¨r jeden Knoten definieren und setzen. Es gibt dabei drei verschiedene
Arten von Knoten zu unterscheiden: regula¨re Knoten (globale Freiheitsgrade), ha¨ngende
Knoten (siehe Def. 6.1.1) und Knoten auf dem Rand. Die Knoten auf dem Rand sind ent-
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weder durch vorgeschriebene Randdaten fixiert und daher keine globalen Freiheitsgrade,
oder wie z.B. bei bei der Kopplung von Finite Element Methode und Randelement-
methode, haben wir den Rand als Transmissionsrand gegeben und daher keine fixierten
Randknoten. In diesem Fall sind die Randknoten auch entweder regula¨re oder abha¨ngige
Freiheitsgrade.
Nachdem der Typ des Knoten festgelegt ist, werden die regula¨ren Knoten mit den Frei-
heitsgradnummern durchnumeriert. Die mo¨glichen fixierten Randknoten bekommen alle
den ho¨chsten Freiheitsgrad. Die ha¨ngenden Knoten werden mit negativen Zahlen be-
ziffert. Fu¨r die abha¨ngigen Freiheitsgrade werden die no¨tigen regula¨ren Freiheitsgrade
herausgefunden, die zur Auflo¨sung des Knotens beno¨tigt werden. Die Informationen
werden dazu in speziellen Feldern gespeichert (siehe Kap. 6.2.2). Fu¨r die Auflo¨sung des
ha¨ngenden Knotens werden die Kanten aller an der Kante des ha¨ngenden Knotens an-
liegenden Elemente untersucht. Stellt sich so eine Abha¨ngigkeit eines Mittelknotens von
den Endpunkten der Kante heraus, werden die Endpunkte mit dem ha¨ngenden Knoten
verknu¨pft. Nach Beendigung eines Durchlaufs u¨ber alle Elemente und alle Kanten und
der Auflo¨sung eines ha¨ngenden Knotens wird der Durchlauf noch einmal gestartet, da-
mit eventuelle Abha¨ngigkeiten von ha¨ngenden Knoten von ha¨ngenden Knoten gefunden
werden ko¨nnen. Dies wird wiederholt, bis nach und nach alle Informationen fu¨r den
Spline gesetzt sind.
6.3 Verfeinerungsgesetze
Bei der Verwendung der irregula¨ren Gitter geben wir uns Verfeinerungsgesetze vor, da-
mit die Gitter nicht zu sehr entartet sind. Die Verfeinerung des aktuellen Gitters soll
durch einen adaptiven Algorithmus gesteuert werden, der aufgrund der Daten eines
Fehlerscha¨tzers, der auf jedem Element berechnet wird, entscheidet, wie das Element
verfeinert werden soll.
Eine gewisse Regularita¨t des Gitters wird festgelegt, damit die Implementation effizi-
ent gestaltet werden kann. In der Implementation der ha¨ngenden Knoten Struktur in
maiprogs orientieren wir uns an der in [25] beschriebenen
”
one-constraint-rule“.
6.3.1 Verfeinerungen in 2D
In 2D haben wir die Mo¨glichkeit, das Parallelogramm in x−, in y− oder in xy−Richtung
zu verfeinern (siehe Abb. 6.3). Dadurch ergeben sich entweder zwei oder vier So¨hne fu¨r
den Gitterbaum. Fu¨r die Einhaltung der
”
one-constraint-rule“ ist es nur notwendig
141
6 Ha¨ngende Knoten
x y xy
Abbildung 6.3: 2D: mo¨gliche Verfeinerungen
die von der geplanten Verfeinerung betroffenen Kanten zu u¨berpru¨fen. Man betrachtet
die gemeinsamen Kanten der Nachbarelemente zu dem zu unterteilenden Elements und
pru¨ft, ob diese schon vor der Verfeinerung eine lange Kante waren. Falls dies bei einer
Kante der Fall ist, wu¨rde durch eine erneute Unterteilung der kleinen Kante ein zweiter
ha¨ngender Knoten entstehen. Dieser wird durch die Unterteilung des großen Nachbarele-
ments durch eine entsprechende x- oder y-Verfeinerung in einem Postprozessing-Schritt
vermieden, da der erste ha¨ngende Knoten dann zu einem regula¨rem Knoten wird (siehe
hierzu Abb. 6.4). Es ist also nur eine U¨berpru¨fung der Nachbarkanten des betrachteten
Elements notwendig. Sobald ein Element fu¨r die Verfeinerung markiert wurde, mu¨ssen
alle Elemente nochmals auf die Einhaltung der Regularita¨tsregel u¨berpru¨ft werden.
Element B
A B postprocessing
C
1b1a 1
Verfeinerung von
Abbildung 6.4: 2D: Auflo¨sung eines ha¨ngenden Knotens
6.3.2 Verfeinerungen in 3D
Fu¨r die Verfeinerungen in 3D benutzen wir fu¨r Hexaeder eine erweiterte one-constraint-
rule. In [27] beschreiben die Autoren, dass sie die so genannte Kreuz-Situation (siehe
Abb. 6.6) vermeiden. Wir lassen diese Elementkonstellation zu, um die Verfeinerungs-
mo¨glichkeiten nicht zu sehr zu beschra¨nken.
Fu¨r die Verfeinerungen eines hexaedrischen Elements stehen sieben verschiedene Stra-
tegien zur Verfu¨gung (siehe Abb. 6.5). Bei der Unterteilung eines Hexaeders wird das
Element bzgl. der achsenparallelen Ebenen (xy-, xz- und yz-Ebene) unterteilt. Es ent-
stehen dadurch zwei neue Elemente oder durch die kombinierte Anwendung bis zu acht
neue Elemente. In 3D entstehen mehrere Mo¨glichkeiten ha¨ngende Knoten zu erzeugen.
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Abbildung 6.5: 3D-FEM: mo¨gliche Verfeinerungen
Anders als in 2D gibt es nicht nur ha¨ngende Knoten auf den Kanten der Nachbarele-
mente, sondern wir mu¨ssen auch ha¨ngende Knoten auf den Seitenfla¨chen der Elemente
beachten (siehe Abb. 6.1).
Wie auch im 2D-Fall betrachten wir fu¨r die Detektion eines zweiten ha¨ngenden Knotens
die von der Verfeinerung betroffenen Elementkanten des Hexaeders. Es wird dazu die
Kante umlaufen, d.h. man sucht und erkennt alle Elemente, die diese Kante teilen.
Ist eine von diese Nachbarkanten eine große Kante, muss der Nachbar auch verfeinert
werden, um die Quasi-Regularita¨t des Gitters zu erhalten.
Fu¨r die Auflo¨sung eines zweiten ha¨ngenden Knotens werden die no¨tigen Informationen
zur Verfeinerung des Nachbarelements gesammelt und die eventuell verschiedenen Rich-
tungen der beno¨tigten Verfeinerungen
”
addiert“. So entstehen fu¨r das Nachbarelemente
die mo¨glichen Verfeinerungen in 2, 4 oder 8 Elemente.
Dadurch, dass wir nur eine
”
Kantenregel“ verwenden, ko¨nnen durch die selbsta¨ndige
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Verfeinerung sehr spezielle Situationen auftreten. Anders als im Artikel von Demkowicz
et el [27] lassen wir auch so genannte
”
Kreuz-Situationen“ zu (siehe Abb. 6.6). Bei
dieser Situation kreuzen sich zwei Kanten, die Mittelkanten auf einer Fla¨che sind. Es
sollen dadurch weniger Abha¨ngigkeiten durch ha¨ngende Knoten entstehen. Mit Hinblick
auf die dadurch entstehenden mehr Mo¨glichkeiten der Verfeinerung bei der adaptiven
Gitterunterteilung, ist diese Situation erlaubt. Bei der Betrachtung der Stetigkeit der
Abbildung 6.6: 3D-FEM: Kreuz-Situation
Splines haben wurde festgestellt, dass es eine Spezialsituation gibt, in der die Stetigkeit
nicht mehr geben ist. In Abbildung 6.7 ist dieser Fall dargestellt. In der Darstellung des
Spezialfalls sind die Knoten mit abha¨ngigen Freiheitsgraden durch einen Punkt gezeich-
net, die regula¨ren Freiheitsgrade sind durch ein Quadrat markiert. Die lange Kante a
des vorderen oberen Elements hat als Nachbarkante nach hinten gesehen nur eine klei-
ne Kante. Die Endpunkte der Kante a sind je ein ha¨ngender Knoten und ein regula¨rer
Knoten. Die Zusammensetzung des Splines produziert dadurch eine nichtstetige Appro-
ximation. Wir lo¨sen diesen Spezialfall dadurch auf, dass wir den regula¨ren Freiheitsgrad
A der Kante a ebenfalls als abha¨ngig markieren.
6.3.3 Algorithmus
Die oben in den Kapiteln 6.3.1 und 6.3.2 definierten Verfeinerungsregeln ko¨nnen wir nun
schematisch zu einem Algorithmus zusammenfassen.
Algorithmus 2 1. Initialisiere das Grobgitter (nur regula¨re Freiheitsgrade vorhan-
den)
2. Berechne lokale Fehlerindikatoren auf jedem Element i
3. Bestimme fu¨r jedes i mit Hilfe der Fehlerindikatorwerte die Verfeinerungsart und
markiere die Elemente
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a
b c
A
Abbildung 6.7: Spezialfall bei ha¨ngenden Knoten
4. Untersuche fu¨r jede geplante Unterteilung des Elements, ob die erweiterte one-
constaraint-rule gewahrt wird
5. Ergeben sich durch Verfeinerung zwei ha¨ngende Knoten auf einer Kante, markiere
Nachbarelemente zur Unterteilung
6. Gehe zu 4., bis keine zusa¨tzlichen Verfeinerungen no¨tig sind
7. Initialisiere neues Gitter
8. Berechne die neue Approximation und gehe zu 2.
6.4 Approximation der abha¨ngigen Freiheitsgrade
Die Menge der Freiheitsgrade eines aktuellen Gitters Th ko¨nnen wir fu¨r knotenbasierte
Formfunktionen mit Hilfe der Definition 6.1.1 in zwei verschiedene Teilmengen unter-
teilen. Die globalen Knoten des Gitters werden in regula¨re und ha¨ngende Knoten un-
terschieden. Sei N r die Menge der regula¨ren Freiheitsgrade und sei N a die Menge der
abha¨ngigen Freiheitsgrade.
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Die regula¨ren Freiheitsgrade sind die unabha¨ngigen Freiheitsgrade des Gitters. Es sei
S1h(Th) der Raum der stu¨ckweisen linearen Funktionen bzgl. der Triangulierung Th. Eine
Basis von S1h(Th) ist definiert durch die stu¨ckweisen Funktionen φxi fu¨r die regula¨ren
Freiheitsgrade xi ∈ N
r mit
φi(xj) = δij ∀xj ∈ N
r.
Fu¨r eine Funktion uh ∈ S
1
h(Th) mit N = dimS
1
h(Th) haben wir dann die Darstellung fu¨r
ein regula¨res Gitter
uh(x) =
N∑
k=1
ukφxk(x),
wobei uk die Funktionswerte in dem Punkten xk sind.
In einem Gitter mit ha¨ngenden Knoten ko¨nnen wir nicht mehr in jedem Knoten des Git-
ters eine Formfunktion definieren. Zu jedem abha¨ngigen Freiheitsgrad xi ∈ N a existiert
eine Menge Ij von regula¨ren Freiheitsgraden xj ∈ N
r (j = 1, . . . , Na) und ein Vektor wj
mit Gewichtungsfaktoren, so dass gilt
φxi =
Na∑
j=1
wjφxj .
Die abha¨ngigen Freiheitsgrade sind Linearkombinationen der benachbarten regula¨ren
Freiheitsgrade. Fu¨r den abha¨ngigen Freiheitsgrad x1 in Abbildung 6.4 haben wir z.B.
die Darstellung
φ˜x1 =
1
2
ux1aφx1a +
1
2
ux1bφx1b,
mit den Gewichten w1a = w1b =
1
2
fu¨r die Endpunkte der Kante. Diese Gewichtung
gilt auch in 3D fu¨r die kantenbasierten ha¨ngenden Knoten. Falls wir einen ha¨ngenden
Knoten bzw. einen abha¨ngigen Freiheitsgrad auf einer Seitenfla¨che haben, setzt sich der
abha¨ngige Freiheitsgrad aus den vier Eckpunkten der Seitenfla¨che zusammen
φ˜x1 =
1
4
ux1aφx1a +
1
4
ux1bφx1b +
1
4
ux1cφx1c +
1
4
ux1dφx1d.
Falls die Eckpunkte der Kante bzw. der Seitenfla¨che ebenfalls abha¨ngige Freiheitsgrade
sind (und dies noch der
”
one-constraint-rule“ genu¨gt), werden die regula¨ren Freiheits-
grade, die den Eckpunkt definieren zur Bestimmung des abha¨ngigen Freiheitsgrades
hinzuaddiert. Die zugeho¨rigen Gewichte werden multipliziert.
Fu¨r eine Funktion uh ∈ S1h(Th) bzgl. einer Triangulierung mit ha¨ngenden Knoten haben
wir dann die Darstellung
uh(x) =
∑
xi∈N r
uiφi(x) +
∑
xj∈Nα
ujφj(x) =
∑
xi∈N r
uiφi(x) +
∑
xj∈N r
∑
xk∈Ij
wkukφj(x)
aus den regula¨ren Freiheitsgraden und den Linearkombinationen der regula¨ren Freiheits-
grade, um die abha¨ngigen Freiheitsgrade aufzulo¨sen.
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6.5 Ha¨ngende Kanten
Fu¨r die Diskretisierung z.B. von Maxwell-Problemen werden Elemente beno¨tigt, die
die Freiheitsgrade auf den Elementkanten, statt in den Eckpunkten der Elemente ha-
ben. fu¨r die Diskretisierung des H(curl ,Ω)-Raumes werden in [53] die so genannten
Ne´de´lec-Basisfunktionen definiert. H(curl ,Ω)-konforme Basisfunktionen haben stetige
Tagentialkomponenten zwischen den Elementgrenzen.
Die Implementation der ha¨ngenden Kanten beschra¨nkt sich hier zuna¨chst auf Ne´de´lec-
Elemente niedrigster Ordnung. Fu¨r ein hexaedrisches Gitter definiert man den lokalen
Finite-Element-Raum niedrigster Ordnung durch
ND1(T ) := {u : u1 ∈ P0,1,1(T ), u2 ∈ P1,0,1(T ), u3 ∈ P1,1,0(T )}.
Dabei bezeichnet Pa,b,c den Raum der Polynome mit den Polynomgraden a fu¨r x, b fu¨r
y und c fu¨r z. Die lokalen Freiheitsgrade sind dann so definiert, dass sie auf der ganzen
Kante konstant sind. Die Basisfunktionen sind wie folgt definiert
bˆ1 =
1
8

(1− y)(1− z)0
0

 , bˆ2 = 1
8

(1 + y)(1− z)0
0

 ,
bˆ3 =
1
8

(1− y)(1 + z)0
0

 , bˆ4 = 1
8

(1 + y)(1 + z)0
0

 ,
bˆ5 =
1
8

 0(1− x)(1− z)
0

 , bˆ6 = 1
8

 0(1 + x)(1− z)
0

 ,
bˆ7 =
1
8

 0(1− x)(1 + z)
0

 , bˆ8 = 1
8

 0(1 + x)(1 + z)
0

 ,
bˆ9 =
1
8

 00
(1− x)(1− y)

 , bˆ10 = 1
8

 00
(1 + x)(1− y)

 ,
bˆ11 =
1
8

 00
(1− x)(1 + y)

 , bˆ12 = 1
8

 00
(1 + x)(1 + y)

 .
Fu¨r die Numerierung der Kanten siehe Abbildung 6.8.
Da die Freiheitsgrade auf den Kanten liegen, sprechen wir hier von ha¨ngenden Kanten
bzw. von abha¨ngigen Kanten. Wir benutzen fu¨r den Umgang mit diesen Freiheitsgraden
die gleiche Datenstruktur wie fu¨r die oben beschriebenen ha¨ngenden Knoten.
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Abbildung 6.8: Numerierung der Kanten im Referenzelement
Definition 6.5.1 Eine Kante k eines Gitters Th ist eine regula¨re Kante, falls alle Ele-
mente, die mit der Kante k verbunden sind, die Kante mit der gleichen Gro¨ße aufweisen.
Eine Kante l heißt ha¨ngend oder abha¨ngig, falls die Kante bei einem zugeho¨rigen
Nachbarelement eine gro¨ßere Kante entgegenstehen hat oder eine freistehende Kante auf
einer Seitenfla¨che eines Nachbarelements ist (siehe Abb. 6.9).
A
B
C
k
l
m
a
b
Abbildung 6.9: ha¨ngende Kanten auf einer Fla¨che bzw. an einer Kante
In Abbildung 6.9 haben wir die verschiedenen Arten der ha¨ngenden Kanten dargestellt.
Im linken Bild sind die beiden Kanten a und b ha¨ngend, da sie eine Mittelkante auf
der Fla¨che des jeweiligen Nachbarn sind (dies ist natu¨rlich nur in 3D mo¨glich). In der
rechten Darstellung sind die Kanten l und m der Elemente B bzw. C abha¨ngige Kanten,
da sie an eine lange Kante k des Elements A angrenzen.
Das Verfeinerungsgesetz bei den kantenorientierten Freiheitsgraden la¨sst sich einfach
durch die Regel, dass eine Kante nur ho¨chstens zwei kleine Kanten auf einem zugeho¨ri-
gen Nachbarelement haben darf, beschreiben. Wird ein Element durch einen adaptiven
Verfeinerungalgorithmus zur Unterteilung markiert, mu¨ssen die zu halbierenden Kanten
untersucht werden. Ist eine Kante bereits eine kleine Kante zu einer großen Nachbar-
kante, mu¨ssen alle Elemente, die diese große Kante teilen ebenfalls verfeinert werden.
Dadurch ko¨nnen lokal stark verfeinerte Gitter zur besseren Approximation z.B. einer
Singularita¨t erzeugt werden.
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Fu¨r die Implementation der ha¨ngenden Kanten benutzen wir teilweise die gleichen Rou-
tinen wie im Knotengitter und teilweise a¨hnliche Routinen, die wir von der Verwendung
der ha¨ngenden Kanten adaptieren (siehe Kap. 6.2.3). Da die Datenstruktur auch in die-
sem Fall gleich ist, benutzen wir die gleichen Daten fu¨r die Gitter und die Splines wie
fu¨r den Knotenfall.
Fu¨r die kantenbasierten Freiheitsgrade haben wir nicht von vornherein eine eindeutige
Numerierung. Deswegen wird in der Routine opthgi3ND zuna¨chst jeder Kante, die
ein Freiheitsgrad ist (regula¨r oder abha¨ngig), eine globale Nummer zugeordnet. Danach
werden die Kanten auf ihre Regularita¨t oder ihre Abha¨ngigkeit u¨berpru¨ft und dies ent-
sprechend markiert. Abha¨ngige Kanten bekommen, wie bei den Knoten, einen negativen
Eintrag. Danach werden die Abha¨ngigkeiten von regula¨ren Kanten erfasst und die In-
formationen in dem Feld hgi gesammelt. In hgw werden ebenfalls die Gewichtsfaktoren
gesichert, mit denen die regula¨ren Kanten gewichtet werden mu¨ssen, um den Wert auf
der abha¨ngigen Kante zu interpolieren. Dazu gibt es unterschiedliche Situationen fu¨r
abha¨ngige Kanten zu beachten (siehe Abb. 6.9).
Liegen zwei ha¨ngende Kanten als kleine Kanten an einer großen Kante (siehe Abb. 6.9
rechts), so wird der konstante Wert des Koeffizienten der Ne´de´lec-Basisfunktion auf der
großen Kante mit den Faktor 0.5 auf die kleinen u¨bertragen (also mit dem Gewicht 0.5).
Ist eine ha¨ngende Kante eine Mittelkante zwischen zwei regula¨ren Kanten gleicher Gro¨ße
(siehe Abb. 6.9 Kante a), setzt sich der Wert des Koeffizienten aus der Ha¨lfte der beiden
Werte der regula¨ren Kanten zusammen. D.h. es gilt c = 1
2
a+ 1
2
b.
Durch die adaptive Verfeinerung kann es vorkommen, dass es Kanten gibt, die zwischen
zwei regula¨ren Kanten liegen, aber nur die halbe La¨nge haben. Es ergibt sich dann eine
Linearkombination von c = 1
4
a + 1
4
b.
Diese drei Fa¨lle sind die einzigen Fa¨lle, die bei der Verwendung der ha¨ngenden Kanten
auftreten. Es kann natu¨rlich passieren, dass sich durch die Verfeinerungsentwicklung ei-
nes Gitters Abha¨ngigkeiten von abha¨ngigen Kanten ergeben kann. In diesem Fall werden
zur Auflo¨sung des abha¨ngigen Freiheitsgrades alle regula¨ren Freiheitsgrade gesammelt,
die alle zugeho¨rigen abha¨ngigen Freitsgrade auflo¨sen. Die Gewichte werden dann multi-
plikativ u¨bertragen.
Bei der Betrachtung der Stetigkeit fa¨llt ein Spezialfall einer Gitter- bzw. Elementkon-
stellation auf (siehe Abb. 6.10), in der die Stetigkeit nicht mehr gewa¨hrleistet ist. Die
abha¨ngige lange Kante a des Elements A muss durch die Kanten links und rechts davon
definiert werden. Da aber die Kante rechts von a keine lange Kante eines Elements ist,
sondern zwei Kanten b von C und c von B vorhanden sind, mu¨sste eine Linearkombi-
nation aus drei Kanten gebildet werden. Da aber b und c regula¨re Kanten sind, mu¨ssen
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Abbildung 6.10: Spezialfall bei ha¨ngenden Kanten
diese nicht den gleichen konstanten Wert haben. Wu¨rden wir also nur eine der beiden
Kanten zur Bestimmung des Koeffizienten auf der Kante a benutzen, wu¨rden die no¨tigen
Informationen nicht richtig gesetzt. Beide Kanten ko¨nnen wir auch nicht benutzen, da
dann a nicht mehr den gleichen konstanten Wert u¨ber die ganze Kante haben wu¨rde.
Wir verhindern diesen Spazialfall, indem wir im Test der erweiterten Regularita¨t des
Gitters diese Situation auflo¨sen. Fu¨r die Konfiguration in Abbildung 6.10 muss das Ele-
ment A zusa¨tzlich horizontal verfeinert werden. Die langen Kanten a und f werden also
in jeweils zwei kleine Kanten unterteilt. Aus der Kante f entstehen so zwei neue regula¨re
Kanten. Die Gewichtsverteilung auf den neuen abha¨ngigen Kanten von a ko¨nnen wir nun
mit der oben beschriebenen Vorgehensweise fu¨r die Mittelkantensituation gleicher Gro¨ße
vornehmen.
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