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For there to be a successful measurement of the 21 cm Epoch of Reionization (EoR) power spec-
trum, it is crucial that strong foreground contaminants be robustly suppressed. These foregrounds
come from a variety of sources (such as Galactic synchrotron emission and extragalactic point
sources), but almost all share the property of being spectrally smooth, and when viewed through
the chromatic response of an interferometer, occupy a signature “wedge” region in cylindrical k⊥k‖
Fourier space. The complement of the foreground wedge is termed the “EoR window”, and is
expected to be mostly foreground-free, allowing clean measurements of the power spectrum. This
paper is a sequel to a previous paper that established a rigorous mathematical framework for describ-
ing the foreground wedge and the EoR window. Here, we use our framework to explore statistical
methods by which the EoR window can be enlarged, thereby increasing the sensitivity of a power
spectrum measurement. We adapt the Feldman-Kaiser-Peacock approximation (commonly used in
galaxy surveys) for 21 cm cosmology, and also compare the optimal quadratic estimator to simpler
estimators that ignore covariances between different Fourier modes. The optimal quadratic estima-
tor is found to suppress foregrounds by an extra factor of ∼ 105 in power at the peripheries of the
EoR window, boosting the detection of the cosmological signal from 12σ to 50σ at the midpoint of
reionization in our fiducial models. If numerical issues can be finessed, decorrelation techniques allow
the EoR window to be further enlarged, enabling measurements to be made deep within the fore-
ground wedge. These techniques do not assume that foreground are Gaussian-distributed, and we
additionally prove that a final round of foreground subtraction can be performed after decorrelation
in a way that is guaranteed to have no cosmological signal loss.
PACS numbers: 95.75.-z,98.80.-k,95.75.Pq,98.80.Es
I. INTRODUCTION
By mapping the intensity of the redshifted hyperfine
transition of hydrogen in three dimensions, 21 cm cosmol-
ogy has the potential to survey a larger volume of our ob-
servable Universe than any other cosmological probe to
date [1–4]. Efforts aimed at lower redshifts (0 < z <∼ 4,
depending on the experiment) aim to use neutral hydro-
gen as a tracer for large scale structure and are expected
to be incisive probes of dark energy and its time evo-
lution [5–10]. Interferometer arrays such as the Don-
ald C. Backer Precision Array for Probing the Epoch
of Reionization (PAPER [11, 12]), the Murchison Wide-
field Array (MWA [13, 14]), the Low Frequency Array
(LOFAR [15]), and the Giant Metrewave Radio Tele-
scope Epoch of Reionization experiment (GMRT-EoR
[16]) are currently targeting higher redshifts (6 <∼ z <∼ 13,
∗ acliu@berkeley.edu
again depending on the experiment). These experi-
ments open up a previously unexplored period in our
Universe’s history—the Epoch of Reionization (EoR)—
during which the first luminous objects ionized the in-
tergalactic medium (IGM). Future instruments such as
the Hydrogen Epoch of Reionization Array (HERA [17])
and the Square Kilometer Array (SKA [18]) will further
push the redshift and sensitivity frontiers, probing an
even broader range of redshifts with greater sensitivity.
This will enable not only detailed studies of the proper-
ties of the first objects and their effect on the IGM, but
also of more exotic physics such as dark matter annihi-
lation [19], and may eventually even lead to constraints
on fundamental parameters such as the neutrino mass
[20, 21] and non-Gaussianity [22].
For 21 cm cosmology to become a reality, however, it
will be necessary to deal with foreground systematics.
The cosmological signal that experiments seek to detect is
faint (favored to be roughly a few mK in brightness tem-
perature with most theoretical models [23–25]), whereas
sources of foreground radio emission such as Galactic syn-
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2chrotron radiation are bright (known empirically to be on
the order of a few hundred Kelvin at frequencies relevant
to EoR experiments [26]). A systematic way to subtract
or evade these foregrounds is therefore crucial.
Proposals for foreground mitigation can be roughly
split into two categories: foreground subtraction and
foreground avoidance. Foreground subtraction schemes
typically propose to model the foregrounds before sub-
tracting them off directly from the data. Different pro-
posals require modeling the foregrounds to different lev-
els of detail. Some rely only on the fact that the fore-
grounds are expected to be spectrally smooth compared
to the cosmological signal [27–36]. Others also take ad-
vantage of the angular dependence of foregrounds [37–
41], or leverage their inherent non-Gaussianity [42, 43].
If modeling inaccuracies can be minimized and accidental
cosmological signal losses (if any) are correctly accounted
for, foreground subtraction techniques in principle allow
extremely high signal-to-noise measurements.
As an alternative to foreground subtraction, one may
instead opt for a more conservative approach of fore-
ground avoidance. Foreground avoidance strategies have
been developed primarily for measurements of the 21 cm
power spectrum, which will be the focus of this paper.
In a power spectrum measurement, one essentially takes
a three-dimensional survey volume and performs spatial
Fourier transforms over all three spatial axes to give a
set of Fourier amplitudes labeled by three wavenumbers:
kx and ky for the angular directions, and k‖ for the line-
of-sight direction. The data are then squared and appro-
priately binned. Now, recall that because 21 cm surveys
map our Universe using a spectral line, there is a direct
correspondence between the observation frequency and
the line-of-sight distance. Foreground emission (being
spectrally smooth [44]) is therefore expected to contam-
inate only the lowest k‖ modes, unlike the cosmologi-
cal signal, which is typically spread throughout Fourier
space. It should therefore be possible to pursue a strategy
of foreground avoidance, where power spectrum measure-
ments are only made at higher k‖.
Unfortunately, recent work has shown that it may
be overly simplistic to assume that foregrounds occupy
only the lowest k‖ modes. In Figure 1 we show a nu-
merical computation from a preceding companion paper
(Ref. [45], henceforth “Paper I”), where we plot the ex-
pected power spectrum contamination from foregrounds
as a function of cylindrical Fourier wavenumbers k‖ and
k⊥ ≡
√
k2x + k
2
y. At low k⊥, we see that our previous ex-
pectations are met, with the bright foregrounds contam-
inating only the first few k‖ bins. At high k⊥, however,
the foregrounds extend to higher k‖, forming a character-
istic “wedge”. Through detailed simulations, theoretical
work, and observations, it is now understood that the
wedge arises from the fundamentally chromatic nature
of interferometry [36, 41, 46–52]. Since interferometric
fringe patterns depend on the observation frequency, the
spatial wavenumber k⊥ is coupled to the frequency/line-
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FIG. 1. Residual bias (which is expected to contain only fore-
grounds) for a basic power spectrum estimator, reproduced
from Paper I. The foregrounds strongly contaminate a wedge
region, but fall sharply beyond the wedge.
of-sight wavenumber k‖. This coupling is more pro-
nounced at higher k⊥, which tend to be probed by the
baselines of an interferometer array that are longer, and
are thus known to be more chromatic. The result is a
leakage of foregrounds from low to high k‖ that is more
pronounced at high k⊥, i.e., the wedge.
Previous work has shown that while the existence of
the wedge means that more of the Fourier plane is con-
taminated with foregrounds than one might have naively
expected, this contamination is limited, in the sense that
there are theoretical and observational reasons for a sharp
drop-off in foreground power beyond the wedge. Fore-
ground avoidance is therefore still a viable foreground
mitigation strategy, as long as one is careful to only in-
clude power spectrum measurements outside the wedge,
in a region colloquially known as the “EoR window”. In
Paper I, we extended and unified previously disparate as-
pects of the existing literature in a mathematical frame-
work of the wedge and the EoR window. Importantly,
our framework was fully covariant, allowing errors and
error correlations to be properly captured, whether they
arose from instrumental effects or foreground contamina-
tion.
In this paper, we make use of our mathematical frame-
work to examine ways in which the EoR window may
be enlarged using statistical methods. In other words,
we consider ways in which the foreground wedge can be
reduced without directly modeling and subtracting fore-
ground models from the data, thus preserving the conser-
vative spirit of foreground avoidance. If successful, an en-
largement of the EoR window can result in higher signif-
icance measurements of the EoR power spectrum, since
thermal noise is typically independent of k‖, while the
cosmological signal increases in strength towards low k‖.
The ability to push into the wedge can be the difference
3between a non-detection and a significant detection with
current-generation experiments, and much-improved as-
trophysical constraints with next-generation experiments
[17]. We will find that minimum-variance power spec-
trum estimators can reduce foregrounds at the edge of
the wedge by a factor of up to 105 in power (i.e., in
temperature-squared units).
Pushing beyond a simple application of the minimum-
variance power spectrum estimator, the error statistics
computed using the framework presented in Paper I can
be used to push deeper into the wedge. In Paper I, we
described the wedge as a scattering of foregrounds from
low k‖ regions to higher k‖. The form of this scatter-
ing is computable in a foreground-independent manner
using the formalism of Paper I. Since this scattering is
a well-defined linear operation that acts on the power
spectrum, it can in principle be undone using decorre-
lation techniques. Decorrelation allows foregrounds to
be more readily identified and removed in a final post-
processing step following power spectrum estimation. We
prove that such a strategy does not require assumptions
of foreground Gaussianity, is immune to possible model-
ing inaccuracies of the subtracted foregrounds, and does
not suffer from any formal signal loss. The last two fea-
tures, in particular, stand in contrast to methods that
directly subtract foregrounds from the input data [27, 29–
32, 35]. With decorrelation and a subsequent foreground
removal (a combination that we dub “foreground isola-
tion”), one may potentially allow work deep within the
wedge, although numerical issues must be dealt with.
The rest of this paper is organized as follows. In Sec-
tion II we establish notation and summarize the results of
Paper I. These results form a basic picture of the wedge
and the EoR window that serve as a reference; our goal is
to improve upon this basic picture. Section III comments
briefly on the interplay between foreground subtraction
and foreground avoidance. In Section IV, we first ex-
amine the possibility of enlarging the EoR window using
the computationally cheap class of separable power spec-
trum estimators before discussing the more computation-
ally expensive non-separable estimators, which include
the optimal minimum-variance estimator. The compu-
tationally expensive estimators are explored numerically,
using exactly the same setup as we used in Paper I, from
the foreground model and the fiducial instrument down
to algorithmic details such as binning. Finally, we ex-
amine the foreground isolation approach in Section V,
before ending with some concluding remarks in Section
VI.
II. SUMMARY OF PAPER I
In this section, we briefly summarize the results of Pa-
per I [45] to set the stage for the estimator optimizations
performed in this paper. In Paper I, we showed how
to incorporate the foreground wedge into a discretized
quadratic estimator formalism. The power spectrum is
approximated as being comprised of piecewise constant
bandpowers in a discretized grid of cells on the k⊥k‖
plane.1 One then forms an estimate p̂α of the bandpower
pα in the αth cell on the k⊥k‖ grid by computing
p̂α = x
†Eαx, (1)
with x denoting the input data (e.g. a serialized list
of visibilities over all baselines and all frequencies) and
Eα denoting an estimator matrix for the αth band. The
form of the estimator matrix is a choice that is made by
the data analyst. Different choices yield estimated band-
powers that are related to the true power spectrum in
different ways, with the exact relation specified by win-
dow functions. The window function matrix is defined
as
p̂α ≡
∑
β
Wαβpβ , (2)
so that the αth row tells us which linear combination
of bands (indexed by β) contribute to the estimate of
the αth bandpower. To allow us to interpret each esti-
mated bandpower as a weighted average of the truth, the
normalization of Eα is chosen such that each row of the
window matrix sums to unity. The explicit form of Wαβ
is given by
Wαβ = tr [EαC,β ] , (3)
where C ≡ 〈xx†〉 is the total covariance matrix of the
data (including foregrounds, instrumental noise, and cos-
mological signal), and C,β ≡ ∂C/∂pβ is its derivative
with respect to the βth bandpower. Throughout this
paper, angular brackets denote ensemble averages. Since
we are assuming that the bandpowers are constant within
each Fourier cell, the bandpowers are related to the co-
variance matrix via
C = N +
∑
α
pαC,α, (4)
where N is the instrumental noise covariance
The choice of estimator affects not only the window
functions, but also the error bars and the error correla-
tions on the final estimates. These error statistics are
quantified by the bandpower covariance matrix:
Σαβ ≡ 〈p̂αp̂β〉 − 〈p̂α〉〈p̂β〉 = 2tr [EαCEβC] . (5)
1 While the cosmological power spectrum is expected to respect
statistical isotropy, thus allowing a spherically-symmetric bin-
ning of Fourier space along contours of constant k ≡ (k2⊥+k2‖)1/2,
the cylindrical power spectrum is the most useful for diagnosing
systematics such as foregrounds. We therefore exclusively deal
with the cylindrical power spectrum in this paper, since our fo-
cus is on foreground systematics, and one can always include an
extra binning step at the end of a power spectrum estimation
pipeline to bin the cylindrical power spectrum into a spherical
one if desired.
4A final quantity in our suite of statistics is the bias in
our estimator. Typically, the bandpower estimates given
by Eq. (1) will be biased, since the power from residual
errors will always be positive and therefore not cancel
out with averaging, even if the residuals themselves are
symmetrically distributed about zero. The bias bα for
the αth bandpower estimate is given by
bα = tr[E
αCjunk], (6)
where Cjunk is the contaminant contribution to the data
covariance matrix. In certain applications where this can
be accurately modeled (such as in galaxy surveys, where
Cjunk is dominated by galaxy shot noise), this bias can
be subtracted from the bandpower estimate. In 21 cm
cosmology, the main contribution to Cjunk is the contri-
bution from foregrounds (assuming that noise bias can be
eliminated via cross-correlations), which are poorly un-
derstood at low frequencies. We therefore assume that
no foreground bias subtraction is attempted, and con-
sider the bias to be a residual systematic. Put another
way, Eq. (2) does not quite describe the relation between
our bandpower estimates and the true bandpowers with-
out the bias subtraction, and needs to be supplemented
by Eq. (6) as an additive term on the right hand side.
In Paper I, we examined a “basic” estimator defined by
the estimator matrix Eα ∝ N−1C,αN−1. It was shown
that in the limit of a very finely discretized k⊥k‖ grid,
such an estimator is equivalent to one where visibilities
are gridded with the Fourier footprint of the primary
beam, followed by a squaring and binning of the resulting
Fourier amplitudes. Our basic estimator is therefore in-
tended to be representative of many existing power spec-
trum pipelines [50, 51, 53]. Numerical computations gave
the following conclusions:
(1) Window functions are typically quite narrow in ex-
tent outside high k⊥ and low-to-moderate k‖ re-
gions (i.e., outside the wedge region). As one en-
croaches upon the wedge, the window functions de-
velop long tails towards low k‖. This causes spec-
trally smooth (low k‖) foregrounds to be scattered
to higher k‖ modes in a k⊥-dependent way, result-
ing in the wedge. Some sample window functions
from the basic estimator are shown in Figure 2.
(2) The residual bias is shown in Figure 1. This con-
firms the basic picture of strong foreground con-
tamination inside the wedge, with a sharp drop-off
as one moves away from the wedge and into the
EoR window.
(3) Error bars are shown in Figure 3. The trends are
similar to those seen in the bias: large errors ex-
ist within the wedge, but drop off sharply outside.
Note that whereas the bias in the EoR window is
essentially zero, the errors plateau to a non-zero
value. This reflects the fact that cross-correlations
remove noise bias, but not noise variance.
(4) Computing the full error covariance matrix Σ, we
found that off-diagonal elements (i.e., error corre-
lations) were large. In our basic estimator, Fourier
modes within the wedge were seen to be highly
correlated with each other, reducing the number
of independent modes measured. This suggests
that sensitivity estimates for power spectrum mea-
surements that use our basic estimator (or almost
equivalently, by a simple squaring and binning
following primary beam gridding on the Fourier
plane) may be overly optimistic.
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FIG. 2. Sample window functions computed for the
basic estimator. From top left to bottom right,
the windows are centered at (k⊥, k‖) = (0.0094, 2.9),
(0.038, 2.9), (0.11, 2.9), (0.0094, 1.4), (0.038, 1.4), (0.11, 1.4),
(0.0094, 0.44), (0.038, 0.44), (0.11, 0.44)hMpc−1. Those cen-
tered at high k⊥ and low k‖ develop tails towards low k‖,
allowing foreground power to leak to higher k‖.
These results from Paper I confirmed the basic pic-
ture of the foreground wedge and the EoR window in a
statistically rigorous fashion, allowing a robust program
of foreground avoidance where power spectrum measure-
ments are made only outside the wedge. As shown in
Ref. [17], however, much-improved constraints on astro-
physical parameters can be obtained if foregrounds can
be mitigated sufficiently to enable measurements inside
the wedge. We will thus spend the rest of this paper
examining various methods for reducing the extent of
the foreground wedge, or equivalently, enlarging the EoR
window.
III. DIRECT SUBTRACTION OF
FOREGROUNDS
The most conceptually straightforward way to enlarge
the EoR window is to directly subtract foregrounds from
the data. Trivially, if a perfect foreground model (con-
taining all necessary spatial and spectral information)
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FIG. 3. Power spectrum errors bars for our basic estimator,
reproduced from Paper I. The patterns are similar to those
seen in the bias, with large errors driven by the foregrounds
inside the wedge. Errors drop significantly outside the wedge
as they become dominated by the (much smaller) errors from
thermal noise.
were to exist, one would be able to propagate this model
through a measurement equation to predict measured
visibilities. These visibilites could then be subtracted
from the data prior to power spectrum estimation, elim-
inating the foreground contribution Cfg from the total
covariance C. In practice, foreground models are not
perfect, and some residual foreground covariance will re-
main. It is then the foreground uncertainty, not the fore-
grounds themselves that are the biggest problem in power
spectrum estimation, a point that was emphasized in Ref.
[49].
For direct foreground subtraction to be effective, how-
ever, it is important to avoid inaccuracies, even though
uncertainties are tolerable. In other words, large error
bars are permitted, but biases should be avoided at all
costs. This is because the foregrounds are typically much
brighter than the cosmological signal, and thus small mis-
subtractions of foregrounds may result in substantial sig-
nal loss. Ideally, such signal loss should be quantified
and adjusted for in one’s final results, as was done in
Refs. [16, 40, 54]. Additionally, mis-subtracted fore-
grounds may result in residual biases in the power spec-
trum, which are equally problematic. In contrast, the
procedures that we follow in this paper are much more
conservative ones that use only the statistical properties
of the foregrounds. Ultimately, a combination of direct
subtraction and statistical mitigation might be used, al-
though a detailed study of the associated trade-off be-
tween the aggressiveness of the foreground subtraction
and its robustness is necessary.
IV. ENLARGING THE EOR WINDOW WITH
BETTER ESTIMATORS
In this section, we discuss how different estimators can
be used to enlarge the EoR window. This is motivated by
the fact that were it not for the foregrounds, the ratio of
the cosmological signal to thermal noise would be largest
at low k. As was pointed out in Ref. [17], working at low
k can result in large increases in detection significance,
and ultimately to corresponding decreases in the error
bars of measured model parameters.
In what follows, we will consider estimator matrices
Eα that fall into two distinct categories. The first cat-
egory consists of estimators that are separable, so that
the estimator matrix may be written as
Eα ≡ eαe†α, (7)
i.e., as the outer product of some vector eα with itself.
With such estimators, the estimated bandpower p̂α for
the αth cell in three-dimensional Fourier k space takes
the form
p̂α = x
†eαe†αx = |e†αx|2 ≡ |zα|2. (8)
Separable estimators are therefore ones where linear com-
binations of the data are formed to measure Fourier am-
plitudes zα, which are then squared to give power spec-
tra. These power spectra can then be binned together
according to the symmetry of the problem, an example
being the cylindrical binning where all bandpowers falling
inside an annular region of volume VA within a narrow
range in k⊥ and k‖ are summed together:
p̂A ≡ 1
VA
∑
α∈A
wαp̂α, (9)
where wα is the weight given to the αth bandpower.
While this last binning step means that the overall es-
timator of the binned power spectrum is not separable,
we will continue to classify estimators as separable if they
are separable prior to binning.
In contrast, non-separable estimators cannot be writ-
ten in the form specified by Eq. (7), even before binning.
Each bandpower is a linear combination not of the data
vector elements themselves, but of product pairs of the
data:
p̂α = x
†Eαx =
∑
ij
(Eα)ijxixj . (10)
Compared to separable estimators, the non-separable es-
timators provide additional degrees of freedom in deter-
mining how the measured data ought to be weighted. In
general, then, the optimal power spectrum estimator will
be of a non-separable form. However, separable estima-
tors are computationally easier to implement, and have
therefore been used frequently in 21 cm power spectrum
estimation [12, 52, 53]. More specifically, suppose one
6wishes to estimate Nbands bandpowers using a data vec-
tor that is of length Nmeas = NblNν (where Nbl is the
number of baselines in our array, and Nν is the number
of frequency channels). Separable estimators essentially
involve evaluating a single dot product for each band,
and therefore scale as O(NmeasNbands). In contrast, non-
separable estimators scale as O(N2measNbands) because a
vector-matrix multiplication is involved. Furthermore,
these scalings assume that Eα and eα are known ahead of
time. Including the time needed to compute these quanti-
ties often makes the difference in computational cost even
more extreme. For example, the optimal separable esti-
mator that we derive in Section IV A makes use of a set
of eα vectors that can be computed in O(NmeasNbands)
time. On the other hand, constructing Eα for the op-
timal non-separable estimator described in Section IV B
requires evaluating C−1 in addition to the multiplica-
tion of several Nmeas × Nmeas matrices, giving a scaling
of O(N3measNbands). Additional assumptions regarding
foreground and survey properties may potentially allow
improvements to be made to this last scaling [39], but
it remains an open questions as to whether or not these
assumptions are warranted at detection-level sensitivities
and beyond.
A. Separable estimators: minimizing the variance
with the FKP approximation
In Paper I, we showed that in the limit of infinitely
fine k⊥ and k‖ bins, the basic estimator that we summa-
rized in Section II is equivalent to a separable estimator
where the Fourier amplitudes are estimated using a least-
squares estimator, and then squared to form the power
spectrum. However, even though a correctly-normalized
least-squares estimator is a provably optimal (minimum
variance) way to form a map of Fourier amplitudes of the
sky [55], it does not follow that simply squaring those am-
plitudes is the optimal way to estimate the power spec-
trum. In this section, we derive an improved separable
power spectrum estimator by solving a constrained min-
imization problem: if computational limitations dictate
that we form our power spectrum using Eq. (7) rather
than Eq. (10), what choice of eα gives the smallest error
bars? The result will essentially be the Feldman-Kaiser-
Peacock (FKP) approximation that is commonly used
in galaxy surveys [56, 57], but applied to radio inter-
ferometers. Our derivation will draw heavily from that
presented in Ref. [57] for galaxy surveys.
We begin with the visibility V (b, ν) measured by a
single baseline b of an interferometer at frequency ν:
V (b, ν) =
∫
I(θ, ν)A
(
θ
θ0
, ν
)
exp
(
−i2piν
c
b · θ
)
d2θ,
(11)
where I(θ, ν) is the sky temperature, A(θ/θ0, ν) is the
primary beam, and θ0 is some fiducial beam width. A
visibility is essentially a measure of a Fourier mode of
the primary beam-weighted sky, with the wavenumber of
the mode given by u = νb/c. Now, suppose we were
to ignore the inherent chromaticity of the interferometer,
replacing ν in the exponent with ν0. From the results of
Paper I and Ref. [36], we know that this is tantamount
to working only with short baselines, or being far away
from the wedge. With such a substitution, each visibility
probes the same spatial Fourier mode across all frequen-
cies. An interferometer therefore measures sky modes in
a hybrid space where the angular directions are cast in a
Fourier basis, while the line-of-sight direction remains in
a frequency basis.
To estimate Fourier amplitudes in full three-
dimensional Fourier space, one can imagine first recon-
structing a dirty image from the visibilities, weighting
the result, and then Fourier transforming along both the
angular and spectral directions to re-enter Fourier space:
zα =
∫
d3r e−i2piqα·rχ(r)
∑
i
ei2piui·θV (bi = uic/ν0, ν),
(12)
where we have defined q ≡ (u, η) as the Fourier dual to
r ≡ (θ, ν), and χ(r) is a weighting function.2 Note that
since we have yet to specify the form of χ, our expres-
sion for zα is flexible enough to describe many common
prescriptions for imaging. For example, since a multi-
plicative weighting in the image domain is equivalent to
a convolution in uv space, this includes the prescription
suggested in Ref. [55, 58], where the visibilities are re-
gridded with a uv space primary beam kernel. Our goal
in this section will be to find a form for χ that minimizes
the variance of our separable power spectrum estimator
p̂α = |zα|2.
For analytical tractability, it is convenient to replace
the sum in Eq. (12) with an integral over a continuous
distribution ρ˜(u) of baselines on the uv plane, i.e.∑
i
(. . . )→
∫
d2ui ρ˜(ui)(. . . ), (13)
where ρ˜(u) is normalized such that
∫
d2u ρ˜(u) equals the
total number of baselines used in the analysis. Making
2 In this section, we adopt a Fourier convention where the Fourier
transform f˜(q) is given by
∫
d3re−i2piq·rf(r) and the inverse
transform by f(r) =
∫
d3qei2piq·rf˜(q). This convention is con-
venient because of its similarities to the definition of a visibility,
and differs from the cosmological convention in two ways. First,
our real-space position vector r is comprised of two angular co-
ordinates and a frequency, so cylindrical power spectra formed
under our convention inhabit uη space rather than k space. Their
conventions also differ in their placement of factors of 2pi; the cos-
mological convention has no such factors in the exponents, and
instead has a (2pi)3 in the denominator of the inverse transform.
From Section IV B onwards, we will express our results using the
cosmological convention to allow an easier comparison to other
works in the literature. For explicit expressions for converting
between the two conventions, see Appendix A of Paper I.
7this substitution and inserting Eq. (11) into Eq. (12)
gives
zα =
∫
d3rd2θ′ e−i2piqα·rχ(r)I(θ′, ν)A
(
θ′
θ0
, ν
)
ρ(θ−θ′).
(14)
The function ρ is the synthesized beam of the interferom-
eter array, and is given by the inverse Fourier transform
of ρ˜ over the spatial directions. Now, the primary beam is
typically much smoother than the sky signal, and varies
on a characteristic length scale that is much wider than
that of the synthesized beam. We may therefore factor
the primary beam out of the θ′ integral, and applying
Parseval’s theorem to the result gives
zα =
∫
d3r d3q e−i2pi(qα−q)·rχ(r)A(r)ρ˜(u)I˜(q)
=
∫
d3q ψ˜(qα − q)ρ˜(u)I˜(q), (15)
where I˜ is the Fourier transform of the sky tempera-
ture, and ψ˜ is the Fourier transform of the newly-defined
ψ(r) ≡ χ(r)A(r). The signal covariance matrix is then
given by
Sαβ ≡ 〈zαz∗β〉
=
∫
d3q ρ˜(u)2P (q)ψ˜(qα − q)ψ˜∗(qβ − q), (16)
where we have used the definition of the power spectrum,
〈I˜(q)I˜(q′)∗〉 ≡ P (q)δ(q−q′). In the literature, it is often
assumed that the power spectrum is smooth and slowly
varying. In contrast, as long as χ(r) is not taken to be too
narrow, a relatively broad primary beam A(r) will ensure
that ψ˜ is sharply peaked. We may therefore factor P (q)
out of the integral [20, 59]. Assuming that ρ˜(u) is also
smooth, this gives
Sαβ ≡ ρ˜2P
∫
d3q ψ˜(qα − q)ψ˜∗(qβ − q)
= ρ˜2P
∫
d3rχ2(r)A2(r)e−i2pi(qα−qβ)·r, (17)
where we have defined ρ˜ ≡ ρ˜[(uα + uβ)/2], P ≡ P [(qα +
qβ)/2], and in the last equality we used Parseval’s theo-
rem. The expected value of our estimator is given by the
diagonal elements of this matrix, i.e.
〈p̂α〉 = 〈|zα|2〉 = Sαα = ρ˜2P
∫
d3rχ2(r)A2(r). (18)
With this being proportional to P , we see that we can
arrange for our estimator to have no multiplicative bias
(i.e., for it to have the property that 〈p̂α〉 = P ) if χ(r) is
correctly normalized. The optimization that we perform
below will determine the form of χ(r) only to an overall
constant, which affords us the freedom to do so.
To compute the error bars on this mean power spec-
trum estimate, we also require the instrumental noise
contribution to the total covariance. The instrumental
noise enters as an additive contribution n(bi, ν) to the
visibility. Inserting n(bi, ν) in the place of V (bi, ν) in
Eq. (12) gives the noise contribution to the Fourier am-
plitude nα. Forming the noise covariance Nαβ ≡ 〈nαn∗β〉
then yields
Nαβ =
∫
d3rd3r′e−i2piqα·rei2piqβ ·r
′
χ(r)χ(r′)×∑
ij
ei2pi
ν
c bi·θe−i2pi
ν′
c bj ·θ′〈n(bi, ν)n(bj , ν′)∗〉. (19)
To simplify this expression, we assume that the instru-
mental noise is uncorrelated between baselines and fre-
quency channels, so that
〈n(bi, ν)n(bj , ν′)∗〉 = σ2(ν)Bchanδ(ν − ν′)δij , (20)
where σ2 is the noise variance in a single frequency chan-
nel, and the factor of Bchan (the frequency channel width)
accounts for the fact that instrumental noise is correlated
within a frequency channel. Inserting this into our noise
covariance gives
Nαβ =
∫
d2θd2θ′dνe−i2piuα·θei2piuβ ·θ
′
e−i2pi(ηα−ηβ)ν ×
χ(θ, ν)χ(θ′, ν)σ2(ν)Bchan
∑
i
ei2pi
ν
c (bi·θ−bj ·θ′)
=
∑
i
∫
dν σ2(ν)Bchane
−i2pi(ηα−ηβ)ν ×
χ
(
uα − νbi
c
, ν
)
χ∗
(
uβ − νbi
c
, ν
)
, (21)
where χ is the Fourier transform of χ over the spatial
directions only. We can proceed further by once again
neglecting the chromaticity of the interferometer (by let-
ting νbi/c ≈ ν0bi/c ≡ ui), and by replacing the discrete
sum over baselines with a continuous distribution over
ui:
Nαβ =
∫
dνd2uie
−i2pi(ηα−ηβ)νσ2(ν)Bchanρ˜(ui)×
χ (uα − ui, ν)χ∗ (uβ − ui, ν) (22)
As before, we assume that χ(r) is smooth and broad (this
can self-consistently checked later), which means that χ
will be narrowly peaked. The uv coverage density ρ˜ may
therefore be factored out of the integral, and invoking
Parseval’s theorem in the spatial directions yields
Nαβ = ρ˜
∫
d3rσ2(ν)Bchanχ
2(r)e−i2pi(qα−qβ). (23)
We therefore have a total covariance C ≡ S + N given
by
Cαβ =
∫
d3r χ2(r)
[
ρ˜σ2Bchan + ρ˜
2PA2(r)
]
e−i2pi(qα−qβ)·r.
(24)
As long as A(r) and χ(r) are smooth and broad, this
shows that the αth and βth Fourier cells will be cor-
related only if |qα − qβ | is small. In the u direction,
8this scale is set by the Fourier transform of the primary
beam, and in the η direction, the inverse of the observa-
tion bandwidth Bband. In binning squared Fourier ampli-
tudes to form the cylindrical power spectrum, it there-
fore makes sense to bin in annuli whose characteristic
dimensions are larger than these scales, so that different
annuli are uncorrelated. Assuming that rotation synthe-
sis yields a uv coverage that is approximately azimuthally
symmetric, modes falling within the same annulus can be
summed with equal weights, and the resulting variance
∆pA in our binned estimator p̂A is
(∆pA)
2 =
2
V 2A
∫
d3qαd
3qβ |Cαβ |2. (25)
These integrals, which both extend over VA, can be eval-
uated by making the substitutions q− ≡ qα − qβ and
q+ ≡ (qα + qβ)/2. With such a substitution, the q+
integral becomes trivial and simply gives a factor of VA.
We then have
(∆pA)
2 =
2
VA
∫
d3rd3r′d3qe−i2piq−·(r−r
′)χ2(r)χ2(r′)×[
ρ˜σ2Bchan + ρ˜
2PA2(r)
] [
ρ˜σ2Bchan + ρ˜
2PA2(r′)
]
(26)
For the q− integral, we can extend the bounds of the
integral to ±∞, since |Cαβ |2 ≈ 0 for large |q−| anyway.
The complex exponentials from Eq. (24) then integrate
to give δ(r− r′), and thus
(∆pA)
2 =
2
VA
∫
d3rχ4(r)
[
ρ˜σ2(ν)Bchan + ρ˜
2PA2(r)
]2
.
(27)
To optimize our separable estimator, we seek a func-
tional form for χ(r) that minimizes (∆pA)
2, subject to
the constraint that 〈p̂A〉 ≡ (1/VA)
∑
α∈A p̂α be held con-
stant. This can be accomplished using a Lagrange mul-
tiplier λ, minimizing (∆pA)
2 − λ〈p̂A〉. The result is
χ(r) ∝ ρ˜
2PA(r)
ρ˜2PA2(r) + ρ˜σ2(ν)Bchan
, (28)
and inserting this back into our equation for the variance
gives a convenient expression for the resultant errors:
∆P (u, η)
〈P̂ (u, η)〉 ≡
∆pA
〈p̂A〉 =
√
2
VAVeff
, (29)
with
Veff(u, η) ≡
∫
d3r
ρ˜4(u)P 2(u, η)A4(r)
[ρ˜2(u)P (u, η)A2(r) + ρ˜(u)σ2(ν)Bchan]2
,
(30)
where we have restored the u and η dependencies of ρ˜ and
P (u, η). This expression, which tends to VA in the high
signal-to-noise limit, is the radio interferometer equiva-
lent of the effective volume Veff quoted in galaxy surveys.
The weighting function χ(r) is the radio interferometric
analog of the FKP weighting function.
To get some intuition for Eqs. (29) and (30), we make
use of the fact that
σ2(ν) =
T 2sys
2Bbandt
Ω2pp, (31)
where Ωpp ≡
∫
d2θA2(θ), t is the integration time on
the u mode that one is seeking to measure, and Tsys is
the system temperature. In the noise-dominated regime,
the first term in the denominator of Veff dominates, and
Veff ∝ ρ˜2(u)P 2B2bandt2/T 4sysB2chan (assuming that Tsys is
constant over our observing band, for pedagogical rea-
sons). This gives
∆P (u, η)
∣∣∣∣∣
noise dom.
∝ T
2
sys
tρ˜(u)
, (32)
where we have made use of the unbiased property
〈P̂ (u, η)〉 = P (u, η) to cancel out the factor of P 2 in
Veff. The scalings in this noise-dominated regime are in
agreement with noise-only error estimates in the litera-
ture [59, 60], although our constant factors differ slightly
due to the FKP weighting scheme.
In the low noise or high signal regime, Veff is approxi-
mately equal to the survey volume Vs. The power spec-
trum errors are then
∆P (u, η)
∣∣∣∣∣
signal dom.
=
√
2
VAVs
P (u, η). (33)
The errors are seen to be proportional to the power spec-
trum itself, in what would normally be denoted the cos-
mic variance-limited regime. However, consider what
“cosmic variance” means in this case. Our measurement
of the sky power spectrum includes not just the cosmo-
logical signal but also any residual foregrounds. Unless
foregrounds can be pre-subtracted to an extremely high
precision, it is therefore likely that the low instrumental
noise regime will be dominated by a “cosmic variance”
of foregrounds. In other words, foreground uncertainty
will dominate the error bars, a fact that is missed by
noise-only sensitivity calculations.
The FKP formalism shown here naturally interpo-
lates between the instrumental noise- and foreground
uncertainty-limited regimes. However, in order to de-
rive the radio interferometer FKP weights χ(r), it was
necessary to make a number of approximations. These
approximations essentially all originate from the same as-
sumption: that one is working on small scales both spa-
tially and spectrally. To see this, consider for example
the annular binning in Eq. (25). There, it was neces-
sary to choose |u| = u bin edges [ui, ui+1] that satisfied
θ−10  |ui+1 − ui|  u, where u was the spatial Fourier
wavenumber being probed (and similarly for η). The first
inequality ensured that power estimates in different an-
nuli were uncorrelated, while the second equality ensured
that each annulus would probe a relatively narrow range
of wavenumbers. This only holds on small scales, where
9u  θ−10 . This assumption was also necessary when we
factored the power spectrum out of Eq. (16).
In the appropriate small-scale regime, the FKP ap-
proximation has been proven to be optimal, in the sense
that it delivers the smallest error bars amongst all possi-
ble estimators,3 separable or not [57]. With this in mind,
consider again the limit of a thermal noise-limited exper-
iment. If thermal noise is the limiting factor, the second
term in the denominator of Eq. (28) dominates χ(r), and
we essentially have χ(r) ∝ A(r). Since the multiplicative
application of A(r) in the image domain is equivalent to
a convolution of its spatial Fourier transform on the uv
plane, we see that in the high-noise regime, the FKP ap-
proach is equivalent to the commonly-used recipe of first
gridding the visibility measurements on the uv plane with
the Fourier-space primary beam function, then Fourier
transforming along the frequency axis, and finally squar-
ing and binning to find the power spectrum [50, 51, 53].
And since the FKP method is optimal on small scales, we
should expect that at high u and high η (which is safely
outside the wedge), excellent results should be attain-
able with either this recipe, or the closely-related basic
estimator discussed in Paper I and Section II. In Section
IV B, we shall find that this is indeed the case, where the
basic estimator performs very well when safely within the
confines of the EoR window.
Unfortunately, the oft-used recipe is unlikely to help as
we attempt to push into the wedge region. First, as one
begins to move to lower k⊥ and k‖ values, the sky-signal-
to-noise ratio increases. The high-noise approximation
for χ(r) therefore ceases to apply, and the full expression
for the FKP weights ought to be applied instead. Put
another way, it is necessary to account for the fact that
at lower k, the errors are dominated by foreground uncer-
tainty, and not by thermal noise. Having said this, even
a full application of the FKP weights may be insufficient,
because the push to lower k‖ at high values of k⊥ (nec-
essary for enlarging the EoR window) explicitly violates
a number of the assumptions necessary for the FKP ap-
proximation to be optimal. For example, we violate the
condition that we are working on small scales, as well as
the short-baseline assumption in our derivation. In addi-
tion, the edge of the wedge is (by definition) where one
transitions from being relatively foreground-free to being
foreground dominated. The power spectrum must there-
fore evolve rapidly and be insufficiently slowly-varying to
justify factoring it out of the integral in Eq. 16. Finally,
at high k⊥ and low k‖ (i.e. in the wedge), we saw in
Paper I that errors were correlated over a much greater
extent than just ∆u ∼ θ−10 and ∆η ∼ Bband, violating
the assumptions we made when binning together power
estimates.
3 This fact is typically proven in the context of galaxy surveys, but
the mathematics can be easily adapted for radio interferometry,
as we have done for the derivation of the FKP approximation
itself.
In this section, we considered separable power spec-
trum estimators, and were able to derive a set of weights
under the FKP approximation that were provably op-
timal in the small-scale limit. Encouragingly, in the
high-noise regime (suitable for current-generation exper-
iments) this coincided with the basic power spectrum
methods seen in the literature [50, 51, 53], which are
also equivalent to the basic estimator of Section II if the
Fourier bins are taken to be extremely fine (in which
case the estimator becomes separable—see Paper I for
a proof of the equivalence between our basic estimator
and existing methods). However, the assumption of hav-
ing foreground uncertainties be subdominant to thermal
noise errors must necessarily be violated if one wishes
to enlarge the EoR window by working within the fore-
ground wedge. Moreover, our derivation of the FKP ap-
proximation required us to make the assumption of short
baselines, which is in conflict with the small-scale limit.
Put together, all these (sometimes conflicting) assump-
tions make it likely that enlarging the EoR window will
require a more general, non-separable estimator.
B. Non-separable estimators: minimizing the
variance with optimal quadratic estimators
In Refs. [61, 62], it was shown that the optimal, mini-
mum variance power spectrum estimator is given by4
Eα ∝ C−1C,αC−1. (34)
This is similar to the basic estimator considered in Paper
I, except the data are weighted not by the inverse of the
(diagonal) instrumental noise covariance, but instead by
the full inverse covariance matrix C−1. Doing so guaran-
tees the smallest error bars possible, and as we shall see
later in this section, the result is a slightly enlarged EoR
window.
Because the total covariance C includes the foreground
and cosmological signal covariances in addition to the in-
strumental noise covariance, off-diagonal elements must
in principle be included when modeling the matrix. The
application of C−1 therefore not only downweights heav-
ily contaminated modes based on the relative amplitudes
of various modes, but also takes advantage of correlation
information to deliver an optimal power spectrum esti-
mate. An approximate form of Eq. (34) that makes use
of the former but not the latter is given by
Eα ∝ C−1diagC,αC−1diag, (35)
where C−1diag is a diagonal approximation to the full
inverse covariance matrix with elements (C−1diag)ij ≡
4 This can be proved using the Fisher matrix formalism, which we
discuss briefly in Appendix A.
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−1δij . With off-diagonal elements omitted, the ef-
fect of C−1diag is to downweight parts of the data vector
without using correlation information. In what follows,
we will compare both the optimal estimator and its ap-
proximate form to the basic estimator of Paper I and
Section II.
We stress, however, that as currently written, Eq. (35)
is not well-defined. This is because the diagonal of a ma-
trix is a basis-specific quantity, and we have yet to specify
the basis that we are working in. It is therefore meaning-
less to ask whether it is a good approximation to neglect
correlation information, for data that are correlated in
one basis may be uncorrelated in another. For instance,
any matrix is (by construction) diagonal in its own eigen-
basis. However, working in the eigenbasis of C negates
the power of an approximate treatment, for in general the
switch into the eigenbasis is just as computationally diffi-
cult as computing the inverse. The appropriate question
to consider, then, is whether or not there exists a ba-
sis that is not only easy to switch to, but also has the
property that correlation information can be neglected
without having a significant impact on the final power
spectrum error bars.
As a guess for such a basis, consider one where the
input visibilities are grouped baseline-by-baseline, with
each baseline’s visibilities represented not by a frequency
spectrum, but by a delay spectrum. The delay spectrum
V˜ (b, τ) of a baseline is related to the visibility frequency
spectrum V (b, ν) by a Fourier transform [36]:
V˜ (b, τ) =
∫
V (b, ν)φ
(
ν − ν0
Bband
)
e−i2piντ , (36)
where φ is a tapering function, and Bband is the total
bandwidth of the observation, centered at frequency ν0.
After a delay transform, visibilities are a function of the
delay τ . Since the observed frequency of a spectral line
(the 21 cm line in our case) maps to line-of-sight distance,
τ may be used (after multiplying by some constants) as
an approximation for k‖. Similarly, each baseline probes
a certain interference pattern (with a characteristic spa-
tial scale) on the sky. Delay spectra can therefore be
approximately mapped to specific Fourier amplitudes of
the three-dimensional sky. This correspondence is not
exact because visibilities measured by a single baseline
probe different spatial modes of the sky at different fre-
quencies. Indeed, inserting Eq. (11) into Eq. (36) shows
that because of this coupling between spatial and spec-
tral modes, a delay spectrum does not constitute a “true”
Fourier transform of the three-dimensional sky, which re-
quires that each dimension’s Fourier transform be per-
formed independently. In the limit of short baselines,
however, Ref. [36] showed that delay modes are an excel-
lent approximation for true Fourier modes. In addition,
in Paper I we showed that in a baseline-delay basis—
where the data vector x is a serialized list of delay spec-
tra over all baselines and delays—the covariance matrix
is close to diagonal in the same limit. This makes the
baseline-delay basis an attractive one to use in Eq. (35).
In Figure 4, we show some example window functions
for the three estimators we have discussed: the basic es-
timator from before, the optimal estimator, and the di-
agonal covariance approximation to optimal estimator.
Each plot shows four example windows for a particular
estimator. Three of the windows are chosen to be cen-
tered away from the the bottom right corner of the k⊥k‖
plane (i.e. away from the wedge region), while the fourth
is chosen to sit roughly on the edge of the wedge.
Consider first the example window functions centered
on the edge of the wedge. With all three estimators one
sees the elongation in the k‖ direction that was noted in
Paper I and summarized in Section II. However, this elon-
gation is less severe for the optimal and diagonal approxi-
mation estimators than it is for the basic estimator. The
estimators that we introduced in this section therefore
transfer less power from the lowest k‖ (i.e. foreground)
modes to the edge of the wedge. Equivalently, if one de-
fines the edge of the wedge by specifying a certain level
of foreground contamination, our new estimators have
caused the wedge to recede somewhat, giving a larger
EoR window.
Examining the window function for a bandpower in-
tended to probe a mode deep within the wedge reveals
some unexpected behavior from our new estimators. In
Figure 5 we show the window function for an optimal es-
timate of the power at (k⊥, k‖) = (0.078, 0.17)hMpc
−1,
which is well within the wedge seen in the previous sec-
tion. The window function is indeed sensitive to the
mode that it was designed to probe, but its peak is at
higher k‖. We find that the diagonal approximation gives
essentially identical results. Both the optimal estima-
tor and its diagonal-inverse approximation heavily down-
weight foreground-contaminated modes at low k‖, and
when this is combined with an inherently strong instru-
mental coupling between different k‖ modes, the result is
a skewing of window functions towards higher k‖. To see
this, consider a toy example where we attempt to make
measurements at two different k‖ modes—one low and
one high—using just two delay bins from a single base-
line. The relationship between the input delays and the
output k‖ modes is encapsulated by the C,α matrices,
and for our toy example, suppose we have
C,α
∣∣∣∣∣
α=1
≡ ∂C
∂klow‖
=
(
1 0.7
0.7 0.6
)
(37)
and
C,α
∣∣∣∣∣
α=2
≡ ∂C
∂khigh‖
=
(
0.6 0.7
0.7 1
)
, (38)
where klow‖ and k
high
‖ are the two k‖ values at which we
wish to measure the power spectrum. In the short base-
line limit, Ref. [36] showed that delay modes converge to
k‖ modes, and in such a limit the first matrix would con-
tain just a single non-zero element in the top left corner,
while the second matrix would similarly be non-zero only
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FIG. 4. A comparison between the window functions of the basic estimator used in Paper I and Section II, the optimal
minimum variance estimator given by Eq. (34), and the diagonal approximation estimator given by Eq. (35). Each plot shows
four example window functions from one of the three estimators. Going clockwise from top left to bottom left, the windows are
centered at (k⊥, k‖) = (0.015, 4.07)hMpc
−1, (0.083, 4.07)hMpc−1, (0.083, 0.44)hMpc−1, and (0.015, 0.44)hMpc−1. Away from
the wedge region, the window functions behave quite similarly, and therefore the error statistics should be comparable between
all three estimators. Close to the wedge, however, the window functions for both the optimal estimator and the diagonal
approximation have shorter tails in the direction of the heavily foreground-contaminated low k‖ region.
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FIG. 5. A window function from our optimal estimator, in-
tended to probe (k⊥, k‖) = (0.078, 0.17)hMpc
−1. Rather
than being centered on those coordinates, the window func-
tion instead peaks at (k⊥, k‖) = (0.078, 0.44)hMpc
−1. This
results from the strong downweighting of foreground power at
low k‖ and the strong coupling between k‖ modes at large k⊥
(i.e. in the wedge region).
in its bottom left corner. Here, we instead assume that
we are dealing with a rather long baseline, since roughly
speaking it is the long baselines of an array that probe
high k⊥, where the wedge resides. For long baselines,
delay modes are not a good approximation for k‖ modes,
and substantial non-zero values arise in other elements of
the matrices, as our toy example illustrates.
Suppose now that klow‖ is at low enough k‖ for the
(true) bandpower p1 to be foreground contaminated,
while khigh‖ is high enough for its bandpower p2 to be
essentially uncontaminated by foregrounds and instead
dominated by the cosmological signal. Taking p1 = 1
and p2 = 0.01 as an example, the covariance matrix C
then becomes
C = N +
∑
α
pαC,α =
(
1.061 0.77
0.77 0.701
)
, (39)
where we have added an instrumental noise contribution
N = σ2I, with σ2 = 10−3. Inserting Eq. (34) for the
optimal estimator into Eq. (3) with our matrices gives
the window function matrix
W =
(
0.37 0.63
0.26 0.74
)
, (40)
where we have adhered to the convention established in
Section II, normalizing our estimator so that each row of
the window matrix sums to unity.
Consider first the bottom row of W. This gives the lin-
ear combination of power that is probed by our estimator
of the second, higher k‖ mode. We see that our estimator
does indeed draw most of its power from the high k‖ bin.
The top row of the matrix should ideally draw most of
its power from the first k‖ bin, but we see that this is not
the case in our toy model. We therefore see that the right
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combination of couplings in the C,α matrices, along with
a lopsided spectrum of sky emission (with very strong
emission in select foreground-contaminated modes) can
cause the optimal estimator to skew the window functions
away from their intended target modes. Experimenting
with different couplings and different foreground spec-
tra in our toy model suggests that both conditions are
necessary for this to happen.5 In the full numerical com-
putations, we find that the resulting skewing of window
functions towards higher k‖ happens for all the modes
within the wedge. Essentially, the optimal prescription
is driving the sampling of Fourier modes away from the
wedge to achieve its simple goal of minimizing the error
bars.
Having noted that our power estimates may not neces-
sarily peak at their intended location on the k⊥k‖ plane,
we may use the window functions to dictate a re-binning
of our power estimates (and their corresponding error
statistics). We do so using the binning formalism of Ref.
[41], placing all the relevant quantities at their correct
locations in Fourier space. The resulting error bars and
foreground biases are shown in Figure 6, along with the
ratios of these quantities to their counterparts with the
basic estimator of Paper I and Section II. In terms of
both the foreground bias and the error bars, the use of
the optimal estimator allows one to access the lowest k
modes of the power spectrum. At the boundaries of the
EoR window, one can typically reduce the biases and er-
rors by a factor of a few to 105, with the greatest gains
typically occurring at high k⊥ near the wedge. Given
that the cosmological signal-to-instrumental noise ratio
increases quickly towards lower k, this results in a large
increase in detection significance. Suppose, for instance,
we take the simulations of Ref. [24] as a fiducial model of
reionization. These simulations reach an ionization frac-
tion of slightly under 50% at the redshift of our numerical
computations (z ∼ 8.4). Extracting the relevant power
spectrum (shown in Figure 7) and assuming isotropy to
compare it to the k⊥k‖ space error computations shown
in Figure 6, we find that increasing the size of the EoR
window with the optimal estimator results in an increase
in the detection significance of the cosmological signal
from 12σ to 50σ. To get a rough sense for this enhance-
ment in performance at different redshifts, we may rescale
our computed errors using Tsky ∝ ν−2.55 [63], since both
the foreground uncertainty and the instrumental noise
(which is sky noise dominated) scale with the sky tem-
perature Tsky. This treatment is of course only approx-
imate, but saves us from redoing the rather costly nu-
merical computations at multiple redshifts, and suffices
5 Of course, our toy model is intended only for illustrative, proof-
of-concept purposes. However, it is encouraging to see that by
setting up the same qualitative conditions as one has for the
larger numerical computations (to the extent that one is able to
using simple “under-resolved” 2 × 2 matrices), we are able to
reproduce the rough behavior of the full results.
for a back-of-the-envelope estimate. At z ∼ 6.8 (near the
end of reionization for this model), the detection signif-
icance is boosted from 5.6σ to 35σ. At z ∼ 11.7 (near
the beginning of reionization in this model), higher noise
and brighter foregrounds make detections more difficult,
but the optimal estimator allows a marginal 2.4σ detec-
tion to become a statistically significant 5σ detection.
While these precise numbers are of course dependent on
observational details (such as the configuration of one’s
array and the integration time, which in our case are
taken from Paper I), they do suggest that the optimal
estimator’s slight enlargement of the EoR window can
significantly boost detection significance.
Away from the most foreground-contaminated regions,
we can see from Figure 6 that the basic estimator essen-
tially performs just as well as the optimal estimator does.
This is unsurprising, given that the window functions
look rather similar to each other away from the wedge in
Figure 4. Another way to understand this is to recall that
the basic estimator is extremely similar to the FKP esti-
mator in the small scale (high Fourier wavenumber) limit
far away from the wedge, and the FKP approximation is
known to be optimal in that limit. We find that through-
out most of the EoR window (where thermal noise domi-
nates the errors), the final error bars on power spectrum
measurements typically differ by less than a few percent
between the estimators.
When comparing the optimal estimator to its diagonal-
inverse approximation, we find that the agreement is even
better, in that one need not be safely inside the EoR win-
dow for the diagonal-inverse approximation to work well.
The percent-level agreement extends right down to the
peripheries of the EoR window, which perhaps explains
the excellent recent progress in delay-based foreground
isolation techniques [12].
That the basic estimator and the diagonal-inverse ap-
proximation work so well is good news from the perspec-
tive of computational resources. First, it suggests that
for those who wish to be maximally cautious about fore-
ground systematics by working only in the EoR window,
the basic estimator (which requires no foreground mod-
eling whatsoever) is optimal for all intents and purposes.
Moreover, those who wish to push to the edges of the
EoR window can do so by replacing the C−1 part of the
optimal estimator with its diagonal approximation in the
delay basis. The normally costly matrix inversion then
becomes trivial, and since the delay transform acts on a
per-baseline basis, the transform itself does not consti-
tute a burdensome computation.
V. ACCESSING THE WEDGE VIA WINDOW
FUNCTION DECORRELATION
In the previous section, we saw that using an optimal
estimator allowed one to slightly expand the size of the
EoR window. We will now introduce extensions to this
approach that may—if numerical instabilities can be well
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FIG. 6. Rebinned error statistics for the optimal power spectrum estimator, taking into account the offsetting of window
functions relative to their targeted bandpowers. The left column shows the foreground bias using the optimal estimator, while
the right column shows the power spectrum error bars. This information is displayed in absolute terms along the top row, and
as a ratio to the corresponding quantities with the basic estimator along the bottom row. The use of an optimal estimator
allows one to expand the EoR window to lower k‖, where low k measurements of the power spectrum can be made.
controlled—allow further enlargements of the EoR win-
dow into the foreground wedge.
To guide our next steps, consider the weaknesses of our
optimal estimator thus far:
(1) Because the data covariance matrix C enters as
part of the power spectrum estimator itself (in con-
trast to our basic estimator, where C is needed
only to determine the final error properties), our
estimator is suboptimal if C is incorrectly mod-
eled. A mis-modeling of C (for example, due to
systematics in our knowledge of foregrounds) will
impact our ability to suppress foregrounds. While
formally speaking, perturbations to C give rise only
second-order effects [64], the large amplitude of
foregrounds makes such effects potentially impor-
tant.
(2) Even if the covariance is perfectly modeled, our es-
timator will be optimal only in the limit of Gaus-
sian fluctuations. Foregrounds are known to be
non-Gaussian in their distribution, although the
impact of this non-Gaussianity on power spectrum
estimation has yet to be fully quantified.
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P (k). The use of the optimal power spectrum
estimator allows the detection of the cosmological signal to
rise from 2.4σ to 5σ at z ∼ 11.7, from 12σ to 50σ at z ∼ 8.4,
and from 5.6σ to 35σ at z ∼ 6.8.
(3) The optimal estimator essentially gives up on es-
timating Fourier modes that are deep within the
foreground wedge, potentially lowering the signifi-
cance of a power spectrum measurement.
We begin by tackling the last problem, which will even-
tually lead us to solutions for the first two problem as a
bonus. From the last few sections, we have seen that
the phenomenon of the foreground wedge can be thought
of in terms of window functions, which act as position-
dependent point spread functions on the Fourier plane
and scatter foregrounds from their “native” low k‖ region
into the wedge. With our covariant description, the win-
dow functions are precisely quantified, which means that
their effect can in principle be undone. From Eq. (2), we
see that this can be accomplished by taking our estimated
bandpowers and multiplying by the inverse window func-
tion matrix W−1:
pˆ′α =
∑
β
W−1αβ p̂β , (41)
where pˆ′α is the αth bandpower of our new deconvolved
estimator.6 The error covariance is correspondingly re-
vised to be
Σ′ = W−1Σ(W−1)t. (42)
6 We emphasize that the deconvolution described in this section is
a post-processing step that acts in the “output space” of band-
powers after an initial power spectrum has been estimated. It is
not to be confused with the more conventional use of the term
“deconvolution” in radio astronomy, which typically refers to the
fitting out of bright point sources in images prior to power spec-
trum estimation.
By construction, the window function matrix is now
given by the identity matrix, since W−1W = I. This
is equivalent to saying that our new estimator has no
leakage of power between different cells on the k⊥k‖
plane. Importantly, this means that foregrounds remain
in the lowest k‖ modes. From a mathematical standpoint,
then, the foreground wedge need not exist at all, and one
should in principle be able to work anywhere where the
foregrounds are not intrinsically bright.
In some ways, we have accomplished very little with
our new scheme. While it may be cosmetically attractive
to banish the leaked foregrounds from the wedge, mul-
tiplying our bandpowers by W−1 does not change the
information content of our measurement, since W−1 is
an invertible matrix. If we stopped here, any science re-
sults from our power spectrum measurement (such as any
parameter constraints on theoretical models) would yield
identical results whether or not we chose to deconvolve
the window functions.
The deconvolution of the window functions, however,
opens the door to one more round of foreground subtrac-
tion. In Ref. [65] it was emphasized that the chromatic
nature of an interferometer—the cause of the wedge—
does not necessarily make the foregrounds inherently
worse. They are simply more difficult to identify because
they have leaked into Fourier modes where they would
not be naively expected. Any additional foreground re-
moval at this stage would therefore require the quantifi-
cation of this leakage for a large number of modes (essen-
tially all the modes inside the foreground wedge). With
a deconvolved estimate of the power spectrum, the fore-
grounds are confined to a smaller set of modes, which can
then be projected out of our measurement. One could, for
example, multiply the deconvolved bandpowers by a pro-
jection matrix that zeros out all bandpowers at the lowest
k‖ values of our estimate, since those correspond to sky
contributions that are the most spectrally smooth, and
therefore most likely to be dominated by foregrounds.
Such a matrix would be given by
Π =

0
0
. . .
1
1
1
1
. . .

, (43)
where blank portions of the matrix are zero, and we have
assumed that the matrix elements are ordered in such a
way that one cycles through the different k⊥ values more
rapidly than the k‖ values, so that a projection matrix
eliminating the N lowest k‖ values is formed by zeroing
out the first N × Nk⊥ rows and columns of an identity
matrix, where Nk⊥ is the number of different values of
k⊥ on our Fourier grid.
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By projecting out the lowest (and presumably most
foreground contaminated) k‖ mode(s), we have immu-
nized ourselves against any foreground modeling uncer-
tainties in those modes, solving the first problem enu-
merated above. The approach suggested here therefore
stands in contrast to the optimal methods used in the
previous section, which depended on having a full fore-
ground model. In spirit, our new scheme is quite sim-
ilar to foreground avoidance strategies that simply ac-
cept the existence of the wedge and look elsewhere in
Fourier space. Here, we are simply not looking at parts
of the Fourier plane that are intrinsically foreground con-
taminated following window function deconvolution. But
with foreground leakage into the wedge undone by the de-
convolution, our scheme requires fewer Fourier modes to
be ignored. This is desirable from the standpoint of sen-
sitivity. To see this, recall that foregrounds are typically
much brighter in amplitude than the cosmological signal.
This means that even small fractional levels of foreground
leakage into a Fourier cell effectively render the cell un-
usable. (This was the motivation for delay-spectrum iso-
lation techniques that use the horizon to establish a rela-
tively sharp cut-off on smooth spectrum foreground leak-
age [12, 36]). A large number of Fourier cells are there-
fore wasted in a traditional wedge-avoidance strategy,
where it is simply accepted that window functions in the
wedge are broad and that leakage is commonplace. Win-
dow function deconvolution limits the number of Fourier
modes that must be discarded, sequestering foregrounds
to Fourier cells where the foregrounds intrinsically reside
(and are therefore irretrievably lost anyway), allowing
greater signal-to-noise in other regions.
Importantly, we emphasize that it is possible to isolate
and project out the low k‖ modes whether or not the un-
derlying fluctuations are Gaussian. This is because Eq.
(3) for the window function matrix depends only on two-
point statistics. The window function matrix therefore
accurately describes the relationship between the true
power spectrum and our measured one. This allows the
low k‖ modes to be isolated even if those fluctuations are
non-Gaussian. Once those modes have been projected
out, it is irrelevant whether the foregrounds there were
non-Gaussian or not, since they no longer have any im-
pact on our measurement, thus solving the second prob-
lem on our list.
As discussed previously in the literature (in Refs.
[41, 65], for example) and summarized briefly in Ap-
pendix A, one disadvantage of fully deconvolving out
the window functions is that neighboring bandpower es-
timates end up having negatively correlated errors. This
arises because we have essentially demanded more infor-
mation than our survey has had to offer: after deconvolu-
tion, the window functions are formally delta functions,
which is not “naturally” achievable unless an infinite vol-
ume is surveyed. One approach to this problem is to
resmooth the data following our deconvolution and pro-
jection. In what follows we will demonstrate how this can
be achieved while maintaining our method’s insensitivity
to the modes that have been projected out.
Consider the power spectrum error covariance matrix
immediately following the window function deconvolu-
tion and projection:
Σ′′ = ΠW−1ΣW−tΠ. (44)
If one were to apply a resmoothing/convolution matrix G
to the data, the new error covariance would be GΣ′′Gt.
The matrix G can be chosen arbitrarily, but a particu-
larly attractive choice would be one that results in a diag-
onal error covariance, so that the measured bandpowers
have uncorrelated errors.7 If Σ′′ were a full rank matrix,
one could simply pick G ∝ (Σ′′)− 12 . Such a choice is
impossible, however, because our elimination of the low-
est k‖ modes makes Σ′′ singular, with the first few rows
and columns identically zero. Fortunately, the subma-
trix Σ′′sub away from those zeroed rows and columns is
still non-singular, and it is possible to instead use
G ∝

0
0
. . .
(Σ′′sub)
− 12

. (45)
Putting this all together, then, our latest estimator
(termed the “foreground isolation estimator” p̂iso) takes
the form
p̂iso ≡ GΠW−1p̂, (46)
where p̂ is a power spectrum estimate from the previous
section. (We find in our computations that one obtains
essentially the same results whether p̂ is estimated using
the optimal estimator or its diagonal-inverse approxima-
tion). The normalization of G is once again determined
by requiring the rows of the window function matrix sum
to unity, which is now given by
Wiso = GΠ. (47)
Before we examine some numerical results from an ap-
plication of our foreground isolation estimator, let us
briefly compare and contrast the foreground projection
proposed here and direct foreground subtraction algo-
rithms that have been previously considered in the lit-
erature. Earlier work often focused on working directly
with input data such as sky maps, subtracting off smooth
spectral components that are believed to be foreground
7 In the language of Appendix A, we would like to emulate the
spirit of the M ∝ F−1/2 normalization for the power spectrum
estimator while preserving the gains that we have made in fore-
ground mitigation.
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contaminated. These smooth components are often mod-
eled as low-order polynomials [27, 29, 30, 32] or as long-
wavelength line-of-sight Fourier modes [33]. The latter
choice is particularly similar to our foreground isolation
approach. However, direct subtraction methods raise the
concern of cosmological signal loss, making it crucial to
simulate and propagate the effects of subtraction on the
signal. This is particularly important because such ef-
fects are rarely perfectly localized in Fourier space once
the data have been pushed through the entire power spec-
trum estimation pipeline. In contrast, the foreground iso-
lation approach is guaranteed, by construction, to affect
only the chosen k‖ modes. In addition, note from Eq.
(47) that all window functions (i.e. all rows of Wiso)
are identically zero in regions that have been projected
out. There is thus never any formal loss of cosmological
signal, since our window functions reflect the reality that
we have not made any measurements in regions that have
been discarded.
In Figure 8, we compare the biases and errors of the
foreground isolation estimator to those of the basic es-
timator. In contrast to the estimators of Section IV B,
the foreground isolation approach allows one to operate
within the wedge, with errors and biases there reduced by
up to five orders of magnitude compared to those of the
basic estimator. That a small “shadow” of the wedge can
still be seen is due to two reasons. First, our foreground
isolation estimator has decorrelated error bars, so that
the errors on each individual k⊥k‖ cell are independent.
In Paper I, we saw that a chromatic instrument tends to
produce correlated measurements in the wedge, and un-
doing such correlations will necessarily increase the size
of the errors. This also happens outside the wedge, with
the decorrelated errors being on average 1.4 times larger
(and at worst 2.6 times larger) than the errors from both
the basic and the optimal estimators (which, recall, per-
form roughly equally well outside the wedge). Such error
increases are not a cause for concern as they simply reflect
the underlying reality of error correlations. If desired, the
errors can be brought back down by re-binning, with no
change in the statistical significance of the final power
spectrum measurement
Of more serious concern is the possibility of numer-
ical errors. Indeed, there is evidence of such issues in
our computations. In the bias plots of Figure 8, for ex-
ample, small patches of anomalous cells are visible in
the middle of what is otherwise a smooth background.
The patches represent bandpowers that are estimated to
be negative following the foreground isolation process.
These are caused by the algorithm’s attempts to subtract
two large foreground contributions within the wedge to
yield a small residual. While this is in principle possi-
ble, it is of course prone to numerical errors, which in
our case is concretely attributable to small errors in the
application of W−1. These errors are apparent if one ex-
amines the window functions immediately following this
step. In principle, the window functions should be delta
functions. We find this to be mostly the case, but win-
dows centered inside the wedge possess numerical noise
at the 10−6 level away from the peak. While such a
level of error may be sufficient for many applications, it
is worrying for our present one, given the large dynamic
range between the amplitudes of the foregrounds and the
instrumental noise.
That numerical issues exist with this approach is not
an artifact of our implementation, and is in fact expected.
As we have seen in previous sections, the window func-
tions within the wedge are typically either off-centered
and encroach on regions normally associated with other
bandpowers (as is the case with the optimal estimator)
or are severely elongated (as is the case with the ba-
sic estimator). Many of the windows are therefore very
similar in shape and location, resulting in nearly iden-
tical rows—and therefore near-singularity—in the win-
dow function matrix. Inverting this matrix therefore re-
quires teasing out tiny differences between the wings of
different window functions, which is clearly an operation
that requires very high numerical precision. Despite this,
the attractive properties of the foreground isolation ap-
proach (namely the formal preservation of the cosmologi-
cal signal and the foreground-model independence in the
discarded modes) make the numerical challenges worth
overcoming in future work.
VI. CONCLUSIONS
This paper is a direct continuation of Paper I [45],
where a rigorous framework was established for describ-
ing the foreground wedge and its complement, the EoR
window. In this paper, we made use of our framework to
examine statistical methods for enlarging the EoR win-
dow, with an eye towards enabling high significance mea-
surements of the power spectrum deep inside the fore-
ground wedge.
In Paper I we examined a basic noise-weighted estima-
tor of the power spectrum. In the limit of a very finely
discretized Fourier plane, we showed that this is equiv-
alent to a separable estimator where the visibilities are
gridded with a primary beam kernel, and then squared
and binned. In Section IV A of the present paper we con-
sidered a more general class of separable estimators, and
searched for a more optimal way to weight our data by
adapting the FKP approximation from galaxy surveys.
Assuming that the power spectrum is a slowly varying
function and that one is working on small scales, the FKP
approximation can be shown to be optimal (even when
compared to the more general class of non-separable es-
timators). It is therefore a useful reference for compar-
ing with our basic prescription. Making such a compar-
ison reveals that the basic prescription is optimal only
if the thermal noise is large compared to the sky signal.
Such an assumption is clearly violated as one moves from
higher k‖ to lower k‖ in an attempt to work within the
wedge. This can be rectified by weighting the data using
FKP weights instead of just instrumental noise. How-
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FIG. 8. Similar to Figure 6, but for the foreground isolation estimator instead of the optimal estimator. One sees that the
foreground isolation estimator potentially allows one to work within the wedge, provided numerical artifacts can be controlled.
ever, as one pushes to the lowest k‖, the assumptions
underlying the FKP approximation itself (such as the
assumption that one is working on small length scales)
break down. While the FKP approximation may be a
useful approximation that is relatively computationally
cheap, a viable prescription for working within the wedge
will involve more complicated non-separable estimators.
In Section IV B, we considered the larger class of non-
separable estimators. Performing a numerical analysis of
what is a provably optimal estimator, we find that the op-
timal estimator’s window functions are naturally shifted
away from the deepest depths of the wedge. However, the
optimal estimator is able to reduce the foreground biases
and errors by up to factors of 105 in power at the edge
of the wedge, thus enlarging the EoR window slightly.
In our fiducial models, this boosts the detection signifi-
cance of the cosmological signal from 12σ to 50σ around
the midpoint of reionization, although this is of course
an array-dependent statement.
With a fully covariant framework (and thus the abil-
ity to compute window functions), one can trade “hor-
izontal error bars” for “vertical error bars” in a power
spectrum measurement. By reducing the horizontal er-
ror bars (i.e., by narrowing the window functions), one
can reduce the leakage of foregrounds across the Fourier
plane, which was what caused the foreground wedge in
the first place. In Section V, we proposed a foreground
isolation scheme where the window functions are first
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fully deconvolved to delta functions in order to isolate the
foregrounds as much as possible. This is followed by a
zeroing out of modes that still contain strong foreground
contamination, before a final resmoothing (or rebinning)
of the k⊥k‖ plane to reduce the vertical error bars, which
were inadvertently magnified by the window function de-
convolution. While future work is required to tame ex-
pected numerical issues, early indications suggest that
this scheme may allow measurements to be made within
the wedge. Crucially, our proposed method has no for-
mal signal loss associated with it, and does not assume
that the sky signals are Gaussian.
Importantly, we note that the techniques developed in
this paper are widely applicable to cosmological 21 cm
surveys at all redshifts, not just those that seek to study
reionization. Our conclusions rely only on the assump-
tions that one uses an interferometer to map the intensity
of a spectral line, and that the foregrounds are spectrally
smooth to some degree. Indeed, techniques similar to the
ones we explore in Paper I and the present paper have
been applied to forecasts for lower-redshift 21 cm sur-
veys targeting baryon acoustic oscillation measurements
[8, 65].
In battling the twin challenges of sensitivity and fore-
ground systematics, 21 cm power spectrum measure-
ments are in a somewhat unfortunate situation, with
thermal noise large where foregrounds are weak and vice
versa. To increase the significance of future measure-
ments, one must therefore either reduce the thermal
noise or the influence of foregrounds in the final power
spectrum. These approaches are of course not mutually
exclusive, and next-generation instruments such as the
recently-proposed HERA [17] and the SKA will achieve
the former, while in this paper we have proposed various
methods for achieving the latter. The work presented
here suggests that it may indeed be possible to enlarge
the EoR window, and further progress on this front will
be a crucial step in fully realizing the great promise of
21 cm cosmology.
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Appendix A: Fisher Matrix Formalism
In this Appendix, we briefly discuss the Fisher ma-
trix formalism and its applications to the estimation of
power spectra. Let θ be a set of parameters that we wish
to constrain, and let L(x;θ) be its likelihood function
given data x from our experiment. The Fisher matrix F
measures the information content of our experiment, and
its elements are given by
Fαβ = −
〈
∂2 lnL
∂θα∂θβ
〉
. (A1)
Typically, one wishes to minimize the variance on the
estimator θˆ of our parameters, which is given by the di-
agonal of the covariance matrix Σ, where
Σ ≡ 〈θˆθˆ†〉 − 〈θˆ〉〈θˆ〉†. (A2)
If we have an estimator with no multiplicative bias, such
that 〈θˆ〉 = θ, the Cramer-Rao inequality states that the
resulting error bar on ∆θα on the parameter θα must
satisfy ∆θα ≥ (F−1)αα. The Fisher matrix therefore
provides a hard limit on the smallest possible error bars
for an unbiased estimator, and an optimal unbiased esti-
mator is one that saturates the Cramer-Rao inequality.
In this paper our focus is on estimating power spectrum
bandpowers. For us, the parameter vector θ is therefore
the bandpower vector p, and assuming a Gaussian form
for the likelihood yields
Fαβ =
1
2
tr
[
C−1C,αC−1C,β
]
, (A3)
where (like in the main text) C ≡ 〈xx†〉, C,α ≡ ∂C/∂pα,
and we have assumed that 〈x〉 = 0. Suppose that we take
the following form as an ansatz for an optimal, unbiased
power spectrum estimator:
p̂α =
∑
β
Mαβx
†C−1C,αC−1x. (A4)
Taking the expectation value of this expression and in-
serting Eq. (4) gives
〈p̂〉 = MFp + b, (A5)
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where b is the additive bias term, given by Eq. (6). The
additive bias can be modeled and subtracted from the
estimator, or (as we do in this paper) be left untouched
as a systematic that is hopefully small in the parts of
Fourier space of interest, such as the EoR window. Com-
paring the rest of the equation with Eq. (2), we see that
W = MF. Computing the covariance of our bandpower
estimate yields
Σ = MFMt. (A6)
Suppose we pick M = F−1. We then have W = I, so
that the estimator has no multiplicative bias and satisfies
〈p̂〉 = p (where we have omitted the additive bias term
for notational brevity as it is irrelevant to the discussion
that follows). We also have Σ = F−1, so the error bars
on our bandpowers saturate the Cramer-Rao bound. The
estimator given by Eq. (A4) with the choice M = F−1
is therefore the optimal, unbiased estimator.
Using the optimal unbiased estimator in practice, how-
ever, one tends to get rather large error bars. To under-
stand this, recall that the optimal unbiased estimator is
a solution to a constrained minimization problem: it is
the estimator that delivers the smallest error bars within
the requirement that W = I. This requirement is rather
restrictive, as it essentially mandates “horizontal error
bars” of zero width. The result is a larger set of “ver-
tical error bars”. In addition, neighboring off-diagonal
elements of the error covariance matrix Σ will tend to
have opposite signs, resulting in anti-correlated errors.
An alternative to the M = F−1 estimator is one where
M is taken to be diagonal, with each diagonal element
fixed by the requirement that the window functions be
correctly normalized (e.g., by requiring that rows of the
W sum to unity). This choice yields a non-identity win-
dow function matrix. In other words, the power spec-
trum estimator, though correctly normalized, possess a
multiplicative bias (in the matrix sense). Free from the
restriction of being unbiased, the diagonal M estimator
is able to deliver error bars that are smaller than those
dictated by the Cramer-Rao bound, and in fact are the
smallest possible of any estimator [61]. This estimator
is what we refer to in the main text as the “optimal,
minimum-variance estimator” or “optimal estimator” for
short. However, it should be noted that this estimator
tends to give errors that are correlated between neigh-
boring bandpowers.
A third option is to pick M ∝ F− 12 , with the normal-
ization of each row determined again by the requirement
that the window functions be normalized. The error bars
are slightly larger than those of the minimum-variance es-
timator, but have the virtue of being uncorrelated, since
Σ is now diagonal.
The various approaches to EoR window enlargement
that are explored in this paper can be traced back to the
three options for M that we have outlined here. The opti-
mal estimator discussed in Section IV B is the minimum-
variance estimator where M is taken to be diagonal. The
foreground isolation strategy discussed in Section V is a
combination of the unbiased M = F−1 and the uncorre-
lated option with M ∝ F− 12 : the unbiased estimator is
used first to give the sharpest window functions (W = I),
allowing the foregrounds to be isolated to the lowest k‖
regions, where they are then projected out before the
bandpowers are re-smoothed to give the equivalent of the
uncorrelated estimator within the remaining subspace.
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