IVe present a numerical approach to evaluate the transfer funct.ion matrices of a periodic system corresponding to lifted statespace representations as constant systems. The proposed pole-zero method determines each entry of the transfer function mat,rix in a minimal zerospoles-gain representation. A basic computational ingre dient for this method is the extended periodic real Schur form of a periodic matrix, which underlies the computation of minimal realizations and system poles. To compute zeros and gains, fast algorithms are proposed, which are specially tailored t o particular singleinput single-output periodic systems. The new method relies exclusively on reliable numerical computations and is well suited for robust soft.aare implementat,ions.
Introduction
Among the open coniputat,ional problems listed in a recent, survey [13], the computation of the transfer function matrix of a periodic system is one which has some useful applications. For example, the evaluation of frequency-response for a periodic system, can be conve niently done hy using tbe transfer function matrix corresponding to a constant system lifted representation. Furthermore, for the manipulation of periodic systems, the state-space t,o transfer function matrix conversion is a useful transformation which must he provided by any software toolbox devoted t o periodic systems.
In this paper we consider timevarying periodic sIstems of the form by the minimal realization theory of periodic systems [2] . Note that even for constant dimension periodic systems, the corresponding minimal order (i.e., reachable and observable) statespace realizations have, in general, time-varying state dimensions.
In t,his paper we propose a numerically reliable a p proach to evaluate t.he transfer funct,ion matrix corresponding to lifted state space representations. The proposed pole-zero method determines each entry of the transfer function matrix in a minimal zeros-polesgain representation. For this purpose, minimal realizations for each input-output channel are necessary to be computed. A basic numerical ingredient to compule minimal realizations and also system poles is the extended periodic real Schur form of a product of rectangular matrices introduced in [12] . To compute zeros and gains, fast algorithms, specially tailored to particular single-input singleoutput periodic systems, are developed. The proposed method is numerically reliable, relying exclusively on using orthogonal and wellconditioned transformat.ions. This guarantees a certain form of numerical stability for the overall cnmputation. The new method is well suited for robust software implementations. Numerical examples computed with hlATLAB-based implementations show the applicability of this method to high order periodic systems. 
The lifted system bas the form The system (2) is called the standard lifted system at time k of the given K-periodic system (1). The associated TFbf r'vk(i) is
and depends on the sampling time k . 
The relationships between the TFhls of bhe two lifted systems is A straightforward approach to compute the pK x mK TFhI W ( z ) is to apply the pole-zero method of [I51 t o the standard lifled system ( 2 ) . This amounts to compute successively the poles, zeros and gains corresponding to minimal realizations of the individual input-output channels. However, because the construction of the standard lifted system involves matrix mult.iplications, t.his approach is not suited for numerical computations. To avoid matrix multiplications, we can employ the same approach to the cyclic lafted system and compute the TFhI of the standard Lifted system via ( 5 ) . Alternatively, we can compute the same TFhI from the stacked lifted system by applying a similar pole-zero approach but for descriptor systems [IO] . In both cases, the required computational effort and computer storage can be prohibitive for large dimensions or large periods.
The following concept.ual procedure serves as basis to describe the proposed approach t o compute an element u i j j ( z ) of W ( z ) in the zeros-poles-gain. form starting from the stacked lzfted system (6):
Pole-Zero Algorithm. 
The basis of this conceptual procedure is the method proposed in [IO] for descriptor systems. This procedure is numerically reliable, since each step can be performed using numerically stable algorithms However, because ignoring the structure of the problem, the computational complexity of this approach is too high. are independent of k and can be easily computed by reducing the K-periodic matrix Ak to a PRSF. However, for timevarying dimensions, the poles set depends on the sampling time, and can be easily computed from the EPRSF. For a given k, the pole set is formed from a so-called COR set, representing the eigenvalues of @~, , ( k + K , k ) , and nk -11 null poles. Note that the core poles are independent of k.
Computation of minimal realizations
The minimal realization problem a t
Step 1 of the PoleZero Algorithm has a particular structure. To simplify notations, we denote by ( F -z E (x-zk,x,E, a, at.
Step 1 of the Pole-zero Algorithm is a minimal realization of (F: -.E?, Cf, Hf, Lf).
----^^^^
In what follows we shortly present the main steps of the minimal realization approach for a stable periodic system (for details, see (12) The computation of truncation matrices relies on the reachability grammian P and observability grammian ' T = sV15-1, (15) which are used to determine the reduced system matrices in (12). Note that this system is balanced. t.he corresponding grammians being equal and diagonal.
The key computation in determining C and 7 is the SD lution of the two periodic Lyapunov equations in (13) with timevarying dimensions direct,ly for the Cholesky factors of the Gramians. A numerically reliable procedure for this computation has been proposed in [12] . Since the con~putation of truncation matrices (and also of the minimal reahahion) can be done using only t,he Cholesky factors (square-roots) of Gramians, the above method is called t.he squawroot method. This method leads t o a guaranteed enhancement of the overall numerical accuracy of computations. Potentially more accurate is t,he balancing-free square-root method 1121, which avoids balancing by using well-condkioned truncation matrices. For the purpose of the Pole-zero algorithm, this approach is that one to be preferred.
The computational complexity of the approach of 1121 to determine a minimal realization is O ( K n 3 ) . The most time-consuming operat,ion in t.his process is the solution of t,he two periodic Lyapunov equations satisfied by the grammians. When employing the procedure of [12] for this purpose, t,he first st,ep of the solution method is the reduction of the periodic matrix Ak to an EPRSF. Then, the Cholesky factors of the grammians are computed directly by solving reduced periodic Lyapunov equations (i.e., with A k in EPRSF). Since for each element of the p K x m K TFM the minimal realization problem involves the same periodic state matrix, the reduction to EPRSF has to be done only once t o put the original periodic system in a coordinate form with the state matrix in EPRSF. This is achieved by applying an orthogonal Lyapunov siinilarity traosformation to the original system, which preserve the TFM of the system. This minimal realization method based on balancing technique is not restricted t o asymptotically stable periodic systems. For an unstable system, a simple scaling can be used to enforce the stability of the starting representation. For instance, it is possible to replace only Ai by aA1, where 0 < a < 1 is chosen such that aaa(K+l, 1) has eigenvalues in the open unit disc. For the a-scaled system, we can apply either the square-root or balancing-free square-root approach to determine a minimal s y s p . Finally, the computed A1 needs to be rescaled to A l l a .
C o m p u t a t i o n of poles and zeros
To compute the poles of a periodic system (A, B , C , 'D) , the eigenvalues of t,he monodromy matrix @,?(K+I, 1) must be determined. This computation can be done without forming this matrix product explicitly, by reducing the K-periodic oiatrix Ak to the PRSF in the case of constant dimensions, or to the EPRSF in the case of time-varying dimensions.
It is possible to compute the zeros by cleverly exploit.ing the structure of the system pencil Consider the orthogonal tfansformat.ion matrix U1 to compress the matrix [ -2 to [ 2 1, where RI is a full row rank matrix. Applying UT t o the first two blocks rows of S ( z ) we obtain for the nonzero blocks which defines the new matrices 32 and T2. Then, construct the transformations U, for i = 2 , . . . K-1 such that where R, is a full row rank matrix. Applying the transformations Uj.successively to t.he ith and ( i + l ) t h block rows of the pencil s ( z ) , we get the reduced pencil which is orthogonally similar to the original system pencil s (~) .
Since the maarices R; have full row rank, the subpencilSK-zTK contains all finite zeros of the original pencil. This pencil has column dimension T I + 1 and row dimension a t most T I + 1. To compute the finite zeros of the periodic system, we can apply now a general algorithm, like that of [ll] , to compute the finite eigenvalues of this low order subpencil. This method requires for a system with constant. state dimension r = r;, about 2 x (13.3K + 2 7 . 5 )~~ flops in the worst case.
Computation of g a i n
To compute the gain, the main computation is to solve a potentially large order linear system H w = y, with To solve H w = g we use the standard Gaussian elimination method [4] t o compute first the LU factorization of H as P H = ZU, where P is a permutation matrix, Z is a unit lower triangular matrix and U is an upper triangular matrix. Then, by using forward and backward substitutions, the solution U ) is computed as w = U-'L-'Pg. For the particular structure of H above, L is block-bidiagonal, and U has nonzero blocks only on the diagonal, on first supra-diagonal as well as in its last block column. The following algorithm fully exploits the sparse structure of H and combines the LU factorization step with the solution steps by applying the elementary row transformations also to the right hand side g, such that in parallel with the comput,ation of nonzero blocks of U we compute also L-lPg. 
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