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Abstract
In this paper, we establish an optimal blow-up criterion for classical solutions to the
incompressible resistive Hall-magnetohydrodynamic equations. We also prove two global-
in-time existence results of the classical solutions for small initial data, the smallness condi-
tions of which are given by the suitable Sobolev and the Besov norms respectively. Although
the Sobolev space version is already an improvement of the corrresponding result in [3], the
optimality in terms of the scaling property is achieved via the Besov space estimate. The
special property of the energy estimate in terms of B˙s
2,1
norm is essential for this result.
Contrary to the usual MHD the global well-posedness in the 2 1
2
dimensional Hall-MHD is
wide open.
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1 Introduction
We study the following three dimensional incompressible resistive viscous Hall-magnetohydrodynamics
system(Hall-MHD):
∂tu+ (u · ∇)u+∇p = (∇×B)×B +∆u, (1.1)
∇ · u = 0, in R3 × (0,∞), (1.2)
∂tB −∇× (u×B) +∇× ((∇×B)×B) = ∆B, (1.3)
(u(0, x), B(0, x)) = (u0(x), B0(x)), in R
3, (1.4)
where u, B and p represent 3-dimensional velocity vector field, the magnetic field and scalar
pressure, respectively. The initial data u0 and B0 satisfy
∇ · u0 = ∇ · B0 = 0.
Note that if ∇ ·B0 = 0, then the divergence free condition is propagated by (1.3). Comparing
with the usual MHD equations, the Hall-MHD equations have the Hall term ∇×((∇×B)×B)
in (1.3), which plays an important role in magnetic reconnection which is happening in the
case of large magnetic shear. The Hall magnetohydrodynamics was studied systematically by
1
Lighthill[10]. In particular, he considered Alfve´n waves with Hall effect. The Hall-MHD is
important describing many physical phenomena, e.g., space plasmas, star formation, neutron
stars and geo-dynamo (see [2, 6, 7, 12, 15, 17] and references therein).
In [1], Acheritogaray, Degond, Frouvelle and Liu derived the Hall-MHD equations from either
two fluids model or kinetic models in a mathematically rigorous way. In [3], the global existence
of weak solutions to (1.1)–(1.4) as well as the local well-posedness of classical solution are
established. Also, a blow-up criterion for smooth solution to (1.1)–(1.4) and the global existence
of smooth solution for small initial data are obtained (see [3, Theorem 2.2 and 2.3]). Very
recently, temporal decay for the weak solution and smooth solution with small data to Hall-
MHD are also established in [5].
Our goal of this paper is to improve in an optimal way the blow-up criterion and global existence
of smooth solution with small initial data to the Hall-MHD equations (1.1)–(1.4) derived in
[3]. The sense of optimality is explained in detail in Remark 1.
Using vector identity, we can rewrite (1.1)–(1.4) as follows:
∂tu+ (u · ∇)u+∇
(
p+
|B|2
2
)
= (B · ∇)B +∆u, (1.5)
∇ · u = 0, in R3 × (0,∞), (1.6)
∂tB + (u · ∇)B +∇× ((∇×B)×B) = (B · ∇)u+∆B, (1.7)
(u(0, x), B(0, x)) = (u0(x), B0(x)), in R
3. (1.8)
Note that a weak solution (u,B) to (1.1)–(1.4) satisfies the following energy inequality (see
[3]):
1
2
(‖u(t)‖2L2 + ‖B(t)‖
2
L2) +
∫ t
0
‖∇u(·, τ)‖2L2 + ‖∇B(·, τ)‖
2
L2dτ ≤
1
2
(‖u0‖
2
L2 + ‖B0‖
2
L2) (1.9)
for almost every t ∈ [0,∞).
Our first result is Serrin type[14] criterion for the solutions to (1.1)–(1.4).
Theorem 1 Let m > 52 be an integer and (u0, B0) ∈ H
m(R3) with ∇ · u0 = ∇ ·B0 = 0. Then
for the first blow-up time T ∗ <∞ of the calssical solution to (1.1)–(1.4), it holds that
lim sup
tրT ∗
(‖u(t)‖2Hm + ‖B(t)‖
2
Hm) =∞,
if and only if
‖u‖Lq(0,T ∗;Lp(R3)) + ‖∇B‖Lγ(0,T ∗;Lβ(R3)) =∞,
where p, q, β and γ satisfy the relation
3
p
+
2
q
≤ 1,
3
β
+
2
γ
≤ 1, and p, β ∈ (3,∞].
Next, we consider an improvement of Theorem 1 for the case q = γ = 2 and p = β = ∞ by
using BMO space, in which L∞(Rd) is embedded (see [16] for the definition and properties).
Theorem 2 Let m > 52 be an integer and (u0, B0) ∈ H
m(R3) with ∇ · u0 = ∇ ·B0 = 0. Then
for the first blow-up time T ∗ <∞ of the classical solution to (1.1)–(1.4), it holds that
lim sup
tրT ∗
(‖u(t)‖2Hm + ‖B(t)‖
2
Hm) =∞,
2
if and only if ∫ T ∗
0
(‖u‖2BMO + ‖∇B‖
2
BMO)dt =∞.
We consider the homogeneous Sobolev space H˙s(Rd) (s ∈ R), which is defined as follows:
For any tempered distribution f on Rd, we define the seminorm
‖f‖H˙s = ‖Λ
sf‖L2 =
(∫
Rd
|ξ|2s|fˆ(ξ)|2dξ
) 1
2
,
where Λ denotes (−∆)
1
2 and H˙s(Rd) is the set of all functions f , for which ‖f‖H˙s is finite.
Using the above notation, we state the global in time existence of smooth solution with small
data.
Theorem 3 Let m > 52 be an integer and (u0, B0) ∈ H
m(R3) with ∇ · u0 = ∇ ·B0 = 0. There
exists a constant K > 0 such that if ‖u0‖
H˙
3
2
+ ‖B0‖
H˙
3
2
< K, then there exists a unique global
classical solution (u, B) ∈ L∞(0,∞;Hm(R3)) to (1.1)–(1.4).
Remark 1 Because Hall-term breaks the natural scaling of the Navier-Stokes equations, there
does not exist the scaling invariant function spaces for the Hall-MHD equations (1.1)–(1.4). If
we set the fluid velocity u ≡ 0, then (1.3) is reduced to
∂tB +∇× ((∇×B)×B) = ∆B, in R
3 × (0, ∞), (1.10)
with B(0, x) = B0(x).
If we consider magnetic field B satisfying (1.10), then the function Bλ(x, t) := B(λx, λ
2t) form
a solution to (1.10) again. Therefore, ∇B of (1.10) has the same scaling with the fluid velocity
u to the usual Navier-Stokes equations and ‖∇B‖Lγ(0,T ∗;Lβ(R3)) with
3
β +
2
γ = 1, and β ∈ (3,∞]
in Theorem 1 is scaling invariant with respect to the above scaling. If we consider scaling of 3D
Navier-Stokes equations and (1.10), then it seems natural to expect global existence of a classical
solution with the small data ‖u0‖
H˙
1
2
+ ‖B0‖
H˙
3
2
< ǫ. But due to the lack of the cancellation
property when we deal with u equation in H˙
1
2 and Hall equation in H˙
3
2 , it seems difficult to
obtain the result in this space. If we use the suitable Besov spaces, however, we could overcome
this difficulty, and could prove the following optimal small data global well-posedness result as
in the next theorem.
Theorem 4 Let m > 52 be an integer and (u0, B0) ∈ H
m(R3) with ∇ · u0 = ∇ ·B0 = 0. There
exists a constant ǫ = ǫ(‖B0‖L2) > 0 such that if ‖u0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
3
2
2,1
< ǫ, then there exists a
unique global classical solution (u, B) ∈ L∞(0,∞;Hm(R3)) to (1.1)–(1.4).
Remark 2 We consider 212D flows as in [11] for the Hall-MHD, i.e.,
u : R2 × (0,∞)→ R3 B : R2 × (0,∞)→ R3.
We denote u˜ = (u1, u2), B˜ = (B1, B2), ∇˜ = (∂1, ∂2), ∆˜ = ∂
2
1 + ∂
2
2 and j = ∇ × B =
 ∂2B3−∂1B3
∂1B2 − ∂2B1

.
3
Using the above notation, (1.1)–(1.3) are reduced to the following system (considering the initial
data satisfies ∇˜ · B˜0 = 0).
∂tu+ (u˜ · ∇˜)u+ ∇˜
(
p+
|B|2
2
)
= (B˜ · ∇˜)B + ∆˜u, (1.11)
∇˜ · u˜ = 0, in R2 × (0,∞), (1.12)
∂tB + (u˜ · ∇˜)B + (B˜ · ∇˜)j − (j˜ · ∇˜)B = ∆˜B + (B˜ · ∇˜)u, (1.13)
For 212D Navier-Stokes flows, the global existence of a classical solution is immediate, since
u˜ is solution to 2D Navier-Stokes equations and u3 is a solution to the linear scalar diffusion
equation. For 212D usual MHD flows, the global existence can be obtained from the blow-up
criterion, standard embedding
H˙1(R2) →֒ BMO(R2),
and energy inequality∫ T
0
‖u(t)‖2BMOdt ≤ C
∫ T
0
‖∇˜u(t)‖2L2dt <∞, for any T > 0.
Also for the both equations, planar component equations and u3 or B3 equation are decoupled.
So if we have the global existence of a classical solution to the equations of the planar part, then
we can solve the equation of the third component. But for the 212D Hall-MHD flows, planar part
(u˜, B˜) and the third components are related intimately through the Hall term (B˜ ·∇˜)j−(j˜ ·∇˜)B.
Hence, it seems a challenging problem whether there exists a finite time blowup of a classical
solution or not for 212D Hall-MHD flows (1.11)–(1.13). In this case, if we use Theorem 2,
we reduce the blow-up criterion as follows: With the same assumptions in Theorem 2, it holds
that
lim sup
tրT ∗
(‖u(t)‖2Hm + ‖B(t)‖
2
Hm) =∞,
if and only if ∫ T ∗
0
‖j‖2BMOdt =∞.
2 Preliminaries
We first set our notations, and recall definitions and properties of the Besov spaces. We follow
[16]. Let S be the Schwartz class of rapidly decreasing functions. Given f ∈ S, its Fourier
transform fˆ is defined by
fˆ(ξ) =
1
(2π)d
∫
Rd
e−ix·ξf(x)dx.
We consider the homogeneous Besov spaces B˙sp,q (p, q ∈ [1,∞]), which is defined as follows. Let
{ψk}k∈Z be the Littlewood-Paley partition of unity, whose Fourier transform ψˆk(ξ) is supported
on the annulus {ξ ∈ Rd | 2k−1 ≤ |ξ| ≤ 2k}. Then the homogeneous Besov semi-norm ‖f‖B˙sp,q
is
defined by
‖f‖B˙sp,q
=
{
[
∑∞
−∞ 2
kqs‖ψk ∗ f‖
q
Lp ]
1
q if q ∈ [1, ∞)
supk[2
ks‖ψk ∗ f‖Lp ] if q =∞.
4
Also the homogeneous Triebel-Lizorkin space F˙ sp,q is a quasi-normed space with semi-norm
‖ · ‖F˙ sp,q
which is defined by
‖f‖F˙ sp,q
=
{ ∥∥∥(∑k∈Z 2kqs|ψk ∗ f(·)|q)1/q∥∥∥
Lp
if q ∈ [1, ∞)∥∥supk∈Z(2ks|ψk ∗ f |)∥∥Lp if q =∞.
Proposition 1 (i) Bernstein’s Lemma: Assume that f ∈ Lp with 1 ≤ p ≤ ∞, and supp fˆ ⊂
{2j−2 ≤ |ξ| < 2j}, then there exists a constant Ck such that the following inequalities hold:
C−1k 2
jk‖f‖Lp ≤ ‖D
kf‖Lp ≤ Ck2
jk‖f‖Lp .
Assume that f ∈ Lp with 1 ≤ p ≤ q ≤ ∞, and supp fˆ ⊂ {|ξ| < 2j}, then there exists a constant
C such that the following inequality holds:
‖f‖Lq ≤ C2
jd
(
1
p
− 1
q
)
‖f‖Lp .
(ii) We have the equivalence of norms
‖Dkf‖B˙sp,q
∼ ‖f‖B˙s+kp,q .
(iii) Let s > 0, q ∈ [1,∞], then there exists a constant C such that the following inequalities
holds :
‖fg‖B˙sp,q
≤ C
(
‖f‖Lp1‖g‖B˙sp2,q
+ ‖g‖Lr1‖f‖B˙sr2,q
)
,
for homogeneous Besov spaces, where p1, r1 ∈ [1,∞] such that
1
p =
1
p1
+ 1p2 =
1
r1
+ 1r2 .
Let s1, s2 ≤
n
p (n is the dimension) such that s1 + s2 > 0, f ∈ B˙
s1
p,1 and g ∈ B˙
s2
p,1. Then
fg ∈ B˙
s1+s2−
n
p
p,1 and
‖fg‖
B˙
s1+s2−
n
p
p,1
≤ C‖f‖B˙s1p,1
‖g‖B˙s2p,1
.
(iv) For s ∈ (−np − 1,
n
p ] we have
‖[u,∆q]w‖Lp ≤ cq2
−q(s+1)‖u‖
B˙
n
p+1
p,1
‖w‖B˙sp,1
with
∑
q∈Z cq ≤ 1. In the above, we denote
[u,∆q]w = u∆qw −∆q(uw).
(v) We have the following interpolation inequalities for s, s1 > 0, s = θs1 and θ ∈ (0, 1):
‖f‖B˙s
2,1
≤ C‖f‖θ
B˙
s1
2,1
‖f‖1−θ
L2
.
(vi) Suppose ∇f ∈ BMO(Rd) and f ∈ L2. Then we have
‖f‖BMO ≤ C(‖∇f‖BMO + ‖f‖L2).
5
Proof. The proof of (i)–(iv) is rather standard and we can find the proofs in many references
(e.g., see [4] and references therein). Although the proofs for (v) and (vi) looks standard, we
could not find a literature including these, and we present their proofs here. In order to prove
(v) we write:
‖f‖B˙s
2,1
=
∑
q∈Z
2qs‖∆qf‖L2 =
∑
q≤N
2qs‖∆qf‖L2 +
∑
q>N
2qs‖∆qf‖L2
≤

∑
q≤N
22qs


1
2

∑
q∈Z
‖∆qf‖
2
L2


1
2
+ C2N(s−s1)
∑
q>N
2qs1‖∆qf‖L2
≤ C2Ns‖f‖L2 +C2
N(s−s1)‖f‖B˙s1
2,1
.
Let us choose N =

log2
(
‖f‖
B˙
s1
2,1
‖f‖
L2
) 1
s1

, i.e., satisfying
2Ns‖f‖L2 = 2
N(s−s1)‖f‖B˙s1
2,1
.
Then we have the interpolation inequality in (v). Since we know BMO = F˙ 0∞,2 (see pp.
243–244 of [16]) and the Fourier transform of
∑
k<0 |ψk ∗ f |
2 is supported in the unit ball, we
deduce, using (i), that
‖f‖BMO ≤
∥∥∥∥∥∥∥

∑
k≥0
|ψk ∗ f |
2


1/2
∥∥∥∥∥∥∥
L∞
+
∥∥∥∥∥∥
(∑
k<0
|ψk ∗ f |
2
)1/2∥∥∥∥∥∥
L∞
≤
∥∥∥∥∥∥∥

∑
k≥0
22k|ψk ∗ f |
2


1/2
∥∥∥∥∥∥∥
L∞
+ C
∥∥∥∥∥∥
(∑
k<0
|ψk ∗ f |
2
)1/2∥∥∥∥∥∥
L2
≤ C(‖∇f‖BMO + ‖f‖L2).
This completes the proof of (vi).
3 Regularity Criterion
Through this paper, C denotes a generic positive constant which may change from one line to
the other.
We first derive blow-up criterion for classical solutions to (1.10) as mentioned in Remark 1,
which is called the Hall equation.
Proposition 2 Let m > 52 be an integer and B0 ∈ H
m(R3). Then for the first blow-up time
T ∗ <∞ of the classical solution to (1.10), it holds that
lim sup
tրT ∗
‖B(t)‖2Hm =∞,
6
if and only if
‖∇B‖Lγ(0,T ∗;Lβ(R3)) =∞,
where β and γ satisfy the relation
3
β
+
2
γ
≤ 1, and β ∈ (3,∞].
Proof. Taking Dα = ∂|α|/∂xα11 ∂x
α2
2 ∂x
α3
3 operator where α = (α1, α2, α3) ∈ (N ∪ {0})
3 with
|α| = α1 +α2 +α3 ≤ m with m ≥ 3, scalar product with D
αB, and sum over α with |α| ≤ m,
we have
1
2
d
dt
‖B‖2Hm + ‖∇B‖
2
Hm = −
∑
|α|≤m
∫
R3
Dα((∇×B)×B) ·Dα(∇×B)dx = J.
Using the cancellation property, we have
J = −
∑
0≤|α|≤m
∫
R3
[Dα((∇×B)×B)− (Dα(∇×B))×B] ·Dα(∇×B)dx
From the calculus inequality, interpolation inequality and Young’s inequality, we have
|J | ≤ C‖∇B‖Lβ‖B‖
W
m,
2β
β−2
‖∇B‖Hm
≤ C‖∇B‖Lβ‖B‖
β−3
β
Hm ‖∇B‖
β+3
β
Hm
≤ C‖∇B‖
2β
β−3
Lβ
‖B‖2Hm +
1
2
‖∇B‖2Hm .
Consequently, one has
d
dt
‖B‖2Hm + ‖∇B‖
2
Hm ≤ C‖∇B‖
2β
β−3
Lβ
‖B‖2Hm .
Using the Gronwall’s inequality, we have
sup
0≤t≤T
‖B(t)‖2Hm ≤ ‖B0‖
2
Hm exp
(
C
∫ T
0
‖∇B‖
2β
β−3
Lβ
dt
)
.
Since 3β +
β−3
β = 1, this completes the proof.
Next, we derive a priori estimates for the proof of our theorems.
Proposition 3 Let m > 52 be an integer and (u,B) be a smooth solution to (1.5)–(1.8). Then
there exist two universal constants C1 and C2 such that the following a priori estimates hold:
d
dt
(‖u‖2H1 + ‖B‖
2
H1) + ‖∇u‖
2
H1 + ‖∇B‖
2
H1
≤ C1(‖u‖
2p
p−3
Lp + ‖∇B‖
2β
2β−3
Lβ
)(‖u‖2H1 + ‖B‖
2
H1), (3.1)
and
d
dt
(‖u‖2Hm + ‖B‖
2
Hm) + ‖∇u‖
2
Hm + ‖∇B‖
2
Hm
≤ C2(1 + ‖u‖
2p
p−3
Lp + ‖∇B‖
2β
2β−3
Lβ
+ ‖u‖2L∞ + ‖B‖
2
L∞)(‖u‖
2
Hm + ‖B‖
2
Hm). (3.2)
Proof. First, we derive (3.1). Take operator ∇ on equations (1.5) and (1.7), respectively, take
scalar product of them with ∇u and ∇B, respectively and add them together, we obtain
1
2
d
dt
(‖∇u‖2L2 + ‖∇B‖
2
L2) + ‖∆u‖
2
L2 + ‖∆B‖
2
L2
= −
∫
R3
∇((∇×B)×B) · ∇(∇×B)dx−
∫
R3
∇(u · ∇B) · ∇Bdx
−
∫
R3
∇(u · ∇u) · ∇udx+
∫
R3
∇(B · ∇u) · ∇Bdx+
∫
R3
∇(B · ∇B) · ∇udx
:= I1 + I2 + I3 + I4 + I5. (3.3)
We use the following cancellation for the estimate of I1 as in [3] and in Proposition 2
I1 = −
3∑
i=1
∫
R3
[∂i((∇×B)×B)− (∂i(∇×B))×B] · ∂i(∇×B)dx
= −
3∑
i=1
∫
R3
(∇×B)× ∂iB · ∂i(∇×B)dx.
Using Young’s inequality and the interpolation inequality, we obtain
|I1| ≤ C‖∇B‖Lβ‖∇B‖
L
2β
β−2
‖∆B‖L2
≤ C‖∇B‖Lβ‖∇B‖
β−3
β
L2
‖∆B‖
β+3
β
L2
≤ C‖∇B‖
2β
β−3
Lβ
‖∇B‖2L2 +
1
8
‖∆B‖2L2 .
By integration by parts, we can rewrite and estimate the second and third terms on the right
hand side of (3.3) as follows:
|I2| =
∣∣∣∣
∫
R3
(u · ∇)B ·∆Bdx
∣∣∣∣
≤ C‖u‖Lp‖∇B‖
L
2p
p−2
‖∆B‖L2
≤ C‖u‖Lp‖∇B‖
p−3
p
L2
‖∆B‖
p+3
p
L2
≤ C‖u‖
2p
p−3
Lp ‖∇B‖
2
L2 +
1
8
‖∆B‖2L2 ,
and
|I3| =
∣∣∣∣
∫
R3
(u · ∇)u ·∆udx
∣∣∣∣
≤ C‖u‖Lp‖∇u‖
L
2p
p−2
‖∆u‖L2
≤ C‖u‖Lp‖∇u‖
p−3
p
L2
‖∆u‖
p+3
p
L2
≤ C‖u‖
2p
p−3
Lp ‖∇u‖
2
L2 +
1
8
‖∆u‖2L2 ,
8
For the sum of I4 and I5, we use the following cancellation property :
I4+I5 =
3∑
i=1
∫
R3
(B ·∇)∂iu ·∂iB+(∂iB ·∇)u ·∂iBdx+
3∑
i=1
∫
R3
(∂iB ·∇)B ·∂iu+(B ·∇)∂iB ·∂iudx
=
3∑
i=1
∫
R3
(∂iB · ∇)u · ∂iB + (∂iB · ∇)B · ∂iudx
= −
3∑
i=1
∫
R3
(∂iB · ∇)∂iB · u+ (∂
2
i B · ∇)B · u+ (∂iB · ∇)∂iB · udx.
Therefore, we estimate
|I4 + I5| ≤ C‖u‖Lp‖∇B‖
L
2p
p−2
‖∆B‖L2
≤ C‖u‖Lp‖∇B‖
p−3
p
L2
‖∆B‖
p+3
p
L2
≤ C‖u‖
2p
p−3
Lp ‖∇B‖
2
L2 +
1
8
‖∆B‖2L2 .
Summing up the above estimates, we easily deduce (3.1).
Next, we derive (3.2). Similarly to Proposition 3.2 in [3] and (3.3), we have the following for
m ≥ 2
1
2
d
dt
(‖u‖2Hm + ‖B‖
2
Hm) + ‖∇u‖
2
Hm + ‖∇B‖
2
Hm
= −
∑
1≤|α|≤m
∫
R3
Dα((∇×B)×B) ·Dα(∇×B)dx−
∑
1≤|α|≤m
∫
R3
Dα(u · ∇B) ·DαBdx
−
∑
1≤|α|≤m
∫
R3
Dα(u · ∇u) ·Dαudx+
∑
1≤|α|≤m
∫
R3
Dα(B · ∇u) ·DαBdx
+
∑
1≤|α|≤m
∫
R3
Dα(B · ∇B) ·Dαudx
:= J1 + J2 + J3 + J4 + J5, (3.4)
where α = (α1, α2, α3) ∈ N
3 is a multi-index, Dα = ∂|α|/∂xα11 ∂x
α2
2 ∂x
α3
3 and |α| = α1+α2+α3.
We successively estimate J1, · · · , J5. By the cancellation property such that
J1 = −
∑
2≤|α|≤m
∫
R3
{Dα[(∇×B)×B]− [Dα(∇×B)]×B} ·Dα(∇×B)dx
From the calculus inequality, the interpolation inequality and Young’s inequality, we have
|J1| ≤ C‖∇B‖Lβ‖B‖
W
m,
2β
β−2
‖∇B‖Hm
≤ C‖∇B‖Lβ‖B‖
β−3
β
Hm ‖∇B‖
β+3
β
Hm
≤ C‖∇B‖
2β
β−3
Lβ
‖B‖2Hm +
1
8
‖∇B‖2Hm .
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Similarly, the other terms can be estimated from the Leibniz formula and Young’s inequality :
|J2| ≤ C(‖u‖L∞‖B‖Hm + ‖B‖L∞‖u‖Hm)‖∇B‖Hm
≤ C(‖u‖2L∞ + ‖B‖
2
L∞)(‖u‖
2
Hm + ‖B‖
2
Hm) +
1
8
‖∇B‖2Hm ,
|J3| ≤ C(‖u‖
2
L∞ + ‖u‖
2
L∞)(‖u‖
2
Hm + ‖u‖
2
Hm) +
1
8
‖∇u‖2Hm ,
|J4| ≤ C(‖u‖
2
L∞ + ‖B‖
2
L∞)(‖u‖
2
Hm + ‖B‖
2
Hm) +
1
8
‖∇B‖2Hm ,
and
|J5| ≤ C‖B‖
2
L∞‖B‖
2
Hm +
1
8
‖∇u‖2Hm ,
Collecting all the estimates together, we deduce (3.2). This completes the proof.
We can now prove Theorem 1 and Theorem 2.
Proof of Theorem 1. Using Gronwall’s Lemma to (3.1), we have the following inequality
for all T ≤ T ∗
sup
0<t<T
(‖u(t)‖2H1 + ‖B(t)‖
2
H1) +
∫ T
0
‖∇u‖2H1 + ‖∇B‖
2
H1dt
≤ (‖u0‖
2
H1 + ‖B0‖
2
H1)(1 +C1
∫ T
0
‖u‖
2p
p−3
Lp + ‖∇B‖
2β
2β−3
Lβ
) exp
(
C1
∫ T
0
‖u‖
2p
p−3
Lp + ‖∇B‖
2β
2β−3
Lβ
)
.
(3.5)
Again, using Gronwall’s Lemma to (3.2), we obtain
sup
0<t<T
(‖u(t)‖2Hm + ‖B(t)‖
2
Hm) +
∫ T
0
‖∇u‖2Hm + ‖∇B‖
2
Hmdt
≤ (‖u0‖
2
Hm + ‖B0‖
2
Hm)(1 + C2
∫ T
0
‖u‖
2p
p−3
Lp + ‖∇B‖
2β
2β−3
Lβ
+ ‖u‖2L∞ + ‖B‖
2
L∞dt)
× exp
(
C2
∫ T
0
‖u‖
2p
p−3
Lp + ‖∇B‖
2β
2β−3
Lβ
+ ‖u‖2L∞ + ‖B‖
2
L∞dt
)
. (3.6)
The interpolation inequality ‖f‖L∞ ≤ C‖f‖
1
4
L2
‖∇f‖
3
4
H1
produces us with
∫ T
0
‖u‖2L∞dt ≤ C sup
0≤t≤T
‖u(t)‖
1
2
L2
∫ T
0
‖∇u‖
3
2
H1
dt ≤ C‖u0‖
1
2
L2
(∫ T
0
‖∇u‖2H1dt
) 3
4
T
1
4 , (3.7)
and
∫ T
0
‖B‖2L∞dt ≤ C sup
0≤t≤T
‖B(t)‖
1
2
L2
∫ T
0
‖∇B‖
3
2
H1
dt ≤ C‖B0‖
1
2
L2
(∫ T
0
‖∇B‖2H1dt
) 3
4
T
1
4 . (3.8)
From (3.5)–(3.8), we obtain that if
∫ T ∗
0
‖u‖
2p
p−3
Lp + ‖∇B‖
2β
2β−3
Lβ
dt <∞, and u0, B0 ∈ H
m(R3),
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then
sup
0<t<T ∗
(‖u(t)‖2Hm + ‖B(t)‖
2
Hm) +
∫ T
0
‖∇u‖2Hm + ‖∇B‖
2
Hmdt <∞.
Since 2p2p−3 ≤ q and
2β
2β−3 ≤ γ, it completes the proof of Theorem 1.
Proof of Theorem 2. First, we recall the logarithmic Sobolev inequality using BMO space
(see [13, Corollary 2.4]).
‖∇B‖L∞ ≤ C(q)
(
1 + ‖∇B‖BMO
(
ln+(‖∇B‖W 1,q + ‖B‖L∞)
) 1
2
)
, (3.9)
if ∇f ∈ W 1,q(R3) ∩ L2(R3) for 3 < q. Since Hm−1(R3) →֒ W 1,q(R3) for some q > 3 when
m ≥ 3 and Hm(R3) →֒ L∞(R3), we have
‖∇B‖L∞ ≤ C
(
1 + ‖∇B‖BMO ln
1
2 (e+ ‖B‖Hm)
)
. (3.10)
We estimate each term J1, · · · , J5 in (3.4) for an integer m ≥ 3. Using cancellation property,
Young’s inequality and (3.10), we have
|J1| ≤ C‖∇B‖L∞‖B‖Hm‖∇B‖Hm ≤ C‖∇B‖
2
L∞‖B‖
2
Hm +
1
8
‖∇B‖2Hm
≤ C
(
1 + ‖∇B‖2BMO ln(e+ ‖B‖Hm)
)
‖B‖2Hm +
1
8
‖∇B‖2Hm . (3.11)
We recall the bilinear estimates in BMO space (see [9, Lemma1]).
‖∂αf · ∂βg‖L2 ≤ C(‖f‖BMO‖(−∆)
|α|+|β|
2 g‖L2 + ‖(−∆)
|α|+|β|
2 f‖L2‖g‖BMO), (3.12)
for all f, g ∈ BMO ∩H |α|+|β|, when α = (α1, α2, α3) and β = (β1, β2, β3) are multi-indices
with |α|, |β| ≥ 1. Using the cancellation property∫
R3
(u · ∇)DαB ·DαBdx =
∫
R3
(u · ∇)Dαu ·Dαudx = 0,
and (3.12), we have
|J2| =
∣∣∣∣∣∣
∑
1≤|α|≤m
∫
R3
[Dα(u · ∇B) ·DαB − (u · ∇)DαB ·DαB]dx
∣∣∣∣∣∣
≤ C(‖u‖BMO‖∇B‖Hm + ‖B‖BMO‖∇u‖Hm)‖B‖Hm
≤ C(‖u‖2BMO + ‖B‖
2
BMO)‖B‖
2
Hm +
1
8
(‖∇u‖2Hm + ‖∇B‖
2
Hm), (3.13)
and
|J2| =
∣∣∣∣∣∣
∑
1≤|α|≤m
∫
R3
[Dα(u · ∇u) ·Dαu− (u · ∇)Dαu ·Dαu]dx
∣∣∣∣∣∣
≤ C‖u‖BMO‖∇u‖Hm‖u‖Hm
≤ C‖u‖2BMO‖u‖
2
Hm +
1
8
‖∇u‖2Hm . (3.14)
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Using the cancellation property∫
R3
(B · ∇)Dαu ·DαBdx+
∫
R3
(B · ∇)DαB ·Dαudx = 0,
we rewrite
J4 + J5 =
∑
1≤|α|≤m
∫
R3
[Dα(B · ∇u) ·DαB − (B · ∇)Dαu ·DαB]dx
+
∑
1≤|α|≤m
∫
R3
[Dα(B · ∇B) ·Dαu− (B · ∇)DαB ·Dαu]dx.
Then, using (3.12), we deduce that
|J4 + J5| ≤ C(‖B‖BMO‖∇u‖Hm + ‖u‖BMO‖∇B‖Hm)‖B‖Hm + C‖B‖BMO‖∇B‖Hm‖u‖Hm
≤ C(‖u‖2BMO + ‖B‖
2
BMO)(‖u‖
2
Hm + ‖B‖
2
Hm) +
1
8
(‖∇u‖2Hm + ‖∇B‖
2
Hm). (3.15)
Using (3.11), (3.13), (3.14) and (3.15), inequality (3.4) can be rewritten as
d
dt
(‖u‖2Hm + ‖B‖
2
Hm) + ‖∇u‖
2
Hm + ‖∇B‖
2
Hm
≤ C(1 + ‖u‖2BMO + ‖B‖
2
BMO + ‖∇B‖
2
BMO ln(e+ ‖B‖Hm))(‖u‖
2
Hm + ‖B‖
2
Hm). (3.16)
Let X(t) = e+ ‖u‖2Hm + ‖B‖
2
Hm . Then we rewrite (3.16) into
d
dt
X(t) ≤ C(1 + ‖u‖2BMO + ‖∇B‖
2
BMO)X(t) ln(e+X(t)).
Using Gronwall type Lemma, we obtain
sup
0≤t≤T
X(t) ≤ (e+ ‖u0‖
2
Hm + ‖B0‖
2
Hm) exp
(
C exp
(∫ T
0
‖u‖2BMO + ‖∇B‖
2
BMOdt
))
.
This completes the proof of Theorem 2.
4 Small data global existence
Proof of Theorem 3. Denote Λ = (−∆)
1
2 . If we take operator Λ
1
2 on the both sides of
(1.5) and (1.7), take scalar product with Λ
1
2u and Λ
1
2B, respectively, and add these to obtain
that
1
2
d
dt
(‖Λ
1
2u‖2L2 + ‖Λ
1
2B‖2L2) + ‖Λ
3
2u‖2L2 + ‖Λ
3
2B‖2L2
≤ C(‖(u · ∇)u‖
L
3
2
‖Λu‖L3 + ‖(B · ∇)B‖L
3
2
‖Λu‖L3
+‖(u · ∇)B‖
L
3
2
‖ΛB‖L3 + ‖(B · ∇)u‖L
3
2
‖ΛB‖L3)
+C‖∇×B‖L6‖B‖L3‖Λ∇×B‖L2
≤ C(‖Λ
1
2u‖L2 + ‖Λ
1
2B‖L2)
(
‖Λ
3
2u‖2L2 + ‖Λ
3
2B‖2L2
)
+C‖Λ
1
2B‖L2‖Λ
5
2B‖2L2 . (4.1)
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If we take operator Λ
3
2 on the both sides of (1.5) and (1.7) and take scalar product with Λ
3
2u
and Λ
3
2B, respectively, we deduce that
1
2
d
dt
‖Λ
3
2u‖2L2 + ‖Λ
5
2u‖2L2
≤ −
∫
R3
{Λ
3
2 [(u · ∇)u]− (u · ∇)Λ
3
2u} · Λ
3
2udx
+
∫
R3
{Λ
3
2 [(B · ∇)B]− (B · ∇)Λ
3
2B} · Λ
3
2udx+
∫
R3
[(B · ∇)Λ
3
2B] · Λ
3
2udx, (4.2)
and
1
2
d
dt
‖Λ
3
2B‖2L2 + ‖Λ
5
2B‖2L2
≤ −
∫
R3
{Λ
3
2 [(u · ∇)B]− (u · ∇)Λ
3
2B} · Λ
3
2Bdx
+
∫
R3
{Λ
3
2 [(B · ∇)u]− (B · ∇)Λ
3
2u} · Λ
3
2Bdx+
∫
R3
[(B · ∇)Λ
3
2u] · Λ
3
2Bdx
−
∫
R3
{Λ
3
2 [(∇×B)×B]− (Λ
3
2∇×B)×B} · Λ
3
2∇×Bdx. (4.3)
Adding (4.2) and (4.3), and using the fact that∫
R3
[(B · ∇)Λ
3
2B] · Λ
3
2udx+
∫
R3
[(B · ∇)Λ
3
2u] · Λ
3
2Bdx = 0,
We obtain
1
2
d
dt
(‖Λ
3
2u‖2L2 + ‖Λ
3
2B‖2L2) + ‖Λ
5
2u‖2L2 + ‖Λ
5
2B‖2L2
≤ ‖Λ
3
2 [(u · ∇)u]− (u · ∇)Λ
3
2u‖L2‖Λ
3
2u‖L2
+‖Λ
3
2 [(u · ∇)B]− (u · ∇)Λ
3
2B‖L2‖Λ
3
2B‖L2
+‖Λ
3
2 [(B · ∇)B]− (B · ∇)Λ
3
2B‖L2‖Λ
3
2u‖L2
+‖Λ
3
2 [(B · ∇)u]− (B · ∇)Λ
3
2u‖L2‖Λ
3
2B‖L2
+‖Λ
3
2 [(∇×B)×B]− (Λ
3
2∇×B)×B‖L2‖Λ
3
2∇×B‖L2 . (4.4)
We recall the commutator estimate([8])
‖Λs(fg)− fΛsg‖Lp ≤ C(‖∇f‖Lq1‖Λ
s−1g‖Lr1 + ‖Λ
sf‖Lq2‖g‖Lr2 ,
where 1p =
1
qi
+ 1ri , i = 1, 2 and p, qi, ri ∈ [1,∞].
Using above commutator estimate together with the Sobolev inequalities, we deduce
‖Λ
3
2 [(u·∇)u]−(u·∇)Λ
3
2u‖L2 ≤ C(‖Λ
3
2u‖L6‖∇u‖L3+‖Λ
1
2u‖L6‖Λ
2u‖L6) ≤ C‖Λ
5
2u‖L2‖Λ
3
2u‖L2 ,
‖Λ
3
2 [(u · ∇)B]− (u · ∇)Λ
3
2B‖L2 ≤ C(‖Λ
5
2u‖L2‖Λ
3
2B‖L2 + ‖Λ
5
2B‖L2‖Λ
3
2u‖L2),
‖Λ
3
2 [(B · ∇)B]− (B · ∇)Λ
3
2B‖L2 ≤ C‖Λ
5
2B‖L2‖Λ
3
2B‖L2 ,
‖Λ
3
2 [(B · ∇)u]− (B · ∇)Λ
3
2u‖L2 ≤ C(‖Λ
5
2u‖L2‖Λ
3
2B‖L2 + ‖Λ
5
2B‖L2‖Λ
3
2u‖L2),
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and
‖Λ
3
2 [(∇×B)×B]− (Λ
3
2∇×B)×B‖L2 ≤ C‖Λ
5
2B‖L2‖Λ
3
2B‖L2 .
Hence we obtain that
1
2
d
dt
(‖Λ
3
2u‖2L2 + ‖Λ
3
2B‖2L2) + ‖Λ
5
2u‖2L2 + ‖Λ
5
2B‖2L2
≤ C(‖Λ
3
2u‖L2 + ‖Λ
3
2B‖L2)
(
‖Λ
5
2u‖2L2 + ‖Λ
5
2B‖2L2 + ‖Λ
3
2u‖2L2 + ‖Λ
3
2B‖2L2
)
. (4.5)
Adding (4.1) and (4.5), we have
1
2
d
dt
(‖Λ
1
2u(t)‖2L2 + ‖Λ
1
2B(t)‖2L2 + ‖Λ
3
2u(t)‖2L2 + ‖Λ
3
2B(t)‖2L2)
+
(
1− C
(
‖Λ
1
2u(t)‖L2 + ‖Λ
1
2B(t)‖L2 + ‖Λ
3
2u(t)‖L2 + ‖Λ
3
2B(t)‖L2
))
×
(
‖Λ
3
2u(t)‖2L2 + ‖Λ
3
2B(t)‖2L2 + ‖Λ
5
2u(t)‖2L2 + ‖Λ
5
2B(t)‖2L2
)
≤ 0.
Choosing K so small that (by interpolation of H
1
2 between H˙
3
2 and L2)
C
(
‖Λ
1
2u0‖L2 + ‖Λ
1
2B0‖L2 + ‖Λ
3
2u0‖L2 + ‖Λ
3
2B0‖L2
)
≤
1
2
,
then we have for any T ∈ (0, T ∗) (T ∗ is the maximal time of existence of Hm solution),
(u, B) ∈ L∞(0, T ;H
3
2 ) ∩ L2(0, T ;H
5
2 ).
Using the fact that
H˙
3
2 (R3) →֒ BMO(R3),
and the above estimates, we have
∇u, ∇B ∈ L2(0, T ; , BMO), for all T ∈ (0, T ∗),
which satisfies the integrability condition in Theorem 2. Consequently, using the continuation
argument, it completes the proof of Theorem 3.
Proof of Theorem 4. For the simplicity, we set
π = p+
|B|2
2
.
Applying operator ∆q to (1.5) and (1.7), respectively, we infer that
∂t∆qu+ (u · ∇)∆qu−∆∆qu+∇∆qπ
= −[∆q, u] · ∇u+∆q(B · ∇B), (4.6)
and
∂t∆qB + (u · ∇)∆qB −∆∆qB +∇×∆q(j ×B)
= −[∆q, u] · ∇B +∆q(B · ∇u), (4.7)
14
Let T ∗ be the maximal time of existence of solution such that (u(t), B(t)) ∈ Hm(R3), m > 52
for all t ∈ [0, T ∗). Multiplying ∆qu and ∆qB to the both sides of (4.6) and (4.7), respectively,
and integrating over R3, we have for t ∈ (0, T ∗)
1
2
d
dt
‖∆qu‖
2
L2 + C2
2q‖∆qu‖
2
L2
≤ ‖[∆q, u] · ∇u‖L2‖∆qu‖L2 + ‖∆q(B · ∇B)‖L2‖∆qu‖L2 , (4.8)
and
1
2
d
dt
‖∆qB‖
2
L2 + C2
2q‖∆qB‖
2
L2 ≤ ‖[∆q, u] · ∇B‖L2‖∆qB‖L2
+C2q‖∆q(j ×B)‖L2‖∆qB‖L2 + ‖∆q(B · ∇u)‖L2‖∆qB‖L2 , (4.9)
Dividing both sides of (4.8) and (4.9) by ‖∆qu‖L2 and ‖∆qB‖L2 , respectively and adding these,
we obtain that
d
dt
(‖∆qu‖L2 + ‖∆qB‖L2) + C2
2q(‖∆qu‖L2 + ‖∆qB‖L2)
≤ ‖[∆q, u] · ∇u‖L2 + ‖∆q(B · ∇B)‖L2 + ‖[∆q, u] · ∇B‖L2
+C2q‖∆q(j ×B)‖L2 + ‖∆q(B · ∇u)‖L2 . (4.10)
Multiplying 2
q
2 and integrating over [0, t] with t ≤ T ∗ − δ for any δ > 0, we have
2
q
2 (‖∆qu(t)‖L2 + ‖∆qB(t)‖L2) + C1
∫ t
0
2
5q
2 (‖∆qu(s)‖L2 + ‖∆qB(s)‖L2)ds
≤
∫ t
0
2
q
2‖[∆q, u] · ∇u‖L2ds+
∫ t
0
2
q
2 ‖∆q(B · ∇B)‖L2ds +
∫ t
0
2
q
2‖[∆q, u] · ∇B‖L2ds
+C
∫ t
0
2
3q
2 ‖∆q(j ×B)‖L2ds+
∫ t
0
2
q
2 ‖∆q(B · ∇u)‖L2ds+ 2
q
2 (‖∆qu0‖L2 + ‖∆qB0‖L2).
Taking summation over q ∈ Z, we have
(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
) + C1
∫ t
0
(‖u(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
5
2
2,1
)ds
≤
∫ t
0
‖B · ∇B‖
B˙
1
2
2,1
ds+
∫ t
0
‖B · ∇u‖
B˙
1
2
2,1
ds+ C
∫ t
0
‖j ×B‖
B˙
3
2
2,1
ds
+
∫ t
0
∑
q
2
q
2 ‖[∆q, u] · ∇u‖L2ds+
∫ t
0
∑
q
2
q
2 ‖[∆q, u] · ∇B‖L2ds
+(‖u0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
1
2
2,1
). (4.11)
Using (iii) of Proposition 1, we have
‖B · ∇B‖
B˙
1
2
2,1
≤ C‖B‖
B˙
1
2
2,1
‖∇B‖
B˙
3
2
2,1
,
‖B · ∇u‖
B˙
1
2
2,1
≤ C‖B‖
B˙
1
2
2,1
‖∇u‖
B˙
3
2
2,1
,
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and
‖j ×B‖
B˙
3
2
2,1
≤ C‖j‖
B˙
3
2
2,1
‖B‖
B˙
3
2
2,1
.
From Proposition 1 (iv), we obtain
‖[∆q, u] · ∇u‖L2 ≤ cq2
− q
2‖u‖
B˙
5
2
2,1
‖∇u‖
B˙
− 1
2
2,1
,
and
‖[∆q, u] · ∇B‖L2 ≤ cq2
− q
2‖u‖
B˙
5
2
2,1
‖∇B‖
B˙
− 1
2
2,1
.
Then the right hand side of (4.11) are estimated as follows :
(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
) + C1
∫ t
0
(‖u(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
5
2
2,1
)ds
≤ C
∫ t
0
(‖u(s)‖
B˙
1
2
2,1
+ ‖B(s)‖
B˙
1
2
2,1
)(‖u(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
5
2
2,1
)ds +C
∫ t
0
‖B‖
B˙
3
2
2,1
‖j‖
B˙
3
2
2,1
ds
+(‖u0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
1
2
2,1
). (4.12)
To estimate the term
∫ t
0 ‖B‖
B˙
3
2
2,1
‖j‖
B˙
3
2
2,1
ds of (4.12), we rewrite (1.7) as
∂tB + (u · ∇)B + (B · ∇)j − (j · ∇)B = (B · ∇)u+∆B.
Applying operator ∆q to above, we infer that
∂t∆qB + (u · ∇)∆qB −∆∆qB +∆q(B · ∇j)− (j · ∇)∆qB
= −[∆q, u] · ∇B +∆q(B · ∇u) + [∆q, j] · ∇B. (4.13)
Multiplying ∆qB on the both sides of (4.13), integrating over R
3, we deduce that
1
2
d
dt
‖∆qB‖
2
L2 + C2
2q‖∆qB‖
2
L2 ≤ ‖[∆q, u] · ∇B‖L2‖∆qB‖L2
+‖∆q(B · ∇j)‖L2‖∆qB‖L2 + ‖∆q(B · ∇u)‖L2‖∆qB‖L2 + ‖[∆q, j] · ∇B‖L2‖∆qB‖L2 .
Dividing above by ‖∆qB‖L2 , multiplying 2
3q
2 and integrating over [0, t] with t ≤ T ∗− δ for any
δ > 0, we have
2
3q
2 ‖∆qB(t)‖L2 + C1
∫ t
0
2
7q
2 ‖∆qB(s)‖L2ds ≤
∫ t
0
2
3q
2 ‖∆q(B · ∇j)‖L2ds
+
∫ t
0
2
3q
2 ‖∆q(B · ∇u)‖L2ds+
∫ t
0
2
3q
2 ‖[∆q, u] · ∇B‖L2ds
+
∫ t
0
2
3q
2 ‖[∆q, j] · ∇B‖L2ds+ 2
3q
2 ‖∆qB0‖L2 . (4.14)
Taking summation over q ∈ Z, we obtain that
‖B(t)‖
B˙
3
2
2,1
+ C1
∫ t
0
‖B(s)‖
B˙
7
2
2,1
ds ≤ C
∫ t
0
‖B · ∇j‖
B˙
3
2
2,1
+ C‖B · ∇u‖
B˙
3
2
2,1
ds
+
∫ t
0
∑
q
2
3q
2 ‖[∆q, u] · ∇B‖L2 +
∑
q
2
3q
2 ‖[∆q, j] · ∇B‖L2ds+ ‖B0‖
B˙
3
2
2,1
. (4.15)
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Again using Proposition 1 (iii), we estimate
‖B · ∇j‖
B˙
3
2
2,1
≤ C‖B‖
B˙
3
2
2,1
‖∇j‖
B˙
3
2
2,1
,
and
‖B · ∇u‖
B˙
3
2
2,1
≤ C‖B‖
B˙
3
2
2,1
‖∇u‖
B˙
3
2
2,1
.
Using commutator estimates of Proposition 1 (iv), we have
‖[∆q, u] · ∇B‖L2 ≤ cq2
− 3q
2 ‖u‖
B˙
5
2
2,1
‖∇B‖
B˙
1
2
2,1
,
and
‖[∆q, j] · ∇B‖L2 ≤ cq2
− 3q
2 ‖j‖
B˙
5
2
2,1
‖∇B‖
B˙
1
2
2,1
.
Then, we infer that
‖B(t)‖
B˙
3
2
2,1
+ C1
∫ t
0
‖B(s)‖
B˙
7
2
2,1
ds ≤ C
∫ t
0
‖B‖
B˙
3
2
2,1
(‖u‖
B˙
5
2
2,1
+ ‖B‖
B˙
7
2
2,1
)ds + ‖B0‖
B˙
3
2
2,1
. (4.16)
Adding (4.12) and (4.16), we obtain
(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
3
2
2,1
) + C1
∫ t
0
(‖u(t)‖
B˙
5
2
2,1
+ ‖B(t)‖
B˙
5
2
2,1
+ ‖B(t)‖
B˙
7
2
2,1
)ds
≤ C
∫ t
0
(‖u(s)‖
B˙
1
2
2,1
+ ‖B(s)‖
B˙
1
2
2,1
+ ‖B(s)‖
B˙
3
2
2,1
)(‖u(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
7
2
2,1
)ds
+(‖u0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
3
2
2,1
). (4.17)
By using the interpolation in Proposition 1 (v)
‖B0‖
B˙
1
2
2,1
≤ C‖B0‖
1
3
B˙
3
2
2,1
‖B0‖
2
3
L2
and choosing ǫ to be so small, we make
C(‖u0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
3
2
2,1
) <
C1
2
. (4.18)
Suppose there exists a first time t ∈ (0, T ∗) such that
C(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
3
2
2,1
) ≥
C1
2
.
Then,
(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
3
2
2,1
) + C1
∫ t
0
(‖u(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
7
2
2,1
)ds
≤
C1
2
∫ t
0
(‖u(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
7
2
2,1
)ds + (‖(u0, B0)‖
B˙
1
2
2,1
+ ‖B0‖
B˙
3
2
2,1
). (4.19)
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Absorbing the first term in the right hand sides of (4.19) into the left hand side, we have
(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
3
2
2,1
) +
C1
2
∫ t
0
(‖u(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
5
2
2,1
+ ‖B(s)‖
B˙
7
2
2,1
)ds
≤ (‖(u0, B0)‖
B˙
1
2
2,1
+ ‖B0‖
B˙
3
2
2,1
). (4.20)
It contradicts to the definition of t and (4.18).
Hence, we need to have
sup
0≤t≤T ∗
(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
3
2
2,1
) ≤
C1
2C
,
and this, combined with (4.17), implies
sup
0≤t≤T ∗
(‖u(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
1
2
2,1
+ ‖B(t)‖
B˙
3
2
2,1
) +
C1
2
∫ T ∗
0
‖u(t)‖
B˙
5
2
2,1
+ ‖B(t)‖
B˙
5
2
2,1
+ ‖B(t)‖
B˙
7
2
2,1
dt
≤ ‖u0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
1
2
2,1
+ ‖B0‖
B˙
3
2
2,1
.
Using the interpolation and Sobolev embedding, we have∫ T ∗
0
‖u‖4L6dt ≤ C
∫ T ∗
0
‖u‖4
B˙1
2,1
dt ≤ C
∫ T ∗
0
‖u‖3
B˙
1
2
2,1
‖u‖
B˙
5
2
2,1
dt ≤ C sup
0≤t≤T ∗
‖u‖3
B˙
1
2
2,1
∫ T ∗
0
‖u‖
B˙
5
2
2,1
dt,
and∫ T ∗
0
‖∇B‖4L6dt ≤ C
∫ T ∗
0
‖B‖4
B˙2
2,1
dt ≤ C
∫ T ∗
0
‖B‖3
B˙
3
2
2,1
‖u‖
B˙
7
2
2,1
dt ≤ C sup
0≤t≤T ∗
‖B‖3
B˙
3
2
2,1
∫ T ∗
0
‖B‖
B˙
7
2
2,1
dt.
Hence by the blow-up criterion in Theorem 1, we conclude T ∗ =∞.
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