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M.E. Carrington and E. Kovalhuk
∗
Department of Physis, Brandon University,
Brandon, Manitoba, R7A 6A9 Canada
and
Winnipeg Institute for Theoretial Physis,
Winnipeg, Manitoba
In this artile we alulate the eletrial ondutivity in QED using the 2PI eetive ation.
We use a modied version of the usual 2PI eetive ation whih is dened with respet to self-
onsistent solutions of the 2-point funtions. We show that the green funtions obtained from this
modied eetive ation satisfy ward identities and that the ondutivity obtained from the kubo
relation is gauge invariant. We work to 3-loop order in the modied 2PI eetive ation and show
expliitly that the resulting expression for the ondutivity ontains the square of the amplitude
that orresponds to all binary ollision and prodution proesses.
PACS numbers: 11.15.-q, 11.10.Wx, 05.70.Ln, 52.25.Fi
I. INTRODUCTION
Reent developments in heavy ion ollisions and osmology have stimulated interest in the theoretial understanding
of the dynamis of quantum elds out of equilibrium. The 2PI eetive ation is one promising method to study suh
systems (for a review see [1℄).
It is well known that alulations using the 2PI eetive theory involve problems with gauge invariane. It is easy to
see how these problems arise. In general, the ward identities depend on anellations between dierent topologies that
orrespond to vertex orretions and self energy orretions. In a 2PI eetive theory, one uses orreted propagators
but not orreted verties, and thus one does not expet the ward idenities to be satised.
In this paper we study the appliability of the 2PI eetive ation to desribe the equilibration of quantum elds.
We onsider the alulation of transport oeients, whih haraterize the evolution of a system that is lose to
equilibrium over long time- and length-sales. We look speially at the eletrial ondutivity of the QED plasma,
whih desribes the diusion of harge by an external eletri eld. Another important transport oeient is the
shear visosity, whih haraterizes the diusion of momentum transverse to the diretion of propagation. The method
we develop in this paper should be generalizable to the alulation of other transport oeients.
The study of transport oeients has a long history. In salar theories they have been studied using nite
temperature quantum eld theory [2, 3, 4℄, a diret ladder summation in Eulidean spae [5℄, and 2PI eetive
ation methods [6℄. Gauge theories are more diult to handle beause of the subtlety of the power ounting. The
omplete leading order alulation was done in [7℄. This alulation is not obtained diretly from quantum eld
theory but is derived from kineti theory. The equivalene of the quantum eld theory and kineti theory approahes
has been demonstrated for salar theories [2, 3, 4℄. For gauge theories work has been done using the diret ladder
summation in Eulidean spae [5, 8, 9℄, dynamial remormalization group methods [10℄, and 2PI methods in the large
Nf approximation [11℄. The ondutivity has reently been alulated using a diagrammati method in whih the
ward identity is used expliitly to selet ontributions that will produe a gauge invariant result [12℄.
In this paper we demonstrate how the alulation of transport oeients is organized in the framework of the 2PI
eetive ation. We show that a gauge invariant result an be obtained by onstruting a new eetive theory dened
with respet to the self-onsistent solutions for the 2-point funtions. This type of strategy was originally proposed
by Baym and Kadano [13℄ and has been disussed in the ontext of salar theories in [14℄. Verties are obtained
by taking funtional deriatives of the modied eetive ation with respet to the expetation values of the elds
and the self-onsistent solutions for the 2-point funtions. These verties obey a set of bethe-salpeter type equations
whih eetively restore the rossing symmetry and allow one to obtain green funtions that expliitly satisfy the
ward identity. Equivalently, when using the modied eetive ation to alulate the ondutivity, the summation
over ladder graphs is obtained automatially, independent of any power ounting analysis.
∗
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2In addition to disussing the general properties of the modied 2PI eetive ation, we perform an expliit alulation
at 3-loop order. We obtain the integral equation that determines the ondutivity. As shown in [11℄, the 2-loop term
produes the square of the s-hannel whih gives the omplete result at the leading-log order of auray. We show
that the 3-loop term produes the missing ontributions to the t- and u- hannels so that the full matrix element
orresponding to all binary sattering and prodution proesses is obtained. We note that this is not the omplete
leading order result, sine the olinear terms are not inluded. These terms will be present in a alulation using the
3-loop 3PI eetive ation, and this work is urrently in progress.
Our alulation provides a eld theoreti onnetion to the kineti theory results of [7℄, whih is useful in itself. In
addition, it seems likely that quantum eld theory provides a better framework than kineti theory for alulations
beyond leading order. Our results provide strong support for the use of nPI eetive theories as a method to study
the equilibration of quantum elds.
This paper is organized as follows.
In setion II we dene some notation. In IIA we disuss the losed time path formalism of real time statistial eld
theory whih we use throughout this paper. In II B we dene the notation we use for propagators and verties.
In setion III we disuss the 2PI formalism. In III A we give the basi struture of the 2PI eetive ation for QED.
In III B we dene the modied eetive ation as a funtion of the self-onsistent solutions of the 2-point funtions,
and dene external propagators and eetive verties. In III C we show that the photon propagator obeys the usual
ward identity. In IIID we derive the bethe-salpeter type integral equations satised by the verties.
In setion IV we present the alulation of the integral equation that determines the ondutivity. In IVA we give
the expression for the ondutivity obtained from the kubo formula. In IVB we obtain a bethe-salpeter type integral
equation for the 3-point vertex from the self-onsistent onstraint on the 2PI eetive ation. In IVC we disuss the
struture of eah ontribution to this equation and show that the omplete set of diagrams inludes the sattering
amplitudes for all binary sattering and prodution proesses. In IVD we show that this integral equation is the same
as the equation obtained in [7℄ using kineti theory.
In setion V we present our onlusions and disuss future diretions.
In Appendix A we give some of the tehnial details of the alulations presented in setion IVC.
II. NOTATION
A. Keldysh Representation of Real Time Finite Temperature Field Theory
Throughout this paper we use the losed time path formulation of real time statistial eld theory [15, 16℄ whih
onsists of a ontour with two branhes: one runs from minus innity to innity along the real axis, the other runs bak
from innity to minus innity just below the real axis (for reviews see, for example, [17, 22℄). The losed time path
ontour results in a doubling of degrees of freedom. Physially, these extra ontributions ome from the additional
proesses that are present when the system interats with a medium, instead of sitting in a vauum. As a result of
these extra degrees of freedom, n-point funtions have a tensor stuture. Statistial eld theory an be formulated in
dierent bases, whih produe dierent representations of these tensors. We will work in the keldysh basis. In the rest
of this setion indies in the 1-2 basis will be denoted bi and take the values 1 or 2. Keldysh indies will be written
ci and are assigned the values ci = 1 := r and ci = 2 := a.
Throughout this setion we disuss salar elds only. The keldysh struture of the propagators and verties for
QED is the same as for salars. It is straightforward to generalize the results below by inluding the appropriate dira
and lorentz struture. This will be disussed in the next setion.
We dene the n-point funtions in the 1-2 basis:
G(n)(x1, · · ·xn)b1···bn := (−i)n−1〈P [φ(x1)b1 · · ·φ(xn)bn ]〉 (1)
The symbol P represents ordering along the losed time path. In what follows we will suppress the supersript (n)
and the o-ordinate variables and write the n-point funtion as Gb1···bn .
Vertex funtions are obtained from the n-point funtions by trunating external legs. In the 1-2 basis we write:
Gb1···bn = Gb1 b¯1 · · ·Gbn b¯nΓb¯1···b¯n . (2)
The vertex funtions are obtained from the orresponding diagrams with an additional fator of i. This notation is
illustrated shematially in Fig. 1.
3Π= −i 
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 = i D
FIG. 1: Denitions of notation for propagator and verties
In the 1-2 basis these funtions satisfy the onstraints:
2∑
b1=1
2∑
b2=1
· · ·
2∑
bn=1
(−1)b1+b2+···bn+n Gb1b2···bn = 0 (3)
2∑
b1=1
2∑
b2=1
· · ·
2∑
bn=1
Γb1b2···bn = 0
The rotation from the 1-2 representation to the Keldysh representation is aomplished by using the transformation
matrix:
UKeldysh←(1−2) =
1√
2
(
1 1
1 −1
)
. (4)
The n-point funtion and vertex in the Keldysh representation are given by:
Gc1···cn = 2
n
2
−1 Uc1
b1 · · ·UcnbnGb1···bn (5)
Γc1···cn = 2
n
2
−1 U c1b1 · · ·U cnbnΓb1···bn .
For the 2-point green funtion and vertex funtion in momentum spae we use the notation
Gra(P ) = Gret(P ) ; Gar(P ) = Gadv(P ) ; Grr(P ) = Gsym(P ) = N(P )(Gret(P )−Gadv(P )) (6)
Πar(P ) = Πret(P ) ; Πra(P ) = Πadv(P ) ; Πaa(P ) = Πsym(P ) = N(P )(Πret(P )−Πadv(P ))
where N(P ) = 1− 2n(p0) and n(p0) = 1/(eβp0 − 1). The expression relating the symmetri funtion to the retarded
and advaned funtions is the KMS ondition.
In order to simplify the notation for the verties, we replae eah ombination of the indies {r, a} by a single
numerial index. In momentum spae we write:
Γc1c2···cn(p1, p2, · · · pn) = Γ(i, p1, p2, · · · pn) (7)
We assign the hoies of the variables c1c2 · · · cn to the variable i using the vetor
Vn =
(
rn
an
)
· · · ⊗
(
r2
a2
)
⊗
(
r1
a1
)
(8)
where the symbol ⊗ indiates the outer produt. For eah n, the ith omponent of the vetor orresponds to a list of
variables that is assigned the number i. To simplify the notation we drop the subsripts and write a list like r1r2a3
as rra. For larity, the results are listed below.
3-point funtions: rrr → 1, arr → 2, rar → 3, aar → 4, rra → 5, ara→ 6, raa→ 7, aaa→ 8
4-point funtions: rrrr → 1, arrr → 2, rarr → 3, aarr → 4, rrar → 5, arar → 6, raar → 7, aaar → 8, rrra → 9,
arra→ 10, rara → 11, aara→ 12, rraa→ 13, araa→ 14, raaa→ 15, aaaa→ 16
B. Propagators and Verties
In this setion we dene our notation for QED propagators and verties. Greek letters from the beginning of the
alphabet are dira indies and greek letters from the end of the alphabet are lorentz indies. We use latin letters
for 1-2 losed time path indies. We will need the fermion propagator, the photon propagator, the (two fermion -
photon) 3-point vertex, the three photon 3-point vertex, and three dierent kinds of 4-point funtions whih ouple
4four fermions, two fermions and two photons, and four photons. Of ourse, the three photon vertex and all 4-point
verties are zero at the tree level. We will work in the high temperature limit where the masses an be set to zero.
The onept of `pinh singularities' plays an important role in the alulation of transport oeients. The basi
idea is that there is an innite number of terms that all ontribute at the same order beause of the low frequeny
limit in the kubo formula (60). This limit produes pairs of retarded and advaned propagators whih arry the same
momenta. When integrating a term of the form
∫
dp0 G
ret(P )Gadv(P ), the integration ontour is `pinhed' between
poles on eah side of the real axis, and the integral ontains a divergene known as a `pinh singularity.' These
divergenes are regulated by using resummed propagators whih aount for the nite width of thermal exitations.
This proedure introdues extra fators of the oupling in the denominators whih hange the power ounting. As a
onsequene, there is an innite set of graphs whih ontain produts of pinhing pairs that all need to be resummed.
1. Propagators
In oordinate spae the propagators are written:
Sabαβ(x1, x2) ; D
ab
µν(x1, x2) (9)
In momentum spae we will use the same expressions (to simplify the notation we do not introdue tilde's) with the
oordinate variables {x1, x2 · · ·xn} replaed by the momentum variables {p1, p2 · · · pn}. Momenta are always taken
to be inoming. Note that there is an overall delta funtion in momentum spae so that, for example, the fermion
propagator an be written:
Sabαβ(p2) := S
ab
αβ(−p2, p2) (10)
For the fermion propagator we use the notation:
S−1(P ) = P/ − Σ(P ) ; Σ(P ) = γ0Σ0(P ) + pˆiγiΣs(P ) (11)
S(P ) =
P/ − Σ(P )
P 2 − 12 Σˆ(P )
; Σˆ(P ) := Tr(P/ Σ(P ))
We set Σ to zero expet where it is needed to regulate a pinh singularity. We write:
Sret(P ) = P/ Gret(P ) :=
P/
P 2 + i Sign(p0)ǫ − 12 Σˆret(P )
(12)
Sadv(P ) = P/ Gadv(P ) :=
P/
P 2 − i Sign(p0)ǫ− 12 Σˆadv(P )
Gret(P ) Gadv(P ) = − ρ(P )
ImΣˆ(P )
where we have dened
ρ(P ) := i d(P ) := i (Gret(P )−Gadv(P )) (13)
:= Sign(p0)∆(P )
There are no pinh terms involving photon propagators (see setion IV) and therefore we an write the photon
propagator (in the feynman gauge) as:
Dretµν (P ) = −gµνGret(P ) := −
gµν
P 2 + i Sign(p0)ǫ
(14)
Dadvµν (P ) = −gµνGadv(P ) := −
gµν
P 2 − i Sign(p0)ǫ
Following the notation of [18℄ we write ut fermion lines and ut photon lines as follows:
Sdαβ(P ) = S
ret
αβ (P )− Sadvαβ (P ) = P/ d(P ) ; P/ = θ(p0)u(P )u¯(P )− θ(−p0)v(P )v¯(P ) (15)
Ddµν(P ) = D
ret
µν (P )−Dadvµν (P ) = −gµν d(P ) ; gµν = (−1) ǫλµ(P ) ǫ∗λν (P )
5For future use we also dene the priniple parts:
Prin(P ) :=
1
2
(
Gret(P ) +Gadv(P )
)
(16)
Sprinαβ (P ) =
1
2
(
Sretαβ (P ) + S
adv
αβ (P )
)
= P/ Prin(P )
Dprinµν (P ) =
1
2
(
Dretµν (P ) +D
adv
µν (P )
)
= −gµνPrin(P )
Note that to simplify the notation we use the same expressions Gret(P ), Gadv(P ), d(P ) and Prin(P ) in (12), (14),
(15) and (16) for fermion and photon propagators. In any equation it will be lear if a given funtion refers to a
photon of fermion propagator, depending on whether the momentum variable orresponds to a fermion or a photon
line.
2. Verties
In oordinate spae the verties are written:
Λacbαµβ(x1, x2, x3) ; Ω
abc
µντ (x1, x2, x3) (17)
(MSS)ab;cdαβ;γδ(x1, x2;x3, x4) ; (M
SD)ab;cdαβ;µν(x1, x2;x3, x4) ; (M
DD)ab;cdµν;λτ (x1, x2;x3, x4)
The two terms in the rst line indiate the (two fermion - photon) 3-point vertex and the three photon 3-point vertex,
respetively. The three terms in the seond line are the four fermion 4-point vertex, the (two fermion - two photon)
4-point vertex, and the four photon 4-point vertex. The variables on eah side of the semiolon indiate the legs that
will join with a pinhing pair of propagators. In setion IV we show that the pinh terms involve two kinds of verties:
3-point funtions in whih the momentum on one leg (whih we take to be the middle leg) goes to zero, and 4-point
funtions whih onnet to two pairs of propagators with the same momenta. We write these verties:
Λαµβ(j, P ) := lim
Q→0
Λαµβ(j,−P −Q,Q, P ) = Λαµβ(j,−P, 0, P ) (18)
(MSS)αβ;γδ(j, P,K) := lim
Q→0
(MSS)αβ;γδ(j,−P, P +Q,−K −Q,K) = (MSS)αβ;γδ(j,−P, P,−K,K)
with similar expressions for the verties Ω, MSD and MDD. In these expressions the index j refers to the keldysh
omponent of the vertex, as dened in setion IIA.
In the pinh limit, the spatial part (using µ = (0, z)) of the (2 fermion - photon) vertex an be deomposed as:
Λz(j, P ) =
(
A(j)γ0p0 +B(j)γ
i pi
)
pˆz + E(j)γz (19)
It is easy to show that:
K/ Λz(j,K)K/ =
1
2
K/ Λˆz(j,K)−K2Λz(j,K) ; Λˆz(j,K) := Tr(K/ Λz(j,K)) (20)
For the ondutivity we will need only the quantity Λˆz(j,K). In addition, we will show that we only need the trae
of a pinhed 4-point vertex:
Mˆ(P,K) := Tr
(
P/ [−iM(P,K)]K/ ) (21)
where the quantity M(P,K) is a partiular ombination of keldysh omponents and is dened in setion IVB.
3. Compatied Notation
It is important to dene a simplied notation, in order to avoid a proliferation of indies whih would make equations
almost unreadable.
In setion III we will use a single numerial subsript to represent all ontinuous and disrete indies. For example:
a photon eld is written Aaµ(x) := A1; the fermion propagator is written S
ab
αβ(x1, x2) := S12, et. We also use an
einstein onvention in whih a repeated index implies a sum over disrete variables and an integration over spae-time
variables.
In setion IV we give expressions that result from summing over keldysh indies. Keldysh omponents and momen-
tum variables are written expliitly. Traes are over dira indies only.
6III. THE 2PI FORMALISM
A. Basi Formalism
The partition funtion is dened as:
Z[J, η, η¯, C,B] =
∫
D[AΨΨ¯] Exp
[
i
(
Scl + J1A1 + η¯1Ψ1 + Ψ¯1η1 + 1
2
C12A1A2 +B12Ψ1Ψ¯2
)]
.
Reall that using our notation, the repeated index represents a summation over all disrete indies and also a integral
over spae and time variables. In the expression above, the time integral is arried out along the losed time path
ontour so that funtional derivatives produe path ordered green funtions.
The generating funtional for onneted elds is:
W [J, η, η¯, C,B] = −i LnZ[J, η, η¯, C,B] (22)
Taking funtional derivatives we obtain:
δW
δJ1
= A1;
δW
δη¯1
= ψ1;
δW
δη1
= −ψ¯1; (23)
δW
δC12
=
1
2
(A1A2 + iD12) ;
δW
δB12
= ψ1ψ¯2 + iS12.
where the onneted propagators are dened as:
iD12 = 〈A1A2〉 − 〈A1〉〈A2〉 ; 〈A〉 = A (24)
iS12 = 〈Ψ1Ψ¯2〉 − 〈Ψ1〉〈Ψ¯2〉 ; 〈Ψ¯〉 = ψ
The QED 2PI eetive ation is obtained by taking the double legendre transform of W [J, η, η¯, C,B] with respet
to the soures. The expression is expliitly onstruted so that partial derivatives with respet to the soures are zero.
We have:
Γ[ψ, ψ¯, A, S,D] =W [J, η, η¯, C,B]− J1A1 − η¯1ψ1 − ψ¯1η1 −B12(ψ1ψ¯2 + iS12)− 1
2
C12(A1A2 + iD12) (25)
By onstrution the eetive ation satises:
δΓ
δA1
= −J1 − C12A2; δΓ
δψ1
= η¯1 −B12ψ¯2; δΓ
δψ¯1
= −η1 +B21ψ2; (26)
δΓ
δD12
= − i
2
C12;
δΓ
δS12
= −iB12.
Eqn (25) an be rewritten:
Γ[ψ, ψ¯, A, S,D] (27)
= Scl[ψ, ψ¯, A] +
i
2
Tr LnD−112 +
i
2
Tr
[
(D012)
−1
(
D21 −D021
)]− iTrLnS−112 − iTr [(S012)−1(S21 − S021)]+Φ[S,D]
where Scl[ψ, ψ¯, A] is the lassial ation and S0 and D0 are the free propagators given by:
(S012)
−1 =
δ2Scl
δψ2δψ¯1
; (D012)
−1 =
δ2Scl
δA2δA1
, (28)
The funtion Φ[S,D] is the sum of all 2PI diagrams. Note that for QED the funtion Φ[S,D] is independent of
{ψ, ψ¯, A}. The equations of motion of the mean eld and the propagator are obtained from the stationarity of the
ation:
δΓ[ψ, ψ¯, A, S,D]
δA
= 0 ;
δΓ[ψ, ψ¯, A, S,D]
δD
= 0 (29)
δΓ[ψ, ψ¯, A, S,D]
δψ
= 0 ;
δΓ[ψ, ψ¯, A, S,D]
δψ¯
= 0 ;
δΓ[ψ, ψ¯, A, S,D]
δS
= 0
7B. The Modied Eetive Ation
Pratial alulations involve trunations, and it is well known that a straightforward trunation of Φ[S,D] leads
to problems with gauge invariane [19, 20℄. The issue of gauge invariane an be addressed by introduing a dierent
eetive ation dened with respet to the self-onsistent solution of the propagator. We dene S˜[ψ, ψ¯, A] and
D˜[ψ, ψ¯, A] by:
δΓ[ψ, ψ¯, A, S,D]
δS
∣∣∣∣
S=S˜[ψ,ψ¯,A]
= 0 ;
δΓ[ψ, ψ¯, A, S,D]
δD
∣∣∣∣
D=D˜[ψ,ψ¯,A]
= 0 (30)
These equations have the form of dyson equations:
S˜−112 = (S
0
12)
−1 − Σ12 ; Σ12 = −i δΦ[S,D]
δS21
∣∣∣
S˜ D˜
(31)
D˜−112 = (D
0
12)
−1 −Π12 ; Π12 = 2i δΦ[S,D]
δD21
∣∣∣
S˜ D˜
Substituting the self onsistent solutions we obtain the modied ation:
Γ˜[ψ, ψ¯, A] = Γ[ψ, ψ¯, A, S˜[ψ, ψ¯, A], D˜[ψ, ψ¯, A]] (32)
The equivalene of (27) and (32) at the exat level was shown in [21℄.
The external propagators are dened as
(Dext12 )
−1 =
δ2
δA2δA1
Γ˜[ψ, ψ¯, A] ; (Sext12 )
−1 =
δ2
δψ2δψ¯1
Γ˜[ψ, ψ¯, A] (33)
We also dene the following vertex funtions:
Λ0132 = −
δ(S012)
−1
δA3
; Λ132 = −δS˜
−1
12
δA3
; Ω132 = −1
2
δD˜−112
δA3
(34)
MSS54;21 = −
δ2Φ[S˜, D˜]
δS˜12δS˜45
; MSD54;21 = −2
δ2Φ[S˜, D˜]
δS˜12δD˜45
; MDS54;21 = −2
δ2Φ[S˜, D˜]
δD˜12δS˜45
; MDD54;21 = 4
δ2Φ[S˜, D˜]
δD˜12δD˜45
Some useful relations an be obtained from the identities:
S˜−113 S˜32 = δ12 ; D˜
−1
13 D˜32 = δ12 (35)
Dierentiating (35) with respet to A and using (34) gives:
δS˜12
δA3
= S˜11′Λ1′32′ S˜2′2 ;
δD˜12
δA3
= 2D˜11′Ω1′32′D˜2′2 (36)
Taking derivatives of the dyson equations (31) we obtain a set of bethe-salpeter type equations for the verties.
Using (34) and (36) we get:
Λ132 = − δ
δA3
(
(S012)
−1 − Σ12
)
(37)
= Λ0132 − i
( δ2Φ[S˜, D˜]
δS˜1′2′δS˜21
δS˜1′2′
δA3
+
δ2Φ[S˜, D˜]
δD˜1′2′δS˜21
δD˜1′2′
δA3
)
= Λ0132 + i
(
MSS12;2′1′ [S˜1′4Λ435S˜52′ ] +M
SD
12;2′1′ [D˜1′4Ω435D˜52′ ]
)
Ω132 = −1
2
δ
δA3
((D012)
−1 −Π12)
= i
(
δ2Φ[S˜, D˜]
δS˜1′2′δD˜21
δS˜1′2′
δA3
+
δ2Φ[S˜, D˜]
δD˜1′2′δD˜21
δD˜1′2′
δA3
)
= − i
2
(
MDS12;2′1′ [S˜1′4Λ435S˜52′ ]−MDD12;2′1′ [D˜1′4Ω435D˜52′ ]
)
8These equations are represented graphially in Fig. 2.
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FIG. 2: Graphial representation of Eqn. (37)
C. The External Propagator
The external propagator an now be written in terms of these verties. We will show below that these propaga-
tors satisfy the usual ward identities. The basi mehanism is simple: the dyson equations (31) ontain s-hannel
ladder resummations and the bethe-salpeter equations (37) introdue t- and u-hannels, and thus restore the rossing
symmetry.
We take the derivative of the modied eetive ation using the hain rule. In the expression below we suppress
the arguments and write Γ[ψ, ψ¯, A, S,D] as Γ. We obtain:
(Dext12 )
−1 =
δ2Γ
δA2δA1
+
δ2Γ
δD34δD56
∣∣∣
S˜ D˜
δD˜34
δA2
δD˜56
δA1
+
δ2Γ
δS34δS56
∣∣∣
S˜ D˜
δS˜34
δA2
δS˜56
δA1
(38)
+
(
δ2Γ
δD34δA1
∣∣∣
S˜ D˜
δD˜34
δA2
+
δ2Γ
δS34δA1
∣∣∣
S˜ D˜
δS˜34
δA2
+
δ2Γ
δS34δD56
∣∣∣
S˜ D˜
δD˜34
δA2
δS˜56
δA1
+ {1↔ 2}
)
Using (27), (28), (34) and (36) this expression an be rewritten. We give the result separately for eah term:
δ2Γ
δA2δA1
= (D012)
−1
(39)
δ2Γ
δD34δD56
∣∣∣
S˜ D˜
δD˜34
δA2
δD˜56
δA1
= 2iΩ413[D˜33′Ω3′24′D˜4′4] +M
DD
65;43[D˜55′Ω5′16′D˜6′6][D˜33′Ω3′24′D˜4′4]
δ2Γ
δS34δS56
∣∣∣
S˜ D˜
δS˜34
δA2
δS˜56
δA1
= −iΛ413[S˜33′Λ3′24′ S˜4′4]−MSS65;43[S˜55′Λ5′16′ S˜6′6][S˜33′Λ3′24′ S˜4′4]
δ2Γ
δD34δA1
∣∣∣
S˜ D˜
δD˜34
δA2
+ {1↔ 2} = 0
δ2Γ
δS34δA1
∣∣∣
S˜ D˜
δS˜34
δAν2
+ {1↔ 2} = iΛ0413[S˜33′Λ3′24′ S˜4′4] + {1↔ 2}
δ2Γ
δS34δD56
∣∣∣
S˜ D˜
δD˜34
δA2
δS˜56
δA1
+ {1↔ 2} = −MSS65;43[S˜55′Λ5′16′ S˜6′6][D˜33′Ω3′24′D˜4′4] + {1↔ 2}
The ompliated set of terms above an be expressed in a simple form by using the bethe-salpeter equations. Substi-
tuting (37) into (39) we arrive at the following ompat result for the external propagator:
(Dext12 )
−1 = (D012)
−1 + i(Λ0314S˜44′Λ4′23′ S˜3′3) (40)
From (40) we extrat the vertex part of the 2-point funtion:
Πext12 = −i(Λ0314S˜44′Λ4′23′ S˜3′3) := −iTr [Λ01S˜Λ2S˜] (41)
This result is illustrated in Fig. 3. The trae is over the indies that orrespond to the losed loop.
9Π1 2 = i−
ext
FIG. 3: Graphial representation of Eqn (41)
It is straightforward to show that the external propagator (33) satises the usual ward identity:
∂1(D
ext
12 )
−1 = 0 (42)
We use the fat that the ation and the integral measure are invariant under the transformation:
A1 → A1 + ∂1Λ1 ; Ψ1 → Ψ1 − ieΛ1Ψ1 ; Ψ¯1 → Ψ¯1 + ieΛ1Ψ¯1 no sum (43)
We work to rst order in Λ and integrate by parts where neessary so that we an extrat an overall fator of Λ. We
obtain:
∆Z[J, η, η¯, C,B] (44)
=
∫
D[AΨΨ¯]
[
− Λ1∂1J1 − ieΛ1(η¯1Ψ1 − Ψ¯1η1)− Λ1∂1C12A2 − ieB12(Λ1 − Λ2)Ψ1Ψ¯2
]
· Exp
[
i
(∫
dx L+ J1A1 + η¯1Ψ1 + Ψ¯1η1 + 1
2
C12A1A2 +B12Ψ1Ψ¯2
)]
= 0
We rewrite this expression using the standard trik to extrat the quantum elds from the path integral. We replae
the elds by derivatives with respet to the soures, whih at on the exponential fator in (44):
A1 → 1
i
δ
δJ1
; Ψ1 → 1
i
δ
δη¯1
; Ψ¯1 → −1
i
δ
δη1
; Ψ1Ψ¯2 → 1
i
δ
δB12
; (45)
Using (22) and (23) we an rewrite the derivatives with respet to the soures in terms of the expetation values of
the elds. We obtain:
− Λ1∂1J1 − ieΛ1(η¯1ψ1 − ψ¯1η1)− Λ1∂1C12A2 − ieB12(Λ1 − Λ2)(ψ1ψ¯2 + iS12) = 0 (46)
We rewrite the above expression using (26) to replae the soures by the appropriate derivatives of the eetive ation.
The result is:
Λ1∂1
δΓ
δA1
− ieΛ1
(
ψ¯1
Γ
δψ¯1
+
Γ
δψ1
ψ1
)
+ ie
δΓ
δS12
(Λ1 − Λ2)S12 = 0 (47)
This result an be rewritten as a total dierential by using (43) to obtain
∆A1 = ∂1Λ1 ; ∆ψ1 = −ieΛ1ψ1 ; ∆ψ¯1 = ieΛ1ψ¯1 ; i∆S12 = −ie(Λ1 − Λ2)iS12 ; i∆D12 = 0 no sum (48)
where the last two equations ome diretly from (24). From (47) we get:
∆Γ = ∆A1
δΓ
δA1
+∆D12
δΓ
δD12
+∆ψ¯1
δΓ
δψ¯1
+∆ψ1
δΓ
δψ1
+∆S12
δΓ
δS12
= 0 (49)
and thus, independent of the trunation sheme, we have:
∆Γ˜ = ∆A1
δΓ˜
δA1
+∆ψ¯1
δΓ˜
δψ¯1
+∆ψ1
δΓ˜
δψ1
= 0 (50)
Using (48) we obtain
∂1
δΓ˜
δA1
− ie
(
ψ¯1
δΓ˜
δψ¯1
+
δΓ˜
δψ1
ψ1
)
= 0 (51)
We get ward identities by taking funtional derivatives of (51) with respet to the elds, and setting the remaining
elds to zero. For example, dierentiating with respet to A2 and setting {A,ψ, ψ¯} to zero gives:
∂1
δ2Γ˜
δA1δA2
= ∂1(D
ext
12 )
−1 = 0 (52)
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D. Bethe-Salpeter Equation
We obtain a bethe-salpeter type integral equation for the (two fermion - photon) 3-point vertex by substituting the
seond equation in Eqn (37) into the rst and iterating. We show the result in Fig. 4 below.
= + 1_2− +
. . .
FIG. 4: Graphial representation of Eqn (53)
The orresponding equation an be written:
Λ132 = Λ
0
132 + iMSS12;45S˜55′Λ5′34′ S˜4′4 (53)
where we have dened the omposite vertex:
MSS12;45 = MSS12;45 −
i
2
MSD12;2′1′D˜1′6D˜7,2′M
DS
67;45 (54)
To redue the number of indies, we introdue a type of matrix notation. The indies that orrespond to legs that
are joined in a losed loop are summed over, and are not written expliitly. Using this notation Eqn (54) is written:
MSS12;45 =MSS12;45 −
i
2
(
MSD D˜ D˜ MDS
)
12;45
(55)
and Eqn (53) beomes:
Λ132 = Λ
0
132 + i
(
MSSS˜ S˜ Λ
)
132
(56)
Equation (56) is illustrated in Fig. 5. The dark box indiates the omposite vertex M dened in (55). For larity,
the indies that are not summed over are shown expliitly on the diagram.
+= + . . . 
1
2
1
2 2
1
3 3 3
FIG. 5: Graphial representation of Eqn (56)
We note that this notation does not really represent matrix multipliation beause of the fat that the indies whih
are summed over annot always be written next to eah other. However, the meaning of the notation is immediately
lear from the orresponding diagram.
The vertex M is obtained from (34) and (55). In order to inlude all ontributions that orrespond to binary
sattering and prodution proesses within the 2PI formalism, we need to work to 3-loop order in the Φ funtional.
The two diagrams we need are shown in Fig. 6.
FIG. 6: 2PI ontributions to the Φ funtional
The rst graph in Fig. 6 produes the leading order ontributions to the verties and the seond graph gives next-to-
leading order terms. There are no next-to-leading order ontributions to the verties MSD and MDS . We write
MSS =MSSlo +M
SS
nlo ; M
SD = MSDlo ; M
DS = MDSlo (57)
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The results are shown in Fig. 7.
−iM    =SD
−iM    =SS + + +
+
FIG. 7: Contributions to the 4-point funtions
Substituting (55) and (57) into (56) we iterate and keep terms that orrespond to binary sattering and prodution
proesses. We obtain:
Λ132 = Λ
0
132 +
(
iMSSlo︸ ︷︷ ︸
a
+ iMSSnlo︸ ︷︷ ︸
{c,d,e}
−MSSlo S˜ S˜MSSlo︸ ︷︷ ︸
b
+
1
2
MSDlo D˜ D˜M
DS
lo︸ ︷︷ ︸
{f,g}
)
12;45
S˜55′ S˜4′4 Λ5′34′ (58)
Equation (58) is shown in Fig. 8.
= + +
a b
+ + +
−
−
c d e
f g
FIG. 8: Binary ontributions to the bethe-salpeter equation
We write the nal result:
Λ132 = Λ
0
132 +
∑
j∈{a,b,c,d,e,f,g}
iM
(j)
12;45 S˜55′ S˜4′4 Λ5′34′ (59)
the supersript j ∈ {a, b, c, d, e, f, g} indiates the 4-point funtion shown in part (j) of Fig. 8.
IV. ELECTRICAL CONDUCTIVITY
A. Kubo Formula
We introdue several notational hanges in this setion. Keldysh omponents and momentum variables are written
expliitly, and traes are over dira indies only. All tilde's on propagators are suppressed. We also introdue a slightly
dierent notation for the verties. No fators of the oupling have been extrated from the verties as dened in (34).
For example, using (28) and (34) gives Λ0µ = e γµ. In the rest of this setion we extrat one power of the oupling
from both Λ0µ and Λµ to obtain expressions with onventional form. To simplify the notation, we do not introdue
additional primes on the new verties.
The eletrial ondutivity an be obtained from the kubo formula:
σ =
1
6
(
∂
∂q0
2 Im ρii(q0, 0)
) ∣∣∣
q0→0
(60)
12
ρii(x, y) = 〈ji(x)ji(y)〉 ; ji(x) = ψ¯(x)γiψ(x)
We an write the ondutivity in terms of the polarization tensor using:
ρii(q0, 0) = − 1
e2
Πiiret(q0, 0) (61)
The polarization tensor is given in (41). Summing over keldysh indies we obtain:
Πretµν (Q) =
i
2
e2
∫
dP Tr
(
Λ0µ
[
Ssym(P )Λν(5,−P,−Q,P +Q)Sret(P +Q) (62)
+Sadv(P )Λν(2,−P,−Q,P +Q)Ssym(P +Q) + Sadv(P )Λν(6,−P,−Q,P +Q)Sret(P +Q)
])
Note that the surviving indies on the 3-point funtions orrespond to the middle legs of the 3-point verties. Eqn.
(62) an be rewritten using the kms onditions. The kms ondition for the 2-point funtion is given in (6). Similar
kms onditions exits for the 3-point funtions. A omplete list is given in [22℄. The expression we need in this ase is:
Γ(6, P1, P2, P3) = NF (p
0
3)
(
Γ∗(3, P1, P2, P3)− Γ(2, P1, P2, P3)
)
+NF (p
0
1)
(
Γ∗(3, P1, P2, P3)− Γ(5, P1, P2, P3)
)
(63)
Substituting (6) and (63) into (62) and only inluding terms whih ontain pinh singularities gives:
Πretµν (Q) = −
i
2
e2
∫
dP (NF (p0)−NF (p0 + q0))Tr
(
Λ0µS
adv(P )Λ∗ν(3,−P,−Q,P +Q)Sret(P +Q)
)
(64)
Substituting (64) into (60) we obtain:
σ =
1
3
β
∫
dP (1− nf(p0))nf (p0)Tr
(
Λi0S
ret(P )ReΛi(3, P )Sadv(P )
)
(65)
As explained in setion IIA the index `3' indiates the keldysh omponent that is retarded with respet to the middle
leg. We substitute (12) and (20) into (65) and obtain:
σ =
4
3
β
∫
dP (1− nf (p0))nf (p0)ρ(P )piBi(P ) ; Bi(P ) := ReΛˆ
i(3, P )
2ImΣˆ(P )
(66)
In the next three setions we obtain a self-onsistent integral equation for the quantity Bi(P ) in (66). We will show
that this integral equation has the same form as that obtained in [7℄ using kineti theory.
B. Bethe-Salpeter Equation
From Eqn (66) we only need to alulate the third keldysh omponent of the 3-point vertex in (59). We do the
sums over keldysh indies and only inlude terms whih ontain pinh singularities. Eqn (59) beomes:
Λαµβ(3, P ) = Λ
0
αµβ(3, P ) +
∑
j∈{a,b,c,d,e,f,g}
i
2
∫
dKM
(j)
αβ;γδ(P,K)S
ret
δδ′ (K)Λδ′µγ′(3,K)S
adv
γ′γ (K) (67)
where the 4-point funtion that appears in this equation is a ombination of keldysh omponents and thermal funtions:
M
(j)(P,K) = M (j)(13, P,K) +NF (K)
(
M (j)(5, P,K)−M (j)(9, P,K)
)
The supersript j ∈ {a, b, c, d, e, f, g} indiates the 4-point funtion shown in part (j) of Fig. 8. From (66) we need to
nd an integral equation for Λˆi(P ) = Tr
(
P/ Λi(P )
)
. We multiply both sides of (67) by P/ and take the trae. Using
(12), (20) and (21) we obtain:
Λˆi(3, P ) = Λˆi0(3, P ) +
∑
j∈{a,b,c,d,e,f,g}
1
2
∫
dK Mˆ (j)(P,K)ρ(K)Bi(K) (68)
Taking the real part of both sides and using the denition of Bi(P ) in (66) we obtain:
2Im Σˆ(P ) ·Bi(P ) = Re Λˆi0(3, P ) +
∑
j∈{a,b,c,d,e,f,g}
1
2
∫
dK Re
[
Mˆ (j)(P,K)
]
ρ(K)Bi(K) (69)
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C. Matrix Elements
1. Preliminaries
In this setion we disuss the struture of eah of the fators Re
[
Mˆ (j)(P,K)
]
in (69). We show that the omplete
set of diagrams produes all of the amplitudes that orrespond to binary sattering and prodution proesses. The
alulation for eah diagram is similar. We outline the proedure below. In Appendix A we give the details for two
diagrams: Mˆ (b)(P,K) and Mˆ (d)(P,K).
(1) The rst step is to sum over the keldysh indies. These sumations an be done by hand, but the alulation
is extremely tedious. Instead, we use a Mathematia program. This program is desribed in detail in [22℄ and is
available at www.brandonu.a/physis/fugleberg/Researh/Dik.html. The program an be used to alulate the
integrand orresponding to any diagram (up to ve external legs) in the keldysh, RA or 1-2 basis. The user supplies
input in the form of lists of momenta and verties for eah propagator and vertex.
(2) The seond step is to divide the result into real and imaginary parts. The method is related to the Cutkosky
rules at nite temperature, and is desribed in [23℄. In Appendix A we explain in detail how the proedure works for
two examples.
(3) The real part of eah diagram will ontain two ut internal lines. Opening these two lines eetively divides eah
diagram into two piees. The last step in the alulation is to ombine the piees from all diagrams and show that
the total result an be written as the square of the amplitudes that orrespond to binary proesses. The proedure
is as follows. For the moment, we all the momenta of the internal ut lines R1 and R2. In priniple, eah diagram
Mˆ (j)(P,K) ontains 16 terms whih orrespond to the 24 possible hoies for the signs of the 0-omponents of the
momenta on the four on-shell lines: {p0, k0, r01 , r02}. Sine P is an external variable in the integral equation (69),
we make the hoie p0 > 0, whih leaves eight terms. Only three of these terms orrespond to kinematially allowed
binary proesses, or 2 → 2 sattering/prodution proesses.
To write the matrix elements in onventional form, we rewrite the four variables {P, K, R1, R2} in terms of the
new variables {P, P2, L1, L2} whih are dened so that P + P2 = L1 + L2 and Sign(p0) = Sign(p02) = Sign(l01) =
Sign(l02). Using this notation, the expression for Mˆ
(j)(P,K) will ontain an overall fator
∫
dL1
∫
dL2 δP+P2−L1−L2 :=∫
dL1
∫
dL2 δ
4 (P + P2 − L1 − L2).
For eah diagram we have labeled the momenta so that the internal ut lines arry momenta {P − L,K ± L} (see
Figs. 9 to 16). In eah ase, there are three ways to dene the variables {P, P2, L1, L2} orresponding to the three
possible ways to selet P2 from the set {±K, ±(P − L), ±(K ± L)}. For the ase of diagrams (b) and (d), the ut
lines arry momenta {P − L,K − L} and the three possible hoies are:
(1) P2 = −K ; {L1, L2} = {P − L, −(K − L)} (70)
(2) P2 = K − L ; {L1, L2} = {K, P − L}
(3) P2 = −(P − L) ; {L1, L2} = {K, −(K − L)}
For diagrams for whih the ut lines arry momenta {P − L,K + L} the three possible hoies are:
(1) P2 = K ; {L1, L2} = {P − L, K + L} (71)
(2) P2 = −(K + L) ; {L1, L2} = {P − L, −K}
(3) P2 = −(P − L) ; {L1, L2} = {K + L, −K}
In both ases, the terms orresponding to hoie (2) and hoie (3) an be obtained from the term orresponding to
hoie (1) by making the hanges of variables: P2 ↔ −L1 and P2 ↔ −L2. We dene the notation∫
dP2
∫
dL1
∫
dL2 δP+P2−L1−L2
∑
perms
f(P, P2;L1, L2) (72)
=
∫
dP2
∫
dL1
∫
dL2 δP+P2−L1−L2
(
f(P, P2;L1, L2) + f(P,−L1;−P2, L2) + f(P,−L2;L1,−P2)
)
(4) Finally, we need to show that the thermal fators for eah term are orret. Eah term should be weighted with
a fator that orresponds to the produt of the appropriate statistial emission and absorption fators. This result is
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obtained by using the identity
1 +NB(p
0
1)NF (p
0
2) +NF (p
0
3)NF (p
0
2) +NB(p
0
1)NF (p
0
3) = 0 if p
0
1 + p
0
2 + p
0
3 = 0 (73)
where we have used the usual denitions:
NB(p0) = 1− 2nb(p0) ; nb(p0) = 1
eβp0 − 1 (74)
NF (p0) = 1 + 2nf(p0) ; nf (p0) =
1
eβp0 + 1
For diagrams (b) and (d) the details are given in Appendix A. The result is that the thermal fator for eah diagram
has the form of one of the two expressions below:
Nf = nf (p0)(1 − nf (l01))(1 − nf (l02)) (75)
Nb = nf (p0)(1 − nb(l01))(1 − nb(l02))
2. Diagram (b)
We begin by looking at diagram (b) whih is shown on the left hand side of Fig. 9. The real part of Mˆ (b)(P,K)
an be written as the produt of the amplitudes shown in the right hand side of Fig. 9.
L1
2LP2
P−L1 P−L1
L1
2L P2
L
K−LP−L
PKP
✕
P KL
P
FIG. 9: The real part Mˆ (b) produes |mte+e−→γγ |
2
Using the rst line in (70) we obtain (see Appendix A):
(1− nf (p0)) · Re
[
Mˆ b
]
(76)
= 2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nb (m†b)ss
′→λλ′ · (nb)ss′→λλ′ ∆(L1) ∆(L2)
(m†b)
ss′→λλ′ = (n†b)
ss′→λλ′ = e2 u¯sα(P )
(
γµSret(P − L1)γν
)
αδ
vs
′
δ (P2) ǫ
λ
µ(L1) ǫ
λ′
ν (L2)
The amplitude (mb)
ss′→λλ′
orresponds to the t-hannel for eletron-positron prodution. It is easy to see that
performing the shift of variables L1 ↔ L2 produes the u-hannel. We write the result:
(1− nf (p0)) · Re
[
Mˆ b
]
(77)
=
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nb
(
mt†
e+e−→γγ ·mte+e−→γγ +mu†e+e−→γγ ·mue+e−→γγ
)
∆(L1) ∆(L2)
3. Diagram (f)
The keldysh struture of diagram (f) is idential to that of diagram (b). In this ase the fermion lines are ut
instead of the photon lines. The diagram and the amplitudes that result from taking the real part are shown in Fig.
10.
2L P2
L1 L1
P2 2L
L
P−L
PKP
✕K−L
P
P L K
FIG. 10: The real part Mˆ (f) produes |mte+e−→e+e− |
2
15
Using the rst line in (70) we write the result:
(1− nf (p0)) · Re
[
Mˆf
]
(78)
= 2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf (m†f )ss
′→s2s3 · (nf )ss′→s2s3 ∆(L1) ∆(L2)
(m†f )
ss′→s2s3 = (n†f )
ss′→s2s3 = e2
(
u¯s(P ) γµ us2(L1)
)
Dretµµ′(P − L1)
(
v¯s3(L2) γ
µ′ vs
′
(P2)
)
The amplitude (mf)
ss′→s2s3
orresponds to the t-hannel for eletron-positron sattering. The result is:
(1− nf (p0)) · Re
[
Mˆf
]
(79)
= 2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf
(
mt†
e+e−→e+e− ·mte+e−→e+e−
)
∆(L1) ∆(L2)
4. Diagram (d)
Diagram (d) and its real part are shown in Fig. 11.
P−L1
P2 P22L
L1L1
2L
P+P2
KP L
P−K
✕
P P
P K
P−L K−L
FIG. 11: The real part of M (d) gives m
t†
e+e−→e+e−
· ms
e+e−→e+e−
Using the rst line in (70) we write the result:
(1− nf (p0)) · Re
[
Mˆd
]
(80)
= −2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf (m†d)ss
′→s2s3 · (nd)ss′→s2s3 ∆(L1) ∆(L2)
(m†d)
ss′→s2s3 = e2
(
u¯s(P ) γµ us2(L1)
)
Dretµµ′(P − L1)
(
v¯s3(L2) γ
µ′ vs
′
(P2)
)
(nd)
ss′→s2s3 = e2
(
u¯s2(L1) γ
ν vs3(L2)
)
Dprinνν′ (P + P2)
(
v¯s
′
(P2) γ
ν′ us(P )
)
The amplitude (md)
ss′→s2s3
orresponds to the t-hannel for eletron-positron sattering and the amplitude
(nd)
ss′→s2s3
is the s-hannel. The result is:
(1− nf (p0)) · Re
[
Mˆd
]
(81)
= −2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf
(
mt†
e+e−→e+e− ·mse+e−→e+e−
)
∆(L1) ∆(L2)
5. Diagram (e)
Diagram (e) and its real part are shown in Fig. 12.
P−L1
P2 2L
L1
P+P2
L1
2L P2
✕
P
P−K
LP
P
K
K
P−L K−L
P
FIG. 12: The real part of M (e) gives m
s†
e+e−→e+e−
· mte+e−→e+e−
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It is easy to show that Re
[
Mˆ e
]
=
(
Re
[
Mˆd
])†
and therefore
(1− nf (p0)) ·Re
[
Mˆ e
]
(82)
= −2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf
(
ms†
e+e−→e+e− ·mte+e−→e+e−
)
∆(L1) ∆(L2)
6. Diagram (g)
Diagram (g) and its real part are shown in Fig. 13.
2L P2
L1
P−L1✕
PL1
P2
P−L1
P
2L
P−L K+L
P L
L K
K
P
FIG. 13: The real part of M (g) gives |mt
e−e−→e−e−
|2
Using the rst line in (71) we obtain
(1 − nf (p0)) ·Re
[
Mˆg
]
(83)
= 2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf (m†g)ss
′→s2s3 · (ng)ss′→s2s3 ∆(L1) ∆(L2)
(m†g)
ss′→s2s3 = (n†g)
ss′→s2s3 = e2
(
u¯s(P ) γµ u
s2(L1)
)
Dretµµ′(P − L1)
(
u¯s
′
(P2) γµ′ u
s3(L2)
)
The amplitude (mg)
ss′→s2s3
orresponds to the t-hannel for eletron-eletron prodution. It is easy to see that
performing the shift of variables L1 ↔ L2 produes the u-hannel. We write the result:
(1− nf (p0)) · Re
[
Mˆg
]
(84)
=
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf
(
mt†
e−e−→e−e− ·mte−e−→e−e− +mu†e−e−→e−e− ·mue−e−→e−e−
)
∆(L1) ∆(L2)
7. Diagram (a)
Now we onsider diagram (a) in Fig. 68. We obtain the binary ontribution to the ondutivity from the diagram
with a one loop insertion on the vertial line. This ontribution and its real part are shown in Fig. 14.
P−K
KP
P−K
P+Q K+Q
K−L P−L
P+P2
L1
2LP2
P L1
2L P2
P+P2
P
✕
FIG. 14: The real part of M (a) gives |ms
e+e−→e+e−
|2
Using the rst line in (70) we write the result:
(1 − nf (p0)) ·Re
[
Mˆa
]
(85)
= 2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf (m†a)ss
′→s2s3 · (na)ss′→s2s3 ∆(L1) ∆(L2)
(m†a)
ss′→s2s3 = (n†a)
ss′→s2s3 = e2
(
u¯s(P ) γµ vs
′
(P2)
)
Dprinµµ′ (P + P2)
(
v¯s3 (L2) γ
µ′ us2(L1)
)
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The amplitude (ma)
ss′→s2s3
orresponds to the s-hannel for eletron-positron sattering. We obtain:
(1− nf (p0)) · Re
[
Mˆa
]
(86)
= 2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf
(
ms†
e+e−→e+e− ·mse+e−→e+e−
)
∆(L1) ∆(L2)
8. Diagram ()
For diagram () is the most diult to handle beause there are two non-zero uts. These uts are shown in Figs.
15 and 16. We will all them the horizontal and vertial uts.
KP
P2
L1
2L
P−L2 P−L1
L1
P2
✕
P+Q K+Q
P−L K−L
L
L+Q
P P
2L
FIG. 15: The horizontal ut of the real part of M (c) gives m
t†
e−e+→γγ
· mu
e−e+→γγ
+mu†
e−e+→γγ
· mt
e−e+→γγ
KP
2L P2
L1
P−L1✕
P
P2
P−L2
2L
L1
P+Q K+Q
P−L K−L
L
L+Q
P
FIG. 16: The vertial ut of the real part of M (c) gives m
t†
e−e−→e−e−
· mue−e−→e−e− +m
u†
e−e−→e−e−
· mte−e−→e−e−
For the horizontal ut we use the rst line in (70). For the vertial ut we shift variables L→ −L+ P and use the
rst line in (71). We obtain:
(1− nf (p0)) ·Re
[
Mˆ c−horz
]
(87)
=
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nb ∆(L1) ∆(L2)
(
m
† ss′→s2s3
c−horz · nss
′→s2s3
c−horz + (L1 ↔ L2)
)
(1− nf (p0)) ·Re
[
Mˆ c−vert
]
= −
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf ∆(L1) ∆(L2)
(
m
† ss′→s2s3
c−vert · nss
′→s2s3
c−vert + (L1 ↔ L2)
)
(m†c−horz)
ss′→λλ′ = e2 u¯sα(P )
(
γµ Sret(P − L1) γν
)
αδ
vδ(P2) ǫ
λ
µ(L1) ǫ
λ′
ν (L2)
(nc−horz)
ss′→λλ′ = e2 v¯(P2)γ
(
γµ
′
Sadv(P − L2)γν′
)
γβ
u(P )β ǫ
λ∗
µ′ (L1) ǫ
λ′∗
ν′ (L2)
(m†c−vert)
ss′→λλ′ = e2
(
u¯(P ) γµ u(L1)
)
Dretµµ′(P − L1)
(
u¯(P2) γ
µ′ u(L2)
)
(nc−vert)
ss′→λλ′ = e2
(
u¯(L2) γ
ν u(P )
)
Dadvνν′ (P − L2)
(
u¯(L1) γ
ν u(P2)
)
We write the results:
(1− nf (p0)) · Re
[
Mˆ c−horz
]
(88)
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=
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nb ∆(L1) ∆(L2)
(
mt†
e−e+→γγ ·mue−e+→γγ + mu†e−e+→γγ ·mte−e+→γγ
)
(1− nf (p0)) · Re
[
Mˆ c−vert
]
(89)
= −
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf ∆(L1) ∆(L2)
(
mt†
e−e−→e−e− ·mue−e−→e−e− + mu†e−e−→e−e− ·mte−e−→e−e−
)
9. Combine Results
Inluding the ontributions from all diagrams we have∑
j∈{a,b,c,d,e,f,g}
Re
[
Mˆ (j)(P,K)
]
= Re
[
Mˆe+e−→γγ
]
+Re
[
Mˆe−e−→e−e−
]
+Re
[
Mˆe+e−→e+e−
]
(90)
Combining (77), (88) we obtain:
(1− nf (p0)) · Re
[
Mˆe+e−→γγ
]
(91)
=
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nb ∆(L1) ∆(L2)
∣∣mte+e−→γγ +mue+e−→γγ∣∣2
Combining (84), (89) we obtain:
(1 − nf (p0)) ·Re
[
Mˆe−e−→e−e−
]
(92)
=
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf ∆(L1) ∆(L2)
∣∣mte−e−→e−e− −mue−e−→e−e−∣∣2
Combining (79), (81), (82), (86) we obtain:
(1 − nf(p0)) ·Re
[
Mˆe+e−→e+e−
]
(93)
= 2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf ∆(L1) ∆(L2)
∣∣mte+e−→e+e− −mse+e−→e+e− ∣∣2
D. Integral Equation
Finally, we substitute (90), (91), (92) and (93) into the integral equation (69). We note that ρ(−P2)Bi(−P2) =
ρ(P2)B
i(P2) so that both of the denitions P2 = K and P2 = −K produe the same overall fator. Combining all
terms the integral equation (69) beomes:
2(1− nf (p0)) · Im Σˆ(P ) · Bi(P ) (94)
= (1− nf (p0)) · Re Λˆi0(3, P )
+
1
2
∫
dP2
∫
dL1
∫
dL2 δP+P2−L1−L2∆(P2)∆(L1)∆(L2)
∑
perms
[ ∣∣M ∣∣2 Bi(P2)]
where∣∣M ∣∣2 (95)
= Nb
∣∣mte+e−→γγ +mue+e−→γγ∣∣2 +Nf ∣∣mte−e−→e−e− −mue−e−→e−e− ∣∣2 + 2Nf ∣∣mte+e−→e+e− −mse+e−→e+e−∣∣2
The next step is to show that the fator
∣∣M ∣∣2 an be written in the form
∣∣M ∣∣2 = ∑
perms
[
Nf
∣∣mte−e−→e−e− −mue−e−→e−e− ∣∣2 +Nb ∣∣mte+e−→γγ +mue+e−→γγ∣∣2
]
(96)
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There are two points to address:
(1) The last term in (95) an be written in a more symmetri way as
2Nf
∣∣mte+e−→e+e− −mse+e−→e+e− ∣∣2 → Nf
[∣∣mte+e−→e+e− −mse+e−→e+e−∣∣2 + ∣∣mue+e−→e+e− −mse+e−→e+e− ∣∣2
]
(97)
Using (72) and this result the last two terms in (95) an be written:∑
perms
Nf
∣∣mte−e−→e−e− −mue−e−→e−e−∣∣2 (98)
The three terms ontained in the sum in (98) orrespond to the familiar results for bhabha and møller sattering, and
are shown in Fig. 17.
22
−
2
−−+ +
FIG. 17: Bhabha and Møller sattering
(2) The rst term in (95) is the square of the amplitude that orresponds to eletron-positron prodution. The
diagrams are shown in Fig. 18.
+
2
FIG. 18: eletron-positron prodution
The terms that give ompton sattering are missing beause they don't ontribute to the ondutivity (sine they do
not onnet with the two pinhed pairs of fermion propagators). In order to write the matrix element in an symmetri
way we must temporarily inlude these ompton terms:
nb(p
0)(1 − nf (l01))(1 − nb(l02))
∣∣mse+e−→γγ +mue+e−→γγ∣∣2 (99)
nb(p
0)(1 − nb(l01))(1 − nf (l02))
∣∣mte+e−→γγ +mse+e−→γγ∣∣2
whih allows us to write
∣∣M ∣∣2 in the form given in Eqn. (96).
Next we substitute (96) into (94) and use:
∑
perms
[
f(P, P2, L1, L2) ·
∑
perms
f ′(P, P2, L1, L2)
]
=
∑
perms
f(P, P2, L1, L2) ·
∑
perms
f ′(P, P2, L1, L2) (100)
to obtain:
2(1− nf (p0)) · Im Σˆ(P ) ·Bi(P ) (101)
= (1− nf (p0)) · Re Λˆi0(3, P ) +
1
2
∫
dP2
∫
dL1
∫
dL2 δP+P2−L1−L2 ∆(P2)∆(L1)∆(L2)
∣∣M ∣∣2 ∑
perms
Bi(P2)
= (1− nf (p0)) · Re Λˆi0(3, P )
+
1
2
∫
dP2
∫
dL1
∫
dL2
∣∣M ∣∣2 δP+P2−L1−L2∆(P2)∆(L1)∆(L2) [Bi(P2)−Bi(L1)−Bi(L2)]
where we have used ∆(−X) = ∆(X) and Bi(−X) = −Bi(X).
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The last step is to rearrange (101) in the form:
−(1− nf (p0)) · Re Λˆi0(3, P ) (102)
= −2(1− nf (p0)) · Im Σˆ(P ) · Bi(P )
+
1
2
∫
dP2
∫
dL1
∫
dL2
∣∣M ∣∣2 δP+P2−L1−L2∆(P2)∆(L1)∆(L2) [Bi(P2)−Bi(L1)−Bi(L2)]
and obtain an expression for ImΣˆ(P ) in terms of the squared matrix element
∣∣M ∣∣2. Using (31) and the terms shown
in Fig. 6 we have two ontributions to Σ(P ) whih are shown in Fig. 19.
−iΣ = +
FIG. 19: Contributions to Σ(P ) from Φ[S,D]
We expand the propagators in the rst diagram and extrat the terms that orrespond to one-loop insertions on
eah line. Combining, we obtain the three diagrams shown in Fig. 20.
−iΣ = + +
FIG. 20: Expanded ontributions to Σ(P )
These three graphs an be obtained from a tadpole graph of the form shown in Fig. 21.
FIG. 21: Representation of Σ(P ) in terms of a tadpole diagram
We do not need to inlude all of the terms Mˆ (j) shown in Fig. 4. Using Mˆ (b) in Fig. 21 produes the rst graph in
Fig. 20; using Mˆ (c) produes the seond graph; and Mˆ (g) produes the third graph. Summing over keldysh indies
using the program in [22℄ we obtain:
Σretαβ (P ) =
i
2
∑
j∈{b,c,g}
∫
dK (103)
·(M (j)αβ;γδ(11, P,K)Sretδγ (K) +M (j)αβ;γδ(7, P,K)Sadvδγ (K) +M (j)αβ;γδ(3, P,K)NF (K)Sdδγ(K))
We multiply by P/ and take the trae. We write the fermion propagator as S(K) = K/ G(K) (see Eqn. (12)) and
extrat Mˆ using (21). Taking the imaginary part we obtain:
ImΣˆ(P ) = −1
2
∑
j∈{b,c,g}
∫
dKRe
[
Mˆ (j)(7, P,K)− Mˆ (j)(11, P,K)−NF (K)Mˆ (j)(3, P,K)
]
ρ(K) (104)
Using the same method as before it is straightforward to show that the result is:
(1− nf (p0)) · ImΣˆ(P ) = −1
4
∫
dP2
∫
dL1
∫
dL2 δP+P2−L1−L2 (105)
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·
∑
perms
[
Nf
∣∣mte−e−→e−e− −mue−e−→e−e− ∣∣2 +Nb ∣∣mte+e−→γγ +mue+e−→γγ∣∣2
]
∆(P2)∆(L1)∆(L2)
= −1
2
∫
dP2
∫
dL1
∫
dL2 δP+P2−L1−L2
∣∣M ∣∣2 ∆(P2)∆(L1)∆(L2)
where we have used (96) in the last line. Substituting into (102) gives:
−(1− nf (p0)) · Re Λˆi0(3, P ) (106)
=
1
2
∫
dP2
∫
dL1
∫
dL2
∣∣M ∣∣2 δP+P2−L1−L2∆(P2)∆(L1)∆(L2) [Bi(P ) +Bi(P2)−Bi(L1)−Bi(L2)]
This equation is exatly the same as that obtained in [7℄ using kineti theory.
V. CONCLUSIONS
In this paper we have studied the appliability of the 2PI eetive ation to desribe the equilibration of quantum
elds. We have alulated the QED eletrial ondutivity using the 2PI eetive ation. We have used a modied
version of the usual 2PI eetive ation whih is dened with respet to self-onsistent solutions of the 2-point funtions.
The green funtions obtained from this modied eetive ation satisfy ward identities and the ondutivity obtained
from the kubo relation is expliitly gauge invariant. We have shown that using this method the summation over
ladder graphs is obtained automatially, without any power ounting analysis.
We have also done an expliit alulation at 3-loop order. We have alulated the integral equation that determines
the ondutivity and shown that the full matrix element orresponding to all binary sattering and prodution
proesses is obtained. Our result is omplete at leading-log order but it does not ontain all ontributions at leading
order sine the olinear terms are not inluded. These terms will be present in a alulation using the 3-loop 3PI
eetive ation, and this work is urrently in progress. Furthermore, the method we have developed in this paper
should be generalizable to the alulation of other transport oeients.
Our alulation provides a eld theoreti onnetion to the kineti theory results of [7℄, whih is useful in itself. In
addition, it seems likely that quantum eld theory provides a better framework than kineti theory for alulations
beyond leading order. Our results provide strong support for the use of nPI eetive theories as a method to study
the equilibration of quantum elds.
APPENDIX A
In this appendix, we give some details of the method we use to alulate Re
[
Mˆ (j)(P,K)
]
for eah of the diagrams
in Fig. 8. The basi strategy is explained briey in setion IVC. Throughout this appendix, we simplify the
notation by onsidering salar elds with a ubi iteration (φ3 theory). The dira and lorentz struture of the
fermion and photon elds will not eet the basi form of the alulation. Note that for φ3 theory (21) beomes
Re
[
Mˆ (j)(P,K)
]⇒ −i Im [M(j)(P,K) ]. For simpliity we set the oupling onstant to one.
There are four basi steps to the alulation:
Step (1): We use the mathematia program in [22℄ to perform the sum over keldysh indies. This program is
desribed in detail in [22℄ and is available at www.brandonu.a/physis/fugleberg/Researh/Dik.html. The program
an be used to alulate the integrand orresponding to any diagram (up to ve external legs) in the keldysh, RA or
1-2 basis. The user supplies input in the form of lists of momenta, and verties for eah propagator and vertex.
Step (2): We extrat the real part of eah diagram. The method is related to the Cutkosky rules at nite temperature,
and is desribed in detail in [23℄. The basi strategy is as follows:
(a) We make use of the fat that it is kinematially forbidden for three on-shell lines to meet at a vertex:
d(±(P1 ± P2))d(P1)d(P2) = 0 (A1)
(b) When an integral does not ontain thermal distribution funtions, we an add (or subtrat) terms whih orrespond
to produts of propagators with all poles on the same side of the real axis, sine these terms are identially zero by
ontour integration.
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We apply these rules to eah diagram. The basi strategy is as follows.
The real part is given by
Re
[
Mˆ (j)(P,K)
]
=
[
Mˆ (j)(P,K) +
(
Mˆ (j)(P,K)
)∗]
/2 (A2)
Eah diagram has four internal propagators. Terms with an even number of ut propagators are real. There are no
terms with zero ut lines, and terms with four ut lines are zero by (A1). We are left with terms with any pair of
lines ut. Some of these terms are also zero by (A1).
To isolate the surviving terms we must take into aount the fat that the momenta P and K are on-shell external
momenta. As a onsequene, Eqn (A1) allows us to make the replaement
Gret(P −K) = Gadv(P −K) = Prin(P −K) (A3)
In addition we obtain relations like
d(K − L)Gret(L) → d(K − L)Prin(L) ; d(K − L)Gadv(L) → d(K − L)Prin(L) (A4)
In diagrams where all propagators arry dierent momenta (for example, diagram (d)), the proedure is straight-
forward. In diagrams where more than one propagator arries a given momentum (for example, diagram (b)), one
must be areful to show that potentially dangerous terms that ontain the square of a delta funtion (like δ(L2) for
the ase of diagram (b)) do not appear. The disappearane of these unphysial terms is a well known result due to
the KMS ondition [24℄.
Step (3): We relabel the momenta so that the real part of eah diagram an be written as a produt of amplitudes
that have the usual form for sattering and prodution amplitudes. The method is desribed in setion IVC and
illustrated below.
Step (4): We rewrite the thermal fators and show that they orrespond to the appropriate ombination of statistial
emission and absorption fators. This is done using the identity (73).
In the setions below, we apply this strategy to diagrams (b) and (d).
1. Diagram (d)
We start by looking at diagram (d) in Fig. 8. First we note that it is immediately lear from looking at the diagram
that the only possible ontribution omes from the horizontal ut shown in Fig. 11. There is no other way to ut two
lines without getting zero by (A1).
Step (1): We use the mathematia program in [22℄ to perform the sum over keldysh indies and use (A3) immediately.
We separate the terms that depend on the thermal funtions NB and NF . The results are
Re
[
Mˆ
(d)
th (P,K)
]
= −1
2
∫
dL d(K − L)Prin(P −K) (A5)[
d(P − L) (NF (k0)−NF (k0 − l0))NF (p0 − l0)Gret(L)
+NF (k0)NF (k0 − l0)Gadv(P − L)Gret(L)−NF (k0)NF (k0 − l0)Gadv(L)Gret(P − L)
]
and
Re
[
Mˆ
(d)
0 (P,K)
]
(A6)
=
1
2
∫
dL
[
Prin(P −K)Gadv(P − L)Gret(K − L)Gret(L) + Prin(P −K)Gadv(K − L)Gadv(L)Gret(P − L)]
Step (2): Using (A4) we an rewrite (A5) to obtain:
Re
[
Mˆ
(d)
th (P,K)
]
(A7)
=
1
2
∫
dL d(K − L)d(P − L)Prin(L)Prin(P −K) (NF (k0)NF (k0 − l0)− (NF (k0)−NF (k0 − l0))NF (p0 − l0))
Next we rewrite (A6). We use the fat that terms that ontain the triple of propagators Gadv(K − L)Gadv(P −
L)Gret(L) or Gret(K−L)Gret(P−L)Gadv(L) (and no other propagators that depend on L) an be added or subtrated
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for free, beause they give zero when the integration over l0 is done (sine all poles lie on the same side of the real
axis). Using this trik we an rewrite (A6) to obtain
Re
[
Mˆ
(d)
0 (P,K)
]
= −1
2
∫
dL d(K − L)d(P − L)Prin(L) (A8)
Combining (A7) and (A8) we obtain:
Re
[
Mˆ (d)(P,K)
]
= −1
2
∫
dL d(K − L)d(P − L)Prin(L)Prin(P −K) (A9)
· [(1−NF (k0) (NF (k0 − l0)−NF (p0 − l0)) +NF (k0 − l0)NF (p0 − l0) ]
Step (3): Using (13) and the rst line of (70), and using the notation in (72), we obtain:
Re
[
Mˆ (d)
]
= −1
2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 ∆(L1)∆ (L2) (A10)
· Prin (P − L1)Prin (P + P2)
(
1 +NF
(
l01
) (
NF
(
l02
)−NF (p02))−NF (l02)NF (p02))
Step (4): Using identities of the form (73) it is easy to show that this result an be written:
(1− nf (p0)) · Re
[
Mˆ (d)
]
= −2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 Nf ∆(L1)∆ (L2)Prin(L)Prin (P + P2) (A11)
This equation agrees with (81), exept for the dira struture.
2. Diagram (b)
From inspetion of diagram (b) (Fig. 9) there are two possible pairs of propagators that ould ontribute to the
real part: one pair orresponds to the horizontal ut and the other pair to the vertial ut. Note however that the pair
of propagators involved in the vertial ut both arry the momentum L and thus utting both of these propagators
would produe a divergent term of the form δ(L2)2. We show below that the oeient of this term is identially
zero.
Step (1): We sum over keldysh indies and use d(L) = Gret(L) − Gadv(L) to expand all fators that depend on
d(L). The result is:
Re
[
Mˆ (b)(P,K)
]
=
1
2
∫
dL (A12)
·
(
(NB (k0 − l0)−NF (k0)) (NB (p0 − l0) +NF (l0)) d(K − L)d(P − L)Gadv(L)Gret(L)
− ([1−NB (k0 − l0) (NF (k0)−NF (l0))−NF (k0)NF (l0)] d(K − L)−Gadv(K − L))Gadv(P − L)Gret(L)2
− ([1−NB (k0 − l0) (NF (k0)−NF (l0))−NF (k0)NF (l0)] d(K − L)−Gret(K − L))Gret(P − L)Gadv(L)2)
Step (2): Using the kms ondition (73) we nd that the fator in square brakets is zero. Using this result we an
rewrite the terms proportional to Gret(L)2 and Gadv(L)2 in the equation above as (the integrals are zero after doing
the l0 integration):
1
2
∫
dL
(
Gret(K − L)Gret(P − L)Gadv(L)2 +Gadv(K − L)Gadv(P − L)Gret(L)2) = 0 (A13)
We rewrite the surviving terms using (from (73))
NF (l0) =
NB (k0 − l0)NF (k0)− 1
NB (k0 − l0)−NF (k0) (A14)
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and obtain:
Re
[
Mˆ (b)(P,K)
]
= −1
2
∫
dL d(K − L)d(P − L) (A15)
(1 +NB (p0 − l0)NF (k0)−NB (k0 − l0) (NB (p0 − l0) +NF (k0)))Gadv(L)Gret(L)
Step (3): Using the rst line in (70) and the notation in (72) we obtain:
Re
[
Mˆ (b)
]
= −1
2
∑
perms
∫
dL1
∫
dL2 δP+P2−L1−L2 ∆(L1)∆ (L2) (A16)
· (1 +NB (l02) (NB (l01)−NF (p02))−NB (l01)NF (p02))Gadv (P − L1)Gret (P − L1)
Step (4): Using identities of the form (73) it is easy to show that this result an be written:
(1− nf (p0)) ·Re
[
Mˆ (b)
]
= −2
∑
perms
∫
dL1
∫
dL2 Nb ∆(L1)∆ (L2)Gadv (P − L1)Gret (P − L1)
We ompare this result with (77). There is an extra minus sign in (77) whih omes from the sign assoiated with
the fator v(P2)v¯(P2) (see Eqn (15)).
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