The performance of bit-interleaved coded modulation in multiple-input multiple-output (BICM-MIMO) systems using an iterative channel estimator is analysed. In a conventional iterative channel estimator, after initialisation with the training phase, the channel estimator switches to the data phase. However, such a conventional iterative channel estimator does not always improve the performance of the receiver. In order to guarantee the performance improvement, a condition on when the output of the decoder should be used by the estimator is determined. Such a condition is related to the reliability of the soft information utilised by the channel estimator. The key in establishing this relationship is to use the mutual information (MI) that the observation vector has about the channel gains given the output of the decoder at each iteration. In this switch-augmented conventional iterative channel estimator, referred to as SAICE, the condition is theoretically found and indicates the needed reliability of the soft information for the channel estimator at the switching time. The switch-augmented scheme guarantees performance improvement of the iterative receiver with each iteration, however, it might need many iterations to converge for moderate to low signal-to-noise ratios (SNRs). A less computationally intensive approach is to use both the training and data segments of the observation. This approach produces a combined iterative channel estimator (CICE) for BICM-MIMO systems. The performance behaviour of the BICM-MIMO system is illustrated through the extrinsic information transfer (EXIT) chart with imperfect channel state information (CSI). Analytical results are verified with computer simulations.
Introduction
Implementing bit-interleaved coded modulation (BICM) in a multiple-input multiple-output (MIMO) system can significantly improve the system's spectral efficiency, even at a low signal-to-noise ratio (SNR) [1, 2] . This achievement has been demonstrated largely with coherent detection and an assumption of 'perfect' knowledge of the channel state information (CSI) at the receiver [3 -5] . However, only imperfect CSI (ICSI) can be realised in practice by a data-aided or semi-blind channel estimator in the receiver. The channel estimation error limits the performance of a BICM system and this has been the subject of various studies in recent years.
By investigating the effects of ICSI, solutions have been proposed to improve the system performance of coherent receivers in a BICM system [6 -8] . Depending on how the system performance is defined, previous investigations can be classified into two main categories: (1) information theoretic approaches and (2) signal processing approaches. The information theoretic approaches have been used in [6] to calculate the achievable data rate for an MIMO system in the presence of channel estimation error. In particular, the effect of channel estimation error was represented as an SNR degradation, which was used to determine the number of pilot symbols needed in the pilot-symbol-assisted modulation (PSAM)-based channel estimator. In [9] , power and time allocation schemes were designed for single-input single-output systems, under both time-multiplexed and superimposed pilots.
The signal-processing approaches were used in [5, 7, 8, 10, 11] to investigate the effect of channel estimation error on the bit-error-rate (BER). In particular, this approach was used in [10] to relate the channel estimation error to both the BER and frame-error-rate (FER). A similar approach was carried out in [7] and the authors suggest that an adaptive-rate PSAM can be used for an MIMO system with a maximumratio combining (MRC) receiver. In [11] a BICM-MIMO system, which is also the system of interest in this paper, was analysed to determine the effect of ICSI. This effect was represented as an SNR degradation for the case of a zero-forcing receiver and PSAM. A soft metric was derived in [5] for the MIMO receiver by taking the variance of the estimation error into account. The overhead required for the training sequence was established based on computer simulation.
In fact the information theoretic and signal-processing approaches are connected. The SNR degradation is a key parameter in modelling the estimation error in both approaches (e.g. in [6] and [11] ). The SNR degradation is a function of the mean squared channel estimation error (MSE). The function depends on the structure of the receiver and the operation of the channel estimator. The MSE, on the other hand, depends on the statistics of the channel, the estimation criterion and more importantly the design of the training in a training-based channel estimator.
Despite the abundance of literature on training-based channel estimators, other research works suggest that softiterative channel estimators can improve the performance of the receiver. In [12] , a comprehensive analysis of the soft channel estimation has been done for multi-user systems. Specifically, the MSEs of different soft-iterative channel estimators were derived and compared. Yet, the interactions among the detector, decoder and estimator were not clearly considered in [12] . Understanding these interactions could be useful in designing effective channel coding in coded modulation systems in the presence of ICSI. The interactions among different blocks in an iterative receiver are best understood by the extrinsic information transfer (EXIT) chart technique.
Recently, EXIT chart analysis in the presence of channel estimation error has gained some interests for BICM-OFDM [13] , BICM [14] and BICM-MIMO [15] systems. Nan Lee et al. [13] showed that, for BICM systems with different types of channel estimation algorithm employed by the soft-iterative estimator, the system performance improves with iterations. The authors illustrated the effect of the error using BER curves and transfer charts of the joint detector and estimator. In [15] , EXIT curves for a BICM-MIMO detector were analysed when only the training-based channel estimator was used. In these two references, the channel estimator and the detector are considered jointly as one block in the iterative receiver.
EXIT curves were used mainly to investigate the property of the detector under channel estimation error. To our knowledge, only the works in [14] and [16] use the EXIT chart to take into account the effect of the channel estimator on the property of the detector. In [14] , the effect of channel estimation error on the EXIT chart was analysed using the so-called correlation parameter with a PSAM-based estimator. It is shown that lower-rate codes can recover the performance loss due to imperfect CSI and they are more robust to channel estimation error. In [16] , the authors showed that switching from PSAM to a soft-iterative estimator, referred to as an iterative filtering algorithm, does not always improve the performance of the receiver. Therefore the authors put conditions on when the output of the decoder should be used by the estimator. They called this algorithm 'sparsely interleaved estimation and decoding' (SIED). However, in [16] those conditions are neither based on performance of the channel estimator nor theoretical derivations. Instead, the conditions in [16] test the convergence of the decoder using computer simulation.
In this paper, the switching time is related to the reliability of soft information based on the performance of the channel estimator. The key in establishing this relationship is using the mutual information (MI) that the observation vector has about the channel gains. This switch-augmented conventional iterative channel estimator will be referred to as SAICE. In contrast to the analysis in [16] , only one condition is placed on the MI at the input of the channel estimator. This condition is theoretically found and indicates the needed reliability of soft information for the channel estimator at the switching time.
The switch-augmented scheme guarantees performance improvement of the iterative receiver with each iteration, however, it might need many iterations to converge for moderate to low SNRs. A less computationally intensive approach is to use both the training and data segments of the observation. This approach produces a channel estimator for BICM-MIMO systems that will be referred to as a combined iterative channel estimator (CICE), since it combines both the training and data segments. Since this new channel estimator makes use of training sequence and soft information from the output of the decoder in every iteration, its performance also improves with every iteration. This helps the iterative receiver converge at higher code rates for low SNRs. At moderate to high SNRs, the complexity of the receiver is reduced since the receiver converges with a lower number of iterations.
Notation: Upper and lower boldface letters denote matrices and column vectors, respectively. Superscripts ( . )
H and ( . )
T indicate Hermitian and transpose operations, respectively. For matrix A, A i,j denotes its (i, j)th entry. The loglikelihood ratio of bit b is defined as
For convenience, the log-likelihood ratio shall be referred to as the L-value in this paper. In addition, E{ . } denotes the expectation of a random variable and X CN (Y, Q) signifies the random matrix X has complex normal distribution with mean Y and covariance matric Q.
2 BICM-MIMO system with iterative receiver
Transmitter
The block diagram of a BICM-MIMO system with an iterative receiver is shown in Fig. 1 . A channel encoder with a rate-R c error-correcting code converts the vector of information bits b into a codeword c. Next, the coded bits are interleaved by a pseudo-random interleaver with length L 1 to produce the interleaved codewordc. Then the coded bits ofc are mapped to a complex-valued super symbol of a multi-dimensional signalling set,
constellation, and n t is the number of transmit antennas. The next block is the time-multiplexer. It has several inputs. Input X d is the data matrix whose rows contain super data symbols, that is
T and x k is a super data symbol coming from the n t -dimensional mapper as x k = [x (k−1)n t +1 , x (k−1)n t +2 , . . . , x kn t ]. Here, k is the time index and x i s are complex data symbols belonging to the 2 m -QAM constellation V. Input X p is the training signal. The length of X p is n p super symbols and the length of X d is L. The time-multiplexer concatenates X d to X p to form blocks of length L + n p super symbols. To exploit the time diversity gain associated with the use of an interleaver, L i is selected such that L i /(n t m) (i.e. the number of super symbols contained in one codeword) be much greater than L + n p . The output of the time-multiplexer is transmitted on n t antennas for spatial diversity.
The channel is assumed to be frequency non-selective with block fading. Let n r be the number of receive antennas. The n t × n r channel matrix H remains constant for each block duration (i.e. over L + n p super symbols), but changes independently from block to block. It has a zero-mean complex Gaussian distribution with covariance matrix of C H , that is H CN (0, C H ). The additive noise is indicated as matrix W in Fig. 1 . The output of the channel is shown as matrix Y. It is given by
during training, and
during data transmission. In general, the noise matrices W p and W d are zero-mean Gaussian with covariance matrices C W p and C W d , respectively. The dimensions of Y are different for training and data transmission phases. During training, the dimensions are n p × n r , whereas the dimensions are L × n r during data transmission.
Iterative receiver
The iterative receiver is shown in Fig. 2 as a system of five blocks. The channel estimator is the block of main interest in this paper and shall be discussed in detail in Section 3. It produces a quick estimate of the channel using Y p on the first iteration and refines the estimates on subsequent iterations.
After the channel estimation is performed using the training signal, the soft-input soft-output demodulator uses the MMSE criterion to demodulate the data. There is a number of practical demodulation approaches for MIMO systems but the soft-output MMSE demodulator is used here, since it has low complexity and good performance. The soft-output MMSE demodulator can only be used if the coded bits are mapped on each transmit antenna independently [17] , which is the case considered in this paper (If the coded bits are not mapped independently, other demodulators such as a sphere decoding demodulator can be used.). The softoutput MMSE demodulator computes the extrinsic information for the interleaved bits, {L
, from the received symbols. To obtain L-values, the demodulator exploits the a priori information of the coded bits coming from the decoder, {L (c i ) ap }, and the channel estimateĤ. In the first iteration, the demodulator assumes that the a priori L-values are zero.
The de-interleaved outputs, that is {L
ap }, become the a priori L-values used in the channel decoder shown in Fig. 2 . The channel decoder uses the log-MAP algorithm (Although the log-MAP algorithm can be applied to both block codes and convolutional codes, it is most efficient and practical for decoding convolutional codes based on their well-defined trellis diagrams.) to compute the extrinsic
ext } for all coded bits, which are used again in the next iteration in the demodulator.
It should be pointed out that to be consistent with the concept of an EXIT chart, MI at the inputs of the demodulator and the decoder are defined as I ext , respectively. The structure of Fig. 2 is well known. However, the performance of the receiver can vary greatly depending on the operation of the iterative channel estimator. In this paper, an operation is suggested to improve the performance of the receiver at each iteration and to lessen the complexity of the receiver. The operation includes the iterative algorithm and the criterion used by the iterative channel estimator to refine the channel estimates. A theoretical derivation for the channel estimator is given in the next section.
Channel estimator
The iterative channel estimator has three inputs: (i) the noisy channel observation Y, which can be Y d or Y p , (ii) the training signal X p and (iii) the a priori information {L
ap } of the interleaved bits. The estimator has one output which is an estimate of the channel coefficient matrix,Ĥ. A simple block diagram that shows inputs and output is given in Fig. 3 .
To study the behaviour of the iterative channel estimator as an independent block in the iterative receiver, it is necessary to determine how much information the inputs of the channel estimator have about the channel and how to use this information to estimate the channel gains. The key in measuring this information is the MI at the input of the channel estimator.
In a conventional iterative channel estimator, after initialisation with the training phase, the channel estimator switches to the data phase. During the training phase, the information that the channel observations (i.e. Y p ) contain about the channel gains at the input of the channel estimator can be expressed by where h(J) ; 2 p(J ¼ j) log p(J ¼ j)dj is the entropy of random variable J. To find a closed-form expression for this MI, it is assumed that H CN (0, C H ) which implies that h(H ) ¼ log pe|C H |. The expression of h(H|Y p ) as stated in [18] , is bounded by log pe|C H|Y p |, where
During the data phase, at each iteration {L 
where V is approximately a zero-mean Gaussian matrix with covariance matrix C V , which represents the total effective noise matrix in subsequent iterations. The entries of E{X d } are calculated using {L
The detailed derivations of the probability p(X d i,j = x) from L-values are given in [19] (note that the calculation depends on the mapping rule in V).
Moreover, the covariance matrix C V is given by
It follows that the entries of C V are
where s
Finally, the MI at the input of the channel estimator during the data phase can be obtained by 
and
respectively. As mentioned, the conventional iterative channel estimator is not guaranteed to converge. For the estimator to converge, the information at the input of the channel estimator during the data phase should be more than the information during the training. This means that I(H; ap }) can be tested at each iteration and the channel estimator is enabled in the data phase on iteration where
. This translates to placing a constraint on the soft information at the output of the decoder, which depends on channel length and system parameters. The number of iterations with which the condition is met depends on coding design. This new scheme is referred to as a switch-augmented conventional iterative channel estimator (SAICE).
Another way to guarantee increasing MI at the input of the channel estimator is to use information from the previous iterations. Exploiting the inherent latency of bit-interleaver and the property of a block-fading channel, the observation vector can be constructed from both the training and data segments of the observations in this approach. The MI at the input of the channel estimator then can be expressed as
ap }) and it is given by
A new MMSE channel estimator can be devised such that it uses both training and data segments of the observation matrices at each iteration. This estimator is given bŷ
T and shall be referred to as a CICE. A p c and A d c indicate the training and data phases of the combined estimator, respectively. They can be obtained by
It follows that
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In contrast to the mean-square error or correlation parameter analysis, the above MI analysis can be used to determine when the information at the input of the channel estimator is beneficial. In addition, it can be applied to any channel estimator, since it is measured at the input of the channel estimator. Besides, for a correlated channel environment it can be used to design the training sequence in order to maximise the information at the input of the channel estimator.
Good approximations of the proposed channel estimators
The statistical property of the channel and the system parameters affect the performance of the channel estimator.
To reduce the complexity of the analysis that determines these effects, the following simplifying assumptions are made: † The channel is assumed to be Rayleigh fading. This means the channel coefficients are i.i.d. complex Gaussian, that is (2) 
where N 0 is the one-sided spectral density of each noise source in the channel. † The training signal is chosen such that (X p ) H X p = n p E p I n t , where E p ¼ (1/n t n p )trace{(X ap }), respectively. The channel estimator in (10) has about the same complexity as the conventional estimators of (7) and (8) . However the complexity of the estimators given by (8) and (10) can be significantly reduced with two simplifying approximations. To simplify the term ( (10) and (8), the entries of diagonal matrix (The Rayleigh fading and AWGN assumptions assures C V is diagonal.) C V , which are (12) are approximated by
whereñ t represents the effect of residual interference and is defined byñ t ;
. From the approximation in (13) it follows that
Yet one more approximation is made. Assuming a long interleaver and i. 
The simplifying approximations lead to compact expressions for the estimators of (8) and (10) . The estimator of (8) simplifies to
whereas the estimator of (10) simplifies to
It is useful to examine the performance of the channel estimators at the following extreme (corner) cases: † The performance of the iterative channel estimator for the first few iterations with low SNR. † The performance of the iterative channel estimator after a large number of iterations (sufficient for convergence) with high SNR.
For the first few iterations and at low SNR the soft information at the output of the channel decoder is not reliable,
Therefore in this case it is reasonable to use only the training signal to reduce complexity. In using only the training signal, the MI at the input of both channel estimators is log(1 + n p SNR p ).
For high SNR and after a large number of iterations, the so-called genie condition can be approached and E{X d } can be approximated by X d . In this case, the approximations made earlier in this section are more accurate. Moreover, n t 0 andL L which implies
Treating these approximations as equalities leads to a tight upper bound for I c H which is log (1 + n p SNR p + LSNR d ). Furthermore, for the SAICE and for the conventional iterative channel estimator, the upper bound simplifies to log (1 + LSNR d ) .
Under the approximations made in the two corner cases, I H for both the conventional and proposed channel estimators does not depend on the modulation order nor the number of antennas. To be more precise, the upper bound of the CICE depends on the length of the channel, the power of the data symbols, and the power and time duration of the training signal. For the channel estimator with the switch-augmented scheme, the upper bound only depends on the length of the channel and power of the data symbols.
In other more typical cases, the conclusions for the corner cases do not apply. The reason for this is thatñ t does not contribute to I H in either corner case but does most of the time. Except for the corner cases, the number of transmit antennas affects the performance of the iterative channel estimators, sinceñ t depends on the number of transmit antennas. This is illustrated with simulation results in Section 5.
The insight gain from the analysis is now used to develop a new iterative algorithm for both the conventional and proposed channel estimators. The conventional soft-iterative channel estimator uses (7) for initialisation and switches to (8) to refine the estimated channel gains. However, the analysis shows that for the first few iterations I It should be pointed out that even with the switching scheme, in some cases at low SNR, the receiver fails to converge, whereas the switching scheme mitigates the convergence problem it does not eliminate it. The proposed estimator, which has no switch, does not have a convergence problem.
The guarantee of convergence is the main advantage of the proposed estimator over the SAICE. Convergence is guaranteed since the performance of the proposed channel estimator improves after each iteration. In addition, the proposed channel estimator reduces the convergence time of the iterative receiver. This translates to a lower-complexity receiver since the decoder and the demodulator need less iterations to converge.
Evaluation results
The performance of a BICM-MIMO system is evaluated using the EXIT charts and BER curves for the switchaugmented and the proposed channel estimators. For a fair comparison, L ¼ 30 (the length that the channel stays the same) is fixed for all the simulations, whereas the channel coefficients have a Rayleigh distribution with a variance of 1, that is s 2 h = 1. A rate-1/2 convolutional code and a bitinterleaver with length L i ¼ 4800 are used. In addition, E p is set to E s , n p is set to n t and thus SNR ¼ SNR d ¼ SNR p for all the figures.
MI at the input of the channel estimator
A Monte-Carlo simulation is used to calculate the MI at the input of the channel estimator. However, closed-form expressions and approximations found in Section 4 are tested and found to be valid for the all simulations. From Figs. 4 -6, it appears that the operation of the channel estimator, if the channel estimator is considered independently, does not depend on the order of modulation. Moreover, the system parameters that most affect the operation of the channel estimators are SNR and n t in addition to channel length.
EXIT chart with ICSI
In this section the EXIT chart is examined to understand the convergence behaviour of an iterative system with imperfect CSI. In the previous section, channel estimator was treated as an independent block. Here, the interactions among the decoder, detector and channel estimator are determined through the EXIT chart. To do this the trajectory curves, which are found iteratively, are obtained.
In Fig. 7 , the channel code is a rate-1/2 convolutional code with constraint length 5 and generator polynomial G ¼ [33;31]. The parameter SNR d is set to 3 dB and parameters n t , n r and n p are all set to 2. The modulation is QPSK, performed independently on each antenna.
The interaction among the three blocks begins with the initialisation of the channel estimator. Therefore for the first iteration, I H is 2.2487 with I The outputs of switch-augmented estimator and CICE are used by the demodulator to produce the curves in Fig. 7 (shown as solid and dash lines, respectively). The interactions, which illustrated by these curves, can be seen clearer by examining the MI values at each iteration shown in Table 1 . In the second and the last two columns of Table 1 , two values are inserted in each column. The first value corresponds to the system with the SAICE and the second one corresponds to the system with the CICE. It should be pointed out that for the first iteration only one value is represented which is obtained from the system using only the training sequence.
For comparison, the transfer function of the demodulator under perfect CSI assumption is also plotted in Fig. 7 . It is observed that the demodulators with both estimators of SAICE and CICE converge after four iterations. However the demodulator with the SAICE has more residual error than the CICE. In fact the performance of the demodulator with the CICE is the same as the demodulator with perfect CSI after four iterations. The result of the same simulation performed for 16QAM is shown in Fig. 8 . Since the soft information of the 16QAM demodulator is not as reliable as that of the QPSK demodulator at the first few iterations, the channel code with constraint length 3 and generator polynomial [7, 5] is used for 16QAM and SNR d is set to 8 dB. The other simulation parameters are the same as that for Fig. 7 . From  Fig. 8 , the demodulator with the SAICE fails to converge after four iterations. However the demodulator with the CICE converges after seven iterations.
BER performance
The BER performance of the proposed algorithm for the receivers in Figs. 7 and 8 are compared for different channel estimators in Figs. 9 and 10, respectively. Fig. 9 plots BER against SNR, where for each value of SNR considered, 10 5 independent frames were run to obtain a BER value. Compared in the figure are performances of two receivers, one with the CICE and the other with the SAICE. The BER curve of the receiver with perfect CSI is also plotted to serve as a benchmark. The curves in Fig. 9 show that the performance of the CICE is about 1.5 dB better than the performance with the SAICE after five iterations at BER ¼ 10
25
. Since the CICE uses the information of both pilot and data to estimate the channel coefficients, it has the better performance at the beginning of the iterative process. Thus it facilitates convergence and therefore iteratively improves the overall performance of the receiver. It is also noted that the BER performance with the CICE approaches that of the receiver that has perfect CSI.
The performance curves for 16QAM in Fig. 10 indicate an improvement of about 2 dB at BER ¼ 10 23 . The reason is the soft information at the output of the 16QAM demodulator is less reliable than the soft information at the output of the QPSK demodulator at the first few iterations. Thus for 16QAM the improvement in reliability of the soft outputs from the channel decoder is more helpful to the estimators and thus demodulator in the beginning. In other words, for higher-order modulation the performance of the receiver is more sensitive to the performance of the channel estimator.
Conclusions
The problem of channel estimation for BICM-MIMO systems has been investigated in this paper. First, the conventional iterative channel estimator was improved using a switching scheme (SAICE). The improvement involves switching from the training phase to the data phase based on the performance of the iterative channel estimator. The demodulator with the SAICE, however, does not converge quickly at low SNR and with a higher-order modulation. To overcome this problem, a new estimator, referred to as CICE, that guarantees convergence is devised utilising both the training and data segments on every iteration. For the development of both SAICE and CICE, a closed-form expression for the MI at the input of the channel estimator was derived. Carefully crafted approximations for the MI in the corner cases show that for the CICE, the MI is a function of the system parameters, channel length and power allocation to the training sequence. They also show that the MI at the input of the SAICE is only a function of the system parameters and the channel length after the first iteration. EXIT chart results show that for QPSK, the demodulator with both estimators converges after four iterations for an SNR of 3 dB. Moreover, the BER www.ietdl.org results show that the performance of the receiver with the more robust CICE approaches the performance of the receiver that has perfect CSI and a moderate to high SNR. Changing the modulation to 16QAM increases the number of iterations required for convergence.
