The so-called " Smart-Grid" or 
INTRODUCTION
The ideas of demand side management and distribution automation have been around for many years. There are various reasons which explain the recent increasing interest of these topics, to quote a few: the first is the actual need required by the network operators to cope with the nondispatchable distributed generation and the second is the advance in ICT technologies in recent years. Together these encourage utilities to invest on their facilities. Nowadays the Distribution Network Operators (DNOs) are facing decisions on how to upgrade their communication infrastructure to enable the new functionalities. They must also take into account the existing equipment and infrastructure.
The paper will first describe in brief various smart distribution applications, which include advanced distribution automation such as supply restoration, voltage control and distribution network constraint management. Then it will describe and discuss technical considerations when it comes to finding a suitable communication solution to enhance the utilities infrastructure. The paper will include amongst others, discussion on alternative communication technologies and protocols (e.g. the role of wireless technology and open standards), bandwidth needs, network topology, legacy resources and additional means of communication, reliability and security aspects, feasibility of solutions, etc. Also, customer perceived value of the solutions and DNO planning concerns will be highlighted. This article will also include an example of an active distribution network pilot project -the UK AuRA-NMS (Autonomous Regional Active Network Management System) consortium project. In this project decentralized control architecture is proposed. Instead of using the traditional centralized SCADA/DMS (Distribution Management System), the control functions are located in a controller hosted in various primary substations. Such control architecture with advanced functionalities therefore gives rise to challenges in terms of communication among the substations and between the substations and the controllable devices such as remote-switches and DG controllers. Additional concerns relate to roll-out of such a system whereby co-existence of the legacy centralized control system with an active distribution network must be managed in a coherent manner.
DISTRIBUTION AUTOMATION
This section describes the advances and common practice on distribution automation nowadays and in the coming future with the vision of smart grids implementation. A brief description on the role of communication to enable various applications is also given.
Distribution Automation Nowadays
The level of automation for distribution networks has always been inferior to that for transmission networks, due to their different operational and regulatory requirements. How well a distribution network is operated can be reflected from the corresponding reliability indices such as SAIFI (System Average Interruption Frequency Index), CAIDI (Customer Average Interruption Duration Index) and SAIDI (System Average Interruption Duration Index). It should be noted that only interruptions with duration longer than a certain period (e.g. 3 minutes) are accounted for when calculating these indices and such threshold is set by local legislation.
The following example illustrates how communication can facilitate distribution automation applications such as supply restoration for a typical distribution network. Figure  1 shows a ring main unit connecting high voltage grid to the medium voltage distribution grid. The normal open switch is shown at the end of the two half-rings. Diagram (a) in Figure 1 shows an extreme situation in which there is no communication and no automation to restore supply in case of a fault. Diagrams (b) and (c) show a low-end and a highend solution respectively in which the increasing number of automated switches can reduce the number of customers out of supply after fault detection but before its clearance. While the high-end fully automated solution can improve the reliability of the network it is however not practical because of the required investment costs. shows a compromise in which a partial automation is implemented. With this setup, no more than one third of the total ring is out of supply before fault clearance in case of any single faults.
Figure 1 Different automation solutions on a ring main unit
Other distribution network operation applications such as voltage regulation and thermal constraint protection are nowadays commonly implemented in controllers' or protection relays' logic making use of local information. Besides protection, which has to be enforced in a millisecond time scale, some of the control functionalities are also hosted at the DMS (Distribution Management System) which can be semi-automated or fully-automated depending on the utility's operational practice and on the communication infrastructure between the Network Control Centre (NCC) and the devices in the field.
Distribution Automation for Smart Grids
The vision of smart grids has demanded more advanced distribution automation applications, driven by the motivation of the integration of DGs/DERs (Distributed Energy Resources) and the facilitation of responsive demand. The changing regulations also play a role. The challenges induced by DERs include the change of power flow direction and magnitude, stochastic infeed of power into the network (caused by wind, solar, etc.), as well as the change of the voltage profile along the feeders. On one hand logic and algorithms have to be enhanced; on the other hand, the requirements on the communication infrastructure are more demanding because of the need of real-time monitoring and fast control execution. For responsive demand, smart-metering is the key solution to necessitate the bi-directional communication so that the meter-reading entity (utilities or/and third party) can acquire the up-to-date consumption and transmit current pricing signals to the endusers. The challenge on communication infrastructure for this is the well-known "last-mile problem" which refers to the final connectivity from a communication access network to a customer. Some existing solutions include the mix of different media (using fixed and wireless access for the last mile) and other technologies proposed are WiMAX and BPL (Broadband over Power Line).
As we move back up to a higher voltage level where the primary substations are located, communication again plays an important role in enabling various advanced functions.
The following example on voltage control illustrates this. Figure 2 shows a single line diagram of a network with different voltage levels. Studies showed that through proper switching coordination between a central controller and the OLTCs (On-Load Tap Changers) and capacitor bank, unnecessary switching operations can be avoided [1] .
Figure 2 Single line diagram for voltage control example
Similarly, thermal constraint management of the distribution network (transformers and lines) can also be achieved through coordinated actions between devices. In case of a DER, a signal can be sent to its controller to reduce or increase its power output in real-time.
In general, coordination and information exchange between devices can be implemented via different communication architecture. This is illustrated in Figure 3 , which consists of four subplots (a) to (d). In each subplot, the white box at the top represents the data concentrator for network control centre traffic, the purple boxes represent gateways in primary substations while the white/light-blue boxes represent IEDs (Intelligent Electronic Devices) which are either located inside a substation or on feeders. The black lines are direct links while the orange ones are backup links. While in the voltage control example the architectures proposed in subplots (b) or (c) are assumed, the same could be achieved by any other architecture because all of these architectures can allow information exchange between one device and any other ones. This would require a change of the distribution of the intelligence among different devices. In other words, in the design of the logic/algorithm, communication architecture should be taken into account and vice versa. Note that the more indirect the path between one IED and another is, the higher the chance that information exchange takes longer to complete due to latency. Moreover, this could also result in reduced overall reliability. The question that has to be answered is therefore to what extent intelligence could be distributed while taking into consideration the additional investment cost required for reliable communication. The purpose of this paper is not to address this question directly. However, different factors that are considered when designing or upgrading utilities communication infrastructure will be discussed in the next section.
DECISION FACTORS FOR DISTRIBUTION COMMUNICATION
The choice of communication technologies for distribution is overwhelming. The planning and engineering of the communication network is very challenging when taking into account the cost differences, technical complexity and implications of the possible solutions as well as the harsh utility energy distribution environment (e.g. EMI). The selection of the solution should be based on various criteria such as:
• Bandwidth needs of the applications: regular exchange of complete files (e.g. XML) versus irregular update of switch positions upon an event (e.g. binary information).
• Topology of the network: linear, star, ring or meshed ; densely (urban) or sparsely (rural) distributed feeders.
• Available resources and means of communication:
fibre/copper; frequency bands for wireless solutions, coverage of cellular networks, etc.
• Customer needs and future plans: investment strategies (budget, payback period, etc.), own versus third party communication infrastructure, regulatory requirements to be fulfilled by the network operators; desired maintainability, extensibility, plug-and-play features, etc.
• Reliability and security aspects: mean time to failure of the communication equipment and overall system availability; security against data theft and hacking.
• Space and location constraints: space required for equipment in a substation or on a pole; robustness against EMI in a substation.
• Feasibility of solutions: geographical profile (line of sight for wireless) and coverage; availability of transmission media (e.g. fibre optic cables, pilot cables).
• Communication facilities: the type of services required (data, voice, video, metering, etc.); the connectivity of mobile crew for maintenance purpose. 
Cost Effective Deployment
There is a general trend towards solutions based on IEC61850 standard. However, at present, both IEC61850-compliant devices and devices running on conventional/proprietary protocols co-exist in substations, resulting in different SCADA implementation scenarios. Properly interfacing with these legacy elements is at the centre of any viable solution that will include backward compatibility and a seamless integration to the established management systems. The development of a gateway functionality into the substation SCADA system to allow legacy power devices to be seen as IEC61850 data is proposed for the AuRA-NMS system. Such functionality can be implemented using IEC61850 and Object Linking and Embedding (OLE) for Process Control (OPC) technology. Protocol converting gateway units could be installed in substations directly interfacing with legacy power devices. The regional controller which runs control algorithms can access the substation data via this gateway. The IEC61850-compliant substation devices can then be directly connected to the substation LAN and communicate amongst each other using GOOSE and GSSE messages. This potentially gives DNOs a cost effective roadmap towards their next distribution automation systems.
CONCLUSIONS
The role of communication is that of a key enabler to achieve a successful deployment of any smart distribution applications. However, the "right" communication system architecture will always be designed out of a suite of available technologies in order to meet the needs of the actual system, but at the same time it must also be cost effective both in deployment and operation. The AuRA-NMS example demonstrates how this can be achieved.
