We analyze a class of stochastic and dynamic vehicle routing problems in which demands arrive randomly over time and the objective is minimizing waiting time. In our previous work ([6], [7]), we analyzed this problem for the case of uniformly distributed demand locations and Poisson arrivals. In this paper, using quite different techniques, we are able to extend our results to the more realistic case where demand locations have an arbitrary continuous distribution and arrivals follow only a general renewal process. Further, we improve significantly the best known lower bounds for this class of problems and construct policies that are provably within a small constant factor relative to the optimal solution. We show that the leading behavior of the optimal system time has a particularly simple form that offers important structural insight into the behavior of the system. Moreover, by distinguishing two classes of policies our analysis shows an interesting dependence of the system performance on the demand distribution.
abruptly with changes in location x and are bounded relative to the system-wide expected waiting time W. Again, this is needed primarily for technical reasons, though it is arguably a natural characteristic of most practical policies. Indeed, by definition (see below), W(x)= W for any spatially unbiased policy and thus P3 is trivially satisfied for all such policies; however, in the spatially biased case, we must restrict e to only those policies which satisfy P3. We remark that in the uniform demand case discussed in [6] and [7] , we allowed a more general class of policies in which vehicles can wait at any location x and change destinations at any time and smoothness of t(x) was not required. Finally, we note that since the velocity v is finite and the location distribution is continuous, service completions are sequential (i.e. service completions do not occur simultaneously).
Letting T7 denote the system time of a particular policy / E M, then the DTRP is the problem of finding a policy , *, if one exists, such that T*. = inf {T, I P E }.
We let T* denote the infimum on the right-hand side above. A policy A for which T,/T* is bounded has a constant factor guarantee. If lim,p_ (T,/T*) is bounded,
then the policy /i has a constant factor guarantee in heavy traffic.
Spatially biased and unbiased policies.
We shall also need two definitions mentioned informally above and in Section 1. In these definitions, Xi is the location of a randomly chosen demand and W, is its waiting time. We define ( 
4) p f(x) f(x)?(x).
The function q(x) is interpreted as the time-average density of demands in the system in the sense that 
Heavy traffic lower bounds
In this section, we derive our main lower bounds on T*. We begin by proving some lemmas related to spatial queues in the system that culminate in a generic lower bound on T*. We then specialize this bound to the spatially biased and unbiased cases to arrive at our main lower bounds.
Preliminary lemmas and bounds
3.1.1. Preliminary lemmas. Our first lemma shows that qp(x) has the interpretation of a density function and that it is both bounded and smooth. Lemma 1. For any stable policy satisfying property P3, the function ?5(x) satisfies (6) If (x)dx = 1 Let W(Y) denote the expected waiting time in this queue. We are primarily interested in small balls and thus we define 6(x, z) to be the set of points within a distance of z from a given location x (i.e. C6(x, z) = {y I II -xll z)}). If the arrival process is Poisson, then from the PASTA property (see [20] ), n+(Y) =d n(Y) and thus N+(9) = N(9). In the next lemma we address the relation of N+(Y) to N(Y) in heavy traffic for = I(x, z), general renewal processes and small z. Intuitively, for small z, the probability p(Y) tends to zero and thus the coefficient of variation c2, tends to 1, i.e. the resulting renewal process approaches a Poisson process for which we can apply PASTA. We formalize this as follows. Proof. In general, the expected number of customers in the system left by a departing customer depends on the service discipline when the arrival process is not Poisson. Bertsimas and Nakazato [4] prove that in general queueing systems with renewal inputs, the expected number of customers in the system left by a departing Multiplying both sides above by VN and taking the limit as N--oo proves the lemma.
Remark. The proof above shows the contribution to the lower bound from the points @(N) that are close to the depot is asymptotically insignificant. Thus, though we require a depot to ensure that decisions are well defined at each completion epoch, its presence has no effect on the heavy traffic bounds. 
Proof. For a spatially unbiased policy, W(x) =W, Vx e s. Thus, p(x)= W(x)/W= 1 and ?(x) = (x)f(x) x)=f(x). Substituting ?p(x) =f(x) into Lemma 5 we obtain Theorem 1.
This theorem differs from the heavy traffic bound in [6] and [7] in several ways. In one sense it is weaker because it is an asymptotic bound while our earlier bounds are valid for all values of p < 1. However, it has several important advantages. First, it applies to a general density f(x) and general arrival process rather than just to the Poisson, uniform case. Second, it improves on the constant value y by a factor of /2 and thus increases over previous lower bound by a factor of 2. Optimize over n.
The following theorem shows that this unbiased policy is guaranteed to be within about 80% of the optimal policy in heavy traffic. Remark. Though the provable guarantee on this policy is 1-8, we conjecture that it is in fact an asymptotically optimal policy in heavy traffic. We base this conjecture on heuristic arguments. In particular, we have been able to show that if it is optimal to always clear a region (such as a radial region) before moving on to service a new region, then y = P3/V2 in Theorem 1. A complete proof of this conjecture, however, remains an interesting challenge. 
A provably good
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Proof. We again begin by obtaining the first two moments of the random variable r, the time to service a randomly chosen set of demands. A set formed in sij will be called a type j set. Let pj =-ijAj denote the probability that a randomly selected set is a type j set. (Note that since the set size is n/k in all subregions, the probability that a randomly selected demand is contained in a type j set is the same as the probability that a randomly selected set is of type j.) Let the random variable Lj denote the length of a tour on a type j set. Then For example, this estimation might be performed using operating data from a 'live' system and the results used to evaluate current operating practice. We next briefly examine the relationship among these various distributional behaviors.
Relationship between biased and unbiased behavior
Since unbiased service is a constraint, the system time of the optimal biased policy should be lower than the optimal unbiased policy for all densities f. This is indeed the case as shown by the following proposition, which also gives the relationship of the general distribution case to the uniform case. Remark. Proposition 1 says that a uniform density is the worst possible and that any deviation from uniformity in the demand distribution will strictly lower the optimal mean system time in either the unbiased or biased case. In addition, allowing biased service will result in a strict reduction of the optimal mean system time for any non-uniform distribution f. Also, note that when the density is uniform there is nothing to be gained by providing biased service.
One may question how different the system times for a biased and unbiased policy may be in general. That is, how much can one gain by discriminating according to location? Or, alternatively, how much does one lose by imposing an unbiased service constraint? The answer is that in the worst case the two can be arbitrarily far apart. This is illustrated by the simulation example in Figure 1 . For the density used in this example, it is straightforward to show that for a fixed 6 >0 and -0, where TF and TD are, respectively, the optimal unbiased and biased mean system times. Since 6 >0 can be arbitrarily small, this says that in heavy traffic the cost of the optimal unbiased policy can be unbounded relative to the cost of the optimal biased policy. Intuitively, one can explain the behavior of this example as follows. In an unbiased policy, the few points that fall in the large regions M2 must be visited as regularly as the large number of points that fall in the much smaller region i1. However, visiting the points in /2 is time-consuming since they are typically far away from neighboring points. These infrequent yet time-consuming trips to demands in S2 impose large delays on the demands in 1i, which in turn drags down the overall mean system time. In a biased policy, we can allow the relatively small number of demands in M2 to wait much longer than the demands in X,. The demands in /2 then build up and can be serviced more efficiently with larger tours. This frees up more vehicle time to service the much higher fraction of demands that land in S1, improving their system time. The net result is to reduce the overall system time.
On the tightness of the lower bounds for the general case
In the proof of Lemma 4, one can see that very little of the vehicle routing structure inherent in the DTRP was used. Indeed, we only used the fact that the service was sequential (i.e. one demand served at a time) and the normalized waiting times satisfied P3. This allowed us to establish that the mean number left behind by a departure from any given region was asymptotically the same as the time-average number in queue in that region. The bound therefore applies to any system in which points arrive randomly to a Euclidean region and are then removed sequentially according to some given rule. For example, we might remove a point after it spends a constant amount of time T in the system, in which case the expected nearest-neighbor distance E[Z*] and the mean number in queue N would also satisfy Lemma 4. A DTRP policy, in this sense, simply defines one such rule for removing points; namely, remove a point after a vehicle following a given policy M has completed its on-site service. In this section, we show that the lower bound in Lemma 4 is in fact tight within this broader class of removal rules, and therefore more vehicle routing features of the DTRP need to be exploited if one wants to improve on these bounds. Proof. We first analyze this policy for the uniform demand case. Note that at the end of a round, all points in the system are more than a distance z from their nearest neighbor. Also, arriving points are never eliminated in the round of removals that they initiate. This is because all points within a radius z of the arriving point are necessarily older and thus will be eliminated before the current arrival is considered. Similarly, all points in the system at the time of an arrival that are within a distance z of the arrivals location will be eliminated during its round because the arriving point is always the newest.
Given these observations, we see that a point waits in the system until a subsequent arrival falls within a distance z of it, at which point it is eliminated by the round of removals generated by this arrival. Since the probability that an arrival falls within z of any given location is nz2/A (ignoring edge effects because z is small) and the mean interarrival time of points is 1/A, the waiting time, 
