We introduce a relational operationalisation of data which generalises, among others, the deterministic information systems of [22] , the indeterministic systems of [15] and [20] , and the context relation of [26] ; it can also be used for fuzzy data modelling. Using an example from the area of psychometrics, we show how our operationalisation can lead to an improved understanding of agreements and disagreements by experts in classification tasks.
Introduction
In this paper we are concerned with developing a formal mechanism for describing the state of a researcher's knowledge about objects in a given domain, which extends the widely used data table operationalisation [1] . It turns out that relations between objects and features are a suitable tool to achieve our aim. Using the set theoretical properties and common relational operators, we are able to express not only the classical cases, but also semantical constraints such as single-valued, multiplevalued, deterministic or indeterministic attributes. We can introduce different relations for different states of knowledge, for example, ¯ÜÁÚ if and only if Ü certainly has property Ú, and Ü Ú if and only if Ü possibly has property Ú.
Relations of this kind induce binary relations on the object set in various ways. While in the classical case we have either equality or diversity, we can consider more differentiated cases in our setup. For example, the relation ÜÌ Ý´µ´ Úµ ÜÁÚ implies ÝÁÚor Ý Ú allows us to compare the certain features of Ü with the certain or possible features of Ý. In this spirit, we can also find (possible) compatibility between object descriptions.
The paper is organised as follows: In the first section we recall several modes of operationalisation which have appeared in the literature and their model assumptions. Section 3 introduces our relational operationalisation of data domains, and section 4 explores the relations among objects induced by the object-attribute relations. Finally, we present an example for our approach, which shows how expert ratings can be better understood and how possible reconciliation strategies can be found.
Domain operationalisation
When a domain of interest is investigated, one needs to introduce a language which possibly includes relation and/or operator symbols with which the properties of the domain can be described. This process is called "operationalisation" in the Social Sciences, and "knowledge representation" in Artificial Intelligence; its result is sometimes called an "empirical model" [12] .
One of the oldest operationalisations of data is the OBJECT ATTRIBUTES (2.1) assignment, i.e. in terms of extension ("Umfang") and intension ("Inhalt") of Leibniz and Kant: A researcher chooses a domain of interest, the attributes describing (parts of) the domain, and studies the objects in the domain which fall under the description [12] . A data array as shown in Table 1 is an example of such an operationalisation: The leftmost column denotes different specimen of Iris flowers, while each of the other columns describe one property (attribute) of each specimen.
A formal version of this type of operationalisation is the following [21] : A single valued information system is a structure
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Î is the set of attribute values of attribute .
Any such operationalisation puts semantic constraints on the data set. A simple and widely used assumption is the "nominal scale restriction" which postulates that each object has exactly one value of each attribute at a given time, and that the observation of this value is without error. It follows from the assumption that each attribute is a function.
Given an information system Á as above, Iwinski [13] 
This procedure is called binarisation in [4] and [25] .
Consider, for example the information system of Table 2 , which, for simplicity, has only one attribute "Size" [excerpt from 26]; the decomposition of Á is shown in Table 3 .
Binary decomposition of attributes in this way faces the problem, that there are various forms of such attributes: Consider, for example, the attribute "being alive" with the set of attribute values yes,no .
If ´Üµ no, then we can infer that Ü is dead. Thus, the absence of the property signals the presence of one other and vice versa. Binary attributes with this property are called symmetric. If, on the other "Information incompleteness means that instead of having a single value of an attribute, we have a subset of the attribute domain, which represents our knowledge that the actual value is one of the values in this subset, though we do not know which one" [17] .
These considerations lead to the following definition: A multi-valued information system is a structure
wherē Í is a finite set of objects.
ª is a finite set of mappings Í ¾ Î ; each ¾ ª is called an attribute.
¯Î is the set of attribute values of attribute .
While Lipski indicates a semantic constraint, namely, that ´Üµ is a set of possible values for Ü ¾ Í, exactly one of which applies, the indeterministic information systems of [20] , while formally the same as Lipski's system, do not put any semantic constraint on ´Üµ.
There are many other ways to give a semantic interpretation of a multi-valued information system; here are a few examples: Here, exactly one of the statements The car that went too fast was a Mercedes.
The car that went too fast was a Ford.
is true, but it is not known which one.
4. ´Üµ is interpreted disjunctively and non-exclusively. For example, if Ü is "cooperates with", then ´Ivoµ Günther, Ewa (2.8) means that Ivo cooperates with Günther, or Ewa, or both.
Relational attribute systems
In this section we shall unify the operationalisations described above and, in addition, make semantic constraints explicit. This generalises the binary information systems and the context relations described above.
While operationalisations such as those of [21] or [20] are not (openly) concerned with semantic constraints as part of the design process of an information system and only learn the given data, we will need to take into account those constraints which occur among the attributes regardless of the extension given by a specific data set. This is a common procedure in the theory of relational data bases, in which constraints are specified ab initio. Thus, in order to be consistent, we need to specify these semantic constraints as part of the operationalisation; in particular, we need to state whether ´Üµ is to be interpreted conjunctively or disjunctively.
We are now ready for our main definition: A relational attribute system (RAS) is a structure
where 1. Í is a non-empty set of objects.
2. Each ª is a non-empty set of attribute values, and the sets ª are pairwise disjoint; we set ª Ë ¾Ì ª . 3. Ê is a set of relations such that for each Ê ¾ Ê there is some ¾ Ì with Ê Í ¢ ª . 4. ¡ is a set of semantic constraints.
Each ¾ Ì is an attribute, and each Ú ¾ ª a value which an object Ü ¾ Í can take under , which is the -property of x. The relations in Ê express our knowledge about the connection of Ü ¾ Í with the properties of , and the constraints describe the type of operationalisation, such as single-valued, multiple-valued, deterministic or indeterministic. We do not want to prescribe the (logical) form of the constraints. It will turn out, that for the simple (and most important) cases equations between relations are sufficient.
In what follows, we shall exhibit how the operationalisations from above can be found in our systems.
Suppose that Á is a single-valued information system. For each ¾ ª we let ª ´Üµ Ü ¾ Í ; we assume without loss of generality that the sets ª are pairwise disjoint. Á Í ¢ ª is now defined by ÜÁ Ú´µ ´Üµ Ú (3.4) This is just the context definition from above. The constraint for this type of system translates into the fact that for each Ü ¾ Í there is exactly one Ú ¾ ª such that ÜÊ Ú. It is not hard to see that this condition is equivalent to the relational equations
For the situation of (2.5), we let be the property "speaking a language" and ÜÁ Ú´µ Ü speaks language Ú (3.7)
There are no constraints; however, if we want to prescribe that each person speaks at least one language, then we will have constraint (3.5). We notice how our relational notation allows us to generalise the one-valued deterministic information systems to many-valued deterministic systems.
To be able to express incomplete information we introduce another relation , and we interpret Ü Ú as "Ü has possibly the -property Ú". The constraints arising from Lipski's systems are AE Á "Certainly" and "Possibly" are not compatible.
This is reminiscent of fuzzy sets in that we do not necessarily have crisp attribute assignments, and also of rough sets, since we have only one relation per attribute for uncertainty. Note that condition Even though we will concentrate in the sequel on the relations Á and , these are by no means the only conceivable ones. Another frequently used relation is the one which signals absence of a property such as "not red".
Relational properties
In this section we shall look at relations between objects, which are induced by the relations in Ê;
this generalises the dependencies of rough set theory, and the information relations of [18] . More concretely, we shall consider the case of the relations Á and as described in the previous section,
i.e.¯Ü Á Ú means that Ü certainly has the -property Ú.
Ü Ú means that Ü possibly has the -property Ú.
In the following considerations we will concentrate on the case of a single attribute , and consequently drop the subscripts from Á , , and ª .
Since In rough set theory, two objects in a single-valued information system are called indiscernible, if they have the same feature vector. In a multivalued system there are other possibilities which use set theoretic relations on the sets ´Üµ. This leads to the information relations first studied in [18] . Our relational setting extends these relations in the following way: We will consider the relations
where for a set Å and subsets Ø Ù of Å, ØÇÙ´µ Ø Ù and Ø and Ù are incomparable with respect to Ø Ù´µ Ø Ù Then, the relations of (4.4) partition Å ¢ Å. Such "intersection tables" have been considered in qualitative spatial reasoning, for example, in [8, 9] for the interior Á and boundary of sets in a topological space. In Tucholsky's terms, the interior corresponds to the hole, and the boundary is the uncertainty, the investigation of which is much more interesting than studying Á. If one of the entries is , then additional constraints occur which are listed in Table 4 . There, for example, the entry in the cell Á´Üµ Á´Ýµ Á means that Á´Üµ Á´Ýµ implies ´Üµ Á´Ýµ .
The 78 arrangements, which are possible when we disregard the columns which contain À are shown in Table 5 on the following page. The EY column gives the number(s) of the corresponding egg-yolk configuration(s) as listed in [3, Figure 4 ]. Since several egg-yolk pairs can belong to the same Á -configuration, and not every Á -configuration is associated with an Á À-configuration, we see that the expressive powers of Á -configurations and Á À-configurations are incomparable.
Suppose that Ê Ë ¾ Á À , and that É is one of the relations of (4. µ µ
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Here, is the expectation of agreement under the hypothesis that the codings used by the two experts are independent.
One problem of this procedure is that experts often cannot or will not assign the items to a unique category, since statements or behavioural sequences can often be interpreted in more than one way, so that there could be more than one category to which they could be assigned. By having to assign an item to exactly one category, this information is suppressed, and, in case the experts ratings differ significantly, it cannot be said whether the experts strongly disagree, or whether the categories are not sufficiently discriminating.
In order to surmount this problem, one can offer the experts a choice among the following alternatives:
Each item is assigned to a unique category, as described above. Ì ¿ : A softer requirement than 2. is that the experts agree on À:
Note that Ì ¿ is incomparable to Ì ½ .
Ì : An even softer requirement is that À´ µ and À´ ¼ µ are comparable:
We can also only require that the certain assignments of one expert are contained in the À-set of the other: These situations correspond to the relations Ì ½ , , Ì depicted in Table 6 . Observe that we have combined´(µ) and into ( ). If both experts use only the first coding alternative (exact assignments -the "classical approach"), no differences among the 6 relations Ì ½ ... Ì will occur, up to the point that the objects which fulfil Ì are in the set complement of the set built by one of the relations Ì ½ , ,Ì .
Gediga et al. [11] present an instrumentarium for the evaluation of software usability which contains 75 questions rating the seven usability categories of ISO 9241-10. These are In this case, we have 75 attribute groups , each with the categories ½ which correspond to the seven usability criteria listed above.
We have asked two experts to assign categories to each of these questions, using the semantic constraints (5.5) -(5.7). It turns out that AE £ ¿ , which is sufficiently close to AE . The values for the various IDs, expectations (E) after 1000 simulations, and corresponding to Ì ½ to Ì are shown in Table 7 on the next page. Note that the column headed "6" lists the results for AEÁ . We also give the significance « after 1000 simulations, and the percentages of (dis-) agreement.
The relation Ì ½ is fulfilled in 2/3 of all instances, which means that 50 items of the test are assigned to the same -category by both raters. In analogy to the classical procedure, we can regard a value of ½ ¼ ¿ as "GOOD" [23] . Whereas the analysis of Ì ½ is approximately the same as the classical procedure, the other types of relations offer different insights. The strong equality Ì ¾ holds in 32 (42,7%) of the cases, and the hull-equality Ì ¿ is given in 35 cases (46.7%). Both results tell us that the assignment of the -value is by far less stable than the assignment of the -value. The values of ¾ and ¿ show that the difference of the resulting equalities to those which can be achieved by random are much smaller than in case of Ì ½ .
Looking at Ì we observe that the "equality up to different strictness" describes the situation quite well, because the ratings of 65 items (86.7%) can be described in that way.
Relation Ì holds for 70 cases (93.3%), which means that at least one -category of one rater is at least mentioned by the other rater -the other 5 items (6.7%) are of interest, because of obvious disagreement.
Finally, Ì holds for 6 items (8.0%), which means that the experts totally disagree on only a few items. Note, that Ì is stricter than Ì if AE £ AE; if this condition does not hold (as in our example), Ì and Ì address different relationships.
Summary and outlook
We have investigated semantic interpretations of multivalued information systems, and have proposed a relational operationalisation which enables the researcher to express a distinction between certain and (im-)possible facts or events. In terms of methodology, the proposed procedures are in the "noninvasive" spirit of data analysis [5] , and integrate the characteristics of rough set and fuzzy set analysis in a straightforward manner. Our approach shows connections to ideas in spatial reasoning research;
we have shown what kind of relations can be set up in this general framework and how these relations are related to the egg-yolk representation of uncertainty in spatial reasoning.
In an example of our approach, we have shown how to generalise traditional methods of expertbased classification, and that it is possible, without using many additional resources, to obtain a more detailed picture of the interplay of the raters' choices, and to explain previously hidden differences. A main advantage of the new classification scheme is that we have a better chance of understanding why experts disagree in categorisation, and in which cases a compromise among experts is feasible or not.
We are currently undertaking an investigation of the logical background of the presented structures [6] , based on the relational semantics of [19] , and more detailed case studies to gauge the possibilities and limits of the concepts [7] .
