INTRODUCTION
What share of overall income inequality can be attributed to differences between population subgroups (defined by age, race, gender, or some other doi: 10.1006Âjeth.1999.2565 , available online at http:ÂÂwww.idealibrary.com on meaningful characteristic)? What share is due to inequality within these subgroups? Questions of this type require inequality measures that can be sensibly decomposed into terms representing between-group and withingroup inequality.
Shorrocks' [28, 29] characterization results provide a strong justification for using the generalized entropy measures (including the Theil measures and the squared coefficient of variation) to analyze inequality by population subgroups. 2 The generalized entropy class has an intuitive decomposition based on a hypothetical smoothed distribution in which each person's income is replaced with the mean income of the subgroup to which he or she belongs. This smoothing process removes all inequality within the subgroups; consequently, between-group inequality can be defined as the inequality level of the smoothed distribution, while withingroup inequality is the difference between the total and the between-group terms.
3 So, for example, if the population were partitioned by age groups, the between-group term would indicate the inequality arising from age variations in income, while the within-group term would indicate the portion of inequality attributable to other factors.
As noted by Shorrocks [28] and Anand [3] , there is another, equally plausible decomposition based on an alternative hypothetical distribution. The standardized distribution is obtained by proportionally scaling each subgroup distribution until it has the same mean as the overall distribution. 4 Standardization suppresses between-group inequality while leaving group inequality levels unaltered. Thus, it is reasonable to define the within-group term as the inequality level of the standardized distribution and to take between-group inequality as the residual.
Shorrocks [28] has shown that the generalized entropy measures (apart from Theil's second measure) yield different breakdowns for the two approaches. So, for example, standardizing the distribution to remove age income variations leads to a different evaluation of life cycle effects on inequality than would be obtained via the smoothed distribution. In response to this observation, Shorrocks concludes that the second Theil measure is the``most satisfactory of the decomposable measures'' as it renders the same decomposition independent of the path chosen. Analogous arguments on behalf of this property (which we will call path
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2 See also Bourguignon [8] , Cowell [9] , and Cowell and Kuga [12] for discussions relating to this family, and Foster [14] and Shorrocks [30] for affiliated characterizations. For empirical applications of generalized entropy measures, see for example Shorrocks and Mookherjee [32] , Cowell [10] , Tsakloglou [33] , Jenkins [20] , and Cowell and Jenkins [11] . 3 The within-group term can further be expressed as a weighted sum of the subgroup inequality levels. See Section 3 below.independent decomposability) have been presented by Anand [3] , who identifies yet another measure that delivers consistent inequality decompositions: the variance of logarithms. But rather than using the mean in its within and between-group terms, the variance of logarithms uses the geometric mean an alternative representative income that places more weight on low incomes. Blackorby et al. [7] proceed even further down this line and argue in favor of using more general forms of representative incomes in decomposition analysis, although their ethical decomposition has a rather different motivation and a different formula than the present one.
In this paper we adopt a broadened form of path independence that employs general representative income functions in its decomposition terms. Between-group inequality is defined as the inequality level of the smoothed distribution in which each person's income is replaced with the representative income of his or her subgroup. Within-group inequality is the inequality level of the standardized distribution in which each subgroup distribution is rescaled to the overall representative income level. An inequality measure has a path independent decomposition if overall inequality is the sum of these within-group and between-group terms.
This paper offers a complete characterization of path independent decomposable inequality measures. In particular, our results show that: (i) path independent inequality measures have within-group terms that can be expressed as population-share-weighted sums of the subgroup inequalities; (ii) the only representative income functions that are consistent with path independent measures are the means of order q (defined in Section 2 below); and (iii) for each q, there is a unique (up to a scalar multiple) inequality measure that has a path independent decomposition. Consequently, path independence characterizes a new, singleparameter class I q , containing the variance of logarithms, where q=0, the second Theil measure, where q=1, and a host of others. We offer interpretations of the measures and show that they are closely related to the Kolm Pollak measures of absolute inequality. In addition, we explore the properties satisfied by the various members of I q and provide a useful interpretation of the parameter q. We conclude with a discussion of possible empirical benefits of the new class of measures.
DEFINITIONS
We will be concerned with income distributions of the form x=(x 1 , ..., x n ), where x i is the (positive) income of the i th person, and n=n(x) is the population size; consequently, D= n=1 R n ++ is the domain under consideration. We denote the unit vector of dimension n by u n =(1, ..., 1) and call x # D completely equal if it is a scalar multiple of some u n . The geometric and arithmetic means of a given distribution x will be denoted by g= g(x) and +=+(x), respectively. We will use + q =+ q (x) to represent the mean of order q (for q # R), where in particular + 1 is the arithmetic mean, + 0 is the geometric mean, and + &1 is the harmonic mean of x.
5
It will also prove useful to define a number of basic transformations of a given distribution. We say that x # D is obtained from y # D by a permutation if x=Py for some permutation matrix P of appropriate dimension, a replication if x=( y, ..., y), a proportional change if x=:y for some :>0, or a simple increment if x i > y i for some i and x j = y j for all j{i. Permutations reorder the incomes, replications have several copies of each original income, and proportional changes rescale all incomes by the same factor, while simple increments increase one income and leave the rest unchanged.
For the purposes of this paper, an inequality measure is a function I: D Ä R satisfying the following properties. 6 (1) Symmetry: If x is obtained from y by a permutation of incomes, then I(x)=I( y); (2) Replication invariance: If x is obtained from y by a replication of incomes, then I(x)= I( y); (3) Scale invariance: If x is obtained from y by a proportional change in incomes, then I(x)=I( y); (4) Normalization: If x is a completely equal distribution, then I(x)=0 (and if x is not completely equal, then I(x)>0); and (5) Continuity: I is continuous on each n-person slice of D.
The first three of these properties ensure that I is a relative measure, in the sense that it can only depend on the relative frequencies (as required by symmetry and replication invariance) of the relative incomes (according to scale invariance). Normalization fixes the value at zero when the distribution is completely equal and ensures that the measure has the correct orientation when inequality is present. Continuity is a commonly used regularity assumption. Note that we have not assumed the transfer principle (or, what is equivalent in this context, Lorenz consistency) since it is not needed for our characterization results.
7 (See, however, Section 5 below.)
Our approach to inequality decomposition uses a representative income function r: D Ä R ++ to reflect the average prosperity level or income 202 FOSTER AND SHNEYEROV
i . See, for example, Hardy et al. [19] , pp. 12 15. standard r(x) associated with a given distribution x. While most existing decomposition formulas use the arithmetic mean in this role, our formulation broadens the set of possibilities to include the geometric mean used by the variance of logarithms and the equally distributed equivalent (or ede) income functions employed by Blackorby et al. [7] , as well as many other specifications. The only restrictions placed on r are the following. Symmetry and replication invariance are quite natural in this context (and in fact can be dropped without loss in the theorems that follow). Monotonicity requires the income standard to respond positively to increases in an individual's income. Linear homogeneity implies that a doubling of all incomes doubles the representative income. This plays an important role in the standardization process which underlies our definition of within-group inequality. Normalization requires that when all incomes are the same, the representative income must be the commonly held level of income. This ensures that the smoothing process, used in the definition of between-group inequality, leaves completely equal distributions unchanged. Continuity is once again assumed as a regularity condition.
This definition clearly goes far beyond the arithmetic (or geometric) mean typically employed in inequality decompositions. Prominent examples of representative income functions can be found among the equally distributed equivalent income functions (mentioned above) that have been extensively used in welfare-based inequality measurement. 8 The separable ede's employed by Atkinson [4] which turn out to be the q-order means (+ q ) for q 1 and the nonseparable generalized Gini ede's given by Donaldson and Weymark [13] are two well-known specifications. We should emphasize, however, that our notion of a representative income function need not be linked to any concept of welfare, nor must it have the curvature properties usually required of welfare-based standards. The q-order means in the range q>1 are good examples of representative income functions having no such welfare interpretation due to their 203 PATH INDEPENDENT INEQUALITY MEASURES curvature. 9 On the other hand, the limiting cases of the maximum income (obtained when q tends to ) and the minimum income (when q tends to & ) do not qualify as representative income functions since they violate the monotonicity requirement, and the same is true of the other quantilebased standards, including the commonly used median income.
PATH INDEPENDENT INEQUALITY MEASURES
We now turn to the motivating property of this paper. Consider a distribution x # D partitioned into m 2 subgroup distributions x j # D for j=1, ..., m, so that x may be written as (x 1 , ..., x m ). Let r be a representative income function. The smoothed distribution associated with (x 1 , ..., x m ) and r is defined by
where n j =n(x j ) is the population size of x j . The smoothed distribution gives each person in a group its representative income. The standardized distribution associated with (x 1 , ..., x m ) and r is defined by
The standardized distribution rescales each group distribution so that the representative incomes of all groups equal the overall representative income r(x).
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Either of these distributions may be used as a basis for decomposing total inequality into within-and between-group terms. The first defines the between-group term as B=I(x B ), or the inequality level of the smoothed distribution, and then takes within-group inequality to be the residual W=I(x)&I(x B ). The second defines within-group inequality as W$= I(x W ), or the inequality level of the standardized distribution, and then fixes B$=I(x)&I(x W ) as the between-group term. Both offer plausible assessments of within-and between-group inequality; it is therefore natural to require them to yield the same conclusions, namely, W=W$ and B=B$. Expressed differently, each defines a pathway between distribution x and 204 FOSTER AND SHNEYEROV 9 The q-order means are strictly Shur-convex over this range of q. See Marshall and Olkin [25, p. 54] . 10 As noted above, these definitions make implicit use of the normalization and linear homogeneity properties for r. Normalization ensures that the representative income of the group distribution r(x j ) u n j in the smoothed distribution is r(x j ), while linear homogeneity ensures that the representative income of the group distribution [r(x)Âr(x j )] x j in the standardized distribution is r(x).
complete equality by way of an intermediate distribution (x B or x W ), with the decomposition being determined by the inequality levels along the path. Our property requires the resulting breakdown to be independent of the pathway taken.
A measure of inequality has a path independent decomposition or, more succinctly, is path independent if there is a representative income function r such that
for all x 1 , ..., x m # D and m 2. The first term on the right hand side of (1) corresponds to within-group inequality obtained when all groups are standardized to the same representative income level. The second term measures between-group inequality, which is what remains after group distributions are smoothed. The property requires overall inequality to be the sum of the within-and between-group terms.
An immediate implication of path independence is that any rescaling of subgroup distributions affects only the between-group term B=I(x B ) and leaves the within-group term W=I(x)&I(x B ) unchanged. In other words,
whenever y is obtained from x by y k =:
k >0 for all k. In fact, the reverse implication is true as well, which can be seen by setting y=x W and noting that I((x W ) B ) is completely equal. Consequently, path independence is equivalent to a natural requirement that within-group inequality be independent of between-group inequality. Now which inequality measures satisfy path independence? It can be shown that Theil's second measure (or the mean logarithmic deviation),
, has a path-independent decomposition using the arithmetic mean as the representative income, while the variance of logarithms,
2 Ân, is path independent relative to the geometric mean.
11 Consider the following single parameter class of measures containing both D and (half ) V L :
where, as before,
is the geometric mean. Each member of the I q family satisfies the five properties required of an inequality measure. In addition, I q (x) is continuous in the parameter q at each x # D, which follows immediately for q{0, but requires a short argument (given in Section 5) for q=0. Moreover,
. Consequently, each I q measure has a path independent decomposition relative to the representative income function + q .
As an illustration of this, consider the distribution x=(2, 2, 2, 8) partitioned into (2, 2) and (2, 8) . When q=1, so that the representative income is the arithmetic mean, the resulting standardized distribution is x W = (3.5, 3.5, 1.4, 5.6) while the smoothed distribution is x B =(2, 2, 5, 5). Consequently, for the second Theil measure, I 1 =D, we have
Alternatively, when q=2, we obtain what might be called the Euclidean mean + 2 (which is proportional to the Euclidean norm for each n). 
. Note that while these path independent measures have similar levels of overall inequality, they offer rather different assessments of within-and between-group inequality.
Perhaps the best-known family of decomposable inequality measures is the class of generalized entropy measures:
c &1]Â(c(c&1)) for c{0, 1, with I c (x)=D(x) for c=0 and I c (x)=1Ân n j=1 x j Â+(x) ln(x j Â+(x)) for c=1 (Theil's first measure). Each has a special form of weighted additive decomposition,
where
, and the representative income in x B is the arithmetic mean. The first term of this decomposition is the weighted sum of the subgroup inequality levels, which can be particularly useful in, say, gauging the contribution of a single subgroup to total inequality. However, as noted by Shorrocks [28] , the interpretation of this term as within-group inequality is not above criticism. One obvious problem is that, apart from the limiting cases of c=0, 1, the subgroup inequality weights typically do not sum to one. For example, if we apply (3) to x=(2, 2, 2, 8) for c=2, so that I c is (half) the squared coefficient of variation, then the weight on subgroup (2, 8) itself exceeds one.
More importantly for the present paper, for c{0 the within-group term (3) is not independent of the between-group term B=I c (x B ), since a rescaling of subgroup distributions will typically alter W. Consequently, by our previous discussion, the generalized entropy measures (apart from the second Theil measure) are not path independent. For example, consider x=(2, 2, 2, 8) partitioned into (2, 2) and (2, 8) , and let c=2. Using the arithmetic mean as the representative income, we obtain the standardized distribution x W =(3.5, 3.5, 1.4, 5.6) and the smoothed distribution x B =(2, 2, 5, 5), as before. Then overall inequality is I c (x)=0.275 and yet the components in decomposition (1) are I c (x W )=0.090 and I c (x B )=0.092, yielding a shortfall of about one third of total inequality.
CHARACTERIZATION RESULTS
We now explore the implications of path independent decomposability. Our first result shows that every path independent measure has a weighted additive decomposition, where the weights are the population shares of the respective subgroups. Proposition 1. Let I be an inequality measure and let r be a representative income function. Then I satisfies path independence for r if and only if
for any m 2 and all x 1 , ..., x m # D.
Proof. Suppose that I satisfies path independence given r, and let x=( y, z 1 , ..., z m$ ) # D be any distribution whose final m$ 1 components are completely equal distributions, while y # D is arbitrary. It follows from path independence and scale invariance of I, as well as normalization of r, that
where n=n( y, z 1 , ..., z m$ ). This can be used to establish the following result. 
Continuing with this approach, we eventually obtain I(r(
which verifies the claim.
The next result shows that the within-group term can be further simplified.
Claim 2. I( yÂ(r( y)), u n& p )=( pÂn)
where use has been made of normalization and linear homogeneity of r and normalization for I. Applying Claim 1 to the n-replication a (n) similarly entails
where replication invariance and normalization of I have been used. Combining (6) and (7) then yields I(b)=( pÂn) I(a) and hence by scale invariance,
as desired.
Decomposition formula (4) follows immediately from the two claims, which completes one direction of the proof. For the converse direction, suppose that I exhibits decomposition (4) for every m 2 and all x 1 , ..., x m # D. Applying (4) to the standardized distribution yields
by normalization and scale invariance of I, and hence I is path independent.
Proposition 1 offers a first clue as to the kinds of restrictions imposed by this property: path independent measures have weighted additive decompositions with population share weights. Theil's second measure and the variance of logs both exhibit this form of decomposition (albeit at different r's), which ensures that each is path independent. On the other hand, the decompositions for the other generalized entropy measures do not have this special form and thus violate path independence (for r=+).
We now turn to the following question: Which forms of representative income functions are consistent with path independence? Proposition 2. Suppose that an inequality measure I satisfies path independence given the representative income function r. Then for some real q we have r(x)=+ q (x) for all x # D.
Proof. Assume that I is path independent for r. We begin by applying decomposition formula (4) to obtain the following functional equation for r:
r(x, y)=r(r(x) u n(x) , r( y) u n( y) )
for all x, y # D.
To establish this, consider any x, y # D and : # R ++ , and denote n=n(x, y, :). By applying decomposition (4) twice we obtain I(x, y, :)= n(x) n I(x)+ n( y) n I( y)+I(r(x) u n(x) , r( y) u n( y) , :) = n(x) n I(x)+ n( y) n I( y)+ n&1 n I(r(x) u n(x) , r( y) u n( y) ) +I(r(r(x) u n(x) , r( y) u n( y) ) u n&1 , :),
where the invariance properties of I and r have been used. By decomposing the same distribution over different subgroups, we find I(x, y, :)= n&1 n I(x, y)+I(r(x, y) u n&1 , :) = n(x) n I(x)+ n( y) n I( y)+ n&1 n I(r(x) u n(x) , r( y) u n( y) ) +I(r(x, y) u n&1 , :)
once again invoking invariance properties. Thus, I(r(r(x) u n(x) , r( y) u n( y) ) u n&1 , :)=I(r(x, y) u n&1 , :)
for arbitrary :>0. Substituting :=r(x, y) into (9) yields I(r(r(x) u n(x) , r( y) u n( y) ) u n&1 , r(x, y))=0
by normalization of I. But this same property ensures that the distribution (r(r(x) u n(x) , r( y) u n( y) ) u n&1 , r(x, y)) is completely equal, which then leads to (8) . Now consider the restriction of r to the two-income domain R 2 ++ . The assumed properties of r ensure that r(s, t)=r(t, s) for s, t>0; r is strictly increasing in each argument; r(*s, *t)=*r(s, t) for s, t, *>0; r(s, s)=s for s>0; and r is continuous. Moreover, if we apply (8) to the distributions x=(s, t) and y=(w, v), and then to x$=(s, w) and y$=(t, v), we find that r(r(s, t), r(w, v))=r(r(s, w), r(t, v)) for all s, t, w, v>0,
where symmetry and replication invariance of r have been invoked. Aczel and Dombres [2, pp. 249, 291] have shown that the general solution to (10) satisfying the given properties is the means of order q. Therefore, there exists some real q such that
for all x with n(x)=2. An induction argument extends characterization (11) to any x with n(x)=2 k for positive integer k. Indeed, suppose that the characterization holds for all distributions of size 2 j , where j=1, ..., k&1. Then given any x # D with n(x)=2 k , we may split x into distributions y and z satisfying n( y)=n(z)=2 k&1 . By hypothesis, r( y)=+ q ( y) and r(z)=+ q (z) and hence r(r( y), r(z))=+ q (+ q ( y), + q (z))=+ q ( y, z)=+ q (x). Equation (8) immediately gives us r(x)=+ q (x) for n(x)=2 k as desired. To complete the proof, we use another induction argument this time in the opposite direction. Suppose that characterization (11) is valid for all distributions of size n. We show that it holds for all distributions of size n&1. Pick any x # D satisfying n(x)=n&1, so that n(x, r(x))=n. Equation (8) and normalization yield r(x, r(x))=r(r(x) u n(x) )=r(x), so that by the hypothesis + q (x, r(x))=r(x). It is easy to verify 12 that the only positive real : satisfying :=+ q (x, :) is :=+ q (x). Therefore r(x)=+ q (x), and hence characterization (11) applies for all distributions of size n&1. By induction, whenever (11) is true for a given population size, it must hold for every smaller sized distribution. But since (11) applies for every population size 2 k (where k is a positive integer), we conclude that r(x)=+ q (x) for all x # D, which completes the proof.
Proposition 2 concludes that the only representative income functions consistent with path independence are the means of order q. This result is similar to the welfare-based characterizations of + q for q 1 by Atkinson [4] and Blackorby et al. [7] . However, their approach begins by assuming separability (or additivity) of the welfare function, whereas Proposition 2 places no such assumption on r. Our proof shows that path independence on I implies (8) for r, which in turn leads to the conclusion that r=+ q .
Note that the monotonicity requirement for r rules out the minimum income and the maximum income as representative incomes. Interestingly, both extreme incomes satisfy (8) and, moreover, have associated measures satisfying (1), 13 so our conclusions obviously depend on this assumption. On the other hand, the median income which has well-known difficulties aggregating over populations violates (8) as well as monotonicity and would therefore not be a candidate for r even if monotonicity were relaxed.
Our first two propositions have shown the consequences of path independence for the decomposition formula and the representative income function. We now use these results as a basis for characterizing the entire class of path independent measures. 14 Proposition 3. I is a path independent inequality measure if and only if I is a positive multiple of I q for some q # R.
Proof. If I is path independent, then by Propositions 1 and 2 there is a q # R for which
for any m 2 and all x 1 , ..., x m # D. We will show that I must be I q for this specific q.
Suppose that q=0 in (12) . Define J : D Ä R by J( y)=n( y) I(e y1 , ..., e yn(y) ) for all y # D.
Then J satisfies
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as well as symmetry and continuity, so that by Theorem 3 in Shorrocks [29] , there exists a continuous function ,: R ++ Ä R such that J( y)= :
Scale invariance of I ensures that J(s+*, t+*)=J(s, t) for all s, t, *>0
and so from (15) ,(s+*)+,(t+*)&2, and therefore J( y)= c 2 :
using (16) . Reversing the transformation in (13) then yields
:
for all
Since for any x # D there is some ;>0 for which ;x # D$ it follows from scale invariance that (17) 
Then J is symmetric, is continuous, and satisfies (14) , so that once again by Theorem 3 in Shorrocks [29] , there exists a continuous function ,: R ++ Ä R satisfying (15) . Scale invariance of I yields J(s*, t*)=J(s, t) for all s, t, *>0
and so from (15) 
for all s, *>0. Expanding ,(*s) in the same way yields a(*)(s&1)=a(s)(*&1) for all s, *>0, and hence there is a constant c # R such that a(s)=c(s&1) for all s>0.
Substituting this into (19) yields
,(s)+c(*&1) s+b(*)=,(*)+c(s&1) *+b(s) for all s, *>0, and so there is a constant d # R such that b(s)=,(s)+d&c(s&1) for all s>0. Substituting again into (19) yields ,(s*)=,(s)+c(*&1)(s&1)+,(*)+d for all s, *>0. Reversing the transformation in (18) then yields
as desired. Consequently, I(x)=:I q (x) for some q, : # R, where :>0 follows from normalization of I. Conversely, suppose that I(x)=:I q (x) for some q # R and :>0. Then as noted above, I is an inequality measure that has a path independent decomposition for the representative income function r(x)= + q (x). This completes the proof.
We previously noted that the members of the I q family have path independent decompositions. Proposition 3 shows that the I q measures are essentially the only measures satisfying path independence and thus are completely characterized by this property.
DISCUSSION
Every I q measure with nonzero q is based on a comparison of the representative income + q to the geometric mean g. This form is clearly reminiscent of the generalized entropy family (defined above) and the Atkinson family (i.e., 1&+ q Â+, for q 1), both of which depend on a comparison of + q with the arithmetic mean +. Indeed, I q has a graphical representation analogous to that given by Atkinson [4] ; but rather than viewing inequality as a departure from the line of equal mean distributions, I q takes as its standard a hyperbola containing all distributions with the same geometric mean.
The interpretation of I q becomes more transparent in log-income space (where the transformation y i =ln x i has been used), since then the distributions with the same geometric mean as x* can be viewed as a line segment through the associated log-income distribution y*. The level sets for + q are curves that are convex for q<0 and concave for q>0, and cross the 45% line at the log-income distribution whose entries are all equal to ln + q . (See Fig. 1 .) Consequently, inequality as measured by I q is the extent to which the + q curve departs from the geometric mean line in log-income space. For example, the distance b&a=ln g&ln + &1 in Fig. 1 is the inequality level I &1 (x), while c&b=ln +&ln g is I 1 (x)=D(x) or inequality according to the second Theil measure.
This approach leads quite naturally to an interpretation of I q in terms of the Kolm Pollak measures of absolute inequality. 15 The Kolm means of order q [22, 23] , which are defined as
share all the properties of the usual q-order means except linear homogeneity. Instead, they have the property that the addition of a constant to all incomes raises K q by that same constant. Consequently, the Kolm Pollak measures unchanged. The same follows for the continuous limit of A q as q tends to 0, which is
or half the variance 16 . Now consider once again the log transformation y i =ln x i . When a Kolm q-order mean is applied to the distribution of log incomes y=( y 1 , ..., y n ), we obtain the respective q-order mean + q . Consequently,
for all q, which shows that I q is the Kolm Pollak measure of absolute inequality applied to the distribution of log incomes. This, of course, is consistent with the definition of I 0 as (half) the variance of the logarithm of incomes and leads immediately to the result that I 0 is the limit of I q . Moreover, it sheds light on the representation of I q in Fig. 1 since the quantities depicted there are actually based on K q and A q over y and translate to + q and I q when viewed as functions of the original distribution x.
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FOSTER AND SHNEYEROV 16 2 , or half the variance, using L'Hopital's rule twice.
While the above interpretation relies on a given transformation of incomes and a class of measures, the proof of Proposition 3 provides a second way of viewing I q for q{0 that depends on a fixed inequality measure Theil's second measure and a range of transformations. Consider the power distribution x q =(x q 1 , ..., x q n ), which transforms each income into the q th power of that income. Since + q (x)=[+(x q )] 1Âq for all q{0, it follows that
so that I q is proportional to the second Theil measure applied to the power distribution x q for each nonzero q.
17 Equation (20) shows that there is a curious link between D and V L as q tends to 0, namely, lim q Ä 0 D(x q )Âq 2 = V L Â2. Consequently, the way the variance of logarithms ranks distributions is approximately the way that D ranks qth power distributions for small q.
This expression also provides insight into the meaning of the parameter q. At lower q, the transformation x q i becomes more concave (or less convex) and hence the resulting measure places greater relative weight on differences at the lower end of the distribution; at higher q, the opposite is true. 18 The effect of q on I q can be graphically illustrated with the help of the Kolm triangle, which depicts all distributions of a given amount of income among three persons.
19 Figure 2 presents level curves for several I q measures. Note that the slope through x* becomes steeper as q becomes larger. 20 At lower q's the level set is roughly parallel to the line from x* to x$, signifying that transfers between persons 2 and 3 leave I q unaffected, while transfers involving the poorest person, 1, have the greatest impact on I q . At higher q's, the slope rises, reflecting an increased sensitivity to transfers among the rich and less concern for the lowest income. Figure 2 also shows that the slope of a level set through x* can be negative for certain values of q, reflecting the fact that a small regressive transfer between persons 2 and 3 can actually lower inequality. Violations of the transfer principle by I 0 =V L Â2 have been well studied in the literature. 21 We now see which of the other I q measures satisfy the transfer principle and which of these measures violate it.
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17 A similar approach can be used with other generalized entropy measures to obtain measures that have additive decompositions but are not path independent. See Foster and Shneyerov [18] . 18 In this respect, I q is similar to the generalized entropy measures whose parameter likewise reflects sensitivity of transfers at different parts of the distribution (which is natural since both are based on + q ).
19 See Kolm [21] , Sen [27] , and Blackorby and Donaldson [5] . 20 This can be shown for any x* with x 1 *<x 2 *<x 3 * , although the verification is tedious and will be omitted.
21 See Foster and Ok [16] and the references cited therein. )Â(qn), and so (21) holds whenever q 1. On the other hand, if q<1, then I q Â x i is not an increasing function of x i ; in fact, for x i beyond s=(1&q) &1Âq + q the partial derivative is actually decreasing in x i (for q{0). Consequently, for any x i and x j above s, the inequality in (21) will be reversed and the transfer principle will be violated. Figure 3 depicts partial derivative functions I q Â x i for three values of q (namely, &1, 1.5, and 3), holding + q fixed at 1 and setting n=10. Note that for q=&1, the function is negatively sloped after s=2, which leads to I q 's violation of the transfer principle. In contrast, the other two curves are increasing throughout their domain and hence the transfer principle is satisfied by their associated measures.
One important distinction between the cases q=1.5 and q=3 is that for the former, I q Â x i is concave, while for the latter it is not. This means that the effect on I 1.5 of a marginal transfer between incomes x i and x j a fixed distance apart becomes larger as x i falls, and this fact can be verified for all q in the range [1, 2] . Measures for which a given sized transfer has greater impact at lower incomes are called (weakly) transfer sensitive. 22 It can be verified that all I q measures with q # [1, 2] satisfy this property. On the other hand, one can show that for incomes above s=+ 3 , a transfer between x i and x j a fixed distance apart has greater effect at higher incomes for the measure I 3 . Indeed, a similar s can be found for any q>2, which implies that all I q with q>2 violate transfer sensitivity. Therefore, I q measures in the range q # [1, 2] have obvious advantages. An additional property that has been suggested by Shorrocks [30] is subgroup consistency, which requires an inequality measure to increase whenever inequality in each subgroup increases, holding population size and mean income in each subgroup fixed. 23 If this property is regarded as essential, then as noted by Shorrocks, it limits consideration to the generalized entropy family (or monotonic transformations thereof ). Consequently, the only path independent and subgroup consistent measure is Theil's second measure (or a multiple thereof ). On the other hand, it should be noted that the subgroup consistency property, as normally defined, relies crucially on the use of the arithmetic mean as the representative income. If, as has been suggested in the paper, alternative notions are allowed, we might instead require inequality to increase with an increase in the subgroup inequalities, holding the representative income of each subgroup fixed. Under this broadened view of subgroup consistency, then, each of the I q measures would exhibit the requisite relationship between subgroup and overall inequality, since the between-group term would be unchanged while the within-group term would increase.
One feature of the measures that should prove useful in empirical applications is its population-share weighted decomposition (4). In particular, many analyses of inequality are concerned with the evolution of inequality over time and whether changes are due to (i) altered inequality within subgroups; (ii) demographic changes or population shifts among subgroups; or (iii) changes in the level of between-group inequality. 24 Population share weighting allows the researcher to separate out these effects, and so the I q measures are particularly useful in these applications. In contrast, the weighted decompositions of the generalized entropy measures typically involve products of population shares and means and hence are not so amenable to this type of analysis.
Our characterization results have shown that there is an entire family of measures having the requisite decomposition, which offers the analyst a range of measures to evaluate within-and between-group inequality contributions. The parameter q can be interpreted as the extent to which the measure is sensitive to changes among the higher incomes. Even when we restrict attention to the Lorenz consistent and transfer sensitive subset, there is still a range (with q between 1 and 2) of measures available. Of course, as with any range of measures, there is a possibility that results obtained with one measure may be contradicted by another. The use of intersection quasiorderings, which indicate when all measures agree on a comparison, might be brought to bear on the problem of robust inequality comparisons. 25 Perhaps even more interesting is the question of robustness of the between-group contribution I q (x B )ÂI q (x) (and hence the within-group contribution I q (x W )ÂI q (x)) to changes in the parameter q. One might, for example, evaluate whether the contribution terms for Theil's second measure are robust to changes in q within some parameter range, say 0 q 3. If the contributions obtained for D are greatly at variance with those of other I q measures in this range, we might doubt the conclusions of D. On the other hand, if the contributions for D are mirrored closely by these measures, we may have greater faith in the original results. Figure 4 provides a simple illustration of this approach, based on a sample of 13,720 weekly earned incomes from the 1991 CPS, decomposed according to gender. According to the second Theil measure, the between-group contribution is 8.90, and this is mirrored in the values found for I 2 (9.0 0) and V L (8.2 0) and the remaining I q measures in the range 0 q 3.
