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Abstract
This paper extends neighborhood semantics for propositional modal logic to the ﬁrst-order case, by unifying
topological-sheaf semantics (in [2]) for ﬁrst-order S4 and Kripke-sheaf semantics (see [11] and [8], just for
instance) for quantiﬁed K. It will be shown how to take a sheaf-like structure over a neighborhood frame,
and the resulting semantics properly generalizes the two preceding sheaf semantics; it has a weaker modal
logic (in which the rule N fails) sound and complete, while accommodating classical, full ﬁrst-order logic
with equality and function symbols.
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1 Introduction
The goal of this paper is to extend neighborhood semantics for propositional modal
logic, which subsumes and uniﬁes both Kripke and topological semantics, to ﬁrst-
order modal logic, and in particular to a sheaf semantics. This is achieved by
extending the neighborhood subsumption on the propositional level to the sheaf
level, using the notion of a neighborhood sheaf that generalizes and uniﬁes Kripke-
sheaf semantics and topological-sheaf semantics.
The semantics laid out in this paper uniﬁes several frameworks of semantics for
propositional and quantiﬁed modal logic. The relations of extension or subsumption
among these frameworks can be summarized by the following diagram; the labels
with alphabets indicate semantic ideas explained in the following, and the dotted
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arrows indicate the uniﬁcation oﬀered in this paper.
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Among frameworks of semantics for propositional modal logic—that is, on the
bottom level in the diagram—neighborhood semantics generalizes Kripke semantics
and topological semantics by the following ideas, respectively:
(a) It generalizes topological semantics by considering interior operations that are
more general than topological ones.
(b) It generalizes accessibility relations in Kripke semantics with a neighborhood
notion of accessibility.
We brieﬂy review these ideas in Section 2 of this article, to prepare ourselves to
extend them to the level of ﬁrst-order modal logic.
To extend his semantics for propositional modal logic to the level of quantiﬁed
modal logic, Kripke [12] took advantage of the following idea:
(c) Interpret ﬁrst-order vocabulary with a domain D of possible individuals; in
particular, interpret the “transworld identity” of individuals with the identity
of elements of D.
This idea gives rise to Kripke semantics with domains, and in particular with con-
stant domains, bringing up Kripke semantics from the bottom to the middle level
in the diagram above.
Neighborhood semantics with constant domains was given by Arlo´-Costa and
Pacuit [1], who showed how to combine the ideas (b) and (c). Their semantics
has constant domains of all possible individuals, but interprets modal operators in
terms of neighborhoods rather than accessibility relations.
This extension to the quantiﬁed case via (c), however, is not general enough
for treating the necessity and contingency of identity of individuals; in particular,
it forces the identity and non-identity of individuals to always be necessary. By
contrast, Kripke-sheaf semantics [8,9,11] can model the contingency of non-identity,
by extending the idea (c) further with
(d) Interpret ﬁrst-order vocabulary, and in particular the transworld identity, with
the structure of a sheaf over a set of possible worlds.
A sheaf over a set X (a Kripke frame, for instance) can be regarded as a family
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of local copies of X nicely patched together, and each such copy interprets the
transworld identity. The sheaf point of view subsumes constant domains as constant
sheaves, bringing semantics up to the top level in the diagram above.
This idea, (d), was also employed by Awodey and Kishida’s [2] topological-sheaf
semantics. They showed that sheaves over topological spaces provided semantics for
modal logic S4 combined with classical ﬁrst-order logic with equality and function
symbols. We review these sheaf semantics in Section 3.
In Section 4, we generalize topological-sheaf semantics of [2] by applying (a).
Employing the same notations and the same types of semantic structures as in [2],
we identify a right formulation of the notion of a sheaf that works not just over
a topological space but also over a more general neighborhood structures. The
resulting semantics subsumes neighborhood semantics with constant domains as
a subclass (namely, of constant sheaves), bringing it to the sheaf level via (d). 3
Moreover, it properly subsumes Kripke-sheaf semantics as well, since the Kripke
sheaves are just the neighborhood sheaves with relational accessibility. Thus, on the
sheaf level, neighborhood-sheaf semantics subsumes and uniﬁes not only topological-
sheaf semantics via (a) but also Kripke-sheaf semantics via (b), in just the same way
that neighborhood semantics subsumes and uniﬁes topological and Kripke semantics
on the propositional level.
2 Reviewing the Propositional Case
This section introduces notations we use for Kripke, topological, and neighborhood
semantics, and reviews how the third semantics subsumes the others.
2.1 Possible-World Semantics Basics
Fix a propositional modal language L with a unary sentential operator . Then,
by a possible-world semantics for L, we mean a class of models that consist of a set
X = ∅ and a map [[·]] : L → PX, among other things. We may call points in X
possible worlds, and subsets of X propositions, so that we can read w ∈ [[ϕ]], for a
sentence ϕ and a world w ∈ X, as meaning that ϕ is true at w. Accordingly, we
deﬁne the notion of validity so that a sentence ϕ is valid in (X, [[·]]) iﬀ [[ϕ]] = X, and
an inference is valid iﬀ it preserves validity of sentences. It is also convenient for
our purpose to deﬁne validity of binary sequents, so that a sequent ϕ  ψ is valid
in (X, [[·]]) iﬀ [[ϕ]] ⊆ [[ψ]].
We extend [[·]] to interpret sentential operators: For each n-ary operator ⊗,
we have [[⊗]] : (PX)n → PX and [[⊗]]([[ϕ1]], . . . , [[ϕn]]) = [[⊗(ϕ1, . . . , ϕn)]]. Since we
discuss modal logic with classical base, we assume [[¬]] = X \ − (so [[¬ϕ]] = X \ [[ϕ]]),
[[∧]] = ∩ (so [[ϕ ∧ ψ]] = [[ϕ]] ∩ [[ϕ]]), and so on.
Kripke, topological, and neighborhood semantics are all possible-world semantics
in this sense; their diﬀerence consists in how they interpret . Kripke semantics,
3 Neighborhood-sheaf semantics fails to entirely subsume neighborhood semantics with constant domains,
because the former requires certain conditions on neighborhood structures, which the latter does not.
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for instance, equips X with a binary relation R, called an accessibility relation,
and lets it deﬁne [[]] : PX → PX so that w ∈ [[]](A) iﬀ u ∈ A for all u ∈
X such that Rwu.
2.2 Topological Semantics
Topological semantics, which originated with McKinsey and Tarski’s [18] result,
interprets  by equipping X = ∅ with a topology OX ⊆ PX. Any topology OX
gives rise to an interior operation int : PX → PX, by setting
w ∈ int(A) ⇐⇒ there is U ∈ OX such that w ∈ U ⊆ A. (1)
Then  can be interpreted topologically with [[]] = int.
The following conditions characterize topological interior operations; any int :
PX → PX is an interior operation of some topology iﬀ it satisﬁes
A0 ⊆ A1 =⇒ int(A0) ⊆ int(A1), (Mint)
int(X) = X, (Nint)
int(A0) ∩ int(A1) ⊆ int(A0 ∩A1), (Cint)
int(A) ⊆ A, (Tint)
int(A) ⊆ int(int(A)). (4int)
Because these correspond respectively to the following rules and axioms of modal
logic, the modal logic obtained by adding them to classical propositional logic,
namely S4, is sound with respect to topological semantics.
ϕ  ψ / ϕ  ψ M
 ϕ /  ϕ N
ϕ ∧ψ  (ϕ ∧ ψ) C
ϕ  ϕ T
ϕ  ϕ 4
S4 is indeed complete with respect to topological semantics, as implied by the
representation theorem in [18], in the following strong form.
Theorem 2.1 (McKinsey-Tarski [18]) Every consistent theory T of proposi-
tional modal logic containing S4 has a topological model (X, [[·]]) that validates all
and only theorems of T.
2.3 Neighborhood Semantics
Scott [21] and Montague [20] introduced neighborhood semantics, generalizing topo-
logical semantics by not assuming the constraints (Mint)–(4int) on the interior op-
eration int : PX → PX. Such a general operation int is associated with the
following generalization of the notion of a topological space.
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Given a topological space X, we say that A is a neighborhood of w, and write
A ∈ N (w), if the equivalents of (1) hold; so we have
w ∈ int(A) ⇐⇒ A ∈ N (w). (2)
This equivalence gives us a map N : X → PPX, called a neighborhood function
on X, that is just equivalent to int : PX → PX. 4 We call a set X paired with
a neighborhood function on it a neighborhood frame. Moreover, along (2), the
constraints (Mint)–(4int) translate respectively to
A ⊆ B ⊆ X and A ∈ N (w) =⇒ B ∈ N (w), (MN )
X ∈ N (w), (NN )
A,B ∈ N (w) =⇒ A ∩B ∈ N (w), (CN )
A ∈ N (w) =⇒ w ∈ A, (TN )
A ∈ N (w) =⇒ int(A) ∈ N (w). (4N )
In other words, taking N : X → PPX instead of OX ∈ PPX gives us freedom to
drop, or keep, any of the constraints (Mint)–(4int) on int : PX → PX by dropping
or keeping the corresponding ones of (MN )–(4N ) on N .
This freedom is straightforwardly reﬂected in logic. Neighborhood semantics,
which keeps the interpretation [[]] = int, validates the rule
ϕ  ψ, ψ  ϕ / ϕ  ψ E
since, trivially, [[ϕ]] = [[ψ]] implies int([[ϕ]]) = int([[ψ]]); the semantics has sound and
complete the logic E obtained by adding E to classical logic.
Theorem 2.2 (Scott [21], Montague [20], Segerberg [22]) Every consistent
theory T of propositional modal logic containing E has a neighborhood model
(X,N , [[·]]) that validates all and only theorems of T.
Beyond this weak logic E, however, M, N, C, T, 4 are rules and axioms that
could be added by assuming the corresponding ones of (MN )–(4N ).
Theorem 2.3 (Segerberg [22]) On neighborhood semantics, M, N, C, T, 4 cor-
respond respectively to (MN )–(4N ).
2.4 Neighborhood Uniﬁcation, the Propositional Case
Let us close this section with a brief observation of how neighborhood semantics
subsumes Kripke and topological semantics. We just saw in Subsection 2.3 how
a topology OX gives rise to a neighborhood function N on X that has the same
interior operation int (and hence interprets  the same way), and that satisﬁes
(MN )–(4N ). On the other hand, given any neighborhood functionN onX satisfying
4 Writing Y = PX makes it obvious that N : X → (Y → 2) and int : Y → (X → 2) are just the
“transposes” of the neighborhood relation : X × Y → 2.
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(MN )–(4N ), we can obtain a topology OX that has the same interior operation
int, by setting OX = {U ⊆ X | int(U) = U }. Thus, topological semantics is just
neighborhood semantics with (MN )–(4N ).
Let us say that a neighborhood frame (X,N ) is Kripke if there is a map −→R :
X → PX such that A ∈ N (w) iﬀ −→R (w) ⊆ A. This equivalence implies
w ∈ int(A) ⇐⇒ −→R (w) ⊆ A ⇐⇒ u ∈ A for all u ∈ X such that Rwu
by (2), where we set u ∈ −→R (w) iﬀ Rwu for −→R : X → (X → 2) and R : X ×X → 2.
Thus, Kripke semantics is just Kripke neighborhood semantics.
In Kripke semantics,
−→
R (w) is the neighborhood of w such that w ∈ [[ϕ]] means−→
R (w) ⊆ [[ϕ]]. By contrast, in topological or neighborhood semantics, w may have no
such privileged neighborhood; with (MN ), w ∈ [[ϕ]] only means that U ⊆ [[ϕ]] for
some U ∈ N (w). This contrast between “the” and “some” turns out crucial for the
purpose of this article, as we will see in Subsection 4.3. It may also be worth noting
that, as a consequence of this contrast, the inﬁnitary version
∧
iϕi  
∧
i ϕi of C
(though this article does not formally treat inﬁnitary
∧
) would be valid in Kripke
semantics but not in the others (even with (CN )); under the reading of  as for
provability or veriﬁability in general, inﬁnitary C precludes the ﬁnite character of
proof or veriﬁcation.
3 Reviewing Existent Sheaf Semantics
This section reviews Kripke- and topological-sheaf semantics. The notations and
the types of semantic structures we employ are just those employed in [2]; we refer
the reader to [2] for more detailed expositions of them.
3.1 Semantics for First-Order Logic
In Subsection 2.1, we reviewed the common features of Kripke, topological, and
neighborhood semantics for propositional modal logic. In this subsection, we do
the same for ﬁrst-order logic. To interpret propositional modal logic, possible-world
semantics takes a set X; we extend this, to interpret ﬁrst-order modal logic, by
taking instead the category Sets/X of sets over X.
The semantic ideas behind taking Sets/X can be put as follows. Consider an
object of Sets/X, that is, any map π : D → X. Each w ∈ X has its inverse image
Dw = π
−1[{w}], called the ﬁber over w. D is then the “bundle” of all the ﬁbers
taken over X, written D =
∑
w∈X Dw, meaning that D is the disjoint union of
all Dw. We can regard each w ∈ X as a possible world, and the ﬁber Dw as the
domain of individuals that live in w. Then D is the set of “possible individuals”
that live in some world or other. Indeed, each individual a ∈ D lives in a unique
world π(a) ∈ X; in this sense, we call π a residence map. 5 The n-fold product of
5 David Lewis’s [15] counterpart theory has such a domain of possible individuals, though he did not
formulate it in terms of a residence map. See Sections 10 and 11 of [4].
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π : D → X in Sets/X is a map πn : Dn → X, where Dn =∑w∈X Dnw is the n-fold
ﬁbered product of D over X, that is, the bundle of n-fold Cartesian products of Dw;
in terms of the residence idea, Dn is the set of n-tuples of individuals that live in
the same world, and πn sends (a1, . . . , an) ∈ Dnw to their residence, w. We interpret
n-ary formulas by subsets of n-fold ﬁbered, rather than Cartesian, products. An
arrow in Sets/X from πD : D → X to πE : E → X is a map f : D → E over X,
that is, such that πE ◦ f = πD, or equivalently, of the form
∑
w∈X(fw : Dw → Ew),
a bundle of maps from Dw to Ew. We use such a map f : D
n → D to interpret
n-ary function symbols. In this way, we regard Sets/X as the category of domains
of, sets of tuples of, and functions among, possible individuals, over the set X of
possible worlds. Each such structure, restricted to ﬁbers over a world w ∈ X, is
a usual structure for ﬁrst-order logic: a domain of, sets of tuples of, and functions
among, individuals that live in w.
Accordingly, we extend the usual semantics of ﬁrst-order logic by bundling it up
over X. Fix a ﬁrst-order language L; then, for each w ∈ X, take a usual L-structure
Mw and, given a sentence ϕ with no free variables other than x¯ = (x1, . . . , xn), let
[[ x¯ | ϕ ]]w be the subset ofDnw deﬁned by ϕ. Now, we bundle up these (Mw, [[·]]w) over
X, by having M =
∑
w∈XMw and [[ x¯ | ϕ ]] =
∑
w∈X [[ x¯ | ϕ ]]w ⊆
∑
w∈X D
n
w = D
n;
that is, a¯ = (a1, . . . , an) ∈ Dn lies in [[ x¯ | ϕ ]] iﬀ ϕ is true of a¯, with each ai in
place of free xi, in Mπn(a¯). We can similarly interpret a term t with n variables by
[[ x¯ | t ]] : Dn → D. This is intuitively how the semantics in Sets/X works; formally,
the deﬁnition goes directly, without
∑
, as follows.
Deﬁnition 3.1 Given a ﬁrst-order (modal) language L, we say thatM is a bundle
model for L if it consists of the following, among other things.
• a surjection π : D → X of some domain D and codomain X; 6
• for each n-ary primitive predicate F , a subset FM ⊆ Dn of the n-fold ﬁbered
product of D over X; in particular, =M = { (a, a) | a ∈ D } ⊆ D2;
• for each n-ary function symbol f , a map fM : Dn → D over X; and
• for each constant c, a map cM : D0 → D over X, that is, a map cM : X → D
such that π ◦ cM = 1X .
By a bundle interpretation, we mean a pair of a bundle modelM and a map [[·]] that
satisﬁes suitable constraints such as
[[ x¯ | Fx¯ ]] = FM for n-ary primitive predicate F ;
[[ x¯ | ¬ϕ ]] = Dn \ [[ x¯ | ϕ ]] (that is, [[¬]] = Dn \ −);
[[ x¯ | ϕ ∧ ψ ]] = [[ x¯ | ϕ ]] ∩ [[ x¯ | ψ ]] (that is, [[∧]] = ∩);
[[ x¯ | ∃y ϕ ]] = pn[[[ x¯, y | ϕ ]]], for the projection pn; 7
[[ x¯, y | ϕ(x¯) ]] = pn−1[[[ x¯ | ϕ(x¯) ]]];
and so on. We say that, in such (M, [[·]]), ϕ is valid iﬀ [[ x¯ | ϕ ]] = Dn; ϕ  ψ is valid
6 We require π to be surjective so that Dw = ∅ for every w ∈ X.
7 For each n, the projection pn is pn : Dn+1 → Dn :: (a¯, b) → a¯.
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iﬀ [[ x¯ | ϕ ]] ⊆ [[ x¯ | ψ ]]; and an inference is valid iﬀ it preserves validity.
Both Kripke- and topological-sheaf semantics, as well as the semantics we oﬀer
in Section 4, are given by certain classes of bundle interpretations. They diﬀer in
what structures they add to X, D, π, etc., to interpret .
3.2 Topological-Sheaf Semantics
Topological semantics interprets propositional modal logic by adding a topology
and [[]] = int to a set X of worlds. Extending this, topological-sheaf semantics
interprets ﬁrst-order modal logic by adding topologies and [[]] = int to the semantic
structures we reviewed in Subsection 3.1, namely sets over X; speciﬁcally, instead
of taking objects, products, and arrows in Sets/|X|, 8 it takes those in LH/X, the
category of sheaves over a topological space X.
Recall that, given topological spaces X and Y , a map f : Y → X is a homeomor-
phism if it is a continuous bijection with a continuous inverse. Then the topological
notion of a sheaf is deﬁned as follows.
Deﬁnition 3.2 A continuous map π : D → X is called a local homeomorphism if
every a ∈ D has some U ∈ OD such that a ∈ U , π[U ] ∈ OX, and the restriction
πU : U → π[U ] of π to U is a homeomorphism. We say that such a pair (D,π) is
a sheaf over the space X, and call π its projection. 9
Given sheaves (D,πD) and (E, πE) over a space X, we say that a map f :
D → E is a map of sheaves over X (from (D,πD) to (E, πE)) if f is continuous
and πE ◦ f = πD (that is, over |X|). We can prove that maps of sheaves are
themselves local homeomorphisms, 10 which implies that the category of sheaves
and maps of sheaves is just LH/X, the category LH of topological spaces and local
homeomorphisms over X.
Given a sheaf (D,π) over a space X, let us write Dn for the n-fold ﬁbered
product |D|n of |D| with the following topology: Let D × · · · × D be the n-fold
product space of D. Then, since |D|n is a subset of the n-fold Cartesian product
|D × · · · × D| of |D|, we let Dn simply be the subspace on |D|n of D × · · · × D.
Then (Dn, πn) is a sheaf over X, and is the n-fold product of (D,π) in LH/X.
Moreover, any projection p : Dn → Dm (m  n) is a map of sheaves (and hence a
local homeomorphism).
Now, topological-sheaf semantics of [2] consists in equipping the bundle seman-
tics of Subsection 3.1 with topologies, by using structures from LH/X rather than
from Sets/|X|. We enter:
Deﬁnition 3.3 By a topological-sheaf model for a given ﬁrst-order modal language
L, we mean a bundle model M = (π, FM, fM, cM ) for L such that π : D → X is a
8 We write |X| for the underlying set of a topological space X.
9 The notion of a sheaf is often deﬁned in terms of the notion of a functor, in which case the version used
here is called an e´tale space. The functorial notion is equivalent (in the category-theoretical sense) to the
version here. See, for instance, [16].
10Exercise II.10(b) in [16], 105.
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local homeomorphism and fM : Dn → D, cM : X → D are all maps of sheaves. By
a topological-sheaf interpretation for L, we mean a bundle interpretation (M, [[·]]) for
L such thatM is a topological-sheaf model and [[]] : P(Dn) → P(Dn) :: [[ x¯ | ϕ ]] →
[[ x¯ | ϕ ]] is intDn .
It has to be emphasized that  is interpreted by not just intX but by the family
of intDn , corresponding to the arity of [[ x¯ | ϕ ]] to which [[]] is applied.
Topological-sheaf semantics uniﬁes the semantics in Sets/X (for ﬁrst-order
logic) and topological semantics (for propositional S4) naturally, in the sense that
it gives rise to a logic that is a simple union of classical ﬁrst-order logic and S4. Let
FOS4 be the ﬁrst-order modal logic that consists of
1) all the rules and axioms of classical, full ﬁrst-order logic, “full” meaning that
it has equality and function symbols, and
2) the rules and axioms of propositional modal logic S4.
In this logic, schemes of ﬁrst-order rules and axioms do not distinguish sentences
containing  from ones not. In the axiom x = y  [x/z]ϕ → [y/z]ϕ of identity,
for instance, ϕ may contain modal operators. Also, modal rules and axioms are
insensitive to the ﬁrst-order structure of sentences. Hence we call FOS4 a simple
union of ﬁrst-order logic and S4. It can be checked straightforwardly that FOS4 is
sound with respect to topological-sheaf semantics. It is moreover complete, in the
strong form that exactly extends Theorem 2.1.
Theorem 3.4 (Awodey-Kishida [3]) Every consistent theory T of ﬁrst-order
modal logic containing FOS4 has a topological-sheaf interpretation (π, [[·]]) that val-
idates all and only theorems of T. 11
To give examples of theorems of FOS4, x = y  (x = y) is provable, because
x = y  (x = x) → (x = y) is an instance of the above-mentioned axiom of
identity (with (x = z) for ϕ), while  x = x implies  (x = x) by N. Also,
ϕ  ∃xϕ implies ϕ  ∃xϕ by M, from which ∃xϕ  ∃xϕ follows (because
x is not free in ϕ); similarly, FOS4 proves ∀xϕ  ∀xϕ. By contrast, FOS4
proves neither x = y  (x = y), ∃xϕ  ∃xϕ, nor ∀xϕ  ∀xϕ. (The same
goes for the logic FOK of Kripke-sheaf semantics.)
3.3 Kripke-Sheaf Semantics
Kripke semantics interprets propositional modal logic by adding an accessibility
relation to a set X of worlds. Extending this, Kripke-sheaf semantics interprets
ﬁrst-order modal logic by adding accessibility relations to structures in Sets/X;
that is, instead of sets, it takes Kripke frames.
Let us say that, given Kripke frames (D,RD) and (X,RX), a map f : D → X
is a p-morphism if it satisﬁes the following conditions.
• f is monotone, that is, if RDab then RXf(a)f(b).
11Awodey and Kishida’s [3] completeness proof is inspired by those of McKinsey and Tarski [18], Segerberg
[22], and Butz and Moerdijk [5,6,19].
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• If RXf(a)w then there is b ∈ D such that RDab and w = f(b).
Then, among various (mostly equivalent) versions of deﬁnition of Kripke sheaves,
one goes as follows. 12
Deﬁnition 3.5 A p-morphism π : D → X is called a Kripke sheaf over (X,RX)
if such b ∈ D as in the deﬁnition of p-morphism above is unique—that is, if every
pair u,w ∈ X such that RXuw has a map Cuw : Du → Dw such that, for any pair
of a ∈ Du and b ∈ Dw, RDab iﬀ Cuw(a) = b.
Then, analogously to the case of topological sheaves, given Kripke sheaves πD :
D → X and πE : E → X, we call a map f : D → E a map of (Kripke) sheaves
over X (from πD to πE) if f is monotone and over X. We can prove that maps
of sheaves are themselves Kripke sheaves; hence, writing KrSh for the category of
Kripke frames (as objects) and Kripke sheaves (as arrows), the category of Kripke
sheaves and maps of sheaves over a Kripke frame (X,RX) is just KrSh/(X,RX).
Moreover, the n-fold product in KrSh/(X,RX) of a Kripke sheaf π over (X,RX)
is πn : Dn → X, where Dn has the accessibility relation RDn such that RDn(a¯, b¯)
iﬀ RDaibi for every i  n.
Then Kripke-sheaf semantics adds accessibility relations to the bundle semantics
by using structures from KrSh/(X,RX) rather than from Sets/|X|.
Deﬁnition 3.6 By a Kripke-sheaf model for a given ﬁrst-order modal language L,
we mean a bundle model M = (π, FM, fM, cM ) for L such that π : D → X is
a Kripke-sheaf and fM : Dn → D, cM : X → D are all maps of sheaves. By a
Kripke-sheaf interpretation for L, we mean a bundle interpretation (M, [[·]]) for L
such that M is a Kripke-sheaf model and
a¯ ∈ [[ x¯ | ϕ ]] ⇐⇒ b¯ ∈ [[ x¯ | ϕ ]] for all b¯ ∈ Dn such that RDn(a¯, b¯).
Again,  is interpreted by not just RX but by the family of RDn . This semantics
uniﬁes the semantics in Sets/X and Kripke semantics naturally by having sound
and complete the simple union FOK of ﬁrst-order logic and K (which is given by
M, N, and C).
4 Neighborhood-Sheaf Semantics
This section, ﬁnally, generalizes and uniﬁes topological- and Kripke-sheaf semantics,
by providing a notion of a sheaf over a neighborhood frame.
4.1 Why Sheaves are Needed
Let us analyze topological and Kripke sheaves and identify an aspect of them that
is essential for unifying ﬁrst-order and modal logics, so that we can preserve it as
we move to a more general notion of sheaves. In Subsection 3.2, we reviewed a
12See, for instance, [23].
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standard deﬁnition of local homeomorphisms; yet it is helpful for our purpose to
rewrite it in terms more closely connected to logic. Recall that a continuous map
f : Y → X is said to be open if f [V ] ∈ OX for every V ∈ OY . Then topological
sheaves can be characterized in terms of openness of maps, by the following fact.
Fact 4.1 For any topological spaces X and D and any map π : D → X, the
following are equivalent: 13
• π is a local homeomorphism (as deﬁned in Subsection 3.2).
• π satisﬁes (i) and (ii) below.
• π satisﬁes (i) and (iii) below.
(i) π is an open map.
(ii) For every a ∈ D there is U ∈ OD such that a ∈ U and πU : U → π[U ] is
bijective.
(iii) The diagonal map Δ : D → D2 :: a → (a, a) is an open map.
An analogous fact holds for Kripke sheaves.
Fact 4.2 For any Kripke frames (X,RX) and (D,RD) and any map π : D → X,
the following are equivalent:
• π is a Kripke sheaf (as deﬁned in Subsection 3.3).
• π satisﬁes (iv) and (v) below.
• π satisﬁes (iv) and (vi) below.
(iv) π is a p-morphism.
(v) For every a ∈ D, π
(−→
RD(a)
)
is bijective.
(vi) The diagonal map Δ is a p-morphism.
Recall the facts that maps of sheaves are local homeomorphisms or Kripke
sheaves. Therefore we can summarize the facts above by saying that, in sheaf
semantics, all the maps we use to interpret the ﬁrst-order part of ﬁrst-order modal
logic—projections π and pn, interpretations [[ y¯ | t ]] of terms, and the diagonal map
Δ—are open maps or p-morphisms, and indeed that, in order for this to be the
case, we must take a sheaf.
The logical reason we need all the relevant maps to be open maps or p-morphisms
is the following. Any map f : Y → X is continuous or monotone iﬀ f−1[intX(B)] ⊆
intY (f
−1[B]) for all B ⊆ X, and moreover it is an open map or a p-morphism iﬀ
f−1[intX(B)] = intY (f−1[B]) for all B ⊆ X (in the Kripke case, we take Kripke
neighborhood frames and their interior operations). This equality, in case f = Δ
13The equivalence between the ﬁrst and third clauses is Exercise II.10(a) in [16], 104.
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for instance, amounts to commutativity of
[[ y, z | ϕ(y, z) ]]
Δ−1

 intD2 
=
[[ y, z | ϕ(y, z) ]]
Δ−1

[[ y | ϕ(y, y) ]] 
intD
 [[ y | ϕ(y, y) ]]
In other words, as long as we identify the two sentences
• ([y/z]ϕ), obtained by ﬁrst substituting y for z in ϕ and then applying ,
• [y/z](ϕ), obtained by ﬁrst applying  to ϕ and then substituting t for z,
the well-deﬁnedness of [[ y | ϕ(y, y) ]] requires Δ be an open map. Similar argu-
ments go with other relevant maps; 14 therefore, on certain assumptions regarding
the syntax, the well-deﬁnedness of the semantics requires that all relevant maps,
including π and Δ, be open maps, and hence, by Facts 4.1 and 4.2, that π (and
other relevant maps) be sheaves.
4.2 Sheaves over a Neighborhood Frame
Our analysis in Subsection 4.1 points to the idea of generalization that we should
deﬁne a sheaf over a neighborhood frame in terms of f−1[intX(B)] = intY (f−1[B])
being satisﬁed by all the relevant maps f .
Let us say that a map f : Y → X between neighborhood frames is continuous iﬀ
f−1[intX(B)] ⊆ intY (f−1[B]) for all B ⊆ X, and moreover that f is an open map
iﬀ f−1[intX(B)] = intY (f−1[B]) for all B ⊆ X—so this deﬁnition subsumes the
topological case, as well as the Kripke case of monotone maps and p-morphisms.
Also, let us say that a neighborhood frame is MC if it satisﬁes (MN ) and (CN );
topological spaces and Kripke frames are MC neighborhood frames. Then we enter
Deﬁnition 4.3 Given MC neighborhood frames X and D, we say that a map
π : D → X is a local isomorphism if
(vii) π is an open map, and
(viii) for every a ∈ D such that ND(a) = ∅, there is U ∈ ND(a) such that πU :
U → π[U ] is bijective.
We call such a pair (D,π) a neighborhood sheaf over X.
While (vii) subsumes (i) and (iv), (viii) also clearly subsumes (ii) and (v); so,
neighborhood sheaves generalize topological and Kripke ones. Moreover, extending
the deﬁnitions for the topological and Kripke cases, we deﬁne maps of sheaves over
X to be continuous maps over X. Then
Fact 4.4 Maps of sheaves are local isomorphisms. Therefore the category of neigh-
borhood sheaves over a given MC neighborhood frame X is LI/X, the category of
14See [2] for more details.
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local isomorphisms over X.
In addition, we also have
Fact 4.5 For any MC neighborhood frames X and D and any open map π : D → X,
(viii) is the case iﬀ
(ix) The diagonal map Δ is an open map.
That is, in the same way as we did with topological and Kripke sheaves, we have
all the relevant maps open if and only if we take sheaves, which is the desideratum
in generalizing the topological and Kripke notions of a sheaf.
LI/X has a ﬁnite product, but we should explicitly deﬁne what an n-fold product
of a neighborhood sheaf is. It goes in essentially the same way as in LH/X. Let
(D,π) be a neighborhood sheaf over an MC neighborhood frame X; then its n-fold
product in LI/X is (Dn, πn), where Dn has the following neighborhood function
NDn : For i  n, write pi : Dn → D :: (a1, . . . , an) → ai. Given a¯ ∈ Dn, deﬁne
B : X → PPX so that B(a¯) = {⋂in pi−1[Ui] | Ui ∈ ND(ai) for each i  n }, and
then set A ∈ NDn(a¯) iﬀ there is B ∈ B(a¯) such that B ⊆ A. Then (Dn, πn) is a
sheaf and each projection is a map of sheaves.
In this way, all the deﬁnitions and all the nice properties we reviewed for LH/X
and KrSh/(X,R) are naturally generalized for the category LI/X of neighborhood
sheaves. Indeed, the neighborhood notion of a sheaf subsumes the topological and
Kripke ones, in the following strong form.
Fact 4.6 Given any topological space X, LH/X ∼= LI/X, where X is regarded
as a neighborhood frame. Also, given any Kripke frame (X,R), KrSh/(X,R) ∼=
LI/(X,R), where (X,R) is regarded as a neighborhood frame.
4.3 Neighborhood-Sheaf Semantics for First-Order Modal Logic
In Subsection 4.2, we saw that all the relevant facts on the category LH/X of topo-
logical sheaves extended to the category LI/X of neighborhood sheaves. Therefore
neighborhood-sheaf semantics is obtained by simply substituting “neighborhood”
and “local isomorphism” for “topological” and “local homeomorphism” in Deﬁ-
nition 3.3. It generalizes and uniﬁes the other two sheaf semantics, because the
neighborhood notion of a sheaf subsumes and uniﬁes the topological and Kripke
notions.
The following conceptual observation is worth making on (v) and (viii): The
Kripke version, (v), states that b ∈ −→RD(a) correspond one-to-one to their residences
π(b); in other words,
−→
RD(a) is the “transworld identiﬁcation” of a, so that a satisﬁes
ϕ(x) iﬀ all its “counterparts” b ∈ −→RD(a) satisfy ϕ(x). By contrast, the neighbor-
hood version, (viii), states that ND gives a ∈ X some transworld identiﬁcation or
other U ∈ ND(a). (Recall the contrast between “the” and “some” we discussed in
Subsection 2.4.)
Finally, the new semantics uniﬁes classical ﬁrst-order logic and the modal logic
corresponding to (MN ) and (CN ). Let FOMC be the ﬁrst-order modal logic that
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consists of 1) all axioms and rules of classical ﬁrst-order logic, and 2) the rule M and
axiom C of modal logic. This logic is obviously weaker than FOS4, but also properly
weaker than the logic FOK of Kripke-sheaf semantics, since it lacks the rule N. For
instance, FOK does, but FOMC does not, prove x = y  (x = y), whose proof
requires N. (We can use M in place of N to prove ϕ ∧ (x = y)  (x = y), a
theorem stating that “If anything is necessary, identity is necessary”, though it may
be that nothing is necessary.) Again, it is straightforward that FOMC is sound
with respect to neighborhood-sheaf semantics. Moreover, it is complete in the form
extending Theorem 3.4. Although we do not provide it here, the proof extends that
of Theorem 3.4 (sketched in [2] and fully given in [3]) rather straightforwardly.
Theorem 4.7 For any consistent theory T of ﬁrst-order modal logic containing
FOMC, there exists a neighborhood-sheaf interpretation (π, [[·]]) that validates all
and only theorems of T.
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