Gyrokinetic δf particle simulation is used to investigate the nonlinear saturation mechanisms in collisionless trapped electron mode (CTEM) turbulence. It is found that the importance of zonal flow is parameter sensitive and is well characterized by the shearing rate formula. The effect of zonal flow is empirically found to be sensitive to temperature ratio, magnetic shear and electron temperature gradient. For parameters where zonal flow is found to be unimportant, zonal density (purely radial density perturbations) is generated and expected to be the dominant saturation mechanism. A toroidal mode coupling theory is presented that agrees with simulation in the initial nonlinear saturation phase. The mode coupling theory predicts the nonlinear generation of the zonal density and the feedback and saturation of the linearly most unstable mode. Inverse energy cascade is also observed in CTEM turbulence simulations and is reported here.
I Introduction
Collisionless trapped electron modes (CTEM) are expected to be an important contributor to anomalous transport in tokamak plasmas when the density gradient drive is dominant over the ion temperature gradient drive. CTEM turbulence has been investigated extensively in theoretical [1, 2] and simulation studies [3, 4, 5, 6] . There is also experimental evidence that CTEM plays an important role in both particle and electron thermal diffusivities [3, 7, 8] . Here, the nonlinear saturation mechanisms are investigated in CTEM turbulence using gyrokinetic particle simulation. In our previous work [6] , the dependence of CTEM driven transport on important local plasma parameters was studied. In this paper, we explore two CTEM saturation mechanisms. Namely, zonal shear flow suppression and a new zonal density saturation mechanism. We also investigate inverse cascade in CTEM turbulence.
Large-scale gyrokinetic simulation is an important tool for understanding the nonlinear physics. The simulation studies presented here use a flux-tube geometry. The gyrokinetic particle-in-cell δf code used in our work is a flux-tube version of the GEM code [9, 10] , which employs field-line-following coordinates (x, y, z) [11] and includes gyrokinetic ions and drift-kinetic electrons. The coordinates (x, y, z) are defined from toroidal coordinates (r, θ, ζ) by x = r − r 0 , y = (r 0 /q 0 )(qθ − ζ) and z = q 0 R 0 θ, where R 0 is the major radius at the magnetic axis, r 0 is the minor radius at the center of the simulation domain, q 0 = q(r) is the safety factor. x is the radial coordinate, y is the coordinate perpendicular to magnetic field B and z is the coordinate along the field line. Periodic boundary conditions are applied in x and y directions and toroidal boundary condition is applied in z direction [11] . Using a five dimensional phase space, the dynamics of both trapped and passing electrons and pitch-angle scattering are included. See further details for the code in Ref. [9] . GEM is fully electromagnetic, but only electrostatic simulations are reported here.
In this paper, we show that the suppression of turbulent transport by zonal flows for CTEM is not a universal feature, but is important only in certain parameter regimes. We have systematically studied the effect of zonal flows in suppressing CTEM turbulence using six important local plasma parameters: density gradient R/L n , electron temperature gradient R/L T e , electron to ion temperature ratio T e /T i , magnetic shear s, safety factor q and inverse aspect ratio r/R. We find that among them the electron temperature gradient, electron to ion temperature ratio and magnetic shear can affect the suppression of zonal flows. We also find that the effect of zonal flows in regulating the turbulence is consistent with the E × B shearing rate [12, 13] .
Of particular interest, is understanding the saturation mechanism when zonal flows are unimportant. In this paper, we show the generation of zonal density as being responsible for nonlinear saturation when zonal flows are unimportant. In fact, CTEM simulations saturate at comparable levels when zonal flows are either kept or removed from the simulations. In order to understand the stabilization from zonal density, we introduce a simple mode coupling model in which only a single toroidal mode and its complex conjugate are retained. This mode coupling model predicts the generation of zonal density and the initial nonlinear saturation level with only one toroidal mode and its complex conjugate are retained in the electrostatic potential, which agrees qualitatively with the simulations.
Besides, zonal density generation, we also find energy transfer from the linearly unstable mode with shorter wavelengths, to the linearly stable modes with longer wavelengths, to be important. The correlation between the downward shift in the averaged wave number and the CTEM saturation is consistent with the numerical observations in ion temperature gradient turbulence (ITG) simulations [14, 15] . This paper is organized as follows: Section II reports the parameter dependence of the suppression effect of zonal flows on the CTEM turbulent transport. In Section III, we analyze the generation of zonal density in the presence of a single toroidal mode and the feedback on the primary mode and nonlinear saturation, using a mode coupling model. In Section IV, we compare the mode coupling theory to nonlinear simulations. In Section V, we discuss the inverse energy cascade in CTEM turbulent simulations.
II Importance of zonal flow and zonal density in CTEM turbulence
Zonal flows are known to be the dominant saturation mechanism for the ITG turbulence [16, 17, 18, 19] . For CTEM, the effect of zonal flows are found to be somewhat ambiguous. The work by Dannert et. al. using the GENE code shows that zonal flows are unimportant for the saturation [4] , whereas nonlinear simulations with GS2 code reported by Ernst et. al. show there is a nonlinear up-shift in the TEM critical density gradient, caused by zonal flows [3] . Our simulations indicate the importance of zonal flows for CTEM transport depends on the local plasma parameters. We have carried out many simulations with varying local plasma parameters, comparing a simulation that includes the self-generated zonal flows with a simulation where the zonal flow is zeroed out, and observing the difference in the turbulent transport obtained. We have found two most important parameters affecting the zonal flow suppression effect: R/L T e and T e /T i . A two dimensional scan is performed for these two parameters. The R/L T e and T e /T i are varied from 0 to 10 and from 0.5 to 3.5, respectively. Other parameters are based on a previous CTEM publication [6] with ion temperature gradient R/L T i = 0, density gradient R/L n = 10, safety factor q 0 = 1.4, magnetic shearŝ = 0.8, plasma to magnetic pressure β ≡ 2(T e + T i )µ 0 n 0 /B 2 0 = 0.0001, ion to electron mass ratio m p /m e = 1837, and inverse aspect ratio r/R = 0.16. The split-weight parameter is g = 0.1 and the time step Ω i t = 2, where Ω i is the ion gyrofrequency. The simulation box size is l x = 128ρ i , l y = 64ρ i . The grid resolution is x = ρ i , y = ρ i , and 64 particles per cell per species. Length is measured by the ion gyro-radius
/Ω i and time is normalized with L n /V T i , where V T i is the ion thermal velocity. Fig. 1 shows the 2D plot of the changes in electron thermal flux with and without zonal flows at various values of R/L T e and T e /T i . Different symbols represent the different variation in the CTEM turbulent transport level caused by artificially zeroing out the zonal flows. Triangles indicate the electron thermal flux increases more than 2.5 times without zonal flows. Asters indicate the electron thermal flux increases about 2 times without zonal flows. Circles indicate a difference of less than 30% due to the zonal flows. Fig. 1 shows that the shearing suppression due to zonal flows is weaker for cold ions as well as steeper electron temperature gradient. On the other hand, E × B shearing rate ω E×B resulting from the zonal flow [12, 13] can be calculated from the simulation. At T e /T i = 3 and R/L T e = 6, the ratio of ω E×B to the linear growth rate γ L is 0.2 and zeroing out the self-generated zonal flows shows negligible effects on the transport level. At T e /T i = 1 and R/L T e = 0, ω E×B is comparable to the linear growth rate γ L and there is more than a factor 3 difference in the transport level between with and without zonal flows. Therefore, the results are consistent with the shearing rate criterion.
We note that the variation of magnetic shear can also significantly impact the importance of zonal flow in affecting transport level. Fig. 2 shows the suppression effect from zonal flow at magnetic shearŝ = 1.2 with R/L T e = 6, T e /T i = 3 and other parameters the same as those listed above. For low magnetic shear likeŝ = 0.8 or lower, the zonal flow has negligible effect on the transport as shown by Fig. 17 in Ref. [6] . At larger magnetic shear, the turbulence is more elongated in radial direction [6] , so that the streamer is easier to be broken by zonal flows. Hence, the turbulent transport can be suppressed more by zonal flows.
Next, we investigate what causes the instabilities to saturate in the parameter regime where zonal flows are unimportant. That is, T e /T i = 3.0, R/L T e = 6,ŝ = 0.8 and other parameters are the same as above. The linear spectrum with this parameter set was shown in Fig. 1 of Ref. [6] . We have carried simple numerical tests, in which only one toroidal mode δφ(k y ) and its complex conjugate δφ * (k y ) are retained in the electrostatic potential and we call these modes the "primary mode" (labeling it as δφ p with a subscript "p"), where k y is the wave number in the y direction. In the simulation, we choose one of the linearly dominant modes, the 6th harmonic k y ρ i = 0.59, as the primary mode. But the generation of zonal density is always observed if one of the other linearly unstable modes is kept, say, k y ρ i varying from 0.2 to 0.8.
Note that although only a single |k y | mode is retained in the field quantities, no filtering is done for distribution function, represented in PIC simulations by the random position of particles and their weights. Thus, Fourier components of the distribution function other than those retained in the field can be nonlinearly generated. A reasonable nonlinear saturation level of the single mode is observed as shown in Fig. 3 . It is found that the electron density spectrum reveals that the linearly stable mode with wave number k y = 0 is generated at a level comparable to the primary mode δn p , where δn p is the electron density fluctuation of the primary mode. This is shown in Fig. 4 . This density spectrum is obtained by applying Fourier transform in the x − y plane at z = l z /2. The solid line is the primary mode, the dashed line is for the k y = 0 mode, the dash-dot line is the mode with wave number twice of that of primary mode. The Fourier component of the electron density fluctuation δn e (in the following, we will drop the "e" for convenience) with wave number k y = 0 in general varies with z, the coordinate along B and contains different k z (wave number in z direction) com-ponents, but the k z = 0 component dominates. This is shown in Fig. 5 . We refer to the k y = 0, k z = 0 (or (n, m) = (0, 0), (n, m) being the toroidal and poloidal mode number) component of the density fluctuation as the zonal density (labeling it as δn z ). Since this component dominates the density spectrum and no other toroidal modes are present, we hypothesize that its generation and growth to large amplitude are the main nonlinear saturation mechanism. In the following section, we will explain its generation and impact on the primary mode using a mode coupling model.
III Zonal density generation via mode coupling
As discussed in Sec. II, there are parameter regimes, e.g. cold ions relative to electrons where zonal flow is unimportant and a saturated turbulent stationary state is achieved in the absence of zonal flow. We find the δn(k y = 0) density perturbation to be important for nonlinear saturation in such a case. The zonal density is the dominant component of δn(k y = 0) and is nonlinearly generated by coupling between the primary mode δφ p and its complex conjugate. Here we examine the generation mechanism of zonal density and its effect on the primary mode. In toroidal coordinates (r, θ, ζ), the eigenmodes are expressed as [20] δφ(r, θ, ζ) =
where n is the toroidal mode number, m is the poloidal mode number and f m,n (r) is mode variation along radial direction. The zonal density has both poloidal mode number m = 0 and toroidal mode number n = 0, depending on r only. Starting with the nonlinear bounce-averaged drift kinetic equation [21, 22, 23] for trapped electrons
where the perturbed electron distribution is defined as δf e = (eδφ/T e )F M e + h e . F M e is the Maxwellian distribution function, and h e is the non-adiabatic part of the per-
, n 0 is the total electron density and ω De is the trapped-electron precessional drift frequency which depends on energy [21, 22] . Next, we take the density moment of Eq. (2) [23] (
where φ = eδφ/T e , δn = , and δp e = d 3 vEhe n 0 Te . We assume δp e = δn/n 0 + δT e /T e and neglect the δT e /T e term, which is important for determining the proper linear frequency and growth-rate. However, here we are interested in the nonlinear generation of the zonal density and will assume the linear theory is known.
We keep a single unstable toroidal mode (the primary mode with mode number n p ) and its complex conjugate, and this is the linearly unstable mode that grows, couples to itself and generates the zonal density
Linearizing Eq. (3), the relation between the density and electrostatic potential field of the primary toroidal mode is given by
From this model, the linear relationship between density and the electrostatic potential of the primary mode is
The zonal density is linearly stable, so its time evolution only depends on the E × B nonlinear term C s ρ s ∇ φ × b · ∇δn. The generation of zonal density can be written as
The Fourier transform of the nonlinear term C s ρ s ∇ φ × b · ∇δn is
, which indicates a mode coupling process.
In the toroidal coordinates, Eq. (7) is equivalent to the following expression with the presence of only the primary mode and its complex conjugate
Since the zonal density has toroidal mode number equal to 0, only the coupling between φ p and δn p * or φ p * and δn p needs to be considered. Inserting the linear relation between φ p and δn p shown in Eq. (5), using Eq. (4) and keeping the dominant poloidal mode m = n p q 0 gives
To compare with the simulation, we assume periodic boundary conditions in radial direction as used in our flux-tube model and Fourier decompose in r: f m,np (r) = δφ p kr sin(k r r + θ 0 ), where |δφ p | is the electrostatic potential amplitude with toroidal number n p and θ 0 is an arbitrary phase. Considering the dominant radial wave number k r , the time dependence of zonal density in the early nonlinear regime is
From Eq. (10), we immediately see that the zonal density is a purely growing mode with the growth rate twice of that in the primary unstable mode. The dominant radial wave number k r is also twice of that in the primary unstable mode and the toroidal mode number n = 0. All are the immediate consequence of the coupling between the primary mode with its complex conjugate. Shortly, we will compare the generation of zonal density between this model and the simulation results after we describe how this nonlinearly generated zonal density δn z , in turn, saturates the primary mode. Next, the nonlinear saturation mechanism for the situation due to zonal density (when zonal flow is unimportant) is discussed. After nonlinearly generated during the coupling process, the zonal density then feeds back and can stabilize the the primary mode leading to nonlinear saturation. The nonlinear evolution of the primary mode is obtained from Eq. (3) (
Combining with Eq. (5), but still using the toroidal eigenvalues, the explicit form of Eq. (3) is
From Eq. (10), we can see ∂δnz ∂θ = 0. Inserting the expression of δφ p Eq. (4), the saturation level can be predicted from Eq. (12) for the mode with dominant radial wave number and poloidal wave number.
When saturation happens, γ nl ∼ 0 and ∂δnp ∂t ∼ −iωδn p , we assume the frequency ω as the linear frequency. Solving Eq. (12), we can obtain the saturation level of the dominant radial component of zonal density as
Since the electrostatic potential amplitude of the primary mode is related to the zonal density amplitude by Eq. (10), the saturation level of the primary mode can be determined
Note that Eq. (13) and Eq. (14) are really only valid in the early nonlinear phase, so the prediction for the saturation should only work for the "first peak" in the simulation. The prediction of the saturation level is actually a result from the balance between the linear driving term and the E × B nonlinear term. If the mode frequency is close to the precessional drift frequency of the trapped electrons, i.e., |ω − ω de | γ L , the saturation level of zonal density and the primary mode will be the same order as the result from the fluid theory γ L krLnω * e [24] . Besides, the saturation level of zonal density is related to the electron density fluctuation to electrostatic potential ratio of the primary mode, which can be directly evaluated from the simulation without knowing the analytically linear theory.
IV Nonlinear generated zonal density: comparison with the simulation results
We now compare the simple mode coupling theory in Sec. III with simulation results from GEM. GEM uses fully kinetic ions and electrons with split-scheme applied on electrons, which ensures numerical stability at larger timesteps [25] . The perturbed electron distribution is defined as δf e = ε g (eδφ/T e )F M e + h e , where ε g is a small parameter and h e is the perturbed electron distribution of the nonadiabatic part. The simulation parameters are the same as in Sec. II with electron temperature gradient R/L T e = 6, electron to ion temperature ratio T e /T i = 3 and magnetic shearŝ = 0.8. In the single toroidal mode test, only the linearly most unstable mode k y = 6 2π ly is kept (we call it the primary mode) in the electrostatic potential. To clearly address the doubling in radial mode number k r , the component with k r = 0 in the electrostatic potential is set zero. The nonlinear terms are not turned on until the linear eigenmode is fully dominant. To compare the simulation with the mode coupling model, the assumption of the primary perpendicular wave number k y = n p q 0 /r = m/r is used.
First, we examine the generation of zonal density. Fig. 6 shows the time evolution of the amplitude of zonal density (dash line), δn(k y = 0) (dash-dot line) and the primary unstable mode δn p (solid line) on a Log scale. A doubling in the growth rate of zonal density compared with that of the primary mode is observed which agrees with the mode coupling model. The growth rate of mode δn(k y = 0) is the same as zonal density, which is not a surprise because the dominant component of δn(k y = 0) is zonal density as shown in Fig. 5 . In radial direction, the dominant radial wave number of the primary unstable mode is k r = 2π lx and the dominant radial wave number of zonal density is k r = 2 2π lx in agreement with the mode coupling theory. The time evolution of the real part of zonal density does not oscillate early on, that is, zonal density is purely growing, again in agreement with the theory. These features observed in the simulation show a good agreement with the model Eq. (10).
Next, we will compare the saturation level obtained from the simulation with the predicted value from the mode coupling model. We note that the electron density δn in the GEM simulation is not the same as δn in the model due to the expansion about the adiabatic response. To compare with the simulation, we need to convert the relation between the electron density and electrostatic potential in the mode coupling model to our simulation model. As mentioned above, we include fully kinetic electrons using split-weight scheme [9] , i.e., the perturbed electron distribution is δf e = ε g (eδφ/T e )F M e + h e . The perturbed electron distribution function for these two models should be the same. The relation between density and electrostatic potential in our simulation can be obtained according to the mode coupling model
The notation " " means simulation result and φ p = eδφp Te . Comparing the density and electrostatic potential relation based on the linearly most unstable mode k y = 6 2π ly , we get the the value of δn p / |δφ p | = 0.65 by directly measuring the simulation result in the linear phase, which is from the fully kinetic model as used in GEM. But from Eq. (6) combined with Eq. (15), namely, simulation parameters and the mode frequency obtained from linear simulation will give a number with a factor of 2 difference from the direct measurement. This is not a big surprise, since the CTEM requires a kinetic linear theory. We take an assumption in δp e = δn/n 0 by neglecting the term δT e /T e , which is actually on the same order with the term δn/n 0 . Since this neglected term only has contribution to the linear theory, we can predict the saturation level in the initial nonlinear regime from Eq. (13) by taking the linear relation between δn p and φ p from the simulation instead of the linear model. The saturation of the zonal density with dominant radial wave number k r = 2 2π lx is shown in Fig. 7 . According to our linear simulation result, the relation between density and electrostatic potential of the primary mode in the model is given by |δnp| |δφp| = 0.35. Next, by using Eq. (13), the mode coupling model will give the saturation level of zonal density as 0.013, which is within 30% accuracy compared with the simulation shown in Fig. 7 .
The saturation level of the primary unstable mode is predicted by Eq. (14) . Since the electrostatic potential in the simulation is the same as that in the model, we can compare these results directly. Fig. 8 shows the saturation process of the primary electrostatic potential. Compared with the prediction value 0.022 obtained from Eq. (14) , the simulation result shows a good agreement with the model. Though agreement between nonlinear theory and simulation is good, a few caveats should be mentioned: 1) The saturation level predicted from this mode coupling model is only valid for the early nonlinear regime, which corresponds to the "first peak" in our simulation (like Fig. 8). 2) Besides the zonal density, the linearly stable mode δn with the wave number twice of that in the primary mode is also nonlinearly generated (shown in Fig. 4) , and it could also affect the nonlinear saturation of the primary mode.
V Nonlinear energy cascade
In this section, we will discuss the nonlinear inverse cascade in the wavelength spectrum found in gyrokinetic simulations of CTEM turbulence. The time evolution of the averaged wave number k y is measured, following what is done in Ref. [15] for ITG turbulence. The averaged wave number k y is defined as k y = kx,ky
The time evolution of the averaged wave number and the electrostatic potential is shown in Fig. 9 . It is observed that k y goes down by a factor two (the solid line) at a time regime where the saturation of CTEM turbulence (dashed line) occurs. In the linear phase, the k y is dominated by the linearly most unstable modes with larger wave number. In the nonlinear phase, the k y is later dominated by modes with lower wave number. This is similar to what was observed in the ITG turbulence [15] . In this plot, the zonal flows are not shown and the parameters are the same as those used in Sec. IV.
The downward shift in the nonlinear spectrum has been studied both numerically [14, 15] and theoretically [22] . As discussed in Sec. III, we have already shown that when only one toroidal mode is kept in the electrostatic potential, the simulation will saturate due to zonal density generation and feedback on the primary unstable mode. But the saturation depends on the growth rate of the primary toroidal mode. According to this theory the toroidal modes with longer wavelength should saturate much later, due to the smaller growth rate. This result is shown by simulation in Fig. 10 (a) . In this plot, the dashed line indicates the time evolution of the electrostatic potential with wave number k y ρ i = 0.6 and the solid line indicates the time evolution of the electrostatic potential with wave number k y ρ i = 0.1. The mode k y ρ i = 0.1 is weakly unstable, and we can see that when saturation has occurred for the mode k y ρ i = 0.6, the mode k y ρ i = 0.1 is still stable. However, when all toroidal modes are kept in the electrostatic potential, the energy will cascade from the mode with larger wave number to the mode with lower wave number, which is shown in Fig. 10 (b) . The amplitude of mode k y ρ i = 0.1 is strongly enhanced while amplitude of the mode k y ρ i = 0.6 is suppressed. The saturation level of the mode k y ρ i = 0.1 is much higher than mode k y ρ i = 0.6. We explain the exchange of energy in these two modes as a nonlinear mode coupling process by the interaction between the density fluctuation and electrostatic potential, which is similar to the zonal density impacting the primary mode. Taking a simple example, the linearly unstable toroidal modes with wave number k y ρ i = 0.6 and k y ρ i = 0.5 behavior as the primary modes. The coupling between the mode k y ρ i = 0.6 and the complex conjugate of mode k y ρ i = 0.5 will drive the linearly stable mode k y ρ i = 0.1 to grow. This mode coupling process can only occur during the nonlinear evolution.
Finally, an interesting observation is found by keeping only two toroidal modes k y ρ i = 0.1 and k y ρ i = 0.6 and their complex conjugates in the electrostatic potential. (Note: we have no control of the Fourier modes of the distribution in δf particle simulation.) There is still energy transfer from the linearly unstable mode k y ρ i = 0.6 to the stable mode k y ρ i = 0.1 as shown in Fig. 10 (c) . The linearly stable mode k y ρ i = 0.1 saturates at the same time but with a higher level compared with the linearly unstable mode k y ρ i = 0.6. Although this result looks similar to that shown in Fig. 10 (b) , there is a crucial distinction in the nonlinear physics. Fig. 10 (c) should be a result from wave-particle interaction instead of mode coupling. Because the linearly stable mode k y ρ i = 0.1 cannot be nonlinearly driven unstable by mode coupling process without a third mode. Hence, the observed nonlinear cascading process is actually caused by different physical mechanisms. Further work will address this effect.
VI Summary
In this paper, we study three nonlinear saturation mechanisms for CTEM turbulence. Zonal flows often are important in saturating CTEM turbulence and suppressing transport, but the effect is sensitive to the local plasma parameters. Specifically, the importance of zonal flow is especially sensitive to electron temperature gradient, electron to ion temperature ratio and magnetic shear. The importance of zonal flows is well explained by E × B shearing rate criterion. For the parameter regime where zonal flows are found to be unimportant, zonal density generation and its feedback on linearly unstable modes is found to dominate nonlinear saturation. A simple mode coupling model is shown to explain zonal density generation and nonlinear saturation. We considered a mode coupling analysis where one toroidal linearly unstable mode generates the zonal density and good agreement between the model and numerical simulation results were obtained. Furthermore, another important saturation mechanism, inverse energy cascade is also reported. The correlation between the downshift in the wavelength spectrum and the CTEM turbulent saturation is observed, which can be partially explained by the mode coupling model as well.
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