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Acoustic emission-based techniques are being used for the nondestructive inspection of mechanical systems. For reliable auto-
matic fault monitoring related to the generation and propagation of cracks, it is important to identify the transient crack-related
signals in the presence of strong time-varying noise and other interferences. A prominent diﬃculty is the inability to diﬀerentiate
events due to crack growth from noise of various origins. This work presents a novel algorithm for automatic clustering and sep-
aration of acoustic emission (AE) events based on multiple features extracted from the experimental data. The algorithm consists
of two steps. In the first step, the noise is separated from the events of interest and subsequently removed using a combination
of covariance analysis, principal component analysis (PCA), and diﬀerential time delay estimates. The second step processes the
remaining data using a self-organizing map (SOM) neural network, which outputs the noise and AE signals into separate neu-
rons. To improve the eﬃciency of classification, the short-time Fourier transform (STFT) is applied to retain the time-frequency
features of the remaining events, reducing the dimension of the data. The algorithm is verified with two sets of data, and a correct
classification ratio over 95% is achieved.
Keywords and phrases: acoustic signals, classification, mechanical failure, neural networks, subspace projections, SOM, PCA,
RBF.
1. INTRODUCTION
An acoustic emission (AE) signal is an ultrasonic wave emit-
ted from the deformation of materials. Specifically, AE is the
transient wave resulting from the sudden release of stored
energy during a deformation and failure process, such as fret-
ting or crack growth in a material. The AE signal conveys
useful information about the fatigue behavior of a specimen,
and is one of the several nondestructive inspection meth-
ods for automatic fault monitoring in mechanical systems.
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The increased reliability and safety standards of engineering
structures requires the detection of the precursor or onset of
failures. Compared to other nondestructive testing (NDT)
techniques, AE has the advantage of real-time continuous
monitoring of in-service structures [1]. A major issue in ap-
plying the technique, however, is how to diﬀerentiate the
events of interest, that is, those due to crack growth or immi-
nent failure, from noise of various natures in a large dataset.
Often the real AE events are measured in the presence of
noise due to vibration, fretting, electromagnetic interference,
and so forth, and automatic noise rejection is required be-
fore correlating AE activities with crack initiations or pro-
gressive failures. This essentially becomes a problem of pat-
tern recognition and classification for random processes. In
many cases, traditional signal processing techniques such as
filtering, energy analysis, spectrum analysis, and so forth, are
insuﬃcient to separate the two as the noise often has simi-
lar temporal and frequency features as the AEs due to crack
activities, and new alternatives have to be explored. One ap-
proach is to use neural networks that are capable of automat-
ically discovering features and patterns in a larger collection
of almost random observations [2, 3, 4, 5, 6].
This article presents a suite of algorithms, which together
have proved eﬀective for automatic clustering and separation
of AE events based on multiple features extracted from the
original test data. The procedure consists of two steps. First,
the noise events are separated from the events of interest and
subsequently removed, using a combination of covariance
analysis, principal component analysis (PCA), and diﬀeren-
tial time delay estimates. The original data is reduced by up
to 70% after this step. The second step processes the remain-
ing data using a neural network, which clusters AE signals
and noise signals to separate neuron outputs. To improve the
eﬃciency of classification, a short-time Fourier transform
(STFT) is applied to retain the time-frequency characteristics
of the remaining events, and reducing the dimension of the
data. The performance of the algorithm has been validated
on some eight sets of experimental data involving significant
levels of crack-like signals generated from the mechanisms
that hold the sample. Two sets of the data were determined
by inspection to have been obtained under the most reliable
conditions. Hence, this paper concentrates on the presenta-
tion of the results for these two sets that have resulted in AE
classification accuracies in excess of 97%. The remaining data
sets resulted in accuracies in the range of 85%–95%. In an al-
ternate approach, an AE signal subspace, that is, one formed
by a set of orthogonal basis set that retains the features of AE
signals, is computed from the separated AEs. When applied
to data from new tests, signals of similar features, that is, AE
events of the same origin, are selected automatically. The ex-
ample in this study shows a correct selection ratio of 90%.
2. AE EXPERIMENTS ANDDESCRIPTION OF THE DATA
2.1. Data acquisition system and transducers
A four-channel fast data acquisition system was used to con-
tinuously monitor and collect data from the AE transducers
Table 1: Typical setting of the AE acquisition system.
Preamplifier gain 40 dB
Signal setting Filter: 20 kHz ∼ 4MHz; Gain: 15 dB
Trigger setting Filter: 100 kHz ∼ 1MHz; Gain: 21 dB
Trigger level 0.1 v
Threshold of detection 89 µv
Sampling rate 5MHz
Record length 1024 (in sample)
during mode-I fatigue test [7]. The system has a minimum
echo delay time of 0.1ms for recording successive events. The
output from each transducer is connected to a preamplifier
that is adjustable from −20 dB to 40 dB. Output from each
preamplifier is then split into two in the main data acquisi-
tion unit: one to the trigger circuit and the other to the sig-
nal acquisition circuit. In each circuit, there is separate ad-
justable filter and gain setting. Therefore, the output signal
from each of the four AE transducers is amplified, divided
into a data signal and a trigger signal, as described above. A
trigger level can be set separately for each of the four chan-
nels. In the present measurements, a single trigger level was
set for the trigger signals from all four channels. When the
amplitude of a trigger signal from anyone of the four AE
transducers exceeds the preset level, the data signals from all
transducers are digitized, saved, and transferred to a desktop
computer. The trigger level was set to be 3 to 6 dB above the
noise level of the system, which was determined as follows.
The trigger level was gradually increased until the system be-
gan to capture signals continuously before the application of
fatigue strains. This level was then taken as the noise level of
the system, and the dominant source is assumed to be elec-
tronic noise in the preamplifier. The setting for recording the
data used in this study is shown in Table 1.
For the test samples used in the present study, the space
available for the placement of AE transducers is limited.
Small piezoactive ceramic elements, therefore, were assem-
bled for use as AE sensors. The elements were 6mm long,
2mm wide, and 0.5mm thick, and were poled to respond
to displacements or stresses in the thickness direction. The
fundamental thickness resonance was 4MHz, well above the
frequency spectrum of typical AE signals that normally ex-
tends from 50 kHz to 1MHz. These sensors were calibrated
by a laser ultrasonic technique [7].
2.2. Description of the test data
The data used in this work was collected from the mode-I fa-
tigue test of 13-8 stainless steel. The dimensions of the speci-
men and the sensor locations are shown in Figure 1. The cen-
ter notch introduces stress concentration that causes micro-
cracks to initiate at the root and allows crack sizing via a long-
range microscope.
The sensors are placed in positions such that transient
AE signals emitted from a notch crack arrive at the four sen-
sors at approximately the same time. If the transients are
clean and well defined, spatial filtering via the time of arrival









Figure 1: Specimen dimension and AE sensor locations (unit:
mm).
Table 2: Summary of the tests (total events: number of events
recorded by each sensor, AE events: AE signals emitted from a notch
crack).
Test Total events AE events Percentage of AE
1 3027 385 12.7%
2 2141 192 8.97%
enables the elimination of grip friction noise. The specimen
is fatigued on anMTS (MTS Systems Corp. makes the instru-
ment used here) testing machine at a stress interval between
21.7 ∼ 217Mpa (r = 0.1) at a frequency of 10Hz. A sum-
mary of the data from two tests is given in Table 2. Here AE
events have been selected manually. Each event has a length
of 1024, hence data from tests 1 and 2 are 3027 × 1024 and
2141× 1024 matrices, respectively.
Figure 2 shows the cumulative event distribution of the
two tests, from which three stages are identified. The first
stage is accompanied by severe activities from the start of the
fatigue loading and takes approximately 20% of the fatigue.
It follows by a dormant period that consists of the main por-
tion of the fatigue life, up to almost 70%. This is denoted as
stage 2. A micro-crack will be formed at the end of this stage
and start to propagate at accelerated rate under the constant
loading, accompanied again by severe activities. This takes
about 10% of the fatigue until final fracture. Examination of
the events in post-processing reveals that most AEs occur in
stage 3, however, stage 1 mainly consists of grip noise. For an
AE event, the produced response arrives at the four sensors
almost instantaneously. While the noise event is generated at
the sample end close to transducers 1 and 2, and it arrives
2.5 µs earlier at transducer 1 and 2 compared to the arrival at
transducers 3 and 4. It is also noticed that AEs produced from
crack growth are burst type, that is, the wave packet is short,
and generally have more higher frequency contents than the
grip noise.
Frequency spectra of the recorded events from various fa-
tigue tests revealed that the signal bandwidth is mainly in the
frequency range from 100 kHz to 1MHz. Notably, AE events
contain more high frequency components, that is, between
500 kHz to 1MHz, than the noise. To increase the signal-to-
noise ratio, a band-pass filter from 100 kHz to 1MHz is ap-
plied to all the test data before further analysis.
In situations where the sources of AE and noise are spa-
tially separated, the diﬀerential time-delay estimate is a sim-
Test 1
Test 2
Stage 1 Stage 2 Stage 3
Percentage of fatigue life [%]



















Figure 2: Event (acoustic activities) distribution during the fatigue
process.
ple, yet accurate method in diﬀerentiating the two. Using this
criterion and noticing the burst feature, AEs in test 1 and test
2 are manually selected via visual inspection of the original
test data. This process, however, is diﬃcult to automate, as
a threshold-based delay estimate has high variance for low
signal-to-noise ratio events or events that are not well de-
fined. The philosophy in achieving automatic classification,
therefore, has to explore schemes that can distinguish the AE
and noise in diﬀerent aspects, successively reduce the noise
presence, and eventually come up with a clean set of AE
events.
3. FEATURE EXTRACTIONOF AEs ANDNOISE
The section describes multiple approaches for successively
separating the AE signals from the noise in a large data set,
using principal component analysis, diﬀerential time-delay
estimate, covariance analysis, and space-time processing.
3.1. Principal component analysis (PCA)
The central theme of PCA [8] is to “reduce the dimensional-
ity of a data set in which there are a larger number of interre-
lated variables, while retaining as much as possible the varia-
tion present in the data set” [9]. The reduction is achieved by
transforming the original data to a new representation, the
principal components, ordered such that the first few com-
ponents retain most of the variation present in the original
data. The original test data are high-dimensional matrices
(test 1: 3027 × 1024; test 2: 2141 × 1024) and therefore re-
quires a huge amount of computational eﬀort. We keep the
first two PCs only; hence the algorithms need less memory
and run substantially faster.
One major application of PCA is to project and visualize
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Figure 3: The ten largest eigenvalues of the signal covariancematrix
for test 2.
the original data in the subspace of principal vectors, with
the corresponding PCs being the coordinates. This is imple-
mented for clustering AEs in this paper. To extract the fea-
tures of AE signals, we first analyze the ensemble of 192 AE
events from test 2. Figure 3 shows the distribution of the ten
largest eigenvalues of the sample covariance matrix. It is clear
that the first few principal vectors dominate the description
of the ensemble, and the first few PCs are suﬃcient for char-
acterizing the signal in the subspace. The large ratio of the
first eigenvalue to the second and third indicates a high de-
gree of similarity between the signals in the ensemble, that is,
AEs generated from well-developed cracks are very similar,
and the first principal vector describes this common feature.
For illustration and graphical presentation purposes, the fol-
lowing analysis uses only the first two PCs, or projections
of the original data onto the first two principal vectors. We
could clearly use more PCs for more complete representa-
tion.
Figure 4 shows the first five eigenvectors describing the
“group features” of the original AE ensemble. The corre-
sponding PCs, computed by projecting each event to the
above eigenvectors, are coordinates of each original event in
the “feature” space. Notice that most of the energy is carried
in the lower frequency components (first eigenvector), while
the higher dimensions characterize the higher frequency de-
tails for the signal as well as the wideband noise present in
the measurements.
3.2. Covariance analysis
When a fairly large crack is formed and then grows at con-
stant rate, the generated AE events often demonstrate high
degree of similarity. This is shown in Figure 5 as periods of
rapid rise in the cumulative event count. One eﬀective tech-
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AE vs acoustic activities at stage 3, test 2
AE (196)
Acoustical activities (469)
Figure 5: Acoustic emissions (AE) at late stage of fatigue (test 2).
analysis or normalized maximum cross correlation between
an event and adjacent events [10, 11]. Figure 6 shows the
gray scale covariance matrix of AE events in the test 2. The
generally banded structure of the matrix indicates significant
correlation between adjacent waveforms, which coincide
with the regions of rapid rise in the cumulative event count
as shown in Figure 5.
Figure 7 is the overlapped plot of the high correlation
waveforms, and shows an almost deterministic nature. It ap-
pears that there is the potential of using cross-correlation
among succeeding events over a time window as an indica-
tor of the changes in the development and growth stage of a
crack.
3.3. Features of noise
One source of noise in AE testing is mechanical vibrations.
This noise, in general, has low frequency content and can be
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Figure 7: Overlap plot of waveforms from events 50–120 (test 2).
filtered out by an appropriate high-pass filter. Other noise
observed from measurements on helicopters have indicated
the existence of nonstationary broadband noise in addition
to the usual white electronic noise. A linear predictor may be
useful as a data-adaptive whitening filter for this noise com-
ponent [12]. The prominent noise observed in this study,
however, comes from the fretting or friction between grip-
ping pads and the specimen. Events produced from these
sources resemble those produced from notch crack growth,
that is, they are high-frequency and contain wave propa-
gation eﬀects. Figures 8 and 9 show the results of PCA of
the grip noise. As can be observed from the slowly decaying
eigenvalues, these signals appear to be much more random
than the crack signals of Figures 3 and 4.
4. CLUSTERING OF AE EVENTS FROM THE TEST DATA
In this section, a system that removes the noncrack events
and applies a Kohonen network [13] to cluster the poten-
tially crack-related AE signals is shown in Figure 10. Three
techniques are employed to remove the noise events. The
first used a bandpass filter 20 kHz–1MHz to remove low fre-
quency noise, that is, events whose ratio of energy in the fre-
quency band to the whole energy is below a certain thresh-
old. Second, using the first and second PCs (a larger number
of PCs, for example 5, can be used if needed) we remove clus-
ters that correspond to the grip-related signals with a radial
basis function (RBF) network [14].
In the third technique, a cross-correlation is used to mea-
sure the delays between the sensors to remove events that
have relatively large diﬀerential delays (more than 10 µs), that
is, the grip noise. At this stage, a significant amount of noise
is removed from the original test data. Next, a self-organizing
map (SOM) is used to process the remaining data for sepa-
rating the noise and clustering AE signals. To improve the
eﬃciency of classification, STFT is used to retain the time-
frequency characteristics of the remaining events, reducing
the dimension of the data. Figure 11 shows the results of suc-
cessive removal of noise from the original data.
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Figure 8: The ten largest eigenvalues of the noise covariance matrix
(test 2).
4.1. Principal components of the data
In Section 3.1 we presented results of principal components
analysis for AE and non-AE signals and the corresponding
spaces spanned by the first few principal vectors are denoted
as signal and noise subspace, respectively. In practice, how-
ever, the data recorded from an AE test contains both, and an
algorithm has to be able to select one type or the other from
the mixed data. Using this combined signal and noise data,
we performed the principal component analysis. Figure 12
shows the distribution of the first two principal components
associated with the output of the RBF network for each of
the four sensors in test 1. It is noticed that the two principal
components are mainly divided into four clusters: the clus-
ter around the origin and three branches. Randomly choos-
ing and plotting a signal from these four regions shows that
the center cluster contains mainly AE signals, while the other
three branches are noise. This is also confirmed when pro-
jecting the selected AE signals to the mixed space, and they
overlap with the center cluster.
This result is not surprising. The first two PCs are heav-
ily influenced by the intrinsic features of the grip noise since
they account for more than 80% of the total events used in
performing the analysis. When signals of diﬀerent nature, in
this case the AE signals, are projected to these two directions,
it leads to a distribution of PCs around the origin, meaning
no similarities exist between the AE and noise. Some over-
laps of the two are due to the highly nonstationary nature of
the two types of signals. We then can use the clustered PCs
to remove a large number of non-AE events, either based on
single sensor data or by a validation or voting rule using the
PCs from all the sensors.
To separate the clusters explicitly, a simple RBF network
is employed. This network, which can be implemented by
Vector index
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Figure 9: First five principal vectors for crack-generated AE signals
of test 2.
associated routines inMATLAB, was found to converge faster
than other neural networks for this input set of two PC com-
ponents. Here the RBF classifier is a 4-node network, in
which radius is the Euclidean distance between two events
(first two PCs). After this stage, a significant portion of the
noise data is successfully removed, and the data set is reduced
by almost 50%, that is, the data is reduced from 3027 to 1506
and from 2141 to 1050, respectively, for test 1 and test 2.
4.2. Delay estimation for themultisensor data
To further reduce noise from the already halved data, a time-
delay estimate is used. The estimate is based on the location
of the maximum of the cross-correlation between the sig-
nals of any two sensors: for a pure delay model of propaga-
tion, two data sequences from the same source will have the
maximum cross-correlation when the delay between these
two data sequences is compensated. The normalized cross-
correlation value above a threshold is used as the true delay.
At this stage of processing, we use a relatively low threshold
value (as low as 0.4) to increase the probability of captur-
ing potential AEs. This is done at the expense of increased
false alarm rate, that is, selection of noise signals. Subsequent
processing is used to further discriminate between AE and
noise events. Figure 13 shows the estimated diﬀerential de-
lays between the signals received at 3 pairs of sensors. Using
the delay estimation, the two test data are reduced to 500 and
645, respectively. Based on what we explained in the previous
sections, events that correspond to large diﬀerential delays
(> 10 µs) are noise events.
4.3. Clustering of AE events using the Kohonen
network
Some noise events still remain to be separated because of
their close resemblance to the AE signals. Since no precise
model for AE signals is available, a neural network-based





















































Figure 11: Results of successive removal of noise.
scheme seems to be an appropriate choice. This study uses
a 4 × 4 Kohonen network, which yields better results than
other k × k networks (e.g., 3 × 3 or 5 × 5). The network is
unsupervised, that is, the network is presented with only the
inputs, and samples of similar events are grouped to the same
node. The training set consisted of 500 128-dimensional vec-
tors of the STFTs of AE signals and noise, randomly chosen
from the pool of one sensor. TheHamming windowwas used
in the computation of the STFTs. However, the performance
of the method was fairly invariant to the choice of the win-
dow. The test set consisted of all the remaining data from all
the four sensors. Figure 14 shows which event is mapped to
which neuron.
As crack-related signals have diﬀerent time-frequency
features compared to grip and noise-related signals, it is ex-
pected that crack-related signals to be mapped to special
neurons. The results show that almost all the AE signals are
mapped to neurons 2–5. Table 3 lists the AEs classified by the
network. The two samples of crack-related signals detected
by the Kohonen network are shown in Figure 15.
Table 3: Performance of the Kohonen network.
Test AE AEs AEs False Percentage of
events clustered missed alarm correct classification
1 385 382 5 2 98.7%
2 192 191 2 1 99.5%
5. SIGNAL SUBSPACE PROJECTION
The scheme described above assumes no a priori informa-
tion about the AE signal subspace (or equivalently the noise
subspace) is available. In AE testing, however, calibration of
the system and repeatability of the test have to be ensured
before applying the technique to engineering applications.
Therefore, at least some typical AEs are available. If we are
able to characterize the AE signal subspace based on the prin-
cipal eigenvectors of the covariance matrix of the available
AE ensemble, or equivalently the noise ensemble, the follow-
ing possibilities may be explored:
(i) having identified the AE signals from one test using
the developed system, we can use it as an estimate of
the signal subspace for the subsequent tests;
(ii) the events prior to the possibility of any measurable
crack-related events may be used to estimate the noise
subspace;
(iii) the high correlation among successive events during a
rapid rise in the event count may be used as an indi-
cator of a group of potential AE events and used for
estimating the AE signal subspace.
Once the signal subspace has been estimated, data from a
new test can be projected onto this subspace. The norm of
this projection is a measure of the closeness of the data to
the signal subspace. In this case a norm of 1 is a perfect fit
to the signal by the principal eigenvectors. Thus, a threshold
among several sensors, if necessary, can be set for identifying
the potential crack-related AE events. Similarly, noise can be
classified.
Robust Clustering of Acoustic Emission Signals Using Neural Networks and Signal Subspace Projections 283
First PC First PC

























Sensor 1 Sensor 2
































Principal components (1st vs. 2nd) distribution, test 1
Figure 12: Second PC versus first PC for test 1 data.


































Time-delay estimate via cross-correlation
Figure 13: Delays between pairs of sensors for all 3027 events, test
1. (a) Sensors 1 and 2; (b) Sensors 1 and 3; (c) Sensors 1 and 4.
Suppose that the recorded signal is divided into a signal
component x and a noise component n that is uncorrelated
with x
s = x + n. (1)




] = Rxx + Rnn, (2)
Activated neuron versus event number
































Figure 14: Output of the Kohonen network to all potentially crack-
related signals.








. We assume that the
noise vector consists only of white noise with variance σ2n ,
that is, Rnn = σ2nI.
TheM-dimensional space containing the recorded signal
vectors can now be divided up into two subspaces: the signal
subspace and the noise subspace. The signal subspace is the
subspace spanned by the eigenvectors of the signal covariance
matrix Rxx; therefore,
Signal subspace = span (ux1, . . . , uxr
)
, (3)





































Figure 15: Samples of crack-related signals detected by the network.























Figure 16: Norms of the projections of test 1 data onto the test 2
signals subspace.
where ux1, . . . , u
x
r are the eigenvectors corresponding to the r
largest eigenvalues λx1, . . . , λ
x
r , of the signal covariance matrix.
The noise subspace is the orthogonal complement of the sig-
nal subspace. The noise subspace will thus be spanned by the
eigenvectors of Rss with eigenvalues equal to σ2n , and the sig-
nal subspace will be spanned by the eigenvectors of Rss with
eigenvalues strictly greater than σ2n . A base of vectors span-
ning the signal subspace can thus be constructed by selecting
the eigenvectors of Rss with eigenvalues above the noise level
σ2n .
As an example, a signal subspace of dimension 5 based
on the AE ensemble of test 2 is computed. Figure 16 shows
the results when projecting the complete data of test 2 on
the signal subspace. It is noticed that the AEs, that is, clus-
ter with higher values of the projections, are eﬀectively sep-
arated from the noise. Figure 17 shows the results when
cross-projecting the test 1 data onto the signal subspace of
test 2. The result shows 175 correct classifications, excluding
2 false alarms, out of 191 or a ratio of correct classification
of 89.4% is achieved. Similarly a ratio of 91.5% is achieved























Figure 17: Norms of the projections of test 2 data onto the test 1
signal subspace.
when cross-projecting test 2 data onto the test 1 AE subspace.
Performance of this method is illustrated in Table 4.
6. SUMMARY
This work has presented a set of algorithms for automatic
clustering and separation of AE events, generated by the
propagation of cracks in a metal sample, and extraneous
signals with highly similar spectral components as the AEs,
based on multiple features extracted from the test data.
The algorithm accomplishes this by successively eliminat-
ing the non-AE noise from the record by using a combina-
tion of covariance analysis, PCA, and diﬀerential time de-
lay estimates. In the two experimental test cases that are
presented in the paper, the method correctly classifies more
than 70% of the detected events as noise, before an SOM is
applied to separate the AEs from the noise in the remain-
ing data. For the two reported test cases, the final classifica-
tion accuracy was around 98%. In another six test situations,
with more problematic experimental conditions (such as
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Table 4: Performance of the cross-projection method.
Test Total AE AEs False Correct Percentage of
events events clustered alarms classifications correct classification
1 3027 385 353 9 344 89.4%
2 2141 192 177 2 175 91.2%
sensor problems), accuracies in the range of 85%–95% were
obtained.
When prior information about the AE signal features in
terms of a principal basis function is available, the results
in the paper show that principal component analysis of the
data can be eﬀectively used for separating the AE signals of
interest from the noise. The examples given in this study
demonstrate a ratio of correct classification close to 90% us-
ing signal-subspace projections.
The parameters of the processors and networks, and data
sizes that were used in the test cases of this paper were se-
lected based on experimentation, empirical evidence and
trial and error. As such, these parameters are not to be viewed
as universal for any AE detection/classification, or other sim-
ilar test situation. Further, these parameters were selected for
the available experimental data, which resulted from a par-
ticular test of a certain metal in a specific fatigue testing ma-
chine with accompanying (grip) noise that dominated the
data. Detection of AE signals accompanying crack growth in
other situations will require preliminary analysis to select the
processor parameters. We believe, however, that, structurally,
the general approach presented, and the suite of accompany-
ing algorithms are eﬀective in most other similar situations.
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