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Abstract
In this work we consider deterministic oblivious k–k routing algorithms with buffer size O(k). We
present an asymptotically optimal O(k
√
nd) step oblivious k–k routing algorithm for d-dimensional
n× · · · × n meshes of nd processors for all k1 and d > 1. We further show how the algorithm can
be used to achieve asymptotically optimal oblivious k–k routing algorithms on other networks.
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1. Introduction
The problem of routing packets through a network is fundamental to the study of parallel
computation. One of the best studied routing problems is the problem where each processor
is source and destination of at most k packets, the k–k routing problem. Many different
approaches to solve this routing problem have been studied, e.g. adaptive, hot-potato, cut-
through, wormhole, fault-tolerant, local, etc. [1]. In oblivious routing the path of a packet
is independent of the path of other packets. The path is determined only by the source
and destination position of the packet. This property of oblivious routing algorithms is
interesting, since it allows one to design simple and hence practical algorithms. Furthermore
it is of theoretical interest how fast it is possible to solve routing problems under such
restrictions. Hence oblivious routing was considered in several publications, e.g. [6,5,9]. It
was shown that the simplicity of oblivious routing has its costs in the running time. In [5]
Kaklamanis et al. have shown that every oblivious k–k routing algorithm on a network with
N nodes and degree r needs at least (k
√
N/r) steps.
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One of the most studied parallel models with a ﬁxed interconnection network is the
two-dimensional n× n mesh, in which n2 processors are connected by a two-dimensional
grid of bidirectional communication links. Its natural generalizations are d-dimensional
n × · · · × n meshes of nd processors, which are connected by a d-dimensional grid of
bidirectional communication links.
An oblivious k–k routing algorithm on the d-dimensional mesh needs at least (k
√
nd)
steps. In [2] Iwama et al. presented the ﬁrst non-trivial oblivious 1–1 routing algorithm
that uses O(1) buffers for d-dimensional meshes. Their algorithm has a running time of
O(nd−(1/2)) on a d-dimensional mesh.
For the design of fast routing algorithms it is an important task to prevent congestion on
edges. In adaptive routing algorithms this can be done by choosing the paths with respect to
the trafﬁc on the edges. In oblivious routing algorithms the paths are ﬁxed. So other methods
have to be designed to avoid congestion. In [2] congestion is avoided by controlling the
ﬂow of packets such that there is sufﬁcient space between packets that have to be routed
into the same region of the mesh. The sufﬁcient space between packets is achieved by
sorting the packets with respect to their destination. Surprisingly it is possible to sort during
oblivious routing. In [4,3] Iwama and Miyano reduced the running time of their algorithm
and presented the ﬁrst asymptotically optimal O(n) algorithms for the case d = 2, but it
seems that there is a ﬂaw in their proofs [8,11].
In [8] oblivious 1–1 routing algorithmswith running timeO(n)which useO(1) buffers are
presented for d = 2. The algorithms transport the packets on weakly-dimensional shortest
paths from source to destination and work without sorting. A weakly-dimensional shortest
path is a shortest path where the number of bends is minimal. In [10] it is shown that it is
impossible to achieve a running time of O(
√
nd) for oblivious 1–1 routing for odd d > 2 if
weakly-dimensional shortest paths are used.
In this paper we present an asymptotically optimal oblivious k–k routing algorithm for d-
dimensional meshes, d > 1. Here d > 1 is arbitrary but ﬁxed, hencewe have d = O(1). The
proposed algorithm solves the k–k routing problem inO(k
√
nd) steps usingO(k) buffers per
node. It does not use sorting or shortest paths. Up to now the best known algorithm for d3
needs O(
√
nd log n) steps for the case k = 1 [10]. The case k > 1 was not considered so
far in the literature. Furthermore, the proposed algorithm is designed such that it is possible
to achieve asymptotically optimal running times on other networks.
2. Basic deﬁnitions
Throughout the paper we write [n] for the set {0, . . . , n− 1} of integers.
2.1. Mesh-connected networks
Deﬁnition 1. The d-dimensional mesh of side-length n, denoted byMd,n, is an undirected
graph with node set Vd,n := [n]d and edge set
Ed,n :=
{
{(x0, . . . , xd−1), (y0, . . . , yd−1)} | xi, yi ∈ [n],
d−1∑
i=0
|xi − yi | = 1
}
.
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soure address destination address additional information message
read only not usedread + write
Fig. 1. A packet used for routing.
For a subset V of nodes of Md,n we deﬁne the graph with node set V and edge set
Ed,n ∩ {{x, y} | x, y ∈ V } as the submesh induced by V.
2.2. Model of computation
The processors (nodes) operate in a synchronous fashion and communicate by sending
packets over bidirectional communication links (edges).We assume that at most one packet
can be transmitted in each direction in one step. In a single step, a processor receives
a number of packets that are sent to it by neighboring processors in the previous step,
perform some amount of internal computation, and sent a number of packets to neighboring
processors. Packets that are received and not sent in the same step have to be stored in a
buffer on the processor.
We assume that each packet consists of four ﬁelds, the message ﬁeld, the source address
ﬁeld, the destination address ﬁeld, and additional information ﬁeld (see Fig. 1). For Md,n
the source and destination address ﬁeld requires O(log n) bits and we restrict the size of the
additional information ﬁeld to O(log n) bits. During routing, the processors are allowed to
write in the additional information ﬁeld. All other ﬁelds of a packet are not allowed to be
changed by a processor.
2.3. Routing problems
A routing problem on Md,n can be described by a triple (P, src, dst), where P is a set
of packets, and src, dst are mappings from P to Vd,n. In a routing problem (P, src, dst)
each packet p ∈ P is loaded in node src(p) initially and has to be sent to node dst (p). We
call the node src(p) (dst (p)) source (destination) of p. A k–k routing problem is a routing
problem in which each node is source and destination of at most k packets. In an oblivious
routing algorithm the path of a packet depends only on its source and destination and is
independent of other packets. A more formal deﬁnition of an oblivious routing algorithm
can be found in [11].
In this paper we consider the maximal number of steps required to route a packet to its
destination. Furthermore, we are interested in the buffer size of our algorithm. We deﬁne
the buffer size of an algorithm as the maximal number of packets that have to be stored
simultaneously in a processor. Packets are taken out of the mesh when they reach their
destination.
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3. The optimal oblivious k–k routing algorithm
3.1. A short description of the algorithm
We divideMd,n into submeshes called blocks. For each block a special node, called exit
node, exists. All packets with source in block B leave B on the way to their destination via
the exit node of B. Additionally each block has entry nodes. Each block has one entry node
for each block. Packets with source in block B and destination in block B ′ enter B ′ via the
entry node for B.
We now give a ﬁrst and raw version of the k–k routing algorithm. We call the algorithm
KKRaw. It consists of the following four steps:
(0) In all blocks: Do some preparations in the blocks.
(1) In all blocks: Transport the packets to the exit node of the block.
(2) Transport the packets from the exit nodes to the entry nodes.
(3) In all blocks: Let the packets enter the block via the entry nodes and transport them to
their destinations.
Some of the four steps of the algorithm interleave. Step (2) begins when the ﬁrst packet
in Step (1) reaches an exit node and Step (3) begins when the ﬁrst packet in Step (2) reaches
an entry node.
Steps (0), (1) and (3) are done in blocks. Blocks are connected subgraphs ofMd,n. So a
one-dimensional mesh with n nodes can be embedded into a block with n nodes.
We design the algorithms for steps (0), (1) and (3) using one-dimensional meshes. In the
main algorithm (KKOblivious) these algorithms are emulated by the blocks.
In Section 3.2 we repeat some well-known results for the emulation of one-dimensional
meshes by other networks. In Section 3.3 we present two algorithms for one-dimensional
meshes. The algorithm Gap presented in Section 3.3.1 is used in Step (1) of KKRaw and
the algorithm Dynamic of Section 3.3.2 is used in Step (3) of KKRaw. In Section 3.4 the
two algorithms are used in the oblivious k–k routing algorithm KKOblivious.
3.2. Emulation by one-dimensional meshes
A ring with n nodes is a one-dimensional meshM1,n with an additional edge from n− 1
to 0. It is well known that ring with n nodes can be embedded into any connected network
with n nodes with dilation O(1), congestion O(1) and load 1 [7].
Furthermore, it is well known that, if an embedding of a network G1 into a network G2
with congestion c, dilation d, and load 1 exists, a step by step emulation of G1 by G2 with
slowdown O(c + d) exists, i.e., any T steps in G1 can be emulated in O((c + d)T ) steps
by G2. Furthermore, if G1 and G2 are of constant degree, i.e. the maximal degree of a
node in the network does not increase with its size, then any communication step in G1
can be emulated in O(c + d) steps by G2 using only a constant number of buffers on each
node [12].
Theorem 2. Any algorithm on M1,n that needs T steps and has buffer size B can be per-
formed in O(T ) steps on any connected network G with n nodes and constant degree such
that the algorithm has a buffer size of at most B + O(1).
A. Osterloh / Theoretical Computer Science 333 (2005) 331–346 335
virtual node
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Fig. 2.M1,n with virtual node n.
Furthermore, an algorithm remains oblivious, if we use a step by step emulation with
the help of a static embedding since the paths used to emulate a communication step are
ﬁxed.
3.3. Two basic algorithms on one-dimensional meshes
3.3.1. Step 1 of algorithm KKRaw: routing with gaps
For the design of fast routing algorithms it is an important task to prevent congestion on
edges. In adaptive routing algorithms this can be done by choosing the paths of the packets
with respect to the trafﬁc on the edges. In oblivious routing algorithms the paths of packets
are ﬁxed. So other methods have to be designed to avoid congestion. In the raw algorithm
congestion occurs in Step (3) where packets enter the blocks via the entry nodes while other
packets use the edges in the blocks.We take precautions against this congestion in Step (1).
For this purpose we introduce classes for packets. Each packet p ∈ P belongs to a class
cl(p) ∈ N. Furthermore, for each class c we introduce a gap g(c) ∈ N. We want to ensure
that two packets from the class c arrive at a congested edge with a time difference of at least
g(c). The algorithm presented in this section solves the following problem onM1,n.
Problem Gap routing. Given are at most kn packets. Each node i ∈ [n] is source of at
most k packets. The packets are stored in buffers numbered from 0 to k − 1. The task is to
route the packets such that they reach and leave node n − 1 and that for all classes c the
following holds: If two packets p1, p2, p1 = p2 from the class c leave node n− 1 in steps
t1 and t2, then |t1 − t2|g(c).
Since the packets have to leave node n−1we add a virtual node n toM1,n and a (directed)
edge from n− 1 to n (see Fig. 2) and call n the destination of the packets.
In the following algorithm, a node i ∈ [n] has a counter zc,i for a class c iff i is the source
of a packet from the class c. Hence each node has at most k counters. These counters count
time steps and work as guards for the transportation of packets. In the following algorithm
only transportable packets leave their source node. A packet p with a source i is called
transportable iff zcl(p),ig(cl(p)).
Algorithm Gap: We assume that the class of a packet is stored in the additional
information ﬁeld and that a source node of a packet of class c knows g(c).
• Step t = 0, initialization:
· For all nodes i ∈ [n], for all counters zc,i on i do: zc,i := g(c)− i.
• Step t0:
(1) For all nodes i ∈ [n] do: If packet p enters node i, then send it to node i + 1. If i has a
counter for cl(p), then zcl(p),i := 0.
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(2) For all nodes i ∈ [n] do: If no packet enters node i and there is at least one transportable
packet on i, then choose the transportable packet stored in the buffer with the smallest
number and send it to node i + 1. If packet p is sent to node i + 1, then zcl(p),i := 0.
(3) For all nodes i ∈ [n] and all counters zc,i on i do: If zc,i < g(c), then zc,i := zc,i + 1.
Lemma 3. Algorithm Gap solves the Gap Routing Problem, has buffer size k, and routes
the packets on shortest paths to node n.
Proof. The packets move from left (node 0) to right (node n). Hence they use the shortest
path. A packet is not stored after it begins to travel towards the virtual node n, so the
algorithm has buffer size k.
To prove the rest of the lemma we deﬁne the rank r(p) of a packet. Let p be a packet from
the class c, src(p) = i, and let p be stored in buffer j on node i, then r(p) is the number of
packets from the class c with source i′ < i plus the packets from the class c with source
i stored in buffers j ′j . Unless explicitly mentioned, we assume in the rest of the proof
that the packets are from the class c. By induction on the rank we show that the packets
leave node i < n in the order given by their ranks. Furthermore, we show that the time gap
between two packets is a least g(c). For a packet of rank 1 with source i we are done. Now
assume a packet p of rank k > 1 with source i. Let i′ i be the source of packet p′ of rank
k− 1. By induction hypothesis, the packets leave i′ in the order given by the rank and with
time gaps of at least g(c). If i′ = i, then packet p′ is stored in a buffer with a smaller number
than p. Hence p′ leaves i before p and sets the counter zc,i to zero. So there is a sufﬁcient
large time gap between p and p′. Now consider the case i′ < i. If p′ reaches i before p has
left i, the time gap of g(c) is assured by the counter zc,i since p′ sets zc,i to zero. The last
thing we have to show is that p does not leave i before p′ leaves i. This is done by induction
on the rank. The difference of the initial values of the counters on node i and a node j < i
is i − j . A packet from a class = c that blocks a transportable rank 1 packet in a step t on j
also blocks p in step t + i − j on i. Hence the packet of rank 1 leaves i before p′ leaves i.
Now assume that a packet q of rank l, 1 < l < k, leaves i′ in step tq and the packet q ′ of
rank l − 1 leaves i′ in step tq ′ . By induction hypothesis we know that q ′ leaves i before p.
Packet q ′ leaves i in step tq ′ + i− i′. In the steps tq ′ + g(c), . . . , tq − 1 packets from a class
= c leave i′ (otherwise q leaves i′ since it is transportable). We call these packets blocking
packets. The blocking packets leave i in steps tq ′ + g(c)+ i − i′, . . . , tq − 1+ i − i′. The
counter zc,i is set to zero in step tq ′ + i− i by packet q ′. Hence p can not leave i before step
t tq − 1+ i− i′ (counter+blocking packets). But in step tq + i− i′ packet q leaves i. 
Lemma 4 (The running time of algorithm Gap). Algorithm Gap needs at most n + #p +
max{(g(c)− 1) (#c− 1) | c is a class} steps. Here #c is the number of packets from class
c and #p is the total number of packets.
Proof. In the proof of Lemma 3 we show that a packet of rank 1 (rank is deﬁned in the
proof) is the ﬁrst packet that reaches n. If its source node was j then it leaves j in step j and
hence leaves node n − 1 in step n − 1. So it reaches node n in step n. Let t1 be the step
when the last packet arrives at node n and let c be its class. Let T := {n, . . . , t1} be the
time steps from n to t1 and call a step t ∈ T empty if no packet arrives at n in step t. We
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Fig. 3.M1,n with injectors and virtual node n.
have t1 − n + 1 = #p + #e, where #e is the number of empty steps in T. Set T is divided
into #c subsets T0, . . . , T#c−1 by the arrival of packets from the class c at n. For i ∈ [#c]
let Ti = {t0,i , . . . , t1,i} such that exactly one packet from the class c arrives at n during Ti .
We choose Ti such that the packet arrives in the last step, i.e., in step t1,i . We further set
t0,0 = n and t0,i+1 = t1,i + 1 for i ∈ {1, . . . , #c− 2}. Let p be the ﬁrst packet that reaches
node n. In T0 there are no empty steps since the counters zc′,i , c′ = cl(p), on node i have
value g(c′) when p is sent to node i + 1. Hence #e = 0, if #c = 1. Now we consider the
case #c > 1. There are #e empty steps and at most #c−1 intervals with empty steps. Hence
there exists one Ti, i > 0 with at least #e/(#c− 1) empty steps. A packet from the class
c is inserted into node i if zc,ig(c). Hence #e/(#c − 1) < g(c). 
For special cases we achieve optimal running times.
Corollary 5 (Optimal running time). If max{g(c)#c | c is a class} = O(#p) then algo-
rithm Gap needs n + O(#p) steps. This running time is (asymptotically) optimal if #p ∈
(n).
3.3.2. Step 3 of algorithm KKRaw: dynamic routing
In Step (3) of algorithm KKRaw packets enter the blocks via entry nodes. Afterwards
they are transported to their destination in the block. We model this by a dynamic routing
problem onM1,n. This technique was ﬁrst presented in [8]. The algorithm presented in this
section solves the following problem onM1,n:
Problem Dynamic Routing. For every node i ∈ [n] an injector Ii exists that creates i
packets and injects the created packets into the buffer of node i. Injector Ii, i > 0, injects
at most one packet in
⌈
k′/i
⌉
consecutive steps, where k′ := ∑i∈[n] i . The last packet is
injected after T = O(k′) steps. As in the previous section the task is to route the created
packets such that they leave node n− 1.
Again we add a virtual node n and an edge from n− 1 to n toM1,n (see Fig. 3). Note that
an instance of the problem is fully described by (i )i∈[n] and T.
Algorithm Dynamic:
• ∀i ∈ [n]: In the ﬁrstT steps node i sends a packet to i+1 if it is enabled and it has a packet.
Node i is enabled in step t ∈ N iff i = 0 or qi(t) + sik′. Here qi(t) := tsi mod k′
and si :=∑ij=0 j .• ∀i ∈ [n]: After step T node i sends a packet to i + 1 if it has one.
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Lemma 6 (for a similar result see Litman and Moran-Schein [8]). Algorithm Dynamic
has buffer size 2. It routes the packets such that the last packet reaches n after at most
T + 2n = O(k′ + n) steps.
Proof. We ﬁrst consider steps tT . In x consecutive steps node i, i > 0, is enabled
at most xfi times and at least xfi times, where fi = si/k′. Now consider node i,
i = min{j | j > 0}. In x consecutive steps at most x/k′/i xfi packets are
injected and Ii is enabled at least xfi times. Hence at most one packet have to be stored
on node i. Now consider a node i′ > i, i′ > 0, and let i′′ = max{j | j > 0, ij < i′}.
In x consecutive steps at most xfi′′  +
⌈
i′x/k′
⌉
xfi′ + 2 packets enter i′ (packets send
from i′ − 1 plus injected packets), and i′ is enabled at least xfi′  times. So at most two
packets have to be stored on node i′.
In step T there are at most two packets on a node and at most one packet on the leftmost
node. After step T the nodes are enabled in every step. By induction it follows that after
T + 2i + 1 steps there are no more packets on a node  i. 
3.4. The k–k routing algorithm for d-dimensional meshes
For the algorithm we need a partitioning of Md,n. Such a partitioning consists of three
parts:
(1) q source blocks S0, . . . , Sq−1. The source blocks are connected submeshes of Md,n
such that Si = (VSi , ESi ) is the submesh induced by VSi and (VSi )i∈[q] is a partitioning
of Vd,n. In each block Si a node is labeled with exiti . We call this node exit node
(of block Si).
(2) r destination blocks D0, . . . , Dr−1. Also the destination blocks are connected sub-
meshes of Md,n such that Di = (VDi , EDi ) is the submesh induced by VDi and
(VDi )i∈[r] is a partitioning of Vd,n. In Di , i ∈ [r], there are q nodes labeled with
entryi,0, . . . , entryi,q−1.We call these nodes entry nodes (of blockDi) and node entryi,j
entry node of block Di for packets from block Sj .
(3) q rooted connection trees T0, . . . , Tq−1, Ti = (VTi , ETi , exiti ), VT,i ⊆ Vd,n and ETi ⊆
Ed,n, i ∈ [q]. The exit node of Si is the root of Ti and the entry nodes entryj,i , j ∈ [r]
are nodes in Ti . Furthermore, any two trees Ti and Ti′ , i = i′, are edge disjoint. Since
Ti is a tree a unique path from exiti to entryj,i exists in Ti for all j. We call this path the
connection path from exiti to entryj,i .
For an example of a partitioning see Fig. 4. The partitioning consists of four source
blocks, four destination blocks, and four connection trees. The upper left corner shows
M2,4. A node is visualized as a box with a pair (x, y) in it, 0x, y3. The edges of the
mesh are left away.A node (x, y) is connected to nodes (x+1, y), (x−1, y), (x, y+1), and
(x, y−1) (if they exist). The upper right corner shows the source blocks S0, . . . , S3 and the
exit places exit0 = (0, 3), . . . , exit3 = (3, 3) (black boxes). Each source block is built by a
row of the mesh. The lower right corner shows the destination blocksD0, . . . , D3 and entry
nodes entry0,3 = (3, 0), . . . , entry3,3 = (3, 3) (black circles) of D0, . . . , D3 for packets
from S3 (the entry node entryj,i ofDj for packets from Si is node (i, j)). Each destination
block is built by a column of the mesh. The lower left corner shows the trees T0, . . . , T3
and connection paths. The trees are the rows of the mesh. In tree Ti the connection path
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(0,0) (0,1) (0,2) (0,3)
(1,0) (1,1) (1,2) (1,3)
(2,0) (2,1) (2,3)
(3,0) (3,1) (3,3)
(2,2)
(3,2)
connection path from exit0   to entry0,0
connection path from exit3  to entry0,3
D0 D1 D2 D3
T0
S0
S1
S2
S3
T1
T2
T3
entry3,3entry0,3
exit0
exit3
Fig. 4. A partitioning ofM2,4, s1 = 4, s2 = 4, s3 = 3.
from exiti = (i, 3) to entry0,i = (i, 0) can be seen. All other connection paths are subpaths
of these four paths. For the rest of this section we assume that a partitioning of Md,n
exists.
We denote the maximal number of nodes in a source block by s1, the maximal number
of nodes in a destination block by s2, and the maximal height of a connection tree by s3.
Each source and destination block is connected. Hence we are able to embed M1,n into
a block with n nodes. Using a step by step simulation any algorithm designed forM1,n can
be performed on a block with slowdown O(1) and O(1) additional buffers on each node
(Theorem 2). In a step-by-step simulation using a static embedding an algorithm remains
oblivious. So we can assume that the source and destination blocks are one-dimensional
meshes.
The deﬁnition of the partitioning allows that an edge is used by a source block, a desti-
nation block, and a connection tree. To avoid edge congestion, packets are transported in
only one of these three structures in a step. Packets in source blocks are transported in steps
≡ 0 (mod 4), packets in connection trees are routed in steps ≡ 1 (mod 4), and packets in
destination blocks are moved in steps ≡ 2 (mod 4) and ≡ 3 (mod 4).
Algorithm KKOblivious: In the algorithm two kinds of packets move in the des-
tination blocks. We call them phase 1 and phase 2 packets. These two kinds of packets
compete for the edges in the destination blocks. To avoid congestion, phase 1 packets move
in steps ≡ 2 (mod 4) and phase 2 packets move in steps ≡ 3 (mod 4).
If src(p) (dst (p)) is in block Si (Dj ), then sb(p) := i (db(p) := j ). Furthermore, we
set ni,j := max{0,mi,j − 1}, where mi,j is the number of packets p with sb(p) = i and
db(p) = j .
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In the algorithm, we route packets on a cycle from node v to v in a block. This means
(assuming the block has n nodes) the packet is transported from v to n− 1, then from n− 1
to 0, and ﬁnally from 0 back to v.
(i) In every source block Si , send every packet p on a cycle from src(p) to src(p). During
this routing, every node s ∈ Si determine nsb(p),db(p) by counting, for p ∈ src−1({s}).
Furthermore, in Si , choose for every destination block Dj a packet pi,j such that
db(pi,j ) = j (if one exists). Store ni,j in the additional information ﬁeld of pi,j and
send pi,j to node dst (pi,j ) along the following path: Route it in Si from src(pi,j ) to
|VSi | − 1, then from |VSi | − 1 to exiti . If pi,j reaches exiti , route it to entryj,i in Dj
using the connection path from Si to Dj . In block Dj route packet pi,j on a cycle
from entryj,i to entryj,i . During the routing on a cycle pi,j delivers the value ni,j to
the nodes of Dj . After the cycle, route pi,j from entryj,i to dst (pi,j ) in Dj , ﬁrst to
|VDj | − 1, then from |VDj | − 1 to its destination.
(ii) (a) In every source block Si use algorithm Gap to solve the following instance of gap
routing:
• There are r classes, it is cl(p) = db(p) for a packet p.
• The source of a packet p is node src(p).
• For j ∈ [r], gi(j) :=
⌈
ks2/ni,j
⌉
, if ni,j > 0. (the gaps)
• The destination of all packets is to leave node |VSi | − 1.
If a packet in Si reaches node |VSi | − 1, then route it to node exiti in Si .
(b) If a packet in Si with a destination inDj reaches exiti , route it to node entryj,i ∈ Dj
using the connection path from Si to Dj .
(c) If a packet with source in Si and destination inDj reaches entryj,i ∈ Dj , then route
it on a cycle from entryj,i to entryj,i . For the ﬁrst part of this cycle, the routing from
entryj,i to |VDj | − 1, use algorithm Dynamic to solve the following instance of
dynamic routing:
• Into node entryj,i ∈ Dj , i ∈ [q], ni,j packets are injected. Into all other nodes of
Dj no packet is injected.
• T = O(k(s1 + s2)+ s3)
• The destination of all packets is to reach and leave node |VDj | − 1.
If a packet reaches |VDj | − 1 in dynamic routing, it travels the rest of the cycle. It
is a phase 1 packet until it reaches node 0, afterwards it is a phase 2 packet. If the
packet has completed the cycle it is routed to its destination, as pi,j in step (i), i.e.,
ﬁrst to |VDj | − 1, then to its destination.
Fig. 5 shows how a packet is routed by KKOblivious inM2,4.
The partitioning ofM2,4 from Fig. 4 is used. The source of the packet is node s = (0, 1).
The destination of the packet is node d = (3, 2). On the left side the cycle in step (i) is
shown. It is possible that a packet travels to its destination in step (i) or in step (ii) of the
algorithm. In both cases the paths are equal. The rest of the path is shown on the right side.
We assume that the packet travels in step (ii) and show the subpaths in S0, T0, and D2.
Technical Details and Analysis of the Algorithm. Step (i) of algorithm KKOblivious
realizes step (0) of algorithm KKRaw. In step (i) the values ni,j needed for algorithms Gap
and Dynamic in step (ii) are calculated. Packets pi,j transport them to the destination
blocks. To calculate ni,j the packets are sent on a cycle from src(p) to src(p). Since there
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path after dynamic routing in D2 :
phase 1
phase 2
path in dynamic routing
path in step (ii)cycle in step (i)
path in S0  (gap routing) connection path from S0 to D2
Fig. 5. Algorithm KKOblivious: path of a packet.
are at most k packets on a node initially, this can be done in O(ks1) steps with O(k) buffers
per node. If in Si a packet with destination in block Dj exists, then one of these packets
can be chosen to be the packet pi,j by setting a bit in the additional information ﬁeld
of the packet. This can be done during the cycle. The maximal length of a path of pi,j
is at most 2s1 + s3 + 4s2. On the way to the destination of pi,j congestion can occur
at the entry places. Here we give priority to packets within the destination block. So a
packet is blocked at most ks2 times. Therefore step (i) can be done in O(ks1 + ks2 + s3)
steps.
Now we bound the maximal number of packets in a node during the routing of pi,j .
A node belongs to one source and one destination block. Furthermore, it belongs to at
most 2d connection trees since any two connection trees are edge disjoint and the max-
imal degree of a node in a d-dimensional mesh is 2d = O(1). At most k packets are
on a node initially. At most two additional packets can be on a node in a source block
Si , one on the way to node |VSi | − 1 and one on the way to exiti . At most 2d addi-
tional packets can be in a node due to the connection trees, and ﬁve additional pack-
ets can be in a node in a destination block (one packet that waits in an entry node, two
phase 1 packets and two phase 2 packets). Therefore, at most O(k) packets are on a node in
a step.
Step (ii) of algorithm KKOblivious starts after the end of step (i). Step (ii.a) realizes
step (1) of algorithmKKRaw. It endswhen the last packet has reached an exit node. Step (ii.b)
realizes step (2) of algorithm KKRaw. It begins when the ﬁrst packet reaches an exit node
in step (ii.a) and ends when the last packet reaches an entry node. Finally step (ii.c) realizes
step (3) of algorithm KKRaw. It begins when the ﬁrst packet reaches an entry node and ends
when all packets have reached their destination.
We begin with an analysis of step (ii.a). Algorithm Gap routes the packets in Si from a
node v in direction of node |VSi | − 1. After the packets have reached |VSi | − 1 they travel
in the other direction, i.e., from |VSi | − 1 to exiti . So no edge congestion within Si occurs.
Since max{gi(j) ·ni,j | j ∈ [r]}2ks2 for all i ∈ [q], it follows by Lemma 4 that algorithm
Gap can be done in Si in at most |VSi | + k|VSi | + 2ks22kmax{s1, s2} = O(k(s1 + s2))
steps and with buffer size O(k).
All packets of Si leave Si via exiti and travel to the entry nodes using the connection
trees. Remember that exiti is the root of the tree Ti , that the entry nodes are nodes of the
tree, and that any two trees are edge disjoint. So no edge congestion within the trees in
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step (ii.b) occurs. Since the maximal height of a tree is s3, the last packet reaches an entry
node in step (ii.b) after O(k(s1 + s2)+ s3) steps.
Now we analyze step (ii.c). In (ii.c) phase 1 and phase 2 packets travel within the desti-
nation block. Since phase 1 and phase 2 packets travel in different steps no edge congestion
occurs. There are two kinds of phase 1 packets inDj : phase 1 packets that are routed by algo-
rithm Dynamic and phase 1 packets that have reached node |VDj | − 1. The packets routed
by Dynamic travel towards node |VDj |− 1, the other packets travel towards node 0. So no
edge congestion occurs. Phase 2 packets moving towards node |VDj |− 1 can be packets on
a cycle and packets traveling to their destination. After a packet has ﬁnished its cycle in the
destination block it immediately begins to travel to its ﬁnal destination. So no edge conges-
tion occurs. Phase 2 packets moving towards node 0 are packets moving to their destination.
Here no congestion can occur. In (ii.c) an instance of dynamic routing in Dj, j ∈ [r] is
solved.We check, whetherwe have a valid instance of gap routing. Exactly ni,j packets from
Si enter Dj via entry node entryj,i . Altogether
∑
i∈[q] ni,j packets enter Dj . Due to gap
routing in step (ii.a) two packets of Si reach entryj,i with a time gap of at least
⌈
ks2/ni,j
⌉
. So
at most one packet is injected into entryj,i in
⌈
ks2/ni,j
⌉

⌈(∑
i∈[q] ni,j
)
/ni,j
⌉
consecu-
tive steps.As seen above the last packet reaches an entry node after T := O(k(s1+s2)+s3)
steps. Hence we have a valid instance of dynamic routing. Due to Lemma 6 the last packet
reaches |Dj | − 1 after at most T + 2|Dj | − 1 = O(k(s1 + s2)+ s3) steps.
After a packet is routed to |VDj | − 1 by Dynamic, it has to travel to node 0, then back
to its entry node and ﬁnally to its destination (using the edges of the block). This is a
path of length O(s3). Hence the last packet reaches its destination after O(k(s1 + s2)+ s3)
steps.
Now we bound the maximal number of packets in a node in step (ii). This can be done
analogously to step (i). There are O(k) packets in a node due to the routing in the source
blocks, at most 2d = O(1) packets due to the routing in the connection trees, and O(1)
packets due to the routing in the destination blocks. Therefore, at most O(k) packets are on
a node in step (ii).
This yields
Theorem 7 (Running time and buffer size). If a partitioning forMd,n exists, then k–k rout-
ing can be done in O(k(s1 + s2) + s3) steps with buffer size O(k) by KKOblivous.
Furthermore, KKOblivous is an oblivious k–k routing algorithm.
Proof. The running time and buffer size follows from the analysis above. The path of a
packet p from src(p) to dst (p) depends only on src(p) and dst (p). Hence KKOblivous
is an oblivious k–k routing algorithm. 
Corollary 8. If s1, s2, s3 = O(
√
nd),KKObliviousneedsO(k
√
nd) to solve k–k routing
onMd,n. For all d > 1 this is an asymptotically optimal running time.
Now, we discuss a further aspect of the routing algorithm, the size of the additional
information ﬁeld.
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Theorem 9 (The size of the additional information ﬁeld). ForMd,n the algorithm needs at
most O(log min{s1, s2}) bits in the additional information ﬁeld to store information.
Proof. We store the value ni,j in the additional information ﬁeld. Note that ni,jkmin{s1,
s2}. Hence O(log kmin{s1, s2}) bits are needed. We are able to reduce the size to O(log
min{s1, s2}). To do so, we send ni,j min{s1, s2} in step (i) by using up to k packets. The
(worst case) running time is not affected (using O-notation), but we have to store at most k
packets in an entry node in step (i). Nevertheless the buffer size remains O(k). 
3.5. Partitioning of d-dimensional meshes
In the previous section we developed a k–k routing algorithm for Md,n assuming that a
partitioning of Md,n in source blocks, destination blocks, and connection trees exists. The
running time of the algorithm depends on s1, s2, s3, and k. Here s1 is the maximal number
of nodes in a source block, s2 is the maximal number of nodes in a destination block, and s3
is the maximal height of a connection tree. By Corollary 8 we know, that KKOblivious
has an asymptotically optimal running time in Md,n, if s1, s2, s3 = O(
√
nd). We give
such partitionings of Md,n in this section. We distinguish two cases, even d > 1 and odd
d > 1. We use the notation of the previous section, i.e., VSi (VDi ) are the nodes of source
(destination) block Si (Di), Ti is a connection tree with root exiti , and entryi,j is the entry
node ofDi for packets from Sj . In the following, the union (over all j) of connection paths
from exiti to entryj,i forms tree Ti . So we do not give the deﬁnition of the connection trees
explicitly.
Even d > 1: We begin with d = 2: The rows (columns) are the source (destination)
blocks, i.e., for i ∈ [n] we deﬁne VSi = {(i, x) | x ∈ [n]} and VDi = {(x, i) | x ∈ [n]}.
The cut of a source and destination block deﬁnes the entry places, i.e., entryj,i = (i, j) for
i, j ∈ [n]. We set exiti = (i, n− 1). The connection path from Si to Dj is a path in row i,
from node (i, j) to node (i, n− 1). We have s1 = s2 = n and s3 = n− 1.
We give an example for a partitioning ofM2,4 in Fig. 4. In Fig. 5, we show the path of a
packet with the source node s and the destination node d.
Now we consider the case d > 2: We use the set [n]d/2 as index set. The source and
destination blocks are (d/2)-dimensional submeshes. For i ∈ [n]d/2, we set
• VSi = {(i, x) ∈ [n]d | x ∈ [n]d/2},
• exiti = (i, n− 1, . . . , n− 1),
• VDi = {(x, i) ∈ [n]d | x ∈ [n]d/2},
• entryj,i = (i, j), j ∈ [n]d/2, and
• the connection path from exiti = (i, n − 1, . . . , n − 1) to entryj,i = (i, j),
j = (j0, . . . , jd/2−1), is given as follows:
exiti = (i, n− 1, . . . , n− 1) ⇒∗
(i, j0, n− 1, . . . , n− 1) ⇒∗
(i, j0, j1, n− 1, . . . , n− 1) ⇒∗
...
...
(i, j0, . . . , jd/2−2, n− 1) ⇒∗
(i, j0, . . . , jd/2−2, jd/2−1) = entryj,i .
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Here x ⇒∗ y denotes a shortest path from node x to node y in Md,n. We correct the
coordinates dimension by dimension to get the path from exiti to entryj,i . We begin with
dimension d/2 and endwith dimension d−1.The union (over all j) of connection paths from
exiti to entryj,i forms tree Ti . So two trees Ti and Ti′ , i = i′, are obviously node disjoint
and hence also edge disjoint. So we have a partitioning ofMd,n, where s1 = s2 = nd/2 and
s3 = (d/2)(n− 1).
Odd d > 1: In this case a block consists of d1 := (d − 1)/2 full dimensions and one
dimension that is divided in parts of m := ⌈√n⌉ processors. In the case that n/m is not an
integer, one block (block (i, s−1)) is a little bit larger than the others.As in the case for even
d, we get a connection path from an exit node to an entry node by correcting the coordinates
dimension by dimension. We set s = n/m. Obviously sm and m = O(n1/2). We use
the set [n]d1 × [s] as index set and write S(i, j) (D(i, j)) for Si,j (Di,j ). We begin with the
case d = 3. Hence d1 = 1. The partitioning is deﬁned as follows.
For i ∈ [n], j ∈ [s − 1], we set
• VS(i,j) = {(i, y, x) | x ∈ [n], y ∈ [n], jmy < (j + 1)m},
• VD(i,j) = {(x, y, i) | x ∈ [n], y ∈ [n], jmy < (j + 1)m}.
So |VS(i,j)| = |VD(i,j)| = mn = O(n3/2). For i ∈ [n], we set
• VS(i,s−1) = {(i, y, x) | x ∈ [n], y ∈ [n], (s − 1)my < n}
• VD(i,s−1) = {(x, y, i) | x ∈ [n], y ∈ [n], (s − 1)my < n}.
So |VS(i,s−1)| = |VD(i,s−1)| = mn + (n mod m) · n = O(n3/2). We deﬁne exit(i,j) =
(i, jm, j), i ∈ [n], j ∈ [s] and entry(i′,j ′),(i,j) = (i, j ′m+ j, i′), i, i′ ∈ [n], j, j ′ ∈ [s].
The connection tree T(i,j) is the union (over all (i′, j ′)) of paths from exit(i,j) to
entry(i′,j ′),(i,j). A connection path is achieved by ﬁrst correcting dimension 1 and then
dimension 2 (dimension∈ {0, 1, 2}).
Two trees T(i,j) and T(i′,j ′) are node disjoint and hence edge disjoint if i = i′. Two trees
T(i,j) and T(i,j ′), j = j ′, are not node disjoint but edge disjoint. To see that tree Ti,j and Ti,j ′
are edge disjoint, note that the correction of dimension l, l ∈ {1, 2}, results in node disjoint
(sub)paths. For both dimensions this follows since j = j ′ and j < m. Altogether we have a
partitioning ofM3,n, where s1 = s2 = mn+ (n mod m) · n and s3 = (s − 1)m+ (n− 1).
Finally, we consider the case d > 3. So d1 > 1. For i ∈ [n]d1 , j ∈ [s − 1], we set
• VS(i,j) = {(i, y, x) | x ∈ [n]d1 , y ∈ [n], jmy < (j + 1)m},
• VD(i,j) = {(x, y, i) | x ∈ [n]d1 , y ∈ [n], jmy < (j + 1)m}.
It is |VS(i,j)| = |VD(i,j)| = mnd1 = O(nd/2). For i ∈ [n]d1 , we deﬁne
• VS(i,s−1) = {(i, y, x) | x ∈ [n]d1 , y ∈ [n], (s − 1)my < n},
• VD(i,s−1) = {(x, y, i) | x ∈ [n]d1 , y ∈ [n], (s − 1)my < n}.
So |VS(i,s−1)| = |VD(i,s−1)| = mnd1 + (n mod m)nd1 = O(nd/2).
We set entry(i′,j ′),(i,j) = (i, j ′m + j, i′), i, i′ ∈ [n]d1 , j, j ′ ∈ [s], and exit(i,j) =
(i, jm, j, q), j ∈ [s]. Here q can be any element of [n]d1−1. The connection tree T(i,j) is
the union (over all (i′, j ′)) of paths from exit(i,j) to entry(i′,j ′),(i,j). We get a connection
path by correcting the coordinates beginning with dimension d1 − 1. That any two trees
are edge disjoint can be shown analogously to the case d = 3. So we have a partitioning of
Md,n, where s1 = s2 = mnd1 + (n mod m) · nd1 and s3 = O(n).
Theorem 10. For all d > 1 a partitioning ofMd,n exists such that s1, s2, s3 = O(nd/2).
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3.6. The result
A lower bound for the running time of an oblivious k–k routing algorithm on Md,n is
(knd/2) [5]. For d = 1 oblivious k–k routing can be done inO(kn) steps usingO(k) buffers
per node by an algorithm using shortest paths and the farthest destination ﬁrst queueing
strategy [13]. For d = 1 a lower bound of (kn) follows from the bisection width of the
network. Using the results of the previous sections we get:
Theorem 11. For all d > 0 oblivious k–k routing on Md,n can be performed in
O(knmax{1, d/2}) steps with buffer size O(k) and an additional information ﬁeld of size
O(log n). This is an asymptotically optimal running time.
3.7. KKOblivious on other networks
KKObliviousworks not only onmesh based networks. It can be used on every network
for which a partitioning as described in Section 3.4 exists. To achieve an asymptotically
optimal running time for a network G = (V ,E) of ﬁxed degree (i.e. the degree does not
increase with the size) a partitioning for G with s1, s2, s3 = O(√|V |) is needed.
An example for an application of the algorithm to an other network can be found in [11].
In [11], we apply KKOblivious to OTIS-G networks 1 where G is a connected graph of
ﬁxed degree (e.g. G can be a ring, a binary tree, a mesh etc.) and achieve asymptotically
optimal k–k routing algorithms with buffer size O(k) for all OTIS-G networks. The full
proof of the result in [11] is short, since we only need to specify a suitable partitioning.
4. Conclusion
In this work we present an asymptotically optimal k–k routing algorithm with buffer size
O(k) for the d-dimensional mesh of side-length n, d > 1.
The algorithm works on all networks for which a partitioning as described in Section 3.4
exists. A partitioning consists of blocks and trees. To achieve an asymptotically optimal
running time for a networkG = (V ,E), themaximal size of a block and themaximal height
of a tree have to be in O(
√|V |). For d-dimensional meshes we give such a partitioning in
this paper.
One reason why oblivious routing algorithms are considered is their simplicity. Here
the question how simple the paths could be designed is of interest. The paths used by our
algorithm are not shortest paths. It is an open problem whether it is possible to design an
O(knd/2) step k–k routing algorithm for d-dimensional meshes of side-length n, d > 2,
that uses shortest paths and has buffer size O(k). The result of [10] shows that it is not
possible to use weakly-dimensional paths, i.e. shortest paths with a minimal number of
bends.
1 OTIS=Optical Transpose Interconnection System.
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