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ENRICHMENT OF THE FINITE ELEMENT INTERPOLATION WITH
MESH-FREE METHODS
ENRICHISSEMENT DES INTERPOLATIONS D’E´LE´MENTS FINIS EN
UTILISANT DES ME´THODES SANS MAILLAGE ∗
A. Huerta, S. Ferna´ndez-Me´ndez and P. Dı´ez1
Abstract. In the framework of meshless methods the interpolation is based on a distribution of
particles : it is not necessary to de¯ne connectivities. In this methods the interpolation can be easily
enriched, increasing the number of particles (as in h-re¯nement of ¯nite elements) or increasing the
order of consistency (as in p-re¯nement of ¯nite elements). However, comparing with ¯nite elements,
particle methods su®ers from an increase in the computational cost, mainly due to the computation of
the shape functions. In this paper, a mixed interpolation that combines ¯nite elements and particles
is presented. The objective is to take advantage of both methods. In order to de¯ne h-p re¯nement
strategies an a priori error estimate is needed, and thus, some convergence results are presented and
proved for this mixed interpolation.
Re´sume´. Les m¶ethodes sans maillage emploient une interpolation associ¶ee µa un ensemble de parti-
cules : aucune information concernant la connectivit¶e ne doit e^tre fournie. Un des atouts de ces m¶ethodes
est que la discr¶etisation peut e^tre enrichie d'une fa»con trµes simple, soit en augmentant le nombre de par-
ticules (analogue µa la strat¶egie de ra±nement h), soit en augmentant l'ordre de consistance (analogue µa
la strat¶egie de ra±nement p). N¶eanmoins, le cou^t du calcul des fonctions d'interpolation est trµes ¶elev¶e
et ceci repr¶esente un inconv¶enient vis-µa-vis des ¶el¶ements ¯nis. Cet article pr¶esente une interpolation
mixte ¶el¶ements ¯nis-particules qui r¶esulte de la g¶en¶eralisation de plusieurs travaux dans ce domaine. La
formulation de cette interpolation mixte est valable pour n'importe quel ordre de consistance. Dans ce
contexte, on ¶enonce un estimateur d'erreur a priori dont la d¶emonstration se base dans les propri¶et¶es
de l'interpolation mixte. Ce r¶esultat permet d'¶etudier la convergence de la m¶ethode d'enrichissement
et d'¶etablir les strat¶egies de ra±nement de l'interpolation qui permettent d'atteindre une solution avec
une pr¶ecision satisfaisante.
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Introduction
Les me´thodes de particules ou me´thodes sans maillage telles que RKPM [13,14], EFG [1–4,17,19], SPH [12,20]
ou DEM [18] se sont ave´re´es utiles en tant qu’instrument de calcul en me´canique. Ces me´thodes n’ont pas besoin
d’un maillage. Le raffinement adaptatif et la prise en compte des discontinuite´s deviennent ainsi plus faciles
(voir, par exemple, dans [4] le traitement des ruptures). Les fonctions d’interpolation employe´es permettent
en outre de reproduire des fortes variations dans les gradients, l’effet des forces concentre´es et des grandes
de´formations. Ne´anmoins, son couˆt e´leve´ empeˆche l’utilisation de cette me´thode dans un grand nombre de
proble`mes pratiques.
D’un autre cote´, du point de vue pratique, la me´thode classique des e´le´ments finis est moins couˆteuse, permet
d’imple´menter facilement les conditions limites essentielles sans avoir a` employer les multiplicateurs de Lagrange
et, surtout, elle peut eˆtre applique´e dans un grand nombre de proble`mes et elle est appuye´e par une tre`s longue
expe´rience d’utilisation. Malgre´ tout, le couˆt de la ge´ne´ration du maillage dans la me´thode des e´le´ments finis
est loin d’eˆtre ne´gligeable, d’autant plus si l’adaptivite´ et le remaillage s’ave`rent ne´cessaires.
Le but de ce travail est de proposer et d’analyser une me´thode mixte qui combine les e´le´ments finis avec
les me´thodes sans maillage du type EFG. La pre´sentation et les de´veloppements se font dans le contexte des
proble`mes elliptiques. Cette me´thode mixte est pre´sente´e comme un outil pour faciliter les calculs adaptatifs. En
partant d’une solution e´le´ments finis dont la pre´cision est insuffisante, on envisage d’ajouter des particules pour
enrichir la discre´tisation dans les zones ou` c’est ne´cessaire. Pour concevoir la strate´gie adaptative, il faut bien
connaˆıtre le comportement de la convergence de la me´thode mixte. L’estimation a` priori de l’erreur permettra
de de´duire quelle est la densite´ de particules qu’il faut ajouter en chaque zone du domaine. Les re´sultats de
ce travail doivent donc permettre d’e´tablir des crite`res d’enrichissement de la discre´tisation (en ajoutant des
particules) en fonction d’une estimation de l’erreur (a posteriori) de la solution e´le´ments finis.
On trouve de´ja` dans la litte´rature des exemples de l’utilisation conjointe des deux me´thodes dans un meˆme
calcul. Il s’agit, bien sur, de tirer profit des avantages des deux. Par exemple, Belytschko et al. [3] ont propose´
d’utiliser des e´le´ments finis pre`s du contour avec conditions de type Dirichlet et du EFG ailleurs. Ceci permet
d’imposer facilement (avec les e´le´ments finis) les conditions limites Dirichlet. Dans ce type de couplage, on
emploie une zone de transition entre la partie du domaine discre´tise´e par e´le´ments finis et celle discre´tise´e par
particules EFG. Dans cette zone, il y a une interpolation mixte construite a` partir des nœuds des e´le´ments finis
et des particules du voisinage. L’ide´e fondamentale de cette interpolation est de remplacer des nœuds par des
particules et d’e´tablir des fonctions de transition line´aires. On est donc oblige´ d’employer une interface line´aire
entre les e´le´ments finis et les particules de la taille d’un e´le´ment. Dans le meˆme ordre d’ide´es, on trouve le travail
de Hegen [8] ou` les deux domaines sont unis graˆce a` des multiplicateurs de Lagrange.
En suivant cette ide´e, dans [11] on a propose´ une formulation qui ge´ne´ralise le travail de Belytschko et al. [3]
pour n’importe quel degre´ d’interpolation en e´liminant les fonctions de transition et la restriction de remplacer
des nœuds par des particules. On peut ainsi ajouter autant de particules que l’on veut et la` ou` l’on veut, sans
eˆtre conditionne´ par le maillage e´le´ments finis adjacent. Tout ceci est fait sans perte de continuite´, puisque les
multiplicateurs de Lagrange ne sont pas employe´s pour coupler les domaines, et en conservant l’ordre de la
me´thode partout dans le domaine.
Une autre approche a` l’utilisation conjointe des me´thodes avec et sans maillage est celle de Liu et al. [16] qui
ont essaye´ de proposer une me´thodologie pour enrichir les maillages des e´le´ments finis avec des me´thodes sans
maillage. L’ide´e de calculer avec la me´thode des e´le´ments finis, estimer l’erreur et, ensuite, enrichir l’interpolation
la` ou` il le faut sans avoir a` remailler, est tre`s attirante. Les me´thodes de particules sont une alternative qui
permet de mettre en œuvre cette ide´e. Il s’agit tout simplement d’ajouter des particules la` ou` il faut enrichir
l’interpolation en conservant ou en e´liminant les nœuds du maillage d’origine.
Dans cet article, on pre´sente un estimateur d’erreur a priori de la solution par e´le´ments finis enrichie avec des
me´thodes EFG. Une approche similaire peut eˆtre envisage´e avec n’importe quelle autre me´thode de particules.
On discute, a` partir de la borne de l’erreur, le domaine d’application de la me´thode et ses proprie´te´s de
convergence.
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1. Quelques notions fondamentales des me´thodes sans maillage
L’objectif des me´thodes sans maillage est d’obtenir une approximation fonctionnelle du type
u(x) '
∑
i
u(xi)N
ρ
i (x), (1)
a` partir d’un nuage de points (les particules) xi. Il est donc ne´cessaire de de´finir les fonctions d’interpolation
(ou de forme) associe´es Nρi (x), dans le domaine Ω correspondant (Ω ⊂ R
n).
Dans les me´thodes RKPM (Reproducing Kernel Particle Methods [13, 14]) les fonctions d’interpolation,
Nρi (x), s’obtiennent avec une me´thode de moindres carre´s mobiles (Moving Least Squares) qui permet d’avoir
la consistance de l’ordre voulu. La me´thode EFG (Element Free Galerkin [1–4,17,19]) peut eˆtre vue comme un
cas particulier de ces me´thodes [15].
Ce qui s’ensuit est une bre`ve description de la me´thode EFG. On de´signe par φ(x) la fonction positive, paire
et avec support compact que l’on emploie pour ge´ne´rer l’espace des fonctions d’interpolation. On de´finit alors
la fonction corrige´e avec le parame`tre de dilatation, ρ qui caracte´rise le support de φρ(x),
φρ(x) := φ(
x
ρ
) et φρ(x− xi) = φ(
x− xi
ρ
),
qui est la fonction centre´e en une particule xi.
Dans le cadre de la me´thode EFG la fonction de forme associe´e a` une particule xi se de´finit en corrigeant
φρ(x− xi),
Nρi (x) = α˜(x)
TP(xi)φρ(x− xi), (2)
ou` P(x) = {p0(x), p1(x) . . . , pl(x)}
T est une famille de polynoˆmes incluant une base de l’espace des polynoˆmes
de degre´ infe´rieur ou e´gal a` m. En une dimension (n = 1) il est courant que les polynoˆmes pi(x) co¨ıncident avec
ceux de la base triviale, c’est a` dire, pi(x) = x
i. Le vecteur α˜(x) est choisi tel que l’expression (1) interpole
exactement tous les polynoˆmes dans P(x), i.e.
P(x) =
∑
i
P(xi)N
ρ
i (x). (3)
C’est donc graˆce a` l’e´quation pre´ce´dente qu’on re´ussit a` faire que l’interpolation introduite dans (1) ait la
consistance d’ordre m. Si on utilise cette interpolation d’ordre m dans le contexte d’une formulation de Galerkin
pour re´soudre une EDP on peut reproduire toutes les de´monstrations des re´sultats de convergence de´ja` standard
en e´le´ments finis. Il est cependant habituel d’employer une forme e´quivalente a` (2), pour de´finir les fonctions
d’interpolation, soit
Nρi (x) = α(x)
TP(
x− xi
ρ
)φρ(x− xi), (4)
et imposer la condition de consistance
P(0) =
∑
i
P(
x− xi
ρ
)Nρi (x), (5)
e´quivalente a` (3) lorsque ρ est constant. Ceci permet de de´terminer α(x) pour tout point x.
Dans [11] on discute les conditions que la distribution des particules doit ve´rifier pour que la de´termination
des fonctions d’interpolation, Nρi , soit possible.
Remarque 1.1. L’e´quivalence entre les e´quations (2) et (4) est un re´sultat classique [5, 21]. Le sche´ma de la
de´monstration est le suivant :
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• On remarque que, pour le choix trivial P(x) = [1, x, x2, . . .]T, on a
P
(
x− xi
ρ
)
= T(x)P(xi), (6)
ou` T(x) est une matrice triangulaire avec des e´le´ments dans la diagonale e´gaux a` 1 ou -1. Donc, cette
matrice est inversible. Cette proprie´te´ se ve´rifie pour tout point xi du domaine, pas seulement pour les
particules.
• Il suffit alors de remplacer α˜(x) par T(x)α(x) pour ve´rifier e´quivalence entre (2) et (4).
Ensuite, l’e´quivalence entre (3) et (5) se de´duit en utilisant T(x)P(x) = P(0), qui est e´vident si on remplace
xi par x dans (6).
Remarque 1.2. Les conditions (3) et (5) sont e´quivalentes si et seulement si le parame`tre de dilatation ρ
est constant. Si l’on veut utiliser un parame`tre de dilatation qui varie en x, il convient d’employer l’expression
suivante
Nρi (x) = α(x)
TP(
x− xi
ρ
)φ
(
x− xi
ρi
)
,
ou` ρi est le parame`tre de dilatation associe´ a` la particule xi et ρ se maintient constant dans P. On remarquera
que l’expression de (4) n’a pas e´te´ ge´ne´ralise´e directement. La valeur constante ρ est d’habitude une moyenne
des valeurs des ρi. La condition de consistance dans ce cas sera (5), qui est encore e´quivalente a` (3).
Remarque 1.3. Le parame`tre de dilatation ρ de´termine le support des fonctions N ρi (x). Il est analogue a` la
taille des e´le´ments h dans une approche par e´le´ments finis. Le raffinement e´quivalent au h des e´le´ments finis
s’obtient en re´duisant le parame`tre de dilatation ρ (ceci entraˆıne une augmentation de la densite´ des particules
et donc de leur nombre). Liu et al. [15] ont de´montre´ la convergence des me´thodes RKPM et, en particulier de
EFG. On obtient une borne d’erreur similaire a` celle des e´le´ments finis. Le parame`tre ρ joue le roˆle de la taille
d’e´le´ment h et m joue le roˆle du de´gre´ d’interpolation p dans l’approche e´le´ments finis.
2. Approche mixte hie´rachique d’ EFG avec MEF
On s’inte´resse a` interpoler une fonction u dans un domaine Ω ⊂ Rn en utilisant e´le´ments finis et EFG. On
conside`re ainsi un ensemble de nœuds {xi}i∈Ih et leurs fonctions de forme associe´es N
h
i (x). La partie de u
repre´sente´e par les e´le´ments finis s’e´crit :
uh(x) =
∑
i∈Ih
u(xi)N
h
i (x), (7)
On conside`re en outre un ensemble de particules {xj}j∈Iρ et leurs fonctions d’interpolation associe´es N
ρ
j (x)
permettant de de´crire la contribution de la me´thode EFG a` l’interpolation de u :
uρ(x) =
∑
j∈Iρ
u(xj)N
ρ
j (x), (8)
Dans le cas le plus ge´ne´ral, le domaine Ω peut eˆtre exprime´ comme l’union de deux sous domaines pas force´ment
disjoints (c’est-a`-dire, avec la possibilite´ de chevauchements) :
Ω = Ωρ ∪ Ωh,
Ωh est la re´gion ou` les fonctions Nhi ont une influence dans l’approximation,
Ωh = {x ∈ Ω / ∃ i ∈ Ih| Nhi (x) 6= 0},
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et Ωρ est la zone d’influence des fonctions N ρj ,
Ωρ = {x ∈ Ω / ∃ j ∈ Iρ| Nρj (x) 6= 0}.
Dans la re´gion ou` seulement les fonctions e´le´ments finis agissent, Ωh\Ωρ, on conside`re une approximation
e´le´ments finis classique, donc consistante :
u(x) ' uh(x).
Dans la re´gion ou` il n’y a que les particules, Ωρ\Ωh, on conside`re une approximation EFG classique et donc
encore consistante :
u(x) ' uρ(x).
Dans la zone commune ou` l’on trouve l’influence des nœuds et des particules,
Ω˜ := Ωh ∩ Ωρ,
on conside`re une interpolation mixte :
u(x) ' uh(x) + uρ(x). (9)
L’approche ge´ne´rale que l’on de´crit en [11] permet d’inclure le couplage (compatibilite´ entre les domaines
Ωh et Ωρ diffe´rents) ainsi que l’enrichissement (existance de Ω˜). Ne´anmoins, le but de ce travail est d’e´tudier la
convergence de la me´thode d’enrichissement et, par conse´quent, on va se centrer sur le domaine Ω˜. Par la suite
on va supposer que l’enrichissement a lieu dans tout le domaine, c’est-a`-dire que Ω co¨ıncide avec Ω˜.
2.1. Calcul des fonctions d’interpolation N ρj
L’expression de l’interpolation mixte s’obtient en remplac¸ant (7) et (8) dans (9) :
u(x) '
∑
i∈Ih
u(xi)N
h
i (x) +
∑
j∈Iρ
u(xj)N
ρ
j (x). (10)
On rappelle que Nρ est de´finie par (4) de la meˆme fac¸on que dans la me´thode EFG classique. Il faut ainsi
de´terminer le vecteur α(x) a` partir des conditions de consistance. La seule diffe´rence est que les conditions de
consistance doivent eˆtre impose´es maintenant sur l’interpolation donne´e par (10). Il s’agit d’imposer que cette
interpolation reproduise exactement les polynoˆmes de degre´ infe´rieur ou e´gal a` m. C’est a` dire, il faut ve´rifier
P(0) =
∑
j∈Iρ
P(
x− xj
ρ
)Nρj (x) +
∑
i∈Ih
P(
x− xi
ρ
)Nhi (x), (11)
qui est e´quivalent a` (5). Si ρ est constant dans tout le domaine, la condition de consistance (11) devient
P(x) =
∑
j∈Iρ
P(xj)N
ρ
j (x) +
∑
i∈Ih
P(xi)N
h
i (x). (12)
En remplac¸ant (4) dans (11) on obtient un syste`me d’e´quations qui permet de de´terminer α :
M(x) α(x) = P(0)−
∑
i∈Ih
P(
x− xi
ρ
)Nhi (x), (13)
avec
M(x) =
∑
j∈Iρ
P(
x− xj
ρ
)PT (
x− xj
ρ
)φ(
x− xj
ρ
). (14)
Ce syste`me est tre`s similaire a` celui qui aparaˆıt dans les me´thodes EFG classiques. A` la seule diffe´rence pre`s
que le terme de droite dans (13) doit eˆtre corrige´ pour tenir compte de la pre´sence des e´le´ments finis.
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Remarque 2.1. Les fonctions Nρj sont hie´rarchiques. C’est-a`-dire que les fonctions associe´es aux particules
s’annulent dans tous les nœuds des e´le´ments finis, autrement dit, N ρj (xk) = 0 ∀ j ∈ I
ρ, k ∈ Ih. Ceci est facile
a` de´montrer en remarquant que le terme de droite dans (13) devient nul pour x = xk, k ∈ I
h :
P(0)−
∑
i∈Ih
P(
xk − xi
ρ
)Nhi (xk) = P(0)−
∑
i∈Ih
P(
xk − xi
ρ
)δik = 0
Il s’ensuit que la solution du syste`me (13) est α(xk) = 0 et que N
ρ
j (xk) = 0.
Il existe des restrictions qu’il faut ve´rifier lorsqu’il s’agit de placer les particules dans le domaine. Le nombre
de particules doit eˆtre suffisant pour assurer que la matrice M(x) soit inversible dans tout point d’inte´gration.
Ceci est discute´ dans [11].
3. Analyse de l’enrichissement des e´le´ments finis avec EFG
Dans cette section, on analyse la me´thode qu’on vient d’introduire. Un re´sultat de convergence qui caracte´rise
l’efficacite´ de l’approche mixte est e´nonce´ et de´montre´. Dans la section 4 plusieurs tests nume´riques montrent
que les bornes de l’erreur obtenues dans les re´sultats de convergence sont tre`s pre´cises.
3.1. Re´sultats pre´alables
La de´monstration du the´ore`me de convergence exige auparavant l’obtention de quelques re´sultats pre´alables.
Ces re´sultats sont l’objet des Lemmes qu’on inclut dans cette section.
Lemme 3.1. On suppose Ω ouvert et borne´. Alors, la matrice M(x) introduite dans (14) pour tout x dans Ω
ve´rifie
‖M−1(x)‖
∞
≤ CM,
ou` CM est une constante inde´pendante de ρ et x.
De´monstration. On se rapporte a` un travail de Liu & Belytschko [15] ou` ils de´montrent que les coefficients de
la matrice M de´finie par
M(x) =
∫
Ω
P(
x− y
ρ
)PT (
x− y
ρ
)φ(
x− y
ρ
)
1
ρn
dy, (15)
sont borne´s par une constante inde´pendante de x et de ρ. Cette proprie´te´ peut s’exprimer comme “les coefficients
de la matrice M sont d’ordre 1”. Ils remarquent ensuite que la matrice M de´finie dans (14) est diffe´rente a` M
de´finie dans (15) puisque les inte´grales sont remplace´es par des sommes. La matrice M de´finie dans (14) peut
eˆtre vue comme une approximation de la matrice M de (15) en remplac¸ant les inte´grales par des quadratures
d’inte´gration nume´rique. Dans ce cas la quadrature emploie en tant que points d’inte´gration les particules xj
“proches” de x (telles que φρ(x− xj) soit non ne´gligeable, c’est-a`-dire dans un entourage de rayon ρ autour de
x) et en tant que poids d’inte´gration les valeurs
ωi = ρ
n ∝ mesure
{
support
(
φ(
x− xj
ρ
)
)}
.
E´videmment ceci introduit une erreur associe´e a` la quadrature dans l’e´valuation deM par rapport a` l’expression
“continue” de (15) qui est asymptotiquement ne´gligeable. ¤
Lemme 3.2 (borne pour le terme inde´pendant du syste`me). Soit qr(x) := x
r. Alors, la composante r-ie`me du
terme de droite du syste`me (13) ve´rifie
|qr(0)−
∑
i∈Ih
qr(
x− xi
ρ
)Nhi (x)| ≤

0 0 ≤ r ≤ p(
r
p+ 1
)[
h
ρ
]r
p < r ≤ m
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De´monstration. On introduit la notation
tr(x) := qr(0)−
∑
i∈Ih
qr(
x− xi
ρ
)Nhi (x),
pour la composante r-ie`me du terme de droite du syste`me (13). Pour r = 1 on a q0(x) = 1. Dans ce cas on a
t0(x) = 1−
∑
i∈Ih
1 Nhi (x) = 0,
car la base d’e´le´ments finis interpole exactement les fonctions constantes. Pour 1 ≤ r ≤ m le terme de droite du
syste`me (13) s’e´crit
tr(x) = 0−
∑
(
x− xi
ρ
)rNhi (x)
= −
1
ρr
∑
i∈Ih
(x− xi)
rNhi (x)
= −
1
ρr
∑
i∈Ih
(
r∑
k=0
(
r
k
)
xr−k(−xi)
k
)
Nhi (x)
= −
1
ρr
r∑
k=0
(−1)k ( r
k
)
xr−k
∑
i∈Ih
xkiN
h
i (x)
 , (16)
ou`
∑
xkiN
h
i (x) est l’approximation par e´le´ments finis de la fonction x
k. Soit Ek(x) l’erreur associe´e a` cette
approximation, c’est-a`-dire ∑
i∈Ih
xkiN
h
i (x) = x
k − Ek(x). (17)
Si k ≤ p la base d’e´le´ments finis reproduit exactement xk. Donc
Ek(x) = 0, k ≤ p. (18)
Si k > p, alors, d’apre`s la formule d’erreur de Lagrange a` l’inte´rieur de l’e´le´ment ou` se trouve x, on obtient
Ek(x) =
(
k
p+ 1
)
ξk−(p+1)L(x), k > p, (19)
ou` ξ = ξ(x) est un point appartenant a` l’e´le´ment qui contient x et
L(x) = (x− xi0)(x− xi1) . . . (x− xip), (20)
est un polynoˆme associe´ aux nœuds de l’e´le´ment xij , j = 0, . . . , p.
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En remplac¸ant (17) dans (16) on obtient
tr(x) = −
1
ρr
r∑
k=0
[
(−1)k
(
r
k
)
xr−k
(
xk − Ek(x)
)]
= −
1
ρr
r∑
k=0
[(
r
k
)
xr−k(−x)k
]
+
1
ρr
r∑
k=0
[
(−1)k
(
r
k
)
xr−kEk(x)
]
= −
1
ρr
(x− x)r +
1
ρr
r∑
k=0
[
(−1)k
(
r
k
)
xr−kEk(x)
]
=
1
ρr
r∑
k=0
[
(−1)k
(
r
k
)
xr−kEk(x)
]
. (21)
Si r ≤ p (et puisque k ≤ r) on peut employer (18) dans (21) et on obtient
tr(x) = 0, r ≤ p, (22)
comme on voulait de´montrer. Si, au contraire, r > p, on emploie encore (18) et on remplace (19) dans (21) pour
k > p. On obtient ainsi pour r > p
tr(x) =
1
ρr
r∑
k=p+1
[
(−1)k
(
r
k
)
xr−k
(
k
p+ 1
)
ξk−(p+1)L(x)
]
. (23)
En introduisant le changement de variable j := k − (p+ 1), on obtient
tr(x) =
1
ρr
n∑
j=0
[
(−1)j+(p+1)
(
r
j + (p+ 1)
)
xn−j
(
j + (p+ 1)
p+ 1
)
ξjL(x)
]
, (24)
ou`
n := r − (p+ 1). (25)
Si on remarque que (
r
j + (p+ 1)
)(
j + (p+ 1)
p+ 1
)
=
(
r
p+ 1
)(
n
j
)
,
l’expression pour tr(x) devient
tr(x) =
(−1)(p+1)
ρr
(
r
p+ 1
)
L(x)
n∑
j=0
[(
n
j
)
xn−j(−ξ)j
]
. (26)
Il s’ensuit que
tr(x) =
(−1)(p+1)
ρr
(
r
p+ 1
)
L(x) (x− ξ)n. (27)
Or, |L(x)| ≤ hp+1 et |x− ξ| ≤ h puisque x et ξ appartiennent au meˆme e´le´ment. On retrouve donc la the`se du
the´ore`me
|tr(x)| ≤
1
ρr
(
r
p+ 1
)
hn+(p+1) =
(
r
p+ 1
)[
h
ρ
]r
. (28)
¤
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Lemme 3.3. On suppose que h < Qρ, avec
Q = min
p+1≤r≤m
(
r
p+ 1
) −1
r−(p+1)
. (29)
Alors, le terme de droite du syste`me (13) ve´rifie
‖P(0)−
∑
i∈Ih
P(
x− xi
ρ
)Nhi (x)‖∞ ≤
[
h
ρ
]p+1
De´monstration. L’hypothe`se (h < Qρ) et la de´finition (29) conduisent a` l’ine´galite´
(
r
p+ 1
)[
h
ρ
]r−(p+1)
≤ 1.
En employant la re´sultat e´nonce´ dans le Lemme 3.2, la composante r-ie`me du terme de droite de tr(x) du
syste`me (13) (pour p+ 1 ≤ r ≤ m) ve´rifie
|tr(x)| ≤
(
r
p+ 1
)[
h
ρ
]r−(p+1)
︸ ︷︷ ︸
≤1
hp+1
ρp+1
≤
[
h
ρ
]p+1
,
comme il fallait de´montrer. ¤
Lemme 3.4 (borne des fonctions d’interpolation). On suppose que h est “assez petit” par rapport a` ρ, c’est-a`-
dire h < Qρ, avec Q de´finie dans (29). Alors,
|Nρj (x)| ≤ C
[
h
ρ
]p+1
,
ou` C est une constante inde´pendante de h, ρ et x.
De´monstration. le re´sultat est obtenu en employant les Lemmes 3.1 et 3.3 et en rappelant que si le point x est
sous le domaine d’influence de la particule xj (la fonction d’interpolation associe´e a` xj ne s’annule pas dans x),
alors |x− xj |/ρ ≤ 1. Il s’en de´duit que, dans ces conditions
‖P(
x− xj
ρ
)‖
∞
≤ 1
et il s’ensuit que
|Nρj (x)| ≤ ‖P(
x− xj
ρ
)‖
∞
‖M−1(x)‖
∞
‖P(0)−
∑
i∈Ih
P(
x− xi
ρ
)Nhi (x)‖∞ |φ(
x− xj
ρ
)|
≤ C
[
h
ρ
]p+1
.
¤
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3.2. The´ore`me de convergence
The´ore`me 3.1. On suppose h < Qρ avec Q de´finie dans (29). On suppose aussi que l’inconnue u appartient
a` Cm+1(Ω¯), ou` Ω est un ouvert borne´ et que les fonctions NRj sont celles qu’on a introduit dans la section
pre´ce´dente. Alors,
‖u− (uh + uR)‖
L∞
≤ hp+1(C1h
q + C2ρ
q),
ou` C1 et C2 sont inde´pendantes de ρ et h.
De´monstration. Soit le de´veloppement en se´rie de Taylor de u autour de x tronque´ au terme m-ie`me
u(xi) = u(x) +
du(x)
dx
(xi − x) +
1
2
d2u(x)
dx2
((xi − x)
2 + . . . (30)
+
1
m!
dmu(x)
dxm
(xi − x)
m +
1
(m+ 1)!
dm+1u(ξ)
dxm+1
(xi − x)
m+1,
ou` ξ est un point entre x et xi. On unifie la notation des fonctions d’interpolation en introduisant la de´finition
suivante
Ni(x) :=
{
Nhi (x) i ∈ I
h
Nρi (x) i ∈ I
ρ
En remplac¸ant dans (31) l’expression de la fonction approche´e,
u(x) ' uρ(x) + uh(x) =
∑
i∈Ih
u(xi)N
h
i (x) +
∑
j∈Iρ
u(xj)N
ρ
j (x) =
∑
i∈Ih∪Iρ
u(xi)Ni(x),
on obtient
uρ(x) + uh(x) = u(x)
∑
i∈Ih∪Iρ
Ni(x)︸ ︷︷ ︸
1
+
du(x)
dx
∑
i∈Ih∪Iρ
(xi − x)Ni(x)︸ ︷︷ ︸
0
+
1
2
d2u(x)
dx2
∑
i∈Ih∪Iρ
(xi − x)
2Ni(x)︸ ︷︷ ︸
0
+ · · ·+
1
m!
dmu(x)
dxm
∑
i∈Ih∪Iρ
(xi − x)
mNi(x)︸ ︷︷ ︸
0
+
1
(m+ 1)!
dm+1u(ξ)
dxm+1
∑
i∈Ih∪Iρ
(xi − x)
(m+1)Ni(x)
= u(x) +
1
(m+ 1)!
dm+1u(ξ)
dxm+1
∑
i∈Ih∪Iρ
(xi − x)
(m+1)Ni(x). (31)
Dans l’expression pre´ce´dente, on a employe´ la condition de consistance d’ordre m exprime´e par (5) des fonctions
d’interpolation Ni puisque les fonctions d’interpolation associe´es aux particules ont e´te´ construites de fac¸on a`
que ceci soit ve´rifie´. En re´e´crivant (31)
u(x)− (uρ + uh)(x) = −
1
(m+ 1)!
dm+1u(ξ)
dxm+1
×
∑
i∈Ih
(xi − x)
m+1Nhi (x) +
∑
j∈Iρ
(xj − x)
m+1Nρj (x)
 (32)
La somme en j s’e´tend pour les indices des particules dont x appartient au support de N ρj , c’est-a`-dire pour les
particules xj telles que N
ρ
j (x) n’est pas nul. Le nombre de termes dans cette somme de´pend de x et il est e´gal
au nombre de particules “proches” a` x. Soit Nmax le nombre maximum de termes dans les diffe´rentes sommes.
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Le nombre Nmax est tel que pour aucun point x le nombre de particules “proches” exce`de Nmax. Or, dans la
somme en i on n’y trouve que les p+ 1 nœuds de l’e´le´ment ou` appartient x. On en de´duit ainsi que (32) peut
se re´e´crire
|u(x)− (uh + uρ)(x)| ≤
1
(m+ 1)!
∣∣∣∣dm+1u(ξ)dxm+1
∣∣∣∣× (Nmaxρm+1maxi∈Iρ |Nρi (x)|+ (p+ 1)hm+1maxi∈Ih |Nhi (x)|
)
.
Etant donne´ que les fonctions Nρj sont borne´es dans le re´sultat du Lemme 3.4, et que les fonctions de forme des
e´le´ments finis sont partout infe´rieures a` 1, on peut de´duire la borne suivante
‖u− (uρ + uh)‖
L∞
≤
[
C1h
m+1 + C2
hp+1
ρp+1
ρm+1
]
‖
dm+1u(ξ)
dxm+1
‖
L∞
= hp+1 [C1h
q + C2ρ
q] ‖
dm+1u(ξ)
dxm+1
‖
L∞
ou` C1 et C2 sont des constantes inde´pendantes de ρ et h. ¤
4. Exemples
4.1. Convergence de l’interpolation mixte.
Dans cette section on montre que les re´sultats de convergence qu’on a introduit dans la section pre´ce´dente
peuvent se reproduire par des expe´riences nume´riques. On en de´duit, par voie de conse´quence que les bornes
qu’on a trouve´ sont optimales.
On va donc interpoler une fonction simple en utilisant des e´le´ments finis et des particules distribue´s uni-
forme´ment dans le domaine. On prend comme exemple la fonction
u(x) = x4 + 2 x3
dans l’intervalle Ω¯ = [−1, 1]. On conserve la notation qu’on a utilise´ jusqu’ici : p est le degre´ d’interpolation des
e´le´ments finis, m est l’ordre de consistance atteint avec les particules, q := m− p est le “gain de consistance”,
h est la taille caracte´ristique des e´le´ments finis et ρ est la valeur du parame`tre de dilatation des particules.
L’erreur se mesure avec la norme de L2(Ω). Dans la figure 1 on repre´sente pour des diffe´rentes valeurs de p
et q l’erreur en fonction du nombre de degre´s de liberte´ lorsqu’on raffine en re´duisant h et ρ au meˆme temps,
c’est-a`-dire en gardant h/ρ = cte. Rappelons que pour re´duire ρ il faut augmenter le nombre de particules.
On remarque que l’erreur est O(hm+1), c’est-a`-dire, le meˆme taux de convergence que l’on obtiendrait avec des
e´le´ments finis d’ordre m ou avec EFG de consistance m
Dans la figure 2 on repre´sente l’erreur obtenue en augmentant le nombre d’e´le´ments en conservant la distri-
bution des particules. Lorsque ρ reste constant, l’erreur est O(hp+1) si ρ est assez grand (c’est le meˆme qu’on
obtiendrait s’il n’y avait pas de particules). Cependant, si ρ est assez petit (avec le nombre de particules suffi-
sant) on observe que l’erreur est O(hm+1), c’est-a`-dire que le taux de convergence s’ame´liore et en raffinant des
e´le´ments finis de degre´ p on obtient le meˆme comportement que s’ils e´taient de degre´ m. Pour ceci, il faut que
le nuage de particules soit assez dense pour conside´rer qu’il a permis d’enrichir la consistance de l’interpolation
partout.
Dans la figure 3 on raffine seulement les particules et on garde le maillage d’e´le´ments finis constant. Lorsque
h est assez petit on obtient que l’erreur est O(ρq) mais lorsque h n’est plus si petit on ne retrouve plus la
convergence puisque l’erreur ne diminue point en augmentant le nombre de particules.
Remarque 4.1. Cette analyse est e´galement valable pour des fonctions qui ne soient pas polynoˆmiques. En
re´pe´tant l’expe´rience avec une fonction beaucoup plus complexe, par exemple
u(x) = sin(
7
6
pi(x+ 1)) cos3(
35
6
pi(x+ 1)) (33)
12 A. HUERTA, S. FERNA´NDEZ-ME´NDEZ AND P. Dı´EZ
0 2 4 6 8 10
−30
−25
−20
−15
−10
−5
0
log2(#gdl)
lo
g 2
(E
rro
r)
( p=1 q=2 m=3 )
−2.1
−4.2
0 2 4 6 8 10
−30
−25
−20
−15
−10
−5
0
log2(#gdl)
lo
g 2
(E
rro
r)
( p=2 q=1 m=3 )
−3.2
−4.3
0 2 4 6 8 10
−30
−25
−20
−15
−10
−5
0
log2(#gdl)
lo
g 2
(E
rro
r)
( p=1 q=1 m=2 )
−2.1
−3.3
FEM          
1 part x elem
2 part x elem
Fig. 1. Convergence lorsqu’on raffine les nœuds et les particules : h/ρ constante et h → 0
[Convergence for a mesh and meshless refinement : constant h/ρ and h→ 0].
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Fig. 2. Convergence lorsqu’on ne raffine que les nœuds : ρ constante et h → 0 [Convergence
for a mesh refinement : constant ρ and h→ 0].
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Fig. 3. Convergence lorsqu’on ne raffine que les particules : h constante et ρ→ 0 [Convergence
for a meshless refinement : constant h and ρ→ 0].
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Fig. 4. Courbe repre´sentant la fonction de´finie dans (33) [Function u(x) defined in (33)].
dont la courbe representative se trouve dans la figure 4, les re´sultats sont identiques.
4.2. Enrichissement dans un calcul non line´aire
Cet exemple montre l’application de l’enrichissement des e´le´ments finis par des me´thodes de particules dans
le cadre d’un proble`me non line´aire. Une e´prouvette rectangulaire avec une imperfection est soumise a` un char-
gement vertical, voir [7, 9]. Le proble`me a deux axes de syme´trie et on suppose un mode`le avec un mate´riau
e´lastoplastique biline´aire et des conditions de de´formation plane. La ge´ome´trie du proble`me ainsi que les pro-
prie´te´s du mate´riau sont pre´sente´es dans la Figure 5.
Ce proble`me a e´te´ re´solu avec des e´le´ments quadrangulaires de huit nœuds en utilisant une me´thode de
remaillage adaptatif pour obtenir une solution avec une pre´cision satisfaisante [9, 10]. La partie gauche de la
figure 6 montre le maillage final obtenu par cette proce´dure de remaillage, ainsi que la distribution de de´formation
ine´lastique e´quivalente. Ce maillage a 2022 degre´s de liberte´ et une erreur relative (en norme e´nerge´tique) de
0.18%.
Cet exemple a e´te´ aussi re´solu par la me´thode “Element Free Galerkin”. Afin d’obtenir des re´sultats compa-
rables, la distribution de particules utilise´e co¨ıncide avec la distribution de nœuds dans le maillage d’e´le´ments
finis et on a demande´ de la consistance d’ordre deux. Le nombre de degre´s de liberte´ est donc le meˆme, 2022.
Dans la partie droite de la Figure 6 on trouve la distribution de particules et des de´formations ine´lastiques
e´quivalentes.
Ne´anmoins, bien que les re´sultats pre´ce´dents aient une tre`s bonne qualite´, si on emploie un maillage plus
grossier d’e´le´ments finis de quatre nœuds (308 degre´s de liberte´) la solution obtenue devient beaucoup moins
bonne, voir figure 7. On peut re´cupe´rer une solution aussi pre´cise que la pre´ce´dente et avec un nombre similaire
de degre´s de liberte´ en ajoutant des particules au maillage grossier. Effectivement, si on ajoute des particules
jusqu’a` atteindre 308+906=1214 degre´s de liberte´ et on augmente l’ordre de consistance (m = 2), la distribution
des de´formations ine´lastiques e´quivalentes obtenue re´cupe`re la nettete´ qu’on avait obtenu avec les premiers
maillages, voir figure 7. Il faut remarquer que le maillage final de la proce´dure adaptive (figure 6, a` gauche) a
e´te´ obtenu apre`s quelques ite´rations de remaillage, c’est a` dire, en refaisant le maillage de ze´ro plusieurs fois.
Dans le dernier exemple (7) le maillage d’e´le´ments finis est toujours le meˆme et les particules s’ajoutent la` c’est
ne´cessaire.
Dans la figure 8 on montre la distribution des de´formations ine´lastiques e´quivalentes le long du segment
(A-A′) pour chacune des discre´tisations conside´re´es. La de´finition du segment (A-A′) se trouve dans la figure 5.
14 A. HUERTA, S. FERNA´NDEZ-ME´NDEZ AND P. Dı´EZ
 
@
@
@
@
@
A′
A
? ? ? ? ?
?
6
-ff
50 mm
25 mm
R = 2.5 mm
E = 2 · 1011 Pa
ν = 0.3
σ¯0 = 2 · 10
8 Pa
Ep = 2 · 10
8 Pa-
6
x
y
Fig. 5. Pre´sentation du proble`me : e´prouvette rectangulaire avec une imperfection au centre
[Problem statement : rectangular specimen with one centred imperfection].
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Fig. 6. Maillage final et distribution de de´formation ine´lastique e´quivalente associe´e pour un
calcul standard par e´le´ments finis de 8 nœuds (a` gauche) et distribution de particules et la
de´formation ine´lastique e´quivalente calcule´e avec EFG (a` droite) [Final mesh with its corres-
ponding equivalent inelastic strain for a standard finite element (8 noded elements) computation
(left) and distribution of particles with its inelastic strain distribution for EFG (right)].
5. Conclusions
On a pre´sente´ l’analyse de la convergence d’une interpolation mixte qui enrichit l’approximation par e´le´ments
finis avec des me´thodes de particules. L’expression de la borne d’erreur nous indique quelles sont les strate´gies
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Fig. 7. Maillage grossier (e´le´ments Q1 ) avec la distribution des de´formations ine´lastiques
e´quivalentes correspondante (droite) et interpolation mixte avec sa distribution des
de´formations ine´lastiques e´quivalentes (gauche) [Coarse finite element mesh (Q1 elements) with
its corresponding equivalent inelastic strain (left) and mixed interpolation with its equivalent
inelastic strain distribution (right)].
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Fig. 8. Force versus de´placement (gauche) et de´formations ine´lastiques le long du segment
(A-A′) pour chaque discre´tisation (droite) [Force versus displacement (left) and evolution of
the equivalent inelastic strain along (A-A′) for each approximation (right)].
de raffinement qui conduisent a` une solution convergente. Le comportement de la me´thode mixte e´tabli par le
re´sultat the´orique se confirme par des re´sultats nume´riques.
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