Nonlinear constrained optimization algorithms are widely utilized in artifact design. Certain algorithms also lend themselves well to design of experiments (DOE). Adaptive design refers to experimental design where determining where to sample next is influenced by information from previous experiments. We present a constrained optimization algorithm known as superEGO (a variant of the EGO algorithm of Schonlau, Welch and Jones) that is able to create adaptive designs effectively. Its ability to allow easily for a variety of sampling criteria and to incorporate constraint information accurately makes it well suited to the needs of adaptive design. The approach is demonstrated on a human reach experiment where the selection of sampling points adapts successfully to the stature and perception of the individual test subject. Results from the initial study indicate that superEGO is able to create experimental designs that yield more accurate models using fewer points than the original testing procedure. 
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INTRODUCTION
An experimental run, be it a physical experiment or done on a computer, can be viewed as a black-box function. Input values are sent to the black-box, and the associated outputs are returned. Design of experiments (DOE) studies how to select the set of input values at which to evaluate the black-box in order to explore its behavior efficiently. There are many ways to quantify how well a particular design achieves that goal. Among the most frequently used are factorial and composite designs, Latin hypercubes and orthogonal arrays. Each strategy attempts to spread points around the design space in some appropriate manner. The reader is referred to Montgomery (1997) for more background on classical design of experiments.
In some applications, a particularly useful approach is to determine the set of input values sequentially, taking into account information from the previous experiments. These socalled adaptive designs can be performed either in stages, where several new inputs are chosen at each stage, or fully adaptively, where each new input incorporates all prior information. Adaptive designs often appear in such fields as clinical research or allocation problems. For example, one class of problems known as bandit problems seeks to choose points from a finite set of alternative experiments with unknown outcomes at each of n stages in order to maximize overall yield. Clinical trials may use adaptive designs to determine whether to assign a test subject to the control or study group based upon the data collected thus far (Zacks, 1996) .
Adaptive designs are generally more complicated to generate because they require an optimization problem to be solved each time new input values are chosen rather than fixing the entire DOE before the experiments begin. The topic is currently an active area of research (Thompson and Seber, 1996) , (Flourny et al., 1997) , (Atkinson et al., 1998 and 2001) and specialized algorithms have been developed (Hardwick and Stout, 1998) . However, because adaptive design involves solving an optimization problem, general nonlinear programming techniques can be used to generate the designs.
The framework used here to create adaptive designs is a constrained nonlinear optimization algorithm known as superEGO (Sasena et al., 2001 and 2002) , (Sasena, 2002) , a variation of the EGO algorithm of Schonlau, Welch and Jones (Schonlau, 1997) . It belongs to a class of optimization algorithms known as Bayesian analysis, which work by taking an initial sample and fitting an approximation to the data. In the case of EGO and superEGO, the approximation consists of a kriging model (Goovaerts, 1997) . Some infill sampling criterion (ISC) is then numerically maximized in order to determine where to evaluate the functions next. The kriging models are iteratively updated with the new samples until the termination criterion is reached (e.g., the maximum number of samples is reached). The flowchart of the superEGO algorithm is shown in Figure 1 .
To demonstrate superEGO's search strategy for traditional optimization problems, a one dimensional multimodal example is shown in Figure 2 . The w-shaped dashed line is the true objective function we wish to minimize, while the solid line is the kriging approximation conditional to the sample points shown as circles. The plot at the bottom is the sampling criterion, normalized to facilitate comparisons between iterations. Observing the progression of the algorithm, one can see that it searches for the optimum by looking for points of good local improvement as well as regions of high model uncertainty where there is a possibility of an overlooked optimum. After the initial sample of 4 points is taken, the resulting kriging model is a poor fit compared to the true function. However, the ISC leads the algorithm to sample points where the uncertainty in the model is highest. After two iterations, the model has improved in the region of the local optimum on the right. Two iterations later, the region on the right has been explored somewhat, but the uncertainty in the model on the left portion of the model drives superEGO to sample points in that region. After six iterations, both local optima have been discovered and the true solution has been found quite accurately. The search behavior is controlled by the choice of sampling criterion. SuperEGO can use any one of 16 predefined criteria due to its flexible framework. The user can also define a new criterion quite easily. In the above example, the expected improvement function (Schonlau, 1997) was used as the ISC in order to locate the minimum of the test function. Instead of locating the constrained minima of the function, superEGO can be used to generate adaptive design of experiments simply by defining an appropriate sampling criterion.
In much of the research on adaptive sampling, measures such as the integrated mean squared error or maximum mean squared error are used as the criterion for selecting the next sample point (Sacks et al., 1989a and 1989b) . The study presented later in this work takes advantage of the flexibility of superEGO by defining sampling criteria designed specifically for this application. In addition, superEGO is able to incorporate constraint information directly into the auxiliary problem of optimizing the ISC such that it prevents infeasible regions from being sampled. This is quite important as the constraints placed upon the sampling scheme are there to prevent injury to the test subject. Jones' DIRECT algorithm (Jones et al., 1993) , (Jones, 2001 ) was used to solve the resulting auxiliary constrained global optimization problem.
The remainder of the paper is organized as follows. We begin by briefly describing kriging and its application in this work. We then describe the application study, a test procedure for an ergonomics experiment. The methods used to address the problems are explained, and the results are shown. We conclude by highlighting the contributions in this work and possible avenues for future research.
AN OVERVIEW OF KRIGING
We begin this section with an introduction to the approximation method used. Much of the explanation follows Schonlau's derivation (1997) . Next, we describe a method for fitting models that are non-interpolating.
Kriging Formulae
There has been much interest lately in a form of curve fitting and prediction known as kriging. Originally developed for use in mining and soil sciences in the 1950's, it grew into the field of study called geostatistics. In the late 1980's, statisticians introduced Design and Analysis of Computer Experiments (DACE) by adapting the kriging techniques to deterministic, simulationbased data (Sacks et al., 1989b) . This work, like most kriging applications outside of the civil and environmental engineering, uses the DACE approach to kriging.
A kriging metamodel, which takes the form Y (x) = f (x) + Z(x), is comprised of two parts: a polynomial f (x) and a functional departure from that polynomial Z(x). We will assume a constant term polynomial, that is f (x) = β. This simplification is often used and provides sufficiently accurate results because of the flexibility of Z(x) (Sacks et al., 1989a) . More precisely, Z(x) represents uncertainty in the mean of Y (x) with E(Z(x)) = 0 and
where σ 2 is a scale factor (the process variance) that can be tuned to the data, and R(w, x) is known as the spatial correlation function (SCF). The choice of the SCF determines how the metamodel fits the data. There are many choices of R(w, x) to quantify how quickly and how smoothly the function moves from point x to point w. One of the most common SCF's (shown here for onedimensional points w and x) used in DACE is
where θ > 0 and 0 < p ≤ 2. As with all choices of SCF, the function tends to zero as |w − x| increases. To extend the SCF to several dimensions, common practice is to multiply the correlation functions. The so-called product correlation rule applied to Equation (2) results in
where the superscript k = 1 to d refers to the dimension. For n sample points, let R be the n × n correlation matrix with element i, j defined by R(x i , x j ) as in Equation (3) and let
be the n × 1 vector of correlations between the point at which to predict, x, and all the previously sampled data points x i . We can now define the kriging prediction equation aŝ
where y is the vector of sampled output data, 1 is a vector of ones, andβ
is the generalized least squares estimator of β.
A very useful feature of kriging is the availability of the kriging variance, an estimate of the uncertainty in the prediction of y(x).
whereσ 2 is the generalized least squares estimator of the process variance of Equation (1) computed aŝ
The most difficult aspect of kriging is fitting the model parameters (θ and p) that describe the covariance function of Equation (3). In the DACE approach, models are fit with maximum likelihood estimation (MLE) by numerically minimizing the equation
which is a function of only the model parameters.
Smoothed Kriging Models
The approach to kriging described above results in an interpolating surface. That is, at the sampled data locations, the predictor goes exactly through the data, and the kriging variance returns to zero. While this is appropriate for many engineering applications, there are cases where a non-interpolating version of the kriging model would be very beneficial -for example, when the data are highly noisy. To allow kriging to smooth the data, an additional parameter is introduced into the SCF of Equation (3) to account for the measurement error, E(x). The kriging model now takes the form
, and the SCF appears as
with 0 ≤ nugget < 1. The name refers to the nugget effect model used in geostatistics to describe the discontinuity of the covariance function as |w − x| approaches zero. The scaling factor (1-nugget) is the same as the ratio σ 2 Z /(σ 2 Z + σ 2 E ) defined in the DACE literature (Sacks et al., 1989a) , (Sacks et al., 1989b) . In either case, the additional parameter ranges between 0 and 1 and must be fit via MLE along with θ and p. We prefer the notation shown in Equation (10) simply because it is easier to view the value of nugget which is usually quite close to zero (e.g., 1e-5) rather than σ 2 Z /(σ 2 Z + σ 2 E ) which is usually quite close to 1 (e.g., 0.99999). Typically, a single scaling factor is applied to the covariance model. It is, however, possible to fit a separate nugget parameter for each dimension as
so that more smoothing is applied in some directions than others.
A nugget value of zero means that the predictor goes exactly through the data. Increasing the nugget value results in smoothed models because collocated points no longer have perfect correlation. It is important to note that the scaling factor (1-nugget)
is not applied to the diagonal of the R matrix, and is applied to the entire r x vector even when a prediction point coincides with a sample point. This is done because a point is perfectly correlated with itself (diagonal of R matrix consists of ones), but would not be perfectly correlated with a second sample point at the same location (r x vector) in the presence of measurement error.
The nugget parameter can also be used to improve the stability of the kriging model. When superEGO is used for design optimization, points begin to cluster around the optimum (e.g., Figure 2(d) ), making the R matrix nearly singular and difficult to invert. In our implementation, a small nugget effect (e.g., 10 −12 ) is used to improve the conditioning without noticeably smoothing the data.
A simple one-dimensional example is shown to more easily visualize the smoothing effect. A uniformly distributed random number between ± 1 2 is added to the quadratic function y = (x − 5) 2 , x ∈ [0, 10]. Nineteen sample points are taken: 11 equally spaced points and 8 additional points near the minimum. Using MLE, a kriging model is fit to [θ, p] for the interpolating and [θ, p, nugget] for the smoothing covariance models of Equations (3) and (10), respectively. Figure 3 shows the predicted value of the interpolating (solid line) and smoothed (dashed line) kriging models. In the area where the noise is prominent, the interpolating model oscillates in order to pass through each of the data samples, whereas the other model is much smoother in a least squares sense. Figure 4 shows the kriging variance. For both the interpolating and smoothed models, the variance is lower in the middle because more data are available in that region. A consequence of the smoothing effect is that the variance model no longer returns to zero at the sample points. This is because the smoothing effectively increases the uncertainty in the model everywhere. In this example, there is little difference between the variance of the smoothed model at the sample points and the variance in locations far from the data. Because of this feature, one must be cautious when using Equation (7) as a measure of the uncertainty in smoothed kriging models. It is recommended that the interpolating covariance model of Equation (3) rather than Equation (10) be used in conjunction with Equation (7) for a more reliable estimate of the model uncertainty.
CASE STUDY
In this section the tools described above are used to create adaptive designs for an ergonomics experiment designed to explore the reach range of a seated test subject in a specific plane. A subjective measure of the difficulty of reaching a specific target is obtained. SuperEGO creates a model of the difficulty and adaptively controls the data to be gathered from the subject. Figure 5 shows the setup for the experiment. A subject is seated in a mock-up of an industrial or workplace environment, with the chair oriented so that the reach target is in the subject's lateral plane. A computer controlling the target can raise and lower it as well as move it nearer to or farther from the subject. In the testing procedure, the target is positioned and the subject is asked to reach to the target and depress the button for two seconds. The subject then rates the difficulty of the reach on a scale of 1 to 10, with 10 being the most difficult. Any target location that is unreachable is rated an 11. Maintenance of balance, the amount of exertion or degree of awkward posture required, and distance to the target all contribute to the difficulty of the reach.
Problem Description
The original testing procedure collects data along a finite number of rays. The length of the rays are calculated before the experiment by estimating the maximum reach length of the subject. The overall test procedure is done in multiple planes with multiple chairs and requires between 4 and 6 hours to complete. The goal of using adaptive sampling is to reduce the time required for subject testing by creating more efficient designs.
For simplicity, the pilot study shown here was restricted to two dimensions (i.e., a single plane) for the initial evaluation of the methodology. The 40 point sample for the ray-based approach is shown in Figure 6 for the 90 • (lateral) plane. The plot is shown from a perspective behind a subject extending their right 
SuperEGO Implementation
Two test subjects were used for the experiment. Subject A was a 181 cm tall, 84 kg, 25 year-old male. Subject B was a 157 cm tall, 52 kg, 24 year-old female. Before any measurements were recorded, the subjects were each given about 10 reaches of various difficulty in order for them to begin building an internal system for assigning the reach effort value. Each subject was then given the same set of 11 initial sample point locations shown in Figure 7 . The initial samples were selected to be somewhat space filling while including a number of points around the perimeter of the feasible space. It is a well known feature of kriging that the variance tends to be large around the outer edge of the design space which is less densely sampled. Populating points in this area at the onset aims to reduce the number of far away samples chosen after initialization.
The MLE fitting process of the kriging models is not very robust. Small changes in the data set can unpredictably lead to poor fits. For the case study, a kriging model of the subjects' perceived reach effort was successfully fit using the initial data set, then the model parameters [θ, p, nugget] were held fixed for the rest of the experiment. Doing so reduced the waiting time between reaches and yielded more reliable reach effort models. Fixing the covariance model parameters does not imply that the resulting kriging model is fixed. It will still change shape as data are added. Three different sampling criteria were implemented in this study. The first attempted to create a space-filling design by selecting the location of maximum kriging variance, Equation (7), at each iteration. The other two criteria were used to increase the accuracy of the model where reach effort values were between 7 and 8, a region of interest to vehicle interior designers. This was accomplished by finding the maximum kriging variance for locations that had an estimated reach effort between 7 and 8. Points predicted to be outside the 7-8 zone were assigned an ISC value of zero. The difference between the last two criteria is that the first predicted the 7-8 zone using an interpolating kriging model, the latter a smoothing model. The ISC are summarized below.
Three constraints were incorporated into the solution of the ISC problem at each iteration. They were the encroachment, outof-reach, and predicted out-of-reach constraints. The first kept the target from getting too close to the subject and was represented by the rectangular region in the lower left corner of Figure  7 . The out-of-reach constraints prevented placing the target in locations that were clearly out of reach of the subject, thus wasting time. The second constraint modeled the out-of-reach zone by a 1600 mm radius around the subject's h-point ([0,0] on the graph). The third constraint modeled the out-of-reach zone by a smoothed kriging model of the reach effort. Predicted reaches above 10 were considered infeasible. While g 3 is more adaptive to the subject, g 2 was kept as a redundancy in case the reach effort model were to behave erratically. The three constraints are summarized below.
During the experiments, the kriging variance of an interpolating model was used to quantify the uncertainty in reach effort model. While the smoothing approach exhibited a more wellbehaved reach effort model, there were problems with the variance calculations as demonstrated in Figure 4 . Because the sampling criteria used the kriging variance to create a space-filling design, it was critical that the variance tend toward zero at the sampled locations and increase monotonically as the distance from neighboring samples increased. Thus, the interpolating model was selected. However, we have taken advantage of the flexibility of superEGO to use smoothed kriging models as constraints while using the interpolating model to calculate variance estimates.
In summary, the following auxiliary optimization problem was solved for each iteration:
subject to: g i (x) is feasible for all i
The solution to Equation (18) is the location to place the target next. The subject reached for the target and rated the effort. The R matrix of the kriging model was then updated to incorporate the new data (without refitting the model parameters), and the process was repeated until a specified number of reaches were performed. For ISC 1 , a total of 30 points (including the initial 11) were sampled. Only 20 points were sampled for ISC 2 and ISC 3 .
Why Use Adaptive Sampling?
Before proceeding, it is first important to justify the need for adaptive sampling. To evaluate the efficacy of the adaptive sampling approach, an initial assessment was performed using analytical models to simulate the reach effort value a subject may assign for any given target location. Virtual subject A was a quadratic polynomial with a log term, virtual subject B a pure quadratic model. We compared the experimental design generated with superEGO against the static ray-based sample shown in Figure 6 .
For each virtual subject, a kriging model was fit to a 40 point data sample collected at the locations specified by the ray-based approach shown in Figure 6 . Another set of kriging models were fit to a smaller 30 point data sample collected using superEGO with both ISC 1 and ISC 2 , each initialized with 11 point sample of Figure 7 . Because the virtual subjects were analytical functions, the RMS error from the predicted to the actual reach effort could be calculated for each kriging model. Table 1 compares the model accuracy for the two subjects for the two sampling criteria. Test 1 computed the accuracy over the feasible space for the ray-based design and the adaptive design from ISC 1 . Test 2 computed the accuracy in only the 7-8 zone for the ray-based and adaptive design from ISC 2 . The adaptive sampling strategy provided superior global accuracy by using ISC 1 and provided more accurate results in the local zone of interest when ISC 2 was applied. In all cases, the model from a 30 point sample generated by superEGO was at least 3 times more accurate than the 40 point model generated by the ray-based approach. The advantages of adaptive sampling would likely be even more pronounced for a full three dimensional sampling. While these results do support the claim that adaptive sampling can lead to improved modeling accuracy, is the increased accuracy worth the complication? It would be much simpler to generate an efficient, space-filling design as a fixed DOE. Because the variation in the stature of test subject prohibits using a single DOE, one would have to scale the DOE for each subject. Doing so is not necessarily reliable because of the number of physical characteristics that determine reach range. Also, a subject may have physical limitations that prevent them from reaching a point that another person of the same size might easily reach. Thus, it is not feasible to create a scalable, static design that would fulfill the needs of this experiment. In addition, there may be an interest in subject-specific information to be accounted for in the sampling such as was done with ISC 2 . The adaptive sampling scheme is necessary in such cases. For these reasons, adaptive sampling has been selected as an appropriate tool for the test procedure.
Results
We begin by showing the resulting DOE's for each subject from ISC 1 (see Figure 8) . The initial 11 points are shown as circles, with the remaining 19 infill points shown as x's. As expected, the two DOE's were quite different from each other. Theoretically, the kriging variance is homoscedastic, that is, it depends only on the location of the data, not the values thereof. So why then were the DOE's different? It is because the predicted out-of-reach constraint, g 3 , adapted to the user. As the kriging variance is high on the outer perimeter of the design space, where fewer data points are nearby, some infill points tended towards the edge of the feasible space. Because the predicted out-ofreach zone for Subject A was so large, g 3 was dominated by g 2 in the majority of the space, and points were placed along the edge of the 1600 mm radius. However, for Subject B, g 2 was dominated by g 3 and points were placed along the edge of her predicted out-of-reach zone, which was much smaller than the 1600 mm radius. Therefore, the infill locations for the two subjects quickly diverged. To compare the resulting reach effort models of the subjects after the 30 points, the interpolating and smoothed kriging models are shown in Figures 9 and 10 , respectively. The next two criteria were run for a total of 20 points each. Looking first at ISC 2 , Figure 11 shows the adaptive designs for the two subjects. For ISC 2 , the criterion estimates the 7-8 zone using the interpolating model. Figure 12 compares the predicted to the actual reach effort at each iteration. Similarly, Figures 13  and 14 show the adaptive designs and predicted vs. actual reach efforts for ISC 3 . For ISC 3 , the predicted 7-8 zone was estimated using the smoothing model. In both cases, the prediction accuracy was higher for Subject B than for Subject A. It is possible that the smaller feasible design space made predictions more reliable, but further work is being done to investigate this behavior. 
CONCLUSIONS AND FUTURE WORK
A global constrained nonlinear optimization algorithm was used to create adaptive design of experiments. The generality and flexibility of the optimization algorithm lent itself well to exploring a variety of sampling criteria and constraint sets. It has been shown that the adaptive sampling successfully created experimental designs that adapted to the individual test subjects. For one subject, target locations were pushed further away be- cause of his tall stature. For another, sample points were kept closer to the subject due to her shorter reach range. The integration of constraints into the solution of the ISC maximization problem allowed for irregularly shaped design spaces that took subject behavior into account. In addition, the ability to create smoothed kriging models was shown to be an important aid to the case study. The results of this pilot study have lead to some interesting possibilities.
Note from Figure 11 that two sample points for Subject A were taken outside the 1600 mm radius. For this particular experiment, g 2 was eliminated from the constraint set to explore how well g 3 kept the samples within reach. The resulting DOE yielded 3 out-of-reach responses, compared to none for the ISC 3 experiment of Figure 13 . While this does indicate that more targets were placed outside the subject's range, it did provide a reasonable constraint in that the subject was nearly capable of reaching the target. Eliminating g 2 may prove essential in some cases. For example, due to his height, Subject A was able to reach many of the targets placed along the 1600 mm radius. An experiment designed to search for an individual subject's maximum reach range would therefore be hindered by g 2 if the subject were tall enough. Attempting to scale the radius to the user may also prove ineffective because: A) it is difficult to accurately estimate someone's maximum reach a priori, and B) the maximum reach envelope is rarely a perfect circle. Adaptively setting the out-of-reach boundary via g 3 alone appears like a more appropriate method. A sampling criterion similar to those applied here could be used effectively with g 1 and g 3 to adaptively locate the maximum reach range.
Further work is currently underway to enhance the abilities of the smoothed kriging models. Rather than having a uniformly smoothed model, we have considered incorporating a measurement error that is a function either of the location in the design space or of the predicted value of the model. In this way, one could account for the fact that the subjects are more consistent when assigning very high or very low reach effort values than they are in assigning values in the medium range. The kriging model could potentially include more smoothing in the region of higher intrasubject variability and remain more true to the data at the extremes.
