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Abstract
By examining the deterministic limit of a general -dependent generator for Markovian dy-
namics, which includes the continuous Fokker-Planck equations and discrete chemical master
equations as two special cases, the intrinsic connections among mesoscopic stochastic dynam-
ics, deterministic ODEs or PDEs, large deviations rate function, macroscopic entropy function
are established. Our result not only solves the long-lasting question on the origin of entropy
function in classical irreversible thermodynamics, but also reveals an interesting emergent phe-
nomenon that both the time-reversible dynamics equipped with a Hamiltonian function and the
time-irreversible dynamics equipped with an entropy function could arise automatically during
the study of deterministic limits of a stochastic dynamics and its large deviations rate function.
Keywords: Mesoscopic stochastic dynamics, Macroscopic limit, Large deviations rate
function, Classical irreversible thermodynamics, Entropy function
1 Introduction
Most stochastic dynamics has a natural deterministic limit; which can and should be understood
as a form of the Law of Large Numbers in the theory of probability. If one uses an  to represent
this limiting process and denote the stochastic dynamics as Y(t), then one has
lim
→0
Y(t) = y(t), (1)
where y(t) represents a deterministic dynamics. One example of the type of limit theorems in (1)
is given by Kurtz in [1].
The Y(t) can be either discete or continuous: For ordinary dynamics, it can be a diffusion
process driven by a stochastic Wiener process W (t), or an integer-valued, continuous-time jump
process on the lattice ZN driven by a stochastic Poisson process Ξ(t). In the latter case, the lattice
size is also proportional to . For a spatiotemporal dynamics Y(x, t), the well known examples
are the solution to a stochastic partial differential equation (SPDE) and interacting particle systems
(IPS). The corresponding limit law as in (1) is called the hydrodynamic limit [2, 3, 4].
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The theory of large deviations from the stochastic mathematics suggests that in the limit process
(1), there is a further asymptotic result
− lim
→0
(
 ln Pr
{
η < Y(t) ≤ η + dη
})
= ϕ(η, t), (2)
in which non-negative ϕ(η, t) has a global minimum zero when η = y(t). In fact, there is a
variational principle associated with the ϕ(η, t) [6]. This is the probabilistic foundation of ther-
modynamic theory, equilibrium or nonequilibrium. The function ϕ, called a large deviations rate
function, corresponds to a thermodynamic potential.
It is well-known that the large deviations principle plays a key role in the equilibrium statistical
mechanics, while in this study, we are going to show that it also acts as the statistical founda-
tion of nonequilibrium thermodynamics, to be exact the Classical Irreversible Thermodynamics
(CIT) developed by Onsager, Mazor, de Groot, Prigogine et al. [5]. A key step is to examine the
Hamilton-Jacobi equation satisfied by the large deviations rate function, which can be rigorously
derived in the limit process from stochastic dynamics to deterministic nonlinear differential equa-
tions. The latter is the macroscopic models studied by CIT, for which the large deviations rate
function turns to be the (relative) entropy function.
To make our statement clear, the whole paper is organized as follows. In Section II, a very gen-
eral -dependent generator for Markovian dynamics, which includes the continuous Fokker-Planck
equations and discrete chemical master equations as two special cases, is introduced. By examining
the macroscopic limit, deterministic nonlinear ODEs and PDEs, which are widely used in model-
ing nonequilibrium processes, are derived from the Markovian dynamics as the noise level → 0.
Most importantly, during this limit process, stationary large deviations rate functions emerges auto-
matically and serves as the entropy foundation for classical irreversible thermodynamics as shown
in Section III. This conclusion is further justified through two concrete exactly-solvable exam-
ples. The last section contains general discussions about entropy, energy, dissipative dynamics and
conservative dynamics.
3
2 Large deviations principle and stochastic dynamics
Consider the situation that a continuous-time stochastic, Markov Y(t) is not given explicitely, but
only in terms of a dynamic equation:
∂
∂t
ρ(z; t) =
∫
Rn
T (z|ξ; )ρ(ξ; t)dξ, (3a)
ρ(z; t)dz = Pr
{
z < Y(t) ≤ z + dz
}
. (3b)
This is a special form of the Chapman-Kolmogorov equation for Markov dynamics, assuming a
time-homogeneous rate for the transition probability. ρ(z; t) denotes the probability density of the
system in state z at time t, with  1 as a small parameter indicating the strength of randomness.
T (z|ξ; ) is the transition probability from state ξ to state z. Its explicit form will be discussed in
the next part.
2.1 -dependent Markov transition probability
Let us now characterize the central object T (z|ξ; ) in Eq. (3a). It has the following essential
properties. For z, ξ ∈ Rn and  > 0,
(i)
T (z|ξ; ) ≥ 0 for z 6= ξ;
(ii) ∫
Rn
T (z|ξ; )dz = 0;
(iii)
lim
→0
T (z|ξ; ) = −F (ξ)δ′(z − ξ).
The first two are standard properties for an infinitesimal Markov generator, the third one indicates
a deterministic limit as → 0:
∂ρ(z; t)
∂t
= −
∫
Rn
(
F (ξ)δ′(z − ξ)
)
ρ(ξ; t)dξ
= −
∫
Rn
∇ ·
(
F (ξ)ρ(ξ; t)
)
δ(z − ξ)dξ = −∇ ·
(
F (z)ρ(z; t)
)
, (4)
which represents a nonlinear ordinary differential equation
dy(t)
dt
= F (y). (5)
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Note that (i) and (ii) imply that T (z|ξ; ) has a negative signed Dirac-δ atomic measure at z = ξ.
However, for finite , there could be other positive signed atomic measure at z− ξ 6= 0 in the form
T (z|ξ; ) = R(ξ)
[
δ(z − ξ + ν)− δ(z − ξ)

]
, (6)
in which the amplitude R(ξ) is non-negative and location ν can be positive or negative. We there-
fore assume the following general form for T (z|ξ; ):
T (z|ξ; ) =
m∑
`=−m
R`(ξ)
[
δ(ξ − z + ν`)− δ(ξ − z)

]
− A(ξ)δ′(z − ξ) + D(ξ)δ′′(z − ξ), (7)
in which A, δ′ ∈ Rn are vectors and D, δ′′ ∈ Rn × Rn, D being a positive definite matrix; ν` =
−ν−`. As a concrete example, it is noted that the first term in (7) is the generator for chemical
master equations, while the last two terms are those for the drift and diffusion terms in the Fokker-
Planck equation. In the limit of → 0, the generator in (7) gives nonlinear
F (z) = A(z) +
m∑
`=−m
ν`R`(z). (8)
Fig. 1 illustrates graphically the nature of the assumption in (7) when z, ξ ∈ R: The corre-
sponding transition probability distribution function in an infinitesimal dt is
P(x|ξ; dt) =
∫ x
−∞
[
δ(z − ξ) + T (z|ξ; )dt
]
dz. (9)
It in general contains discontinuous jumps. In the limit of → 0, it converges to the Heaviside-step
function H
[
x− ξ −B(ξ)dt].
2.2 Large deviations principle and Hamiltonian dynamics
Now if one uses the result in (2) as the basis for an assumption like the WKB ansatz:
ρ(z; t) = exp
(
−ϕ(z, t)

)
, (10)
5
Figure 1: General, discontinuous transition probability distribution function P(x|ξ; dt) defined in
(9), shown in (a), approaches to H[x− ξ − F (ξ)dt], shown in (b), as → 0.
and substitutes this expression into (3a), one has the leading order terms:
∂ϕ(z, t)
∂t
= 
∫
Rn
e
ϕ(z,t)−ϕ(ξ,t)

{
A(ξ)δ′(z − ξ)− D(ξ)δ′′(z − ξ)
−
m∑
`=1
R`(ξ)
[
δ(ξ − z + ν`)− δ(ξ − z)

]}
dξ
= −A(z)∇ϕ(z, t)−∇ϕ(z, t)D(z)∇ϕ(z, t)−
m∑
`=−m
R`(z)
[
eν`∇ϕ(z,t) − 1
]
. (11)
Notice the subtlety for the following double limit as → 0 and ′ → 0, which is singular:
lim
′→0
lim
→0
′e
ϕ(z)
′
∫
R
e−
ϕ(ξ)
′
(
δ(ξ − z − ν)− δ(ξ − z)

)
dξ
= lim
′→0
lim
→0
′

[
e−
ϕ(z+ν)−ϕ(z)
′ − 1
]
=

lim
→0
e−
ϕ(z+ν)−ϕ(z)
 − 1 = e−ν[dϕ(z)/dz] − 1 ′ = 
lim
′→0
−ν
′
′
[
dϕ(z)
dz
]
= −ν
[
dϕ(z)
dz
]
→ 0 first
(12)
Actually, the limit does not exist if taking ′ → 0 first.
With respect to the Hamilton-Jacobi equation in (11), it becomes possible to introduce a Hamil-
tonian function
H(z, y) =A(z)y + yTD(z)y +
m∑
`=−m
R`(z)
[
eν`y − 1
]
, (13)
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and the corresponding Hamiltonian dynamics
dz
dt
=
∂H(z, y)
∂y
= A(z) + 2D(z)y +
m∑
`=−m
ν`R`(z)e
ν`y, (14)
dy
dt
= −∂H(z, y)
∂z
= −A′(z)y − yTD′(z)y −
m∑
`=−m
R′`(z)
[
eν`y − 1
]
. (15)
Clearly, the above Hamiltonian system is a generalization of the deterministic dynamics, since we
will recover the results in (5) and (8) as y = 0. All other solutions to the Hamiltonian system with
y 6= 0 corresponds to rare events which are impossible in the deterministic dynamics and are only
populated in fluctuations.
Meanwhile, according to classical mechanics, we can also construct a variational principle by
considering the Lagrangian function
L(z, z˙) =[yz˙ −H(z, y)]y=y(z,z˙), (16)
in which y as a function of z and z˙ is obtained from solving the implicit equation (14). Clearly,
H(z, y) and L(z, z˙) are Legendre transforms of each other. In terms of L(z, z˙), the conjugate vari-
able y = ∂L(z, z˙)/∂z˙. Consequently, the most probable path in consistent with above Hamiltonian
dynamics with given z(0) and z(T ) are given through the lease action principle
min
z(s)
∫ T
0
L(z(s), z˙(s))ds. (17)
2.3 −ϕss as an entropy functional
We now show that the stationary solution to Eq. (11) is an entropy functional for the nonlinear
differential equation (5):
d
dt
ϕss
(
y(t)
)
= F (y) · ∇yϕss(y)
=
(
A(y) +
m∑
`=−m
ν`R`(y)
)
· ∇yϕss(y). (18)
where ϕss(y) satisfies
A(y)∇ϕss(y) +∇ϕss(y)D(y)∇ϕss(y) +
m∑
`=−m
R`(y)
[
eν`∇ϕ
ss(y) − 1
]
= 0. (19)
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From (19), and using inequality ea − 1− a ≥ 0 for all a ∈ R,
−F (y)∇ϕss(y) = ∇ϕss(z)D(y)∇ϕss(y) +
m∑
`=−m
R`(y)
[
eν`∇ϕ
ss(y) − 1− ν`∇ϕss(y)
]
≥ 0. (20)
Therefore, the partial differential equation (11) is the equation one seeks to define an entropy,
thus a nonequilibrium thermodynamics of the nonliner system (5). Note that in addition to the
vector fieldA, (11) contains several arbitrary functionsB andR’s. This non-uniqueness is expected
from the logic between stochastic dynamics and its limiting deterministic differential equations.
It is important to identify −dϕss/dt not as entropy production rate, rather as the instantaneous
rate of entropy change. Then one has [7, 8]
− d
dt
ϕss
[
y(t)
]︸ ︷︷ ︸
entropy change
= −
[
A(y) +
m∑
`=−m
ν`R`(y)
]
∇yϕss(y)
= A(y)D−1(y)A(y) +
m∑
`=1
(
R`(y)−R−`(y)
)
ln
(
R`(y)
R−`(y)
)
︸ ︷︷ ︸
entropy production
−
(
A+D∇ϕss
)
D−1
(
A+D∇ϕss
)
︸ ︷︷ ︸
mechanical drive
−
m∑
`=1
(
R` −R−`
)
ln
[
R`
R−`
eν`∇ϕ
ss
]
︸ ︷︷ ︸
chemical drive
+
(
A∇ϕss +∇ϕssD∇ϕss
)
︸ ︷︷ ︸
chemomechanical exchange
(21)
According to (19), the last term representing chemomechanical exchange can also be expressed as[
A(y) +∇ϕss(y)D(y)
]
∇ϕss(y) = −
m∑
`=−m
R`(y)
[
eν`∇ϕ
ss(y) − 1
]
.
Let us now consider the specific situation in which both the mechanical and chemical parts are
in detailed balance on their own [7, 8]:
A(y) = −D(y)∇yU(y), (22)
ln
(
R`(y)
R−`(y)
)
= −ν`∇yG(y), (23)
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in which U(y) is a “mechanical” potential function, and G(y) is the Gibbs function for a chemical
part. Substituting these two potential conditions into (5) and (8), we have
dy(t)
dt
= −
[
D∇yU +
m∑
`=1
2ν`Rˆ` sinh
(
1
2
ν`∇yG
)]
. (24)
Eq. (11) becomes
∂ϕ(z, t)
∂t
=
(∇U −∇ϕ)D∇ϕ− m∑
`=0
2Rˆ`
[
cosh
(
ν`∇ϕ− 1
2
ν`∇G
)
− cosh
(
1
2
ν`∇G
)]
, (25)
in which Rˆ`(y) = [R`(y)R−`(y)]
1
2 . A global chemomechanical equilibrium is reached when
U(y) = ϕss(y) = G(y).
2.4 PDEs as deterministic limits
Our previous derivations can be formally extended to nonlinear partial differential equations(PDEs),
which are most widely used models in nonequilibrium thermodynamics. PDEs originally rose from
treating fluid dynamics in terms of Newtonian mechanics; the thermodynamics of continuum thus
naturally follows. There is a long tradition in the physics of nonequilibrium thermodynamics in
terms of continuum theory [5] at one hand, and in formulating mathematical theory of PDEs in
terms of ideas from thermodynamics [9, 10] on the other hand. Ultimately, with a statistical foun-
dation of thermodynamics in mind, a system of PDEs can be understood as the hydrodynamic limit
of a stochastic PDE or IPS. Nonequilibrium thermodynamics emerges in the asymptotic limit via
the law of large deviations [11], just as the emergence of generalized Gibbsian chemical thermo-
dynamics in the asymptotic limit of Kurtz’s theorem [1], and as the chemomechanics we outlined
in Sec. 2 above.
To begin with, let us consider a spatiotemporal stochastic process Y(x, t), where x ∈ Ω ⊂ R,
whose probability distribution for the entire function of x at a give time t,
Pr
{
z(x) < Y(x, t) ≤ z(x) + dz(x)
}
= ρ
[
z(x); t
]
dz(x), (26)
is given by a Chapman-Kolmogorov equation
∂
∂t
ρ[z(x); t] =
∫
T
[
z(x)
∣∣ξ(x)]ρ[ξ(x); t]dξ(x), (27)
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in which ρ[z(x); t] = ρ[z(x)](t) is a functional of z(x), and z(x), ξ(x), and dξ(x) are all in an
appropriate function space.
Similarly, the transition probability T
[
z(x)
∣∣ξ(x)] is assumed to take the following general
form
T
[
z(x)
∣∣ξ(x)] = m∑
`=−m
R`[ξ(x)]
[
δ[ξ(x)− z(x) + ν`(x)]− δ[ξ(x)− z(x)]

]
− A[ξ(x)]δ′[ξ(x)− z(x)] + D[ξ(x)]δ′′[ξ(x)− z(x)], (28)
whereR`[ξ(x)], A[ξ(x)], andD[ξ(x)] are all funtionals of ξ(x). δ′[ξ(x)−z(x)] and δ′′[ξ(x)−z(x)]
represent functional (or variational) derivatives of Dirac-δ functions defined as
δ′[z] ≡ δ
δz
(
δ[z]
)
= lim
h→0
δ[z + hdz]− δ[z]
h
. (29)
With respect to this generator, in the limit of → 0, we have
lim
→0
T[z(x)|ξ(x)] = −F [ξ(x)]δ′[z(x)− ξ(x)], (30)
where functional
F [z(x)] = A[z(x)] +
m∑
`=−m
ν`(x)R`[z(x)]; (31)
therefore,
∂
∂t
ρ0[z(x); t] = − δ
δz
(
F [z(x)]ρ0[z(x); t]
)
. (32)
This equation for the functional ρ0[z(x); t] actually represents a nonlinear partial differential equa-
tion
∂y(x, t)
∂t
= F [y(x, t)]. (33)
2.5 Conservation dissipation formalism
We shall now assume a more concrete form for F up to the second-order spatial derivative of
y(x, t), F [y(x, t)] = F (y, yx, yxx, x). This corresponds to a rather broad class of nonlinear PDEs
discussed in literature
∂y(x, t)
∂t
= F (y, yx, yxx, x), (34)
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in which yx denotes ∂y(x, t)/∂x. A PDE in which the F = −∇ · j(yx, y, x) + s(x) is called
a transport equation; F without the yxx term is called hyperbolic, and with yxx term is called
paraboic. F without the y is called the Hamilton-Jacobi equation (HJE). When F does not contain
yxx, the nonlinear first-order PDE can be solved by the method of characteristics [12, 13, 14]; for
an HJE this method gives rise to a Hamiltonian system.
In particular, a group of first-order PDEs in a form of
∂ty = −
n∑
j=1
∂xiJi(y) +Q(y), (35)
where
y =
(
ys
yd
)
, Ji(y) =
(
fi(y)
gi(y)
)
, Q(y) =
(
0
q(y)
)
,
are of great interest in both nonequilibrium thermodynamics and mathematical physics. y = y(x, t)
is a set of independent variables used for characterizing the system under study. Ji(y) are fluxes
along the xi direction, while q(y) 6= 0 represents nonzero source or sink terms. We notice terms in
Q(y) corresponding to y are all zeros, which means variables ys obey local conservation laws. The
theoretical significance of local conservation laws is that they point out which kind of variables
(an integration of ys in the whole space) do not change with time. In contrast, since the source
terms for yd are nonzero, the spacial integration of yd is no more constant. This gives a natural
classification of ys and yd variables.
With respect to above equations, a very general mathematical formulation – Conservation Dis-
sipation Formalism [16], for modeling nonequilibrium processes was constructed, two key as-
sumptions of which read
• There is a strictly concave smooth function η = η(y), called entropy, such that ηyy · Jiy(y) is
symmetric for each i and for all y = (ys, yd) under consideration;
• There is a positive definite matrix M(y), called dissipation matrix, such that q(y) = M(y) ·
ηyd(y).
The first assumption is the famous entropy condition for hyperbolic conservation laws due to Go-
dunov [17], Friedrich, Lax [18] and et al., which ensures the system is globally symmetrizable
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hyperbolic. Then the Poincare lemma implies that there is a function Ki = Ki(y) such that
ηy · Jiy = Kiy.
The second condition is a nonlinearization of the celebrated Onsager’s reciprocal relation [19, 20],
which ensures that the states far away from equilibrium tend to equilibrium in the long time.
Now it is easy to see that, for a large group of F (y) in (34) which meet the two requirements
of CDF, −ϕss turns to be the desired entropy function, which will be address in detail in the next
section. And its time evolution is given through the following balance equation
∂ϕss(y)
∂t
=
n∑
j=1
∂xiKi(y)− σ(y), (36)
where Ki(y) is the entropy flux, and σ(y) =
∂ϕss(y)
∂t
M(y)∂ϕ
ss(y)
∂y
≥ 0 is the entropy production
rate. This result establishes an interesting connection among stochastic thermodynamics, large
deviations rate function and macroscopic nonequilibrium thermodynamics.
3 Large deviations principle and classical irreversible thermo-
dynamics
3.1 The logical structure of CIT
In contrast to the deterministic limit of stochastic processes discussed in previous sections, which
provides a direct linkage between mesoscopic and macroscopic dynamics, there are also other
schools, like classical irreversible thermodynamics, trying to derive the governing equations for
macroscopic deterministic dynamics directly from a thermodynamic point of view. The mathemat-
ics of macroscopic classical irreversible thermodynamics, as presented in [5], has a very elegant
and clear logical structure, which we summarize here.
(i) First, one considers the macroscopic system is locally fully specified by several quantities,
say ui,vi,wi, i ∈ S, which are called “state variables”. For example, in classical hydrodynamics,
the fluid density ρ, velocity v and total energy e are most often used ones. This assumption is gen-
erally referred to as the “local equilibrium hypothesis” in literature, which allows the application
of concepts and methodology in equilibrium thermodynamics directly to non-equilibrium systems.
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In CIT, another remarkable feature of state variables is that each of them satisfies a system of
conservation law of its own, which means u(t) = {ui(t), i ∈ S} follows
dui(t)
dt
=
∑
j∈S
(
J
(u)
ji − J (u)ij
)
, (37)
where J (u)ij ≥ 0 is a one-way flux.
(ii) The local equilibrium hypothesis also guarantees the existence of a local strictly convex
entropy function si ≡ S(ui, vi, wi). Then by differential calculus (or Gibbs relation in thermody-
namics) one has
dsi
dt
=
(
∂si
∂ui
)[
dui(t)
dt
]
+
(
∂si
∂vi
)[
dvi(t)
dt
]
+
(
∂si
∂wi
)[
dwi(t)
dt
]
=
∑
ξ=u,v,w
(
∂si
∂ξi
)∑
j∈S
(
J
(ξ)
ji − J (ξ)ij
)
(38a)
=
∑
ξ=u,v,w
∑
j∈S
1
2
[
∂si
∂ξi
− ∂sj
∂ξj
](
J
(ξ)
ji − J (ξ)ij
)
︸ ︷︷ ︸
local entropy production rate = force × flux
+
∑
ξ=u,v,w
∑
j∈S
J
(S,ξ)
ji︸ ︷︷ ︸
entropy exchange flux
, (38b)
in which the net entropy flux due to transport of ξ:
J
(S,ξ)
ij =
1
2
[
∂si
∂ξi
+
∂sj
∂ξj
](
J
(ξ)
ij − J (ξ)ji
)
= −J (S,ξ)ji , (38c)
Eq. 38 has established a local entropy balance law in the form given by (36). If ξ represents
energy, volume, or the concentration of a chemical species, then (∂si/∂ξi) ≡ (∂S/∂ξ)i, i ∈ S,
will be 1/Ti, pi/Ti, and µi/Ti respectively, with Ti, pi and µi being local temperature, pressure,
and chemical potential. Then the corresponding thermodynamic forces between states i and j are
(1/Ti − 1/Tj), (pi/Ti − pj/Tj), and µi/Ti − µj/Tj .
(iii) Eq. (38b), which splits (38a) into a symmetric and an antisymmetric terms, is actually a
discrete version of the integration by parts in differential calculus, which is employed in the third
step of CIT based on continuous variables. We recognize
∑
j∈S
(
Jij − Jji
)
as a discrete analogue
of a divergence term, in which Jij ≥ 0 is a one-way flux. Thus, for any xi and xj ,
xi
∑
j∈S
(
Jij − Jji
)
= −
∑
j∈S
(
xj − xi
)
Jji +
∑
j∈S
(
xjJji − xiJij
)
. (39)
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The last term is again a divergence term, which is determined by only boundary values when
summed over a set of i’s. Interestingly, if we identify (xj − xi) as a “thermodynamic force”
between states i and j, the term (xj − xi)Jji is not consistent with Onsager’s entropy production
rate: According to his theory a “thermodynamics flux” is the net flux (Jij − Jji), not one-way flux
[21]. This observation suggests that instead of Eq. 39, we should make Jij and Jji symmetric:
xi
∑
j∈S
(
Jij − Jji
)
= xi
∑
j∈S
[(
Jij − Jji
2
)
−
(
Jji − Jij
2
)]
= −1
2
∑
j∈S
(
xj − xi
)(
Jji − Jij
)
+
1
2
∑
j∈S
(
xi + xj
)(
Jji − Jij
)
. (40)
This is precisely the Eq. (38b).
(iv) Now the fourth step in CIT is to introduce a thermodynamic force-flux relationship: J
(u)
ij − J (u)ji
J
(v)
ij − J (v)ji
J
(w)
ij − J (w)ji
 = −Mij(u,v,w)

∂si
∂ui
− ∂sj
∂uj
∂si
∂vi
− ∂sj
∂vj
∂si
∂wi
− ∂sj
∂wj
 , (41)
where Mij is a 3 × 3 positive definite symmetric matrix. With this assumption, the local entropy
production rate in (38) is strictly positive except all forces and fluxes are zero. When Mij(u,v,w)
is evaluated at an equilibrium, (41) is called Onsager’s near equilibrium linear force-flux relation-
ship, which can be derived from the principle of detailed balance.
The force-flux relation needs not to be linear. Another well-known example is ln(J
(u)
ij /J
(u)
ji )
ln(J
(v)
ij /J
(v)
ji )
ln(J
(w)
ij /J
(w)
ji )
 = −Mij

∂si
∂ui
− ∂sj
∂uj
∂si
∂vi
− ∂sj
∂vj
∂si
∂wi
− ∂sj
∂wj
 . (42)
This is Gibbs’ chemical affinity-flux relationship. It implies for each and every set of cyclic indices
i0, i1, · · · , in, in+1 = i0 in the state space S:
n∑
k=0
M−1ikkk+1
 ln(J
(u)
ikik+1
/J
(u)
ik+1ik
)
ln(J
(v)
ikik+1
/J
(v)
ik+1ik
)
ln(J
(w)
ikik+1
/J
(w)
ik+1ik
)
 =
 00
0
 , (43)
which is known as chemical detailed balance. The three zeros in (43) implies there exist three
potential functions on the state space S. With (42) the local entropy production rate in (38) is
non-negative, and it is equal to zero if and only if J (ξ)ij = J
(ξ)
ji for all i, j ∈ S and ξ = u, v, w.
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3.2 CIT for master equations
Let us now follow the same steps (i) to (iv) for a master equation which conserves the probability
dpi(t)
dt
=
∑
j∈S
(
Jji − Jij
)
, Jij = pi(t)qij ≥ 0. (44)
Introducing a local entropy function si = −pi ln pi. Then
dsi
dt
= −( ln pi + 1)dpi(t)
dt
=
1
2
∑
j∈S
(
piqij − pjqji
)
ln
(
pi
pj
)
+
1
2
∑
j∈S
(
piqij − pjqji
)[
ln
(
pipj
)
+ 2
]
. (45)
Now introducing an affinity-flux relationship ln(pi/pj) = Mij(piqij − pjqji), where
Mij(pi, pj) =
ln pi − ln pj
piqij − pjqji . (46)
It is easy to show that Mij is strictly positive if and only if qij = qji.
When qij 6= qji, the above simple entropy function that is independent of {qij} can no longer
be a valid choice. Rather, a proper entropy function has to be informed by the dynamics in (44).
One of the best known examples is to consider the stationary probability distribution to (44) {pii}:
s˜i = −pi ln(pi/pii). This is the fundamental idea of free energy. Instead of (45) one then has
ds˜i(t)
dt
=
1
2
∑
j∈S
(
piqij − pjqji
)
ln
(
pipij
pjpii
)
+
1
2
∑
j∈S
(
piqij − pjqji
) [
ln
(
pipj
piipij
)
+ 2
]
. (47)
One therefore has an affinity-flux relationship ln(pipij/pjpii) = M˜ij(piqij − pjqji), with
M˜ij(pi, pj) =
ln(pi/pii)− ln(pj/pij)
piqij − pjqji . (48)
The M˜ij is strictly positive if and only if piiqij = pijqji.
3.3 ϕss as the statistical foundation of CIT
The entropy function plays a key role during the formulation of CIT, however its origin is a mystery
in macroscopic thermodynamics and CIT does not provide an answer on it. Interestingly, the large
derivation rate function obtained from the limit process of mesoscopic stochastic dynamics turns
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out to be the desired entropy function for the macroscopic thermodynamic modeling, and thus it
provides a solid statistical foundation for CIT.
To make this point clear, we start with the stationary large derivation function (or the free
energy function in this case) and examine its full time derivative in accordance with CIT
dϕss[y(x, t)]
dt
=
dy(x, t)
dt
δϕss[y(x, t)]
δy
=−
m∑
l=−m
Rl[y]
[
eνlδφ
ss[y]/δy − 1
]
− A[y]δϕ
ss[y]
δy
− δϕ
ss[y]
δy
D[y]
δϕss[y]
δy
+
dy
dt
δϕss[y]
δy
=−
m∑
l=−m
Rl[y]
[
eνlδϕ
ss[y]/δy − νl δϕ
ss[y]
δy
− 1
]
+
[
dy
dt
−
m∑
l=−m
νlRl[y]− A[y]− δϕ
ss[y]
δz
D[y]
]
δϕss[y]
δy
=− σ1 − σ2. (49)
It is seen that σ1 ≥ 0 by Bernoulli’s inequality. While to keep σ2 ≥ 2 in accordance with the
second law of thermodynamics, CIT suggests to take
dy
dt
−
m∑
l=−m
νlRl[y]− A[y] = δϕ
ss[y(x, t)]
δy
(
D[y]−M [y]
)
, (50)
where M [y] ≥ 0 must be simi-positive definite. In particular, if we choose M [y] = D[y], the
macroscopic equation in (33) is recovered. Comparing to the original equation, we see that models
derived from CIT are not completely specified unless the entropy production rate is given too
(which means M [y] is given). This ambiguity is arised from the fact that a dissipative process is
not fully specified by the entropy function, but also by its dissipation rate.
3.4 Two exactly-solvable examples
Finally, we look at two examples, which could be explicitly solved, to illustrate the intrinsic re-
lations among mesoscopic stochastic dynamics, macroscopic deterministic dynamics, large devia-
tions rate function, classical irreversible thermodynamics, Hamiltonian dynamics, and so on (see
Fig. 2).
(1) Fokker-Planck equations for the Ornstein-Unlenbeck process.
By taking R(ξ) = 0, A(ξ) = −az,D(ξ) = D in the generator in (7), we arrive at the famous
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Figure 2: Relations among stochastic dynamics, macroscopic limit, large deviations theory, etc.
LDP and HJE stand for abbreviations for large deviations principle and Hamiltonian-Jacobi equa-
tion.
Fokker-Planck equation
∂p(z, t)
∂t
=
∂
∂z
·
[
D
∂
∂z
p(z, t) + azp(z, t)
]
. (51)
It corresponds to the Ornstein-Unlenbeck process (OUP), a particular realization of the general
Langevin dynamics, which reads
dz(t) = −azdt+
√
2DdB(t), (52)
under the meaning of Itoˆ’s calculus. In this case, the distribution function could be exactly solved
as
p(z, t) =
[
a
2piD(1− e−2at)
]1/2
exp
[
− az
2
2D(1− e−2at)
]
, (53)
with respect to the initial condition p(z, 0) = δ(z).
It is straightforward to show the large deviations rate function ϕ(z, t) = az2/[2D(1 − e−2at)]
and its stationary solution ϕss(z) = az2/(2D). With respect to these formulas, we can repeat
previous derivations of CIT. And it is easy to check that the relation dz/dt = −az guarantees a
positive entropy production. On the other hand, as suggested by the large deviations principle, we
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can also introduce a Hamiltonian dynamics
dz
dt
= 2Dy − az, (54)
dy
dt
= ay, (55)
with a Hamiltonian function H(z, y) = Dy2− azy, which is equivalent to a Lagrangian dynamics
z¨ − a2z = 0 (56)
given by the Lagrangian function L(z, z˙) = (z˙ + az)2/(4D). Noticeably, both dynamics are
time-reversible generalizations of dz/dt = −az.
(2) Chemical reactions under complex balance condition.
In the next example, we consider a discrete generator with A(ξ) = 0, D(ξ) = 0. In this
case, the chemical master equations are obtained, whose deterministic limit gives usual ordinary
differential equations
dz(t)
dt
=
m∑
`=1
ν` ·
[
R`(z)−R−`(z)
]
(57)
for m chemical reactions with general rate functions R`(z). z = (z1, z2, · · · , zn) are the concen-
trations of the n species, and stoichiometric coefficients ν` = (ν`1, ν`2, · · · , ν`n).
Thanks to the condition of complex balance, a concept first introduced by Horn and Jackson
in 1972 [23], for a class of chemical reactions with laws of mass action, it can be shown that the
kinetics equation above has a unique stationary solution zss [22], and the stationary large deviations
rate function [7]
ϕss(z) =
n∑
i=1
zi ln
(
zi
zssi
)
− zi + zssi (58)
is a solution to
m∑
`=1
R`(z)
[
eν`∇ϕ
ss(z) − 1
]
+R−`(z)
[
e−ν`∇ϕ
ss(z) − 1
]
= 0. (59)
Then according to CIT, a possible dissipative extension of (57) is
dz
dt
=
m∑
`=1
ν` ·
[
R`(z)−R−`(z)
]−M(z) ln( zi
zssi
)
, (60)
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which, however, requires a preknowledge of the stationary solution zss and is nearly impossible for
real applications. In contrast, the conservative extension does not require such kind of information.
With respect to the Hamiltonian functionH(z, y) =
∑m
`=1
{
R`(z)
[
eν`y−1]+R−`(z)[e−ν`y−1]},
the derivation of corresponding Hamiltonian dynamics is straightforward, i.e.
dz
dt
=
m∑
`=1
ν`
[
R`(z)e
ν`y −R−`(z)e−ν`y
]
, (61)
dy
dt
= −
m∑
`=1
{
R′`(z)
[
eν`y − 1
]
+R′−`(z)
[
e−ν`y − 1
]}
. (62)
It is noted that when the momentum y = 0, we recover original kinetic equations in (57), which is
in fact dissipative and time irreversible in nature.
4 Conclusion
The macroscopic limit of mesoscopic stochastic dynamics, especially the Markovian dynamics
either continuous or discrete, are well understood since the pioneering works of Kurtz, Guo, Pa-
panicolanou and Varadhan, et al. On the other hand, the fact that the large deviations principle,
which emerges automatically during the limit process, provides a solid entropy foundation for
macroscopic theories of nonequilibrium thermodynamics was not fully appreciated in the past.
In the current study, by examining the deterministic limit of a general -dependent generator for
Markovian dynamics, which includes the continuous Fokker-Planck equations and discrete chem-
ical master equations as two special cases, the intrinsic connections among mesoscopic stochastic
dynamics, its macroscopic limit, large deviations rate function, classical irreversible thermodynam-
ics are established. Our result solves the long-lasting question on the origin of entropy function in
CIT.
In our study, a most astonishing yet also most amazing observation is that both the dissipative
dynamics equipped with a (relative) entropy function and the conservative dynamics equipped
with a Hamiltonian function arise automatically from the large deviations principle of mesoscopic
stochastic dynamics. This emergent phenomena not only highlights the inseparable nature of the
first law and the second law of thermodynamics, which state the essential roles of energy and
entropy in a thermodynamical view of dynamics, but also provides a practical way for constructing
19
either conservative or dissipative dynamics of any given deterministic dynamics by considering its
stochastic correspondence.
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