During the last decade, a design of an energy efficient and cost effective geothermal plant represents a significant and on-going technical challenge in all the Western Balkan countries. In the Republic of Croatia, the geothermal field Velika Ciglena is identified as one of the most valuable geothermal heat sources and probably the location where the first geothermal plant in the Western Balkan area will be built. The purpose of this work is the conceptual design and performance analysis of the binary plants ethe one which operates under the Organic Rankine Cycle (ORC) and the other under Kalina (KLN) cycleewhich can be used for geothermal energy utilization in Velika Ciglena. A conceptual plant design is performed by the equation-oriented modelling approach and supported by the two steady-state spreadsheet simulators. The performance analysis of all design solutions is conducted through energy and exergy analysis, and by the estimated total cost of operating units in the plant. The results of the analysis indicate that the plant design based on the ORC cycle has a higher thermodynamic efficiency and lower cost of equipment, and consequently, it is more suitable for the future geothermal plant in Velika Ciglena.
Introduction
During the last century, geothermal energy [1e3] has been commonly used for commercial, industrial, and residential direct heating purposes ("direct use"), for electricity production, and for efficient home heating and cooling through geothermal heat pumps. Its use primarily depends not only on geothermal resource quality, quantity and projected production, but also on specific technological and economic criteria. In 2008, geothermal energy was utilized "directly" in 78 countries, generating 121.7 TWh/yr (0.44 EJ/yr) of thermal energy [4] , while electricity production was actualized in only 24 countries, with an estimated production of 67.2 TWh/yr (0.24 EJ/yr). Today, only 0.3% of the world's electricity is generated from geothermal sources (International Geothermal Association) but, in the future, geothermal power production is expected to steadily increase, reaching a share of 0.6% by the year 2030 [5, 6] .
In the West Balkan Countries (http://www.westbalkanresearch. net/), specifically in the Republic of Croatia, the use of geothermal energy is limited only to direct use, usually for medical purposes. In order to promote geothermal activities, especially electricity production from geothermal sources, the scientific institutions and public companies in Croatia started a comprehensive geological and geophysical research in the early 1970s [7e9] . In the late 90s, the Energy Institute "Hrvoje Po zar" prepared a comprehensive survey [10] , which signified the five locations with the highest geothermal potential for electricity production. Among them, the geothermal field Velika Ciglena, situated 11 km southeast from the city of Bjelovar, was identified as the most promising location for the construction of the first geothermal power plant in Croatia.
Since that time, a few important documents have analysed the implementation of different technologies for the design and construction of a geothermal plant in Velika Ciglena. In 2010, Guzovi c et al. [11] , presented the detailed descriptions and specifications of Velika Ciglena geothermal field, emphasising high geothermal gradients (in the range of 0.063e0.065 C/m), and plentiful production of hot geothermal water, (83.3 l/s, temperature 175 C) of that source. In that paper, the authors also proposed two conceptual models for the future geothermal plant in Velika Ciglena. Both models were binary cycle based; the first one was operated under the Organic Rankine Cycle (ORC) and the second was operated under Kalina (KLN) cycle. In addition, the authors made a thermodynamic analysis of those plants, and the final results of their study opposed the widespread opinion in technical literature which claims efficiency advantages for Kalina over ORC cycle.
The research presented in this paper is a continuation and improvement of the study in Ref. [11] . The parameters of geothermal resource, ambient conditions and main parts of modelbuilding process have been adopted from that study, but the research methodology has been improved with respect to the new computer-aided design tools and more detailed performance analysis.
The paper starts with a brief presentation of the exergy analysis in the Section 2. This Section summarizes the exergy concept, its historical development and the most important terms and definitions. A short review of the scientific literature where exergy analysis is applied for the design and analysis of geothermal power plants is also presented.
The rest of the paper is illustrated in the research flowchart in Fig. 1 . The flowchart delineates the research phases and procedures which are used for the design and analysis of both binary plants (ORC and KLN), with the designation that the presented route is used for each plant separately.
The physical model of the plants (ORC and KLN), modelling assumptions, and mathematical models of individual operating units are presented in the Section 3. The section 4 considers the most important characteristic of a software tool which is used in the plant design and analysis. This part of the paper considers an equation-oriented solving strategy, mathematical consistency of numerical models (degree of freedom À DOF analysis), model implementation in software codes and software validation and verification. The final part of the section explains the structure of two different software modes: design and parametric, which are employed in the design and performance analysis of the plant.
The computer-aided design and analysis of base-case plants are presented in the Section 5. The term "base-case" here denotes the plant in which operating parameters are determined by the simulation software in a design mode and under the same operating conditions as in the [11] . The results of the thermodynamic and economic analysis of both base-case plants lead to an adequate decision relating to the type of binary plant, ORC or KLN, which might be more appropriate for the application in the existing geothermal location. In the same section, the design mode of a simulator is employed to investigate the possibilities for the use of different working fluids in the ORC base-case plant.
The results of the simulations obtained by a parametric mode of software are utilized for the parametric analysis of plants in the Section 6. The parametric studies have been performed to find out the effects of various operating parameters on the plant performances and cost. Finally, some specific tangential and very detailed elements of the study are presented in the appendix of the paper.
To prevent the linguistic confusion, e.g. to distinguish the elements used in the present study from those used in Refs. [11] , in the rest of the text, the latter is referred to as "reference elements", e.g. reference cycle, reference plant, reference model, reference parameters, etc. Also, the term basic cycle (or only the cycle), in the content of the plant layout, is used to indicate the part of the plant which operates in closed binary cycle; from the physical point of view, the cycle assembles only the operating units which are in contact with the working fluid, while the plant, beside the cycle, involves additional power related units like a down-hole pump or fan.
Exergy analysisetheoretical background and short literature review
Exergy analysis is a system oriented method which combines the use of the first and the second law of thermodynamics for analysis, evaluation, development and the design of energy system. Thus, exergy analysis is considered to be an engineering analysis tool inside the wider methodology framework of the exergy concept [12] . The main purpose of an exergy analysis is to detect and evaluate causes of thermodynamic imperfection quantitatively, and to provide the guidance for a better process design. The key variables resulting from the exergy analysis like exergy destruction, exergy loss, exergetic efficiency, exergy destruction ratio etc. are well documented in numerous papers and books [13e16] .
The exergy concept was originally derived by Gibbs [17] as a special case of Gibbs's available energy, while the first publications related to the exergy analysis were done by Gouy and Stodola [18] . The early stage of modern exergy analysis was initiated in the work of Bo snjakovi c [19] in 1938; followed by Keenan, who introduced the term "available energy" in 1948; and it was completed in the work of Rant [20] , who coined the term exergy to denote "technical working capacity" in 1956. Today, there are several definitions of exergy in the open literature. All of them encompass the same basic idea but vary in the way of deriving [21] ; some authors defined exergy-based on the work [22e24], the others via the reverse process [25] and some concerning the useful work [26] . From the authors' point of view, the definition provided by Tsatsaronis [27] should be denoted as the most suitable one for engineering application. Exergy is presented as the state function of system intensive variables and gradients which arise from the differences between the extensive variables of a system and environment; thereto the environment is a large, zero exergy, equilibrium system in which extensive variables remain constant during interactions with a thermodynamic system. In this way, exergy can be referred to not only as the universal physical measure, because all thermodynamic systems can be compared based on their exergy content, but also as the non conserved physical measure since its function is derived from the second law of thermodynamics [29] .
During the last forty years, the utility of the exergy concept has gone far beyond the thermodynamic analysis of industrial and energy plants; exergy has been applied to complete the chains in natural processes for specific analysis in national economies and to assess the environmental impact of production plants. In addition, many methods which combine exergy analysis with economics in literature are referred to under different names like: thermoeconomics, second law costing, exergoeconomics, exergy economy accounting, and exergy economy optimization [30e36] .
According to the literature review, in the field of geothermal energy, the exergy concept is commonly related to the problems of classification/evaluation of resources [37e45] and to the problems of design and analysis of geothermal facilities. In the second case, the exergy analysis is usually associated to open steady-state systems and control volume (CV) applications.
Historically, exergy analysis of a geothermal power plant was first introduced in 1972 by Bodvarrson and Eggers [46] who compared the performances of a binary plant based on the single and double flash cycles. Later, in 1978, Brook, Mariner, Makey, Swanson, Guffanti and Muffler [47] applied the exergy concept for geothermal system analysis, and in the same year Kestin [48] presented theoretical consideration about the available work and its use in a geothermal plant. In 1984, DiPippo and Marcille [49] showed the advantage of efficiency calculations which are based on the Second Law of thermodynamics and the concept of exergy. In paper [50] , DiPippo provided a response to the articles which proclaimed dramatic efficiency advantages for Kalina cycles over ORCs [51e53] , demonstrating that in the simulation with identical conditions of ambient temperature and cooling systems, the calculated difference in performance was only about 3% in favour of a Kalina cycle. DiPippo also pointed out that ORC geothermal technology is mature, whereas the Húsavík plant was (and is today) the only commercial Kalina cycle in operation so far. In the same paper, the author calculated the overall plant efficiency (The First Law thermal efficiency and the Second Law efficiency) for a few geothermal binary power plants on different locations and with different production cycles. In 2003, Cerci [54] presented the performance of an 11.4 MW single-flash geothermal power plant in Denizli, Turkey, and used the actual plant operation data for comprehensive exergy analysis. The results of the analysis revealed that the largest exergy destruction occurs from brine discharges causing a relatively small second law efficiency of the plant. For that reason, he proposed a double flash design as the best choice to improve the plant efficiency. Thermodynamic evaluation and improvements, based on the exergy concept of the same geothermal power plant are presented in Refs. [55e57] . Koroneos at al. [58] used exergy analysis to evaluate the operation of a cogeneration geothermal plant which could be built in Eratino, Greece. They also examined the environmental impacts of that plant. Kanoglu [59] performed exergy analysis on the Stillwater binary geothermal power plant located in Northern Nevada, USA. Exergetic efficiency of all the above mentioned plants and some other [60] are summarized in Ref. [41] .
Recently Ganjehsarabi, Gungor and Dincer [61] presented an exergy analysis of the Dora II (9.5 MW net power) geothermal power plant, located in Aydin, Turkey. In the case of Olkaria I Power Plant in Kenya, Kwambai [62] calculated the overall second law efficiency of a plant and presented the diagram of exergy flow through the system.
Physical and mathematical models of binary plants
The computer-aided design of geothermal plants, suitable for the generation of electricity in the field of Velika Ciglena, began with a model-building process. The model-building process is introduced as the top research stage in the flowchart in Fig. 1 to address the three coherent subtasks: drawing plant's physical models, considering and adopting model assumptions and developing the mathematical expressions which capture and describe the essential behaviour of operating units in the plants.
As it has already been mentioned, in this research stage, most of the modelling solutions are obtained using the experience and recommendations from Ref. [11] , where the authors employed the technology based on binary cycles (ORC and KLN) to utilize the available geothermal potential from the same field. In order to avoid repetitions, a model-building process is presented in this paper in the way which provides a minimal overview of a complete plant design. The research elements which originate from the reference plant are only mentioned here, supposing that the reader can find more information about them in Ref. [11] . More detailed descriptions are applied only to the issues which make the distinction between the present study and the one made before.
The physical models of both plants are presented in the plant flow diagrams (PFD), Figs. 2 and 3. The basic cycles, e.g. their configurations, a type and number of operating units as well as other important information like isentropic efficiencies of pumps and turbines, minimum allowable temperature difference in heat exchange units (evaporators and heat exchangers), etc., have been taken over from the reference plants.
However, the research in the present study has slightly been modified by including two new operating units in both plants: a high pressure, down-hole, pump (HPP) in the incoming stream of geothermal water and an electric fan (FN) inside the air cooling system. The inclusion of the first element, HPP, ensured a constant mass flow rate of geothermal water in plants and prevented degassing and precipitation within pipelines. Consequently, mathematical models are built in such a way that both plants operate under steady conditions and with neglected pressure and temperature drops in a piping system. The second element, FN is primarily added to complete the material and energy balance of a cooling system, assuming that the fan produces a sufficient airflow and heat transfer over a reasonably sized Air Cooled Condenser (AC).
Based on the physical model and adopted assumptions, the mathematical models of operating units are developed by the control volume (CV) applications for open steady-state thermodynamic systems and by using the mass (1) and energy balance equations. Before that, PFD drawings are transformed in block flow diagrams (BFD), Fig. 4a and b, where the drawings of process units are replaced by rectangles which frame the desired control volumes. Block flow diagrams enable an easier input/output analysis of the CV-s, recognition of the state points in a plant and decomposition of a plant layout.
Mathematical models are developed by neglecting changes in kinetic and potential energy of streams and by assuming adiabatic processes in all CV-s. Energy balance equations are presented in the form of enthalpy balance equation (2) and then, in respect to the type of process inside the unit, they are classified in two groups: for heat exchange units (3) and for power related units (4) . In the case of power related units, the element of shaft power W i : includes the variables of isentropic efficiency (5) and thus, mathematical models of these units are described by additional entropy balance equation for adiabatic, steady-state process (6) . 
where: 
As can be seen from (1) to (6), the variables in the balance equations are the mass flow rates and intensive thermodynamic properties of the substance which enter or leave the CV. The relations between thermodynamic properties create an additional constraint on thermodynamic system behaviour. This means that if the state of the system is assigned by two primitive thermodynamic propertiese pressure and temperature (which is the common case in a plant design), any of its other thermodynamic properties in that state, including the derived onesespecific enthalpy and specific entropy, can be calculated with an appropriate equation of the state (EOS) [63] . This conclusion is also valid for other combinations of properties (for example, if the state is fixed by temperature and specific enthalpy, other properties like pressure, specific entropy, density, specific heat can be calculated). At the same time, the substance which constitutes the stream (pure fluid or mixture of pure fluids) has to be defined too, since the relations between state properties strongly depend on the substance type and its composition in the stream.
In a computer-aided design technique, property calculations are usually performed by one of the external Thermodynamic Property Packages. In the present study, this package is NIST REFPROP v8.0 [64] , the Fortran-based program which includes state equations for a wide variety of pure fluids and mixtures. In the current spreadsheet software, the REFPROP is linked to the Microsoft Excel Ò using a dll statement, which enables property calculations in the same way as any other library functions. Finally, as a part of a modelling process, plant systems are decomposed in three interrelated subsystems according to energy conversation technologies and processes within them, Fig. 3c and d. The first subsystemeA is a heat exchange subsystem which incorporates the heat exchange operations between the geothermal water and working fluids. In a KLN plant, this subsystem also involves the processes of separation, mixing and throttling. The second subsystemeB is an energy conservation subsystem, while the third subsystemeC is a heat removal subsystem. There are two reasons for such mapping of the plants. First, the subsystems accomplish the same technological operations in both plants and consequently their thermodynamic performances are more comparable than the performances of single process units. This is very obvious in the case of the subsystem A due to the differences in the number and types of process units in ORC and KLN plants. The second reason relates to the software validation where subsystems A and C are treated as disjoint systems of the equations [65] that can be solved independently. The solutions from the disjoint systems are used as control values of the overall simulation process.
Simulation software
The main difference between the present study and [11] began in the second research phase where the numerical models and associated procedures diverted the investigation to the new kind of a computer-aided design technique. The sequential modular strategy used in Ref. [11] enabled a single design and analysis of the base-case plants, but it also limited the research space. It became obvious that additional analysis and possible improvements of a plant performance cannot be achieved without the use of specialized software tools.
For that reason, in the new study, the process of a plant design and analysis was supported by the two steady-state spreadsheet simulators associated to the physical and mathematical models of ORC and KLN plants. Since the simulators have the same structure and operating procedure, the explanation in the rest of the text will be directed only to one of them.
A plant simulator deals with a specification (design) problem [66] , where instead of all input information, some input and some output or intermediate information determine the remaining input and output information. Thus, input and output information are operating conditions and equipment parameters/sizes while, intermediate information is related to the minimum temperature difference of streams in heat exchange process units. Due to the nature of the problem, the authors decided to use the equationoriented solution strategy (EO) [67] for software development.
Following the rules of EO strategy, the equations which are obtained by a model-building process are first assembled together into a numerical model of a plant, and then examined by DOF analysis [68, 69] . The degree of freedom analysis determines a "so called" number of DOF, e.g. the number of variables, which must be specified in advance to ensure that the number of the remaining variables equals (since the task is a simulation, not optimization) the number of the independent equations. The former variables are declared as the "independent or design variables" while the latter are the "unknown variables". The key issue of DOF analysis is the exact number of independent and unknown variables. Before its conversation in a software code, the numerical model of a plant has to include only the above mentioned information, while the declaration of variables is a part of a software procedure. It should be also noted that in an equationoriented simulation, a solving process is feasible only when all variables are specified. After that, independent variables become constants in equations, while the values of unknown variables change and progressively approach the final solution during the iteration procedure. As a consequence, the input of unknown variables has to be estimated in the way which minimizes the difference between their assigned values and its values in the final solutions.
The degree of freedom analysis for the base-case plants is illustrated in the Appendix, Table A1 . The numbers in the last row of the table signify 16 independent variables in ORC plant and 20 in KLN plant which have to be specified in advance to ensure a mathematical consistency of their numerical models.
After DOF analysis, the numerical model of a plant is translated in the software code of a simulator. The software code was developed by the VBA Integrated Development Environment of Microsoft Excel Ò and supported by the REFPROP property package. The plant simulator consists of three interconnected functional parts which are presented by the flowchart in Fig. 5a . The operating procedure in the Input part includes the declaration of variables and the input of their initial value. It was mentioned earlier that the DOF analysis determines only the mandatory numbers variables, but does not declare which variable is independent or unknown. For that reason, by default, the variables are declared for the base-case plants (see Section 5 and Appendix 1 Fig. A1 ). During the research, the default declaration is sometimes modified in the way that the variable which has been declared as an unknown one in the base-case plant is converted in the independent variable and vice versa. To prevent the break of consistency in numerical model, the change of the declaration of an unknown variable is always followed by the same acting on independent variable (free choice of operator), but in the opposite direction. Here, the direction is related to the type of variable, e.g. independent or unknown.
The solver part of the program includes the procedure for solving the set of nonlinear equations defined by numerical models of the plant. In the first step of iteration, the dynamic-link library which acts as an interface starts, making it possible for Excel to access properties from REFPROP data-base through code enquiry. After that, the solving process employs the Excel Solver add-in tool for iterative procedure which generates successive approximations of unknown variables to the final solutions. When the process is completed, the solutions, thermodynamic properties of all streams and process quantities related to the power and heat
are transferred in the output part of the simulator for additional processing.
The output part of a simulator includes an independent subroutine which calculates thermodynamic and economic performances of the plant and its components (operating units and subsystems). The thermodynamic performance of the plant is obtained by the energy and exergy analysis of the plant, while the economic performance of the plant is calculated as the total cost of equipment (only operating units) in the plant. Next paragraphs describe these expressions by stating only the performance which is presented in the current paper.
The energy based performances deal with energy conversion quantities of the cycle and the plant. The former quantity is referred to energy efficiency of geothermal cycles, h th , c , while the latter is referred to energy efficiency of the plant h th , p [70] . Inside the subroutine, these preferences are calculated by the following expression:
where are :
The exergy-based performances address the exergetic efficiency of the plant/components and the total exergy destruction ratio of the process units and subsystems. The calculation of these performances requires the determination of total exergy, mass free exergy and exergy destruction rates.
The chemical exergy of the stream is considered only in KLN plant and through the standard chemical exergy approach [13, 71] . In the absence of chemical reactions in the plant, only the nonreactive exergy for ideal mixture is calculated. A compositiondependent component of chemical exergy is neglected due to its negligible influence on the overall balance [72] . Exergy destruction rates of operating units are obtained either through an exergy balance for the CV or by the entropy generation within the CV [34, 35] . Exergy loss rates are neglected since the boundaries of CV-s are drawn at the ambient temperature. In the calculations of exergetic efficiency, an exception related to the dissipative component AC is made. According to the fuelproduct approach, AC is a dissipative component; thus, neither exergetic purpose nor exergetic efficiency for this component can be defined. Instead, the exergetic efficiency of this component is calculated in this paper according to the [73] .
The economic performance of the plant is introduced through the total cost of equipment which is calculated by the following expression:
C eq ¼ X C base;OU $C qt;OU (8) where are:
À for heat exchange units, OUhHE: In (8) C base ($) is a base cost value and C qt ($) is a quotation from the experienced professional cost estimators [74] . Heat transfer surface area (A k ) is calculated by the LMTD method (for PH, LTR and HTR) and by the Effectiveness NTU method (for EV and AC) [75] .
Software verification and validation
Software verification and validation (V&V), illustrated by the flowchart in Fig. 5b , is carried out by assuming the same input of independent variables as in the reference plants. These values are presented with gold colour numbers in Appendix Fig. A1 . The pressure change in the two new added process units, HPP and FN, are neglected to replicate the configurations of the reference plants (according to that, independent variable 5 is specified as a 2 MPa and not 7 MPa as in the base-case plant, etc.). The input values of unknown variables are estimated to increase the overall solution quality in the manner of a high agreement between the results of simulation and parameters in the reference plant.
The simulation outcomes are then compared with the corresponding thermodynamic properties and preferences of the reference plant. The agreement between these values is improved by the method of software calibration, primarily by changing the input of unknown variables in the subsequent simulations. In some cases, the value of independent variables used in the simulation is also changed due to additional improvement of agreement and due to restrictions in a solving procedure. For example, in KLN plant, independent variable number 9 (temperature of base mixture in state 2) differs from the corresponding variable in the reference plant owing to convergence problems with rich water-ammonia mixture in the state 5. Furthermore, the fact that assumptions and procedures tied to the sequential modular calculations in Ref. [11] cannot be fully copied in the equation-oriented software is also a limiting factor of the softer validation.
The final results of V&V procedure, where the maximum agreement is achieved for both plants, are presented in Fig. 6 . The results are presented in the form of a percentage difference between the process quantities obtained by simulations and the corresponding values originating from the reference plant. The total percentage difference (TPD) is the average value of all investigated quantities. In authors' opinion, the results from the simulation software provide an acceptable agreement with the results from the reference plant. What is more, the percentage differences of energy and exergetic efficiency signify that thermodynamic performances of both plants are improved in respect to the reference plants.
Software mode
In the rest of the research, in respect to different design tasks and objectives, the plant simulators are partially modified and prepared for the use in two modes: design and parametric mode. Software flowcharts of both modes are presented in Fig. 7 .
The design mode of a simulator (or design simulation) is associated to the single operating point of the plant. This mode enables a free input of all independent and unknown variables; due to that, it can easily be adjusted for the design of similar binary plants in other geothermal locations. A design simulation is primarily used for analysis and comparison of base-case plants as well as to investigate the influence of a type of a working fluid on ORC plant operation. Namely, the type of the working fluid in ORC plant is not a variable in the simulation task and its influence on plant performances can be examined only by comparing the preferences of the plants which operate under the same operating conditions. Because of that, performance analysis of ORC, related to the operations with different working fluids, is conducted by a series of design simulations which have the same input of all variables as the base-case plant.
The second, parametric mode (or parametric simulation) is related to the parametric analysis of binary plants. This kind of analysis is employed to investigate the influence of a single thermodynamic property on plant performances. The parametric analysis is supported by the simulation software which automatically solves entire ranges of property under investigation and generates the results which display performance trends necessary for identifying an optimal plant design. In the literature, parametric analysis is usually referred to as an analysis of the plant which operates in an off-design mode. 
In the previously explained design software mode, the input of independent variables detects plant performances in a single operating point and this point can be changed only by different input of an independent variable in the next simulation. Furthermore, the new input is usually followed by the new estimation of an unknown variable and, as a result of these two procedures, the collection of data necessary for parametric analysis of the plant is slow and sometimes unreliable. For that reason, the software code of the existing design mode is modified to introduce a single simulation procedure of the plant which operates in the range of several operating points.
Modifications are initiated in the input part of the software where all independent variables are placed in two groups: parametric group and pre-specified group. As the name implies, the first, parametric group includes only an independent variable of interest, parametric variable. The other group involves all the other independent variables, and these variables are pre-specified variables.
In the next step, the inner, for loop, is added to the existing software code to enable multiple simulations under different inputs of a parametric variable. To distinguish that iteration cycle from the one present in the solver part of the software, its elements are prefixed by the attribute parametric. In Fig. 7b it can be observed that parametric loop is framed by two modules: an input of parametric variable and exit criteria from the parametric cycle.
The incorporation of a parametric loop in the software code causes two important changes in the simulation procedure inside the simulator: one related to the input of a parametric variable and another related to the estimation of unknown variables. First, before the simulation starts, an input in the simulator has to determine the starting value of a parametric variable, its range of investigation and the number of iteration steps. Indirectly, the input can be set by the starting and ending value of a parametric variable. The starting value is commonly the lowest quantity inside the investigation range, while the ending value closes the parametric cycle. After that, the solving process starts inside the first parametric iteration and when it is complete, the results of the simulation are transferred to the external spreadsheet data-base table. In the subsequent iteration steps, the starting parametric variable is successively incremented by the value which is calculated as the ratio between the range of that variable and the number of iterations. The solving process is repeated and, after each iteration step, the results of simulations are collected in the successive columns of the data-base table.
In the previous design simulation, the estimation of unknown variables was carried out in the input part of the software and before the solving procedure. It is clear that the same sequence would interrupt the iterations inside the parametric cycle and, as a consequence, the parametric mode would be reduced to a simple design mode. For that reason, the estimation of unknown variables, as a mandatory task in equation-oriented simulations, is only performed before the start of the first iteration. In the subsequent iteration steps, the unknown variables in the current iteration get the values of the corresponding solutions from the previous iterations. By these two modifications, in every iteration step inside the parametric cycle, the operating point of the plant is determined only by the input of a parametric variable, while the pre-specified variables remain the same.
The results of all simulations carried out in one iteration cycle are stored in the data matrix table which is illustrated in Fig. 8a . The matrix format means that the data in the table are organized in the way that all rows have an identical number of columns, m ¼ 1,2,.M; and all columns have an identical number of rows, n ¼ 1,2,.N. Columns are titled by the values of a parametric variable (pv m ), while the rest of the cells contain the values of thermodynamic properties (other than the one used as a parametric variable), process quantities and performances of the plant, (vl m,n ). In this way, the values in the cells are comparable across the rows and this characteristic is utilized in the parametric analysis of the plant.
In this paper, a parametric analysis is conducted to examine the relation between the parametric variables and some important performances of the plant: energy efficiency, exergetic efficiency and the total cost of the plant operating units. In the rest of the text, these three performances are called EEC performances in order to distinguish them from other performances which can be obtained by using the simulation software.
The parametric analysis is supported by graph based diagrams, and one of them is presented in the simplified form in Fig. 8c . The diagrams are created from the data stored in the modified table (Fig. 8b) , which has the same format and identical heading (first row of the table) as a matrix table, but all the other values in its cells are modified using the functions of percentage differences [76] where m and n represent the column and row number in the table.
If the value in the matrix table is measured in percentage, as for the energy or exergetic efficiency of the plant, the percentage difference represents a "so called" percentage point; otherwise it is a percentage change. The values of a parametric variable inside the investigated range are put on the x-axis of a diagram, while the values of percentage differences associated to the EEC performances are presented as the bar charts whose elevation is referred to the primary y-axis, Fig. 8c . In this way, the bar charts manifest the trend in which EEC performances change with regard to the parametric variable along the x-axis.
Beside the bar charts, for the purpose of a clearer analysis, the percentage change of some process quantities is also introduced in diagrams in the form of line graphs. The points of line graphs are obtained in the same way as the elevation of bar charts and their values are referred to the secondary y-axis.
Similar graph based diagrams are also used for the performance analysis of the ORC base-case plant which operates with isopentane as the working fluid to investigate the type of a working fluid which could be an appropriate replacement for the isopentane. The design simulations of the base-case plant which operate with different working fluids generate a data-base table which has the same format and the same constitutive elements like the Matrix table which is used for the parametric analysis of the plant. The only difference is in the title of the columns; here, every column is labelled by the name of a working fluid, not the name of an investigated property. For that reason, the way the analysis is performed is the same as the one described above.
The second type of a diagram which supports the parametric analysis is an area chart-line type graph whose simplified form is presented in Fig. 8d . The diagram displays the percentage ratio of the exergy destruction generated in the operating units or in the subsystems and the total exergy destruction of the plant. The total exergy destruction ratio is commonly presented by an exergy pie chart (circle graph), but here the sectors from the pie chart are transformed in the vertical distance placed on the single ordinate. 
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Each ordinate is associated to the parametric variable, pv m as shown in Fig. 8d . Using the results from the matrix data table, the values of total exergy destruction rates on ordinates are collected in two ways: by using the area charts for process units (left diagram in Fig. 8d ) and by using the thick lines for subsystems (right diagram in Fig. 8d ). In this way, areas and lines show the trends of total exergy destructions in plant components over the investigated parametric variable. In the rest of the text, these types of graphs are named as total exergy destruction ratio (TEDR) diagrams.
Base-case plants-design and analysis
The simulation software is for the first time employed for the design and analysis of base-case plants, ORC and KLN. The main goal of the investigation was to compare plant performances in the case when they operate under the same conditions of energy source (geothermal water) and energy sink (cooling air).
The results of the simulation, concerning the thermodynamic properties in the plant, are presented as values in black colour in PFDs in Appendix Fig. A1 . In the same PFD, the readers can indicate the independent variables which are used in the simulations and compare the properties of the plant with those which are obtained in Ref. [11] (these values are in gold colour).
The thermodynamic state points of the fluid streams in the base-case plants and processes in the operating units are visualized in the T-S diagrams in Figs. 9 and 10. Like in the reference plants, the working fluid in ORC plant is the low boiling-point isopentanee C 5 H 12 and in KLN plant it is an ammonia-water mixture. The temperatureeentropy diagrams are composed of the base-case plants data and the skeleton diagrams of current fluids and mixtures. The skeleton diagrams are generated in the REFPROP software. In the case of ORC plant, the state points of geothermal water and cooling air are shifted along the x-axis for aesthetic reasons, but the real value of entropy in these points is readable on two additional abscissas. In KLN plant, a specific composition of the fluid in one state is coloured by the same colour as the corresponding saturated line of the mixture.
The parameters and preferences of plants related to the energy and economic analysis are displayed in the first two columns, labelled as ORC I and KLN, in the Table 1 . As can be seen from the table, the energy efficiencies of a geothermal cycle,h th,c and geothermal plant,h th,p are higher in ORC plant. The main reason for such results arises from the differences in the turbine gross power _ W TB , since other important parameters such as condensate pumping powers (P FP ), parasitic loads (P HPP þ P FN ) and heat input in the cycles ( _ Q IN ) have similar values. Having the turbine power as a nonlinear function of a working fluid mass flow rate (m : wf ) and pressure drop in a turbine (Dp TB ¼ p ev À p cn ), KLN plant operates with a substantially smaller mass flow rate and higher specific enthalpy drop (Di TB ) in a turbine. The turbine cost in the ORC cycle is thus higher; on the other side, a high mass flow rate reduces the heat exchangers area in other operating units and hence reduces the cost of those units.
Following the conclusion that the energy efficiency of a plant primarily depends on the turbine gross power, in the next simulation, this quantity is decreased in ORC plant to be equal to the one in KLN plant. The new value is obtained under the same heat input in the cycles ( _ Q IN ) and by the decrease of evaporation pressure (p ev ) in the direction which reduces the pressure drop in a turbine. At the same time, the working fluid at the turbine inlet is kept in the saturated vapour state. For that reason, the declaration of variables is modified: the independent variable 6 is declared as an unknown variable, while the temperature of geothermal water in the state 9 has become a new independent variable (Fig. A1) .
The performances obtained by the new simulation are presented in the third column, labelled as ORC II, of Table 1 . The corresponding energy efficiency of both plants is now almost the same but the mass flow rate of the working fluid in ORC plant is additionally increased, and consequently, the equipment cost in ORC plant is slightly decreased.
The overview of the most important information about the exergy flows through the geothermal plants is illustrated by the exergy flow diagrams in Figs. 11 and 12 . At a glance, the sources of inefficiencies which are related to exergy destruction in ORC are almost equally distributed between the four process units (EV, TB, PH, AC) while it is obviously not the case in KLN plant. The rate of exergy destruction in the EV has the highest value in both plants, Fig. 9 . Temperature-enthalpy diagram of base-case ORC plants. but this value is more than two times higher in KLN plant. Furthermore, the rate of exergy destruction related to the energy input units (EV þ PH in ORC, only EV in KLN) is also higher in KLN plant. On the other side, the magnitude of thermodynamic inefficiency in the energy rejection unit (AC in the both plant) is higher inside the ORC plant. Quantification of exergy-based performances of the plants is performed by exergetic efficiency of the plant/components, and the total exergy destruction ratio of the process units and subsystems. Figs. 13 and 14 signify the exergetic efficiency of all process units, subsystems and a total plant.
The general observation is that exergetic efficiency of ORC plant is higher than KLN plant. Next, in ORC plant, the exergetic efficiency of the subsystem A is higher than the subsystem C, while these performances of the subsystems are in different relation in KLN plant.
Additional analysis is shown in Figs. 15 and 16 where the total exergy destruction ratio of the process units is displayed in the inner pie chart, while the total exergy destruction of the subsystems is presented in the outer part of the drawing. The results presented in these figures confirm the observations arising from the analysis of exergy flow diagrams.
The performance analysis of the base-case plants indicates that the plant design based on the ORC cycle has a higher thermodynamic efficiency and lower cost of equipment, and by that, it is more suitable for the future geothermal plant in Velika Ciglena. Apart from this conclusion, the performance analysis also exposes the most inefficient process units and parts of the plant and shows the directions for possible plant improvements. These directions will be additionally clarified by the parametric analysis presented in the next section of the paper. The simulation software in the design mode is also employed to investigate the possibilities for the use of different working fluids in ORC base-case plant. The selection method of working fluids is based on the thermodynamic criteria, and only the fluids with positive value of inverse-slope parameter, x, commonly named as "isentropic" (x z 0) and "dry" (x > 0) fluids [77, 78] , are included in the analysis.
The main thermodynamic properties of the investigated fluids which are adopted from REFPRP data-base are placed in the first part of the Table 2 . The last three columns in Table 2 represent the properties and quantities which are obtained by a simulation using the design mode of the software.
The graph based diagram which is used for the performance analysis of ORC plant which operates with different working fluids is presented in Fig. 17a . The results of the simulations indicate that the EEC performances of the plants, which operate with pentane, R141B, and R123 as working fluids, have the lowest values of percentage difference. This means that these three fluids can replace the isopentane as the working fluid in the base-case plant without any significant variations in EEC performances.
According to the data in Table 2 , the elected fluids have similar evaporation temperature and produce almost the same pressure drop in turbine like isopentane. Due to that, the next design simulations are carried out by adjusting the base-case plant to operate under the same condensation pressure regardless of the type of the working fluid. However, as oppose to the evaporation pressure, the condensation pressure is not an independent variable in the basecase plant and, in new simulations, the declaration of variables has to be modified. The condensation pressure is declared as the independent variable, while the variable number 10 (minimum temperature differences in AC) becomes the unknown variable. The results of the new simulations presented in Fig. 17b identify R123 as the most appropriate working fluid which could replace the isopentane in the base-case plant.
Parametric analysis of ORC and KLN plant
In this paper, the parametric analysis is conducted for the following variables:
Composition of basic mixture in KLN plant, variable number 20, The results of the simulations for each variable are presented in the graph based diagrams whose structure and composition are explained in the section four. The diagrams signify the trends of plant performances over the investigated range defined by the parametric variable and they enable the identification of the measures which could lead to the improvements of a plant design and operations. Also, the results of the simulations are employed for software testing under different combinations of inputs and preconditions.
Beside the fact that current simulation software could be easily converted into the optimization software (DOF>0), the optimization of the plant is not carried out in this paper. In authors' opinion, this task should be performed by addressing a wider range of property and performance analysis and more meaningful discussions, which could extend the paper to an inappropriate length. Consequently, some important considerations, especially in the case of KLN plant, are only outlined here with an indication that they will be presented in the following papers.
As an extension of the research about the influence of the working fluid on the plant operation, the first parametric simulation is performed in KLN plant. In contrast to the analysis which has been implemented in ORC plant where the investigation includes different types of pure fluids, the parametric analysis in KLN examines the relation between the composition of a base-case mixture and EEC performances of the plant. The concentration of ammonia in the basic water-ammonia mixture is an independent variable in the base-case plant, and as a parametric variable it is investigated in the range of 88.5%e81.5%.
The analysis of plant performances considers the results from the two parametric simulations. In the first pre-specified simulation, variables are specified in the way which enables simulations under the constant mass flow rate, and the results of those simulations are rearranged and presented by a graph based diagram in Fig. 18a . The second simulation assumes the constant heat input in the plant. The term heat input, Q in , is the amount of heat which is transferred from the geothermal water to the cycle. The results of the second simulation are presented in Fig. 18b . In both cases, the decrease of ammonia concentration has a positive effect on plant performances. These results are in agreement with a similar investigation performed by two co-authors in this paper; thus, for a detailed explanation and physical meaning of the results, the readers are referred to [79, 80] .
Next parametric analysis investigates the influence of environmental temperature on EEC performances in both plants. Since the processes in the plants are assumed as adiabatic, the influence of environmental temperature is only related to the input temperature of ambient air in AC. This parametric variable signifies an independent variable number 11 ( Fig. A1a and b) . From the theoretical point of view, the ambient air temperature determines the condensation temperature of the working fluid, and through that, the condensation pressure in the plant. In the mathematical model of AC, the variable which determines the distance between condensation temperature and air ambient temperature is the DT min in AC (number 12 in both plants, Fig. A1 ) and in the parametric simulation its value is set to 20 C. The simulations are also performed under the constant mass flow rate of the working fluids in ORC plant, while in KLN plant the mass flow rate of the base mixture fluctuates in an acceptable range of 2%.
The result of the parametric analysis for ORC plant is presented in Fig. 19 and for KLN In both plants, the increase of environmental temperature has negative effects on thermodynamic plant performances and it is primarily caused by the increase of condensation pressure. In ORC plant, due to the constants mass flow rate and fixed thermodynamic properties of isopentane in states 5 and 1, the increase of condensation pressure causes not only the reduction of energy input (Q in ) and turbine gross power (P TB ), but also the growth of heat energy which has to be rejected from the plant. Thus, the amount of energy input is changed only by the reduction of the heat exchange duty in PH, while the amount of rejected heat is the heat duty of AC. The results of the simulations also indicate that the increase of environment temperature reduces the total cost of equipment which can be considered as a positive trend in the process design.
Similar analysis trends can be observed in KLN plants, with a note that the use of a mixture as a working fluid adds a degree of freedom. The decrease of condensation pressure, under the constant evaporation pressure and fixed composition of base mixture, also reduces the concentration of ammonia in the streams where the composition of mixture is denoted as a rich mixture. For that reason, the influence of environmental temperature on plant performances is more pronounced in the case of KLN than in ORC plant.
This conclusion is additionally confirmed by the TEDR diagrams presented in Figs. 21 and 22 . It is clear that the increase of environmental temperature in ORC plant only slightly modifies the contribution of exergy destruction in the components to the total exergy In the next parametric simulation, the input temperature of cooling air in AC is declared as pre-scribed variable (number 11 in Fig. A1a and b) assuming the value of 15 C, the same as in the basecase plants. The new parametric variable is the minimum allowable temperature difference in AC in the range of 5 Ce27.5 C.
The parametric simulations are done under the same preconditions as in the case of the analysis devoted to the environmental temperature. Consequently, the EEC performances of the plant presented in Fig. 23 and 24 show the same trend since the increase of minimal temperature difference affects the system in a similar way as the increase of the inlet temperature of cooling air in AC.
The third parametric analysis investigates the relation between a new defined parametric variable-evaporation pressure and plant performances. Unlike the previous cases, the parametric variable in ORC plant has different values and ranges of investigation from those in KLN plants. For the current simulations, the condensation pressures in both plants are declared as independent, pre-specified variables and their values are adopted from the base-case plants ( Fig. A1a  and b) . In the case of ORC plant, the decrease of evaporation pressure causes two effects in the state points which determine the process in EV (Fig. 9) : the temperature of evaporation (T 5 ) is reduced while the latent heat of evaporation (h 1 eh 5 ) is magnified. The results of the simulation also indicate the lower temperature of the geothermal water in the outlet of PH, which means that the heat input (Q in ) in the cycle slightly increases over the investigated range, Fig. 25 . The lower outlet temperature of the geothermal water is determined by the constant value of DT min in PH (the same as in the base-case plant). On the other side, as a consequence of the energy balance of the ORC cycle, the increase of the heat input is followed by an almost constant value of the Turbine gross power (and by that, the minimal decrease of the net power in the cycle, P net,c ) and corresponding increase of the AC heat duty. New energy mapping of the plant, caused by the lower evaporation pressure in the cycle, increases the necessary mass flow rate of the working fluid in the plant ( _ m). Thermodynamic performances of the plant are inferior to the base-case plant, while the total cost of process units rises over the range of a parametric variable.
In the case of KLN plant (Fig. 26) where the evaporation pressure is considerably higher than in ORC, the decrease of that parametric variable is followed by the negative percentage difference of thermodynamic performances and net power in the plant. On the other side, it has a positive economic effect on the plant design (total cost of process units decreases).
In Fig. 27 , TEDR diagram of ORC plant signifies that the total exergy destruction ratio of EV increases as the pressure of evaporation declines. At the same time, the shape which defines the total exergy destruction of the remaining operating units (RU) indicates decreasing trends. The diagram also indicates that the total exergy destruction rates between the subsystems remain almost the same over the investigated region of a parametric variable. These trends denote that exergy destruction rates change only in the two operating units, EV and PH, while in the case of other operating units they remain almost the same. As it is displayed in Fig. 27 , the amount of exergy destruction in EV and PH, under different evaporation pressures in the plant, changes in opposite directions. However, the trend of exeretic efficiency in the plant, displayed in Fig. 25 , indicates that the total amount of the exergy destruction in these operating units still increases. The total exergy destruction diagram of KLN plant, presented in the Fig. 28 , signifies that exergy destruction rate in TB increases over the investigated range. In this way, KLN plant which operates on the lower evaporation pressure causes two negative effects with regard to the base-case plant: the decrease of turbine gross power and increase of thermodynamic inefficiency in TB. Although it cannot be seen in Fig. 28 , the decreasing evaporation pressure also inducts the growth of exergy destruction rate in AC.
The last two parametric analyses are conducted only in ORC plant. In the first, a parametric variable is the minimum allowable temperature difference between the geothermal water (hot streams) and the working fluid in the cycle (cold streams), where state 5 in the cycle defines the position of a pinch point for these streams. Theoretically, minimum allowable temperature difference determines the evaporation temperature of the working fluid in the cycle and indirectly its pressure of evaporation. According to that, the change of DT min influences plant performances in the same way as the change of evaporation pressure does, which has been discussed in the previous analysis. For that reason, in the new parametric simulation, the evaporation and condensation pressure are pre-specified variables with values adopted from the base-case plant (Fig. A1a) . In this case, the increase of DT min in EV reduces the heat input in the cycle and consequently the mass flow rate of the working fluid. Indirectly, following the energy balance of the plant, these modifications also decrease the turbine gross power and the amount of heat rejected from the plant. Mathematical consistency of the new simulation model is achieved by a different declaration of the variable number 12 (Fig. A1a) , the minimum allowable temperature difference in AC.
The results of the simulations rearranged and presented in Fig. 29 indicate the identical graph of percentage differences vs.
DT min in EV for mass flow rate of working fluids, energy input and gross turbine power, and consequently the constant value of h th,c over the investigated range. As expected, the exergy efficiency of the plant is inferior to the base-case plant.
The second parametric analysis investigates the influence of superheating on plant performances. In the previous analysis, the working fluid in ORC plant evaporates until reaching the saturated vapour state, the cycle point 1 in Fig. 4 . Following the practice of the traditional steam Rankine cycles where a higher degree of superheating increases the thermal efficiency of the plant, the evaporation process in ORC plant is extended in the region of superheated vapour. In the new parametric simulation, the outlet temperature from the evaporator becomes a new parametric variable. The evaporation and condensation pressure are declared as pre-specified variables and they are set on the same level as in the base-case plant. The parametric simulation assumes the constant heat duty in EV. This is also valid for other important elements of a plant design, especially for the minimum allowable temperature difference in Heat exchangers.
The results of the analysis presented in Fig. 30 signify the decrease of a working fluid mass flow rate with a higher degree of superheating. This trend is a consequence of energy balance in EV and constant value of DT min in the same operating unit. Additionally, the higher degree of superheating decreases the heat duty in PH and, consequently, the energy input in the cycle is reduced over the investigated region. The turbine gross power is reduced due to a lower mass flow rate and due to the fact that isopentane belongs to the group of in "dry" (x > 0) fluids. The thermodynamic performance of the plant which operates in the superheating regime is lower than in the basecase plant, while the total cost of process units is also decreased primarily due to the lower values of process quantities in the plant.
Conclusion
Geothermal field Velika Ciglena in Croatia is identified as one of the most valuable geothermal heat sources and probably the location where the first geothermal plant in the Western Balkan area will be built. The study presented in this paper involves the design and performance analysis of a binary geothermal plant which is proposed for the electricity generation in geothermal field in Velika Ciglena, Croatia. The research roadmap considers three coherent goals: the design of base-case binary plants, development of computer-aided design tools and performance analysis of the plants under several operating conditions. Despite the different research approaches, the final results of the design and analysis confirm the conclusion made in Ref. [11] that "ORC cycle is thermodynamically better, which can be explained by relatively high temperatures of geothermal water (175 C) and of air for cooling (15 C)". This conclusion should be of great importance not only for the application of the binary plants in geothermal field Velika Ciglena, but also generally for other medium temperature geothermal sources, with similar geothermal properties and ambient conditions in Croatia and Serbia. The authors also propose that only a detailed thermodynamic analysis based upon the approach and methodology presented in this paper should be an essential practice for a geothermal plant design in all individual locations. Table A1 DOF analysis of ORC and KLN energy systems.
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