This paper presents a hardware-software partitioning algorithm that exploits a loop pipelining technique. The partitioning algorithm is based on iterative improvement. The algorithm tries to minimize hardware cost through hardware sharing and hardware implementation selection without violating given performance constraint. The proposed loop pipelining technique, which is an adaptation of a compiler optimization technique for instruction level parallelism, increases parallelism within a loop by transforming the structure of an input system description. By combining this technique with our partitioning algorithm, we can further reduce the hardware cost and/or improve the performance of the partitioned system. Experiments show about 19% performance improvement and 44% reduced hardware for a JPEG encoder design, compared to the results without loop pipelining.
Introduction
Mixed hardware and software implementation is common in the design of digital systems such as communication systems, DSP applications, and embedded systems. In general, software is easy to modify, maintain, and upgrade, though it is slow compared to hardware. Hardware can be made faster than software but the cost for all hardware solution is usually too hgh. An issue raised in designing such systems is to find an optimal point in between all hardware solution and all software solution where we obtain maximum performance at a minimum hardware cost. This process is called hardwaresoftware partitioning.
There are some heuristics proposed for hardware-software partitioning problem [l, 3, 4, 5, 6, 7, 9 , 111. Gupta et a1. [4] proposed a hardware-oriented approach in which all the operations except for the data dependent delay operations are initially mapped to hardware. Then the partitioner repeats moving a node to software while performance constraints are met. Selection of the node to be moved to software is done by a greedy method. Ernst, Henkel, and Benner [3, 51 proposed a software-oriented approach in which all the units of partitioning(cal1ed BSB) are initially mapped to software. They used a simulated annealing algorithm for partitioning. Vahid et al. [ll] proposed a binary-constraint search algorithm which searches the design space while changing the hardware constraint in a binary-search fashion. For each hardware constraint, they run a simulated annealing algorithm and check to see if the performance constraint is met. Kalavade et al. [6, 71 proposed a global criticality/local phase(GCLP) driven algorithm and hardware-software mapping and implementation bin selection(M1BS) algorithm. The key feature of the algorithm is the adaptive objective mechanism by global and local measures. This algorithm applies two objectives according to global-time criticality. If the global time is critical, the objective function is to reduce the latency. Otherwise, the objective function is to minimize the hardware resources. Since GC does not contain the information on each node, localphase(LP) is used to represent the preference of each node. MIBS is the extension of GCLP. This algorithm not only partitions the nodes but also finds the implementation method of a hardware node to minimize hardware resource. Knudsen et al. [9] proposed a dynamic programming algorithm. This algorithm assumes an execution model in which software cannot execute other jobs while hardware is running, and assumes a realistic communication model. Based on this model, the algorithm finds an optimal solution using dynamic programming method. Adams et al. [l] proposed a multipleprocess behavioral synthesis algorithm for heterogeneous systems. They use an inter-process code motion to partition and allocate an input system description which is originally composed of one process. To schedule code segments within a process, intra-process code motion is used. Such code motions are made at random to increase concurrency between processes and to improve performance and cost, while overall performance and cost is optimized by simulated annealing.
The approaches in [3, 5, 9, 111 assume an execution model that does not allow parallel execution of hardware and software, leading to limited performance improvement. Though other approaches [l, 4, 6 , 71 exploit the parallelism that resides in the system, they only utilize the explicit parallelism given by the input description. Therefore, codesign approach for software acceleration seems to have little advantage over pure software solution [ 121.
In this paper, we propose a loop pipelining technique which increases parallelism for more effective hardware-software partitioning. In addition, we propose yet another partitioning algorithm which maps nodes to hardware or software considering various hardware implementation alternatives and hardware resource sharing. Though the proposed loop pipelining technique is not a new idea, we show that a simple combination of pipelining technique with partitioning algorithm gives more room for software acceleration with less hardware cost than existing algorithms, which is the contribution of our work. Our partitioning algorithm with loop pipelining is suitable for computation-intensive applications mainly composed of loops, as is common in most DSP appli-cations. Bakshi et al. recently proposed a method [ 131 which also deals with the same subject: partitioning and pipelining. They perform hardware-software partitioning by simply mapping a node to hardware if it cannot meet throughput constraint in software by itself. Then they repeat an optimization process consisting of pipelining, scheduling and processor allocation until the throughput constraint is met. However, their simple partitioning scheme does not work -that is, all the nodes are mapped to software -when every node meets the throughput constraint, as is often the case when small granularity is used. In that case, they prefer all software solution in multi-processor target architecture to mixed hardwaresoftware solution. However, multi-processor solution is not always cheaper than one-processor solution with small ASIC. In our approach we perform pipelining before partitioning. Therefore, we can consider all the nodes as hardware candidates. Moreover, we can combine our loop pipelining technique with any other existing partitioning algorithm.
Our paper is organized as follows. In section 2 we give an overview of our partitioning algorithm. In section 3, we propose a loop pipelining technique for partitioning and an algorithm for solving the extended hardware-software partitioning problem. Section 4 shows experimental results before we conclude in section 5. Figure 1 illustrates the steps used to partition an input system description. The first step is to transform an input behavioral description into a CDFG which is used as an intermediate format for hardware-software partitioning. The CDFG is formally defined as a graph G=(N, E), where each node represents an operation or a set of operations (e.g., task, process, and code grouping) and each edge represents data and control dependency between nodes. The second step is to obtain hardware synthesis and software profiling information for partitioning. Task(1eaf procedure or function) level granularity is used to obtain such information from the CDFG. Hardware synthesis is done by Hyper [2] . Hyper is a performance-constrained areaminimizing high-level synthesis tool. We can obtain many implementation alternatives by changing the Performance constraint. The synthesis information from Hyper includes the number of used execution units, the number of register files, total execution delay, and the cost for each execution unit. For the purpose of hardware synthesis, we must translate the CDFG into Silage [2] . Since we have not implemented an automatic translator yet, the translation is done manually. However, we have implemented a tool for translation from CDFG to C code and we use it to obtain software profiling mformation including execution delay and invocation count of each task.
Overview
The final step is to partition the CDFG into hardware and software part to satisfy the performance constraint given by the user. The hardware synthesis information and the software profiling information obtained in the previous step are used for estimating the execution time and the hardware cost. The partitioning step is composed of loop pipelining stage and iterative improvement stage. Loop pipelining is performed before the iterative improvement stage in order to increase parallelism within a loop. In the iterative improvement stage, hardware-software partitioning is performed such that the cost is minimized while maintaining the performance above the constraint. In this stage, we consider various hardware implementation alternatives to select possibly the best one, share hardware modules, as well as perform hardware-software Currently our target architecture consists of a single general purpose processor and multiple ASICs, although the proposed algorithm can be extended to the case of multiple processors by replacing the performance estimation method(in section 3.2) with a scheduling method proposed in [4] . We assume a memory mapped communication model where no hardware is dedicated for communication -that is, software is blocked until communication completes. mapping.
Partitioning Approach

Notation
Our partitioning algorithm focuses on performanceconstrained hardware cost minimization. The performance constraint given by the user is denoted as D. We denote a node in a CDFG as ni and an edge from ni to nj as eY. Each node n; has mformation including the execution delay(di) and hardware-software mapping. Each node ni has hardware implementation alternatives which can be represented by an implementation curve IH;. Such curves can be obtained using Hyper [2] .
We denote the set of all the predecessors(successors) of ni aspr-ed(nJ(succ(nJ). If a node ni is chosen to be implemented in hardware and the predecessors(successors) are implemented in software we insert a communication nodes between nj's predecessors(successors) and n;. We denote the communication node between ni and nj(ni and nk) as ncj,i (nci,k) , and the communication delay as d~, , ( d c~,~) , where n j E p r e d ( n , ) ( n k E S U C C (~~ 1).
Estimation
The partitioner evaluates the quality of a partitioned system based on two metrics; total execution delay and total hardware cost. First, the total execution delay is estimated by a simple list scheduling algorithm, which is similar to the one proposed in [ 101. For the list scheduling of hardware nodes, priority is given to a node with the largest sum of its own delay and all successors' delays, thereby allowing the most critical hardware node to be scheduled first. For software nodes, priority is given to a node which has a hardware successor with the highest priority, thereby allowing a software node that leads to the most critical hardware node to be scheduled first. We prioritize software nodes only for a better scheduling of hardware nodes because ordering of software nodes does not affect the performance of the software when we use a single processor. According to th~s scheme, priority value p i of a node ni is defined as
where NHANsw) denotes the set of all hardware(s0ftware) nodes. We consider hardware sharing effect during list scheduling by making the sharing nodes have the same resource id. This list scheduling algorithm is applied to each basic block in the CDFG to obtain an estimation of the execution delay for each basic block. Then, by recursively summing up all the values obtained by multiplying invocation count of each basic block to the block's execution delay, we can calculate the total execution delay. We estimate the total hardware cost based on the synthesis information provided by Hyper. In Hyper, this cost is hardware area. If there is no sharing among hardware nodes, hardware cost is estimated simply by summing up the hardware cost of each hardware node. If multiple hardware nodes share hardware resources, the total cost is reduced by the amount of shared resources. To consider resource sharing, we need to example the hardware architecture. The target architecture of Hyper is composed of execution units, register files, a control unit, and multiplexers whch are connected by a crossbar network. Currently, among these hardware resources, we consider only the execution units as hardware resources that can be shared. We estimate the total hardware cost by subtracting the cost of shared resources from the sum of all the hardware nodes' costs. We ignore the area increase due to the added multiplexers and wiring.
Loop Pipelining
Since loop is generally the most time-critical part in the computation-intensive applications, there have been many loop optimization techniques for parallel computing. Software pipeline is one of those techniques, which overlaps the execution of code blocks in different iteration steps. To allow such an execution overlap, there must be no data dependency between subsequent loop iterations. Most data processing algorithms, which receive an input data stream and generates an output data stream, have a structure suitable for this kind of optimization.
Loop pipelining technique for partitioning, which we propose in this paper, is an adaptation of software pipeline technique to increase the parallelism within a loop. We can exploit the parallelism through concurrent execution of hardware and software as well as concurrent execution of hardware modules. Our loop pipelining technique for partitioning consists of the following three steps. We assume that user gives the number of pipeline stages(N,,) beforehand.
1.
Find feedback edges which represent data dependencies to the next iteration of the loop. Then, for each feedback edge eid, make a cluster node which consists of nodes that exist between ni and nj. Finally, recursively merge cluster nodes that share a node into a cluster node such that there are no common nodes among cluster nodes. 2. By grouping nodes andor cluster nodes in topological order, make initial pipeline blocks which can be overlapped within the loop. Then by repeatedly moving a node from one pipeline block to the neighboring pipeline block, find an optimized set of pipeline blocks such that the communication between pipeline blocks is minimized and delays of all the blocks are balanced. During this process, we make the number of pipeline blocks equal to Nps.
Transform the loop such that all the pipeline blocks can
run in parallel.
The purpose of the first step is to prevent a feedback edge from being cut by pipeline block boundary. All the nodes connected by a feedback edge are put into a cluster node. Otherwise, the pipelining may cause data dependency violation. Figure 2 (a) shows this step.
In the second step, an initial set of pipeline block is built by grouping nodes such that the number of pipeline blocks is equal to Nps. In Figure 2 (b), two pipeline blocks, bl and b2, are built by the procedure listed in step 2. The criteria for grouping is the execution delay of each pipeline block and the communication between subsequent pipeline blocks. First, it is desirable that the execution delay of each pipeline block be equal in order to reduce the critical path of the transformed loop and increase parallelism among partitioned blocks. Secondly, since variable copy instructions (s7 in Figure 2 (c) ) should be inserted to compensate for the cut edges, it is desirable that the communication between subsequent pipeline blocks be minimized in order to reduce the overhead induced by variable copy instructions and communication overhead from or to hardware nodes. For these optimizations, we use a greedy method which reduces cost functionh defined as where P, dbi, dloop, ncomm(bi), and a are number of pipeline blocks, delay of a pipeline block bi, execution delay o f the loop, communication overhead from bi to bi+l, and weighting factor, respectively.
In the final step, we transform the loop such that all the pipeline blocks can run in parallel, as shown in Figure 2 (c) . Note that variable y in s3 in the loop is renamed as y2 so that b, and b2 can run in parallel, and s7 is added as an epilogue code of the loop so that b2 can use the updated value of variable y in the next iteration. Recall that in the second step of loop pipelining technique, we try to reduce the overhead of this epilogue code. This method can also be used as a post optimizer to improve the performance of a partitioned system. Figure 3 illustrates the performance improvement by loop transformation. Assume Figure 3 (a) is the partitioned system by hardwaresoftware paxtitioner, where s4 and s5 is mapped to hardware. In the original structure, the processor should be idling while s4 and s5 are running because there are no jobs to execute in parallel. However, if we transform the structure of the loop as shown in Figure 3 (b) , the processor can execute s2 and s3 while the hardware is running s4 and s5. 
Partitioning Algorithm
Our partitioning algorithm makes decisions regarding the implementation of a hardware node, sharing among hardware nodes, and hardware-software mapping, subject to given performance constraint. Figure 4 shows a pseudo code of the partitioning algorithm, where total-delay() procedure and total-cost() procedures are total execution delay estimator and total hardware cost estimator, respectively. The ReduceCost() procedure used in the algorithm tries to incrementally reduce and update total hardware cost according to the procedural steps listed below:
1. Find a pair of hardware modules whch reduce total hardware cost maximally by sharing, while satisfymg the performance constraint.
2. Find a node ni E N , which reduces the total hardware cost maximally while satisfjmg the performance constraint, when it is moved to another point in the implementation curve IHi. 3. Find a node n, E N , which reduces the total hardware cost maximally whle satisfying the performance constraint, when it is mapped to software. 4. Among the candidates obtained Erom steps 1-3, adopt the candidate whose cost reduction is maximum.
5.
Repeat steps 1-4 until no more candidates are available. 
} while (cost improvement is obtainable); return G; 1 Figure 4 . Pseudo code of the partitioning algorithm.
The partitioning algorithm consists of two phases. In the first phase of the partitioning algorithm, starting from all software solution, GreedyPartitionO procedure makes an initial partition that satisfies the perfiormance constraint by repeatedly mapping a node, which has the maximum speedup per cost, to hardware. During the GreedyPartition(), the implementation of a hardware candidate node ni is selected at the fastest point of IHi.
In the second phase, the algorithm iteratively improves the initial partition within in the two nested loops. In the first inner loop, a software node is mapped to hardware while reducing the cost by Reducecost() procedure, until the number of moved nodes reaches N,, which is proportional to the number of nodes. The purpose of the first inner loop is to give more chance of cost reduction during Reducecost() procedure by allocating more hardware nodes than are needed. In the second inner loop, we select a node from the set of nodes currently mapped to hardware and move it to software. We select a node which will reduce the total hardware cost maximally after the move. Then nodes mapped to s o h a r e are repeatedly moved to hardware until the performance constraint is met. The implementation of the nodes moved to hardware is selected at the fastest point of I&.. During this procedure, once a node is moved to the other partition group (hardware to software or software to hardware), it is fured in order to prevent from being re-selected as a candidate node. AAer performance constraint is met through the above procedure, Reducecost() procedure is called in order to reduce the total hardware cost. If total hardware cost reduced by ReduceCost() is less than the best hardware cost obtained so far, current partition is saved as the best partition. Note that the partitioning result by Reducecost() is saved to G' not G. One reason for this is that Reducecost() can change the mapping of a fixed hardware node to reduce total hardware cost and saving the result to G could cause problem to the iteration process. Another reason is that accumulating the result by Reducecost() may prevent G from escaping from local optimum in the iterative improvement process. The inner loop repeats the above procedure until all the nodes are fned, while outer loop repeats the inner loop until no more improvement is available.
Experimental Results
The partitioning algorithm with loop pipelining is implemented in C++ under UNIX environment. We use a P E G encoder which is described in 977 lines of C code as an example. This example is a computation-intensive application which consists of two main loops and 20 tasks. The granularity of partitioning is task-level (i.e. the leaf task), where each task has 4-5 hardware implementation alternatives. Software profiling information is obtained on SPARC 1. We assume a memory-mapped communication model with 2 clocks of communication overhead for 32bit data transfer. Figure 5 shows design space curves for the example ob- In case 2, we set the number of pipeline block P as 3 for each main loop. From the figure, we can see that the curve of case 2 is always on the left side of that of the case 1. This means that the partitioned system of case 2 is always faster that that of case 1 when they have the same hardware cost. The minimum delay of case 1 is 1.1 with hardware cost of 1.83E+8, whereas that of case 2 is 0.89 with hardware cost of 1.01E+8. The improvement of the minimum delay by loop pipelining technique is about 19%. The improvement of the cost with the delay kept constant is 7 to 70%. This fact explains that loop pipelining for hardware-software partitioning is effective in improving both performance and cost.
To the best of our knowledge, there is no previous algorithm that considers hardware sharing and implementation selection at the same time. Therefore, we compare the result of the proposed algorithm with that of our own simulated annealing algorithm in order to show the effectiveness of our iterative improvement partitioning algorithm. Simulated annealing is an algorithm based on the concept of the probabilistic selection of randomly generated states [8] . We generate a new state by three random moves; toggling hardwaresoftware mapping(M), changing the state of hardware sharing(M2), and changing the implementation of a hardware node(' 3).
The generation probability of MI is 0.5 while M2 and M3 is generate at the same probability of 0.25. The cost functionfA of the annealing is defined as where cI and c2 are weighting factors, and Ad is 0 if the total execution delay is smaller than D and is Jtotal-execution-delay-DI otherwise. To satisfy the performance constraint, c1 is scheduled to increase as annealing process proceeds with the cooling ratio of 0.9. Table 1 compares the partitioning result of the proposed algorithm with that of the simulated annealing. We exclude the information on computation time, since our comparison intends to show not the efficiency but the effectiveness of the proposed algorithm. The proposed algorithm is of course much faster (about order of magnitude) than simulated annealing. The results of the simulated annealing are obtained by selecting the best cost f, =c, .Ad + c2 hardware-cost after running the program 5 times. From the table, we can see that our algorithm find a solution comparable to that of simulated annealing. To see the effect of hardware sharing and implementation selection, we test our algorithm without these features. TableTable 2 
Conclusions
In this paper, we proposed a hardware-software partitioning algorithm with loop pipelining technique which is suitable for computation-intensive applications composed of loops.
Loop pipelining technique is effective for partitioning because this technique increases parallelism within a loop thereby allowing partitioning algorithm to find a better solution. Thanks to increased parallelism, we can find a lower cost solution at given performance constraint and a better performance solution at given hardware cost constraint. In addition, our hardware-software partitioning algorithm, which is based on an iterative improvement method, allows hardware implementation selection and hardware sharing to minimize hardware cost, subject to performance constraint. Experimental results show that (i) loop pipelining technique is effective in that it provides more chance of overlapping the execution of hardware and software during partitioning process and (ii) the proposed algorithm efficiently finds a solution comparable to that of a simulated annealing algorithm.
Future work includes dynamically changing pipeline blocks according to the current partition state, thereby increasing the effect of loop pipelining hrther. Recall that in the current implementation, we determine pipeline blocks statically before the partitioning process. We are also working on considering multiple processor target architecture for software implementation.
