The stimulus selectivity of synaptic currents in cortical neurons often shows a co-7 tuning of excitation and inhibition, but the mechanisms that underlie the emergence 8 and plasticity of this co-tuning are not fully understood. Using a computational 9 model, we show that an interaction of excitatory and inhibitory synaptic plasticity 10 1 reproduces both the developmental and -when combined with a disinhibitory gate 11 -the adult plasticity of excitatory and inhibitory receptive fields in auditory cortex.
stimulus (co-)tuning of the inhibitory currents (Wehr & Zador, 2003; Froemke et al., 218 2007; Anderson et al., 2000) . On the other hand, inhibitory plasticity of stimulus-219 specific inhibition, which does in principle allow a detailed E/I balance, generates a 220 rate homeostasis for individual stimuli that hinders the emergence of a receptive field 221 ( Figure 2 ). Although the preferred stimuli for excitation and inhibition are similar 222 in various sensory systems, the width of the inhibitory tuning varies substantially 223 (Harris & Mrsic-Flogel, 2013) . Hence, we hypothesized that inhibitory inputs with 224 a stimulus tuning that is finite but broader than their excitatory counterparts -as 225 is encountered, e.g., in visual cortex (Kerlin et al., 2010; Hofer et al., 2011 ) -could 226 support both the formation of a receptive field and an (albeit degraded) detailed 227 balance. To test this hypothesis, we assigned Gaussian input tuning curves to both 228 the excitatory and inhibitory inputs, with tuning widths E and I , respectively that was observed for high excitatory learning rate for stimulus-specific inhibition 258 ( Figure 4K ).
259
Co-tuned receptive fields can emerge from a competitive nor-260 malization and input inhomogeneities 261 It is well-known that di↵erent normalization schemes for the excitatory weights sup-262 port the emergence of stimulus selectivity to a di↵erent degree (Miller & MacKay, 263 1994) . In particular, a subtractive normalization gives rise to stronger competition 264 between synapses than the multiplicative normalization we have used to far (Dayan
265
& Abbott, 2001). However, with subtractive normalization we observed qualitative 266 12 di↵erences only for specific inhibition and rapid inhibitory plasticity. In this case, 267 the excitatory weights don't converge to equal strength (cf. Figure 2 ), but perform a 268 random walk that generates an unstructured, temporally fluctuating receptive field 269 ( Figure 5A, B) . These dynamics arise because, on average, the e↵ective learning rule 270 Eq. 3 introduces weight changes that are immediately reverted by the normaliza-271 tion ( Figure 5C ), such that all possible weight configuration are marginally stable.
272
Changes in the relative learning rates of excitatory plasticity and the relative tuning 273 widths of the excitatory and inhibitory inputs had qualitatively similar e↵ects as for 274 the multiplicative normalization ( Figure 5D , E).
275
A mathematical analysis (Eq. 3 and SOM) suggests that this random walk be-
276
havior requires that all excitatory inputs have exactly the same mean firing rates.
277
If one excitatory input has a higher mean firing rate than the others (+10% in our 278 simulations), its weights will increase more rapidly, leading to a "tilt" in the vector 279 field ( Figure 5H ). The synaptic weight of the input with the highest firing rate will 280 thus outgrow all others, leading to the formation of a stimulus-selective excitatory 281 receptive field that is balanced by precisely co-tuned inhibition ( Figure 5F , G). The
282
increased firing rate of one input did not change the dependence of the dynamics on 283 the relative learning rates of excitatory and inhibitory plasticity ( Figure 5I ) or the 284 relative tuning widths of excitation and inhibition ( Figure 5J ).
285
In summary, the interaction of excitatory and inhibitory plasticity, combined with 286 a competitive weight normalization, can amplify small input inhomogeneities and 287 lead to the development of receptive fields with a precise co-tuning of excitation and 288 inhibition, similar to the receptive fields that are found in auditory cortex (A1). We 289 therefore studied whether the model can also reproduce other dynamical phenomena 290 that are observed during receptive field plasticity in A1 (Froemke et al., 2007) .
Stimulus-selective inhibition with subtractive normalization 292 explains auditory receptive field shape and plasticity 293 Neurons in primary auditory cortex often have bell-shaped tuning curves with respect 294 to the frequency of pure tones, both in terms of their firing rate and their excitatory 295 and inhibitory input currents (Wehr & Zador, 2003) . Their excitatory and inhibitory 296 tuning functions are often co-tuned, an e↵ect that gets more pronounced during Figure 6B ) unless the tones are paired with neuromodulatory input, e.g.,
301
from nucleus basalis (NB), the main source of cortical acetylcholine ( Figure 6C ). In 302 response to paired NB and pure tone stimulation, the excitatory tuning curve of A1 303 neurons shifts its maximum (i.e., its preferred frequency) to that of the presented 304 tone ( Figure 6C , middle). This stimulation paradigm initially leaves the inhibitory 305 tuning unchanged. However, in the presence of auditory stimulation the inhibitory 306 tuning curve gradually shifts to the new preferred frequency of excitation, until a 307 new state of co-tuning is reached after a few hours ( Figure 6C , right). Interestingly, 308 over even longer periods, both the excitatory and the inhibitory tuning curves revert 309 back the original preferred frequency ( Figure 6D ).
310
To investigate whether an interaction of excitatory and inhibitory synaptic plas-311 ticity can reproduce these rich dynamics of receptive field plasticity, we interpreted 312 the di↵erent input channels as auditory frequencies. Again, one of the excitatory in-313 puts has a higher firing rate and the excitatory weights are subject to a subtractive 
Discussion
Our analysis suggests that concurrent excitatory and inhibitory Hebbian plasticity 340 can generate a rich repertoire of receptive field dynamics. In particular, we identified 341 two essential factors that control their interaction: The stimulus-specificity of the 342 inhibitory inputs and the relative degree of plasticity of excitatory and inhibitory 343 synapses. Unspecific, but plastic feedforward inhibition generates a sliding thresh-344 old for neuronal activity that leads to the formation of a receptive field with high 345 stimulus-selectivity, by a mechanism that is similar to that of BCM rules (Bienen- input (Miller, 1996; Triesch, 2007) .
352
Our analysis also suggests that for stimulus-specific inhibitory inputs, the homeo- 
376
We concentrated our analysis on a relatively simple and largely linear model 377 that is amenable to mathematical analysis. However, we expect that many of the 378 dynamical phenomena will generalise to other neuron models and learning rules. 379 We have observed similar dynamics when the excitatory learning rule was replaced respectively, the output rate of the model neuron is given by
where W E i and W I j denote the synaptic weights of the excitatory and inhibitory 453 synapses, respectively, and [·] + denotes a rectification that sets negative values to Note that this is a statement about how many functionally di↵erent populations of 460 inhibitory neurons project to the output cell, not about the number of presynaptic 461 cells, which will in general be di↵erent for excitation and inhibition.
462
Input signals
463
The excitatory and inhibitory input signals E i and I j are generated assuming that 464 the inputs each have a tuning to sensory stimuli. These stimuli are modeled as 465 N = 10 di↵erent sensory stimulus channels with time-dependent activities s j (t)
466
(which could, e.g., be sound amplitude at di↵erent frequencies). The activity of 467 input neuron i is calculated by a sum of the stimulus channels, weighted with tuning
The parameters E/I denote the tuning widths for excitation and inhibition, 471 respectively. In the limit of very small tuning width, the input signals are exact 472 copies of the activity in the sensory stimulus channels; for very large tuning widths, Excitatory synaptic plasticity 493 We study a simple Hebbian learning rule for the excitatory synapses
where ⌘ E denotes the excitatory learning rate, which is 10 times smaller than the 495 inhibitory learning rate, unless specified otherwise. Excitatory plasticity is inher-496 ently unstable, so this rule has to be complemented by a weight-limiting mecha-497 22 nism. Because previous work has shown that the specific form of the weight limiting 498 mechanism is important for the learning dynamics (Miller & MacKay, 1994) 
where ⌘ I is the inhibitory learning rate . Stars indicate corresponding times in B. D) Illustration of the mechanism that leads to the emergence of selectivity in the synaptic weights (D) before E) after convergence). Results for multiplicative normalization, for subtractive normalization see Figure 1 -Supplement 1. Figure 2 : Receptive field formation with specific inhibition. A) Network diagram. A single postsynaptic neuron receives synaptic input from 10 excitatory populations (colored circles, not all 10 shown) and 10 inhibitory populations (colored stars). Each excitatory population has a di↵erent time-varying firing rate that is shared with a corresponding inhibitory population. B) Temporal evolution of excitatory (positive) and inhibitory (negative) synaptic weights. C) Synaptic weights before (top) and after learning (bottom). D) Illustration (for two excitatory weights only) of the mechanism that abolishes the selectivity in the synaptic weights. Because inhibitory plasticity equalizes the postsynaptic responses to all stimuli, the Hebbian excitatory rule increases all excitatory weights by the same amount (grey arrows, blue arrow: an example for such a Hebbian weight update). These changes are partly counteracted by the normalization that rescales the weight vector to unit length (grey arc, red arrow: example for normalization update), leading to an e↵ective weight change that follows the black arrows along the constraint line. The joint dynamics drive all weights to the homogeneous fixed point (black circle). For rapid inhibition, the inhibitory weights track their excitatory counterpart, all points are close to the diagonal. As the learning rate increases, increases in excitation trigger delayed increases in inhibition that restore the E/I balance and cause the excitatory weights to decay again. This causes a cyclic excursions in the excitatory-inhibitory weight plane, with increasing amplitude as the ratio ⌘ E /⌘ I of excitatory and inhibitory learning rate increases. J) Dependence of the stability, balance and emergence indices of the weight configuration on the ratio ⌘ E /⌘ I of excitatory and inhibitory learning rates. Temporal evolution of excitatory (positive) and inhibitory (negative) synaptic weights. B) Synaptic weights after learning. C) Illustration (for two excitatory weights only) of the mechanism that governs the dynamics in the synaptic weights. As in Figure 3 , the excitatory rule aims to increase all excitatory weights by the same amount (C, grey arrows and blue arrow). On average, these changes are now exactly counteracted by the subtractive normalization that reduces all weights by the same amount (red arrow). As a result, the whole constraint line is marginally stable (black line), and the weight dynamics are dominated by fluctuations. D, E) Dependence of stability, balance and emergence indices on the relative learning rate ⌘ E /⌘ I (D) and the relative tuning width E / I (E) of excitation and inhibition. F-J) same as A-E, but the activity of input signal 5 is increased by 10%. H) The excitatory learning rule now causes more potentiation for the weights of one population (grey arrows, blue arrow for an example of a Hebbian weight update), which in combination with the subtractive normalization (red arrow) leads to a full specialization of the neuron for input population 5 (black circle). This strong specialization is not present for a multiplicative normalization ( Fig. 5 -Supplement 1 After learning, the synaptic weight for input signal 5 is only mildly higher than those of the other signals. D) Illustration of the mechanism that causes the gradual dependence on the mean presynaptic firing rate. Parameters as in Figure 5 , apart from normalization. is 10% stronger than the other channels. F) Sensory stimulation causes an emergence of co-tuned and bell-shaped excitatory and inhibitory tuning curves at the preferred channel no 8. G) In the balanced configuration, pure tone stimulation (at stimulus channel no 5) causes only minor changes of excitatory and inhibitory tuning curves. H) Pairing pure tone stimulation with disinhibition shifts the maximum of the excitatory tuning curve to the frequency of the pure tone (training channel no 5 -full triangle). Inhibitory tuning remains largely unchanged. I) Inhibitory synaptic plasticity triggered by sensory experience shifts the inhibitory tuning to rebalance excitation (peak at training channel no 5). J) Extended sensory experience shifts both excitatory and inhibitory receptive fields back to their original preferred channel (#8).
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Derivation of effective learning rules
In the case where the inhibitory learning rate is much higher than the excitatory learning rate, ⌘ I ⌘ E , the excitatory learning rule can be replaced by an effective learning rule that incorporates the effects of plastic inhibition. To derive such effective learning rules, we consider two cases: the case of specific inhibition and the case of unspecific inhibition.
Unspecific inhibition
For unspecific inhibition, we assume that all inhibitory inputs have the same, albeit potentially time-varying firing rate, so that we can reduce the problem to one single inhibitory input with firing rate I. We study two cases: In the first, the inhibitory input firing rate is constant (I(t) = I = const.), in the second, it is given by the population activity of the excitatory inputs (I(t) = P i E i (t)). The former case corresponds to uncorrelated tonic inhibition, the latter to pooled feedforward inhibition. For uncorrelated tonic inhibition, we can insert the expression for the postsynaptic firing rate R(t) into the Hebbian learning rule to obtain the effective excitatory learning rule stated in the main text:
where R E (t) = P j W E j E j (t) is the total excitatory input to the cell and ✓ = W I I the inhibitory input. Structurally, this rule is similar to a BCM rule with ✓ acting as a threshold. To show that the threshold is sliding, we only need to consider the inhibitory learning rule, multiplied with the inhibitory input rate I:
For sufficiently small learning rates (such that we can consider the time-averaged version of the learning dynamics), the stable fixed point of this equation is given by the implicit condition
where h·i t denotes temporal averaging. The speed at which the threshold converges to this fixed point is mainly determined by ⌘ I I 2 , i.e., by the inhibitory learning rate and the firing rate of the inhibitory inputs. The case where the inhibitory firing rate I(t) is given by the mean activityĒ(t) = N 1 P i E i (t) of the excitatory ratesẼ creates a slightly different situation, because the inhibitory input depends on the excitatory input and hence varies in time. The stationary state for the inhibitory weight W I (again assuming sufficiently small learning rates) is determined by the equation
To find an analytical solution that can be understood intuitively, we neglect the output rectification in the learning dynamics of the inhibition (admittedly a rather questionable approximation), and rewrite equation 6 in vector notation using the covariance matrix C E = hẼẼ T i t of the excitatory inputs and the homogeneous weight vec-torW 0 := N 1 (1, 1, 1, 1, . ..) T :
If we assume that the statistics of the excitatory inputs are symmetric in the sense that the homogeneous vectorW 0 is an eigenvector of the excitatory covariance matrix C E , we can calculate an explicit expression for the stationary inhibitory weight:
If we insert the resulting output firing rate
into the excitatory learning rule, we also get a Hebbian rule with a "sliding threshold", but the threshold is not given by the temporal average of the excitatory drive, but by the momentary excitatory drive that would be caused by a homogeneous weight vector of the same total synaptic weight. From this perspective, this rule generates a spatial competition between synapses, while the case of tonic inhibition generates a temporal competition between stimuli. Both lead to the formation of a receptive field, as shown in Fig. 1 of the main text and the associated Supplement 1. The validity of the effective learning rule resulting from Equation 9 is questionable, because the derivation first neglects the output rectification of the neuron and later reintroduces it, but it nevertheless provides an intuition for the mechanism behind the symmetry breaking observed in the simulations.
Specific inhibition
By specific inhibition we mean that the inhibitory inputs contain a sufficient stimulus selectivity that a balance of excitatory and inhibitory inputs can be reached on a moment-by-moment basis, for arbitrary excitatory weights W E . To ensure this, it is sufficient and necessary in the present linear picture that all excitatory inputs can be written as a linear combination of the inhibitory inputs, i.e., that there is a matrix M such that
The stationarity condition for the inhibitory weights is
which can be directly inserted into the averaged weight dynamics of the excitatory weights:
By taking the online version of this learning rule and reverting back to index notation, we get the the effective learning rule that was intuitively motivated in the main text:
2 Mathematical analysis of the learning dynamics for specific inhibition
To study the properties of the fixed points of the full system of excitatory and inhibitory plasticity, we need to take the effects of the normalization into account. As shown by Miller and MacKay (1994) , both a multiplicative and an subtractive normalization can be included in a dynamical system by an additional normalization-specific term in the excitatory learning rule:
with N i (W E ,W I ) = ⇣(W E ,W I ) independent of i for the subtractive normalization and N i (W E ) = (W E ,W I )W E i for the multiplicative normalization. Here, is a scalar function of the excitatory weight vector that is independent of i. The specific shape of the functions ⇣ and controls the shape of the constraint manifold.
Fixed points
To find the fixed points of the coupled learning rules for excitation and inhibition, we can first find the fixed points of the inhibitory learning rule and insert it into the excitatory rule. In the case where the inhibition is specific, the calculation of the fixed points of the excitatory weights thus amounts to finding the fixed points of the effective learning rule Eq. 15, enriched by the additional constraint terms. For an subtractive normalization, this leads to the fixed point equation:
If the input statistics are the same, i.e. all hE i i t have the same value, this reduces to a single equation, suggesting that any point on the constraint manifold for the excitatory weights is a fixed point. This is in line with the diffusive dynamics observed in the simulations. If the statistics are not the same, this equation has no solution, suggesting that the fixed point(s) will lie at the border of the constraint manifold. Small differences in the mean input firing rates thus have a drastic effect, as observed in the simulations in Fig. 5 of the main text.
For a multiplicative normalization, the fixed point equation has the following form
where  is a constant that has to be chosen such that the normalization requirement is fulfilled. If the mean firing rate hE i i is the same for all input neurons, the only fixed point is the homogenous solution in which all excitatory synapses have the same strength, in agreement with the simulation results. Moreover, small differences in the mean firing rate of the excitatory inputs lead to gradual changes of the fixed point, in contrast to the drastic impact they have for an subtractive normalization (main text Fig. 5 -Supplement 1) .
Jacobian at the fixed points
To evaluate the stability of the fixed points, we have to calculate the Jacobian of the learning dynamics. For specific inhibition (i.e.,Ẽ = MĨ) and sufficiently small ⇢ 0 , the Jacobian is given by
where C I := hĨĨ T i t denotes the matrix of the second moments of the inhibitory inputsĨ and @N @W E/I denotes the two matrices that contain the partial derivatives of the constraint term N i with respect to the excitatory and inhibitory weights W E/I j , respectively. The first term J 1 arises from the learning rules, the second term J 2 from the normalization. For mathematical simplicity, we assume in the following that M is the identity matrix, i.e., that the excitatory and the inhibitory inputs are identical, although we suspect that a generalization of the derivation is straightforward. Moreover, we assume that the inputs are symmetrical in the sense that the normalised uniform vectorṽ 1 = (1, 1, ..., 1)/ p N is an eigenvector of the input covariance matrix C and that the mean firing rates hE i i of all inputs are identical. Let O denote the orthogonal matrix with the eigenvectors of C and ⇤ the diagonal matrix with the eigenvalues, respectively: C = O⇤O T . Under these assumptions, the linearized dynamicsW E/I =W E/I,0 + W E/I around the fixed pointW E/I,0 decouple almost completely when the small perturbations W E/I are written as a linear combination of the eigenvectors of C:
The resulting dynamical equations for the coefficient vectors↵ E/I are given by
where the matricesÑ E/I are given byÑ E/I := O @N @W E/I O T . These matrices have a special structure for subtractive and multiplicative normalization. For subtractive normalization, the derivatives of the normalization term with respect to the weights is given by
Because this term is independent of i, the product of this matrix with any vector can only generate vectors that have equal entries in all components, i.e., vectors that are proportional toṽ 1 . Therefore, the matricesÑ E/I can only have non-vanishing entries in their first row. For multiplicative normalization, the derivative of the normalization term with the respect to the weights is given by
which needs to be evaluated at the fixed pointW E,0 = hẼi /ṽ 1 (Equation 21 ). If we assume that the normalization is symmetric with respect to the components ofW E , the derivative @ @W E/I j is independent of j at the homogeneous fixed point. As a consequence, the derivative matrices @Ni @W E/I j have the same eigenvectors as C and can therefore be diagonalized in the same basis: 
Stability analysis
Given the Jacobian of the learning dynamics, we can now evaluate its eigenvalues and study the stability of the fixed points. The main advantage of changing into the eigenbasis of the covariance matrix C I is that the Jacobian is almost diagonal in the sense that the only components of the excitatory and the inhibitory weights that couple belong to the same eigenvector. The only component that would have to be treated separately is the homogeneous component ↵ E/I 1 . We neglect this component, however, because it is of limited interest in the context of symmetry breaking.
Subtractive normalization. We study the dynamics of the inhomogeneous components ↵ E/I i with i > 1, which couple only to the corresponding excitatory and inhibitory counterpart:
where i denote the eigenvalues of the input covariance matrix C. The eigenvalues of this system are given by 0 (for the "balanced" eigenvector (1, 1)) and the difference between the learning rates i (⌘ E ⌘ I ) (for an unbalanced eigenvector). The vanishing eigenvalue is not surprising given that the whole constraint manifold is a solution. The other eigenvalue suggests that whether a balance of excitation and inhibition is reached in finite time depends on the relation of the excitatory and inhibitory learning rates. For faster inhibitory learning, any unbalance will die out and give way to diffusive dynamics. For faster excitatory learning, all points on the constraint manifold are unstable, so that any small disruption of the E/I balance in the weights will diverge. This is only stopped by the fact that weights cannot become negative, so that the dynamics should spend most of its time in states where one excitatory weight is saturated. This state can lose stability again, however, when the inhibition had time to rebalance the excitatory weights. This is confirmed by the simulations.
Multiplicative normalization. The dynamics of the inhomogeneous components in the case of the multiplicative normalization, again for i > 1, are given by
The parameters that control the stability of the fixed point are the dimensionless (and positive) ratios g i := / i and⌘ := ⌘ E /⌘ I . The eigenvalues˜ i of the system can be written as a function of g i and⌘:
For small⌘ ⌧ 1, i.e., for small excitatory learning rates, the homogeneous fixed point is therefore stable. As the excitatory learning rate is increased, the eigenvalues become imaginary, until the fixed point loses stability via a Hopf bifurcation at⌘ = 1/(1 g i ). This analysis is in line with the simulations, which show the emergence of an oscillation with increasing excitatory learning rate.
