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ABSTRACT
Observations of type II supernova early light, from breakout until recombination, can
be used to constrain the explosion energy and progenitor properties. Currently avail-
able for this purpose are purely analytic models, which are accurate only to within an
order of magnitude, and detailed numerical simulations, which are more accurate but
are applied to any event separately. In this paper we derive an analytic model that is
calibrated by numerical simulations. This model is much more accurate than previous
analytic models, yet it is as simple to use. To derive the model we analyze simulated
light curves from numerical explosion of 124 red supergiant progenitors, calculated
using the stellar evolution code MESA. We find that although the structure of the
progenitors we consider varies, the resulting light curves can be described rather well
based only on the explosion energy, ejecta mass and progenitor radius. Our calibrated
analytic model, which is based on these three parameters, reproduces the bolometric
luminosity within 25%− 35% accuracy and the observed temperature within 15% ac-
curacy (compared to previous analytic models which are indeed found to be accurate
only to within an order of magnitude). We also consider deviations of the early time
spectrum from blackbody, and find that the Rayleigh-Jeans regime is slightly shal-
lower (roughly Lν ∝ ν
1.4). This modified spectrum affects the optical/near-UV light
curve mostly during the first day when the typical observed temperature is≫ 104 ◦K.
We use our results to study the optical and near-UV early light curves from first light
until recombination and briefly discuss what can be learned from current and future
observations. Light curves generated using our calibrated model can be downloaded
at http://www.astro.tau.ac.il/~tomersh/.
1 INTRODUCTION
Type II-P and possibly also type II-L supernova (SN)
are generated by the explosion of red supergiants (RSGs)
(Smartt 2009). In these progenitors, the core collapse gen-
erates a shock which propagates through the hydrogen-rich
envelope. As the shock reaches the stellar surface, first light
is emitted (Colgate 1974; Falk 1978; Imshennik et al. 1981;
Ensman & Burrows 1992; Matzner & McKee 1999). After
the shock breaks out of the star, the envelope radiates
as it expands, leading to a long lasting emission that de-
cays slowly (Grassberg et al. 1971; Chevalier 1976, 1992;
Tominaga et al. 2009; Piro et al. 2010; Nakar & Sari 2010;
Rabinak & Waxman 2011; Dessart et al. 2013).
Observations of type II SN light curves can be used
to constrain the stellar properties and explosion energy, and
shed light on the inner structure of RSG progenitors. Obser-
vations at early times (until about 10 days after the break-
out) may be especially useful since the physics at these
times is relatively ”clean” from recombination, line emission,
and radioactive decay, as pure hydrodynamic and radiation
transport in ionized hydrogen govern the evolution and emis-
sion. In addition, early observations can provide indepen-
dent constraints on the explosion and progenitor parame-
ters. Finally, the emission at early times allows for probing
the outer parts of the progenitor (10−3 − 10−1M⊙) which
are otherwise hardly accessible. During the last decade,
growing numbers of type II SNe early light curves became
available (e.g., Gezari et al. 2008; Schawinski et al. 2008;
Arcavi et al. 2012; Anderson et al. 2014; Faran et al. 2014;
Sanders et al. 2015; Gonza´lez-Gaita´n et al. 2015; Gall et al.
2015; Rubin et al. 2015). In the near future, we expect that
multi-wavelength observations of the early emission will be
widely available. Inspired by the possibility of future obser-
vations, we revisit the subject.
Previous studies of the light curve generated by
a shock breakout and cooling envelope emission at
early times were either based on numerical calcula-
tions of specific progenitors (e.g., Shigeyama et al. 1988;
Woosley 1988; Ensman & Burrows 1992; Blinnikov et al.
1998; Schawinski et al. 2008; Tominaga et al. 2009, 2011;
Dessart et al. 2013; Morozova et al. 2016) or on us-
ing analytic models (e.g., Weaver 1976; Chevalier 1992;
Matzner & McKee 1999; Piro et al. 2010; Katz et al. 2010;
Sapir et al. 2011; Sapir & Waxman 2016), in which a spe-
cific (”analytic”) progenitor profile was assumed. Recently,
Nakar & Sari (2010) [NS10] and Rabinak & Waxman (2011)
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[RW11] proposed analytic models to describe the bolomet-
ric luminosity and observed temperature of RSG progenitors
from first light to about 10 days.
The main advantage of the analytic models is that they
provide global relations between the observables and the ex-
plosion and progenitor properties, which can be easily ap-
plied to large data sets, such as the ones that have recently
begun accumulating. In addition, the models enable predic-
tions of the signal based on the progenitor properties, for
the planning of future observations. Finally, the use of ana-
lytic relations enhances the understanding of the underlying
physical mechanisms. However, these models are limited by
the need to make many approximations on the stellar struc-
ture, the dynamics of the problem and the radiation trans-
fer. The result of these approximations is that the analytic
models are accurate only to within an order of magnitude.
Numerical models, on the other hand, require less assump-
tions and are therefore more accurate, but so far they were
used to study specific SNe or to generate light curves for a
set of progenitors, without providing a general model for the
effect of each parameter on the early light curve.
The goal of this paper is to provide an analytic model,
with all of its advantages, that is accurate at a level close
to that of numerical simulations. For that we numerically
simulate the explosions from a large set of progenitors, and
combine the results with analytic understanding of the light
curve evolution, in order to construct a calibrated analytic
model that is simple, yet accurate, and can be used to ana-
lyze large data sets in the future.
In order to do so, we separate the problem into two
stages. First, we calculate numerically the light curves gener-
ated by exploding progenitors with the same density profile,
but with different explosion energies, and progenitor radii
and masses. We consider an analytic progenitor prototype
with a structure similar near the stellar edge to that as-
sumed in previous analytic studies (e.g., NS10, RW11), but
more realistic in inner parts of the star. For these progen-
itors, the effect of each progenitor and explosion property
on the light-curve is extracted for a wide range of values,
independently of other properties. Since the early emission
depends mostly on the conditions at the breakout in the
outer parts of the progenitor, and not directly on the total
explosion energy and ejecta mass, we find the dependence
of the light curve on properties of the breakout (e.g., break-
out velocity, density at the breakout location, etc.). We also
find a mapping between the breakout parameters and the
global ones (explosion energy, ejecta mass and progenitor
radius) to obtain the dependence of the light curve on these
parameters. Second, we use a large set of more than a 100
RSG progenitors, calculated using the stellar evolution code
MESA, to study the effect of different, more realistic struc-
tures on the emission. Here we also find the dependence of
the light curve on the breakout parameters and then use
them to find the dependence on the global SN parameters.
Despite the large set of numerically calculated progenitors,
their features are limited to the range of progenitor param-
eter space that we study and the specific schemes used in
the stellar evolution simulations. Therefore the relations ob-
tained based on this set are more accurate but are specific in
part for the progenitors we checked. We discuss which of our
results are more general and which depends more strongly
on the exact progenitor structures. We also pay special at-
tention to the deviation of the observed spectrum from a
blackbody in the Rayleigh-Jeans regime and construct an
analytic approximation of the observed spectrum.
The paper proceeds as follows: A brief review of the
theory developed in previous analytic studies is presented in
section 2. In section 3 we obtain relations between progen-
itor and explosion properties and the bolometric luminos-
ity and observed temperature for an analytic star. We show
where earlier analytic models are accurate, where they fail
and why. Results for numerically calculated stars are shown
and discussed in section 4, where the effects of deviation of
the observed spectrum from a blackbody and of light travel
time are also studied. In section 5 we summarize the model
which relates the light-curve to the breakout and progeni-
tor properties. A reader that is interested only in the final
scaling relations should refer to this section. An analysis of
the optical light curve appears in section 6, and an analysis
of the velocity of the photosphere appears in section 7. Our
main conclusions are summarized in section 8.
2 THEORY
SN explosion drives a radiation dominated shock that prop-
agates through the decreasing density profile of the stellar
envelope. At first (after the shock crosses envelope mass that
is comparable to the He core mass), the dynamics of the
problem are similar to the Sedov-Taylor (Taylor 1950; Sedov
1959) explosion, but as the shock reaches the edge of the
star, it accelerates because of the steep density decrease. A
hydrodynamic solution for shock acceleration was proposed
by Sakurai (1960), for a density profile ρ ∝ (R∗− r)
n where
R∗ is the progenitor radius, r is the distance from the cen-
ter and n is a parameter which is usually assumed to equal
n = 1.5 for a RSG. This solution is planar and is therefore
applicable only to the stellar edge, namely, R∗ − r ≪ R∗.
Being mediated by radiation, the shock has a width of op-
tical depth τs ≃ c/vs(r) ≃ c/v(r) (Weaver 1976), where c is
the speed of light and vs(r) [v(r)] is the shock [matter just
behind the shock] velocity. The shock keeps accelerating up
to the point at which the optical depth for photons to es-
cape the envelope τ (r) becomes comparable to τs. At this
point, the shock ”breaks-out” of the star, and first radiation
is emitted. After the breakout, the envelope keeps radiat-
ing as it expands. During the expansion, a rarefaction wave
propagates inwards and the velocity of the outer layers of
the envelope roughly doubles itself. A model that describes
the hydrodynamic expansion of the envelope is presented by
Matzner & McKee (1999).
The hydrodynamic evolution of the expansion has two
phases - a planer phase, which occurs at early times, when
the expanding gas radius has not yet doubled its initial
radius, and a spherical phase which begins approximately
when the radius is doubled. The nature of the emitted radi-
ation changes significantly between the phases. During the
planar phase τ of each mass element is constant while the
diffusion time from each element grows linearly in time, sim-
ilarly to the dynamical time. Therefore during this phase
radiation escapes only from the same mass shell from which
radiation escaped at the breakout (NS10, Piro et al. 2010).
Following NS10, we denote this shell the breakout shell, and
note that it obeys τ ≃ c/vs at the breakout. During the
MNRAS 000, 1–21 (2016)
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spherical phase, however, τ of each mass element decreases
with time, and inner shells begin to dominate the emitted
radiation. Through the entire evolution (from breakout and
up to recombination) the observed luminosity is generated
at the shell that satisfies τ ≈ c/v. This shell is denoted (fol-
lowing NS10) as the luminosity shell.
During the expansion the envelope cools down rapidly
because of adiabatic and radiation losses. At around t ≈
10 − 20 days after the breakout, the observed temperature
reaches T ≈ 7500◦K, and recombination of hydrogen atoms
becomes significant. The recombination yields a rapid opac-
ity drop which affects the observed temperature and lumi-
nosity. In addition, at times earlier than t ≈ 10−20 days, the
contribution of deposited energy by 56Ni radioactive decay
to the light curve is negligible.
In this work, we focus on calculating the emitted radi-
ation at early times, when the temperature is high enough
for the hydrogen to be fully ionized and 56Ni radioactive de-
cay is negligible. For these times, NS10 obtained an analytic
estimate of the emitted radiation at the breakout, and the
planar and spherical phases. In order to do that, they used
the following approximations and assumptions:
Assum. 1 The explosion is fully spherical, and therefore the
evolution is one dimensional.
Approx. 2 Energy deposition by 56Ni radioactive decay is
negligible.
Approx. 3 Radiation transport is treated in the diffusion
approximation. This is justified since both the luminosity
and the observed temperature are determined at optical
depth τ > 1.
Approx. 4 When enough photons can be generated to
maintain thermal equilibrium, the spectrum is assumed to
be a blackbody.
Approx. 5 The diffusion opacity is dominated by Thom-
son scattering (e.g. over absorption processes) of fully ion-
ized hydrogen and helium with primordial ratios, and the
absorption opacity, which is used to determine the observed
temperature, is dominated by free-free absorption (e.g. over
bound-free and bound-bound transitions).
Approx. 6 The progenitor density profile near the edge is
of a power law form with n = 1.5. (which is typical for RSG
progenitors).
Assum. 7 The emission is always determined by shells near
to the edge, namely, with initial (pre-explosion) coordinates
R∗ − r ≪ R∗.
Assum. 8 The breakout shell structure during the expan-
sion is of a simple planar rarefaction wave1.
NS10 found that the bolometric luminosity consists of
two power-laws, corresponding to the two phases of evolu-
tion. Defining t as the time relative to the bolometric peak
emission, the luminosity scales as t−α where αp = 4/3 for
the planar stage, and αs = 0.17 for the spherical stage
(equation 29 in NS10). The planar power law origins in the
fact that only the breakout shell radiates during the pla-
nar stage, while its energy scales as t−1/3 due to adiabatic
1 Prior to the breakout, the evolution is governed by hydrody-
namics alone, everywhere except for the breakout shell, where
radiation transfer is important. Therefore, it is harder to describe
it analytically.
losses. Therefore, it is valid (up to a logarithmic factor) for
every density profile in which the shock accelerates before
the breakout. The spherical power law is determined by two
factors: adiabatic losses, and the fact that inner shells radi-
ate at later times. Its value is weakly dependent on n.
The rise-time, which is also the time it takes the planar
phase to begin is t0 ≈ d0/v0 and the transition time be-
tween the planar and spherical power laws is ts ≈ R∗/v0,
where d0 is the breakout shell’s initial width, and v0 is
the matter velocity at breakout. The subscript ′0′ denotes
the breakout shell mass (Lagrangian) coordinate. The bolo-
metric luminosity at the breakout is L0 = E0/t0 where
E0 ≈ ρ0v
2
04πR
2d0 is the energy contained within the break-
out shell at breakout, ρ0 is the initial density at the breakout
shell.
Assuming that the flux is well approximated by black-
body radiation, its temperature is determined at the last
point from which enough photons can be generated to main-
tain thermal equilibrium. A measure of the thermal coupling
is
η(m, t) ≡
nBB
n˙td
, (1)
where nBB is the photons number density in the shell (as-
suming it is in thermal equilibrium), n˙ is the rate of photons
emission in the shell (proportional to the absorption opac-
ity via Kirchhoff’s law of thermal radiation) and td is the
diffusion time. At all times, η(m) is monotonically decreas-
ing with m measured from the edge of the star. Shells with
η > 1 do not produce enough photons to maintain ther-
mal equilibrium, while shells with η < 1 do, therefore the
observed temperature is the temperature of the outermost
shell which satisfies η = 1. If at the time of breakout this
shell is inner to the breakout shell (also the point where the
observed flux is determined), the breakout is out of thermal
equilibrium and thermal equilibrium is obtained only during
the spherical phase. If, on the other hand, this shell is outer
to the breakout shell, thermal equilibrium is maintained at
all times, starting from the breakout.
Most RSG explosions are found to be in thermal equilib-
rium from the breakout on, and the temperature scales with
t−β where βp = 0.36 and βs = 0.56 (equation 31 in NS10).
The observed temperature at the peak of bolometric lumi-
nosity is Tobs,0 ≈ TBB,0η
0.14
0 , where TBB,0 ≈ (ρ0v
2
0/aBB)
1/4
is the temperature of the breakout shell at the time of the
breakout, aBB is the radiation constant, and η0 is the value of
η in the breakout shell at the breakout time. Both TBB,0 and
η0 are mainly dependent on v0 (equations 16,18 in NS10).
Note that since the temperature is not necessarily deter-
mined at the breakout shell, the observed temperature is
different from the breakout shell temperature.
NS10 also derived the dependency of the breakout shell
parameters (v0, ρ0, d0, η0, etc.) on the progenitor properties,
namely R∗, the progenitor’s radius,Mej the ejecta mass, and
Eexp the explosion energy (see appendix A, equations A-6,A-
7,A-10,A-14 in NS10)2. Substituting this dependency into
the model to describe the emission, yields relations between
the emission properties and the progenitor properties.
2 It is worth to note that d0 is fully dependent on v0 and ρ0, since
τ0 ≃ c/v0 where τ0 ≈ [1/(n + 1)]κT ρ0d0 is the optical depth of
the breakout shell and κT is Thomson scattering opacity.
MNRAS 000, 1–21 (2016)
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A similar analysis has been done by RW11, and
Chevalier (1992), who obtained analytic estimates for the
spherical phase only, and by Piro et al. (2010) who obtained
estimates for both phases but for breakouts from white dwarf
progenitors only. All the analytic models assumed similar
progenitor structures, and obtained similar temporal power-
law indices for the bolometric luminosity. The numerical co-
efficients of the light curve features vary by a factor of 2− 4
between the studies. The temporal evolution of the temper-
ature is a bit different between NS10 and the other studies,
since only NS10 considered the thermal coupling in detail.
Sapir et al. (2011) performed numerical calculations of the
light curve at planar geometry, for a progenitor of n = 1.5,
and found that the value of L0 = E0/t0, as predicted by
NS10, should be multiplied by a factor of 2. The rest of
the estimates given above have not yet been checked nu-
merically, especially for the spherical phase light curve, and
using a more realistic progenitor structure.
3 NUMERICAL LIGHT CURVES OF
ANALYTIC PROGENITORS
The analytic models described in section 2 are limited in
the manner that they require rough assumptions on the dy-
namics of the problem and on the initial conditions. Specifi-
cally, approximation 6 is inaccurate for realistic progenitors,
and progenitors with different stellar structures might yield
different hydrodynamic evolution leading to different light
curves. Due to assumption 7, the analytic models inherently
ignore the hydrodynamics of the inner envelope, and their
effect on the light curve. A correction is required at times
late enough for the inner envelope to dominate the emission,
which may take place before recombination has begun. As-
sumption 8 does not affect the bolometric luminosity, which
is independent of the breakout shell structure, but could af-
fect the evolution of the observed temperature. Finally, even
within the limit of validity of the analytic models their pre-
dicted luminosity and observed temperature are only correct
to within an order of magnitude.
When coming to obtain a better analytic approximation
it is useful to separate properties of the light curve which are
more general form properties that depend more strongly on
the exact progenitor structure. Therefore, we do not start
by studying numerically calculated progenitors, each with
a different density profile. Instead, in this section we study
the emission from a set of analytic progenitors, all of which
have the same density distribution but different masses and
radii. The definition of an analytic progenitor allows us also
to easily study the effect of each parameter (e.g., R∗, Mej)
on the light-curve independently, and for a wide range of
values. The density profile of the analytic progenitors that
we consider is more realistic than the single power-law as-
sumed in analytic calculations. It is a smooth connection of
two power-laws, one from the center of the star (ρ ∝ r−k)
and one from the edge of the star (ρ ∝ (R∗ − r)
n). Thus,
in this section we relax assumptions 6-8 and study the ef-
fect of various values of R∗,Mej and Eexp on the light curve.
Since the emission at the breakout and during the planar
phase depends only on the conditions at the breakout shell
we also find a relation between the breakout shell parame-
ters and the observed light curve (and between the breakout
parameters and R∗,Mej and Eexp).
In order to simulate the explosion, we wrote a 1D spher-
ical geometry, two-temperatures Lagrangian computer pro-
gram and used it to calculate the shock propagation and
emitted radiation after the shock breakout. Gravitation is
neglected because GM2ej/R∗ ≪ Eexp, and effects such as nu-
cleosynthesis or energy deposition due to 56Ni decay are ne-
glected since they do not affect the light curve at early times.
Therefore, our code solves the radiation hydrodynamic equa-
tions alone, under the diffusion approximation, thus keeping
assumption 1 and approximations 2-3. In appendix A, we
describe the code in detail and show its results for standard
test cases.
For the equation of state (EOS) of the matter, we chose
that of an ideal gas, with γ = 5/3, suitable for mono-atomic
gas, and µ = 0.6 which corresponds to a fully ionized mix-
ture of hydrogen and helium with primordial ratios. Radia-
tion is approximated as an ideal gas with γ = 4/3. The dif-
fusion opacity includes Thomson scattering term, κT = 0.34
cm2/g, which corresponds to fully ionized hydrogen and he-
lium with primordial ratios, in addition to an analytic esti-
mation (Zel’dovich & Raizer 1967) of the absorption opac-
ity from hydrogen free-free and bound-free interactions (this
term is usually smaller than κT ). This absorption opacity is
also used to calculate the observed temperature (by post-
processing). The opacities we use are appropriate as long as
the hydrogen is completely ionized. Therefore, our solution
is limited for temperatures higher than T ≈ 7500◦K.
The observed temperature is calculated by post process-
ing the hydrodynamic profiles. At each time, the observed
temperature, Tobs, is defined as the temperature at the out-
ermost point of the ejecta which is in thermal equilibrium.
NS10 denote this point ”color shell”, while in other works
it is denoted ”thermalization depth”. This definition of the
observed temperature is applicable as long as the luminos-
ity shell is in thermal equilibrium (see conditions for that in
sub-section 4.5). As discussed in section 2, at the color shell
η = 1, which is equivalent to the condition τabsτ = 1/3,
where τabs(m) is the Planck mean absorption optical depth
from coordinate m to the observer and τ (m) is the total
diffusion optical depth (dominated by scattering). Thus, for
each time-step we find the point where τabsτ = 1/3, and
define Tobs as the temperature at this location
3.
By including hydrogen bound-free interactions, our
work further expands the analytic work of NS10, which only
included hydrogen free-free interactions for the temperature
determination (approximation 5). The effect of bound-free
opacity on the thermal coupling and observed temperature
is discussed in appendix B, which also includes a compar-
ison between the opacity of pure hydrogen, hydrogen and
helium with primordial ratios, and solar metallicity. We find
that in the temperatures and densities of interest, helium
and metal bound-free transitions are negligible compared to
hydrogen free-free and bound-free transitions, and therefore
our choice of opacity describes the thermal coupling well.
3 We verify that Tobs is not very sensitive to the exact definition,
e.g., choosing a different numerical value for the thermalization
condition, such as τabsτs = 1 yields around 5% difference in the
observed temperature.
MNRAS 000, 1–21 (2016)
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Figure 1. The analytic progenitor prototype density profile. The
profile is composed of two power laws, one of the distance from
the center and one of the distance from the edge (see text).
As an analytic progenitor, we use a prototype with den-
sity profile ρ(r) = Kr−k(R∗ − r)
n. This density profile is a
more realistic estimation of the envelope density, than the
single power law approximation discussed at section 2. We
choose values of k = 2 and n = 1.5 which is a simple fit to
the progenitors presented in Matzner & McKee (1999) and
to the ones calculated for this work (see section 4). The value
of K is determined by Mej. An example of the structure, for
a progenitor with Mej = 15M⊙, R∗ = 500R⊙ is shown in
figure 1.
3.1 The breakout shell parameters as a function
of the progenitor properties
The parameters of the breakout shell can be extracted from
the code by looking at the hydrodynamic properties when
τ ≃ c/v. In order to be consistent, we defined the time of
breakout at the point in which the velocity of the outermost
mass element reached 1/3 of the maximal velocity at that
time. We found that this corresponds to τ0 = 1.2c/v0 , and
to the point in which the luminosity reached 1/2 of the max-
imal luminosity, for all the analytic progenitors. An example
of the velocity profile near the envelope edge, for different
times before and after the breakout is shown in figure 2. At
the snapshot time of the dotted purple line, the luminosity
is practically zero, while at the snapshot time of the dot-
ted brown line, the luminosity has already reached its peak.
Thus, any definition of the breakout time must be between
the two times that the snapshots depicted in the two dotted
lines where taken. It can be seen that the maximal velocity
changes by 20% between the two dotted lines. Therefore, the
definition of the breakout (the dashed black line) is robust,
and the scaling relations obtained in this work are insensitive
to the exact definition of the time of breakout.
Numerical calculations of the breakout were performed
for progenitors of the same structure (See figure 1), with
different radii, masses and explosion energies. The velocity,
density and width of the breakout shell are found to scale
within 1% (the expected numerical error) as
ρA0 = 6.3 · 10
−10 g/cm3 M0.6715 R
−1.64
500 E
−0.31
51 , (2a)
vA0 = 5000 km/s M
−0.44
15 R
−0.24
500 E
0.56
51 , (2b)
τ
100 102 104 106 108 1010
u
/c
0
0.01
0.02
0.03
Figure 2. The velocity profile near the envelope edge at different
times. τ is the diffusion optical depth to the observer. The break-
out according to our definition is plotted in a black dashed line.
The dotted lines mark the times where the luminosity rises from
10−4 of the peak (purple) to the peak (red).
dA0
R∗
= 2 · 10−2M−0.2115 R
0.9
500E
−0.25
51 , (2c)
where Mx = Mej/xM⊙, Rx = R∗/xM⊙ and Ex =
Eexp/10
xerg. The superscript A notates the results for the
analytic progenitors. We note that, as expected,
d0 =
2.5c
κT ρ0v0
. (3)
The power law scaling relations are all similar to the
ones defined in appendix A of NS10, but the numerical co-
efficients are different by factors ranging between 1.1 and 3.
The breakout shell temperature is found to be
TBB,0 = 1.2(ρ0v
2
0/aBB)
1/4
= 4.5 · 105 ◦K M−0.0515 R
−0.53
500 E
0.2
51 . (4)
3.2 Bolometric light curve and observed
temperature as functions of the breakout
properties
Using the same progenitors, the scaling of the luminosity and
observed temperature evolution with the breakout parame-
ters can be found. From here on, we define the time that the
bolometric luminosity peaks as t = 0. We focus first on the
emission after the peak and ignore light travel time (namely
we ignore the difference in arrival time of photons that are
emitted at the same time but from different locations on the
expanding sphere). A typical light curve obtained using the
simulation is shown at the top of figure 3. It is best fit to a
broken power law analytic formula with the form:
Lobs(t) ≃ L0


1 t≪ t0(
t
t0
)−4/3
t0 ≪ t≪ ts(
ts
t0
)−4/3 (
t
ts
)−0.35
ts ≪ t
. (5)
The best fit for the diffusion time at the breakout, pla-
nar to spherical transition time and maximal flux is:
t0 = d0/5v0, (6a)
ts = R∗/6v0, (6b)
MNRAS 000, 1–21 (2016)
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Numerical result
Calibrated analytic model
Nakar & Sari 2010
Rabinak & Waxman 2011
t [s]
102 103 104 105 106
T 
[K
]
104
105
Figure 3. The bolometric luminosity and observed temperature
of a typical analytic RSG progenitor. t is measured from the peak
of the bolometric luminosity. Light travel time is ignored. The
numerical result (solid black line) is compared to the calibrated
analytic model (dashed red line), and to the analytic models of
NS10 (dotted yellow line) and RW11 (dotted-dashed purple line).
The progenitor and explosion properties are Mej = 15M⊙, R∗ =
500R⊙ and Eexp = 1051erg.
L0 ≡ E0/t0 = 1.7ρ0v
3
02πR
2
∗. (6c)
The numerical coefficients for the transition times com-
pared to the non-calibrated analytic prediction shows that
the latter is indeed accurate only to within an order of mag-
nitude. In order to improve the analytic approximation we
use a smooth broken power law. At the transition between
the planar and the spherical phases, the luminosity is well
described by a sum of the planar and spherical luminosity,
while at the transition between the breakout and the pla-
nar phase an harmonic sum of squares of the constant and
planar luminosity is proper:
Lobs(t) =
{(
L−2t≪t0 + L
−2
t0≪t≪ts
)−0.5
t ≈ t0
Lt0≪t≪ts + Lts≪t t ≈ ts
. (7)
As illustrated in figure 3, this model fits the numerical
calculation to within 5% accuracy at all times. The planar
phase luminosity power law of αp = 4/3 is the one predicted
by the analytic models (see section 2). The spherical phase
luminosity, however, is characterized by a decreasing power
law αs = 0.3 − 0.4, which is more rapid than the predicted
value of 0.17. The steeper decrease is due to the large radius
of RSG progenitors, which yields a long planar - spherical
transition time. For those progenitors, by the time the spher-
ical phase has begun, the light curve is already dominated
by inner parts of the envelope, where the density is not a
pure power law and (R∗−r)/R∗ ∼ 1, so the analytic models
R
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Figure 4. The temporal power law index for the spherical phase
of the bolometric luminosity as calculated numerically for analytic
progenitors with Mej = 15M⊙, Eexp = 10
51erg and varying R∗.
Progenitors with radii R∗ < 10R⊙ yield an index value 0.17 which
is similar to the analytic model, but progenitors withR∗ ≈ 500R⊙
(typical for RSG progenitors) yield a more rapid decrease.
fail to describe the emission accurately. Figure 4 shows the
spherical temporal power law index as a function of R∗, ob-
tained by calculations of progenitors with radii much smaller
and larger than that of a typical RSG radius, Mej = 15M⊙
and Eexp = 10
51erg. The spherical power in every calcula-
tion is obtained by best fitting the spherical emission to a
power law until t = 15 d. As seen in figure 4, progenitors
with R∗ < 10R⊙ yield a spherical light curve with a decay
power law index of 0.17 as expected, but for larger progen-
itors the power law index increases slowly with the radius.
For the typical radii range of RSGs it is between 0.3 and 0.4.
Substituting equations 2 into equations 6 yields direct
relations between the progenitor properties and the light
curve properties. The relations describe the light curve to
within 5%. For comparison, results of the analytic models,
as described in section 2 are also shown in figure 3. Equations
2-7, which are basically a calibrated version of the analytic
results, provide a much more accurate description of the
light curve.
The observed temperature which corresponds to the
light curve calculation discussed above, is shown at the bot-
tom of figure 3, and compared with the non calibrated an-
alytic models. The temperature evolution is somewhat dif-
ferent than the analytic predictions. While the prediction of
NS10 is characterized by two power laws, one for the planar
phase and one for the spherical phase, the temperature is
better characterized by three power laws, corresponding to
three phases:
Tobs(t) ≃ TBB,0η
0.07
0 ×

1 t < t0(
t
t0
)−0.45
t0 ≤ t < ts(
ts
t0
)−0.45 (
t
ts
)−0.35
ts ≤ t < tc(
ts
t0
)−0.45 (
tc
ts
)−0.35 (
t
tc
)−0.6
tc ≤ t
. (8)
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The temperature temporal evolution and the difference
from NS10 predictions can be understood as follows. Dur-
ing the planar phase, the color shell is outer to the breakout
shell (relative to the center of the star). Due to the planar na-
ture of the evolution, matter - radiation coupling increases,
and the color shell propagates outwards with time. Since
the structure of the breakout shell is not well described by
pure hydrodynamic models, NS10 roughly estimated it as
a simple rarefaction wave (assumption 8 in section 2). In
the numerical calculation, we found a different evolution of
the breakout shell structure, which origins in the fact that
the initial density profile is not constant. As a result, the
color shell propagates outwards faster than predicted, and
the temperature drops more rapidly than predicted with
βP = 0.45. By the transition to the spherical phase, side-
way expansion becomes important and the envelope becomes
more transparent. Therefore, the coupling decreases and the
color shell propagates inwards. Nevertheless, the color shell
is still outer than the breakout shell. NS10 neglected this
phase, as they assumed that when the spherical phase be-
gins, the color shell propagates very rapidly to a point inner
to the breakout shell. We find here that this phase cannot
be neglected and that during this phase βS,1 = 0.35. Only
when the thermalization point reaches the breakout shell,
a third phase begins. At this phase, the temperature drops
with βS,2 = 0.6 as predicted by NS10 for the spherical phase,
because the hydrodynamic evolution at locations inner than
the breakout shell is well described by their model.
In addition to the different temporal behavior, the typ-
ical parameters of the observed temperature should be cali-
brated. We first find that η0 is better estimated as
η0 ≈ 0.8
(
v0
104km/s
) 15
4
(
ρ0
10−9g/cm3
)− 1
8
. (9)
This scaling is similar to equation 10 in NS10, only with
a higher numerical factor4. It is obtained by examining sev-
eral calculations with TBB,0 ≈ Tobs, and demanding η0 = 1
for breakouts in which TBB,0 = Tobs, i.e., the breakout shell
is the color shell. Besides the different value of η0, the initial
observed temperature, given in equation 8 scales as η0.070 in-
stead of η0.140 as predicted. This is also due to the differences
in the hydrodynamic structure of the breakout shell.
The diffusion time at the breakout and the planar to
spherical transition time are the same as in the luminosity
analysis, and are given in equations 6. A scaling relation for
the third phase transition time can be obtained by observing
equation 18 at NS10 and noting that for the breakout shell
η(m0, t) = η0
(
ts
t0
)−1/6 (
t
ts
) 42n+49
12(1.19n+1)
. (10)
Since the breakout shell is also the color shell when η = 1,
4 The lower coupling, reflected by the higher numerical factor,
is a net result of the inclusion of bound-free transitions to the
opacity, which increases the coupling by a factor of 4 at break-
out temperatures, and the higher breakout shell temperature (see
equation 4) and shorter diffusion time (see equation 6a) both de-
crease the coupling.
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Figure 5. The bolometric luminosity of a typical analytic RSG
progenitor during the breakout pulse. The numerical result (solid
black line) is compared to the calibrated analytic model (dashed
red line), described in equation 13. The progenitor and explosion
properties are Mej = 15M⊙, R∗ = 500R⊙ and Eexp = 10
51erg.
we deduce the transition time is
tc = 6.5ts
(
1
η0
) 12(1.19n+1)
42n+49
(
ts
t0
) 2(1.19n+1)
(42n+49)
. (11)
For RSG progenitors (n = 1.5) we obtain
tc = 6.5tsη
−0.3
0
(
ts
t0
)0.05
. (12)
The numerical calibration factor of 6.5 is chosen to best
fit the numerical simulations. This model fits the numerical
temperature well, as demonstrated in figure 3.
3.3 The breakout pulse
During the breakout, the typical timescale is t0, which is also
the diffusion time at breakout (equation 6). At early stages
of the rise (before breakout), emission is due to photons
diffusing ahead of the shock when the shock is far from the
edge. The fraction of photons that diffuse a length x ahead
of the shock is e−x
2
, and since the shock distance from the
edge at each time is approximately x = −v0t (t is negative),
the early rise should be dominated by a e−t
2
term. Around
the breakout (i.e. τ ≃ c/v), however, the energy scales as
e−x (Weaver 1976). We therefore follow a method similar
to the one discussed in Sapir et al. (2011), and approximate
the light curve during the rise (t < 0) as
L(t) = L0e
−a(t/t0)2−b(t/t0), (13)
where L0,t0 are defined in equation 6. The best fit to the rise
is obtained for a = 0.35, b = −0.15 and is shown in figure 5.
The observed temperature during the breakout changes
by less than 5% from the time in which L(t) = 0.1Lpeak to
the peak time, and therefore it can be approximated as a
constant.
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Figure 6. The properties of the stars that were numerically
calculated using MESA, and classified as realistic type II-P/II-
L progenitors. The different colors represent different values of
the ratio Menv/Mej, where Menv is the envelope mass and Mej
is the ejecta mass. The filled circles represent progenitors with
MZAMS ≤ 20M⊙ which are more common.
4 NUMERICAL LIGHT CURVES OF
NUMERICAL PROGENITORS
In this section we study the light curves generated by ex-
plosions of more realistic progenitors, whose structure is
calculated numerically using a stellar evolution code. Since
the progenitor structure depends on various initial parame-
ters such as mass, rotation and metallicity, and on unknown
fudge factors used by the code, such as a mixing length co-
efficient, we have calculated a large set of progenitors and
calculated the light curves that they generate upon explo-
sion. The numerical progenitors have unique profiles, and
specifically their density near the edge is not well character-
ized by a single power law with index n.
The stellar evolution of the progenitor models was
followed using the publicly available package MESA ver-
sion 6596 (Paxton et al. 2011, 2013, 2015). To produce a
wide range of progenitors, we varied the zero age main
sequence (ZAMS) mass between [10, 50]M⊙, the metallic-
ity between [2 × 10−5, 2 × 10−2], the mixing length pa-
rameter between [1.5, 5], and the initial rotation rate be-
tween [0, 0.8] of the breakup rotation rate. In all models,
mass loss was determined according to the ”Dutch” recipe
in MESA, combining the rates from Glebbeek et al. (2009);
Nieuwenhuijzen & de Jager (1990); Nugis & Lamers (2000);
Vink et al. (2001), with a coefficient η = 1, the convec-
tion was according to the Ledoux criterion, with a semi-
convection efficiency parameter αsc = 0.1 (Paxton et al.
2013, eq. 12), and exponential overshoot with parameter
f = 0.008 (Paxton et al. 2011, eq. 2).
A total of 219 progenitors were calculated. Out of them,
we chose 124 who are more realistic type II-P/II-L SN can-
didates, by choosing progenitors with Menv ≥ 4M⊙ and
R∗ ≥ 100R⊙. The stars that were cut do not have large
enough radii and mass to emit detectable cooling envelope
radiation for several weeks. In order to simulate the explo-
sion, we cut out the 28Si core, and referred to everything
outside that core as ejecta. Then, we planted the explo-
L 
/ [
L 0
(t 0
/t s
)4/
3 ]
10-1
100
101
102
t / t
s
10-2 10-1 100 101
T 
/ [
T 0
(t 0
/t s
)0.
5 ]
10-1
100
101
Figure 7. Bolometric luminosity and observed temperature ob-
tained numerically for 20 numerical RSG progenitors from our
sample (light travel time ignored). The time for each light curve
is normalized by ts as obtained by the calibrated analytic model. L
and T are normalized by the their value at ts, as predicted by the
analytic model. Also shown is a normalized light curve of the cal-
ibrated analytic model (black thick line). This figure shows that
all progenitors produce rather similar light curve shapes, with a
smaller spread before ts than after ts. It also illustrates that the
calibrated analytic model provides a good fit to the numerical
one.
sion energy as thermal energy in the 5 innermost cells of
the ejecta. The properties of the different progenitors are
specified in figure 6, where the envelope begins at boundary
between the helium shell and the hydrogen shell, where a
sharp density drop exists. Full data is given in appendix C.
4.1 Bolometric light curve and observed
temperature as functions of the breakout
properties
In figure 7, typical normalized light curves from 20 different
progenitors are presented. The time axis is normalized to
the model spherical time (equation 6b), and the bolomet-
ric luminosity and observed temperature are normalized to
the values given by the model at t = ts, (equations 5, 8 re-
spectively). Namely, the normalization is done based on the
parameters of the breakout shell. Figure 7 also shows our
analytic model (equations 5-9 and 12), normalized similar
to the numerical light curves (black thick line). The figure
shows that all the light curves are similar, and that the cali-
brated analytic model (which relates breakout parameters to
the light curve) fits the numerically calculated progenitors
as well as the analytic ones. In fact, the relations between
the luminosity and temperature evolution and the proper-
ties of the breakout shell, that were specified in equations
5-9 and 12, fit the emission of the numerical progenitors
without further adjustments. It fits the luminosity to within
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Figure 8. Bolometric light curves during the breakout pulse, of
20 numerical RSG progenitors. The luminosity is normalized to
L0 and the time is normalized to t0 (equation 6a). The analytic
model for the rise, given in equation 13 is marked in black circles.
15% and the temperature to within 10% until well within
the spherical phase. At t & 4ts there is a slightly larger
spread in the luminosity evolution of different progenitors,
since the spherical phase luminosity power-law index αs, is
somewhat dependent on the inner progenitor structure, and
because larger progenitors yield a more rapid luminosity de-
crease (as described in section 3). The luminosity fit is then
accurate to within 30%.
The similar light curve evolution of different progeni-
tors during the planar phase is expected and it is a result
of the light curve being mostly determined at the breakout
shell. The spherical phase however probes inner layers of the
progenitor and therefore the observed similarity is less obvi-
ous. The similar emission of different progenitors during the
spherical phase implies that the early light curve depends
weakly on the density profile, as suggested by the weak de-
pendence on n in analytic progenitors. We therefore expect
the model based on the breakout properties to be applica-
ble for a wide range of structures including such that are
significantly different than those in our sample.
The breakout pulse is also well approximated by the
analytic model specified in equation 13. The numerical light
curves and analytic model are shown in figure 8. During
the last decade of rise, the analytic model fits the numerical
results better than 30%, while earlier it fits to a factor of 2.
4.2 The observed spectrum
Earlier analytic works, as well as some numerical studies,
assumed the observed spectrum was a blackbody with tem-
perature Tobs (approximation 4 in section 2). However, this
is not exactly true. At high frequencies (hν > 3kBT , where
kB is Boltzmann constant and h is Planck constant) the
emission is suppressed due to line blanketing, while at low
frequencies (< kBT ), namely the Rayleigh-Jeans regime, a
deviation is expected even when line emission and absorp-
tion is neglected. Deviations from blackbody spectrum at
the Rayleigh-Jeans regime are especially important during
very early times (breakout and planar phase), when the tem-
perature is ≈ 105 ◦K and most of the radiation is emitted at
frequencies higher than the optical/UV bands. During these
times, even a small deviation from a pure blackbody can
significantly affect the observed light curve. As we explain
below, such deviation is expected, and also seen in simu-
lation results where radiation transfer is solved more accu-
rately than our code (e.g., Tominaga et al. 2011). Below we
derive an analytic approximation to the observed spectrum
in the Rayleigh-Jeans regime and compare it to the results
of Tominaga et al. (2011).
The color shell (a.k.a. thermalization depth) is the out-
ermost point where a significant number of photons with
hν ∼ kBTe is created (hence η = 1). Here, Te is the local
electron temperature. It is also the outermost point where
such photons are absorbed (hence τabsτ = 1/3). Outer to
this point, the energy flux is dominated by these photons
and therefore the color temperature of the radiation is con-
stant (and equals Tobs). However, at lower frequencies the
spectrum continues to change, since photon opacity is fre-
quency dependent, and so is the absorption optical depth
to the observer, denoted here as τν,abs (not to be confused
with τabs, which is the Planck mean optical depth). When
free-free and bound-free processes dominate the absorption,
τν,abs is larger for lower frequency photons. As a result, the
number of photons with hν < kBTobs is set outer to the color
shell, at the point where τν,absτ ≈ 1/3 and the electron
temperature, Te, is lower than Tobs. We use this criterion
and post process the observed spectrum from our numeri-
cal hydrodynamic profiles. An example of such spectrum is
depicted in figure 9. 5
In order to obtain an analytic approximation for the
spectrum, we approximate the density profile during the ex-
pansion as a power-law,
ρ(τ ) ∝ τk. (14)
In most of our progenitors, k ≈ 1 around the breakout and
later (the analytic solution yields k = 11/12 during the
spherical phase). Outer to the luminosity shell, the luminos-
ity is constant and it is L ∝ r2Ur/τ where Ur is the radiation
energy density. During the breakout and the planar phase r
is roughly constant, and during the spherical phase the sharp
density gradient dictates that r varies slowly with τ . There-
fore we can approximate Ur ∝ τ . By assuming Ur = aBBT
4
e
we obtain
Te(τ ) = Tobs
(
τ
τobs
)1/4
, (15)
where τobs [τabs,obs] is the diffusion [absoprion] optical depth
where T = Tobs. The absorption opacity (bound-free and
free-free) is approximately proportional to
κν,abs(r) ∝ ρT
−0.5
e ν
−3(1− e−hν/kBTe). (16)
Substituting equations 14 - 15 into equation 16 we obtain
5 We note that although our code does allow for different photon
and electron temperatures, the calculation of Te in regions where
the radiation spectrum is not a blackbody is not fully accurate as
the heating term in equation A2a implicitly assumes a blackbody
spectrum. Nevertheless, since the drop in electron temperature at
lower optical depth depends mostly on the drop in the radiation
energy density, which is accounted for in the code, it does provide
a reasonable approximation of Te.
MNRAS 000, 1–21 (2016)
10 Shussman, Waldman & Nakar
the following expression for the absorption opacity at the
Rayleigh-Jeans regime (hν ≪ kBTobs):
τν,abs(r) = τabs,obs
(
hν
3kBTobs
)−2 (
τ
τobs
) 15k+8
8(k−1)
. (17)
We define τcol(ν) as the optical depth at the point where
τν,absτcol(ν) = 1/3. Equation 17 dictates then
τcol(ν) = τobs
(
hν
3kBTobs
) 16k
13k+8
. (18)
Since k ≈ 1 in most cases, the power of ν is approximately
16/21. Substituting equation 18 into equation 15 we find
that the electron temperature observed at each frequency is
Tcol(ν) ≈ Tobs
(
hν
3kBTobs
)0.2
; hν < kBTobs (19)
for the Rayleigh-Jeans regime. Since the luminosity is con-
stant outer to the luminosity shell, the frequency depen-
dence of Tcol implies that the modified Rayleigh-Jeans spec-
trum is Lν ∝ ν
1.4. At high frequencies (hν > 3kBTobs)
we assume that the thermalization depth is τobs, meaning
Tcol(ν) = Tobs. By comparing the analytic model to numeri-
cal results we find that the spectrum, including the peak, is
best fit as a harmonic sum
Tcol(ν) = Tobs
(
1 +
(
hν
3kBTobs
)−0.2∗m)−1/m
(20)
with m > 10 (sharp transition at hν = 3kBTobs). The lumi-
nosity at each wavelength is then given by
Lν = 0.9L ·
15
π4
(
h
kBTcol(ν)
)4
ν3·
(
e
(
hν
kBTcol
)
− 1
)−1
, (21)
The factor of 0.9 is obtained by demanding the integral of the
spectrum over ν to equal to L. Figure 9 depicts a comparison
between eauation 21 and a spectrum calculated numerically
by post-processing the hydrodynamic profiles obtained short
time after a breakout (in this case Tobs = 3.8 · 10
5 ◦K and
L = 1.6 · 1045 erg/s). Generally, we find that for the optical
and UV bands the analytic model deviates by less than 25%
from the numerical results at all times.
While deriving equation 21 we assumed that Tcol(ν) is
set in a diffusion optically thick region, namely τcol(ν) > 1.
Therefore, equation 18 implies that equation 21 is valid only
for frequencies higher than a critical frequency which satis-
fies hν ≈ τ−1.3obs (3kBTobs). Below this frequency the spectrum
it better described by a blackbody (i.e., Lν ∝ ν
2). For the
progenitors and explosion energies we explored this critical
frequency is typically around the optical bands.
An additional condition that must be satisfied for our
analytic approximation to be valid is that the luminosity
shell is deeply within thermal equilibrium, i.e., η(τ = c/v)≪
1. The reason is that when η(τ = c/v) ≈ 1 the luminosity
shell is also the color shell and the electrons in this shell
have just enough time to cool down (by emitting photons) so
Ur = aT
4
e . Therefore, outer shells (with τ < c/v) do not have
enough time to cool down and our approximation of Ur =
aT 4e is not valid. In fact when η(τ = c/v) ∼ 1 a blackbody is
probably a better approximation for the observed spectrum.
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Figure 9. The spectrum emitted from the same progenitor as in
figure 10 at t ≈ 300s after the breakout, when Tobs = 3.8 ·10
5 ◦K.
The analytic model (solid blue line) fits both our numerical result
(yellow circles) and the result of Tominaga et al. (2011) (green
circles, see text) to within 20% at frequencies belowe the spec-
tral peak. At frequencies much above the peak the spectrum of
Tominaga et al. (2011) falls faster as they account for line blan-
keting while we do not. A blackbody spectrum at the same tem-
perature is depicted for comparison (solid red line).
This condition, η(τ = c/v) ≪ 1, is typically satisfied for
RSG explosion as discussed in section 4.5.
In order to test our analytic (and numerical) spec-
tra we compare our results to a spectrum presented in
Tominaga et al. (2011). They find the spectrum using the
numerical code STELLA (Blinnikov et al. 1998), which uses
a multi-group radiative transfer and does not need to em-
ploy many of the approximations we use here in order to
derive the observed spectrum. Figure 9 depicts, in addition
to our analytic and numerical spectra, a spectrum taken
from figure 2a (t = 0) in Tominaga et al. (2011). They cal-
culated this spectrum at the breakout of an explosion with
Eexp = 10
51erg, R∗ = 795R⊙ and Mej = 16.8M⊙. Our
spectra are taken from an explosion with Eexp = 10
51erg,
R∗ = 624R⊙ and Mej = 9.3M⊙. Therefore L and Tobs are
expected to be slightly different. In figure 9 we multiply their
luminosity by a factor of 1.5 and divide our breakout tem-
perature by 1.15, so the peak of their spectrum coincides
with ours. The comparison shows a very good agreement of
the spectral shape in the Rayleigh-Jeans regime and near
the peak of Lν . Above the peak, their spectrum falls faster
than ours since their code includes line blanketing while we
neglect it.
4.3 The effect of light travel time
The model described in sub-sections 3.2 & 4.1 neglects light
travel time, though it must be considered at times where t .
R∗/c. Radiation emitted at small angles relative to the line
which connects the source to the observer, travels a shorter
distance to the observer and is thus detected earlier than
radiation emitted at large angles. This yields a smearing of
each point in the source frame light curve as a rectangular
pulse of width tRc = R∗/c and height L(t)/tRc where L(t) is
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Figure 10. Top: the bolometric luminosity of a typical numerical
RSG progenitor after the peak. Shown are the numerical result
(solid black line) and the analytic model (dashed red line) where
light travel time effects are neglected, and the same numerical
result, with light travel time effects included (dotted-dashed yel-
low line). The analytic estimation to the peak with light travel
time (equation 24) is marked by a green circle. Bottom: the ob-
served temperature of the same progenitor after the peak. Light
travel time causes the observer to see a range of temperatures.
Tmin (solid black line) is the line-of-sight temperature (i.e., the
same as in the model where light travel time is ignored), while
Tmax (solid yellow line) is calculated using equation 26. The an-
alytic model without light travel time is plotted in dashed red
line. The progenitor and explosion properties are Mej = 9.3M⊙,
R∗ = 624R⊙ and Eexp = 1051erg. For this progenitor, t0 = 180s
and tRc = 1450s.
the luminosity in the source frame (Katz et al. 2012). The
luminosity observed at each time due to this effect is
Lltt(t) =
1
tRc
∫ t
t−tRc
L(t′)dt′. (22)
For most RSG progenitors tRc ≪ ts, as demonstrated
in section 5. Therefore, light travel time is important only
during the breakout pulse and early in the planar phase. The
exact observed luminosity can be obtained from the model
of the source frame lumnostiy by accounting for the effect
numerically (using equation 22). For the convenience of the
reader, we present a simple analytic estimate of the peak
bolometric luminosity, including light travel time, and the
time of the peak when light travel time is considered, relative
to the peak when it is not.
Since the rise is much faster than the fall, only emis-
sion from the last t0 before the peak contributes to the peak
luminosity, and the peak time is approximately tpeak,ltt =
tRc−t0, where again t = 0 is defined as the peak of bolomet-
ric emission without light travel time. The peak luminosity,
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Figure 11. The bolometric luminosity of the same progenitor
from figure 10 during the breakout pulse. Both the numerical re-
sult (solid black line) and the analytic model (dashed red line)
neglect light travel time. The same numerical result, after ac-
counting for light travel time (solid yellow line) is composed of an
exponential rise at early times, a slower rise from t = 0 to t = tRc
and a rapid decline thereafter.
light travel time included, is then given by
L0,ltt = L0
t0
tRc
+
1
tRc
∫ tRc−t0
t=0
L(t′)dt′, (23)
where L(t′) is given by equation 5. Integration (during the
planar phase) yields
L0,ltt = L0
3t0
tRc
f, (24)
where f is a numerical factor which equals
f =
5
3
−
(
tRc
t0
− 1
)−1/3
. (25)
The value of f varies between 0.8 and 1.2 for most pro-
genitors. Figure 10 shows the calculated emission for a typ-
ical numerical progenitor, after the peak, with and without
light travel time (in log-log scale). In addition are shown the
analytic model (without light travel time) and the analytic
estimate for the peak luminosity and peak time including
light travel time. The calculated light curve before and after
the peak is shown in figure 11 (in semi-log scale). During
the early rise, the shape of the pulse is weakly affected by
light travel time because of the rapid increase. Therefore, the
smeared emission rises during a typical timescale t0. Then,
it rises slowly (changes by less than a factor of 2) from t = 0
to tpeak,ltt, reaches the estimated peak value L0,ltt and falls
faster than the planar power law during a typical timescale
t0 until it coincides with the source frame light curve.
Due to light travel time, the spectrum also changes. As
the source frame temperature drops with time, low frequency
photons arrive at the observer from small angles with respect
to the line of sight at the same time that high frequency pho-
tons arrive from large angles. During the breakout and the
exponential rise, only small angles contribute to the emis-
sion, so the spectrum is similar to the breakout spectrum
at the source frame. From around the peak at the source
frame, the spectrum is composed of three different regions:
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Figure 12. The spectrum emitted from the same progenitor as
in figure 10, at t = tRc. The observed spectrum (solid black line)
accounts for light travel time and is therefore non-thermal. The
relative contribution of Tmax (dashed red line) and Tmin (dashed
orange line) is also shown.
A modified Rayleigh-Jeans (ν1.4) radiance with the temper-
ature at angle θ = 0, which we denote Tmin, a relatively
constant radiance to the temperature at the largest angle
that contributes to the emission Tmax, and an exponential
fall. The calculated spectrum at t = tRc is shown in figure
12, and compared with the relative contribution of Tmin and
Tmax.
The bottom of figure 10 depicts the observed temper-
ature without light travel time, which is also Tmin when
light travel time is considered, the analytic model, and Tmax,
which is defined as6
Tmax = Tobs(max(t− tRc, 0)). (26)
4.4 The breakout shell parameters as a function
of the progenitor properties
The analytic model that describes the emission as a function
of the breakout shell properties, fits the results from analytic
progenitors and from numerical progenitors, as described in
sub-section 4.1. In this sub-section we relate the breakout
parameters to the three global parametersMej, R∗ and Eexp
for our set of progenitors. This will enable us later to find
the light curve dependence on these parameters.
The definition of the breakout time that we use in or-
der to determine the breakout parameters is the same as
described in section 3. At the breakout, τ0 = 1.2c/v0 was
obtained for the numerical stars, similarly to the analytic
progenitors. The scaling of the breakout parameters for the
numerical progenitors is similar to the analytic progenitors
6 At times earlier than tRc − t0, Tmax is not determined at θ =
90◦, since the emission at this angle is negligible compared to the
emission from angles where light from the breakout has already
reached the observer.
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Figure 13. The values of v0, obtained numerically for all the
numerical progenitors, normalized to the scaling of equation 27b.
Progenitors with MZAMS ≤ 20, which are more common, are
marked with filled red circles, and the rest of the progenitors are
marked with empty blue circles.
as well, except for the numerical coefficients and the R∗ de-
pendency:
ρ0 ≈ 1.5 · 10
−9 g/cm3 M0.6715 R
−0.64
500 E
−0.31
51 , (27a)
v0 ≈ 4500 km/s M
−0.44
15 R
−0.49
500 E
0.56
51 , (27b)
d0
R∗
≈ 10−2M−0.2115 R
−0.1
500 E
−0.25
51 . (27c)
Since R∗ and Mej are uncorrelated (see figure 6), the
different R∗ dependence is explicit. In figure 13 the ratio
between the numerical values of v0 and the prediction of
equation 27b is depicted for all the progenitors, as a function
of the progenitor radius. As can be seen, for all progenitors
with MZAMS ≤ 20M⊙ the scaling is good to within 10%
while for larger MZAMS progenitors it is accurate to within
20%.
Similar ratios for the breakout shell density and width
are shown in figure 14 and figure 15 respectively. The scal-
ing is good to within 20%. The scaling of all the breakout
properties with the explosion energy was checked using sim-
ulations of the same progenitor in different energies, and was
found to be within 1% (the expected numerical error).
The difference between the analytic model, specified in
equations 2 and the numerical model of equations 27, mainly
in R∗ dependency, is due to the different stellar structure
of progenitors with different radii. None of the progenitor’s
density profiles is exactly of a power law form, but, defining
the density logarithmic index of the breakout shell,
n′ ≡
dlog(ρ)
dlog(R∗ − r)
∣∣
m=m0
, (28)
we find out that smaller progenitors tend to have higher
values of n′. The value of n′ changes from around 1.8 for
progenitors with R∗ = 400R⊙ to around 0.8 for progenitors
with R∗ = 900R⊙. In addition, the logarithmic index around
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Figure 14. The values of ρ0, obtained numerically for all the
numerical progenitors, normalized to the scaling of equation 27a.
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the breakout shell generally varies less for smaller progeni-
tors. An example for these phenomena is given in figure 16,
in which two profiles of different progenitors, with similar
masses and different radii are shown. This correlation be-
tween the progenitor radius and the mean and variance val-
ues of n affects the scaling of the breakout properties with
the progenitor radius.
Using equations 27, it can be seen that equation 3
is not applicable for the numerical progenitors. Although
τ0 = 1.2c/v0, the relation τ ∼ κT ρ0d0 is correct only to
a (R∗ dependent) factor of order of unity since n
′ and the
structure vary. The equivalent of equation 3 for our numer-
ical progenitors set is
d0 =
2.75c
κT ρ0v0R0.23500
. (29)
The dependence of the breakout shell temperature on
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Figure 16. The density profiles of two numerical progenitors with
a similar mass Mej = 12.5M⊙, as a function of the distance from
the edge. The larger progenitor (R∗ ≈ 1000R⊙) is characterized
by n′ = 0.9 and the smaller one (R∗ ≈ 400R⊙) is character-
ized by n′ = 1.8. In addition, the logarithmic index around the
breakout shell varies less for the smaller progenitor, so it is better
approximated as a power law density profile.
v0 and ρ0 is the same as in equation 4 (within 3% accuracy).
Therefore, it is given by
TBB,0 ≈ 5.4 · 10
5 ◦K M−0.0515 R
−0.4
500 E
0.2
51 . (30)
The scatter of the breakout shell temperature with re-
spect to the model is determined by the scatter of ρ0.250 v
0.5
0 ,
and is less than 10%.
4.5 Condition for breakout in thermal equilibrium
In our model for the observed temperature we assume that
radiation is in thermal equilibrium. This is true at the time
of the breakout when η0 > 1, meaning that enough photons
are generated within the breakout shell to maintain ther-
mal equilibrium. If η0 < 1, the emission is out of thermal
equilibrium until at least the spherical phase (for further dis-
cussion see NS10). We can use our scaling of η0 to provide
an upper limit for the explosion energy for which the break-
out is thermal. We substitute the scaling of the breakout
properties from equation 27 into equation 9 and obtain
η0 = 4 · 10
−2M−1.7315 R
−1.75
500 E
2.14
51 . (31)
The maximal explosion energy for which the emission is in
thermal equilibrium is therefore
E51 = 4.5M
0.81
15 R
0.82
500 . (32)
As can be seen, for a typical RSG explosion, the emission is
indeed in thermal equilibrium from the breakout on.
5 A CALIBRATED ANALYTIC MODEL OF
THE BOLOMETRIC LUMINOSITY AND
OBSERVED TEMPERATURE
In this section, we summarize the results of the previous
sections and present a calibrated analytic model for the evo-
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lution of the luminosity and observed temperature. First
(sub-section 5.1) we provide a model that is based on the
properties of the breakout shell, v0, ρ0 and R∗. This model
is accurate and general in the sense that it is only weakly de-
pendent on the exact properties of the progenitor structure.
Then (5.2) we provide a model of the light curve as a func-
tion of the global explosion properties, Eexp, Mej and R∗.
This model is slightly less accurate than the first one and
it is also less general, as it depends on the correlations be-
tween properties in our set of numerical progenitors. Times
are denoted thr, and tday for units of seconds, hours and
days respectively. The time of the bolometric emission peak
when light travel time is not considered is defined as t = 0.
Bolometric and monochromatic light curves, calculated us-
ing the calibrated model presented in this section can be
downloaded at http://www.astro.tau.ac.il/~tomersh/.
5.1 Bolometric light curve and observed
temperature as functions of the breakout
properties
The three parameters which characterise the breakout shell
are v0, ρ0 and R∗, since d0 is determined via equation 29.
We denote v0,x = v0/(x · 10
3 km/s), ρ0,x = ρ0/(10
x g/cc)
and Rx = R∗/xR⊙.
The luminosity after the peak, neglecting light travel
time, is obtained by substituting equations 6, 29 into equa-
tion 5:
Lobs(t)
1erg/s
≃

1.6 · 1045v30,5ρ
1
0,−9R
2
500 t≪ t0
3.2 · 1043v0.330,5 ρ
−0.33
0,−9 R
1.69
500 t
−4/3
hr t0 ≪ t≪ ts
3.3 · 1042v1.310,5 ρ
−0.33
0,−9 R
0.71
500 t
−0.35
day ts ≪ t < trec
. (33)
where trec is the time in which the observed temperature
reaches T = 7500◦K. At this point, recombination is no
longer negligible, and the model described here is no longer
valid. To obtain a smooth broken power law, the luminosity
at the transitions between the phases is given by a sum, as
described in equation 7. During the breakout pulse (t < 0),
the luminosity is obtained by substituting equation 6 into
equation 13:
Lobs(t)
1erg/s
≃
1.6 · 1045v30,5ρ
1
0,−9R
2
500e
−0.35(t/t0)
2+0.15(t/t0). (34)
The observed temperature after the peak is obtained by
substituting equations 6, 9 and 12 into equation 8:
Tobs(t)
1◦K
≃

4.2 · 105v0.760,5 ρ
0.24
0,−9 t < t0
1.1 · 105v−0.130,5 ρ
−0.21
0,−9 R
−0.1
500 t
−0.45
hr t0 ≤ t < ts
3.3 · 104v−0.030,5 ρ
−0.2
0,−9R
−0.2
500 t
−0.35
day ts ≤ t < tc
4.1 · 104v−0.550,5 ρ
−0.18
0,−9 R
0.06
500 t
−0.6
day tc ≤ t < trec
. (35)
Before the peak, the observed temperature is roughly
constant. The observed spectrum is not blackbody, since
higher energy photons are emitted from inner shells with
higher temperatures. The observed spectrum is well de-
scribed by equations 19, 21 until the peak of the spectrum,
where line blanketing becomes significant. The transition
times, and recombination time are given by
t0 = 190 s v
−2
0,5ρ
−1
0,−9R
−0.23
500 , (36a)
ts = 3.2 hr v
−1
0,5R
1
500, (36b)
tc = 2.5 day v
−2.07
0,5 ρ
0.08
0,−9R
1.06
500 , (36c)
trec = 17 day v
−0.92
0,5 ρ
−0.31
0,−9 R
0.1
500. (36d)
This model describes the luminosity for all numerically
calculated progenitors to within 15% (30% late in the spher-
ical phase) and the observed temperature to within 10%.
This inaccuracy is due to the different structure of the pro-
genitors.
In order to include light travel time, one should con-
volve the results given in this section with equation 22. The
peak luminosity including light travel time is obtained by
substituting equations 29 and 6 into equation 24:
L0,ltt = 8 · 10
44 erg v0,5R
0.77
500 f. (37)
f is a numerical factor of order 1, given by equation 25.
With light travel time included, the duration of the rise is
of order tRc = R∗/c, while the initial rapid exponential rise
is still characterised by a time scale t0. In addition, around
the peak, the spectrum is not thermal, but characterised
by a range of temperatures. For further discussion, see sub-
section 4.3. A useful ratio to assess the importance of light
travel time is
t0/tRc = 0.16v
−2
0,5ρ
−1
0,−9R
−1.23
500 . (38)
Examination of equations 33-37 shows that many of the
observables (i.e., characteristic time scales and the luminos-
ity and temperature at different regimes) depend strongly
on v0 and R∗. Therefore early observations will tightly con-
strain both parameters. However, only the rise time of the
breakout pulse t0, depends strongly on ρ0. Without observa-
tions of the breakout with a temporal resolution of a minute
or so, it will be hard to tightly constrain ρ0.
5.2 Bolometric light curve and observed
temperature as functions of global SN
properties
The three parameters which we use to characterise the
SN are R∗, Mej and Eexp. For the numerically calculated
progenitors, the dependency of the breakout properties on
these parameters is specified in equation 27. We denote
Mx =Mej/xM⊙, Rx = R∗/xM⊙ and Ex = Eexp/10
xerg.
The luminosity after the peak, neglecting light travel
time, is obtained by substituting equations 27 into equation
33:
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Lobs(t)
1erg/s
≃

1.8 · 1045M−0.6515 R
−0.11
500 E
1.37
51 t≪ t0
2.7 · 1043M−0.3415 R
1.74
500 E
0.29
51 t
−4/3
hr t0 ≪ t≪ ts
1.6 · 1042M−0.7815 R
0.28
500 E
0.84
51 t
−0.35
day ts ≪ t < trec
. (39)
Again, at the transitions between the phases, the lu-
minosity is given by equation 7. Similarly, the luminosity
during the breakout pulse (t < 0) obeys
Lobs(t)
1erg/s
≃
1.8 · 1045M−0.6515 R
−0.11
500 E
1.37
51 e
−0.35(t/t0)
2+0.15(t/t0). (40)
The observed temperature after the peak is
Tobs(t)
1◦K
≃

4.3 · 105M−0.1715 R
−0.52
500 E
0.35
51 t < t0
1 · 105M−0.0715 R
0.1
500E
−0.01
51 t
−0.45
hr t0 ≤ t < ts
3 · 104M−0.1115 R
−0.04
500 E
0.04
51 t
−0.35
day ts ≤ t < tc
4.1 · 104M0.1315 R
0.46
500 E
−0.25
51 t
−0.6
day tc ≤ t < trec
. (41)
Before the peak, the observed temperature is roughly
constant. The observed spectrum is well described by equa-
tions 19, 21 up to frequencies higher than the peak of the
spectrum, where line blanketing becomes significant. The
transition times, and recombination time are given by
t0 = 155 s M
0.23
15 R
1.39
500 E
−0.81
51 , (42a)
ts = 3.6 hr M
0.44
15 R
1.49
500 E
−0.56
51 , (42b)
tc = 3.2 day M
0.97
15 R
2.02
500 E
−1.19
51 , (42c)
trec = 16.6 day M
0.22
15 R
0.76
500 E
−0.43
51 . (42d)
This model describes the luminosity for all numerical
progenitors to within 25% during the first day and 35% at
later times. The observed temperature is described to within
15%. The inaccuracy is larger than the inaccuracy of the
breakout properties model, since the scaling of the breakout
properties with the progenitor properties is only accurate to
within 20%. This model is also less general since it depends
on the specific structures of the progenitors we calculated.
The peak luminosity including light travel time is
L0,ltt = 7.2 · 10
44 erg M−0.4215 R
0.28
500 E
0.56
51 f, (43)
where f is a numerical factor of order 1, given by equation
25 (see discussion at section 4.3). The ratio between the
diffusion time at breakout and the light travel time is
t0/tRc = 0.15M
0.23
15 R
0.39
500 E
−0.81
51 . (44)
In the previous subsection (5.1) we deduced that all the
observables, except for t0, depend mostly on two parameters
(v0 and R∗). This is also the case here where the observables
depend strongly on R∗ and Eexp/Mej (which is tightly re-
lated to v0) but weakly on Eexp and Mej separately. The
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Figure 17. The R-band (λ = 640nm) light curve, for the same
numerical progenitor as used in figure 10. The numerical result
with (without) light travel time is plotted in a solid black (dotted-
dashed red) line. It is compared to the analytic model (dashed
orange line), which is obtained by substituting equations 39, 41
into equation 21. Also plotted are the models of NS10 (dotted
purple line) and RW11 (dotted green line).
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Figure 18. The g-band (λ = 470nm) light curve, for the same
numerical progenitor as used in figure 10. Symbols are the same
as in figure 17.
only exception, again, is t0. Therefore, detailed early light
curve observations will provide tight constraints on R∗ and
Eexp/Mej, but unless the rise of the breakout pulse, which
is on a time scale of minutes, is resolved, it will be hard to
constrain Eexp and Mej separately.
6 PROPERTIES OF THE OPTICAL & UV
LIGHT CURVE
In this section we discuss the properties of the optical &
UV light curve at early times. A monochromatic light curve
can be obtained for every wavelength, by substituting L, T
from equations 39 - 41 into equation 21. Equation 21 is in-
accurate for photon energies above those of the blackbody
peak (hν & 3kBT ) due to line blanketing. Therefore, the
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Figure 19. The near-UV (λ = 200nm) light curve, for the same
numerical progenitor as used in figure 10. Symbols are the same
as in figure 17.
monochromatic light curves presented here are inaccurate
at times after the peak is seen in the specific observed wave-
length, as line blanketing causes the decline after the peak
to be faster than predicted by our model.
6.1 Emission after the breakout pulse
We give examples of the emission in R-, g-, and near-UV
bands. Numerical light curves for R-band (λ = 640nm), with
and without light travel time, are plotted in figure 17. The
calculation was performed with the same progenitor as in
figure 10, but the observed features are similar for all the
progenitors in our sample. This result is compared to the
optical emission obtained by substituting the model for L
and T (section 5) into equation 21, and to the models of
NS10 and RW11.
Our model fits the calculation (neglecting light travel
time) within 0.2 mag. The emission is double peaked, as ex-
pected in NS10, although the first peak is less pronounced
compared to their prediction. During the planar phase, the
optical bands are in the modified Rayleigh-Jeans regime
where7 Lν ∝ L/T
2.4 ∝ t−0.25. By the beginning of the
spherical phase, the luminosity falls more slowly and the
temperature falls faster, thus the monochromatic luminos-
ity rises (L/T 2.4 ∝ t0.5). After t = tc the rise is even more
rapid (L/T 2.4 ∝ t1), though by this time most of the wave-
lengths are not purely in the Rayleigh-Jeans regime. Light
travel time affects the emission at times earlier than tRc−t0,
which is the peak time of the emission with light travel time
included.
Similar light curves for the same progenitor are depicted
in figure 18 at g-band (λ = 470nm) and in figure 19 at near-
UV (λ = 200nm). The g-band light curves show features
similar to that of the R-band. The main difference is that
the rise is less rapid and the peak is seen a few days earlier
7 NS10 predicted T ∝ t−0.35 during the planar phase, while we
find T ∝ t−0.45. However, NS10 assumed a blackbody spectrum
which yields Lν ∝ L/T 3 ∝ t−0.3 during the planar phase, so the
decline is similar.
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Figure 20. Top: the observed temperature at the peak of the
R-band (λ = 640nm) as a function of the stellar radius (blue
circles), calculated numerically for all the numerical progenitors.
The temperature when the luminosity is lower by 0.1 mag (red
rectangles) and by 0.2 mag (yellow triangles) is also shown. The
purple line depicts the analytic prediction xpeak = 2.7. Bottom:
the same for the g-band (λ = 470nm), where xpeak = 2.9
(see discussion below). For the near-UV, only one peak ex-
ists, followed by a slow decline that becomes after Tobs falls
below the observed band a very fast decline. This feature
is generic for most of the numerical progenitors. Since our
model does not account for line blanketing, we expect a more
rapid decrease than predicted by our blackbody model after
the end of the slow decrease (t ≈ 5 days) in the near-UV
emission.
The second peak in the optical bands is seen when the
observed band approaches the peak of the spectrum due to
the decrease in the observed temperature. This happens at
earlier times for bluer bands. By this time, the observed band
is no longer in the Rayleigh-Jeans regime. The value of x ≡
hν/kBTobs at the peak can be estimated based on equation
21 and depends on the evolution of T and L. For the late
spherical phase t ≥ tc our model predicts xpeak = 2.95. For
both R- and g-band light curves, the peak is reached at times
later than tc. The peak time is obtained by substituting
equation 41 into T (t) = hν/kBxpeak:
tpeak
1day
= 4.9M0.2215 R
0.76
500 E
−0.43
51 ν
−1.67
15
(xpeak
2.95
)1.67
. (45)
The R∗ dependence of tpeak is similar to the result of
Morozova et al. (2016) (equation 4) which found tpeak ∝
R0.82∗ . Figure 20 depicts the temperature at the peak of R-
(top) and g- (bottom) bands, and at 0.1 mag and 0.2 mag
fainter than the peak, for all the progenitors. For the g-band,
the peak temperature is around T = 10000◦K, which corre-
sponds to xpeak = 2.9, while for the R-band the peak tem-
perature corresponds to xpeak = 2.7. The slightly lower val-
ues of xpeak, compared to the model, are due to the steeper
luminosity decrease near the time of recombination (figure
7). Note that the temperature is significantly higher than at
the peak, by about 25% [40%], when the optical luminosity
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Figure 21. Top: the peak time (blue circles), and the times where
the luminosity is lower by 0.1 mag (red squares) and 0.2 mag
(yellow triangles), for the R-band (λ = 640nm) light curve as a
function of the stellar radius. The times are calculated numerically
for all the numerical progenitors. The analytic prediction (see
equation 45) is marked by purple pentagrams. Bottom: the same
for the g-band (λ = 470nm)
is only 0.1 [0.2] mag fainter. In figure 21 the peak time and
the times where the luminosity is lower by 0.1 mag and 0.2
mag are shown. The ratio between the numerical peak time
and the analytic model prediction (equation 45) is between
0.8 and 1.1.
Our results highlight the difficulty in constraining the
progenitor properties from current observations at a single
band. The resolution of observations makes it hard to de-
termine accurately the time of the exact peak, and even an
error of 0.1− 0.2 mag in the peak magnitude can lead to an
error of 50% in the estimation of R∗. However, since the tem-
perature evolves significantly before the peak, and its value
at the peak depends only on the observed band, spectral or
multi-wavelength observations can be used to significantly
improve the constraints.
6.2 The breakout pulse
As discussed in sub-section 4.3, light travel time affects the
emission during the breakout pulse. Figure 22 shows the rise
of the R-, g- and near-UV bands. The analytic model (equa-
tion 40) fits the rise very well (light travel time neglected).
The emission including light travel time is composed of a
rapid increase with a typical time t0 and a slower increase
with a typical time tRc.
7 THE PHOTOSPHERIC VELOCITY
Additional information can be extracted from the velocity
of observed lines in early spectra. In particular, specific lines
are considered as good estimators of the photospheric veloc-
ity. These are harder to identify in early spectra compared to
late ones. Nevertheless, we provide here an analytic model
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Figure 22. R-band (red line), g-band (green line) and near-UV
(purple line) emission at early times, for the same numerical pro-
genitor as used in figure 10. The numerical result with (without)
light travel time is plotted in solid (dashed) lines. Including light
travel time, the very early rise is of a typical time t0 while the
rise near the peak is of a typical time tRc. The analytic model
(equation 40) (solid black line) is depicted in all wavelengths.
for the photospheric velocity at early times (and a com-
parison to the numerical results), for cases where it can be
estimated before recombination becomes significant.
The position of the photosphere is determined by the
point which satisfies τ = 1. Since the optical depth and the
shell mass, both measured from the edge of the star, are
related via τ ≈ κm/4πR2, during the planar phase the pho-
tosphere is located at m ≈ 4πR2∗/κ. During the spherical
phase, however, R(m) ≈ 2v(m)t (the factor of 2 is due to
the rarefaction, Matzner & McKee 1999). The analytic pre-
diction is v(m) ∝ m−0.12 (for n = 1.5 with weak dependency
on n), which in turn yields mph ∝ t
1.63. The best fit of the
numerical results to a piecewise power law is similar to this
analytic prediction, and is
mph(t)
M⊙
≃{
2.27 · 10−5R2500 t < 1.5ts
1.45 · 10−6M−0.7115 R
−0.43
500 E
0.91
51 t
1.63
hr 1.5ts ≤ t
, (46)
and
Rph(t)
R⊙
≃ {
R∗ t < 1.5ts
128M−0.3615 R
−0.21
500 E
0.45
51 t
0.81
hr 1.5ts ≤ t
. (47)
The spherical phase of the photosphere evolution begins
at 1.5ts where ts is given in equation 42. A typical evolu-
tion of Rph, for the same numerical progenitor from figure
10, is depicted at the top of figure 23. The analytic model
of equation 47 is compared to the numerical result, and is
found to agree to within 5% during the planar and spheri-
cal phases, and to within 25% at the transition point. The
results are also compared to the model of RW11 (see equa-
tion 12 therein), which yields a radius larger by about 35%
during the spherical phase, relative to the calculation.
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Figure 23. Top: the radius of the photosphere as a function of
time from the peak luminosity, for the same numerical progenitor
as used in figure 10. The numerical result (solid black line) is
compared to the analytic model (equation 47, dashed red line)
and to the analytic model of RW11 (dotted-dashed green line).
Bottom: The velocity at the photosphere as a function of time
from the peak luminosity. The numerical result (solid black line)
is compared to the analytic model (equation 48, solid red line).
The numerical photosphere velocity is shown at the bot-
tom of figure 23. The photosphere accelerates during the
whole planar phase. At the beginning of the spherical phase,
while the photosphere is still in the breakout shell, the ve-
locity profile v(m) ≈ 2v0 is about constant (and accelerates
slowly with time). Therefore, uph is almost constant. As soon
as mph(t) ≥ m0, the velocity profile is well approximated by
v(m) = m−0.12 and uph ∝ t
0.2. Again, the best fit to the
numerical results is similar to the analytic prediction:
uph(t)
1km/s
≃{
9 · 103M−0.4415 R
−0.49
500 E
0.56
51 1.5ts < t < tm
1.2 · 104M−0.315 R
−0.14
500 E
0.38
51 t
−0.2
day tm ≤ t
. (48)
Here, tm is the time for which mph(tm) = m0:
tm = 4.5 day M
0.71
15 R
1.79
500 E
−0.9
51 . (49)
This model fits the position and velocity of the pho-
tosphere to within 15% accuracy (except for the transition
point around t = tm) for all the numerical progenitors.
8 SUMMARY
We have studied the emission from a SN generated by the
core-collapse of a RSG during the first 10 − 20 days after
first light, when recombination is negligible, and the light
curve is mainly determined by the thermal energy distribu-
tion at the outer envelope. We used a 1D hydro-radiation
code to simulate early light curves from explosions of dif-
ferent RSG progenitors, and combined analytic estimates
with the numerical results to obtain an accurate analytic
model for the emission. We first studied the effect of each
of the SN properties R∗, Mej and Eexp independently by
defining an analytic prototype progenitor profile, and vary-
ing each parameter separately over a wide range of values.
Then, we simulated the explosions of 124 RSG progenitors
calculated using the stellar evolution code MESA. The nu-
merically calculated progenitors are more realistic and have
different profiles but the effect of R∗ and Mej cannot be
studied independently over a large range of values.
First, we found that earlier analytic works deviate from
the numerical results by a factor of 2−4 describing the bolo-
metric luminosity and the features of the light curve, and by
up to 50% describing the observed temperature. This devia-
tion is mostly due to the approximations made regarding the
hydrodynamic evolution of the explosion, the initial progen-
itor density profile and the opacity of the matter. Then, we
constructed a new calibrated analytic model which describes
the light curve as a function of the breakout shell properties
(v0, ρ0 andR∗) and as a function of the progenitor properties
(Mej and R∗) and explosion energy. Our model is analytic,
hence the dependency on each parameter is clearly under-
stood, yet it has the advantage of being accurate, since it
was calibrated by numerical simulations where most of the
assumptions and approximations made in previous analytic
models are relaxed.
We found that the dependency of the light curve on the
breakout shell properties is of a global nature. Progenitors
with very different internal structures but the same breakout
parameters produce almost identical light curves during the
first day and show only minor deviation at later times. This
is because during the first day (up to the spherical phase)
only emission from the breakout shell is observed. Later,
during the spherical phase, inner parts of the progenitor are
observed but the dependence of the emission on the exact
structure is mild. Thus, the early light curves directly probe
mostly the properties of the breakout shell. Our model re-
lates the bolometric luminosity to the breakout shell proper-
ties within an accuracy of 15% during the first day and at an
accuracy of 25% at later times. The observed temperature is
predicted by the analytic model within an accuracy of about
10% at all times. The early light curve is especially sensitive
to v0 and R∗, therefore these are the two parameters that
can be most easily extracted from an early observation. The
value of ρ0 strongly affects only the timescale of the rise of
the breakout emission (typically of order of minutes), there-
fore its value can not be well constrained without a detailed
observation of the rise.
Global properties such as the ejecta mass and the explo-
sion energy are not probed directly, but through their rela-
tion to the breakout properties. Since the mapping between
Eexp, Mej and R∗ and the breakout parameters depends on
the progenitor structure, the relations that we provide be-
tween the early light curve and Eexp, Mej and R∗ are less
accurate than the relations with the breakout parameter.
They are also less general since they depend on the spe-
cific set of numerically calculated progenitors that we ex-
plored. Our model relates the bolometric luminosity to the
progenitor and explosion properties within an accuracy of
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25% during the first day and 35% at later times. The ob-
served temperature is described to within 15% accuracy.
We also derived an analytic approximation for the de-
viation of the observed spectrum from blackbody, mainly
at the Rayleigh-Jeans regime. The source of this deviation
is the higher absorption opacity at lower frequencies. As a
result, photons with different frequencies are generated in
different locations within the outflow, as less energetic pho-
tons are generated at outer locations where the electrons
are colder. We show that over a limited range of frequencies
below the spectral peak (hν < kBTobs), which for typical pa-
rameters includes the UV and optical bands, the spectrum
can be approximated as Lν ∝ ν
1.4. This deviation has a sig-
nificant effect on the optical/UV light curve during the first
day, when Tobs ≫ 10
4 ◦K, and a lesser effect at later times.
We used our results to derive and explore optical and
near-UV light curves. Similarly to previous analytic (NS10)
and numerical (Tominaga et al. 2011) results, the optical
light curves depict two peaks. The first one corresponds to
the breakout pulse (time scale of R∗/c) and is less prominent
than predicted by NS10. The second (time scales of days) is
the one observed in many SNe (e.g., Anderson et al. 2014;
Gonza´lez-Gaita´n et al. 2015; Gall et al. 2015; Rubin et al.
2015) and corresponds to the passage of the spectral peak
through the observed band. The shape of the UV light curve,
however, is different than previously predicted. Only the first
peak (time scale of R∗/c) is observed, and followed by a very
slow decline for several days, which turns into a very fast de-
cline when the spectral peak drops below the observed UV
band.
The time of the second optical peak was recently used
to constrain the progenitor radius (Gonza´lez-Gaita´n et al.
2015; see however Rubin et al. 2015). We found a relation
between the time of this peak and the global SN parame-
ters, and showed that it is most sensitive to the progeni-
tor radius, in agreement with previous studies (e.g., NS10,
RW11, Tominaga et al. 2011). However, we showed that de-
riving constraints from the time of the peak in a single band
observation is very sensitive to the exact identification of its
location. For example, identifying the peak at the time that
the flux is only 0.1 − 0.2 mag fainter than the actual peak
can lead an error of about 50% in the estimation of R∗. This
highlights the difficulty in constraining progenitor properties
from current observations at a single band. We also exam-
ined Tobs at the time of the peak and found that it is higher,
but not by much, than the recombination temperature. Tobs
vary rapidly near the peak, and it is higher than at the peak,
by about 25% [40%], when the optical luminosity is only 0.1
[0.2] mag fainter than the peak. This shows that much bet-
ter constraints on the SN properties can be obtained with
an information about the temperature near the peak (e.g.,
via multi-band observations).
To conclude, we present an accurate analytic model
for the early emission of type II SNe that can be used for
analyzing large data sets, planning future observations, or
constraining progenitor properties from a given observation.
Light curves generated using our calibrated model can be
downloaded at http://www.astro.tau.ac.il/~tomersh/.
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APPENDIX A: THE HYDRO RADIATION
CODE
We have written a 1D spherical geometry, Two-
Temperatures Lagrangian computer program in order to
calculate the shock propagation and emitted radiation af-
ter the shock breakout. The code uses the standard von
Neumann and Richtmyer staggered-mesh method to solve
the equations of motion (von Neumann & Richmyer 1960;
Richtmyer & Morton 1967):
1
ρ
∂ρ
∂t
= ~∇ · u, (A1a)
∂u
∂t
= −
~∇P
ρ
−
~∇Ur
3/ρ
. (A1b)
The two equations describing the radiation and matter en-
ergy densities, are
∂e
∂t
+ (P + e)~∇ · u = cκP ρ(Ur − aBBT
4
e ), (A2a)
∂Ur
∂t
+ (
4
3
Ur)~∇ · u = −cκP ρ(Ur − aBBT
4
e )−
∂J
∂x
, (A2b)
where, Ur is the radiation energy density, e is the mat-
ter energy density, P is the matter pressure, Te is its
temperature, κP is Planck averaged opacity (only absorp-
tion terms are taken into account), and J is the radiation
flux, which is solved under the P0 diffusion approxima-
tion (Richtmyer & Morton 1967; Mihalas & Mihalas 1984;
Pomraning 2005):
J = −
c
3κRρ
∂Ur
∂x
. (A3)
Here, κR is the Rosseland averaged opacity. For the equa-
tion of state (EOS) of the matter, we choose that of an ideal
gas, with γ = 5/3, suitable for monoatomic gas, and µ = 0.6
which corresponds to a fully ionized mixture of hydrogen
and helium with primordial ratios. Planck opacity includes
hydrogen free-free and bound-free interactions assuming pri-
mordial ratios, and Rosseland opacity includes free-free and
bound-free interactions, in addition to the scattering term
κR = 0.34 cm
2/g which corresponds to Thomson opacity of
(t-tpeak)/t0
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L/
L 0
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Our Code
Sapir et. al.
Figure A1. Normalized bolometric luminosity as a function of
normalized time, for the planar shock breakout problem with n =
1.5 (see Sapir et al. 2011; Ginzburg & Balberg 2012). The results
from our code (solid blue line) fit the results from table 3 in
Sapir et al. (2011) to within 1% accuracy.
hydrogen and helium with primordial ratios. The assump-
tions for the opacities and EOS are reasonable as long as
hydrogen is completely ionized. Therefore, our solution is
limited for temperatures higher than about 7500◦K.
The energy equations are solved using operator split-
ting. First, only the hydrodynamic part is solved implic-
itly for both the matter and energy equations. Then,
the coupling term is solved in the method described by
Sapir & Halbertal (2014), which assures energy is conserved
to numerical precision. In the last step, energy diffusion is
calculated implicitly, solving a tri-diagonal equation system
(Richtmyer & Morton 1967; Mihalas & Mihalas 1984).
The explosion is simulated by artificially injecting ther-
mal energy Eexp into the innermost cells as an initial
condition. The flux boundary condition on the outermost
cell, which is also used to determine the bolometric lu-
minosity, is of an Eddington factor f = 0.5 (Pomraning
2005) which is equivalent to Marshak boundary condition
(Zel’dovich & Raizer 1967). Since the luminosity is deter-
mined at the point τ ≃ c/v, the details of the boundary
condition barely affect the emission.
The code was validated via several analytic test prob-
lems, such as Elliott’s extension to the Sedov-Taylor explo-
sion which includes radiative flux (Elliott 1960) and Cheva-
lier’s solution for self-similar interaction of ejecta and wind
(Chevalier 1982), and reproduced the analytic results within
numerical precision. Here, in addition, we compare our re-
sults for the planar shock breakout with previous numerical
calculations.
The breakout of a shock from a stellar edge in planar ge-
ometry was investigated and solved analytically by Sakurai
(1960). The medium is assumed to be of ideal gas with de-
creasing density ρ(x) ∝ xn with x the distance from the
edge. Sapir et al. (2011) studied an extension to the problem
which includes radiative flux, in the diffusion approximation.
They assumed radiation dominated gas (γ = 4/3) and con-
stant opacity, and numerically calculated a self-similar light
curve emitted during the shock breakout and expansion. We
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Figure B1. The opacity of different models as a function of
temperature, for a typical density ρ = 10−10g/cc. The density
used throughout this work for the determination of the observed
temperature (solid blue line) is the Planck averaged opacity of
hydrogen bound-free and free-free transitions. Planck opacity of
free-free only (dashed red line) and Rosseland opacity of Thomson
scattering, bound-free and free-free (dashed orange line) are plot-
ted for comparison. In addition, bound-free and free-free Planck
opacities, obtained from TOPS database, are shown for pure hy-
drogen (purple circles), hydrogen and helium with primordial ra-
tios (green circles) and solar metallicity (cyan circles).
use this problem as a test case for our code, and compare
the light curve to Sapir et al. (2011).
The calculation is performed in a method similar to
the one described by Ginzburg & Balberg (2012). We use
planar geometry, assume full coupling between radiation and
matter, insert the appropriate density profile (with n = 1.5)
and keep only the radiation terms of the EOS. In order to
simulate the explosion, we deposited thermal energy into the
innermost cell as an initial condition. In figure A1 we present
the comparison of our results with the results of Sapir et al.
(2011). An agreement to within 1% is found for all times.
Our light curve was normalized to the breakout values t0
and L0 as described in Sapir et al. (2011).
APPENDIX B: BOUND-FREE AND
FREE-FREE PLANCK AND ROSSELAND
MEAN OPACITIES BEFORE
RECOMBINATION
In the gray (P0) diffusion approximation (see appendix A),
radiation-matter coupling is dependent on the Planck av-
eraged absorption opacity, while the diffusion term contains
the Rosseland averaged opacity, which includes both absorp-
tion and scattering processes (Pomraning 2005). In the ex-
panding SN envelope, the absorption term is usually much
smaller than the scattering term, thus the absorption opac-
ity barely affects the bolometric luminosity (total energy
flux). Nevertheless, since the absorption opacity dominates
the coupling, it largely affects the observed temperature.
Previous studies of the emission approximated the
absorption opacity as hydrogen free-free dominated (e.g.
NS10). In our model, we also include bound-free transitions,
by approximating the cross section of each of the lowest 100
energy levels. The exact method of approximation is speci-
fied in Zel’dovich & Raizer (1967) chapters (V.1.3-5.).
In figure B1 the Planck opacity of our model is shown
for various temperatures, and density ρ = 10−10g/cc (since
both free-free and bound-free terms are proportional to ρ2,
our analysis applies for a wide range of densities [10−12 −
10−9g/cc]). For comparison, the free-free term of our model,
and tables from TOPS database (Magee et al. 1995) for dif-
ferent mixtures are also shown. The mixtures which ap-
pear are pure hydrogen, hydrogen and helium with primor-
dial ratios, and solar metallicity. In TOPS opacities, only
bound-free and free-free transitions are considered, by ar-
tificially removing narrow lines. At breakout temperatures
(Tobs,0 ≈ 1−5 ·10
5 ◦K) the bound-free term and the free-free
term are comparable, while for lower temperatures this fac-
tor grows to more than an order of magnitude, since more
photons have typical energies of the lower energy levels. For
all the temperatures, the TOPS opacity changes by less than
a factor of 2 between mixtures, and is similar to our model.
We deduce that the hydrogen bound-free term deter-
mines the coupling. Since η0 ∝ 1/n˙ is inversely proportional
to Planck opacity, and Tobs ∝ η
0.07
0 (equation 8), inclusion
of bound-free and free-free transitions from helium and met-
als changes the observed temperature by less than 5%. Ne-
glecting hydrogen bound-free transitions, however, results in
temperatures higher by 20%.
Figure B1 also depicts Rosseland opacity used in our
model. For high enough temperatures, Thomson scattering
indeed dominates the opacity, but at T ≈ 1 · 104 ◦K bound-
free dominates. However, since Thomson scattering is den-
sity independent, and since at late times the density is much
lower than ρ = 10−10g/cc, usually the scattering term is
larger than the absorption term.
APPENDIX C: PROPERTIES OF THE
NUMERICAL PROGENITORS
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Table C1. MESA calculated progenitors (part 1)
MZAMS Z mixing length rotation Mfinal Mej Menv R∗
[M⊙] parameter [breakup] [M⊙] [M⊙] [M⊙] [R⊙]
11 0.02 2 0.4 10.07 9.72 7.19 518
12 0.0002 1.5 0 12.94 11.39 8.82 608
12 0.0002 1.5 0.2 12.89 11.27 8.72 603
12 0.0002 2 0 12.93 11.31 8.80 553
12 0.0002 2 0.2 12.88 11.28 8.68 552
12 0.0002 2 0.4 12.89 11.19 8.25 609
12 0.0002 3 0 12.94 11.31 8.85 480
12 0.0002 3 0.2 12.93 11.25 8.54 512
12 0.0002 3 0.4 12.89 11.25 8.46 511
12 0.002 1.5 0 11.59 10.02 7.70 736
12 0.002 1.5 0.2 10.49 8.86 5.94 867
12 0.002 1.5 0.4 10.80 9.17 6.60 783
12 0.002 2 0 12.23 10.59 8.20 614
12 0.002 2 0.2 11.60 9.94 7.49 633
12 0.002 2 0.4 11.32 9.64 6.86 681
12 0.002 3 0 12.48 10.85 8.47 489
12 0.002 3 0.2 11.98 10.41 7.85 502
12 0.002 3 0.4 11.25 9.60 6.89 532
12 0.002 5 0 12.66 11.02 8.72 396
12 0.002 5 0.2 11.48 9.86 7.12 438
12 0.002 5 0.4 12.23 10.65 7.90 432
12 0.02 1.5 0 11.51 9.97 7.93 910
12 0.02 1.5 0.2 11.36 9.93 7.74 926
12 0.02 1.5 0.4 11.16 9.59 7.45 948
12 0.02 1.5 0.6 9.93 8.26 5.52 1052
12 0.02 2 0 11.70 10.07 8.08 709
12 0.02 2 0.2 11.49 9.92 7.84 752
12 0.02 2 0.4 11.23 9.65 7.48 778
12 0.02 2 0.6 10.29 8.65 5.84 841
12 0.02 3 0 11.92 10.34 8.36 559
12 0.02 3 0.2 11.86 10.27 8.23 568
12 0.02 3 0.4 11.41 9.81 7.60 592
12 0.02 3 0.6 11.19 9.53 6.78 650
12 0.02 5 0 12.27 10.70 8.70 383
12 0.02 5 0.2 11.87 10.31 8.19 388
12 0.02 5 0.4 11.78 10.16 8.11 390
12 0.02 5 0.6 11.00 9.27 6.66 445
12 0.02 5 0.8 10.08 8.27 4.87 510
13 0.02 2 0 11.71 10.00 8.11 708
13 0.02 2 0.2 11.56 9.95 7.91 711
13 0.02 2 0.4 11.26 9.53 7.48 739
13 0.02 2 0.6 10.01 8.18 5.50 847
14 0.02 2 0 12.34 10.68 8.33 780
14 0.02 2 0.2 12.04 10.28 7.89 817
15 2e-05 1.5 0 14.98 13.27 10.29 555
15 2e-05 1.5 0.4 14.76 12.74 9.40 601
15 2e-05 3 0 14.97 13.07 10.18 465
15 2e-05 3 0.4 14.91 12.77 9.59 496
15 2e-05 5 0 14.98 13.22 10.30 390
15 2e-05 5 0.4 14.90 12.85 9.35 442
15 0.0002 1.5 0 14.95 13.10 10.13 608
15 0.0002 1.5 0.4 14.77 12.70 9.40 658
15 0.0002 3 0 14.92 13.02 10.02 476
15 0.0002 3 0.4 14.83 12.79 9.29 524
15 0.0002 5 0 14.93 13.16 10.14 394
15 0.0002 5 0.4 14.79 12.60 9.27 448
15 0.002 1.5 0 14.27 12.53 9.56 778
15 0.002 1.5 0.4 10.37 8.62 5.18 894
15 0.002 3 0 14.10 12.21 9.28 518
15 0.002 3 0.4 12.62 10.58 7.41 562
15 0.002 5 0 14.44 12.68 9.69 401
15 0.002 5 0.4 13.63 11.79 8.45 432
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Table C2. MESA calculated progenitors (part 2)
MZAMS Z mixing length rotation Mfinal Mej Menv R∗
[M⊙] parameter [breakup] [M⊙] [M⊙] [M⊙] [R⊙]
15 0.02 2 0 13.05 11.27 8.68 835
15 0.02 2 0.2 12.66 10.94 8.17 841
15 0.02 2 0.4 13.15 11.37 8.60 845
16 0.02 2 0 14.47 12.68 9.67 851
16 0.02 2 0.2 13.25 11.47 8.38 883
16 0.02 2 0.4 12.71 10.78 7.66 943
17 0.02 2 0 14.25 12.47 9.10 963
17 0.02 2 0.2 13.44 11.59 8.07 977
17 0.02 2 0.4 13.19 11.25 7.73 1009
18 0.02 2 0 16.25 14.23 10.67 978
18 0.02 2 0.2 15.22 13.32 9.61 1015
18 0.02 2 0.4 13.89 11.93 8.06 1031
19 0.02 2 0 15.46 13.53 9.58 1046
19 0.02 2 0.2 14.47 12.50 8.34 1077
20 2e-05 3 0.4 17.88 17.17 10.91 666
20 0.0002 1.5 0 19.94 17.41 13.33 471
20 0.0002 1.5 0.4 19.48 16.86 11.38 812
20 0.0002 3 0 19.91 17.90 12.93 616
20 0.0002 3 0.4 19.45 16.76 11.12 680
20 0.0002 5 0 19.92 17.57 13.11 511
20 0.0002 5 0.4 19.38 16.76 11.02 561
20 0.002 1.5 0 14.69 12.62 7.83 1027
20 0.002 1.5 0.4 12.73 10.59 5.18 991
20 0.002 3 0 15.70 13.67 8.65 703
20 0.002 3 0.4 14.72 12.44 7.04 735
20 0.002 5 0 16.70 14.69 9.94 529
20 0.02 2 0 15.41 13.38 9.11 1025
20 0.02 2 0.2 15.00 13.02 8.63 1019
21 0.02 2 0 15.74 13.70 9.04 1037
21 0.02 2 0.2 14.98 12.95 8.26 1030
21 0.02 2 0.4 11.47 9.18 4.43 925
22 0.02 2 0 17.37 15.01 10.36 1039
22 0.02 2 0.4 12.31 10.23 4.88 945
23 0.02 2 0 16.80 14.70 9.40 1032
23 0.02 2 0.2 13.09 11.04 5.60 986
23 0.02 2 0.4 12.94 10.80 5.13 942
24 0.02 2 0 16.32 14.22 8.47 1040
24 0.02 2 0.2 14.63 12.55 6.75 1005
25 2e-05 1.5 0 24.97 22.17 16.01 154
25 2e-05 1.5 0.4 19.00 15.87 7.78 1018
25 0.0002 3 0.4 18.33 15.18 7.53 784
25 0.0002 5 0 24.90 22.58 15.95 149
25 0.0002 5 0.4 16.20 13.22 5.38 639
25 0.002 1.5 0 14.30 11.63 5.21 994
25 0.002 1.5 0.4 20.00 17.31 10.06 1030
25 0.002 3 0 17.94 15.31 8.78 799
25 0.002 3 0.4 19.40 16.51 9.39 756
25 0.002 5 0 18.44 16.22 9.29 646
25 0.002 5 0.4 20.54 17.79 10.83 640
25 0.02 2 0 16.08 13.89 7.86 1016
25 0.02 2 0.2 13.62 11.46 5.34 950
26 0.02 2 0 16.45 14.10 7.79 943
26 0.02 2 0.2 13.88 11.49 5.22 900
27 0.02 2 0 16.22 13.38 7.14 917
27 0.02 2 0.2 13.37 10.61 4.28 811
28 0.02 2 0 15.66 12.81 6.12 844
28 0.02 2 0.2 19.53 16.63 10.24 902
29 0.02 2 0 16.21 13.40 6.25 790
30 0.02 2 0 16.05 13.37 5.62 703
30 0.02 2 0.2 15.34 12.52 5.04 697
35 0.02 2 0 17.11 14.47 4.55 377
35 0.02 2 0.2 17.10 14.37 4.55 380
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