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Abstract
In this literature study the task of usability evaluation is approached through recent
publications and known practises. The scope of the reviewed literature and the overall
problematic of evaluating complex systems are first defined. Then existing evaluation
methods and tools and a set of design guidelines and standards is introduced. In the
review the distinction between the evaluation of the design process and evaluation of the
outcome of the design process is made. Also the existing criteria for usability is provided.
These criteria can be used as measures in the evaluation procedures described in the
previous chapter. Then, the problem of validity in the evaluation and validation proce-
dures of complex cognitive systems is shortly discusses. The final chapter covers the
conclusions of the literature review.
There is a need for deepening the relationship between usage and design. Usage must be
the driver also in the design of process technology, plant’s safety, and instrumentation and
control as well as that of the design of man-machine interface. The collaborative activity is
called activity-oriented design. In order to enable activity-oriented design we need to
create design methods that drive the design activity into this direction. Criteria for evalu-
ating what is good design are not available in present standards. Criteria for good tools
and practices must consider human in a favourable role in the various tasks of operating
an industrial plant as opposed to the view of human as a source of error. This is the way to
create an optimal system, which takes advantage of the unique capabilities of both the
human operators and the automation systems.
NORROS Leena, SAVIOJA Paula (VTT Industrial Systems). Usability evaluation of complex systems.
A literature review. STUK-YTO-TR 204. Helsinki 2004. 44 pp.
Keywords: complex sociotechnical systems, validation and verification, usability
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Foreword
This research report covers the literature review conducted in research project IDEC
(Interaction Approach to the Design of Control Rooms). IDEC project aims at formulating
a scientifically founded method for the evaluation of human-system interfaces of complex
industrial systems. In the project a method and a set of evaluation criteria will be created.
IDEC project is part of the SAFIR 2003–2006 Finnish public research programme on
nuclear power plant safety. SAFIR programme is administrated by a steering group that
has been nominated by the Ministry of Trade and Industry (KTM). This specific research
has been funded by Ministry of Trade and Industry, Teollisuuden Voima Oy (TVO), Radia-
tion and Nuclear Safety Authority of Finland (STUK) and Technical Research Centre of
Finland (VTT). The authors would also like to thank the personnel of Fortum for good co-
operation.
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1 IntroductionThis research report is a literature review con-
cerning human factors evaluation methods used to
assess and ensure the appropriateness of complex
sociotechnical systems. By appropriateness we de-
note usefulness of the system as a tool in an in-
tended activity. Later in this report appropriate-
ness will be elaborated by introducing different
notions of usability. In usability evaluation the
characteristics of a specific system are examined.
This is usually done for the purpose of enhancing
the usability of the system but the evaluation can
also serve the purpose of validating the design and
implementation of the system. In this report we
have divided the different evaluation methods to
focus on either the design process with which a
particular design outcome was produced, or the
features of the outcome, the actual system.
1.1 Complex systems
This report concerns the human–technology inter-
action (HTI) of complex sociotechnical systems.
With complex sociotechnical systems we refer to a
set of interrelated system characteristics, which
Kim Vicente presents in the beginning of his book
“Cognitive Work Analysis” (Vicente 1999). The list
consists of several system characteristics, which
according to Vicente increase the demands laid on
both, the system users and the system designers.
According to Vicente (1999) the system charac-
teristics, which make a certain system complex
and sociotechnical are for example:
• The number of relevant factors that the design-
er of the system must consider is enormous.
• Part of the system use is social interaction
among the users and the system has many
heterogeneous user roles.
• The system is distributed geographically and
involves users in different locations.
• The system is dynamic in nature and there is a
high degree of potential hazard in operating it.• The system consists of many coupled and high-
ly automated subsystems.
• There is a degree of uncertainty to the data
that the system provides its users.
• The users of the system cannot directly observe
whether the goals of the system have been
achieved.
• The users have to deal with unanticipated
events and disturbances of the system.
In our specific research project called IDEC (Inter-
action approach to development of control rooms)
the case system is the control system of a nuclear
power plant. IDEC research project aims at for-
mulating a scientifically founded approach to the
development of human–technology interaction in
control rooms and operating centres of nuclear
power plants. In the project a set of criteria that
may be utilised in the validation of the design
process and its result will be created. An interac-
tion perspective, the so-called ecological approach
is adopted in the construction of the criteria. We
argue that artefacts should not be evaluated inde-
pendently of the practices of their use. Thus, in
connection to defining the criteria for a good con-
trol room and control system interface we also
must consider the criteria for good practices of
process control. Methods and tools for the compre-
hension of the user demands and actions, on the
one hand, and means of translating and represent-
ing the demands in the evaluation metrics of the
HTI of complex systems, on the other, are the cen-
tral research problems in IDEC research project.
1.2 Structure of the report
In this literature study the task of usability evalu-
ation is approached through recent publications
and known practises. Chapter 2 defines first the
scope of the reviewed literature and the overall
problematic of evaluating complex systems.7
S T U K - Y TO - T R 2 0 4Chapter 3 concerns the existing evaluation
methods and tools. Also a set of design guidelines
and standards is introduced. The chapter is divid-
ed into two main sections: Evaluation of the de-
sign process and evaluation of the outcome of the
design process. In chapter 4 the existing criteria
for usability is provided. These criteria can be8used as measures in the evaluation procedures
described in the previous chapter. Chapter 5 short-
ly discusses the problem of validity in the evalua-
tion and validation procedures of complex cogni-
tive systems. And chapter 6 covers the conclusions
of the literature review.
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2 Problem scope: human factors in designHuman factors is a human-centred approach to
technology. It originates in the need to exploit sci-
entific–technical innovations for the human tool-
using activities. It aims at improving the appropri-
ateness of the technological solutions (Hancock &
Chignell 1995). Innovations in technology enhance
the shared human intelligence and the possibili-
ties for human to interact with the environment.
Human performance may basically be considered
from two points of view in design. Traditionally
human behaviour has been perceived from the per-
spective of causing risk to the proper and safe
functioning of the system. The other perspective
emphasises the positive contribution of human
performance for productivity and safety. In normal
flow of actions, the favourable role of human per-
formance is not evident but it becomes overt in
unexpected situations. The fact that we still have
pilots on board of commercial aircrafts even
though technological prerequisites for unmanned
flying are considered being available, is an exam-
ple of exploiting the positive effect of human be-
haviour. In concert with Bernard Papin we see
that if design only focuses on the minimising of
the human contribution to risk this would sooner
or later lead to putting the human operator aside
the responsibility for control (Papin 2002). There-
fore, in the design of technology it is necessary to
balance between the favourable and negative ef-
fects of human intervention in the design of com-
plex systems.
Lisanne Bainbridge drew attention to the ten-
dency that the need for exploiting scientific knowl-
edge of human behaviour emerges from the inher-
ent paradoxes of the technological development
(Bainbridge 1987). She used the notion “ironies of
automation” that denotes the fact that automation
does not free human operators from the control of
natural processes but instead strengthens the role
of human operators. The “ironies of automation”create design problems such as ensuring situation
awareness and monitoring of relevant features of
a process by the human operator, who was re-
placed by a machine that was considered a more
accurate controller, or to problems of maintaining
operational skills without possibilities to have
operational experience. Bainbridge also argued
that complexity of the process is not necessarily a
negative feature from the human actor’s point of
view. She referred to empirical results that made
evident that high complexity, possibilities to have
an effect on the process and coherent representa-
tion of process information reduce the level of
mental strain and enhance well being (Bainbridge
1987).
Zuboff also dealt with the internal contradic-
tions of development of new technologies (Zuboff
1988). She made an important distinction between
the role of technology to automate and to infor-
mate. The development of technology is usually
comprehended from the point of view of its capa-
bility of replacing human labour by automation.
Yet, by improving measurements, and transimis-
sion, copying and representation of information
new technology also increases the role of informa-
tion as the mediator between the human actor and
the object of activity. This complicates the tradi-
tionally intuitive and indirect interpretation of the
state of the environment and calls for improved
intellectual skills. Hence, it is the new technolo-
gy’s ability of to informate that paradoxically
emphasises the role of the human when the level
of automation increases, as Bainbridge wrote.
2.1 Human factors research traditions
As we have indicated elsewhere (Norros et al 2003)
the human factors research that is relevant for
human-centred design of complex systems
emerged from two lines of research. Around the
1940s the early engineering psychology developed9
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nomics and later cognitive ergonomics is an inter-
disciplinary research field that focuses on optimis-
ing the functioning of the human–technology in-
teraction with regard to safety, efficiency and hu-
man well being. This is accomplished by taking
into account the strengths and weaknesses of hu-
man performance. The development of industrial
automation and the extensive use of IT in trans-
port systems (especially air transport) and process
industries reshaped work demands and types of
workload on human operators (Leppänen & Nor-
ros 2002). This created the need for understanding
human cognitive processes and mental load. These
issues are addressed in the field of cognitive ergo-
nomics that aims at improving human perform-
ance in complex production or transport systems,
which often have high safety relevance.
The other line of human factors research was
initiated in the late 1970s. It was labelled human–
computer interaction research, or computer psy-
chology, because it dealt in particular with the use
of computers and software systems. The character-
istic context of use was the office but office work
was hardly considered in the analyses of the use of
the computer. The approach focused first mainly
on individual person’s choices, which were affected
by the usability of the tools and the user’s prefer-
ences. The significant innovation in computer do-
main was the graphical user interface (GUI). The
emergence of GUI was essentially based on taking
into account the human factor as it was recognised
that the computers were performing better if they
are adapted to the way people think (Kirwan 2003,
Norman 1986).
The computer supported co-operative work
(CSCW) is a tradition in the computer psychology
that has had a major impact in redefining the
conception of human performance. The CSCW
tradition has a divergent theoretical background
but is characterised through a strong ethnometh-
odological orientation (Bannon 2002). Methodolog-
ically, CSCW draws from phenomenology but also
from the cultural historical theory of activity (Ban-
non & Kuutti 2002, Leont’ev 1978, Vygotsky 1978).
Lucy Suchman convincingly demonstrated the
drawbacks of interpreting human conduct as be-
ing a sequential course action that results from
following a predetermined action plan, as the
prevailing information processing approach in psy-10chology maintains (Suchman 1987). The author
suggested the conception of situated action that
acknowledges the constructive situation specific
structure of action and claimed that plans are but
weak resources of situatively constructed action.
The emphasis on the wider context of use in the
CSCW tradition contributed in bridging the gap
between the computer psychology tradition and
cognitive ergonomics research (Bannon 2001). The
latter line of research has traditionally been more
interested in the context in which human perform-
ance takes place and it has interpreted computers
as information and control tools that mediate
human–environment interactions.
Today, the two traditions are merging, mainly
due to advances in information and communica-
tions technology (ICT). ICT provides a global in-
frastructure for all human activities in the knowl-
edge society. The new human factors tradition
may be considered as a science of design (Carrol
1997) because it considers human factors both
from the point of view of the design and of the
product in use. We have recently adopted a new
term “human–technology interaction” (HTI) to ac-
knowledge the significance of both earlier tradi-
tions for the further development of technologies
for both professional and everyday activities of the
knowledge society (Norros et al 2003).
2.2 From interface design to
deeper levels of system design
One of the important design challenges in improv-
ing the control of complex environments is the
development of new ways of information presenta-
tion. This challenge was seen already by Bain-
bridge and Zuboff who predicted that in the facili-
tation of human performance in the control of com-
plex processes the traditional automation concepts
should be aided by further solutions. Today, the
implementation of digital automation and visual
display units in the control centres has caused the
predicted changes in the layout and forms of rep-
resentation of process phenomena. However, more
fundamental changes in the paradigms of repre-
sentation are still under study, design, and proto-
typing. Task-oriented, functional or ecological in-
formation presentation approaches are currently
under intensive study and design (Bye 2003, Pirus
2002, Saarni et al 2002a, Saarni et al 2002b, Saar-
ni et al 2002c).
S T U K - Y TO - T R 2 0 4Relevant research questions in the design of
information presentation were recently listed by
Kirwan (Kirwan 2003). These topics are presented
in the following, adapted list in which we also
have indicated some recent studies in each prob-
lem area:
• Design for error recovery by improving error
tolerance, error detection and correction (Kaar-
stad & Ludvigsen 2002, Wioland & Amalberti
1996)
• Support team work to improve reliability by
e.g. promoting monitoring actions (McNeese et
al 2001).
• Improve possibilities for situation assessment
by e.g. enabling direct perception and compre-
hension of connections and integrating infor-
mation (Papin et al 2003, Rasmussen &
Pejtersen 1995, Woods 1995, Yamaguchi & Tan-
abe 2002)
• Improve prediction and anticipation by simula-
tions and predictor displays and alarm systems
(Saarni et al 2002b).
• Faciliate focusing on process and problem-driv-
en performance by developing function and
task-oriented representation of information
(Pirus 2003a, Vicente 2002).
• Create transparency of automation and trust
in automation by facilitating navigation in in-
formation systems, and by providing adequate
feedback and improving reliability (Hollan et al
2000, Lee & Moray 1994, Strand 2002).Figure 1. The multi-layered design process ad associated 
(Papin 2002).
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cooperationWhen more innovative solutions become necessary
in the improvement of human–technology interac-
tion, human-centred design principles must be ap-
plied even in the earlier and deeper levels of de-
sign of the system. Hence, for example designers
involved in the design of the future nuclear power
plant concepts see that the new plants should com-
ply with stronger safety and productivity con-
straints than what are expected from the present
plants or their modernised versions. This chal-
lenge cannot be reached by only technical improve-
ments but, instead, the contribution of knowledge
of human performance must be integrated in de-
sign (Papin 2002). Papin maintains, further, that
both risk and favourable effects of human behav-
iour need to be included when utilising human
factors in design. However, he does not consider
realistic that engineers would take the human fac-
tor problems into account if these are detected
very late in the design. Therefore it is most impor-
tant to anticipate these problems in connection
with very early design choices. When referring to
design Papin does not only denote the design of
man–machine-interface, which is the currently
dominant level of human–technology interaction
with regard to which human factors problems are
solved. For Papin the human-centred design is a
principle according to which human factors knowl-
edge is taken into account also with regard to deci-
sions concerning much “harder” issues. Figure 1
demonstrates his vision to human-centred design
of nuclear power plants.11
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process and with regard to deeper levels of the
system puts the challenge on the human factors
community to define synthetic requirements and
criteria for design. These criteria should be apt to
be put in balance with techno-economical factors
that usually orient the designers’ decisions (Papin
2002). The author provides some ideas of the
sought synthetic criteria. He maintains that they
should be technologically determined but perform-
ance shaping features of the particular domain.
Papin does not refer to the ideas of Vicente or
Rasmussen in this connection but the line of
thinking corresponds very well with the design
approach expressed by these authors (see below)
(Vicente 1999). According to Papin, complexity and
time constraints are two important constraints for
human behaviour that, at least, should be includ-
ed as synthetic criteria for optimising sociotechni-
cal systems.
2.3 Design challenges in
NPP control rooms
2.3.1 Control room generations
Currently, extensive work is accomplished world
wide in the modernisation and modification of the
existing nuclear power plants. These plants repre-
sent design concepts that are usually labelled as
the I & II generation designs (O´Hara 2003, Pirus
2003b). Early prototypes and the majority of com-
mercially operating plants belong to this category.
They have been taken into operation between
1950–1995.
Some III generation plants are already in oper-
ation, others are still under design or construction.
Examples of generation III plants are EdF N4 in
France, the Tepco ABWR in Japan, the European
EPR600. The Westinghouse System 80 refers to a
generation III control room concept. A further
plant generation III+ denotes plant concepts that
are designed to include some evolutionary chang-
es in the process. These changes aim at improving
safety and efficiency of power production. The
generation III+ plants are expected to be in pro-
duction around 2010. Advanced pressurised Water
Reactor 1000 (AP1000), European Simplified Boil-
ing Water Reactor (ESBWR) or Pebble Bed Modu-
lar Reactor (PBMR) are examples of the near
future developments.12The IV generation has a perspective to be
operational in 2030. Novel process solutions are
designed for this plant concept. These are targeted
to better sustainability, minimal waste, high eco-
nomical efficiency, enhanced safety and prolifera-
tion resistance (O´Hara 2003).
2.3.2 Digitalisation of control rooms
The changes in control room technologies are con-
sidered necessary due to technical, availability and
economical reasons that endanger the maintain-
ing of old technologies. The improvements in the
informative features of new automation are at-
tractive because they may improve operators’
process management and facilitate integration of
operational control and other personnel, especially
with maintenance (Östlund 2003). The III and III+
control room designs manifest a transition from
the traditional analogue instrumentation and con-
trol technology to digital technology. Most impor-
tant consequences of this transition with regard to
the HTI are (O´Hara 2003, Pirus 2003b):
• The interaction with the process will take place
via compact workstations and overview dis-
plays via which the new control principle called
“soft control” is made available
• Large amounts of data may be integrated and
made available for the operators
• The representation of process information is
hierarchical and access to information is se-
quential
• Operator aids increase including improved
alarm management, computerised procedures,
computerised operator support systems (COSS)
• Restricted implementation of Virtual Reality
solutions, but intelligent technology in further
sense is limited.
2.3.3 Demands on operator actions
It is realistic to consider that new technical tools
induce changes to the joint human–technology sys-
tem and to the distribution of cognitive and opera-
tional activities of the cooperative system (Hollan
et al 2000, Norros et al 2003). In the following we
shall list some of the major challenges that the
new control room designs put on the work and
competencies of the operators, including coopera-
tion within the team and in the organsation.
Challenges on operational control:
• Large amounts of process information and an
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situations challenge the operators’ comprehen-
sion of the process state and its expected course
in operational situations. The term “situation
awareness” is often used for this complex of
activities (Endsley 1995, Endsley & Garland
2000, Östlund 2003)
• The space for information presentation is small
which necessitates a sequential use of informa-
tion (the key whole effect) (Woods 1995)
• The parallel presentation of information chang-
es the relationship between what is within the
focal awareness of the operators and what
information is within the subsidiary aware-
ness. This changes the conditions for the forma-
tion and exploitation of tacit knowledge that is
connected to understanding the meaning of
subsidiary non-focal knowledge (Polanyi 1974)
• “Soft control” is expected to increase secondary
tasks which may increase mental effort and
work load (Pirus 2003b, Woods 1995)
• Feedback from the system must be optimised.
Too fast and two small feedback may increase
mental load (O´Hara 2003)
• Systems may fail, understanding the functions
of automated systems must be ensured (O´Hara
2003)
• Identification, correcting and recovery from er-
rors may become more difficult which endan-
gers the reliability of the sociotechnical system
(O´Hara 2003).
Challenges on cooperation:
• Transition to “soft control” diminishes the hori-
zon of observation, the openness of the tools
and the openness of interaction (Hutchins
1990).
• The new information tools change the propaga-
tion of information and decision making in the
distributed cognitive system (Hollan et al
2000).
• Soft control requires conscious development of
cooperation and communication practices (Hol-
lan et al 2000).
The above-mentioned changes take place in the
context of the nuclear power plant organisation.
The values of the organisation and the shared ex-
pectations and preferences of the users have an
effect on the acceptance of the changes and theactual implementation of the tools in usage. At the
same time the new tools change the usage and
organisational cultures. Therefore, when analys-
ing and evaluating changes in tasks and work con-
texts we need methods that are capable of analys-
ing human performance from a cultural and soci-
etal perspective. Suggestions for promising meth-
odological approaches have recently been provided
by various authors who all share the idea of un-
derstanding human activity as a culturally formed
practice that is shaped in an adaptive tool-mediat-
ed interaction with the environment (Bannon
2001, Gauthereau 2003, Hutchins 1995, Norros
submitted 2003, Woods 1995).
2.3.4 Human factors evaluation
One of the largest modernisation projects was re-
cently accomplished in the Oskarshamn 1 Nuclear
power plant in Sweden (Östlund 2002, Östlund
2003). One part of this modernisation was the up-
grading of the control room. To minimise risk for
human errors in this, and other modernised con-
trol rooms in the near future, the Swedish nuclear
regulatory authority (SKI) developed a process-
oriented comprehensive inspection method. The
investigators of Brookhaven National Laboratory,
J. O´Hara and J. Higgins, aided SKI in this task
(O´Hara & Higgins 2002). The method used by the
investigators is documented in the NUREG re-
ports 0700 (O´Hara et al 2002a) and 0711 (O´Hara
et al 2002b).
Brookhaven National Laboratory (BNL) is one
of the leading research institutes in the area of
human factors and cognitive engineering of com-
plex environments. The U.S. Nuclear Regulatory
Commission has exploited the shared competen-
cies of BNL in providing guidelines for their hu-
man factors regulatory work. The above men-
tioned NUREG-reports present guidelines for hu-
man-system interface design and for the review of
human engineering programmes in the nuclear
industry but these documents also benefit other
complex high-reliability organisations.
The present human factors evaluation activi-
ties focus mainly on the first outer layer of the
multi-layered design model suggested by Papin
(Figure 1). This applies also the NUREG reports.
The VTT IDEC validation methodology – to the
construction of which this literature review pro-
motes – is also targeted to evaluations concerning13
S T U K - Y TO - T R 2 0 4the first and second design layers, i.e. man–ma-
chine interface, and instrumentation and control.
This focusing is due to the immediate need to
accomplish evaluations for control room upgrad-
ings, and for the evaluation of new control rooms
that represent generation III or III+ plants. As we
indicated above, these plant concepts are not fore-
seen to have major process changes and therefore
design decisions do not concern the deeper layers
indicated in Figure 1.
One of the benefits of the NUREG-guidelines is
the construction of comprehensive system models
that summarise the design relevant human fac-
tors issues and connect them to the course of the
design process. The model depicted in Figure 2
summarises the human factors evaluation tasks in
a design process (O´Hara 2003). This model is also
included in a slightly different version for struc-
turing the NUREG-0711 guidelines.
The human factors evaluation (HFE) activities
depicted in Figure 2 are decomposed to five major
areas, i.e. planning, human-system interaction de-
sign, training, verification and validation, and,
performance monitoring. As Figure 2 indicates, it
is assumed that human factors competence should
be used in all these activities and that there are14
Figure 2. Human factors evaluation and the relation to des
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The other strength of the reports is that they
introduce a great amount of issues or objects on
which the evaluation should focus on. The princi-
ple used in the reports is to define what should be
looked at. The evaluation consists of checks that a
particular human factors issue, for example con-
cept of operation (NUREG-0711) has been consid-
ered, or in the case of specific design elements
such as dimensions of certain displays fulfil an
acceptable level. The latter types of criteria relate
to the physical features of the control room design.
The very short (3 p.) appendix of the NUREG 0700
provides the design review principles and refer to
the operator tasks (O´Hara et al 2002a). Underly-
ing generic conceptions of human behaviour and
possible ways of evaluating what may be consid-
ered “good” with regard to the operators’ practice
or culture are not included. As a consequence,
final criteria for evaluation of neither the inter-face nor training or any other human factors
evaluation issue cannot be expressed. This prob-
lem was identified by O´Hara (O´Hara 2003), and
it is one of the most difficult questions of the
discipline. We see further, that the usability re-
search tradition that originated in the human-
computer interaction research, and developed fur-
ther in the evaluations of the user interfaces of
everyday consumer appliances has addressed this
problem by introducing the concept of usability.
Our target in the IDEC-project is to make use of
the usability research tradition. Our aim is to
integrate it to our own core-task oriented usability
approach. We also see that the work by Papin and
his colleagues (Papin 2002) has great relevance to
defining core-task oriented usability criteria.
These take position to what is good operator
action and appropriate tools for this action, and
the definition of good practice has connections to
the synthetic constraints of the domain.15
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Riihiaho (2000) states that traditionally, there are
two kinds of methods to evaluate the usability of a
given product or system: usability inspections, and
empirical user testing. The major difference be-
tween these two is that inspection methods can be
applied without direct user involvement whereas
user testing always involves actual users as par-
ticipants. Also CNSC (CNSC 2003) and most of the
evaluation standards (ISO , IEC, NUREG) divide
evaluation methods into two categories according
to their nature: verification and validation meth-
ods (V&V). This categorisation is similar to that of
the traditional usability evaluation because verifi-
cation means a process of demonstrating that
equipment and system have been designed as
specified, which can in most cases be done without
direct user involvement. Validation, on the other
hand, demands users as participants. Validation
means the process of determining the degree to
which the human–machine system design and
supporting mechanisms facilitate the achievement
of operational goals of the system. (CNSC 2003.)
In addition to evaluating the usability of the
actual system, also the design process, in which
the system being evaluated was produced, can be
evaluated. The methods and tools used are of a
wholly different nature when the evaluation is
directed at the design process.
In the forthcoming sections we have divided
the evaluation methods into two categories: ones
that concern evaluation of the design process and
ones that concern the outcome of the design proc-
ess. Within these two categories there are two
separate viewpoints: compliance to the standards
and guidelines and overall performance. Typically
compliance to the standards is evaluated with
different inspection methods and performance is
evaluated with functional tests and integrated
system validations. This classification is done
based on reviewed literature (Nicic 2003, O´Hara
2003, O´Hara 1999).
3.1 The Design Process
With the design process we refer to the way the
system under evaluation is produced. The design
process incorporates the life cycle-model of the sys-
tem, the tools used to build the system and the
individuals building the system.
The evaluation of the design process is one way
to approach the quality of the system being exam-
ined. By evaluating the design process it is possi-
ble to state whether the various usability issues
were considered at the appropriate level during
the process of system design. Several standards
and guidelines exist for design process evaluation.
The standards reviewed in this report are either
nuclear industry specific, or concern human-cen-
tred design on a more general level.
Common to all the standards and guidelines is
that they lay out the separate phases of the
process and all the activities relevant in each
phase. This information can be used as a checklist
to make sure, that all the necessary phases of the
process have been carried out. But information
about how each phase should be carried out and
what are its consequences for the next phase is not
specified in the standards.
3.1.1 Compliance with the standards and
guidelines
In the following sections we introduce standards
that can be used in the evaluation of the design
process.
3.1.1.1 Human factors engineering program
The report NUREG-0711 (2002) lays out the
human factors engineering (HFE) principles that
need to be considered in a modernisation project of
3 Evaluation of HTI and the methods
and tools used in it
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a nuclear power plant. The report gives twelve
different phases of the design process in which
HFE issues need to be considered. These are:
1. HFE Program Management
2. Operating Experience Review
3. Functional Requirements analysis and
Function Allocation
4. Task Analysis
5. Staffing & Qualification
6. Human Reliability Analysis
7. Human-System Interface Design
8. Procedure Development
9. Training Program Development
10.Human Factors Verification and Validation
11.Design Implementation
12.Human performance monitoring.
The report explicates the aspects of these different
design phases that need to be included in the de-
sign process but it does not give any acceptance
criteria, which would verify the quality with which
the phase was carried out. NUREG-0711 (2002)
can be used as a checklist to make sure that all the
relevant HFE issues are dealt with in the design
process.
3.1.1.2 Design Process for Control Rooms (CR)
of Nuclear Power Plants
The standard IEC 9064 (IEC-9064 1989) sets fun-
damental requirements for the process of design-
ing the main control-room of a nuclear power
plant. The standard does not give guidance on how
to carry out the design process in practice but in
the appendix of the standard there is some supple-
mentary information in the form of a design guide.
This guide includes points of philosophy and meth-
odology, explanations and detailed recommenda-
tions and specifications for the control room de-
sign process. (IEC 1989)
The standard begins addressing the issue of
NPP control room design by stating the functional
objective of the main control room (CR) which is to
provide the operator with accurate, complete, and
timely information regarding the functional status
of plant equipment and systems. On a more ab-
stract level the overall objective of the main con-
trol room is to provide a space and the equipment
for safe and efficient operation of the plant in all
the operational states and accident conditions.
The main control room serves the purposes of the
plant’s operational goals. In addition, it provides
an environment under which the CR staff is able
to work without discomfort, excessive stress, or
physical hazard. (IEC 1989)
The human factors engineering principles that
should be taken account of in the design process
are: anthropometric, perceptual, cognitive, psycho-
logical, and motor response. (IEC 1989)
Functional design of the CR should be based on
a system-based approach. This is achieved by
applying a top–down approach in the design. Ac-
cording to IEC 9064 (1989) the following four
steps should be included in the process:
1. Function analysis is an analysis of the objec-
tives of the NPP, and the hierarchical structure
of the goals
• identification of functions
• information flow and processing require-
ments.
2. Functional assignment is done to determine
which functions should be performed by man,
and which by machine. It should consider:
• identification of operator capabilities
• I & C system processing capabilities.
3. Verification and validation of function as-
signment is performed to show evidence that
a proposed function assignment takes the max-
imum advantage of the capabilities of man and
machine without imposing unfavourable re-
quirements on either of them. Modifications of
the functional assignment and the verification
of it shall be made iteratively until all criteria
are met. The validation of functional assign-
ment is performed to demonstrate that the
functional goals can be achieved.
4. Job analysis of the verified function assign-
ment is performed to clarify the content and
requirements of the operators’ jobs.
The steps 1–3 are covered more thoroughly in the
standards IEC 61839 and IEC 1771 (IEC-1771
1995, IEC-61839 2000).
Standard 9064 (IEC 1989) also pays special
importance to the process of verification and vali-
dation of the man/machine interface. The verifica-
tion of the control room system design is a normal
18
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design review – a part of quality assurance proce-
dures – which assures the correct incorporation of
functional specifications and other technical infor-
mation into the proposed control room system
concept.
• The process of verification & validation shall
include preparation, evaluation and resolution
phases. The evaluation shall include the oper-
ating procedures and training programme
• The control room system integration shall in-
corporate all the functional specifications and
all other technical requirements correctly
• A dynamic simulator is necessary for the vali-
dation
3.1.1.3 Functional Analysis and Assignment in
the Design of NPP CRs
The standard IEC 61839 (2000) specifies function-
al analysis and assignment procedures for the de-
sign of the control-room system for nuclear power
plants. The standard also gives rules for develop-
ing criteria for the assignment of functions. The
standard is a complement to the standard IEC
9064 (IEC 1989).
The standard (IEC 2000) specifies how to carry
out the functional analysis and assignment of
functions referred to in the standard IEC 60964.
The process of functional analysis is the first step
in the design of a control-room. It aims initially to
identify all of the functions required to operate the
plant, then to assign the functions to humans or to
machines.
The basic technical team for the FA and A
should include the following areas of expertise
(IEC 2000):
• Nuclear and non-nuclear systems engineering
• Systems analysis
• I & C systems design
• Information and computer systems design
• Human factor engineering
• Plant operation
• Development of normal operation and emer-
gency procedures.
The functional analysis process includes the iden-
tification of functions and the identification of in-
formation flow and processing requirements. The
process begins with identification of functions. The
functions are derived from the fundamental objec-
tives of the plant operation. Then the top level
functions are broken down into a hierarchy of
functions where the lowest set of functions are the
control functions which are then assigned to hu-
mans or to machines. (IEC 2000)
In the functional analysis the identification of
control functions needed is based on general nu-
clear power plant decomposition. The decomposi-
tion is obtained by presenting the results of the
overall plant design in a hierarchical manner, with
the plant operational goals. These goals are devel-
oped further as subgoals producing a hierarchical
goal structure. The identification of functions fol-
lows immediately from the identification of goals.
(IEC 2000)
The designer shall subdivide each of these
functions successively and develop a set of rules to
identify when the hierarchical analysis is complet-
ed to a sufficient level of detail. The bottom level
functions shall form a complete set, which is
itemised and stated in functional terms. Some
iteration could be necessary to reach the final
level of functions. The resultant hierarchy will
have the functional goals at the top, system-level
functions in the middle and detailed control func-
tions at the bottom level. The bottom level control
functions are later in the process assigned either
to humans or machines. (IEC 2000)
The next step in the process is the identifica-
tion of basic information and processing require-
ments needed for the accomplishment of each
control function. This is done through:
• Individual function analysis.
• Identification of time requirements and repre-
sentative events of all operational sequences,
all design basis events given in the safety
analysis report and beyond design events like
core fusion, steam explosions etc.
Functional assignment is the distribution of func-
tions between the human and the automated con-
stituents of the system. Assignment of functions to
humans means achieving them by manual control,
monitoring, high-level mental processing, or their
combinations. Assignment of functions to ma-
chines means achieving them by automation. In
the process of functional assignment the control
functions must first be methodologically grouped.
The suggested groups are: must be automated, are
better automated, should be given to humans, and
should be shared. After the categorisation all the
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actions needed for the accomplishment of the func-
tions are defined in detail. The last step is the
identification of the typical measurements of the
functions. (IEC 2000)
3.1.1.4 Verification and validation of the design of
the main control room of a NPP
The standard IEC 1771 (IEC-1771 1995) specifies
verification and validation (V&V) procedures for
the design of the control-room system of nuclear
power plants and gives verification and validation
criteria for the assignment of functions and for the
integrated control-room system. The standard can
be applied to a renewal project of an existing con-
trol-room or a construction project of a totally new
control-room. The standard is a complement to the
standard IEC 9064 (IEC 1989).
Development oh new control rooms
In the development of a new control-room design,
analysis should be performed in an effort to opti-
mise the assignment of functions (to man or ma-
chine) and the tasks that implement the functions.
The result of each of the two phases is checked
using V&V activities. The purpose of the V&V ac-
tivities is to assess the adequacy of the interfaces
between operator and plant processes as found in
the control-room. (IEC-1771 1995)
Each step of the V&V activities should include
the following activities (IEC-1771 1995):
• Preparation which includes development of
evaluation criteria, definition of V&V method-
ology, identification of source documents, or-
ganisation of the evaluation team, definition of
workspace and equipment for the evaluation
team, and schedule definition for the review.
• Evaluation.
• Resolution.
In the verification of the function assignment
evidence shall be presented that a proposed func-
tion assignment takes the maximum advantage of
the capabilities of man and machine without im-
posing undesirable requirements on either of
them. (IEC-1771 1995)
In the validation of the function assign-
ment the control-room system is demonstrated to
be capable of achieving all the functional goals.
The validation shall also demonstrate that, if
required, in case of loss of automated functions,
manual back-ups are available. (IEC-1771 1995)
Verification of the integrated control-room
system shall be performed by evaluating the
proposed design specifications against the applica-
ble functional requirements, design requirements
and criteria. (IEC-1771 1995)
Validation of the integrated control-room
system shall be performed to prove that the
system can achieve the performance intended.
Special attention shall be given to the time de-
pendant dynamic characteristics of the integrated
system. The validation should asses the suitability
of the design to support the interactions between:
control-room and the operator; control-room and
the operating procedures; control-room and the
training program; operator and the other staff
inside and outside the control-room. (IEC-1771
1995)
Development of existing control rooms
Evolutionary designs are those, which introduce
modest changes when, compared to predecessor
control-rooms. The design aspects that should be
taken into consideration when deciding whether
the change is evolutionary are: display and control
man–machine interface, alarm presentation, oper-
ational methods and general response of the con-
trol-room man–machine interface to plant upsets.
The degree of innovation in the new design sets
the criteria whether the change is an evolutionary
one or not. (IEC-1771 1995)
Pre-existing materials can serve as acceptable
substitute for portions of the V&V activities in the
case of an evolutionary design. Such material can
be i.e. information on design principles, operating
procedures, training material and operating expe-
rience and control-room design review informa-
tion. The applicability of such material depends on
their quality and the extent of differences between
the new design and it’s predecessor. (IEC-1771
1995)
• The verification of function assignment
may not need to be an extensive top-down
analysis for evolutionary designs. Any changes
in human–machine function assignment and
their integration with other functions shall be
verified though. (IEC-1771 1995)
• In the validation of the function assign-
ment for the areas of change of function as-
signment, it shall be shown that the time-
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dependant characteristics of functions and
their assignments are in accordance with hu-
man physical and cognitive capabilities. Poten-
tial overload conditions should be identified
and tested. (IEC-1771 1995)
• The verification of the integrated control-
room system shall concentrate on the areas of
change and their integration in the control-
room. In the process all the relevant design
requirements shall be shown to have been
satisfied. (IEC-1771 1995)
• The validation of the integrated control-
room system shall concentrate on the new
design areas. Also the interaction between the
new and the old design is adequate. The valida-
tion is done through execution of all plant
procedures and it should take place in a con-
trol-room training simulator. (IEC-1771 1995)
3.1.1.5 Application of visual display units (VDUs)
in the main control room of a NPP
The standard IEC 1772 (IEC-1771 1995) presents
design requirements for the application of VDUs
in main control-rooms of nuclear power plants. The
standard is a complement to the standard IEC
9064 (IEC 1989).
In the beginning of the design process the goals
of the display system shall be identified. These can
be i.e. safety, availability, and operability. (IEC-
1772 1995)
In the design process special attention shall be
paid to the relationship between the information
to be presented and any associated controls. The
design of the VDU system shall develop and docu-
ment a clear definition of the intended purpose of
the displays, their safety role and their basic
performance requirements. (IEC-1772 1995)
The principal users shall be identified for each
group of VDUs. These may be the reactor or other
plant operators, the operation supervisor, mainte-
nance staff or management. Normally the most
important users to consider are the operators in
the main control-room. The design targets should
be to enhance the operators’ role towards that of a
safety and performance optimiser. (IEC-1772
1995)
The information to be displayed shall be de-
fined in principle and then in detail by analysis of
the operators’ and other users’ need for informa-
tion in different operating conditions. (IEC-1772
1995)
The requirements for a display or suite of
displays shall be determined with a thorough and
systematic analysis of the proposed use of the data
being displayed. For each proposed item of infor-
mation the designer shall take into account the
following principles (IEC-1772 1995):
• number of users
• purpose of use => required reliability
• are comparisons with other data required
• when and how often and how quickly the data
is required
• the accuracy needed
• are errors in interpretation acceptable
• the degree of detail or abstraction which is
required
• the time of an event which causes an important
transient.
The verification of a VDU-based information sys-
tem should be carried out for a well-specified set
of operational state data including abnormal
states and fault conditions. In the verification spe-
cial attention should be given to ensure consisten-
cy in situations where variables are displayed at
several locations at the same time. (IEC-1772
1995)
The validation of a VDU-based information
system should be carried out defining representa-
tive scenarios of operation, disturbed situations or
accident conditions and information goals for dif-
ferent users of the system. (IEC-1772 1995)
3.1.1.6 Ergonomic Design of Control Centres
The standard ISO 11064 parts 1,2,3 handle the
ergonomic design of control centres and in partic-
ular the arrangement of control suites and con-
trol-room layout (ISO-11064 2000). The standard
covers all types of control centres typically em-
ployed for process industries, transportation and
logistic control systems, and people deployment
services.
The first part of the ISO 11064 series specifies
ergonomic principles, recommendations and re-
quirements to be applied in the design of control
centres, as well as in the expansion, refurbish-
ment and technological upgrades of control cen-
tres.
The first part of the series is organised in nine
separate principles (ISO 2000):
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1. Application of human-centred design ap-
proach; in which the combination of humans
and machines, in its organisational and envi-
ronmental context, is considered as an overall
system to be optimised.
2. Integrate ergonomics in engineering prac-
tice; which is carried out by organising the
design project in such a way that an integra-
tion of technical and ergonomic expertise is
encouraged.
3. Improve design through iteration; in the
design process evaluation shall be repeated
until the interactions between the operators
and designed objects achieve their functional
requirements and objectives.
4. Conduct situational analysis; Existing or
similar situations shall be analysed so that the
functions of the future system can be thorough-
ly understood and anticipated beforehand. Sit-
uational analysis should include task analysis,
operator interviews and incident analysis.
5. Conduct task analysis; which considers all
modes of system operation including start-up,
normal operation, shut-down, anticipated
emergency scenarios, periods of partial shut-
down for maintenance, the results used in the
design process and the development of staffing
plans. The task analysis methods may vary
according to the scope and content of each
individual project.
6. Design error tolerant systems; although
human error cannot be totally eliminated it is
still important to strive for error-tolerant de-
sign.
7. Ensure user participation; user participa-
tion throughout the design process is essential
to optimise long-term human–machine interac-
tion by instilling a sense of ownership in the
design. Experienced users can offer valuable
empirical contributions to the control centre
design.
8. Form an interdisciplinary design team; to
oversee and influence all phases of the design
project. Team may include system and process
engineers, ergonomists, architects, and indus-
trial designers.
9. Document ergonomic design principles; to
reflect the ergonomic design basis of the
project. This can include for example reasoning
or significant task analysis findings. The docu-
ment should be updated whenever there is a
change. An appropriate procedure should be
developed for this process.
The standard (ISO 2000) introduces a framework
for the design process. In the framework the con-
trol-centre design process is divided into five de-
pendent phases. Typically all phases should be ex-
ecuted with the overall effort distributed in ac-
cordance with the scope of the design project.
The recommended framework involves follow-
ing phases:
1. Clarification is carried out to clarify the pur-
pose, context, resources and constraints of the
project when starting the design process. In the
clarification the existing situations, which
could be used as references are taken into
account.
2. Analysis and definition produce a document
of control centre’s functional and performance
requirements culminating in a preliminary
functions allocation and job design.
3. Conceptual design is carried out to develop
initial room layout, furnishing designs, dis-
plays and controls, and communications inter-
faces necessary to satisfy the needs identified
in the analysis.
4. Detailed design develops the detailed design
specifications necessary for the construction
and/or procurement of the control centre, its
content, operational interfaces and environ-
mental facilities.
5. Operational feedback should be collected in
a post commissioning review to identify suc-
cesses and shortcomings in the design in order
to positively influence subsequent designs.
3.1.1.7 Human-centred design processes for
interactive systems
The standard ISO 13407 provides guidance on hu-
man-centred design activities throughout the life
cycle of computer-based interactive systems (ISO-
13407 1999). It mainly addresses the planning and
management of human-centred design activities.
The standard ISO 13407 (1999) states that the
incorporation of a human-centred approach is
characterised by the following principles:
• The active involvement of users and a clear
understanding of user and task requirements.
• An appropriate allocation of function between
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users and technology.
• The iteration of design solutions.
• Multi-disciplinary design.
There are four human-centred design activities
that should take place during a system develop-
ment project:
1. To understand and specify the context of use.
2. To specify the user and organisational require-
ments.
3. To produce design solutions.
4. To evaluate designs against requirements.
The human-centered design process should start
at the earliest stage of the project (e.g. when the
initial concept for the product or system is being
formulated), and should be repeated iteratively
until the system meets the requirements, as illus-
trated in Figure 3.
3.1.2 Performance
With performance of the design process we refer to
the quality with which the design process is car-
ried out. Performance evaluation differs from the
compliance viewpoint in the sense that the former
is only concerned with whether certain phases of
the design process were carried out and certain
documents produced. When the performance of the
design process is evaluated it is actually evaluated
with what quality the phases were carried out. We
want to say that it is not enough just to say that a
requirement phase has been conducted. It is also
necessary to evaluate whether the actions taken
during the phase were appropriate and whether
the results of the phase were of good quality.
Jokela has written about the evaluation of the
performance of user-centred design (UCD) process
(Jokela 2001). He suggests three different types of
criteria for the performance: quantity, quality, and
integration. Quantity refers to the extent to which
UCD processes are carried out where as quality
refers to the quality with which they are carried
out. Finally, integration refers to the extent with
which the results of the UCD processes are subse-
quently integrated into the product design.
SPICE (ISO/IEC-15504-5 1998) also deals with the
process performance. The viewpoint of SPICE is
different though. SPICE defines process perform-
ance as:
“The extent to which the process achieves the proc-
ess outcomes by transforming identifiable input
work products to produce identifiable output work
products. As a result of full achievement of this
attribute
• the scope of work to be performed and work
products to be produced are understood;
• work products will be produced that support
the achievement of the process outcomes”
The difference between Jokela’s (2001) process
performance indicators and those of SPICE (ISO
15504) is that the latter consider the level of proc-
ess performance good, if all the phases of the de-
sign process are just carried out and the expected
outputs are produced. Jokela, on the other hand,
says that it is equally important to evaluate the
Figure 3. ISO 13407 (1999) human-centred design activities and their interrelations.
Identify need for
human-centred design
System satisfies specified
user and organizational
requirements
Evaluate design against
requirements
Understand and
specify the context
of use
Specify the user and
organizational
requirements
Produce design
solutions
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quality of the outputs and the way they are used
in the subsequent phases of the design process.
As Jokela (2001) suggests that the quality of
the design decisions should also be under evalua-
tion in the process of evaluating performance of
the design process, he gives some criteria for good
quality. These are mainly related to the human-
centredness of the decisions made. We have inter-
preted that Papin (2002) discusses same types of
quality attributes of the design process when he
denotes that the designers should use synthetic
requirements in the design process. Papin sug-
gests that these kind of synthetic requirements
should at least be to always try to reduce the
complexity of design and always try to reduce the
effects of time constraints of the system on the
operators’ activities. We would like to add one
more synthetic requirement. This would be to
always try to reduce the uncertainty in the sys-
tem.
3.2 Outcome of the design process
– the control room
3.2.1 Compliance with the standards and
guidelines
The outcome’s compliance with the standards and
guidelines is evaluated in a usability inspection.
The usability evaluation of the actual system (ver-
sus the design process) can be divided in two: user
testing and usability inspection. The difference be-
tween these two is that in usability inspection no
direct user involvement is needed because the in-
spection is carried out by user interface experts
who are trained to notice typical usability prob-
lems in various kinds of systems.
Of the two methods user testing is considered
somewhat more important, yet users are some-
times hard to find and it takes time to organise
the tests. Therefore in order to find the most
obvious usability problems some usability inspec-
tions are typically performed prior to the actual
user testing. Inspection methods do not require
extensive preparations and can be fairly easily
applied and integrated into a development process
even before any prototypes are prepared. (Riihia-
ho 2000)
In usability inspections different evaluators
find different usability problems. Therefore add-
ing the number of evaluators enhances the
amount of problems detected. However the first
five evaluators can typically detect the majority of
the existing usability problems that can be found
in an inspection. (Riihiaho 2000)
3.2.1.1 Nuclear industry specific design standards
There are also some nuclear industry specific
standards and guidelines that can be used as usa-
bility inspection tools. The problem with the use of
these standards is that they don’t explicitly speci-
fy what needs to be designed to accomplish the
requirements. For example IEC 9064 (1989) states
that “The (data acquisition and processing) system
should be designed such that the system faults do
not cause any unsafe state or unacceptable eco-
nomic losses in the plant operation.” This is an
essential requirement, but it leaves the designer
with very many questions. Also in validating the
design of the system the evaluator has to make
the decision whether some specific requirement
can be accomplished the way the designer sug-
gests.
The standards and design guidelines work well
as checklists for the designers on what aspects to
take into account in the design. The designer can
read the checklist and see which ones of the
requirements are relevant. An interpretation of
the relevant requirements needs to be made after
the requirements are identified. It is up to the
evaluator to decide whether the interpretation
that the designer has made is adequate.
The most important nuclear industry specific
design guidelines and standards are:
• IEC 9064 Design for control rooms of nuclear
power plants (1989) specifies the functional
design requirements for the control room sys-
tem and equipment that perform the assigned
monitoring and control functions. Also specifies
the interface between the man and the control
room equipment.
• IEC 1772 Nuclear power plants – Main control
room – Application of visual display units (IEC-
1772 1995) specifies requirements the visual
display units used in the control room of nucle-
ar power plants. The standard is quite specific
in for example stating the desired sizes of
specific display figures etc. A failure of an
information system means that the informa-
tion is degraded and not sufficient and precise
enough to understand or perform a safety task
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properly. Failure situations are taken into ac-
count in the design by using redundancy.
• In the screens and touch panels for infor-
mation and control which may have safety
relevance (such as those necessary to per-
form actions according to safety related
procedures inside and beyond design)
some redundancy should be provided. This
is to ensure that a single component fail-
ure in the system does not prevent opera-
tion of its general function.
• In the screens and touch panels necessary
for safety, such as those of a dedicated
safety, panel redundancy and diversity of
information and control means should be
used.
• All the displays should be as simple, clear
and comprehensible as possible. Where
complex or highly detailed displays are
necessary, good organisation and structure
are required. Where safety criteria require
raw, unprocessed or accident resistant
data to be presented in addition to the
processed information, the display organi-
sation and identification shall differenti-
ate between these types of information.
• Where colour is used with safety signifi-
cance, other kinds of coding (position, sym-
bol shape or text) shall be used to ensure
that safety significance can be clearly no-
ticed by the operators without reliance to
colour. In general the use of pictorial dis-
play is recommended. Displays shall be
designed so as to benefit from humans’
ability to make comparisons and detecting
contradictions.
• NUREG 0700 is a human-system interface re-
view guideline developed by the U.S. Nuclear
Regulatory Commission (NRC). It covers a wide
range of issues relevant in the human factors
engineering sense. The guidelines are organ-
ised into four basic parts. Part I contains guide-
lines for the basic human-system interface ele-
ments (information display, user-interface in-
teraction and management and controls). Parts
II to IV contain guidelines for the review proc-
ess of the human-system interfaces in nuclear
power plants.
3.2.1.2 User interface standards and guidelines review
In guideline reviews the usability inspectors check
whether the system being evaluated conforms to
the given guidelines. Typically the designers have
already used the same guidelines in the user in-
terface design, but the guidelines tend to be very
general, so the designers might interpret them in
a non-optional way and therefore reviews are
needed. (Riihiaho 2000)
3.2.1.3 Heuristic evaluation
One of the most common usability guidelines is
the Nielsen’s set of ten usability heuristics
(Nielsen 1993), Table I.
Riihiaho (2000) suggests that the output of a
heuristic evaluation be a list of usability problems.
The list should state the heuristic rule that the
problem violates and the severity of the problem.
3.2.1.4 Cognitive walkthrough
Cognitive walkthrough is a task oriented usability
inspection method. Its focus is on ease of learning.
Cognitive walkthrough is based on a theory of
learning by exploration according to which users
try to infer what to do next using cues that the
system provides. Users do not read manual or
want any formal instructions before they start to
use new systems. Instead users learn by doing and
exploring. (Riihiaho 2000 citing Lewis et al.1990,
Polson et al. 1992, Wharton et al. 1994 and Lewis
& Wharton 1997)
The method guides the analysts to consider
users’ mental processes in detail instead of evalu-
ating the characteristics of the actual interface.
The method can be used very early in the design
process to evaluate designers’ preliminary design
ideas and hence no running version of the system
is required. On the other hand the context of the
tasks and the users’ characteristics must be well
specified so that the analysts are able to consider
the users’ mental processes. (Riihiaho 2000)
In the walkthrough, the analysts comment on
the sequence of actions that the users should
execute to accomplish their tasks. The walk-
through should always follow the right sequence
of actions, that is the sequence that the designer
has planned the user to follow. If problems arise in
this sequence, they are recorded but the analysis
is continued as if the problem didn’t exist. (Riihia-
ho 2000)
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The cognitive walkthrough method was devel-
oped to evaluate the ease of learning of the sys-
tem. Therefore it can also be used in the case of
complex sociotechnical systems to evaluate the
parts of the interface that are rarely used and are
used in situations where it is not possible to use
manuals or written instructions. The use of these
parts of the system has similarities with walk–up–
and–use systems with which the method has been
found the most effective.
3.2.2 Performance
The human-centred approach to design maintains
that technology should be comprehended from the
point of view of providing tools for human activity
(Flach et al 1995). From this perspective, it is evi-
dent that the final way of evaluating technology is
to assess its appropriateness in the aimed use. In
our case the outcome of the design process is a
complex information and control system for a safe-
ty critical production process that constitutes an
entire working environment for a team of opera-
tors. In such cases it is clear that the evaluation of
performance is a difficult task that requires a lot
of effort. The development of methods for the anal-
yses of performance requires research work, the
results of which also improve generic understand-
ing of human behaviour. Methods developed in hu-
man factors engineering research over the past 50
years provide a reservoir of methods for human
performance analysis. These methods are usually
designed for experimental research and quasi-ex-
perimental studies in simulated environments.
Another source of information concerning human
performance are the studies that focus on human
reliability and on incidents and accidents (Holl-
nagel 1993, Hollnagel 2002). The recently in-
creased interest in accomplishing studies of opera-
tor actions in real working contexts (Cannon-Bow-
ers & Salas 1998, Klein et al 1993, McNeese et al
2001, Norros submitted 2003, Woods 1993, Zam-
bok 1997) is expected to improve the usefulness of
human factors studies for practical purposes.
It is not within the scope of this report to
review the vast amount of literature of perform-
ance analysis in complex environments. We
should, however draw attention to the work ac-
complished within the OECD Halden Reactor
Project in the area of performance assessment in
simulated laboratory environments, in
HAMMLAB (Andresen & Dröivoldsmo 2000). In
Halden such analyses are conducted for integrat-
ed system validation (O´Hara et al 2002b) purpos-
es, and also for human reliability analyses. These
both activities belong to the human factors evalu-
ation activities depicted in Figure 2 (human relia-
Table I. Nielsen’s (1993) usability heuristics.
1. Simple and 
natural dialogue
Dialogues should not contain information that is irrelevant or rarely needed. Every extra unit 
of information in a dialogue competes with the relevant units of information and diminishes 
their relative visibility. All information should appear in a natural and logical order.
2. Speak the 
users’ language
The dialogue should be expressed clearly in words, phrases, and concepts familiar to the 
user, rather than in system-oriented terms.
3. Minimise the 
users’ memory 
loads
The user should not have to remember information from one part of the dialogue to another. 
Instructions for use of the system should be visible or easily retrievable whenever appropri-
ate.
4. Consistency Users should not have to wonder whether different words, situations, or actions mean the 
same thing.
5. Feedback The system should always keep users informed about what is going on, through appropriate 
feedback within reasonable time.
6. Clearly marked 
exits
Users often choose system functions by mistake and will need a clearly marked “emergency 
exits” to leave the unwanted state without having to go through an extended dialogue.
7. Shortcuts Accelerators – unseen by the novice user – may often speed up the interaction for the expert 
user such that the system can cater to both inexperienced and experienced users.
8. Good error 
messages
They should be expressed in plain language (no codes), precisely indicate the problem, and 
constructively suggest a solution.
9. Prevent errors Even better than good error messages is a careful design that prevents a problem from 
occurring in the first place.
10. Help and 
documentation
Even though it is better if the system can be used without documentation, it may be neces-
sary to provide help and documentation. Any such information should be easy to search, be 
focused on the user’s task, list concrete steps to be carried out, and not be too large.
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bility analysis is not indicated in Figure 2 but is
one of the subtasks within the planning phase).
Andresen and Dröivoldsmo provide a summary of
the HAMMLAB data collection methods, which
include verbal protocols, automated registrations
from the experimental facility, questionnaires and
interviews. They also explain how the acquired
data is refined. Very informative is the chapter
that explains what measures are used to evaluate
human behaviour. The Halden tool kit includes
assessments of diagnostic behaviour, erroneus ac-
tions, task complexity, performance, situation
awareness, and workload.
3.2.2.1 Task analyses as tools for
integrated system validation
Task analysis is one of the central methods for
performance evaluation. In fact, the term task
analysis refers to a large set of methods used for
analysis of human behaviour from different per-
spectives. A most comprehensive account of task
analyses methods is provided by Kirwan and Ains-
worth who listed and described more than 40 well
documented task analysis methods (Kirwan &
Ainsworth 1992).
Drawing on a frequent paper by Kirwan (Kir-
wan 2003) we may state that the most central task
analyses methods are the following three types
methods:
• Hierarchical task analyses
Hierarchical tasks analysis is characterised by
a top–down analysis of the work process com-
posed of a larger task complex. It consists of
decomposing the objectives, tasks, operations
and plans. It also defines the tools used in the
task. The analysis should describe the task in
considerable detail. Data is collected by con-
ducting observations, interviews, walk through/
talk through techniques, work participation
and collection of operating experience.
• Link analyses
Link analysis focuses on interactions in per-
formance. These may consists of human–hu-
man interactions and communications among
different actors, but may also include interac-
tions with the process or with the tools. The
aspects analysed from the data may include
the character, density, content of interactions.
The results are usually provided in the form of
graphical representations. Link analyses have
been found useful in studies of complex user
interfaces.
• Timeline analyses
Timeline analysis techniques are divided into
vertical a and horizontal analyses. The former
focuses on the analyses of personnel issues
such as operator tasks, task allocation, or com-
munication. It is focuses on analysis of critical
phases of the task flow and some versions are
used to evaluate task load. The horizontal anal-
ysis is more detailed and focuses on the se-
quential temporal structure of actions and is
used for analysing bottlenecks in task perform-
ances.
Kim Vicente accomplished a theoretically oriented
analysis of existing task analysis methods (Vice-
nte 1999). He pointed out generic problems in the
use of task analysis methods in design. One prob-
lem is that the methods focus on the analysis of
existing work. The concepts used in the analysis
assume the explication of the tools used in the
work. When the new tools are finally implemented
the task analyses are no more valid because the
task is not independent of the tools and has
changed with the change of tools (Carroll et al
1991). Vicente notes, however, that the iterative
character of design, rapid prototyping methods
and use of simulations have, of course, improved
the situation, but the fundamental problem of de-
pendence between tools and tasks remains. There-
fore, drawing on Jens Rasmussen’s work he pro-
poses that the analysis should not only exploit
sequential description of actual tasks but, instead,
orient to the intrinsic performance shaping con-
straints of the domain (Vicente 1999). Vicente uses
the term “formative” analysis to denote the idea of
defining the generic boundaries for action without
specifying the actual course of actions, the task.
Norros (Norros submitted 2003) utilised Vice-
nte’s analysis and expressed the different types of
task analyses in a table. The table was constructed
by identifying the focus or object of the analysis
and the type of modeling that underlines the
analyses (Table II). In the table the formative,
domain-centred analysis of Vicente is completed
by introducing a further object of analysis, work
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practices. Analysis of practices utilises the forma-
tive analysis of the domain that defines the af-
fordances of the environment for action. The hu-
man actor may take the affordances into account
constrained by the availability of appropriate hab-
its. The concept of habit originates in the pragma-
tist tradition. It allows to represent the task on
the generic disposition level. Thus, the actions are
not only described as they are realised in a partic-
ular situation, but they are also comprehended
from the point of view what kind of meaning they
signify, and through what kind of potential they
provide for action. With this completion the forma-
tive task analysis provides a new type of ecological
approach to analysis of action.
The formative-habitual approach to modeling
task is one of the basic tools in the core task
analysis methodology (CTA) developed and ap-
plied at the VTT human factors group. At present,
the CTA includes tools for the evaluation of prac-
tices and organisational culture. In the IDEC-
project a method for the evaluation of the usabili-
ty of complex information tools is developed.
3.2.2.2 Usability testing
Usability testing means gathering of information
about the use of systems from particular users
who are not involved in the design process. The
goal of usability testing is to improve the usability
of the system being tested. (Riihiaho 2000)
In general usability testing works so that there
is the system or some level prototype of it and
potential users of the system. The users are given
test scenarios in which some tasks are included.
The users perform the tasks and the observers of
the test record the users’ actions and comments.
Typically the users also think aloud in order to
help the observers understand why they take the
actions that they take. In the analysis phase of the
test the observers analyse the data they have
gathered and make improvement suggestions
based on the data.
Object of analysis
Task
Type of 
modelling Instruction-based Costraint-based Work domain
Practices
Normative Defines what should 
be done; utilises an 
input-output or 
sequential approach 
instrumental 
vocabulary
Defines tasks as what 
should be avoided in 
reaching the result; 
utilises an event-
oriented sequential 
approach and 
instrumental 
vocabulary 
Descriptive Describes actual 
behaviours; utilises 
event-oriented 
sequential approach 
and instrumental 
vocabulary; 
constraints emerge
Formative Defines result-critical 
boundaries of action;
utilises vocabulary 
that orients toward 
behaviour-shaping  
intrinsic work 
constraint
Defines habits with 
regard  to actor's 
accounts of the 
intrinsic constraints; 
the internal good of 
the practice may be 
analysed and 
standards of 
excellence defined
=>
Type of 
explanation
Causal explanations of actual realisations of 
performance
Functional
explanations based 
on explicating the 
potentials of 
performance in a 
domain
Understanding
explanations of 
actions based on the 
clarification of the 
reasons for action
Table II. Categorisation of different task analysis methods (developed based on Vicente 1999
(Norros submitted 2003).
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The most typical type of usability test is one
where the participants are the user, the adminis-
trator and a group of observers. The administrator
has the responsibility of conducting the test and
(s)he for example introduces the system to the
user. The administrator also introduces the sce-
narios and the tasks to the user. If the system
being tested is at a prototype level the administra-
tor can also act as the engine of the prototype and
with a paper prototype switch the layout sketches
according to the states of the system. The observ-
ers of the test follow the test preferably from some
distance, for example from another room via video
transmission or through a glass wall so that their
discussion will not disturb the test. These kinds of
usability tests are usually carried out in usability
laboratories, which have good facilities for audio–
visual recording of the test. Users are typically
asked to think aloud during the test in order for
the observers more clearly to understand the
users’ actions.
3.2.2.3 Paired-user testing
Paired-user testing is a test setting in which two
users try to solve the tasks together. One reason
for testing in pairs is to make thinking aloud more
natural. (Riihiaho 2000) In paired user testing the
users might have their tasks on paper so an
administrator doesn’t have to be present.
3.2.2.4 Usability walk through
Pluralistic usability walk through is a method,
which combines elements from a usability test and
usability inspection. A pluralistic usability walk-
through session involves participants from three
groups: potential users, system developers and us-
ability professionals. Together the participants
gather information about the systems usability by
inspecting hardcopy panels of the system. All us-
ers who try to accomplish given tasks participate
in the usability analysis. In the end of the session
the whole group discusses the findings they have
made.
3.2.2.5 Contextual inquiry
Contextual inquiry (Beyer & Holtzblatt 1998) can
also be used as a usability evaluation method. It
differs from the above mentioned methods in that
it is always carried out in the real context of the
system for example users are observed while they
perform their normal work tasks. In contextual
inquiry the observer must be able to interrupt the
users work to ask specifying questions about users
tasks that (s)he does not understand. Contextual
inquiry is typically used as a data gathering meth-
od in a user centred design process and it is a part
of a larger framework contextual design. (Beyer &
Holtzblatt 1998)
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4.1 Standardised usability criteria
The ISO Standard 9241-11 defines usability as fol-
lows: “the extent to which a product can be used by
specified users to achieve specified goals with ef-
fectiveness, efficiency and satisfaction in a speci-
fied context of use” (Figure 4). Thus, according to
ISO usability criteria are the effectiveness, effi-
ciency and satisfaction, which in an evaluation sit-
uation are operationalised into concrete quantita-
tive measures. In this sense the effectiveness is
measured as the accuracy with which the users
are able to achieve specified goals. Efficiency on
the other hand means the resources with which
the goals were achieved. Satisfaction refers to free-
dom from discomfort and the positive attitudes to
the use of the product.
The usability of a product or a system is not an
attribute of the product alone. A product can have
very different levels of usability when used in
different context, so the context of use should be
clearly defined for the evaluation. The context
includes the users, their tasks, their goals, and
equipment as well as the physical and social
environment in which the system is being used.
4.2 Nielsen’s criteria for usability
Jakob Nielsen wrote his famous book “Usability
Engineering” in 1993 many years before the ISO
9241 (1998) standard. Nielsen saw usability as a
narrower product characteristic than did the ex-
perts who wrote the standard. Nielsen (1993)
makes a distinction between utility and usability.
In his usability definition utility denotes the cor-
rect functionality, whereas the ISO 9241 (1998)
views the correct functionality as one of the usa-
bility measures in the form of effectiveness.
Nielsen (1993) defines usability as a five di-
mensional quality attribute of the system. These
dimensions are: learnability, efficiency, memora-
bility, error prevention, and satisfaction (Figure 5).
Learnability means that a system should be
easy to learn so that the user can rapidly start
getting some work done with the system. Nielsen
(1993, p. 28) states that highly usable products
have a steep learning curve for novice users.
(Nielsen 1993) In the case of complex industrial
systems learnability is not that important of a
usability goal though, since the industrial organi-
4 Criteria for evaluating complex HTI
In the following the relevant usability and appropriateness criteria found in the
literature is presented. We emphasise the criteria that can be used in the evalua-
tion of complex industrial systems.
Figure 4. The ISO usability framework (ISO 1998).
Context of use
User
Task
Equipment
Environment
Product
Effectiveness
Efficiency
Satisfaction
Usability measures
Goals
Figure 5. Nielsen’s (1993) model of system’s acceptability and usability as an attribute of it.
System
acceptability
Practical
acceptability
Social
acceptability
Reliability
Compatibility
Cost
Usefulness
Usability
Utility
Subjectively pleasing
Few errors
Easy to remember
Efficient to use
Easy to learn
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sations typically have the resources to train the
users thoroughly.
Efficiency on the other hand is very relevant
when it comes to industrial systems. It refers to
the expert users’ steady-state level of performance
at the time when the learning curve flattens
(Nielsen 1993).
Memorability refers to the casual users’ ability
to use the system. Casual are ones that use the
system intermittently. The amount of system use
is significantly less than would required for real
expertise to develop. However in contrast to novic-
es the casual users have used the system previous-
ly. (Nielsen 1993.) Memorability is important when
considering industrial system because there are
many systems that are used only under special
conditions from time to time.
It is obvious what error prevention means:
There should be a minimum amount of possibili-
ties for the users to take incorrect actions. But if
the users anyhow take some incorrect actions this
should not lead to any catastrophic situations.
This attribute of usability is very relevant with
industrial systems.
Subjective satisfaction refers to how pleasant it
is to the users to use the system. Subjective
satisfaction is more important in a nonwork envi-
ronment, such as home computing, games etc.
(Nielsen 1993)
4.3 Keinonen’s criteria for usability
Keinonen (2000) has developed a model of
usability (Figure 6) for consumer products but
many of the attributes he defines are also relevant
with complex industrial systems.
The usability attributes that Keinonen (2000)
presents are:
• Functionality (FNC)
• Logicality (LOG)
• Information presentation (PRE)
• User manual, documentation (DOC)
• Usefulness (USE)
• Ease of use (EoU)
• Affect on emotions (AFF).
The attributes described above are connected to
either personal preferences of the consumer, or
directly to the product, or to its functionality. The
first level of usability has to do with how the user
perceives the concrete characteristics of the user
interface of the product (LOG, PRE, DOC, and
FNC). The next level of usability evaluation con-
tains the consumer’s feeling about the quality of
the interaction between her and the product (USE,
EoU). The third level of usability, which is also the
most common in use when usability is evaluated,
is the interactions general effectiveness on users’
emotions. This level is emphasised by consumers’
personal aesthetic and value based criteria (AFF).
(Keinonen 2000)
The usability attributes presented above are
originally created to cover the usability aspects of
consumer products. Still some of them are more
than relevant also in the case of work-related
industrial systems. To our view especially the
criteria functionality, logicality, information pres-
entation, and documentation should always be
considered when evaluating the interface of indus-
trial systems.
We believe though, that in the future also the
attributes PRE and AFF, which refer to the indi-
vidual users’ opinions and attitudes, will also
become important when industrial systems are
evaluated. They both have a connection to user
acceptance of the system the importance of which
is increasing due to increased level abstraction of
in the industrial systems. Abstraction of informa-
tion systems means that the functionality of the
system is no longer apparent or obvious.
4.4 The Halden classification
of validation criteria
The OECD Halden Reactor Project (HRP) has over
twenty years of experience in the study of human
factor issues in the NPP domain. In 1983 an exper-
Figure 6. Keinonen’s  model of the attributes of
usability (Keinonen 2000).
Consumer
StyleFunctionality
AFF
USE EoU
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imental research facility named the Halden Man–
machine Laboratory (HAMMLAB) was established
for the study of operator performance in simulated
NPP environments. After having started the work
with smaller scale NPP process simulations
HAMMLAB acquired a full-scope simulation of the
Loviisa PWR. The Loviisa NOkia Research Simu-
lator, NORS was used for studies that concerned
human performance and human reliability. Differ-
ent types of operator aids were also tested in
HAMMLAB using the NORS simulator. Experts
from Loviisa power plant operations supported
Halden research staff in the usage of the simula-
tor, and many operator crews from the plant visit-
ed Halden and operated the simulated process in
experimental studies. A few years ago Halden ac-
quired a more generic simulator facility that is
build on the APPROS simulation environment. It
is capable of simulating different types of power
processes. Three new simulators, i.e. FRESH;
HAMBO and PETSHI were established and an
Integration Laboratory constructed for improving
the testing and implementation of new features to
the simulators (Bye 2003, Jokstad et al 2002).
The scientists of the HAMMLAB have devel-
oped an experimental research approach that con-
sists of a large arsenal of methods and measures
to study human performance in HAMMLAB (HRP
2002). Comprehensive facilities have been con-
structed for the collection, registration and
processing of experimental data (Jokstad et al
2002). The North-American Human Factors tradi-
tion has had a major influence on the Halden
research approach but more recently it has also
gained from the francophone tradition.
Recently, HRP provided a position paper that
summarised the current line of thinking in terms
of the usability validation requirements. The pro-
posal reflects the work of two sub-programmes of
the HRP research programme the “Development
of design support bases on HAMLAB data sets”
and the “Integrated system validation” (Miberg-
Skjerve & Skraaning 2003). The conception out-
lined in this paper has great relevance to our aims
in the IDEC project.
Drawing on the experience in human perform-
ance studies in HRP the paper outlines a frame-
work for usability criteria. The criteria are de-
signed for the verification and validation of inno-
vative operational design concepts. The validation
and verification process should ensure that the
designed system fulfils the design specifications,
and that that the system functions as intended.
Usability criteria of the existing designs are insuf-
ficient, partly invalid and may cause mode errors.
This is due to the fact that the implementation of
new tools induces changes in the working condi-
tions and in the structuring of operator behaviour.
Thus, the aim is to define generic types of usability
criteria that could guide the design process. In
defining the types of criteria the authors refer to
many of the above mentioned standards. They
draw especially on the human factors work of the
Brookhaven National Laboratory (O´Hara et al
2002b).
The development of HRP usability criteria bas-
es on the premises that in the nuclear power
domain the validity of a design should, first en-
sure that the new system is operational , i.e. that
it contains the desired functionality and a human
machine interface that allows the operator to
perform the defined tasks satisfactorily. Second,
passing a validation test should in this reliability-
critical domain also include that a new system
should support the performance of the joint hu-
man–machine system. Moreover, the HRP frame-
work assumes that a validation test should pro-
vide evidence of longer-term effects of the new
equipment. It should be necessary to ensure that
operators not only can but also will make use of
the tools in their practice. By introducing the last
premise the HRP investigators draw attention to
motivational and emotional aspects of human be-
haviour. In other contexts scientists have under-
lined the significance of this premise by stating
that the new equipment should be meaningful for
the users (Bannon 2002, Mallain 2003).
The above-mentioned premises are reflected in
the conception of usability that was adopted by
the HRP. This conception consists of three types of
criteria: efficiency, effectiveness and satisfaction
(interpreted as acceptance) (p. 3). These types are
borrowed from the definition of usability by the
ISO standard on Ergonomic requirements for of-
fice work with visual display terminals (VDTs)
(ISO-DIS-9241-11 1998). Efficiency refers to the
extent to which the operators are able to operate
the system in a safe and reliable manner. Efficien-
cy is measured with regard to the work process
(situated action) with the aid of various kinds of
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performance measures. Effectiveness denotes effi-
ciency with regard to promoting the productivity
targets. This criterion is, thus, considered to refer
to the joint human–machine system and its out-
come.
The HRP validation framework puts much
weight on the acceptance criterion. The authors
draw on the ideas of William B. Rouse who stated
that one of the key objectives in the human-
centred design is to foster user acceptance by
ensuring that the operators are provided with the
roles they consider to be satisfactory (Rouse 1991).
It is, of course, true that the operators of complex
systems seldom have the option not to use a
system that is an integrated part of the control
room. It is usually expected that the operators
adapt to the changes in the tools and in their
working environment. The authors state that the
risk, however, remains that operators develop in-
formal routines, in which they avoid the non-
acceptable features of the system. Consequently,
the system is used differently than intended and
less comprehensively. Miberg-Skjerve and Skraan-
ing thus suggest that the operator’s perception of
the designed system could serve as a latent condi-
tion that continually will influence the motivation
and practice of usage. The user acceptance implies
that the operators require the support of the
equipment. If operators, who are sufficiently
skilled to use the system, do not appear to exploit
the system in validation tests it should be inferred
that they do not consider the system to be of
practical use.
Problems in acceptance may be caused by defi-
cient functionality or interface design. They may,
furthermore, be due to phenomena such as failing
trust in automation or anxiety for degrading of
competencies connected to the introduction of new
technologies. It is furthermore underlined that
issues of job satisfaction, self-esteem, professional
standing among colleagues and individual merit
may often be overlooked. All these issues may
have an effect on efficiency and safety of practices
and should therefore be taken into account in the
validation of new equipment.
The validation framework of that the HRP
research group proposes consists of four levels (p.
6–7):
• Baseline: This evaluation level refers to the
designer’s own validation that is intertwined
with his/her design decisions during the de-
sign.
• Level 1 – User acceptance: This evaluation
level refers to the operators’ evaluation of the
designed system’s characteristics and adequacy
in relation to the intended functions of the
system. The fulfilling of these functions in
different conditions are reflected and the oper-
ators’ concerns of the long-term effects on work.
Issues of job satisfaction, competencies etc.
may be addressed. Evaluations are based on
operators’ judgements about the envisioned de-
sign solution.
• Level 2 – Benefits to work process: This evalua-
tion level refers to systematic testing of work
processes on individual and team work level
with realistic mock-ups, simulations or proto-
type versions of the design. The evaluations
focus on the effects on safety. Evaluations con-
sider both performance and user acceptance.
Performance measures include physical posi-
tioning and anthropometry, cognitive and be-
havioural demands, use of procedures, alarms
handling, operators’ comprehension of the situ-
ation, out of the loop effects, discrepancy from
good operating practices, group processes. User
acceptance measures include issues such as
long-term motivation, development of compe-
tencies, degradation of teamwork skills, trust
in automation.
• Level 3 – Benefits to system performance: This
evaluation level type refers to the design solu-
tions capability to enhance the overall system
performance with regard to productivity, i.e.
safety and effectiveness. It should also be clari-
fied whether the operators actually use the
system as intended. The validation tests should
provide answers to questions whether the phys-
ical system state are tolerable, whether produc-
tivity standards are adhered to, or whether the
operators use the system effectively.
Validation may focus only on single levels or on
combinations of these levels. The authors, howev-
er, state that to argue that a system is valid in
terms of usability a systematic and comprehensive
coverage of all levels should be required.
Miberg-Skjerve and Skraaning state that the
previous validation studies of the HRP usually
concentrate on the levels 2 and 3 with the focus on
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efficiency criterion. The authors maintain that in
other usability studies the focus is on usability on
levels 1 an 2 but the level 3 measures concerning
the effect on productivity are often missing. These
observations lead the authors to consider the
connections between the levels of their validation
framework.
The question is whether the evaluations by the
users (level 1) and the work performance evalua-
tions (level 2) should be connected to the system
output in terms of safety and effectiveness (p. 9–
10). The authors take the position that in the
analysis of standard and well analysed systems,
such a link can probably be established. They,
however maintain that in the case of innovative
systems this is an unreasonable demand. Follow-
ing arguments were provided to support this con-
clusion. First, the authors note that system per-
formance measures are insensitive and, therefore,
sufficient performance variation cannot be ob-
served. Second, it is impossible to have a repre-
sentative sample of possible events for the valida-
tion tests. Third, optimal human–machine system
performance is vague during the design phase and
effected by the design solutions itself. Finally, the
authors state that system performance effects are
immediate whereas the validation criteria used in
levels 1 and 2 refer to long term effects.
Corresponding problems of design and valida-
tion were brought up by Vicente when he elaborat-
ed difficulties to anticipate the context of use and
the demands of the user during design (Vicente
1999). The solution for connecting the judgement-
and performance-based evaluations of usability to
the system performance that he suggested was to
use a formative modeling approach to describing
the system performance. This approach was ini-
tially proposed by Rasmussen (Rasmussen 1986,
Rasmussen & Svedung 2000) and elaborated in an
instructive way by Vicente in the above referred
book. Because it is impossible to predict or define
the situation specific sates and performances of
the system comprehensively during design, this
modeling technique withdraws from using a pre-
scriptive or descriptive vocabulary in defining the
system performance (see Table II). Instead, it ap-
proaches the system in functional terms and iden-
tifies result-critical intrinsic constraints of the
domain. They constitute result-critical boundaries
that ought to be maintained under all conditions
and, thus, they provide generic criteria for the
proper functioning of the system. The boundaries
for result-critical action should orient the designer
in his/her evaluation of the design solutions.
4.5 Core-task orientation as a
criterion for system performance
Drawing on Rasmussen, the VTT human factors
research group also developed a formative mode-
ling approach for the description of the work do-
mains. Within the methodology named the core-
task analysis (Norros submitted 2003, Norros &
Nuutinen 2002) the VTT group utilised formative
modeling as a basis for understanding human per-
formance and decision-making in complex socio-
technical systems. Dynamism, complexity and un-
certainty are three generic features of the envi-
ronment that create challenges for the human ac-
tor to cope with it. These features correspond to
those that Woods defined as dimensions of the en-
vironment that effect coping with the domain
(Woods 1988). Woods also included risk to his con-
cept of the generic environmental features. While
we agree that risk is significant we would suggest
that it should be considered as a further but not
equal category as the three others. The distinction
of these features provides a generic background
for our analysis of the characteristic constraints of
the system that constitutes the VTT core-task
modeling method.
In core-task modeling we distinguish two levels
of modeling of the constraints. First, these may be
defined as pertaining to the work domain (NPP
operations, anaesthesia, maintenance work etc).
The constraints are defined on a generic level with
the help of the critical function concept. This
concept denotes a decomposition of a complex
system into its main result-critical operating func-
tions, which may be fulfilled by different means
and physical systems and components (Corcoran
et al 1981, Pirus 2003a, Pirus 2003b, Rasmussen
1986, Rasmussen & Svedung 2000).
In his Abstraction–Decomposition Space (ADS)
model Rasmussen distinguished two dimensions
of decomposing systems, the part whole, and the
abstraction level. A causal analysis of system
behaviour may be decomposed to the level of
detail that is known to the anlyst. The abstraction
level dimension refers to the further kind of de-
composition. It is based on functional abstraction.
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From this perspective relational structures may
be distinguished that represent “ ‘practically iso-
lated relationships’ which are valid for a variety of
systems, and they have long been considered the
only acceptable scientific representation of phe-
nomena. … This type of model does not necessary
represent the actual, in–the–world behaviour of
the phenomena of interest, but is effective for
understanding basic mechanisms and to define
limits of performance and conditions for optimal
function” (p. 31) (Rasmussen & Svedung 2000).
Pirus adopted a compatible method but defines
function in a way that is more oriented towards
the design practice. Functional analysis denotes
decomposing the system to operating function as “
a set of additional or redundant means needed to
fulfil a precise operation mission in response to
the constraints imposed by the environment” (Pi-
rus 2002, Pirus 2003a).
In the VTT core task modeling approach it is
further assumed that, as response to the possibly
contradicting constraints of the environment hu-
man operators must take into account and balance
the critical functions in operational actions for
achieving the intended outcomes. The critical func-
tions also constraint design as they define the
boundaries of the result-critical functioning of the
future system. Balancing between the functions
constitute the core-task demands of the particular
work (Klemola & Norros 1997, Norros & Klemola
in press, Nuutinen & Norros 2001, Oedewald &
Reiman in press, Reiman & Norros 2002).
The core-task modeling method also includes a
second level modeling that focuses on identifying
the manifestation of the critical function and the
core-task demands in specific situations. Func-
tional situation models include analyses of the
available resources (information, operative meth-
ods, procedures etc.) from the point of view of their
role for the maintenance of the core-task demands
of the work in the particular situation (Norros
submitted 2003). Functional situation models have
been utilised as reference in analyses of operator
performance in various contexts and for various
purposes. These include analyses of competencies
and development of training (Hukki & Holmberg
2002, Hukki & Norros 1998, Nuutinen 2003), hu-
man-reliability analysis (Holmberg et al 1999),
and the analysis of accidents (Norros & Nuutinen
1999b, Nuutinen & Norros 2001). Watanabe and
colleagues have proposed an interesting method
for developing event scenarios for nuclear power
plant operators’ training. In correspondence to the
VTT method, also this approach draws on Woods’s
complexity dimensions (Watanabe et al 2002) but
these dimensions are not contextualised with re-
gard to the critical functions as the VTT core task
modeling approach does.
As was indicated above the core-task modeling
technique was used in connection to the analysis
of operator performance. By modeling the core-
task and situated constraints it is possible to
create the connection for the analysis of behaviour
with reference to the human–machine system out-
put. Thus, modeling forms a reference for making
inferences of the situated adaptiveness and appro-
priateness of the operator behaviour. The core-
task analysis method includes a further part in
which task-performance-related evaluation items
are defined and concrete criteria are developed for
the evaluation of habits of action. These criteria
are anchored with the situational constraints but
the deeper evaluation dimensions are drawn from
theoretical considerations regarding adaptive be-
haviour in an uncertain environment (Hukki &
Norros 1998, Norros submitted 2003). Drawing
first Ewald Ilyenkov’s ideas (Ilyenkov 1977, Ily-
enkov 1984) and later on pragmatist conceptions
of human conduct (Peirce 1998b) we have stated
that situationally appropriate behaviour in an
uncertain world is characterised by an interplay of
doubt and and belief regarding the state of the
environment. Continuity in behaviour is accom-
plished by developing habits that are repeated. By
virtue of repetition of habits, actions become situa-
tionally adapted and they may develop. The
stronger the personal ability and interest to at-
tend a situation as a specific instance and object of
knowledge the stronger tendency there is to act in
an interpretative way. The weaker this tendency
is, the more action tends towards reactiveness and
mechanical routines.
Naikar and colleagues have utilised the Cogni-
tive Work Analysis method of Vicente (Vicente
1999) for designing team tasks (Naikar et al 2002).
Corresponding to the use of the Core Task Mode-
ling by the VTT research group Naikar and col-
leagues developed first situation models on the
basis of generic functional description of the do-
main. Thereafter, instead of defining design crite-
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ria for information presentation they proceed to
infer generic decision-making and operational task
requirements for co-operative team action. The
derived criteria were used to compare optional
team constellations.
In our first applications of the core-task analy-
sis approach we focused the analysis of operators’
performance with aim of improving learning and
training. The core-task modeling has also been
exploited in the context of validating control room
designs. The group accomplished a comprehensive
validation study in the nuclear power plant do-
main. In this study a new operator aid for the
management of disturbances was validated in full-
scope simulator experiments (Norros et al 1997,
Norros & Nuutinen 1999a). A detailed description
of its use as a validation tool is under preparation.
The (formaive) core-task modeling approach
appears to provide one solution to the problem
addressed by Miberg-Skjerve and Skraaning with
regard to connecting human–machine system out-
put criteria to the other validation criteria. The
advantage of this modeling approach is that be-
cause the result-critical intrinsic demands of the
domain, i.e. the core-task demands, constitute
practice internal generic success criteria for work,
they are meaningful features of work (Norros
submitted 2003). The act of taking the core task
demands into account in behaviour – which may
be evidenced by the analysis of either actual
operations or conceptions of work – demonstrates
that a particular person, or organisation, values
the significance of these features for achieving the
intended outcomes of the human–technology sys-
tem. Consequently, by utilising the core task con-
cept, there is a possibility to establish the connec-
tions between system performance and efficiency
of work performance in reference to particular
situations, and with longer-term user acceptance,
taken that acceptance may be interpreted to be
linked to the overall significance and meaningful-
ness of work.
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As we are studying suitable methods for the HTI
evaluation of complex cognitive systems we must
also consider the criteria that makes the evalua-
tion itself a valid procedure. According to O´Hara
(1999) the validity of an evaluation method exists
in four different forms: system representation, per-
formance representation, test design, and statisti-
cal conclusion validity.
Typically the evaluation and validation of com-
plex systems is performed in quasi-experimental
settings. Quasi-experiments is the term used for
research conducted, often infield settings, where
performance comparisons are made between
groups that are not formed by random generalisa-
tion. In this kind of test setting it cannot be
directly assumed that the groups are representa-
tive of the population and that the observed ef-
fects can be unambiguously generalised. The rea-
son why quasi-experiments are used is that they
relate more to the practice and real usage of the
system than pure laboratory experiments would.
(Cook & Campbell 1979, O´Hara 1999)
In quasi-experiments the validity of the ob-
tained results is ensured through four forms of
experiment validity (O´Hara 1999):
1. System representation validity is logically sup-
ported such that it may be concluded that the
integrated system is representative of the actu-
al system in all aspects that are important to
the performance
2. Performance representation validity is logically
supported such that the measures of integrat-
ed-system performance and their associated
criteria reflect good measurement practices
and are concluded to be representative of im-
portant aspects of performance
3. Test design validity is logically supported such
that a comprehensive testing programme was
conducted by an independent, multidiscipli-
nary team and there are no plausible biasing,
confounding or masking effects to make the
predictions of system performance ambiguous.
4. Statistical conclusion validity is logically sup-
ported such and based upon a convergence of
the multiple measures such that it can be
concluded that the performance of the actual
system will be acceptable.
5 Quality of evaluation
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In this report, we have reviewed recent and also
some earlier seminal literature concerning the
evaluation of the user interfaces of complex indus-
trial systems. In addition to scientific work we
have reviewed the standards and guidelines that
are relevant in the design of industrial human
technology interaction. Based on this comprehen-
sive study we want to express the following con-
clusions.
Within the evaluation and validation of com-
plex industrial systems there are two objects of
evaluation that need to be considered. They are:
the design process in which the system is pro-
duced, and the system itself. The system (or part
of it i.e. the control room) is, of course, the one that
has the significance for usage, but in order to
design an appropriate system the designers need
to make design solutions that affect the issues of
usage. These solutions are made in all the phases
of the design process. The various kinds of design
process models, covered by standards and guide-
lines, aim at defining what these solutions are,
and in which phases of the design process they
need to be made.
There are several methods that can be used in
the evaluation of HTI solutions of complex indus-
trial systems. In this literature review we have
divided the methods into two categories. The cate-
gories are: inspections, and performance evalua-
tions. Both of them can be used in evaluation of
either the design process or its outcome. The
categorisation is based on the fact that the appro-
priateness of a given system expresses itself either
as compliance with relevant standards or the
quality of performance. Compliance with the
standards is evaluated with an inspection and the
quality of use in a performance evaluation.
An inspection is a procedure in which the
design solutions are compared to the existing
standards and guidelines. If the solutions are in
compliance with the relevant standards and guide-
lines the inspection is passed. The inspections
should always be performed by multidisciplinary
teams, which consist of experts in design, human
factors, domain knowledge etc.
In performance evaluation the overall perform-
ance of the system is assessed. In performance
evaluation it is also necessary to have a multidis-
ciplinary team performing the evaluation. At the
moment performance evaluation is something that
is carried out towards the end of a given design
process and the inspections are the ones that are
performed during the design process. In our opin-
ion also the performance evaluation should be
started sooner in the design. A specific goal of our
IDEC research project is to enable the evaluation
of system performance as early as possible.
All of the above mentioned types of evaluation
procedures need always to be based on relevant
and appropriate evaluation criteria. Based on the
reviewed literature we conclude that there seems
to be a problem with defining suitable criteria. It
is very difficult to say when the performance of
the human–machine system is at an acceptable
level. What makes performance acceptable any-
how? The existing standards do not help us in
solving the question nor is there any scientific
literature denoting what is acceptable. It is trivial
to say what kind of performance is not acceptable,
but it is another problem to define how close we
can go to the absolutely not acceptable, and still
remain acceptable.
Within the tradition of usability research sev-
eral criteria exist for the appropriateness of the
system being evaluated. We maintain that these
criteria need to be integrated into the evaluation
and validation tradition of HTI solutions of com-
plex industrial systems. We also want to empha-
sise that the definition of appropriate and rele-
vant acceptance criteria requires for multi-disci-
6 Concluding remarks
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plinary work conducted jointly by the relevant
stakeholders.
When defining the acceptance criteria for the
outcome of a design process, e.g. a control room,
we must also consider how the designers can
affect the realisation of these criteria already in
the design phase. These are the criteria for an
appropriate design process. There are two dimen-
sions to the appropriateness of the design process:
temporal and scope. This is to say that first we
need to consider that when in the design process
the usage of the system is approached. Secondly,
we need to consider, which design solutions actual-
ly have an affect on the usage. Based on the
reviewed literature we maintain that even the
design solutions concerning the process technolo-
gy have an affect on the usage, thus these solu-
tions should be made considering the appropriate
use of the system.
One important criterion for the performance
type evaluation is that the overall system inter-
face needs to be such that it imposes good work
practices on the users. For this purpose we need to
create and define criteria for good work practice.
We maintain that the criteria for good work prac-
tice is context related but we also believe that
there are some generalisations that can be made
about good practices. We also denote that the
evaluation of work practices in complex industrial
settings should not be based on the notion of
human as the weakest link in the system. We want
to emphasise the favourable actions of human
operators, which are based on humans’ ability to
adapt and adjust to novel situations.
The validation method and criteria under con-
struction in IDEC-project are based on one core
idea. This idea is that the user, and the usage of
the system being created need to be taken funda-
mentally account of in all the phases of the design
process from the design of process technology to
the design of user interfaces. We call this design
approach an activity oriented design. The IDEC
framework aims at creating methods and criteria
to evaluate whether activity oriented design have
been used. The first year of IDEC-project has
mostly been concerned with the evaluation of
design solutions. In the future we would like to
expand our evaluation framework to cover also
design-related issues.
Finally we want conclude our literature review
in the following three points.
• There is a fundamental need for deepening the
relationship between usage and design. Usage
must be the driver also in the design of process
technology, plant’s safety, and instrumentation
and control as well as that of the design of
man–machine interface.
• In order to enable such profound design we
need to create design methods that drive the
design activity into this direction.
• Criteria for evaluating what is good design are
not available in present standards. Criteria for
good tools and practices must consider human
in a favourable role in the various tasks of
operating an industrial plant as opposed to the
view of human as a source of error. This is the
way to create an optimal system, which takes
advantage of the unique capabilities of both the
human operators and the automation systems.
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