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FRACTIONAL MAXIMAL FUNCTIONS
IN METRIC MEASURE SPACES
TONI HEIKKINEN, JUHA LEHRBA¨CK, JUHO NUUTINEN, AND HELI TUOMINEN
Abstract. We study the mapping properties of fractional maximal operators in
Sobolev and Campanato spaces in metric measure spaces. We show that, under
certain restrictions on the underlying metric measure space, fractional maximal
operators improve the Sobolev regularity of functions and map functions in Cam-
panato spaces to Ho¨lder continuous functions. We also give an example of a space
where fractional maximal function of a Lipschitz function fails to be continuous.
1. Introduction
Fractional maximal operators are standard tools in partial differential equations,
potential theory and harmonic analysis. In the Euclidean case they are studied for
example in [1], [2], [3], [19], [20], [21], [24], and in the metric setting in [10], [11],
[12], [17], [18], [26], [28], [29]. In the Euclidean case, the fractional maximal operator
Mα, defined by
Mα u(x) = sup
r>0
rα
|B(x, r)|
∫
B(x,r)
|u(y)| dy,
has similar smoothing properties as the Riesz potential, see Kinnunen and Saks-
man [19]. In this paper, we generalize the Euclidean results of [19] to the metric
setting under an annular decay property, which places certain restrictions on the
geometry of the space X . More precisely, Theorem 4.2 implies that the fractional
maximal function of an Lp-function, p > 1, belongs to a (pointwise fractional)
Sobolev space Ms,p(X), where s depends on the annular decay. Another example
of a smoothing property is given in Theorem 4.5, where we show that the fractional
maximal operator maps the Sobolev space M1,p(X) to a slightly better Sobolev
space M1,p
∗
(X), where p∗ is the conjugate exponent of p. The proof of this result
is based on an unpublished proof of MacManus [23] for the Sobolev boundedness of
the usual Hardy-Littlewood maximal operator.
We also study the action of the fractional maximal function in Campanato spaces.
In this context our main result is Theorem 3.1, which states that the fractional max-
imal function maps functions in Campanato spaces to Ho¨lder continuous functions,
provided that the space satisfies the annular decay property. The result is new
even in the Euclidean case. This is again analogous to the well known properties of
the Riesz potential, studied in the metric setting for example in [8] and [9]. Note
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here that the Campanato estimates for the Riesz potential do not immediately im-
ply the corresponding oscillation estimates for the fractional maximal function. In
particular, Theorem 3.1 shows that the fractional maximal operator maps Ho¨lder
continuous functions to Ho¨lder continuous functions with a better exponent, and
functions of bounded mean oscillation to Ho¨lder continuous functions.
A part of the motivation for our work comes from [17], where it was shown that
similar mapping properties hold for the so called discrete fractional maximal op-
erator even without the annular decay property. In contrast to those results, we
conclude this paper with two examples which verify that there is a real obstruction
in the study of fractional maximal functions in metric measure spaces. We modify
the example given by Buckley in [4] for the standard Hardy-Littlewood maximal
function and show that the fractional maximal function of a Lipschitz continuous
function may fail to be continuous if the space does not satisfy annular decay. The
same is actually true also for the noncentered fractional maximal function, for which
the main results given in Sections 3 and 4 hold as well, as is briefly noted at the end
of each theorem.
2. Notation and preliminaries
We assume throughout the paper that X = (X, d, µ) is a metric measure space
equipped with a metric d and a Borel regular, doubling outer measure µ, for which
the measure of every open set is positive and the measure of each bounded set is
finite. The doubling property means that there exists a fixed constant cd > 0, called
the doubling constant, such that
(2.1) µ(B(x, 2r)) ≤ cdµ(B(x, r))
for every ball B(x, r) = {y ∈ X : d(y, x) < r}.
We say that the measure µ satisfies a lower bound condition if there exist constants
Q ≥ 1 and cl > 0 such that
(2.2) µ(B(x, r)) ≥ clr
Q
for all x ∈ X and r > 0.
We follow the standard procedure that the letter C denotes a positive constant
whose value is not necessarily the same at each occurrence.
The fractional maximal function. Let α ≥ 0. The fractional maximal function
of a locally integrable function u is
(2.3) Mα u(x) = sup
r>0
rα
∫
B(x,r)
|u| dµ,
where uB =
∫
B
u dµ = 1
µ(B)
∫
B
u dµ is the integral average of u over B. For α = 0,
we have the usual Hardy-Littlewood maximal function, M u =M0 u,
M u(x) = sup
r>0
∫
B(x,r)
|u| dµ.
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Annular decay properties. Let 0 < δ ≤ 1. We say that the metric measure space
X satisfies the δ-annular decay property, if there exists a constant C > 0 such that
for all x ∈ X , R > 0, and 0 < h < R, we have
(2.4) µ
(
B(x,R) \B(x,R− h)
)
≤ C
( h
R
)δ
µ(B(x,R)).
Similarly, we say that X satisfies the relative δ-annular decay property, if there
exist a constant C > 0 such that for all x ∈ X , R > 0, and 0 < h < R, we have
(2.5) µ
(
B ∩ (B(x,R) \B(x,R− h))
)
≤ C
( h
rB
)δ
µ(B)
for all balls B with radius rB ≤ 3R. Note that the relative condition (2.5) implies
the δ-annular decay property (2.4).
If X is a geodesic space (or more generally a length space), then X satisfies the
relative annular decay for some δ > 0. See for instance [4], [16, Chapter 9] and [27]
for this fact, examples and for more information on these and related conditions.
Buckley studied in [4] the action of the usual maximal operator M on C0,β(X),
the space of β-Ho¨lder continuous functions equipped with the seminorm
‖u‖C0,β(X) = sup
x 6=y
|u(x)− u(y)|
d(x, y)β
.
He showed that if a doubling space X satisfies the δ-annular decay property, then
(2.6) M : C0,β(X)→ C0,β(X)
is bounded whenever 0 < β ≤ δ. He also gave an example of a doubling space where
the maximal function of a Lipschitz function is not continuous; see Section 5.
3. Campanato spaces
In this section, we study the action of the fractional maximal operator Mα on
Campanato spaces Lp,β(X). Let p ≥ 1 and β ∈ R. A locally integrable function u
belongs to Lp,β(X), if
‖u‖Lp,β(X) = sup r
−β
(∫
B(x,r)
|u− uB(x,r)|
p dµ
)1/p
<∞,
where the supremum is taken over all x ∈ X and r > 0.
If β < 0, the space Lp,β(X) coincides with the Morrey space Lp,β(X) consisting
of functions u for which
‖u‖Lp,β(X) = sup
x∈X,r>0
r−β
(∫
B(x,r)
|u|p dµ
)1/p
<∞,
see for example [25, Theorems 2.1, 2.2 and Corollary 2.3].
If β = 0, then Lp,0(X) = L1,0(X) = BMO(X), the space of functions of bounded
mean oscillation. Moreover,
(3.1) ‖u‖BMO(X) ≤ ‖u‖Lp,0(X) ≤ Cp‖u‖BMO(X),
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where Cp depends on the doubling constant and p. Here, the first inequality follows
directly from the Ho¨lder inequality and the second inequality is a consequence of
the John–Nirenberg theorem, see [5, Theorem 2.2] and [7, Corollary 3.10].
If β > 0, then
(3.2) C−1‖u‖C0,β(X) ≤ ‖u‖Lp,β(X) ≤ ‖u‖C0,β(X),
where C depends on the doubling constant and β, see for example [25, Theorem
2.4].
Theorem 3.1. Assume that X satisfies the δ-annular decay property (2.4) and that
either 0 < α ≤ δ, β 6= 0 and 0 ≤ α+β ≤ δ or 0 < α < δ and β = 0. If u ∈ Lp,β(X),
p ≥ 1 and Mα u 6≡ ∞, then Mα u ∈ C
0,α+β(X). Moreover, there is a constant
C > 0, independent of u, such that
(3.3) ‖Mα u‖C0,α+β(X) ≤ C‖u‖Lp,β(X).
Note that Theorem 3.1 implies that
(3.4) Mα : C
0,β(X)→ C0,α+β(X),
where β > 0, α + β ≤ δ, and
(3.5) Mα : BMO(X)→ C
0,α(X),
where 0 < α < δ, are bounded operators, when restricted to functions satisfying
Mα u 6≡ ∞. If the measure µ satisfies the lower bound condition (2.2) and α−Q/p ≥
0, then also
(3.6) Mα : L
p(X)→ C0,α−Q/p(X).
Notice that (3.4), (3.5) and (3.6), where α − Q/p > 0, are analogous to the well
known properties of the Riesz potential, studied in the metric setting for example
in [8] and [9].
For the proof Theorem 3.1, we need a lemma which is proved using a chaining
argument.
Lemma 3.2 ([17], Lemma 7.1.). Let x ∈ X, 0 < r ≤ R and y ∈ B(x, C0R), and let
u ∈ Lp,β(X). If β < 0, then
(3.7) |uB(y,r) − uB(x,R)| ≤ Cr
β‖u‖Lp,β(X).
If β = 0, then
(3.8) |uB(y,r) − uB(x,R)| ≤ C log
CR
r
‖u‖Lp,0(X).
The constant C depends only on the doubling constant, C0 and β.
Proof of Theorem 3.1. Since |u| ∈ Lp,β(X) and ‖|u|‖Lp,β(X) ≤ C‖u‖Lp,β(X), we may
assume that u ≥ 0. Let r > 0 and define v : X → [0,∞) as v(x) = rαuB(x,r). We
begin by proving the claim for v. Let x, y ∈ X .
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Case 1. Assume first that r ≤ 2d(x, y). Let B = B(x, 2d(x, y)), Bx = B(x, r) and
By = B(y, r). If β < 0, then, by (3.7),
|v(x)− v(y)| = |rαuBx − r
αuBy | ≤ r
α
(
|uBx − uB|+ |uB − uBy |
)
≤ Crα+β‖u‖Lp,β(X)
≤ Cd(x, y)α+β‖u‖Lp,β(X).
Similarly, if β = 0, estimate (3.8) implies that∣∣rαuBx − rαuBy∣∣ ≤ Crα log Cd(x, y)r ‖u‖Lp,0(X)
= Cd(x, y)α
( r
Cd(x, y)
)α
log
Cd(x, y)
r
‖u‖Lp,0(X)
≤ Cd(x, y)α‖u‖Lp,0(X),
where the last inequality follows by the boundedness of the function f(t) = t−α log t
for t ≥ 1.
If β > 0, then u is β-Ho¨lder continuous and so∣∣rαuBx − rαuBy∣∣ ≤ rα
∫
Bx
∫
By
|u(z)− u(w)| dz dw
≤ Cd(x, y)α+β‖u‖Lp,β(X).
Case 2. Suppose then that r > 2d(x, y). Let ∆x = Bx \ By, ∆y = By \ Bx and
∆ = ∆x ∪∆y. As in [22], we write∫
Bx
u dµ−
∫
By
u dµ =
1
µ(Bx)
(∫
Bx
u dµ−
∫
By
u dµ+
(
µ(By)− µ(Bx)
)
uBy
)
=
1
µ(Bx)
(∫
∆x
u dµ−
∫
∆y
u dµ+
(
µ(∆y)− µ(∆x)
)
uBy
)
=
1
µ(Bx)
(∫
∆x
(u− uBy) dµ−
∫
∆y
(u− uBy) dµ
)
,
which implies that
(3.9)
∣∣∣∫
Bx
u dµ−
∫
By
u dµ
∣∣∣ ≤ C 1
µ(Bx)
∫
∆
|u− uBy | dµ.
Suppose that β < 0. Let B1, B2, . . . , Bk be a maximal collection of disjoint balls of
radius d(x, y) centered at ∆. Then ∆ ⊂ ∪i2Bi and ∪iBi ⊂ ∆
′, where
∆′ = B(x, r + d(x, y)) \B(x, r − 2d(x, y)) ∪ B(y, r + d(x, y)) \B(y, r − 2d(x, y)).
For each i, by (3.7) and the Ho¨lder inequality, we have∫
2Bi
|u− uBy | dµ ≤ |u2Bi − uBy |+
∫
2Bi
|u− u2Bi | dµ
≤ Cd(x, y)β‖u‖Lp,β(X).
(3.10)
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To estimate the measure of ∆′, we first use the annular decay property and the
doubling property to obtain
µ(B(x, r + d(x, y)) \B(x, r − 2d(x, y))) ≤ C
( 3d(x, y)
r + d(x, y)
)δ
µ(B(x, r + d(x, y)))
≤ C
(d(x, y)
r
)δ
µ(Bx),
and similarly, because µ(Bx) is comparable with µ(By) by the doubling property
and the assumption r > 2d(x, y),
µ(B(y, r + d(x, y)) \B(y, r− 2d(x, y))) ≤ C
(d(x, y)
r
)δ
µ(Bx).
Thus
(3.11) µ(∆′) ≤ C
(d(x, y)
r
)δ
µ(Bx).
Using (3.9), the facts that ∆ ⊂ ∪i2Bi and Bi ⊂ ∆
′ for all i, (3.10), the disjointedness
of the balls Bi and (3.11), we obtain
|v(x)− v(y)| =
∣∣∣ rα∫
Bx
u dµ− rα
∫
By
u dµ
∣∣∣ ≤ C rα
µ(Bx)
∫
∆
|u− uBy | dµ
≤ C
rα
µ(Bx)
∑
i
µ(2Bi)
∫
2Bi
|u− uBy | dµ
≤ C
rαd(x, y)β
µ(Bx)
‖u‖Lp,β(X)
∑
i
µ(Bi)
≤ Crαd(x, y)β
µ(∆′)
µ(Bx)
‖u‖Lp,β(X)
≤ Crαd(x, y)β
(d(x, y)
r
)δ
‖u‖Lp,β(X)
≤ Cd(x, y)α+β‖u‖Lp,β(X),
where the last inequality follows because r > d(x, y) and 0 < α ≤ δ.
Assume then that β = 0 and 0 < α < δ. By (3.9), the Ho¨lder inequality, the facts
that ∆ ⊂ 2By and µ(Bx) is comparable with µ(By), and (3.11), we have∣∣∣∫
Bx
u dµ−
∫
By
u dµ
∣∣∣ ≤ C µ(∆)
µ(Bx)
α/δ(∫
∆
|u− uBy |
δ/(δ−α) dµ
)1−α/δ
≤ C
( µ(∆)
µ(Bx)
)α/δ(∫
2By
|u− uBy |
δ/(δ−α) dµ
)1−α/δ
≤ C
(d(x, y)
r
)α
‖u‖Lδ/(δ−α),0(X).
Since, by (3.1), ‖u‖Lδ/(δ−α),0(X) ≤ C‖u‖BMO ≤ C‖u‖Lp,0(X), it follows that
|v(x)− v(y)| =
∣∣∣ rα∫
Bx
u dµ− rα
∫
By
u dµ
∣∣∣ ≤ Cd(x, y)α‖u‖Lp,0(X).
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Assume now that β > 0 and α+β ≤ δ. Then u is Ho¨lder continuous with exponent
β and (3.2) together with the assumption that r > d(x, y) implies that
|u(z)− uBy | ≤
∫
By
|u(z)− u(w)| dµ(w) ≤ Crβ‖u‖Lp,β(X)
for each z ∈ ∆. Hence, using (3.9) and (3.11), we obtain
|v(x)− v(y)| ≤
rα
µ(Bx)
∫
∆
|u− uBy |dµ ≤ Cr
α+β µ(∆)
µ(Bx)
‖u‖Lp,β(X)
≤ Crα+β−δd(x, y)δ‖u‖Lp,β(X) ≤ Cd(x, y)
α+β‖u‖Lp,β(X).
Finally, we prove the claim forMα u. We may assume thatMα u(x) ≥Mα u(y).
Let ε > 0, and let r > 0 be such that rαuB(x,r) > Mα u(x) − ε. Then, by the first
part of the proof,
Mα u(x)−Mα u(y) ≤ r
αuB(x,r) − r
αuB(y,r) + ε = v(x)− v(y) + ε
≤ Cd(x, y)α+β‖u‖Lp,β(X) + ε.
The claim follows by letting ε→ 0. 
Remark 3.3. A modification of the proof above shows that the result holds also
for the noncentered fractional maximal function
M˜αu(x) = sup
B(z,r)∋x
rα
∫
B(z,r)
|u| dµ.
Let x, y ∈ X . We may assume that u ≥ 0 and M˜αu(x) ≥ M˜αu(y). Let ε > 0.
Then there exists a ball B(z, r) containing x such that
M˜αu(x) < rαuB(z,r) + ε.
Since y ∈ B(z, r + d(x, y)), we have that
M˜αu(x)− M˜αu(y) ≤ r
α(uB(z,r) − uB(z,r+d(x,y))) + ε.
Arguments similar to those in the proof of Theorem 3.1 imply that
rα(uB(z,r) − uB(z,r+d(x,y))) ≤ Cd(x, y)
α+β‖u‖Lp,β(X).
The claim follows by letting ε→ 0.
4. Sobolev spaces
In this section, we show that the fractional maximal operator Mα maps L
p-
space,p > 1, to Sobolev spaces, and Sobolev spaces to slightly better Sobolev spaces.
We prove the results for Sobolev spaces Ms,p(X), defined by a pointwise equation.
These spaces were introduced by Haj lasz in [14] for s = 1, and the fractional versions
by Yang in [30].
Let s > 0. We say that a measurable function g ≥ 0 is a generalized s-gradient
of a measurable function u, g ∈ Ds(u), if there is a set E ⊂ X with µ(E) = 0 such
that
(4.1) |u(x)− u(y)| ≤ d(x, y)s
(
g(x) + g(y)
)
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for all x, y ∈ X \ E. The Sobolev space Ms,p(X), 1 ≤ p < ∞, consists of functions
u ∈ Lp(X) for which there exists a function g ∈ Lp(X)∩Ds(u). The space Ms,p(X),
equipped with the norm
(4.2) ‖u‖Ms,p(X) =
(
‖u‖pLp(X) + inf ‖g‖
p
Lp(X)
)1/p
,
where the infimum is taken over all functions g ∈ Lp(X)∩Ds(u), is a Banach space
[15, Theorem 8.3].
It follows from (4.1) that every u ∈ Ms,p(X) and g ∈ Ds(u) satisfy the Poincare´
inequality
(4.3)
∫
B(x,r)
|u− uB(x,r)| ≤ Cr
s
∫
B(x,r)
g dµ,
where C depends only on s. Hence the assumption that X supports a Poincare´
inequality is not needed.
We will use the following Sobolev type theorem for the fractional maximal opera-
tor. As in [13], it can be proven easily using the Hardy–Littlewood maximal function
theorem; see also [6] or [10].
Theorem 4.1. Assume that the measure µ satisfies the lower bound condition (2.2).
Let p > 1 and 0 < α < Q/p. There is a constant C > 0, depending only on the
doubling constant, constant in the measure lower bound, p and α, such that
‖Mα u‖Lp∗(X) ≤ C‖u‖Lp(X),
for every u ∈ Lp(X) with p∗ = Qp/(Q− αp).
The following theorem is a generalization of the main result of [19] to the metric
setting. It shows that the fractional maximal operator is a smoothing operator.
More precisely, the fractional maximal function of an Lp-function u has a generalized
gradient, and both Mα u and the generalized gradient belong to a higher Lebesgue
space than u.
Theorem 4.2. Assume that the measure µ satisfies the lower bound condition (2.2)
and that X satisfies the δ-annular decay property (2.4). Assume that u ∈ Lp(X)
with 1 < p < Q. Let
δ ≤ α < Q/p, p∗ = Qp/(Q− αp) and q = Qp/(Q− (α− δ)p).
Then there is a constant C > 0 depending only on the doubling constant and the
constant of the δ-annular decay property such that CMα−δ u is a generalized δ-
gradient of Mα u. Moreover,
‖Mα u‖Lp∗(X) ≤ C‖u‖Lp(X) and ‖Mα−δ u‖Lq(X) ≤ C‖u‖Lp(X),
where C depends only on the doubling constant, the constant in the measure lower
bound, p and α.
Proof. We may assume that u ≥ 0. Let x, y ∈ X . Assume thatMα u(x) ≥Mα u(y).
Let ε > 0 and let r > 0 such that
rα
∫
B(x,r)
u dµ >Mα u(x)− ε.
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If r ≤ d(x, y), then, as u ≥ 0,
Mα u(x)−Mα u(y) ≤ r
δrα−δ
∫
B(x,r)
u dµ+ ε ≤ d(x, y)δMα−δ u(x) + ε.
If r > d(x, y), we write a = d(x, y) and use the doubling property to obtain
Mα u(x)−Mα u(y) < r
α
∫
B(x,r)
u dµ+ ε− (r + a)α
∫
B(y,r+a)
u dµ
≤ rα
(
1
µ(B(x, r))
−
1
µ(B(y, r + a))
)∫
B(x,r)
u dµ+ ε
= rα
µ(B(y, r + a))− µ(B(x, r))
µ(B(y, r + a))
∫
B(x,r)
u dµ+ ε
≤ Crα
µ(B(x, r + 2a) \B(x, r))
µ(B(x, r + 2a))
∫
B(x,r)
u dµ+ ε.
The δ-annular decay property together with the assumption r > d(x, y) implies that
µ(B(x, r + 2a) \B(x, r))
µ(B(x, r + 2a))
≤ K
(
a
r + 2a
)δ
≤ K
(
d(x, y)
r
)δ
,
and hence
Mα u(x)−Mα u(y) ≤ Cd(x, y)
δMα−δ u(x) + ε.
By letting ε→ 0 and changing the roles of x and y, we have that
|Mα u(x)−Mα u(y)| ≤ Cd(x, y)
δ
(
Mα−δ u(x) +Mα−δ u(y)
)
.
Hence CMα−δ u is a generalized δ-gradient ofMα u. The norm estimates forMα u
and Mα−δ u follow from Theorem 4.1. 
Remark 4.3. Under the assumptions of Theorem 4.2, it holds true that Mα u ∈
M δ,qloc(X) and
‖Mα u‖Mδ,q(A) ≤ µ(A)
1/q−1/p∗‖u‖Lp(A)
for all open sets A ⊂ X with µ(A) <∞.
Remark 4.4. The above proof with the ball B(x, r) replaced by a ball B(z, r) for
which M˜u(x) < rαuB(z,r)+ ε and B(y, r+ a) replaced by the ball B(z, r+ a) shows
that the result holds also for the noncentered fractional maximal function.
In the next theorem, we show that if u is a Sobolev function, then its fractional
maximal function belongs to a Sobolev space with the Sobolev conjugate exponent.
The proof is a modification of the result that the usual Hardy–Littlewood maximal
operator is bounded in Sobolev spaces if the underlying space satisfies the relative
1-annular decay property. Since the original proof of MacManus in [23] (for α = 0)
is unpublished, we give in the proof below all the details.
Theorem 4.5. Assume that the measure µ satisfies the lower bound condition and
X satisfies the relative 1-annular decay property (2.5). Let p > 1, u ∈ M1,p(X)
and 0 < α < Q/p. Then Mα u ∈ M
1,p∗(X) with p∗ = Qp/(Q − αp) and there
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is a constant C > 0, depending only on the doubling constant, the constant in the
measure lower bound, p and α, such that
(4.4) ‖Mα u‖M1,p∗(X) ≤ C‖u‖M1,p(X).
Proof. Let u ∈ M1,p(X) and let g ∈ Lp(X) be a generalized gradient of u. We may
assume that u ≥ 0 since |u| ∈ M1,p(X) and g is a generalized gradient of |u|. Fix
1 < q < p and define
g˜ =
(
Mαq(g
q)
)1/q
.
Since p/q > 1, Theorem 4.1 implies that
‖g˜‖p∗ = ‖Mαq(g
q)‖
1/q
Q
p
q
Q−(αq)
p
q
≤ C‖gq‖
1/q
p
q
= C‖g‖p.
If we can show that g˜ is a generalized gradient of Mα u, then this together with
Theorem 4.1 for u implies norm estimate (4.4).
We are going to show that
(4.5)
∣∣∣rα∫
B(x,r)
u dµ− rα
∫
B(y,r)
u dµ
∣∣∣ ≤ Cd(x, y)(g˜(x) + g˜(y))
for almost all x, y ∈ X and all r > 0. This implies that
(4.6) |Mα u(x)−Mα u(y)| ≤ Cd(x, y)(g˜(x) + g˜(y))
for almost every x, y ∈ X , which proves our theorem.
The proof of (4.5) is easy if r ≤ 3d(x, y): Since g is a generalized gradient of u,
|u(z)− u(w)| ≤ Cd(z, w)(g(z) + g(w)) ≤ Cd(x, y)(g(z) + g(w))
for almost all z ∈ B(x, r) and w ∈ B(y, r). By integrating both sides with respect
to z and w and using the Ho¨lder inequality, we obtain∣∣∣∫
B(x,r)
u dµ−
∫
B(y,r)
u dµ
∣∣∣ ≤ C d(x, y)((∫
B(x,r)
gq dµ
)1/q
+
(∫
B(y,r)
gq dµ
)1/q)
.
Now (4.5) follows by multiplying both sides by rα and using the definition of g˜.
Suppose then that r > 3d(x, y). Let ∆y = B(y, r)\B(x, r), ∆x = B(x, r)\B(y, r)
and ∆ = ∆y ∪∆x. As in the proof of Theorem 3.1, we have∫
B(y,r)
u dµ−
∫
B(x,r)
u dµ =
1
µ(B(y, r))
∫
∆y
(u− uB(x,r)) dµ−
∫
∆x
(u− uB(x,r)) dµ,
and hence ∣∣∣∫
B(x,r)
u dµ−
∫
B(y,r)
u dµ
∣∣∣ ≤ 1
µ(B(y, r))
∫
∆
|u− uB(x,r)| dµ.
Now, let
A = B(x, r + d(x, y)) \B(x, r − d(x, y)).
Since the balls B(x, r) and B(y, r) have comparable measures and ∆ ⊂ A,∣∣∣∫
B(x,r)
u dµ−
∫
B(y,r)
u dµ
∣∣∣ ≤ C
µ(B(x, r))
∫
A
|u− uB(x,r)| dµ.
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We want to show that the right side is bounded by Cd(x, y) (
∫
B(x,5r)
gq dµ)1/q, which
implies (4.5). For that, we prove the following estimate for the integral over the
annulus.
Claim:
1
µ(B(x, r))
∫
A
|u− uB(x,r)| dµ ≤ C d(x, y)
∫
B(x,5r)
g(w) log
5 r
|r − d(w, x)|
dµ.
To prove the claim, define rk = 3
kr and Bk(z) = B(z, rk), k ∈ Z.
We use a standard chaining argument, Poincare´ inequality (4.3), and the fact that
B(x, r) ⊂ B1(z) for each z ∈ A to see that
|u(z)− uB(x,r)| ≤ |u(z)− uB1(z)|+ |uB1(z) − uB(x,r)| ≤ C
∑
k≤1
rk
∫
Bk(z)
g dµ
for all Lebesgue points z ∈ A. (Since almost every point is a Lebesgue point of u,
this holds for almost all z ∈ A.)
Integration of both sides over A and a use of the Fubini theorem yield∫
A
|u(z)− uB(x,r)| dµ(z) ≤ C
∫
X
g(w)K(w) dµ(w),
where
K(w) =
∫
A
(∑
k≤1
rk
µ(Bk(z))
χBk(z)(w)
)
dµ(z).
Since k ≤ 1, we have that K(w) = 0 when w /∈ B(x, 5r). This implies that∫
A
|u(z)− uB(x,r)| dµ(z) ≤ C
∫
B(x,5r)
g(w)K(w) dµ(w),
where, by the fact that χBk(z)(w) = χBk(w)(z),
K(w) =
∫
A
(∑
k≤1
rk
µ(Bk(z))
χBk(w)(z)
)
dµ(z).
If z ∈ Bk(w), then the balls Bk(z) and Bk(w) have comparable measures. Thus∫
A
rk
µ(Bk(z))
χBk(w)(z) dµ(z) ≤ Crk
µ(A ∩ Bk(w))
µ(Bk(w))
,
from which we obtain that
K(w) ≤ C
∑
k≤1
rk
µ(A ∩ Bk(w))
µ(Bk(w))
.
It follows from the relative 1-annular decay that each term in the above sum is
bounded by Cmin{rk, d(x, y)}. Moreover, for the indices k ≤ 1 for which Bk(w) ∩
A = ∅, the terms are zero. Now
K(w) ≤ C
∑
k∈K1
rk + C
∑
k∈K2
d(x, y),
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where K1 = {k ≤ 1 : rk ≤ d(x, y)} and K2 = {k ≤ 1 : rk > d(x, y), Bk(w) ∩A 6= ∅}.
The first term is at most Cd(x, y). An upper bound for the second term is
(4.7) Cd(x, y) log
5r
|r − d(w, x)|
.
To see this, we consider two cases. Assume first that |r− d(w, x)| < 3d(x, y). Since
rk > d(x, y), we have that
k >
1
log 3
log
d(x, y)
r
>
1
log 3
log
|r − d(w, x)|
3r
,
which implies that the amount of such indices in the sum is less than
C log
5r
|r − d(w, x)|
.
The second case, |r − d(w, x)| ≥ 3 d(x, y), can be split to two parts. When
w ∈ B(x, r − 3d(x, y)), the requirement that Bk(w) ∩A 6= ∅ implies that
3kr = rk ≥ r − d(x, y)− d(w, x),
and hence we have at most
C log
r
r − d(x, y)− d(w, x)
≤ C log
2r
|r − d(w, x)|
such terms. (Note that the condition Bk(w)∩A 6= ∅ gives the number of terms, not
the condition rk > h.) Similarly, when w ∈ 5B(x, r) \B(x, r + 3d(x, y)), we have
3kr = rk ≥ d(w, x)− (r + d(x, y)),
and the upper bound for the number of terms follows just as in the first case. This
implies that the second term is bounded above by (4.7). Since 0 ≤ d(w, x) < 5r, we
have log 5r
|r−d(w,x)|
≥ log 5
4
, and hence the claim follows.
Now, by the claim and the Ho¨lder inequality,
1
µ(B(x, r))
∫
A
|u− uB(x,r)| dµ ≤ Cd(x, y)
(∫
B(x,5r)
gq dµ
)1/q(∫
B(x,5r)
Lq
′
dµ
)1/q′
,
where q′ is the conjugate exponent of q and
L(w) = log
5r
|r − d(w, x)|
.
To estimate the integral of Lq
′
over B(x, 5r), we define for each i = 0, 1, . . .
Ai = {w ∈ B(x, 5r) : 4
−ir ≤ |r − d(w, x)| < 4−i+1r}.
The sets Ai are disjoint, and on each Ai we have
L(w) ≤ C(1 + i).
Moreover, the set {w ∈ B(x, 5r) : |r−d(w, x)| = 0} has measure zero by the relative
annular decay, and so
µ
(
B(x, 5r) \
∞⋃
i=0
Ai
)
= 0.
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It follows that ∫
B(x,5r)
Lq
′
dµ ≤ C
∞∑
i=0
(1 + i)q
′
µ(Ai)
µ(B(x, r))
.
For i ≥ 2, the set Ai consists of two annuli of thickness 4
−ir centered at x. The
inner and outer radii of these annuli are comparable to r. Thus the relative 1-annular
decay implies that
µ(Ai) ≤ C 4
−iµ(B(x, r)).
The same estimate is trivial when i = 0 or i = 1. It follows that∫
B(x,5r)
Lq
′
dµ ≤ C
∞∑
i=0
(1 + i)q
′
4i
.
This sum converges, which can be seen for example by a ratio test, and we have that
1
µ(B(x, r))
∫
A
|u− uB(x,r)| dµ ≤ C d(x, y)
(∫
B(x,5r)
gq dµ
)1/q
.
Estimate (4.5) and hence the theorem follows from this. 
We close this section by considering the more general case where u belongs to a
fractional Sobolev space and X satisfies the relative δ-annular decay property. Using
similar arguments as in the proof above, we obtain the following results.
Theorem 4.6. Assume that X satisfies the relative δ-annular decay property (2.5).
Let α > 0,1 < q < p, s > 0, u ∈ Ms,p(X) and g ∈ Ds(u). Then there is a constant
C > 0 such that the following holds.
a) If s < δ, then
g˜ = CMα g
is a generalized s-gradient of Mα u.
b) If s = δ, then
g˜ = C(Mαq(g
q))1/q
is a generalized s-gradient of Mα u.
c) If s > δ, then
g˜ = CMα+s−δ g
is a generalized δ-gradient of Mα u.
Proof. It suffices to prove the claim for the functions x 7→ rαuB(x,r), r > 0. Fix
x, y ∈ X and r > 0. Suppose first that r ≤ 3d(x, y). If s ≤ δ, the desired estimate
follows as in the proof of Theorem 4.5. If s > δ, we need a simple chaining argument.
Let k be the smallest integer such that 2kr ≥ 4d(x, y) and let z ∈ {x, y}. Then
the doubling property, the fact that B(x, 3d(x, y)) ⊂ B(z, 2kr) and the Poincare´
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inequality (4.3) imply that
|uB(z,r) − uB(x,3d(x,y))| ≤
k−1∑
i=0
|uB(z,2ir) − uB(z,2i+1r)|+ |uB(z,2kr) − uB(x,3d(x,y))|
≤ C
k∑
i=1
∫
B(z,2ir)
|u− uB(z,2ir)| dµ
≤ C
k∑
i=1
(2ir)s
∫
B(z,2ir)
g dµ.
Hence, using the selection of k, we have that
rα|uB(z,r) − uB(x,3d(x,y))| ≤ C
k∑
i=1
(2ir)α+s
∫
B(z,2ir)
g dµ
≤ C
k∑
i=1
(2ir)δMα+s−δ g(z)
≤ Cd(x, y)δMα+s−δ g(z),
and so
|rαuB(x,r) − r
αuB(y,r)| ≤ r
α|uB(x,r) − uB(x,3d(x,y))|+ r
α|uB(y,r) − uB(x,3d(x,y))|
≤ Cd(x, y)δ (Mα+s−δ g(x) +Mα+s−δ g(y)) .
Suppose then that r > 3d(x, y). By following the proof of Theorem 4.5, we obtain
the estimate
(4.8) |uB(x,r) − uB(y,r)| ≤ C
∫
B(x,5r)
g(w)K(w) dµ(w),
where
K(w) ≤ C
∑
k≤1
rsk
µ(A ∩Bk(w))
µ(Bk(w))
.
The relative δ-annular decay implies that
K(w) ≤ C
( ∑
k∈K1
rsk + d(x, y)
δ
∑
k∈K2
rs−δk
)
,
where K1 = {k ≤ 1 : rk ≤ d(x, y)} and K2 = {k ≤ 1 : rk > d(x, y), Bk(w) ∩A 6= ∅}.
It follows that
K(w) ≤ C


d(x, y)s, if s < δ
d(x, y)s log 5r
|r−d(w,x)|
, if s = δ
d(x, y)δrs−δ, if s > δ
.
If s < δ or s > δ, the claim follows by combining the above estimate with (4.8) and
multiplying the resulting inequality by rα. In the case s = δ, we argue as in the
proof of Theorem 4.5. 
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Corollary 4.7. Assume that the measure µ satisfies the lower bound condition and
X satisfies the relative δ-annular decay property (2.5). Let p > 1, s > 0 and
u ∈Ms,p(X).
If s ≤ δ and 0 < α < Q/p, then Mα u ∈ M
s,p∗(X) with p∗ = Qp/(Q − αp) and
there is a constant C > 0, independent of u, such that
‖Mα u‖Ms,p∗(X) ≤ C ‖u‖Ms,p(X).
If s ≥ δ and α+s−δ < Q/p, thenMα u ∈ M˙
δ,q(X)∩Lp
∗
(X), where q = Qp/(Q−(α+
s− δ)p) and M˙ δ,q(X) is the homogeneous Hajlasz space equipped with the seminorm
‖u‖M˙δ,q(X) = infg∈Dδ(u) ‖g‖Lq(X). Moreover, there is a constant C, independent of u,
such that
‖Mα u‖M˙δ,q(X) + ‖Mα u‖Lp∗(X) ≤ C ‖u‖Ms,p(X).
Proof. The claim follows from Theorems 4.6 and 4.1. 
For related results concerning the discrete fractional maximal operator, see [18].
Remark 4.8. The usual modifications in the proofs show that Theorems 4.5 and
4.6 remain true for the noncentered fractional maximal function.
5. Examples
We modify the example given by Buckley [4] a little bit and show that the frac-
tional maximal function of a Lipschitz function may fail to be continuous.
Example 5.1. First we recall Buckley’s example. Let X be the subset of the
complex plane consisting of the real line and the points x on the unit circle whose
argument θ lies in the interval [0, pi
2
]. Equip X with the Euclidean metric and the
1-dimensional Hausdorff measure. Let u : X → [0, 1] be a Lipschitz function such
that u(x) = 0, if x ∈ R or Arg(x) ≤ pi/5, and u(x) = 1, if Arg(x) ≥ pi/4. Then Mu
has a jump discontinuity at the origin. Indeed, since
Mu(0) = lim
r→1+
∫
B(0,r)
u dµ =
1
2 + pi
2
∫
B(0,1)
|u| dµ,
we have that
Mu(0) ≤
pi
2
− pi
5
2 + pi
2
=
3pi
20 + 5pi
.
If x < 0, then B(x, r(x)), where r(x) = d(x, eipi/4), includes points on the arc if and
only if their argument exceeds pi
4
. It follows that
lim
x→0−
Mu(x) ≥ lim
x→0−
∫
B(x,r(x))
|u| dµ =
pi
4
2 + pi
4
=
pi
8 + pi
>Mu(0).
The first part of the above argument does not work for Mα, because for α large
enough,
rα
∫
B(0,r)
|u| dµ =
rα
2r + pi
2
∫
B(0,1)
|u| dµ
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no longer maximizes as r → 1+. This difficulty can be overcome by modifying the
measure. Let w : X → R be a weight such that w(x) = 1 + pi
2
, when x > 1 and
w(x) = 1 otherwise. Then the measure ν, defined by
ν(A) =
∫
A
w dµ,
is doubling and satisfies ν(B(0, r)) = (2 + pi
2
)r, for r > 1. If α > 1, it follows that
Mα u ≡ ∞. If α ≤ 1, then, for r > 1,
rα
∫
B(0,r)
u dν =
rα
(2 + pi
2
)r
∫
B(0,1)
|u| dµ ≤
1
2 + pi
2
∫
B(0,1)
|u| dµ,
which implies that
Mα u(0) =
1
2 + pi
2
∫
B(0,1)
|u| dµ.
The rest of the argument is the same as above.
The next example shows that also the noncentered fractional maximal function
of a Lipschitz function is not necessarily continuous.
Example 5.2. Let X = (R × {0}) ∪ ({0} × (−∞, 1]) ⊂ R2. Equip X with the
metric d(x, y) = max{|x1 − y1|, |x2 − y2|} and the 1-dimensional Hausdorff measure
µ. Define u : X → R by setting u(x) = x2 for 0 < x2 ≤ 1 and u(x) = 0 otherwise.
Then it is easy to see that M˜αu, 0 ≤ α ≤ 1, is not continuous at the origin. If
x2 > 0, then clearly M˜αu(x) ≥
1
2
. We will show that M˜αu(0) ≤
1
3
. Suppose that
B(x, r) contains the origin. If r ≤ 1
2
, then
rα
∫
B(x,r)
u dµ ≤
rα
4r
· 2r2 ≤
1
4
.
If r > 1
2
, then
rα
∫
B(x,r)
u dµ ≤
rα
3r
·
1
2
≤
1
3
.
Hence M˜αu is not continuous at the origin.
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