The CASAS architecture facilitates the development and implementation of future smart home technologies by offering an easy-to-install lightweight design that provides smart home capabilities out of the box with no customization or training.
However, to date most implementations are somewhat narrow and are performed primarily in controlled laboratory settings. These limitations are due in large part to the difficulty of creating a fully functional smart home infrastructure. In fact, although realistic smart home prototypes exist, 2, 3 implementing these designs is so cumbersome that meetings have been organized to discuss ways to scale such pervasive computing systems and to share valuable data that have been successfully captured in such settings. A recent example of such a meeting is the 2012 National Science Foundation Workshop on Pervasive Computing at Scale (http://sensorlab.cs.dartmouth.edu/ NSFPervasiveComputingAtScale).
The goal of the Washington State University's CASAS project is to design a smart home in a box (SHiB). This smart home kit is small in form, lightweight in infrastructure, extendable with minimal effort, and ready to perform key capabilities out of the box. Figure 1 shows the CASAS architecture. The physical layer contains hardware including sensors and actuators. The architecture utilizes a ZigBee wireless mesh which communicates directly with hardware components. A publish/ subscribe manager governs the middleware layer. The manager provides named broadcast channels that allow component bridges to publish and receive messages. The middleware provides valuable services, such as adding time stamps to events, assigning universally unique identifiers (UUIDs), and maintaining site-wide sensor state. Every
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component of the CASAS architecture communicates via a customized Extensible Messaging and Presence Protocol (XMPP) bridge to this manager. Examples include the ZigBee bridge; the Scribe bridge, which archives messages in permanent storage; and bridges for each application-layer software component.
The CASAS architecture is easily maintained because the communication bridges use lightweight APIs that support a wide variety of free-form messages. As a result, the middleware is compact and stable-it has had only one update in five years. CASAS is extendable because users can configure and integrate new bridges without changing or even restarting the middleware. In addition, we have designed bridges that link multiple smart homes together, allowing CASAS to scale to communities of smart homes.
As Figure 2a shows, all of the CASAS components fit into a single small box. The physical components in the current box consist of sensors that are prelabeled with the intended location. Additional sensors and controllers can be included as needed. The middleware, database, and application components reside on a small, low-power computer with an ITX form-factor server. Although this layout lets each smart home run independently and locally, smart homes can also securely upload events to be stored in a relational database or in the cloud. Table 1 summarizes the prototype costs of the components that comprise our SHiB design.
USABILITY
Our research group has installed 32 smart home testbeds to date. Many of the corresponding datasets are available on the project webpage at ailab.wsu.edu/casas. A total of 19 datasets represent single-resident sites, four represent sites with two residents, and the rest house larger families or residents with pets. Figure 2b shows a smart home installation site. The CASAS smart home design minimizes installation costs. We can install a new smart home in approximately two hours and can remove the equipment in 30 minutes, with no changes or damage to the home.
Once the smart home system is installed, the residents must maintain the equipment. The CASAS SHiB includes a software agent that alerts residents if sensor battery levels are getting low or if a sensor suddenly stops reporting events. In practice, this seldom happens as the batteries typically last more than a year.
To test the kit's usability, we conducted a study in an on-campus three-bedroom apartment. We recruited participants to visit the apartment, one at a time, and install a CASAS smart home. The study included 20 participants (eight men and 12 women) aged 21 to 62 years (a mean age of 33 years), with a variety of backgrounds and technological familiarity.
We gave each participant a written document explaining the smart home parts and installation process and a CASAS smart home kit. All of the participants completed the installation without difficulty. The average installation time was just over one hour. On a scale of 1 (simple) to 10 (impossible), participants rated the installation difficulty as 2.53 (σ = 1.07). They noted that the most difficult issue was determining the optimal placement of sensors.
SYSTEM CAPABILITIES
Ideally, a smart home installation can be accomplished using only a toolkit that works out of the box, with no customization or training. We designed two core software components and two applications to meet this goal.
Activity recognition
Intelligent systems that focus on human needs require information about the human's activities. At the core of these systems, then, is activity recognition. 4, 5 Smart home sensors generate events consisting of a date, time, sensor identifier, and sensor message. Activity recognition maps a sequence of sensor data to a corresponding activity label.
The CASAS activity recognition software, called AR, provides real-time activity labeling as sensor events arrive in a stream. To achieve this functionality, we formulated the learning problem as one of mapping the sequence of the k most recent sensor events to a label indicating the activity corresponding to the most recent event in the sequence. The preceding sensor events define the context for this event. For example, the sequence of sensor events consisting of We designed a support vector machine (SVM) method for real-time activity recognition. We have tested other machine learning models as well, including naïve Bayes classifiers, hidden Markov models, and conditional random fields. However, we found that SVMs achieve consistently stronger performance than other approaches. In addition, the model quantifies the degree of fit between the data and provides an activity label that facilitates additional capabilities such as anomaly detection.
To provide input to the classifiers, we define features describing a data point i that corresponds to a sequence of sensor events. This fixed dimensional feature vector x i includes the time of day for the first and last sensor events (discretized into four equal-length bins), the time span of the k-event sensor window, and the number of events for each sensor within the window.
Each vector x i is tagged with the label y i , which corresponds to the activity label associated with the last sensor event in the window. Although we could identify a fixed window size k that works well for a given dataset, this approach requires additional user customization. To increase the approach's generalizability, AR dynamically adjusts the window size k based on the most likely activities that are being observed and their typical duration.
To evaluate AR's ability to recognize activities out of the box, we collected sensor data in 18 separate smart apartments, each housing one resident and each using the CASAS smart home kit. We manually annotated one month of data to provide ground truth activity labels. We evaluated performance as the percentage of sensor events that were correctly labeled across all of the apartments, with no additional customized training for each apartment. Table 2 shows the confusion matrix we generated from this experiment.
As the matrix indicates, it is easier to recognize some activities than others. This occurs because some activities, such as cooking, have a fairly unique spatiotemporal signature. Other activities are more challenging because they overlap with other activity classes or not enough training data is available to learn the model. The weighted average accuracy is 84 percent, which indicates that the models are fairly robust even when they are used out of the box in new, distinct home settings.
Activity discovery
Recognizing activities from streaming data introduces new challenges because AR must process data that does not belong to any of the targeted activity classes. One way to handle unlabeled data is to design an unsupervised learning algorithm to discover activities from unlabeled sensor data. Segmenting unlabeled data into smaller classes improves activity recognition performance because the "other" class is no longer the largest, as frequently happens in activity recognition datasets. Another important reason to discover activity patterns from unlabeled data is to characterize and analyze as much behavioral data as possible, not just predefined activity classes. Researchers must examine and model such unlabeled data to get a complete view of everyday life. 6 Like earlier approaches to sequence mining, our activity discovery algorithm, called AD, searches the space of candidate sensor event sequences ordered by increasing sequence length. Because the space of candidate patterns is exponential in the input data size, we use a greedy search to find the sequence pattern that best compresses the input dataset. During discovery, AD scans the entire dataset to create initial patterns of length one.
After this initial pass, AD extends the patterns discovered in the previous iteration by considering events occurring before and after instances of the previous pattern. AD stores the patterns in a beam-limited open list and value-orders them. Once the search terminates and the activity discovery algorithm reports the best pattern found, AD compresses the sensor event data using the best pattern. The compression procedure replaces all instances of the pattern with single event descriptors representing the pattern definition. AD can then invoke the activity discovery process on the compressed data to find additional activity patterns. We evaluate candidate patterns based on their ability to minimize the original dataset's size when it is compressed using the pattern definition. Because AD's compression replaces each pattern occurrence with a single event labeled with a pattern identifier, it calculates the description length of a pattern P, given input data D, as DL(P) + DL(D|P), where DL(P) is the description length of the pattern definition, and DL(D|P) is the description length of the dataset compressed using the pattern definition. Because human behavior patterns vary greatly, we employ an edit distance measure to determine if a sensor sequence is sufficiently similar to a pattern to be considered an instance of the pattern. This measure counts the minimum number of add, delete, or transpose operations needed to convert a sensor sequence to one that is equivalent to the pattern definition. Figure 3 provides a visualization of the three top activity patterns that occur when we apply the AD activity discovery algorithm to our combined dataset. The pattern in Figure 3a shows a sequence consisting of motion in the bedroom, followed by motion in the living room, followed by more motion in the bedroom, around 10:20 p.m. Many of these events occur prior to sleeping and thus can represent a person getting ready for bed.
The pattern shown in Figure 3b consists of a front door closing, followed by a series of kitchen events, and then a living room event, usually in the late morning or midafternoon. This could represent a person's activities upon returning home, such as putting away groceries or getting a drink.
The pattern shown in Figure 3c consists of a sequence of events occurring in the morning that alternate between the bedroom, a work area, and the living room. This pattern might represent gathering items needed for the resident's daily routine.
Other patterns represent transitions between activities or activities that are recognizable but do not appear on the predefined activity list, such as spending extended time in a secondary bedroom that is used for guests or crafts. Using the AD activity discovery algorithm to find patterns in unlabeled data that would otherwise be labeled as "other" increases activity recognition for our smart home datasets by an average of 10 percent. 
Activity-aware applications
The world's population is aging, with the estimated number of people over age 85 expected to triple by 2050. 8 Instead of deploying healthcare reactively, we need innovative and preventive healthcare methods that can be automated and deployed within an individual's own home.
We installed 20 smart homes at an assisted care facility where residents' average age is 85 years. Because the CASAS smart home kit is simple to maintain, we can collect data over multiple years, allowing us to monitor behavioral changes that indicate variations in cognitive or physical health. As Figure 4 shows, the monitored parameters include overall activity level, sleep quality, and time spent on individual activities of interest.
In addition, CASAS can provide users with activity-aware health assistance in the form of prompting them to initiate daily activities such as taking medicine, exercising, or talking to their children. Although many reminder systems exist, few take into account an individual's behavioral patterns to provide context-aware prompts, despite studies indicating that they offer significant advantages over traditional time-based prompts. 9 In the CASAS software, a machine learning algorithm is trained to identify when an individual performs an activity as a function of wall-clock time such as "pick up grandchildren at 2:00 p.m." and as a function of other activity occurrences such as "take medicine with breakfast."
An additional application is supporting energy-efficient behavior in the home. Over the past 40 years, energy consumption has increased at a higher rate than population growth, and buildings are now responsible for 40 percent of total energy usage. 10 By identifying activities occurring in the home and concurrently monitoring whole-home energy usage, we can predict an activity's energy consumption. In addition to providing this information to the home's resident, as Figure 5 shows, the smart home can promote energy-efficient behavior 11 and automate control of selected devices to support more energy-efficient activities.
POPULATION-WIDE FINDINGS
One type of analysis not found in the literature is a population-wide evaluation of resident behavior using smart home data. Although analyzing behavioral features across a larger demographic could benefit researchers in many fields, gathering data at a significant scale has not yet been a practical goal. However, researchers can use CASAS to investigate questions that apply to demographic groups, families, and communities.
As a first step, we consider behavioral properties for the CASAS datasets we have collected. In particular, we want to identify how activity levels vary throughout the day for an entire cohort. We also want to determine how individuals spend their home time in terms of individual activities and how consistent the functions are across the group. Figure 6 shows the results of these two analyses for the 18 smart apartments included in our study. As Figure 6a indicates, a clear pattern exists for the entire group, with low activity levels early in the day but increasing, peaking at midmorning, midafternoon, and early evening. The exact activity levels vary across the population. This variance might be due either to mobility differences or sensor granularity within the home.
In contrast, the variance across the population for time devoted to various activities is much smaller. As Figure 6b shows, the most time is dedicated to sleep, while other activities, such as taking medicine (which is typically quick) and cleaning the home (which might not happen as often as other activities), receive less time.
Larger variances exist for the enter activity (which considers time spent outside the home) and for bed-toilet transitions, which vary dramatically by age, health, and sleep quality.
Conducting such large-scale analyses will provide a valuable tool for understanding behavior that is central to many research fields, including sociology, psychology, and technology development.
A s a next step in our work, we plan to evaluate the ease with which we can incorporate additional sensor modalities such as radio frequency identification and smartphones into the CASAS architecture and to design applications that more extensively utilize device controllers. We also anticipate expanding the data collection to include a greater diversity of resident demographics so that we can perform longitudinal studies. Finally, our future work will focus on designing home automation strategies that provide safe and energy-efficient support of a resident's daily activities. 
