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a b s t r a c t
Let expp(q) denote the number of times the prime number p appears in the prime
factorization of the integer q. The following result is proved: If there is a perfect
1-error correcting code of length n over an alphabet with q symbols then, for every prime
number p, expp(1+ n(q− 1)) ≤ expp(q)(1+ (n− 1)/q).
This condition is stronger than both the packing condition and the necessary condition
given by the Lloyd theorem, as it for example excludes the existence of a perfect code with
the parameters (n, q, e) = (19, 6, 1).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A perfect e-error correcting code of length n is a subset C of a direct product S of sets F1, F2, . . . , Fn,
C ⊆ S = F1 × F2 × · · · × Fn,
with the property that any word x¯ in the direct product is at distance at most e from a unique word of the code C . We will
only be concerned with the so-called Hamming distance d(x¯, y¯), which is defined to be the number of positions in which the
words x¯ and y¯ differ:
d(x¯, y¯) = |{i | xi ≠ yi, i = 1, 2, . . . , n}|,
where x¯ = (x1, x2, . . . , xn) and y¯ = (y1, y2, . . . , yn).
If the size of each set Fi, i = 1, 2, . . . , n, is the same prime power, |Fi| = q = pt , then all parameters (n, q, e) for which
there exist perfect codes are known. The only possible parameters are those of the well-known perfect 1-error correcting
Hamming codes, and the two perfect multiple-error correcting Golay codes; see e.g. [4] for details. This fact was proved in
1973 by Tietäväinen [14] and independently by Zinoviev and Leontiev [9].
The case when q is a non-prime power and e > 1 was studied by Best [1], who showed the non-existence of such codes
for many values of e. The result of Best has been extended by Hong [6] and many other researchers. For a complete and
recent survey of the known results in this area, see [5].
When e = 1 and q is a non-prime power, the question of existence or non-existence is still an open problem. No perfect
codes over non-prime power alphabets have been found, and the non-existence results are rather few; see [5]. It has been
shown by several authors that there will be no perfect code with the parameters (n, q, e) = (7, 6, 1); see, e.g., [7].
The aim of this note is to give a small contribution to the question of the existence of perfect 1-error correcting codes in
the non-prime power case.
We will below assume that Fi = F for i = 1, 2, . . . , n and for a set of symbols F . We will let F n denote the direct product
of n copies of F . A subset C of F n is said to be a q-ary code if |F | = q.
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We first state two well-known necessary conditions for the existence of perfect codes when e = 1.
Let S1(c¯) denote the 1-spherewith radius 1 and center c¯ , i.e., the set of words at distance at most 1 from the word c¯:
S1(c¯) = {x¯ ∈ S | d(x¯, c¯) ≤ 1}.
Simple counting arguments give that, for every word c¯ of S,
|S1(c¯)| = 1+ n(q− 1).
If C is a perfect 1-error correcting q-ary code, then any word of S will be contained in a unique such 1-sphere S1(c¯), for some
c¯ ∈ C , and hence
|C | · (1+ n(q− 1)) = qn.
This is the so-called packing condition, fromwhichwe immediately derive the following necessary condition for the existence
of a perfect 1-error correcting q-ary code of length n:
1+ n(q− 1) divides qn. (1)
Another important and strong necessary condition for the existence of perfect e-error correcting codes is given in the
so-called Lloyd theorem, first proved for binary codes by Lloyd [10] and later for perfect codes over any primepower alphabet
by MacWilliams [11]. Lenstra [8] proved the theorem to be true also in the non-prime power case. When e = 1, the Lloyd
theorem can be formulated so that a necessary condition, the so-called Lloyd condition, for the existence of a perfect 1-error
correcting q-ary code of length n is that the equation
xq− nq+ n− 1 = 0 (2)
has at least one integer solution. So a simple consequence of the Lloyd theorem is that qmust divide n−1 if there is a perfect
1-error correcting q-ary code of length n.
For any prime number p and any integer q = paq′, where p does not divide q′, let
expp(q) = a.
Our main result is the following theorem.
Theorem 1. If there is a perfect 1-error correcting code in the direct product F n, where |F | = q, then, for every prime p,
expp(|S1(c¯)|) ≤ expp(q)

1+ n− 1
q

,
or, equivalently, 1+ n(q− 1) divides q1+(n−1)/q.
With this result, we can exclude the existence of perfect codes in some cases where the packing condition (1) and the
Lloyd condition (2) will not imply non-existence. We give a very explicit example.
Example. When n = 19 and q = 6, we cannot exclude the existence of a perfect code with the parameters (n, q, e) =
(19, 6, 1) by using the packing condition and the Lloyd condition. However, as
exp2(|S1(c¯)|) = exp2(1+ 19 · 5) = 5 > exp2(6)

1+ 19− 1
6

= 4,
the non-existence of a perfect code with these parameters follows from our theorem.
Let us finally also mention that the book [13] gives a very good introduction to the theory of perfect codes in general.
2. A group algebra
We will make use of a group algebra in the proof of our theorem. Let F = Zq, and let C[x1, x2, . . . , xn] denote the set of
polynomials−
t¯∈Fn
at¯x
t1
1 x
t2
2 . . . x
tn
n , t¯ = (t1, t2, . . . , tn),
where the coefficients at¯ are complex numbers. We define a multiplication of monomials in this set by
xt11 x
t2
2 . . . x
tn
n · xs11 xs22 . . . xsnn = xr11 xr22 . . . xrnn ,
where
ri = si + ti(mod q),
for i = 1, 2, . . . , n.
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By using the distributive law, we may extend the above-defined multiplication of monomials to a multiplication of any
two polynomials in the set C[x1, x2, . . . , xn]. If, further, the addition of polynomials is defined by−
t¯∈Fn
at¯x
t1
1 x
t2
2 . . . x
tn
n +
−
t¯∈Fn
bt¯x
t1
1 x
t2
2 . . . x
tn
n =
−
t¯∈Fn
(at¯ + bt¯)xt11 xt22 . . . xtnn ,
then C[x1, x2, . . . , xn]will be a group algebra.
We may also consider C[x1, x2, . . . , xn] as a vector space over the field C of complex numbers of dimension qn, and with
the set of monomials
xt11 x
t2
2 . . . x
tn
n , (t1, t2, . . . , tn) ∈ F n,
as a set of basis vectors for this vector space.
We will now define another set of basis vectors, a set of polynomials that in some sense can be regarded as a set of
mutually orthogonal polynomials.
Let ϑ be any primitive q-th root of unity. For example, we may let
ϑ = ei 2πq = cos 2π
q
+ i sin 2π
q
.
For each t¯ ∈ F n, let
yt¯(x¯) = 1qn
n∏
i=1
(1+ ϑ−tixi + ϑ−2tix2i + ϑ−3tix3i + · · · + ϑ−(q−1)tixq−1i ),
where x¯ = (x1, x2, . . . , xn), and note that the product
(1+ ϑ−tixi + ϑ−2tix2i + · · · + ϑ−(q−1)tixq−1i ) · (1+ ϑ−sixi + ϑ−2six2i + · · · + ϑ−(q−1)sixq−1i )
equals
(1+ ϑ si−ti + ϑ2(si−ti) + · · · + ϑ (q−1)(si−ti)) · (1+ ϑ−sixi + ϑ−2six2i + · · · + ϑ−(q−1)sixq−1i ).
For any integer m, such that q does not divide m, the complex number ϑm is a q:th root of unity distinct from 1, and hence
ϑm will be a zero of the polynomial
1+ x+ x2 + · · · + xq−1.
For any two elements s and t of Zq, we thus get that
1+ ϑ s−t + ϑ2(s−t) + · · · + ϑ (q−1)(s−t) =

0 if s ≠ t,
q if s = t. (3)
The above calculations show that the following relation holds for any two polynomials yt¯(x¯) and ys¯(x¯), t¯, s¯ ∈ F n:
yt¯(x¯) · ys¯(x¯) =

yt¯(x¯) if t¯ = s¯,
0 else. (4)
By using the above relation, it is easy to prove that the set of polynomials yt¯(x¯), t¯ ∈ F n, constitutes a basis for the vector
space C[x1, x2, . . . , xn]. Namely, assume that there is a linear relation,−
t¯∈Fn
λt¯yt¯(x¯) = 0,
for these polynomials. If we multiply both the left-hand side and the right-hand side of the above equality with any of these
polynomials ys¯(x¯), then, from relation (4), we get that
λs¯ys¯(x¯) = 0.
Hence, the number λs¯ must be equal to zero, for each s¯ ∈ F n.
To any subset A of the direct product F n we may associate a polynomial A(x¯) of the group algebra C[x1, x2, . . . , xn] by
A(x¯) =
−
a¯∈A
xa11 x
a2
2 . . . x
an
n .
The definition of multiplication in the group algebra C[x1, x2, . . . , xn] gives that, for any two subsets A and E of F n,
A+ E = B ⇐⇒ A(x¯)E(x¯) = B(x¯),
if we allow B to be a multiset.
The next lemma will be the essential ingredient in the proof of our theorem.
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Lemma 1. If the set C is a 1-error correcting perfect code in the direct product Znq , and C(x¯) has the expansion
C(x¯) =
−
t¯∈Fn
αt¯yt¯(x¯),
then
αt¯ =
|C | if t¯ = 0¯,
0 if w(t¯) ∉ {0, n− (n− 1)/q}.
(The weight of a word x¯ is the number of non-zero coordinate positions, and is denoted by w(x¯).)
The lemma is an easy consequence of the results in [2], where a similar approach to perfect codes in general was studied.
However, to make this note self-contained, we include a proof of the lemma.
Proof. If the set C is a perfect 1-error correcting code, then, as C + S1(0¯) = F n,
C(x¯)S1(0¯)(x¯) = F n(x¯) = qny0¯(x¯). (5)
Let S1(0¯)(x¯) have the following expansion:
S1(0¯)(x¯) =
−
t¯∈Fn
βt¯yt¯(x¯). (6)
From the relations (4) and (5), we then get that
αt¯βt¯ =

qn if t¯ = 0¯,
0 else. (7)
We now calculate the coefficientsβt¯ , t¯ ∈ F n, in the expansion (6) of S1(0¯)(x¯).We regard Eq. (6) as an equality for polynomials
in the variables x1, x2, . . . , xn over the field of complex numbers. Thus, wewill still have an equality in Eq. (6) if we substitute
some of these variables with complex numbers. By using relation (3), we observe that the following fact must be true:
yt¯(ϑ s1 , ϑ s2 , . . . , ϑ sn) =

0 if s¯ ≠ t¯,
1 if s¯ = t¯, s¯ = (s1, s2, . . . , sn). (8)
Hence, to calculate a coefficient βt¯ , where t¯ = (t1, t2, . . . , tn), in relation (6), we just substitute xi = ϑ ti , for i = 1, 2, . . . , n.
These calculations might be simplified by the fact that the polynomial S1(0¯)(x¯) equals
S1(0¯)(x¯) = (1− n)+
n−
i=1
(1+ xi + x2i + · · · + xq−1i ).
We thus get from Eq. (3) that
βt¯ = (1− n)+ q(n− w(t¯)).
So, finally, we get from Eq. (7) that
α0¯ =
qn
β0¯
= q
n
1+ n(q− 1) = |C |, (9)
and that
αt¯ ≠ 0 H⇒ (1− n)+ q(n− w(t¯)) = 0.
The lemma is proved. 
Remark 1. One can reasonably easily show that the condition in the above lemma is also sufficient for a set C to be a perfect
code.
Remark 2. The above relation also implies the Lloyd theorem in the case of 1-error correcting codes, as we cannot have
αt¯ = 0 for all t¯ ≠ 0¯.
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3. Proof of the theorem
Consider the equality
C(x¯) =
−
t¯∈Fn
αt¯yt¯(x¯) (10)
as an equality for polynomials in the variables x1, x2, . . . , xn over the field of complex numbers. If we let
xi =

1 for i = 1, 2, . . . , 1+ (n− 1)/q,
0 else,
then the left-hand side of equality (10) will be equal to the number of words c¯ = (c1, c2, . . . , cn) of C such that ci = 0 for
2+ (n− 1)/q ≤ i ≤ n; i.e.,
C(1, 1, . . . , 1, 0, 0, . . . , 0) = |{c¯ ∈ C | supp(c¯) ⊆ {1, 2, . . . , 1+ (n− 1)/q}}|.
From observation (8), and with the above-described substitution, we get that
yt¯(1, 1, . . . , 1, 0, 0, . . . , 0) =
0 if supp(t¯) ∩

1, 2, . . . , 1+ n− 1
q

≠ ∅,
q1+(n−1)/q else.
As C is a perfect 1-error correcting code, we know from Lemma 1 that
αt¯ ≠ 0 H⇒ w(t¯) = n− n− 1q .
Hence,
αt¯ ≠ 0 H⇒ supp(t¯) ∩ {1, 2, . . . , (n− 1)/q, 1+ (n− 1)/q} ≠ ∅,
and thus the right-hand side of equality (10), with the above substitution, will be equal to
α0¯ ·
1
qn
· q1+(n−1)/q.
From Eq. (9), we thus deduce that
C(1, 1, . . . , 1, 0, 0, . . . , 0) = q
n
|S1(0¯)|
· 1
qn
· q1+(n−1)/q = q
1+(n−1)/q
|S1(0¯)|
.
As C(1, 1, . . . , 1, 0, 0, . . . , 0) is an integer, this proves the theorem.
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