In a previous paper ͑paper I͒, we derived a set of near-optimal signal detection techniques for gravitational wave detectors whose noise probability distributions contain non-Gaussian tails. The methods modify standard methods by truncating or clipping sample values which lie in those non-Gaussian tails. The methods were derived, in the frequentist framework, by minimizing false alarm probabilities at fixed false detection probability in the limit of weak signals. For stochastic signals, the resulting statistic consisted of a sum of an autocorrelation term and a cross-correlation term; it was necessary to discard ''by hand'' the autocorrelation term in order to arrive at the correct, generalized cross-correlation statistic. In the present paper, we present an alternative derivation of the same signal detection techniques from within the Bayesian framework. We compute, for both deterministic and stochastic signals, the probability that a signal is present in the data, in the limit where the signal-to-noise ratio squared per frequency bin is small, where the signal is nevertheless strong enough to be detected ͑integrated signal-to-noise ratio large compared to 1͒, and where the total probability in the non-Gaussian tail part of the noise distribution is small. We show that, for each model considered, the resulting probability is to a good approximation a monotonic function of the detection statistic derived in paper I. Moreover, for stochastic signals, the new Bayesian derivation automatically eliminates the problematic autocorrelation term.
I. INTRODUCTION AND SUMMARY
Most of the literature on gravitational-wave data analysis assumes that the detector noise is Gaussian. However, significant non-Gaussian tails have been a characteristic feature of the noise distributions in all gravitational wave detectors constructed to date. Standard detection strategies for both deterministic and stochastic signals, which were designed under the assumption of Gaussian noise, perform more poorly when non-Gaussian noise is present.
In a previous paper in this series ͓1͔ ͑henceforth paper I͒, we developed a new set of statistical signal-processing techniques to search for deterministic and stochastic gravitational waves in detector data. These techniques are robust, meaning that they will work well even if the detector noise is not Gaussian but falls into a broader statistical class that we expect includes realistic detectors. These new methods are similar to the older ones: one constructs matched filters to search for known waveforms or cross-correlates the instrument outputs at the different detector sites to search for a stochastic background. The essential difference is that the statistics are modified by truncation: detector samples that fall outside the central Gaussian-like part of the sample distribution are excluded from ͑or saturated when constructing͒ the measurement statistic. For both deterministic and stochastic signals, a robust statistic was found which performs better than the optimal linear filter in the case where the detector noise is non-Gaussian, and almost as well in the Gaussian-noise case. Alternative methods for dealing with non-Gaussian noise for stochastic signals have been explored by Klimenko and Mitselmakher ͓2͔. In paper I, we derived the statistics using the frequentist criterion of minimizing false alarm probabilities at fixed false detection probabilities in the limit of weak signals. In the present paper, we present an alternative derivation of the same signal detection techniques from within the Bayesian framework.
We start in Sec. II by reviewing the foundations of the two different approaches to determining detection statistics used in paper I and this paper. We review the locally optimal criterion used in paper I in Sec. II A. In Sec. II B we explain how Bayesian considerations lead to a unique choice of detection statistic, as discussed by Finn ͓3͔. In Secs. III and IV of the paper, we compute, for a variety of different models and sets of assumptions, that unique Bayesian statistic. We show that for each case considered, the Bayesian statistic is equivalent to the statistics derived in paper I, in the sense that the false alarm versus false dismissal curves of the two statistics coincide to a good approximation.
The equivalence between the two types of statistic is valid only under certain approximations, discussed below. Under those approximations, the Bayesian statistics which we obtain are equivalent to a particular type of maximum likelihood statistic described in Refs. ͓4,5͔. That type of maximum likelihood statistic differs from the type of maximum likelihood statistic considered previously in gravitational wave data analysis in its treatment of noise parameters.
Section III deals with known, deterministic signals. In Sec. III A we consider the case of a known signal of unknown amplitude, incident on a single detector with white, Gaussian noise, where the noise variance is assumed to be known. For that case the Bayesian statistic is shown to be equivalent to the standard matched filtering statistic. Section III B generalizes this analysis by allowing the noise variance to be an unknown parameter, to be measured from the data; the same result is obtained. In Secs. III C and III D we consider the cases of white and colored non-Gaussian detector noise. For both of these cases we show that the Bayesian statistic is equivalent to the corresponding locally optimal statistic derived in paper I.
In Sec. IV we give a similar analysis of stochastic signals. In Sec. IV A we compute the Bayesian statistic for the case of a white stochastic signal, and of two co-aligned detectors with white Gaussian noise, where the noise variance is assumed to be known. The maximum likelihood statistic for this case was previously computed, in a more general context, by Finn and Romano ͓6͔. In this case we recover the result of Finn and Romano: the optimal statistic is not the standard cross-correlation statistic, but instead is a sum of the cross-correlation statistic and extra autocorrelation terms. In Sec. IV B we show that, under the more realistic assumption where the noise variances are taken to be unknowns to be determined from the data, then the standard crosscorrelation statistic is recovered. Finally, in Sec. IV C we consider two detectors with white, non-Gaussian noise, and we re-derive the generalized cross-correlation statistic of paper I. Section V contains a short conclusion and summary.
II. FOUNDATIONS
We denote the output of a set of gravitational wave detectors by a vector x, with xϭnϩs.
͑2.1͒
Here n is the detector noise, and s is a possibly present gravitational wave signal. We can write
where ⑀ is a parameter governing the signal strength, and the magnitude of ŝ is fixed. As in paper I, we shall be specializing to weak signals and using an expansion in powers of ⑀ about ⑀ϭ0 throughout this paper.
A. Frequentist signal detection
A key quantity is the probability distribution for x given ⑀, p(x͉⑀). This quantity can be used to compute the performance of detection statistics in the frequentist framework. Suppose one is given a statistic ⌫ϭ⌫͑x͒, ͑2.3͒ which characterizes the performance of the statistic. In paper I we showed that there is a unique statistic ⌳ (1) (x) which minimizes d␤/d⑀ at ⑀ϭ0 for fixed ␣, defined by the expansion
This statistic therefore has the best false-dismissal versus false-alarm curve for weak signals. ͓If ⌳ (1) (x) vanishes identically, then ⌳ (2) (x) is the unique statistic that minimizes d 2 ␤/d⑀ 2 at ⑀ϭ0 for fixed ␣.͔ We applied this class of detection statistics ͑called locally optimal statistics ͓8͔͒ to a variety of different gravitational-wave signal detection problems.
B. Bayesian signal detection
In the Bayesian framework, the probability P
(1) that a signal is present in the data is given
1Ϫ P
,
͑2.8͒
where P (0) is the a priori probability that a signal is present, and ⌳(x) is the likelihood ratio. In the literature on Bayesian statistics ⌳(x) is called a Bayes factor. The Bayesian framework uniquely determines a detection criterion, which is to threshold on the probability P (1) that a signal is present. From Eq. ͑2.8͒ it is clear that P
(1) is a monotonic function of ⌳(x), so one can equivalently threshold on ⌳(x). Thus, an optimal detection statistic is uniquely determined in the Bayesian framework; however, that statistic does depend on choices of prior probability distributions.
We now describe how the likelihood ratio is computed. It is given by the formula
where p (0) (⑀) is the prior probability distribution for the signal strength ⑀, and
Suppose that the noise n is described by a probability distribution p n (n), and the signal s by a signal distribution p s (s͉⑀). Then it follows from Eq. ͑2.1͒ that
The formula ͑2.10͒ can therefore be written as
The formula for ⌳(x,⑀) becomes more complex when there are unknown signal and/or noise parameters present. Suppose the signal distribution depends on some parameters s in addition to the signal amplitude ⑀, which themselves are distributed according to a prior probability distribution p s ( s ͉⑀). Then the signal distribution p s (s͉⑀) can be expanded as
where p s (s͉⑀, s ) is the distribution for s given both ⑀ and s . Similarly suppose that the noise distribution contains unknown parameters n , whose a priori distribution is p n ( n ). Then the noise distribution can be expanded as
Inserting the expansions ͑2.13͒ and ͑2.14͒ into Eq. ͑2.12͒ gives the final expression for the likelihood function:
Equations ͑2.9͒ and ͑2.15͒ are the foundational equations that we will use throughout this paper to compute the likelihood ratio ⌳(x). A key feature of this formalism is that the noise parameters n are treated as unknowns, to be measured from the detector data along with the gravitational wave signal, rather than being treated as known a priori. That feature underlies the elimination of the autocorrelation terms encountered in paper I in the case of a stochastic gravitational wave background.
In the next few sections we will revisit several of the signal detection problems considered in paper I. In each case, we will show that ⌳(x) is, to a good approximation, a monotonic function of the locally optimal detection statistic derived in paper I. Since a monotonic function of a detection statistic has the same false alarm versus false dismissal curve as the original statistic, it follows that in each case the uniquely determined Bayesian statistic ⌳(x) is equivalent to the statistic computed in paper I. Note, however, that the equivalence only applies at the level of choosing the detection statistic, and not at the level of specifying thresholds. The Bayesian and frequentist approaches lead to different detection thresholds for a given specified significance level; see, for example, the discussion in Sec. III C of Ref.
͓7͔.
In deriving the formulas for the likelihood ratio ⌳(x), we shall invoke a number of different approximations. In assessing the validity of those approximations, we shall be concerned only with their effect on the false alarm versus false dismissal curve of the statistic. In other words, the approximations might be very inaccurate for computing the value of ⌳(x), but might nevertheless be very accurate in the sense that they have only a small effect on the false alarm versus false dismissal curve. ͓We do need to compute accurate numerical values of ⌳(x), since we are not concerned here with computing detection thresholds.͔ We shall use the notation
to mean that the false alarm versus false dismissal curves of the statistics ⌳ 1 (x) and ⌳ 2 (x) are approximately the same.
III. DETERMINISTIC SIGNALS

A. Single detector, white Gaussian noise, known variance
We first treat the simple case where we are looking for a signal s, in a single detector, whose values in the time domain are ͓12͔ s j ϭ⑀ŝ j .
͑3.1͒
We assume that the quantities ŝ j are known and fixed, so that the only unknown parameter characterizing the signal is its amplitude ⑀, which can be positive or negative. Without loss of generality we can choose the normalization so that
We assume that the detector noise is white and Gaussian with zero mean and unit variance. Then, as shown in paper I, the distribution for the data x given ⑀ is
Inserting this formula into Eq. ͑2.10͒ gives
where
is the standard matched filtering statistic. Combining this with Eq. ͑2.9͒ gives for the likelihood ratio
Now the quantity ͉⑀ (x)͉ is effectively the signal-to-noise ratio. Let us assume that we are in the relevant regime where the signal is detectable with high confidence, so that exp͓⑀ ͑ x͒ 2 /2͔ӷ1.
͑3.7͒
Let us also assume that the prior distribution p (0) (⑀) is slowly varying and does not strongly constrain the possible values of ⑀. Then, we can approximately evaluate the integral ͑3.6͒ using the Laplace approximation to obtain
Finally, we argue that we can neglect the dependence on x of the factor p (0) ͓⑀ (x)͔ in the expression ͑3.8͒. The reason is that the prior distribution p (0) (⑀) is a slowly varying function of ⑀, and so this factor has a much weaker dependence on x than the exponential factor in the regime ͑3.7͒. Therefore, dropping the factor p (0) ͓⑀ (x)͔ will have a negligible effect on the false alarm versus false dismissal curve of the statistic. In this approximation we see that ⌳(x) is a monotonic function of the standard detection statistic ͉⑀ (x)͉,
as claimed ͓13͔.
We remark that there is a key technical difference between the above computation and the corresponding computation in Sec. II A of paper I. The Bayesian computation presented here requires expanding the quantity ln ⌳(x,⑀) to second order in ⑀ about ⑀ϭ0 ͓Eq. ͑3.4͒ above͔, whereas in paper I it sufficed to compute ln ⌳(x,⑀) to linear order in ⑀ ͓Eqs. ͑2.3͒ and ͑2.5͒ of paper I͔. This difference is a common feature of all of our subsequent computations.
B. Single detector, white Gaussian noise, unknown variance
We now add one additional complication to the analysis, by taking the noise variance to be an unknown constant .
We define an inner product ͗,͘ on the space of signals by ͗x,y͘ϵ ͚ j x j y j .
͑3.10͒
Note that this is not the standard inner product used in discussions of matched filtering, which incorporates a weighting factor of Ϫ2 . We define the statistic (x) by
where N is the number of data points; this is the conventional estimator of . We also define the quantity by
which from the normalization condition ͑3.2͒ is the conventional signal to noise ratio. The corresponding estimator is
The conventional matched filtering statistic is 1 ͗x,ŝ͘,
͑3.14͒
and if we replace the noise variance by its estimator (x) we obtain the statistic
͗x,ŝ͘.
͑3.15͒
We shall show below that the likelihood ratio ⌳(x) is to a good approximation equivalent to the conventional statistic ͑3.15͒. The noise distribution given is taken to be
The full noise distribution is ͓cf. Eq. ͑2.14͒ above͔
where p () is the prior probability distribution for . Inserting Eq. ͑3.17͒ into Eq. ͑3.16͒ and using the definition ͑3.11͒ we obtain
͑3.19͒
We can approximately evaluate the integral ͑3.18͒ in the limit where N is large. The function ⌶() can be expanded about its local minimum at ϭ as
͑3.20͒
Using this expansion we obtain
͑3.21͒
We assume that p () is slowly varying, and so have neglected in Eq. ͑3.21͒ a fractional error of order the fractional change in p n over an interval of width /ͱN. We next insert the formula ͑3.21͒ for the noise distribution into the expression ͑2.12͒ for the likelihood ratio, using
The result is
To obtain the second line we used Eqs. ͑3.2͒ and ͑3.11͒.
Expanding the logarithm to second order in ⑀, we can reexpress this as
Before proceeding further with the computation of the likelihood ratio, we clarify the domain of validity of the weak signal expansion ͑expansion in powers of ⑀) used in going from Eq. ͑3.24͒ to Eq. ͑3.25͒. We will estimate the expected sizes and the scale of statistical fluctuations in the two terms appearing in the argument of the logarithm in Eq. ͑3.24͒; the expansion will be good when both of these terms and their fluctuations are small compared to unity. For the purpose of making these estimates we can identify and , and , , and 1 .
We can compute the expected value and variance of the statistic ͗x,x͘ using Eqs. ͑2.1͒, ͑2.2͒ and ͑3.16͒, which gives ͗x,x͘ϳ͑N
The notation here is that the first term gives the expected value, and the second term gives an estimate of the statistical fluctuations. We can rewrite this formula in terms of the signal-to-noise ratio ϭ⑀/ as ͗x,x͘ϳN
Similarly we have ͗x,ŝ͘ϳ⑀Ϯ.
͑3.30͒
We assume that Nӷ1 and that տ1. 
͑3.34͒
Thus, the approximation breaks down in this regime. We now return to computing the likelihood ratio ⌳(x). We can approximately evaluate the integral ͑3.25͒ using the Laplace approximation to obtain
This approximation will be good whenever the exponential factor in Eq. ͑3.35͒ is large, which it will be in the regime where the signal is detectable ͑see below͒, and when the prior probability distribution p (0) (⑀) is slowly varying. Using Eqs. ͑3.11͒, ͑3.15͒, ͑3.26͒ and ͑3.27͒, we can write the exponential factor as
͑3.37͒
where the function g is given by g(x)ϭx/(1Ϫ2x). Since we are in the regime 2 /NӶ1, the argument of the function g is small, and we can replace g( 1 2 /N) by 1 2 /N. This gives, using Nӷ1,
͑3.38͒
Finally, we argue as before that in the regime exp͓ 2 /2͔ӷ1 where the signal is detectable, the dependence on x of all the other factors in Eq. ͑3.38͒ can be neglected in comparison to the exponential factor, assuming that the prior distributions are slowly varying. This gives
as claimed. Our final answer ͑3.39͒ is essentially the same as the answer ͑3.9͒ obtained when the noise variance is assumed to be known. Therefore, treating as an unknown parameter rather than as a fixed, known parameter does not make much difference in this case. However, we will see below for the case of stochastic signals that treating the properties of the noise distribution as unknowns does have a significant effect on the analysis, and that the correct answer is obtained only when those properties are treated as unknowns.
We end this subsection by recapitulating the various approximations and assumptions we have invoked:
͑i͒ The large N approximation Nӷ1. ͑ii͒ The assumption that we are in the regime where the signal is detectable, exp( 2 /2)ӷ1. This is necessary for evaluating the integral over ⑀ to obtain Eq. ͑3.35͒, and also for the validity in neglecting the prefactors in deriving Eq. ͑3.39͒. From a practical point of view the assumption exp( 2 /2)ӷ1 is not a serious restriction, as it does not matter how our statistics perform in the regime exp( 2 /2)ϳ1 where signals are not detectable.
͑iii͒ The assumption that the prior probability distributions p (0) (⑀) and p () are slowly varying. ͑iv͒ We have clarified the ''weak signal'' assumption of paper I; it is the assumption that the signal-to-noise ratio squared per data point is small, 2 /NӶ1. This requirement ensures that the presence of the signal does not significantly bias the estimate ͑3.11͒ of the noise variance. In practice we can always choose segments of data large enough to satisfy this assumption.
C. Single detector, white non-Gaussian noise
We now turn to the case where the noise has a known, non-Gaussian distribution. In this subsection we follow Sec. II A of paper I, and assume that the noise samples in the time domain are statistically independent but identically distributed, with a known distribution. We can write the noise probability distribution as
͑3.40͒
We assume that the probability distribution e Ϫ f (x) has a central Gaussian region ͉x͉Ͻx b in which
which contains most of the probability, and a tail region ͉x͉ уx b containing a total probability p tail with p tail Ӷ1.
As before, the signal is assumed to be known up to an overall amplitude parameter. From Eqs. ͑2.11͒ and ͑3.22͒ we obtain the following modified version of Eq. ͑3.3͒:
and inserting this into Eqs. ͑2.9͒ and ͑2.10͒ gives
͑3.43͒
Expanding to second order in ⑀ gives
͑3.44͒
͑3.46͒
Evaluating the integral over ⑀ using the same types of arguments as in Sec. III B gives
͑3.47͒
Now the statistic â (x) is the locally optimal statistic computed in paper I ͓Eq. ͑2.9͒ of paper I͔. Therefore it remains to show that we can neglect the x dependence of the factor b (x) in the argument of the exponential in Eq. ͑3.47͒.
We can split the sum ͑3.46͒ into contributions from the Gaussian region and from the tail. Using the fact that f Љ(x) ϭ1/ 2 in the Gaussian region, we obtain
Most of the values of x j will fall in the central Gaussian region, since x j ϭn j ϩ⑀ŝ j , and ⑀ŝ j Ӷ for each individual j ͓14͔. Since ͚ j ŝ j 2 ϭ1, the first term gives 1/(2 2 ), up to fractional corrections of order p tail . Similarly the second term will be bounded above by ϳp tail /(2 2 ), since f Љ(x) will be smaller in the tails than in the central Gaussian region. We conclude that
It follows in particular that the x-dependent fluctuations in b (x) are smaller than its expected value by a factor of p tail Ӷ1, and therefore we can neglect the x dependence of b (x) in Eq. ͑3.47͒, as required.
D. Single detector, colored non-Gaussian noise
We next consider the model of colored, non-Gaussian noise of Sec. II B of paper I, where each frequency bin is assumed to be statistically independent. This is given by
where the volume element is understood to be
͑3.51͒
Here
are the components of the discrete Fourier transform of the time domain samples n j . The quantities P k describe the noise spectrum. For each frequency bin k, the function g k (x) is arbitrary except for the normalization conditions
and the requirement that g k (x)ϭx in a central Gaussian region containing most of the probability. By paralleling the analysis of Sec. III C, we again arrive at the formulas ͑3.44͒ and ͑3.47͒, where now the statistics â (x) and b (x) are given by
͑3.55͒
As before, the statistic â (x) coincides with the locally optimal statistic derived in paper I ͓Eq. ͑2.21͒ of paper I͔, and it suffices to show that the x dependence of the factor b (x) can be neglected in Eq. ͑3.47͒. We evaluate the sums in Eq. ͑3.55͒ by splitting them into Gaussian and tail contributions as before. Since g k Ј(x)ϭ1 in the Gaussian region, the first term in Eq. ͑3.55͒ yields 2 ͚ k ͉s k ͉ 2 / P k ͓1ϩO( p tail )͔. Also the second term is proportional to p tail since g k Љ(x) vanishes in the Gaussian region. Thus we obtain
and the rest of the argument follows as before.
E. Signals with unknown parameters
We now generalize the analysis of the preceding subsections by allowing the signals to depend on additional parameters other than the overall amplitude parameter ⑀. Thus the result is to take the statistics previously derived and to maximize over the signal parameters. Such a maximization is the standard thing to do for linear matched filtering; the above argument indicates that it is also the appropriate procedure for the more general class of locally optimal statistics.
IV. STOCHASTIC SIGNALS
The standard method of detecting a stochastic background is to compute a cross-correlation between two different instruments ͓9͔; see Ref. ͓10͔ for a detailed description. In Sec. IV A below we compute the likelihood ratio ⌳(x) for the simplest case of a white stochastic signal, and of two coaligned detectors with white Gaussian noise, where the noise variance is assumed to be known. For this case we do not recover the standard cross-correlation statistic, but instead we obtain a statistic with extra autocorrelation terms. That statistic was first derived and has been investigated in detail in a more general context by Finn and Romano ͓6͔. We then argue that it is unrealistic to take the noise variances to be known parameters. In Sec. IV B we show that, when the noise variances are taken to be unknowns to be determined from the data, then the likelihood ratio ⌳(x) is to a good approximation equivalent to the standard cross-correlation statistic. This computation is again in the simple context of coincident aligned detectors with white noise. The computation of Sec. IV B is a simplified version of the computation in Appendix A of Ref.
͓11͔.
We then turn to non-Gaussian noise models. In paper I, we derived a generalized cross-correlation ͑GCC͒ statistic appropriate for non-Gaussian noise, which is a modification of the standard cross-correlation statistic. In Sec. IV C below we re-derive that statistic using the Bayesian approach.
A. Two coincident co-aligned detectors, white Gaussian noise, known variances
The output of the pair of detectors is xϭ(x 1 ,x 2 ), where
is the output of the first detector, and
is the output of the second. We assume, for simplicity, that the noise in each detector is white and Gaussian with unit variance:
with a similar equation for the second detector. We assume that the stochastic background signal is also white and Gaussian with variance ⑀:
where ⑀у0. As in earlier sections, ⑀ parametrizes the signal strength, and we will be using a weak signal expansion of expanding in powers of ⑀ about ⑀ϭ0. By inserting the distributions ͑4.3͒ and ͑4.4͒ into the formulas ͑2.11͒ and ͑2.14͒ we obtain
͑4.5͒
where ⌶͑⑀,x͒ϭ2 ln͑2 ͒ϩln͓1ϩ2⑀͔
and where
The statistic ⑀ is the standard cross-correlation statistic.
Before proceeding further we discuss the validity of the weak signal approximation in the context of a stochastic background signal. Suppose that a stochastic background is present and just barely detectable by cross-correlating between the two detectors. Then we have ⑀ ϳ1/ͱN. In the context of ground based detectors such as the Laser Interferometric Gravitational Wave Observatory ͑LIGO͒, when this analysis is generalized to colored noise, N is replaced by the product T⌬ f , where T is the observation time and ⌬ f is the effective bandwidth in the usual formula for the signal-tonoise ratio ͓Eq. ͑1.2͒ of Ref. ͓11͔͔. Using the estimates T ϳ1/3 year and ⌬ f ϳ50 Hz we find
Therefore in all our analyses it will be sufficient to work to first order in ⑀ . The approximation would only break down if ⑀ ϳ1, that is, if the stochastic background could be seen in a single detector, which is thought to be very unlikely. We define the statistics d 1 and d 2 by
͑4.12͒
Now ͗ 1 2 ͘ϭ1ϩ⑀, so the quantities d 1 and d 2 will be small;
We now insert Eqs. ͑4.11͒ and ͑4.12͒ into the formula ͑4.6͒ for the function ⌶. We expand to second order in ⑀, ⑀ , d 1 , and d 2 , treating these quantities as formally all of the same order. We then insert the result into Eqs. ͑2.9͒, ͑2.10͒, and ͑4.5͒, which yields
Evaluating the integral over ⑀ using the same types of arguments as in previous sections gives, using p (0) (⑀)ϭ0 for ⑀ Ͻ0,
Here ⌰ is the step function. If follows by the same type of arguments as before that
Our final result identifies the statistic ⑀ b as the optimal detection statistic; see Ref. ͓6͔ for a more general version of this statistic. From Eq. ͑4.15͒ this statistic is not the standard cross-correlation statistic ⑀ , but instead contains the autocorrelation terms 1 2 Ϫ1 and 2 2 Ϫ1. The interpretation of these terms is that it is possible, under the assumptions of this subsection, to measure the stochastic background signal with just one detector. If the detector's noise variance is known, then one can just measure the variance of the detector's output and subtract the known noise variance to reveal the stochastic background contribution.
Of course, in reality, the noise in detectors is not known a priori, and is measured from the data. In particular, there is no way that the detectors noise can be known beforehand to a fractional accuracy of 10 Ϫ4 . Therefore we have to generalize the preceding analysis by allowing the noise variances to be unknown parameters.
B. Two coincident co-aligned detectors, white Gaussian noise, unknown variances
We assume that the noise in each detector is white and Gaussian with variances 1 and 2 . We replace Eq. ͑4.3͒ with
with a similar equation for the second detector. The prior distribution for the parameters 1 , 2 will be written as p ( 1 , 2 ). By inserting the distributions ͑4.17͒ and ͑4.4͒ into the formulas ͑2.11͒ and ͑2.14͒ we obtain
͑4.18͒
where the function ⌶ is now given by
͑4.19͒
To evaluate the integral over 1 and 2 in Eq. ͑4.18͒, we make a change of variables to variables f 1 , f 2 defined by
and 2 2 ϩ⑀ϭ f 2 2 2 2 .
͑4.21͒
We also define the rescaled variables
We expand ⌶ to second order around its local minimum at
Here ⌬ f 1 ϭ f 1 Ϫ1, ⌬ f 2 ϭ f 2 Ϫ1, and ⌬␣ϭ␣Ϫ␣ . At fixed ␣, ⌶ is minimized at
We now perform the Gaussian integral over 1 , 2 or f 1 , f 2 , which gives
Here 1b (⑀) is the value of 1 at the peak ͑4.24͒ of the integrand, given from Eqs. ͑4.20͒ and ͑4.24͒ by 1b 2 ͑ ⑀͒ϭϪ⑀ϩ ͫ 1ϩ
and similarly for 2b (⑀). The factor J(⑀) is a Jacobian factor given by
where f 1 and f 2 are given in terms of ⑀ by Eqs. ͑4.22͒ and ͑4.24͒. We next insert the result ͑4.25͒ for p(x͉⑀) into Eqs. ͑2.9͒ and ͑2.10͒. The result is
Finally, integrating over ⑀ gives
͑4.29͒
and invoking the arguments of Secs. III A and III B above for neglecting the prefactors gives
Thus, in the limit ␣ Ӷ1, ⌳(x) is equivalent to the usual cross-correlation statistic ⌰(␣ )␣ defined by Eqs. ͑4.7͒, ͑4.8͒, ͑4.9͒, and ͑4.22͒. We end this subsection by recapitulating the various approximations necessary to obtain the result:
͑i͒ The large N approximation Nӷ1, necessary for the validity of the Laplace approximation in integrating over 1 , 2 .
͑ii͒ The assumption that we are in the regime where the signal is detectable, exp͓N␣ 2 /2͔ӷ1. This is necessary for the evaluation of the integral over ⑀ in Eq. ͑4.28͒, and for neglecting the prefactors in deriving Eq. ͑4.30͒.
͑iii͒ The assumption, as before, that the prior probability distributions p (0) (⑀) and p ( 1 , 2 ) are slowly varying.
͑iv͒ The weak signal approximation ␣ Ӷ1, which will be satisfied unless the stochastic background contribution to the output of one of the detectors becomes comparable to the noise in that detector. As discussed above, for signal strengths at the margin of detectability, and for several month searches for a stochastic background with ground based interferometers, we have ␣ ϳ10
Ϫ4 .
C. Two coincident, co-aligned detectors, white non-Gaussian noise
We next turn to the non-Gaussian noise model of Sec. III A of paper I. The noise in each detector is assumed to be white, with each sample statistically independent and identically distributed, so that
However, it is clear that we cannot assume that the noise distributions e Ϫ f 1 and e Ϫ f 2 in each detector are known in advance. Otherwise, as explained in Sec. IV A, the analysis would predict that one can measure the stochastic background in a single detector by measuring the noise distribution and subtracting from it the ''known'' noise distribution.
Therefore, in this subsection, we will allow the functions f 1 (x) and f 2 (x) to be arbitrary except for the normalization conditions
Formally, there are an infinite number of parameters to specify to determine the functions f 1 and f 2 . However, in practice these distributions will be measured as histograms, determined by a finite set of numbers or parameters. We identify this finite set of parameters with the noise parameters n of Eq. ͑2.14͒. We rewrite Eq. ͑2.14͒ as
͑4.33͒
Here for simplicity we have used a functional or path integral notation for the integral over the noise parameters ͑even though the integral is only over a finite number of parameters͒. In Eq. ͑4.33͒, p f ͓ f 1 , f 2 ͔ is the prior probability density functional for the functions f 1 and f 2 , and p n (n 1 ,n 2 ͉ f 1 , f 2 ) is given by the expression on the right hand side of Eq. ͑4.31͒. The probability distribution p f ͓ f 1 , f 2 ͔ encodes our assumption that the noise distributions will have central Gaussian regions, with unknown variances 1 and 2 , and arbitrary tail regions containing a small fraction p tail of the total probability.
We now insert the distributions ͑4.4͒ and ͑4.33͒ into Eqs. ͑2.11͒ and ͑2.14͒ and expand to second order in ⑀. The result is
where and as before we can neglect the prefactors to give
Now the statistic ⌶ 1 ͓ f 1 , f 2 ͔ defined by Eqs. ͑4.45͒ and ͑4.46͒ coincides with the locally optimal statistic obtained in paper I ͓Eq. ͑3.8͒ of paper I, specialized to a white stochastic background͔, except for the following modification. One first measures the noise probability distributions in each detector separately ͓cf. Eq. ͑4.46͔͒. Then, one computes the generalized cross-correlation statistic ͑4.45͒ using those distributions and the measured data. From Eq. ͑4.51͒, we see that ⌳(x) will be approximately equivalent to the locally optimal statistic ⌶ 1 ͓ f 1 , f 2 ͔ if the statistic ⌶ M 2 ͓ f 1 , f 2 ͔ has a weak dependence on the data x. To establish this, consider the limit p tail →0, where p tail Ӷ1 is the total probability in the noise distribution tails. In that limit our assumptions imply that the noise distributions in the two detectors are Gaussians with unknown variances 1 , 2 , and therefore the analysis of this subsection reduces to the analysis of Sec. IV B above. Therefore we can read off the p tail →0 limit of the statistic ⌶ M 2 ͓ f 1 , f 2 ͔ by comparing Eqs. ͑4.28͒ and ͑4.49͒ and identifying the coefficients of ⑀ 2 in the arguments of the exponentials. We thus obtain
͓1ϩO͑ p tail ͔͒. ͑4.52͒
In the limit ␣ Ӷ1 we can neglect the ␣ dependence in Eq. ͑4.52͒. We then see that the x-dependent fluctuations in the statistic are suppressed by either the small parameter p tail , as in Secs. III C and III D above, or by the parameter 1/ͱN governing the size of the fractional fluctuations of the statistics 1 , 2 . Thus, we can neglect the x dependence of ⌶ M 2 ͓ f 1 , f 2 ͔ in Eq. ͑4.51͒, and the approximate equivalence of ⌳(x) and the locally optimal statistic ⌶ 1 ͓ f 1 , f 2 ͔ follows.
Finally, we remark that we have not analyzed, in this paper, the most general situation for stochastic signals of separated, nonaligned detectors with colored noise, which was analyzed in Sec. IV B of paper I ͓16͔. However, the results we have obtained make it very plausible that, for that more general situation, the Bayesian statistic ⌳(x) should again be equivalent to the generalized cross-correlation statistic derived in paper I.
We also note that our assumption that the stochastic signal be Gaussian is necessary for our analysis. Modifying the signal by making it non-Gaussian instead of Gaussian would alter Eqs. ͑4.6͒, ͑4.19͒ and ͑4.38͒ at O(⑀ 2 ). Therefore, the derivation here does not generalize straightforwardly to nonGaussian stochastic signals, unlike the corresponding derivations in paper I. In Ref. ͓5͔ it is shown that one can find detection techniques tailored to non-Gaussian stochastic signals that perform better, for such signals, than the methods considered here.
V. CONCLUSION
The derivation in this paper, from a different framework, of the detection strategies obtained in paper I gives us increased confidence in the utility of those strategies. In addition, the analysis of this paper has clarified the regime in which we expect the strategies to work well. For deterministic signals, data segments to be analyzed should be long enough that the signal-to-noise squared per data point be small. This requirement is easy to satisfy in practice, as signal-to-noise thresholds are usually in the range 5Ϫ10. In addition, the strategies will only be close to optimal in the regime where signals are strong enough to be detectable; this restriction is unimportant in practice, as the performance of detection statistics in the regime where signals are far too weak to be detected is not important. Finally, for stochastic signals, the signal must be small compared to the noise in each individual detector, and the total probability in the tail part of the noise distributions must be small.
