Using Lagrange's multiplier rule, we find upper and lower bounds of the energy of a bipartite graph G, in terms of the number of vertices, edges and the spectral moment of fourth order. Moreover, the upper bound is attained in a graph G if and only if G is the graph of a symmetric balanced incomplete block design (BIBD). Also, we determine the graphs for which the lower bound is sharp.
Introduction
The energy of a graph G, denoted by E (G), is defined by
where n is the number of vertices of G, and λ 1 , . . . , λ n are the eigenvalues of the adjacency matrix of G. This concept was introduced by Gutman [4] , in connection to the so-called total π -electron energy. For details on the general theory of the total π -electron energy, as well as its chemical applications, we refer to [6] .
The search of the upper and lower bounds for the energy of a graph and the search of graphs with minimal or maximal energy, is a wide field of spectral graph theory ( [2] and [8] ). Generally, these bounds for E(G) are given in terms of the number of vertices and the number of edges of G, and some times, it also involves the fourth order spectral moment of G. For instance, see [5, 7, [9] [10] [11] [12] .
In this paper, we present an application of the Lagrange's multiplier rule, to obtain bounds for the energy of bipartite graphs, which improve several known bounds that have appeared recently in the literature [9, 11] . These bounds are given in terms of the number of vertices, edges and the fourth spectral moment. Moreover, we determine the graphs for which these bounds are sharp: the upper bound is attained in graphs of symmetric balanced incomplete block designs (BIBD); the lower bound is attained in graphs which are direct sums of K 2 or direct sums of complete bipartite graphs K r,s (for details on these classes of graphs, see [1] ).
In what follows, G denotes a bipartite graph with n = 2N vertices (N 2) and m edges. The case n = 2N + 1 will be considered at the end of Section 3. It is well known that the spectrum of G is symmetric with respect to the origin of R, and so, the eigenvalues of G can be enumerated as
where
In particular, the energy of G is given by
For an even integer k 2, the k-spectral moment of G is defined as
Of particular interest in this paper are the spectral moments M 2 (which is well known to satisfy the relation M 2 /2 = m) and M 4 . So, by setting q = M 4 /2 we have the following relations:
We assume m > 0 to avoid the trivial case. Note also that m 2 q. Moreover, using the Cauchy-Schwarz inequality, we have m 2 Nq. The aim of this paper are the following results. 
, where It is easy to show that the bound given in the theorem above improves McClelland's inequality [10] restricted to bipartite graphs. In fact, we will prove that it improves the bound given in [11, inequality 51] . Also, we will compare E(G) with the nice bound given recently by Koolen and Moulton in a recent paper [9] . Theorem 1.2. Let G be a bipartite graph with 2N vertices. Then
The 
The basic inequalities
In this section, m and q denote positive real numbers and M denotes the compact subset of R N , defined by the equations
We also define Q = Nq − m 2 .
Lemma 2.1. we obtain Q := Nq − m 2 0 and the equality holds if and only if
It is easy to show that the system From now on, we assume that q m 2 qN (and so M is nonempty). We define M + as the set consisting of all points of M having nonnegative coordinates. Consider the differentiable function S : R N → R defined by
Moreover, using the above lemma, it is easy to show: Remark 2.2. 
we conclude that z i 0 for all i. Using Lagrange's multiplier rule, we find two constants α, β such that From this, each z i is a solution of the cubic equation
In particular, z i > 0 for all i.
Claim 2. Equation (7) has exactly two positive solutions] To show this, we first note that the sum of all solutions of this equation is equal to zero. Thus, (7) Let x * > y * be the positive solutions of (7) and let s * , t * be, respectively, the cardinal numbers of the sets {i: z i = x * } and {i: z i = y * }. Then, s * + t * = N and
Since x * > y * > 0, we have 
and hence
Consequently, f (s) < 0, since X(s) = Y (s). Finally, since the point ξ(1) belongs to M, we deduce
Therefore 
and define T :
using the natural inclusion
we conclude that
where L + is the subset of L of all points having nonnegative coordinates. for some positive integers s * , t * such that s * + t * = j . In particular,
For all real 0 < s m 2 
/q let us define nonnegative real numbers V (s), W(s) by the relations
is the cardinal number of {i:
Next we show that the condition "m 2 /q is not an integer" can be omitted from the hypothesis of Lemma 2.3. Theorem 2.6. If q < m 2 < Nq then the conclusion of Lemma 2.3 holds.
Claim. z and z 3 are linearly independent. To show this, assume on the contrary that there exists a ∈ R such that z 3 i = az i for all i. If we denote by j the cardinal number of {i: z 2 i = a}, then by Lemma 2.4 and Remark 2.2, we conclude that
and this contradiction proves the claim.
By the above claim, M is a manifold about z and the proof follows as in Lemma 2.3. ✷
Upper and lower bounds for the energy of bipartite graphs
In this section we use the notation from the introduction. Recall that m is the number of edges, q = M 4 /2 and so µ = (µ 1 , . . . , µ N (3) Assume now q < m 2 < Nq. Then, by Theorem 2.6,
Since E(G) = 2S(µ), we immediately deduce that E(G) E(G).
If E(G) = E(G) and G is regular then S(µ) = max(S|M). By Theorem 2.6, G has exactly two positive eigenvalues: µ 1 has multiplicity one and µ 2 = · · · = µ N has multiplicity N − 1. From [3] , we conclude that G is the graph of a symmetric BIBD.
Finally, suppose that G is the graph of a symmetric BIBD. Then there exist integers l < k < N such that l(N − 1) = k(k − 1) and the positive eigenvalues of G are k of multiplicity one and 2 We next compare our bound E(G) given in Theorem 1.1, with several bounds that have appeared in the literature.
In [9] , it was shown that E(G) E * (N, m) , if n = 2N and m N , where
If we take the derivative of E 0 with respect to q, we find that this function is strictly decreasing in q. On the other hand, m = µ Arguing as in [9] , the function
is decreasing in the interval [ 
