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Abstract
When a function is smooth but not smoothly periodic with a particular period, and nonetheless is represented by partial
sums of a Fourier series calculated using that period, the well-known Gibbs phenomenon defeats uniform convergence
of the sums, and convergence is slow. In recent years, several workers have developed methods for recovering accurate
and fast converging representations for functions in this situation. These e3orts have not concentrated on bounds for the
operators corresponding to the methods, and thus have not explicitly proven robustness in the presence of noise. In this
paper we present a method for which explicit bounds are established for the operator. The method is, in e3ect, least-squares
6tting of the given Fourier coe'cients by the coe'cients of polynomial splines with appropriate discontinuities. We obtain
bounds by exact calculations of projections in spline spaces, using a computer algebra system. We give examples of the
method and two other published methods working with noisy data. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let f(x) be bounded and integrable on [0; T ]. For each integer k let fˆk =
∫ T
0 f(x) exp(−2ikx=T ) dx.
For integer n¿ 0, let
Pn(f)=
1
T
n∑
k=−n
fˆk exp(2ikx=T ):
It has long been recognized that the trigonometric polynomials Pn(f) converge to f in the L2 sense,
but that the convergence need not be point-wise, much less uniform. Convergence may be slow as
n→∞, unless f satis6es some smoothness conditions. We will assume that f is Cp for p at least 1.
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Even under this assumption, convergence can still be slow and nonuniform. In fact, the process of
forming the Pn(f) “sees”, rather than f, a function created by repeating the values of f from [0; T ],
on T -translates of that interval. This arti6cially periodized function likely has a jump discontinuity
at period translates of T . In the neighborhood of discontinuities, ripples are evident in the functions
Pn(f), and the ripples do not “die out” as n → ∞. In [5], Gottlieb and Shu give an instructive
account of the history and current status of study of this behavior, known as the Gibbs phenomenon
in honor of the mathematician who proved more than a century ago that the ripples do not die out.
In recent years, Eckho3 [3,4] and Gottlieb et al. [6] have developed methods for producing
sequences of approximants that do converge uniformly to f assuming that f has su'cient smooth-
ness as a nonperiodic function. Eckho3 enhances the family of approximating functions to include
piecewise algebraic polynomials in addition to trigonometric polynomials. In [6], Gottlieb and his
co-workers abandon trigonometric polynomials in favor of certain orthogonal polynomials to repre-
sent the approximations to f, given Fourier coe'cients fˆk as original data. These authors do not
attempt to test or prove robustness in the presence of noise in the fˆk . The application that seems to
motivate their work may present “clean” problems that do not make great demands on robustness.
The examples in [3,4] indicate that Eckho3’s methods are capable of good accuracy when n is large
and the coe'cients are clean. Our own studies verify this [12]. The method in [6] is proven to have
exponential convergence (assuming noise-free fˆk); our own studies in [12] verify that this method is
capable of very high accuracy with noiseless data. Our studies [12] show that both of these methods
can signi6cantly magnify noise in the fˆk .
Our work on this topic is an outgrowth of our interest in methods for ill-posed problems in
cases where the solutions are expected to have discontinuities. We anticipate applications where,
in the Fourier context, the fˆk are contaminated with noise corresponding to several percent of
the L2 norm of f. We have tried to develop a method which is provably robust under such
conditions. Since in ill-posed problems, the number of useable fˆk typically is limited because
noise contamination of individual coe'cients increases with k, we have sought a method which
is accurate even though relatively few coe'cients are available. Viewed as a method for nu-
merical treatment of the Gibbs phenomenon, our method brings the advantage of proven
robustness.
Below, in Section 2, we de6ne our constrained least-squares spline method, and apply bounding
results from [13]. The results in [13] apply readily to give L2-norm operator bounds which imply
robustness of our method in the L2-sense. Of course, uniform norm operator bounds and error bounds
are important for establishing the usefulness of the method; we provide uniform bounds in Section
3. In Section 4 we give several examples in the context of a problem of Fourier deconvolution
of noisy data; we compare the behavior of our method with the methods of Eckho3 and Gottlieb
applied to these data.
2. Constrained least-squares spline approximations
Let T ¿ 0. Let N be an integer: we will assume N¿ 6. Let h=T=N and let Q be the space of
T -periodic quadratic splines that have knots at integer multiples of h, and have maximal continuity
(continuous derivative) at all knots except those at integer multiples of T , where discontinuity of
function and derivative are allowed.
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Let n¿ 2N be an integer. Let P denote the projection operator de6ned by
P(f)=Pn(f)=
1
T
n∑
k=−n
fˆk exp(2ikx=T );
where fˆk =
∫ T
0 f(x) exp(−2ikx=T ) dx, onto the space of functions which can be represented by the
sums
n∑
k=−n
ck exp(2ikx=T );
where c−k = ck . Denote by f∗ the solution to the constrained least squares problem
min ‖Pf∗ − Pf‖|2; f∗ ∈Q:
Assuming that P is invertible as a mapping on Q, we denote by P+ the mapping from P(Q) to Q
which inverts P. It is not hard to verify that f∗=P+RPf where R is the orthogonal projector on
P(Q). Let A denote the operator that takes f to f∗. We have ‖A‖26 ‖P+‖2 because P and R are
orthogonal projectors. Since Aq= q for all q∈Q, we get the following simple but key result about
bounding the error ‖Af − f‖2.
Theorem 2.1. Let C be a mapping from L2(0; T ) to Q. Then
‖Af − f‖26 (‖P+‖2 + 1)‖Cf − f‖2:
Proof. ‖Af−f‖26 ‖Af−Cf‖2+‖Cf−f‖2 = ‖A(f−Cf)‖2+‖Cf−f‖26 (‖A‖2+1)‖f−Cf‖2,
and ‖A‖26 ‖P+‖2.
In many applications, Pf +  will be available rather than f, where  is a perturbing function.
Since A is linear and A=AP, we have the following easy corollary.
Corollary 2.1. Let the hypotheses be as above; and assume in addition that  is a T-periodic L2
function. Then
‖A(Pf + )− f‖26 (‖P+‖2 + 1)‖Cf − f‖2 + ‖P+‖2 ‖‖2:
In [13], the main e3ort is to establish bounds on ‖P+‖2 that are not too large. We will state a
corollary of a result in [13], which pertains particularly to the present paper.
Theorem 2.2. With P and Q de7ned as above; P is invertible on P(Q) and ‖P+‖26 1:2.
Proof. Corollary 4:2 [13], states essentially this result, but with Q here replaced by a slightly larger
space which we will refer to here as Q1. Q1 is the space of all T -periodic quadratic splines whose
knots are the same as the knots for Q and whose continuity at the knots are the same as for members
of Q, except that a derivative discontinuity is allowed at certain knots between the knots at integer
multiples of T . Since Q ⊆ Q1, it follows that P restricted to Q is invertible by the mapping P+1
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which inverts P on P(Q1). We clearly may de6ne the P+ required here by restricting P+1 to P(Q),
and conclude that ‖P+‖26 ‖P+1 ‖26 1:2, where the latter inequality follows from Corollary 4:2,
[13].
Theorem 2.2 together with Corollary 2.1 show that the method de6ned by Pf+ → Af+ P+R
is robust, at least with respect to the L2 norm. Magni6cation of noise in the L2-norm is guaranteed
to be at most by a factor of 1.2. These results also show that the “clean part” Af has accuracy that
depends on the approximability of f by members of Q, again as measured in the L2 norm. In the
next section we will use these results to develop some uniform norm bounds for the method.
3. Uniform norm bounds
In this section we continue the notation introduced in 2. We denote the standard L2 inner product
by 〈 ; 〉. Our main tool in providing uniform norm bounds is the use of representers of point
evaluation for certain spline spaces which contain the space of splines Q in Section 2. We will use
the representers to bound the uniform norm of the operator A in terms of its L2 norm. The following
lemma shows how this can be done.
Lemma 3.1. Let C be a mapping from L2(0; T ) to Q. Let c be a positive constant. Suppose that
for each t in [0; T ) there is a space U containing Q such that the representer rt for U of evaluation
at t exists and satis7es ‖rt‖26 c. Let f be bounded and integrable on [0; T ]. Then
(i) ‖A‖∞6 c‖P+‖2
√
T
and
(ii) ‖Af − f‖∞6 (c‖P+‖2
√
T + 1)‖Cf − f‖∞.
Proof. For each t ∈ [0; T ),
|(Af)(t)|= |〈rt ; Af〉|6 ‖rt‖2 ‖Af‖26 c‖Af‖2:
Now ‖Af‖26 ‖P+‖2 ‖f‖2 and ‖f‖26
√
T ‖f‖∞. Assertion (i) follows immediately. For (ii), write
‖Af − f‖∞6 ‖Af − Cf‖∞ + ‖Cf − f‖∞, and note that Af − Cf=A(f − Cf) since A is a
(nonorthogonal) projector onto Q. (ii) now follows from reasoning similar to that for (i).
To use Lemma 3.1, we need an upper bound for ‖P+‖2, and we need existence and norm bounds
for representers. The bound for ‖P+‖2 is given in Theorem 2.2. In the following two lemmas
we formulate and validate a construction for representers, and use it to obtain norm bounds. The
construction, stated in Lemma 3.2, is local in that, for a given evaluation point t, a representer can
be constructed which has support on a small interval and its period translates. In Lemma 3.3 this
locality enables us to obtain bounds valid for spaces of potentially large dimension, by performing a
6nite number of calculations in spaces whose dimension is small and unchanging as the dimension
of the space Q increases. Since we include discontinuous splines, we adopt the convention that at
points of discontinuity, piecewise continuous functions evaluate to their limits from the right. This
ensures that all point evaluation functionals are well-de6ned.
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Lemma 3.2. Let I be a closed interval of length ¡T; with t as an interior point and with endpoints
falling on knots for the space Q. Let U be the space of periodic quadratic splines whose knots;
and degrees of continuity at knots; are the same as for splines in Q; except that at the ends of I
and their period translates; full discontinuity is allowed. Then the representer for U of evaluation
at t can be constructed as follows.
Let U0 be the subspace of U consisting of the splines which vanish outside the interval I and its
period translates. Let U00 be the subspace of U0 consisting of the splines which are zero at t and
its period translates. Let u be the orthogonal projection perpendicular to U00 of the orthogonal
projection on U0 of the constant function 1. Then r= u=〈u; u〉 is the representer for U of evaluation
at t.
Proof. U00 has dimension one less than that of U0 since it is the null space of the linear functional
s→ s(t). It follows that u generates the orthogonal complement of U00 in U0. And it follows then
that every spline s0 in U0 can be written in form s0 = s0(t)u+ s00 where s00 is in U00, and then that
〈s0; r〉= s0(t). Thus r is the representer for U0 of evaluation at t. Now let s be a spline in U, and
let s0 be the function coinciding with s on I and its period translates, 0 elsewhere. Because of the
full discontinuity allowed at the ends of I and their period translates, s0 belongs to U0. We have
〈s; r〉= 〈s0; r〉= s0(t)= s(t). Thus r is the representer for U of evaluation at t.
Lemma 3.3. Let t be a real number. Among knots for the splines in Q let y0 be closest to t. Label
the two knots to the left and two to the right of y0 to obtain the sequence y−2; y−1; y0; y1; y2. Let
r be the representer of point evaluation at t constructed according to Lemma 3:2; letting I there
be [y−2; y2]. Then
‖r‖26 2:7
√
N=T :
Proof. Let b1; b2; : : : ; bd be a basis of b-splines for the space of quadratic splines with support in
I , with full discontinuity allowed at the endpoints. Full discontinuity is also allowed at one of the
interior yi, if it is an integer multiple of T . The T -periodic extensions of the bj, which we also
denote by bj, then are a basis for the space U0 in Lemma 3.2, relative to the present interval I .
The bj are piecewise polynomial functions of the independent variable, with coe'cients which are
rational functions of the knots with rational numerical coe'cients. The Maple [7,10] system, which
is used for the following calculations, thus carries out the integrations and rational operations ex-
actly. Now b0j = bj − bj(t); j=1; 2; : : : ; d, form a spanning set for the space U00 in Lemma 3.2. A
standard argument in linear algebra shows that U0 ∩ U⊥00 is one-dimensional. Let s0 be a nonzero
member of this space. Write s0 =
∑d
j=1 cibi, and note that the coe'cients ci satisfy the linear sys-
tem
∑d
i=1 ci〈bi; b0j〉=0; j=1; 2; : : : ; d. The coe'cient matrix of this d × d system has rank d − 1,
and the nontrivial solutions can be (and are, [12]) calculated by row-reductions which involve only
rational operations on the 〈bi; b0j〉. Thus the ci themselves are rational functions of the 〈bi; b0j〉. The
b0j are polynomials in t since the bj(t) are, when t does not cross knots as it does not here. It
follows that the 〈bi; b0j〉 are polynomials in t, and thus that the ci are rational functions of t. Now
the function u in Lemma 3.3 is formed by calculating (〈1; s0〉=〈s0; s0〉)s0, the projection of 1 on
s0. 〈u; u〉= 〈1; s0〉2=〈s0; s0〉 follows from this. Since the ci are rational functions of t, the representer
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r= u=〈u; u〉 has ‖r‖2 a rational function of t. In fact, we let t=(1 − 0)y0 + 0yk where k = − 1
or k =1, and 06 06 1=2, since y0 is closest to t among the yj. The spacing of the knots is the
constant h=
√
T=N . Translation of t, the yj, and all functions in question by the same quantity,
will yield the same value for ‖r‖2. Since the yi are integer multiples of h, by making a change of
variable in the inner product we see that ‖r‖2 may be expressed in form ‖r‖2 ="=h, where " is
a rational function of the single variable 0. There are four major cases to consider in calculating
‖r‖2 and ". The situations where no interior yi is an integer multiple of T , and thus a discontinuity
for Q, constitute one such case: the same functions ‖r‖2 and " clearly result for these situations.
The other three cases arise when a discontinuity for Q is at one of the interior yi. Within each
of these cases are the subcases where t is left of y0 (k = − 1) and right of y0 (k =1). In [12],
we carry out the above steps to compute ‖r‖2 for all these cases. For each case, in [12] we use
the MAXRAT algorithm described there, to get an upper bound for ". The largest of these upper
bounds is a rational number ¡ 7:29. It follows that
√
7:29=2:7, is an upper bound for ‖r‖2
√
h in
all cases.
These lemmas enable us to give uniform norm analogues of the L2-norm bounds given in
Section 2.
Theorem 3.1. Let the hypotheses and notations be as above. In particular; let f and  be bounded
functions in L2(0; T ). Then
‖A(Pf + )− f‖∞6 4:25
√
N‖Cf − f‖∞ + 3:25
√
N‖‖∞:
Proof. Write
‖A(Pf + )− f‖∞6 ‖A(Pf − f)‖∞ + ‖A‖∞:
Note that AP=A, and apply Lemma 3.1, using the bound from Lemma 3.3 for c and the bound
from Theorem 2.2 for ‖P+‖2.
Of course we would prefer a result in which the bound does not grow with N . One might
compare the A operator with the P operator, which does classical Fourier approximation. Fejer’s
theorem (see, e.g. [2]) shows that, as a function of n, which must be ¿ 2N , ‖P‖∞ is asymp-
totic to log(n). This is an improvement over
√
n which would result from our sort of analysis,
but still divergence. On the other hand, Shadrin [11] has shown that L2 orthogonal spline pro-
jection is bounded as a function of N , capping some 28 years of partial results by many work-
ers. Which type of convergence behavior characterizes the A operator? We do not know at this
writing.
In the applications we contemplate, N will be 6 100. The bound on noise ampli6cation in
Theorem 3.1 for N6 100 is about 32, probably pessimistic compared with actual behavior, but
small enough to create con6dence that the method is robust in the point-wise sense, for N in this
range. In the following corollary, we draw a conclusion about the convergence behavior of the
A-approximation as a function of N applied to exact data. We suspect that our bound is too large by
a factor of N 1=2, but at present we are unable to improve it. Still, our bound, containing the factor
N−5=2, demonstrates algebraic uniform convergence of the A-approximation as N →∞.
R.K. Wright / Journal of Computational and Applied Mathematics 140 (2002) 837–848 843
Corollary 3.1. Let f have continuity C3 as a function on [0; T ]. Then
‖Af − f‖∞6 0:6T 3N−5=2‖f(3)‖∞:
Proof. Let B be the operator that maps a function to its ‖ ‖∞ best approximation by members of
Q. Results in [9,1] give
‖Bf − f‖∞6 h
3
8
‖f(3)‖∞;
where h=T=N . Using this in Theorem 3.1 with C =B and =0, we get the asserted bound for
‖Af − f‖∞.
4. Examples
Consider the convolution equation
g(x)=
∫ 1
−1
f(t)k(x − t) dt
where all functions are of period 2. We assume the information about g can be represented in the
form [g] + [%] where [g] is a vector of exact samples of g at 512 equidistant points in [− 1; 1], and
[%] is a vector of 512 “noise samples”. We assume k is known exactly, so that we have available
a vector [k] of exact samples at the 512 equidistant points in [ − 1; 1]. In our examples, k(x) is
de6ned in [− 1; 1] to be zero outside [0; 1=8] and by
k(x)= 983040x2(1=8− x)2:
inside [0; 1=8]. k is a “smooth spike”: its integral over a period is 1. f is assumed unknown.
A standard gambit for seeking an approximation to f is to form the discrete Fourier trans-
form Rg + R% of the vector [g] + [%] similarly to form Rk from [k], and to attempt to work with the
quotients Rfj = Rgj= Rkj + R%j= Rkj; j=0; 1; : : : ; 511. Direct inspection of the values of Rkj shows that the
values as j approaches 40 are about two orders of magnitude smaller than the values for j near 1.
Since k is smooth, estimates in [8] substantiate this behavior. The coe'cients R%j, for many kinds
of noise, can be expected all to have the same magnitude for all j, so the noise contribution to
the Rfj increases with j, to the extent that, in our examples, Rfj for j¿ 26 are heavily contaminated.
The method of the present paper uses the lowest order coe'cients, whereas the methods in [6] and
particularly in [3,4], depend on the highest order coe'cients. The large errors produced by these
methods on noisy data apparently results from this dependence on coe'cients which are substan-
tially in error. To generate the data for our examples, we use a function also used for examples in
[6]:
f(x)= cos(1:4(x + 1)); −16 x6 1:
f is analytic at all points except the odd integers, where it and all its derivatives have jump discon-
tinuities. f and k are convolved exactly to obtain g (see [12] for a plot of g and for codes which do
the convolutions). For two of our examples, exact samples of g are used (%=0). For the other two
examples, uniformly distributed pseudorandom noise in a range [ − &; &] is added to each sample,
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Fig. 1. f, noisy g, and k=10.
Fig. 2. Forty-one coe'cients, no added noise.
with & such that the discrete L2-norm of the noise vector [%] of length 512 is 5% of the discrete
L2-norm of the vector [g] of samples from g. Fig. 1 shows f, the noisy trace [g] + [%], and the
spike k, divided by 10. In [12] we carry out naive reconstruction of f by direct use of the inverse
discrete Fourier transform on the Rfj. Substantial discretization error is noticeable, even when %=0.
When naive reconstruction is done with % nonzero as above, the result consists of wild oscillations
in the range [− 4000; 4000] (see [12]).
In this paper, our point is to carry out reconstruction by the constrained least squares spline method
and to compare results with two other published methods. Recall that N is the number of knots for
the spline space Q de6ned in Section 2. n=2N is such that 2n+1 Fourier coe'cients are available:
since the functions involved are real, the number of complex degrees of freedom provided by these
coe'cients is just n+ 1. These coe'cients are the 6rst n+ 1 coe'cients obtained from division of
discrete transforms as discussed above. Speci6cally, the cases are:
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Fig. 3. Forty-one coe'cients, 5% added noise.
Fig. 4. Twenty-6ve coe'cients, no added noise.
(i) n=40, no noise added to g, see Fig. 2,
(ii) n=40, 5% noise added to g, see Fig. 3,
(iii) n=24, no noise added to g, see Fig. 4,
(iv) n=24, 5% noise added to g, see Fig. 5.
In each case, the methods of Eckho3 [4] and Gottlieb [6] are also applied to the n+ 1 coe'cients,
for the sake of comparison.
In Figs. 2–5, the constrained least-squares spline method of the present paper is represented by the
dotted trace, the method of Eckho3 is represented by the trace with circle symbols, and the method
of Gottlieb is represented by the solid trace.
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Fig. 5. Twenty-6ve coe'cients, 5% added noise.
5. Discussion of examples
Although we do not intend to do a systematic study of Eckho3’s and Gottlieb’s methods, we
wish to make some remarks about the behavior of these methods in our examples. We note 6rst that
by design, the constrained least-squares spline method uses low order coe'cients, while the other
methods seem to require high order coe'cients for accuracy.
A feature of Eckho3’s method is its ability to locate discontinuities. In [4], which describes the
higher order version we use here, accuracy is reported only for discontinuity locations, and no
point-wise errors are reported. In [3], point-wise errors are reported for the “6rst-order” version of
the method, but only at the jumps. For our examples (i) and (iii), we calculated the jump errors
and found for n=24 a jump error of 0.0066, and for n=40 a jump error of 0.0018. These errors
are consistent with the small jump errors reported in [3]: we note that they are much smaller than
the maximum point-wise errors that we 6nd. We also have done calculations where 81 exact (not
discrete Fourier transform) coe'cients are used. There we 6nd a jump error of about 0.00057, and
a maximum point-wise error of about 0.03 (see [12]). In examples (ii) and (iv) where 5% noise is
introduced, Eckho3’s method shows large jump errors as well as maximum point-wise errors. We
suggest that this is largely because Eckho3’s method relies on the highest order coe'cients which,
in situations like this, are the least accurate. In [12] we reproduce an example from [3] on which
Eckho3’s method does attain very high point-wise and jump accuracy.
In all of the results with Gottlieb’s method, we 6nd very good performance away from the
endpoints where the discontinuities are located. The maximum point-wise errors in all cases are
at the endpoints. For n=40, this error is about 0.03. n=24 is clearly too small for this method
to obtain good accuracy, with or without added noise. When 5% noise is added, Gottlieb’s method
shows large inaccuracies in neighborhoods of the endpoints. We note that for n=80, no added noise,
Gottlieb’s method performs very accurately, with a maximum point-wise error of about 1:5× 10−8
(see [12]).
The constrained least-squares spline method uses quadratic splines, and hence is not capable of
the very high accuracy of Gottlieb’s method with n=80, although it shows a maximum point-wise
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error of about 8× 10−5. In example (ii), with 41 coe'cients and 5% added noise, we calculated in
[12] that the discrete L2-norm of the “noisy part” of the 41 available coe'cients Rfj is almost 60% of
the discrete L2-norm of a noiseless version of the coe'cients. Although the constrained least-squares
spline method shows a maximum point-wise error of about 0.08 in this example, Gottlieb’s method
shows a maximum point-wise error of almost 10, in neighborhoods of the endpoints, and Eckho3’s
method an error of almost 1000. For noisy data, the constrained least-squares spline method gets its
best results when the 6rst 25 coe'cients are used: they are the least contaminated by the noise. In
[12] we calculate for example (iv) that the L2-norm of the noisy part of these coe'cients is about
1:4% of the norm of a noiseless vector of these coe'cients. The method produces a maximum
point-wise error of about 0:01, or about 1% of the maximum value of f. Eckho3’s method and
Gottlieb’s method both need larger values of n for accuracy, and also are perturbed substantially by
the noise, with maximum error of about 80 for Eckho3’s method and 1 for Gottlieb’s method.
6. Computational concerns
At present the constrained least-squares spline method is implemented as a suite of Maple [7,10])
procedures. The symbol-manipulation features of Maple are not needed for implementation (though
we use these features extensively to establish and prove bounds like those in Lemma 3.3). For im-
plementation, one needs formulas for the Fourier coe'cients of b-splines: these are readily calculated
using the de6nitions of b-splines found in [1]. The least-squares computation, where the data Fourier
coe'cients are 6tted to the Fourier coe'cients of b-splines, is the most computationally intensive
step. If N =T=h knot intervals are used, then Q is a spline space of dimension N+4, and the number
of variables solved for in the least-squares problem is thus N + 4. Since N = n=2, the least-squares
solution will thus require O(n3) e3ort since an N+4×N+4 full linear system must be solved. In the
applications to ill-posed problems that we contemplate, N will not be large because N = n=2, and n,
the number of useable Fourier coe'cients of the data, will not be large. In these situations the linear
least-squares problem thus will be of reasonable size. If one has a large number n of very “clean”
Fourier coe'cients, then the method of Eckho3 might be preferable because the computational e3ort
appears to be O(n) for this method. Gottlieb’s method seems to provide the highest accuracy when
a large number n of clean coe'cients is available and the function to be approximated is analytic:
the computational e3ort for that method appears to be O(n2). The constrained least-squares spline
method provides good accuracy when n is large and the coe'cients are reasonably clean, but as
noted, the e3ort is O(n3). Future developments of the method (see below) may somewhat ameliorate
this drawback.
7. Further developments of the method
The constrained least-squares spline method as described in this paper is proven robust only in
cases where the periodic functions have at most one discontinuity per period and are otherwise
smooth. We have implemented the method in situations where several discontinuities per period are
present, and recently have developed a theory, quite di3erent from the approach in [13], to prove
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robustness in this setting. The development of this new theory requires substantial preparation and
exposition; it will appear in a later paper.
We recently have discovered a variant of the constrained least-squares spline method that, rather
than approximating the original function f, instead approximates the orthogonal projection of f on
a user-chosen spline space of small support and thus low dimension. Since the size of the linear
least-squares problem that must be solved depends on the dimension of the spline space where the
approximation is created, this variant of the method may provide an inexpensive and robust way to
get local approximations in a problem where a large number of reasonably clean though not perfect
Fourier coe'cients is available.
Acknowledgements
Discussions with Dan Zwick and comments by an anonymous referee have contributed greatly to
our presentation: we wish to thank them.
References
[1] C. de Boor, Practical Guide to Splines, Springer, New York, 1978.
[2] P.J. Davis, Interpolation and Approximation, Dover, New York, 1975.
[3] K. Eckho3, Accurate and e'cient reconstruction of discontinuous functions from truncated series expansions, Math.
Comp. 61 (1993) 745–763.
[4] K. Eckho3, Accurate reconstructions of functions of 6nite regularity from truncated Fourier series expansions, Math.
Comp. 64 (1995) 671–690.
[5] D. Gottlieb, C.-W. Shu, On the Gibbs phenomenon and its resolution, SIAM Rev. 39 (1997) 644–668.
[6] D. Gottlieb, C.-W. Shu, A. Solomono3, H. Vandeven, On the Gibbs phenomenon I: recovering exponential accuracy
from the Fourier partial sum of a nonperiodic analytic function, J. Comput. Appl. Math. 43 (1992) 81–98.
[7] K.M. Heal, M.L. Hansen, K.M. Rickard, Maple V Learning Guide, Springer, New York, 1998.
[8] P. Henrici, Fast Fourier methods in computational complex analysis, SIAM Rev. 21 (1979) 481–527.
[9] M.J. Marsden, Quadratic spline interpolation, Bull Amer. Math. Soc. 80 (1974) 903–906.
[10] M.B. Monagan, K.O. Geddes, K.M. Heal, G. Labahn, S.M. Vorkoetter, Maple V Programming Guide, Springer,
New York, 1998.
[11] A. Shadrin, The L∞-norm of the L2-spline-projector is bounded independently of the knot sequence. A proof of de
Boor’s conjecture, IGPM preprint 185, 2000.
[12] R.K. Wright, Calculations and examples for robust representation of nonperiodic functions given Fourier coe'cient
information, UVM Math=Stat Department Technical Report, 2001.1.
[13] R.K. Wright, Spline 6tting discontinuous functions given just a few Fourier coe'cients, Numer. Algorithms 9 (1995)
157–169.
