This paper evaluates the potential for negative externalities from public housing by examining crime rates before and after demolition of public housing projects in Chicago between 1995 and 2010. Using data on block-level crimes by type of crime merged to detailed geographic data on individual public housing demolitions, I find evidence that Chicago's public housing imposed significant externalities on the surrounding neighborhood. Using a difference in difference approach comparing neighborhoods around public housing projects to nearby neighborhoods I find that crime decreases by 8.8% after a demolition. This decrease is concentrated in violent crime. I use an event study to show that the decrease occurs at the approximate date of the eviction of the residents and persists for at least 5 years after the demolition. Neighborhoods with large demolitions and demolitions of public housing that had been poorly maintained display the largest crime decreases.
Introduction
In the 1930s, cities in the United States began providing subsidized, government-run rental housing to give temporary shelter to those whom the market fluctuations of the era left homeless. Since then, US public housing has gone through a number of changes, most recently including defunding, deterioration, and social decay. Many consider the program a failure due to the high crime rates, gang problems, and public health issues observed in many of the large public housing projects built in the 1950s and 1960s (Hunt 2009 ). The gradual defunding of the US public housing program provides a natural experiment to explore the effect of this housing on the community. The quality of public housing has declined to such an extent that cities have begun to demolish it with help from the federal government. These demolitions result in a sudden removal of public housing projects from a geographic location.
As of the mid-90s, Chicago had the third largest public housing stock of the United States, exceeded only by New York and Puerto Rico, and the most troubled public housing of any city in the country due to the heavy influence of gangs and periods of mismanagement by the housing authority (Popkin, Gwiasda, Amendolia and Anderson 1996) . Chicago began demolishing its troubled and troublesome public housing high-rises beginning in August 1995 and continued to demolish and rebuild for the next 15 years, working in earnest starting in 2000 with the beginning of the Chicago Housing Authority's "Plan for Transformation." The size and length of Chicago's demolition program makes it ideal for studying the effect of public housing on the surrounding neighborhood.
This paper focuses on neighborhood as the unit of analysis and shows the effect of the demolitions on neighborhood crime rates. Anecdotally, crime rates are very high in public housing neighborhoods. Public housing complexes concentrate problems that already exist in the urban landscape. If the structure and culture of the public housing complexes increases crime rates, we would expect crime to go down when the buildings are demolished. On the other hand, if public housing simply concentrates crime, a demolition may cause a redistribution of crime without a global decrease. From a crime control perspective, both changes in crime are important because they would necessitate changes in policing patterns; however a global decrease in crime is clearly the more welfare-enhancing outcome.
I assemble and use a novel block-level dataset containing crimes committed in Chicago between 1999 and 2011 to look at the effect of demolitions on local crime levels. I find that crime levels decrease after a demolition in the area immediately surrounding the demolition relative to areas farther away. I employ a modified difference in difference identification strategy that uses a continuous treatment scaled by the number of units demolished to allow for multiple treatments of different sizes per block. The estimates show that crime decreases by 2.4% within a quarter mile of a demolition. This result attenuates when I include blocks that are farther away from the demolition in the treatment area, but remains statistically distinguishable from zero. The decrease in the number of crimes committed is observable across all types of serious crimes, but violent crimes exhibit the largest percent decreases. An event study shows that the decrease in crimes occurs approximately at the time that the residents are evicted from their housing units prior to the demolition and persists for at least five years following the demolition. The majority of the public housing population displaced by the demolition moves within 2 miles of their previous home, but there is no observed increase in crime in this area, therefore the observed decrease appears to be a true decrease rather than a redistribution of criminals or victims.
This paper builds on the work by Aliprantis and Hartley (2015) , who also find a decrease in crime following the demolition of public housing high rises in Chicago. The results here are consistent with their findings and build on these findings by beginning the exploration of the mechanisms behind the crime decrease by exploring the heterogeneity of the findings over characteristics of the neighborhood and characteristics of the demolished buildings themselves.
These results are a complement to the small body of existing research on public housing in the economics literature. Eriksen and Rosenthal (2010) also examine the neighborhoods around the time of a change in low income housing supply, but use the building of housing incentivized by the Low Income Tax Credit (LITC) as their source of variation. They find increases in house prices when the LITCs are used in low-income areas, but decreases in high-income areas.
Most other research focuses on the public housing residents, rather than on the neighborhood. Much of this research comes from the Moving to Opportunity (MTO) demonstrations conducted in the 1990s. 1 The results of these experiments are mixed. Although former public housing residents live in safer neighborhoods and have improved mental health, their economic self-sufficiency and physical health did not change relative to the control population (Kling, Liebman and Katz 2007) . Violent crime arrests went down temporarily for the treated population (Ludwig, Duncan and Hirschfield 2001), but property crimes went up in the long run (Kling, Ludwig and Katz 2005) . Treated youth showed small gains in academic achievement (Sanbonmatsu, Kling, Duncan and Brooks-Gunn 2006) . More recent literature uses other randomized voucher distributions. Jacob, Ludwig and Miller (2013) find death rates of youth decrease and Jacob and Ludwig (2012) find labor supply decreases as a result of the receipt of housing vouchers in Chicago. Andersson, Haltiwanger, Kutzbach, Palloni, Pollakowski and Weinberg (2013) find within family benefits for children living in subsidized housing, especially voucher-supported housing.
While the MTO research provides a great deal of insight into the behavior of public housing residents during a move to a new neighborhood, the policy experiment of a housing demolition is quite different from a small volunteer voucher program. Many more people are required to move in a demolition and the individuals moved are not volunteers. Few other papers in the literature look at the variation in public housing caused by public housing demolitions. Jacob (2004) uses the same policy experiment used in this paper to look at how school achievement changes for children in Chicago who are moved from a public housing complex due to a demolition. He finds only a small effect of this move on achievement.
The next section discusses some of the background on public housing in general, as well as Chicago's public housing specifically. In Section 3, I describe my data. The analysis is divided in three parts. Section 4 establishes the existence of a local crime decrease after a public housing demolition, Section 5 explores the timing of this decrease, and Section 6 investigates some of the heterogeneity in the estimated results to understand the viability of several potential mechanisms for the observed decrease in crime. Section 7 concludes.
Public Housing Background
The United States' public housing program was originally intended to provide short-term housing for individuals and families when they could not afford housing in the private market due to unemployment, poor health, or other fluctuations in income. The character of public housing changed within a few decades as housing authorities built large projects to provide a long-term housing alternative to the urban ghetto for both the working poor and families on public assistance (Venkatesh 2000) .
The nature of the nation's public housing changed yet again as funding for public housing declined and maintenance levels fell during the 1980s and 1990s. Many families moved out of public housing. Those were left behind were the most troubled families with nowhere else to go. These individuals were rougher on the units and less likely to demand maintenance when needed, so the buildings fell further into disrepair. National Commission On Severely Distressed Public Housing (1992) found that 86,000 units of the nations' public housing stock were in need of major renovation or demolition as of the early 1990s 2 .
Partially due to the Commission's findings, Congress approved the HOPE VI program, which was intended to fund demolition and rehabilitation of the severely distressed public housing stock. During the first 10 years of the HOPE VI program the Department of Housing and Urban Development (HUD) provided $395 million in HOPE VI demolition grants to demolish 57,000 severely distressed housing units. Chicago received a large number of these grants.
Chicago began demolishing its distressed housing in 1995 with its first HOPE VI grants, but started demolishing in earnest in 2000 after the introduction of their "Plan for Transformation". There were several reasons for this increased attention in 2000. Several high-profile murders occurred in the housing projects, which drew Chicago's troubled housing into the national spotlight (Kirby 1992 , Gleick and Grace 1997 , Kuczka and McRoberts 1994 . A new federal law (Section 202 of the Omnibus Consolidated Rescissions and Appropriations Act) required cities to evaluate their public housing stock and demolish any projects that the housing authority could not revitalize for less than it would cost to give all of the residents housing vouchers for a period of 20 years. Much of Chicago's public housing failed this test. Congress also loosened restrictions on replacement housing. Prior to this change, public housing authorities were required to replace every housing unit demolished with new housing, but the change allowed them to only replace the units that were occupied at the time of the building closure. This made a demolition program more feasible in Chicago, whose worst housing projects had a 45% occupancy rate (Buron and Popkin 2010).
The goal of the Plan for Transformation was to eliminate the medium and high-rise public housing and replace it with low-rise, mixed income housing. Critics of the Plan argued that the demolitions did not result in better housing for residents. The vouchers the housing authority provided to many of the residents did not pay enough for residents to afford housing in good neighborhoods. Venkatesh, Celimi and Turner (2002) found that 24% of residents whose project was demolished ended up back in another project. Other residents from public housing demolitions ended up in private housing, typically as renters. Buron and Popkin (2010) found that 54% of former public housing residents rented with a voucher, and 15% rented unassisted. The former residents were spread throughout the city, but were primarily located in low-income areas. Venkatesh, Ç elimli, Miller, Murphy and Turner (2004) found that 97% of former residents were in low-income and/or minority neighborhoods after relocation. Many did not move far from their previous home, or came back to the old neighborhood regularly. A quarter of the children remained in the same school.
Data
The data for this study come from a variety of sources. The Chicago Housing Authority (CHA) provided demolition dates and the number of units demolished from 1995 to 2010. Figure 1 shows the location of the 22 public housing projects that were demolished between 1995 and 2000. The projects are concentrated in the heart of the city, especially in the "South Side," near Lake Michigan and the "West Side." Table 1 shows the distribution of demolitions over time. Although there were only 22 projects demolished, the CHA demolished most of them in several stages. Each of these 22 projects is a complex with multiple buildings and, typically, one building is demolished at a time. Table 2 gives the number of demolitions for each project. For consistency, I refer to these named complexes as "projects," the individual buildings in a project simply as "buildings" and a single apartment in a building as a "unit" throughout the paper. Although there are some smaller demolitions, the typical demolition is over 100 units. Since most of the units are three or four bedrooms, intended for two people per bedroom, each of these demolitions move hundreds of people, even if the building was only half full at the time of demolition. My analysis only includes residential buildings, although many non-dwelling buildings were demolished as well. Figure 2 gives an approximate timeline of a demolition. The structural demolition date is when the building is destroyed, the demolition completion date is when work on the demolition is complete and the land is ready for its new use. The demolition completion date occurs, on average, six months after the structural demolition date. The time between building closure and structural demolition is typically around 2 months. 3 It is CHA policy to distribute eviction notices at least 90 days before a building closure. There are two unknown dates that may be relevant to this paper, the date of announcement for the demolition of a particular building and the reconstruction date. Despite discussions with officials at the CHA, these dates are unavailable and possibly unknowable. The CHA provided data on two dates that could be used as my treatment date, the structural demolition date and the demolition completion date. I use the structural demolition date as the date my treatment begins in my estimation, but my estimates are not sensitive to using a two month lead of this date instead, which would approximate the building closure date.
I geocoded the demolished public housing addresses provided by the CHA using a combination of Google maps and maps of the city available from the city of Chicago. If there is no building of the exact address available on either map, which occurs if the building has been demolished and not yet replaced, I use a building on the same block instead. Each demolition can include several buildings. If buildings from the same demolition (defined as the same demolition date and project) are on multiple blocks, I use the centermost location.
Crime data include all reported index 4 crimes occurring within the City of Chicago from January 1999 to February 2011, which I obtained from the Chicago Police Department through a Freedom of Information Act request. The data are incident-level, with date and block of incident, and I aggregate to totals by month and block for the analysis. I show the average numbers of crimes per block per month for blocks close to the demolitions in Table  3 . There are 0.881 crimes per block per month on blocks within 3 miles of a demolition. The number of crimes per block is slightly higher on blocks closer to a demolition. Crime of all types decreased in Chicago from 1999 to 2010. Figure 3 shows this decline by crime type, where violent crime includes murder, assault, and rape, and Table 4 shows the downward trend at blocks within a quarter mile of a public housing demolition. Figure 3 also shows the cumulative number of units demolished. The opposing trends in demolitions and crime imply a simple analysis using the time-series variation would be biased upward; therefore a more sophisticated source of identification is necessary. I use a difference in difference approach to avoid this potential source of bias.
The location of the crime is the city block of occurrence for most crimes. The information on location of any of these crimes may be subject to some measurement error when the police must rely upon the victim's recollection to identify the location. The crime data from the Chicago Police were professionally geocoded by Locative Technology 5 using their proprietary GIS maps and supplemented by Google maps for harder to match locations. From this geolocated data, I calculated the distance between public housing demolition sites and city block using Euclidian distance. I use this measure of distance to assign the treatment of a demolition to a given block.
Difference in Difference

Estimation Strategy
The public housing demolitions in Chicago provide variation in time, space and scope, which I exploit in my estimation strategy. To motivate the estimation strategy, consider a simplified setting where each neighborhood has at most one demolition in the sample period. In this case, I could use a simple difference in difference specification, as in the following equation.
where b is the block and t is time in months. 6 Since the treatment/control status is constant within block, I can control for it with block fixed effects (ψ b ) in the above equation. Similarly, a before/after variable could be specified for all blocks, or could be captured by a month fixed effect (γ t ). T reated b * P ost t is the traditional treatment interaction variable, a dummy variable that turns to one after the demolition for any blocks that are treated by the demolition.
However, the variation in my data is more complicated than what is captured in a simple difference in difference specification. First, many blocks do not have a single nearby demolition, but experience multiple demolitions over time. The difference in difference framework can handle multiple treatments if they occur in mutually exclusive areas, for instance if states implement a new law at different times, but Chicago's demolitions are often close enough together that they cause a given block or neighborhood to be treated multiple times.
The second complication is that the scale of the treatment varies between treatments. A demolition of 300 units is likely to have a larger effect than a demolition of 80 units. Instead of using a dummy variable to measure my treatment, I use a variable that increases by the number of units demolished every time there is a demolition. This cumulative treatment variable takes both the size of the demolition and the existence of multiple demolitions into account.
My estimating equation is the following
The U nits bt variable is a count of the number of units that have been demolished through date t "near" block b. In my models, I vary the definition of "near" in defining the U nits bt variable. I explain this assignment of treatment status more in the next section.
Assignment of Treatment
With block-level crime data, the assignment of treatment status is not straightforward, since blocks in addition to the block were the demolition occurred will be affected by the demolition. I assign treated status according to distance. In Figure 4 , I show three example blocks with one demolition nearby for each block. The block centroid is the square in the center of the diagram and the public housing demolition is the star. The block is treated if the demolition occurs within the first circle, which I call the treatment radius. The treatment at time t will be the cumulative number of units demolished within the treatment radius by time t. Any blocks that have no demolition within their treatment radius, but have a demolition within the larger circle, the sample radius, remain in the sample as controls. Blocks far away from the demolition may be different from those nearby due to the heterogeneity in population in different areas of Chicago. Therefore, any blocks that have no demolitions within their sample radius are excluded from the sample. I report results for a variety of sizes of both radii, but my preferred specification uses a treatment radius of 1/4 mile and a sample radius of 3 miles. To picture these distances in the map in Figure 1 , the sample radius is around half the width of the city at the narrowest point, so my sample includes all of the "South Side" that contains the bulk of the demolitions as well as the area to the west, but excludes the extreme north and south portions of the city.
Threats to Identification
All specifications include block fixed effects (ψ b ), which control for anything that is constant within blocks. I also include month fixed effects (γ t ). These control for anything that is changing over time or is unique to a specific month for all blocks. Thus, the identifying variation is the timing and scale of demolitions across blocks. This is a valid causal estimate of public housing demolitions as long as the timing is not correlated with other factors affecting crime. I would like to control for block level linear trends, but that is not feasible due to the limited variation at the block level. I do the next best approach and use census tract linear trends, θ c t in the above equation. These census-tract specific trends control for differences in trends for blocks in different census tracts. A census tract contains, on average, around 20 city blocks.
One reason we might see a within census tract difference in trends is if demolition sites were chosen endogenously, for instance if the choice to demolish a particular building was made in response to a change in the crime rate. There are several reasons this endogenous selection is unlikely. To begin with, the response must be to trends in crime, not just a generally higher (or lower) crime rate. A high crime rate is a constant at the block level, thus will be captured by block fixed effects. There is some evidence that some projects were chosen as early demolitions because of their infamously high levels of crime (Venkatesh 2000), but not to a change in crime rates.
This endogenous selection is likely to be most prevalent in the early period of demolitions, between 1995 and 2000, prior to the Plan for Transformation. Due to data availability on my outcomes of interest, the earliest demolitions, those before 1999, do not contribute to the identification. In addition, my identification comes from individual buildings within a project, rather than from the demolition dates and locations of entire projects. While the selection of projects to demolish may be a strategic decision, the decision of the order in which to demolish particular buildings within a project is more likely a logistical or engineering decision.
In addition, I am most concerned about endogenous selection based on a decreasing crime rate, rather than an increasing rate. Since a demolition is expected to decrease crime, selection of demolition sites based on an increasing crime rate, which is more politically likely, would bias my estimates towards zero. Table 5 shows the estimates from the specification detailed in the previous section for treatment radii of 1/4 mile, 1/2 mile, 3/4 miles, and 1 mile, all with a sample radius of 3 miles. The main treatment variable is the number of units demolished within the treatment radius of a given block through period t. The coefficient on this variable is negative and statistically significant at all treatment radii and for all crime types. Standard errors are clustered at the block level, but remain quantitatively similar if clustered at the census tract level.
Results
For the smallest treatment radius, 1/4 mile, total crime decreases by 0.047 crimes per block per month for every 100 units demolished. The coefficients decline as blocks further away from the demolition are included in the treatment area while the 3 mile sample radius remains constant, but remain negative and statistically distinguishable from zero. Table 6 scales the coefficients to reflect the effect of an average sized demolition, for ease of interpretation. Total crime decreases by 0.0748 crimes per block per month for an average-sized demolition, a 8.79% decrease relative to the average total crime per block. The effect is concentrated in violent crimes. Murders decrease by 31.4%, assaults decrease by 32.4% and robberies decrease by 16.9%. Burglaries and thefts decline by a more modest 4.17% and 3.88%, respectively.
From Table 5 my results appear highly localized. My estimated treatment effect falls from -0.047 per block-month when I include blocks within 1/4 mile in the treatment radius to -.003 per block-month when I include all blocks within a mile of a demolition. I further explore the locality of my results in Table 8 . In this table, the regression contains the treatment variables for two radii at a time. When estimated in the same regression, the coefficient on the smallest treatment radius gives the effect of the demolition within a small circle around the demolition. The coefficient on the second gives the effect of the demolition on the ring around the smaller circle, since the change within the circle is captured by the first variable. From the table, we see that the 1/4 mile radius contains most of the estimated effect of the demolition. The smaller radius captures the bulk of decline in crime in every regression in this table, including the one that includes both a quarter and a half mile radii. More importantly, the results show no significant increases in crime within 2 miles around a demolition. The demolition is not causing crime to simply redistribute to areas further away. Most residents do not move far from the demolitions (Venkatesh et al. 2004 ), but some residents are moved further away by the Chicago Housing Authority, when they are transferred to another public housing complex. The lack of crime increase in the 2 mile radius gives some evidence that the observed decline in crime is a true decline, not a spatial redistribution.
Robustness Checks
Sample Radius
My preferred choice for the sample radius, used in all of the above specifications, is a radius of 3 miles. This choice includes a large portion of the city as a comparison group but avoids areas that are geographically and socioeconomically very different from the locations I am studying. However, due to the heterogeneity of Chicago's neighborhoods, even 3 miles may include areas that do not serve as good controls for my blocks of interest because they are on very different crime time trends. My results, however, are not sensitive to the choice of this radius. Table 9 shows the most conservative sample radius choice, in which I eliminate the control group entirely. Thus, the treatment radius and the sample radius are equal in this specification. These estimates use the variation in timing of demolitions as the source of identification, with later treated blocks serving as control for earlier treated blocks. The results I find with this specification are qualitatively similar to that of the main specification.
Alternate Specifications
The continuous treatment variable scaled by units is only one of several specification choices I could have made for my main results. Table 11 contains several alternate specifications for both the treatment and dependent variable. The second column contains a traditional difference-in-difference estimate, where the treatment changes from zero to one with the first demolition and remains equal to one from then on. Without taking advantage of the variation from multiple demolitions with differing sizes, the estimated effect on crime is much smaller, and the coefficient is, in fact, positive for large radii.
The third column uses the modified difference in difference estimation technique but includes no control for census tract specific trends. The coefficient on the treatment variable is larger in magnitude than that of my main estimates, thus without these controls for the trends in differing locations, I would overestimate the effects of a demolition.
The fourth column uses an inverse hyperbolic sine (IHS) transformation of the dependent variable. This transformation allows for the interpretation of regression coefficients like in a log transformation, but unlike logs, the inverse hyperbolic sine is defined at zero. The inverse hyperbolic sine is defined as y * bt = log[y bt + (y 2 bt + 1) ( 1/2)] where y bt is the number of crimes in block b and month t (Burbidge, Magee and Robb 1988). The IHS transformation specification gives a smaller, 2.4%, decrease in crime from a demolition, but it remains negative and significant.
Counts of crime at the block-level include a large number of zeros and generally leftskewed distribution, thus a Poisson or negative binomial model may be a better fit than either a linear regression or the IHS transformation. Column 4 of Table 11 shows the estimated marginal effects from a Poisson regression of total crime on the treatment variables estimated using maximum likelihood. The marginal effects are calculated at the mean of total crime, for 100 units demolished. The Poisson shows a 7.1% 7 decrease in total crime within a quarter mile of the demolition. Which is smaller than the 8.8% estimate from the main specification, but is of a consistent magnitude.
Timing
I use the structural demolition date as my treatment date for most of my specifications both because that is the date available in the data provided by the Chicago Housing Authority and because it is the date in which the most tangible change occurs at the demolition site. However, a demolition is a process, not a single event, so I explore the estimates using other potential treatment dates in Table 10 . The estimates are largest if the estimated eviction date is used instead of the structural demolition date as the date of treatment. I explore the timing of the treatment further in section 5 with an event-study specification.
Event Study
Estimation Strategy
My main results show that crime decreases by 8.8% in the area within a quarter mile of a demolition but does not provide any insight into the timing of that decline. To directly examine the timing of the effect, I focus on the effect of a demolition on total crime in the quarter mile treatment radius. I do an event study analysis, using blocks that are not currently experiencing a demolition (but will or have already) as controls. I use the date of the structural demolition as the event date and the 1/4 mile treatment area to estimate the following equation.
is a series of dummy variables that indicate the length of time between the event and the date of the current observation, with t indicating the date of the current observation and e b j indicating the date of each event that effects block b. For ease of exposition, henceforth Γ d = 1(t − e b j = d). The standard specification for an event study with one event per cross sectional unit has set of mutually exclusive dummy variables, each equal to one when an event is a certain number of periods away. This basic specification extends directly to this setting, in which I have multiple events per cross sectional unit, only the dummies are not mutually exclusive, so that if a given individual in a given period is both three periods after an event and two periods before another event, both relevant dummies are equal to 1. In this setting, if a demolition occurred 3 months ago and another will occur in 2 months then both Γ 3 = 1 and Γ −2 = 1 and all other dummy variables will be equal to zero. 8
Results
I present the results of the event study analysis both graphically in Figures 5 and 6 and as a table in Table 12 . Figure 5 shows the coefficients on the event time dummy variables for a 24 month window around the structural demolition date. Each point on the graph represents two months. I have adjusted the coefficients to be relative to the structural demolition date, which is set to zero. On this graph I have marked the approximate dates from the timeline of a typical demolition. Figure 6 shows that most of the crime decrease occurs between the time that eviction notices are mailed and the demolition completion date. This is consistent with the findings in Table 10 , in which I find the largest estimated crime decreases if I use the approximate eviction date rather than the structural demolition date as my treatment date. Thus, my main estimates are an underestimate of the effect of these demolitions on crime.
The size of the effect seen in Figure 5 is consistent with the main estimates from the difference in difference approach. The estimates from Figure 5 are replicated in Table 12 . Unlike in the figure, the estimates in the table are not redefined to have the estimate at the structural demolition date equal to 0, thus the easiest way to interpret this regression is to compare coefficients, rather than comparing each coefficient to zero. The coefficient for the dummy variable at the approximate eviction date (5-6 months prior to the structural demolition date) is 0.050, which is 0.060 crimes more than the estimated coefficient at 1-2 months after the demolition date (-0.010). This is consistent with Table 5, in which I estimated a decrease of 0.047 crimes per block in 1/4 mile radius of a demolition.
In addition to understanding the timing of a treatment, event studies allow for rigorous evaluation of pre-trends that may invalidate the identification of the estimates using a difference in difference approach. They also allow us to evaluate whether the event caused a temporary or permanent change in the outcome variable. Figure 6 shows a longer run graph of 5 years for evaluation of these potential pre and post trends. There are fewer observations supporting the estimates for the period before the demolition, especially for 4 and 5 years before the demolitions, which explains why these estimates vary more than the post-demolition estimates. Many of the demolitions occurred in 2001 and 2002, 3-4 years after the beginning of the crime data in 1999. Even with the additional noise, there does not appear to be a strong pre-trend, validating the identification of the main estimates. There is no post-trend in the 5 years after the demolition, thus the change in crime appears to be permanent, at least in the medium term.
Heterogeneity & Potential Mechanisms
The previous results focused on the size and location of the crime decreases in the area around public housing, but provide little understanding of the mechanism behind the estimated decrease. This section explores the heterogeneity of the results over both neighborhood characteristics and the characteristics of the public housing itself. The literature points to several potential mechanisms behind the crime decrease observed with the demolition of public housing. The structure of the public housing may have contributed to the high crime near public housing, as the structures were mainly high rises, which limited the number of "eyes on the street" as discussed in Jacobs (1961) amongst other places and limited the existence of "defensible space" (Newman 1972) . They were also places of very high population density, a characteristic that has been associated with high crime in the literature (Glaeser and Sacerdote 1999) . Much of the public housing was in disrepair, often in visible ways. A broad literature points the effect of broken windows and other signs of societal negligence as a correlate of high crime (Corman and Mocan 2005).
Tables 13 and 14 cast some light on these potential mechanisms by exploring the heterogeneity of the results over different neighborhood and public housing characteristics. The results in these tables come from the following specification:
where the treatment variable is interacted with quantiles (or other defined categories) of Census tract or public housing characteristics. Table 13 shows results for characteristics of the public housing itself. Although all of these demolitions were of public housing that was in disrepair, some projects were in worse shape than others. The Department of Housing and Urban Development inspects all public housing at regular intervals. I use HUD inspection scores of the quality of the project closest to the demolition date as a measure of the disrepair of the demolished housing prior to demolition. The estimated crime decreases after demolition are largest for the public housing in the worst shape prior to the demolition. Table 13 also shows the estimated effect for demolitions categorized as small, medium, or large. The estimated effect of demolishing public housing appears to be concentrated in demolitions of the largest public housing projects. Table 14 shows the heterogeneity over Census Tract characteristics, to help understand whether the heterogeneity of results found in the previous table are driven by the neighborhood containing the public housing, rather than the public housing itself. All Census tract characteristics are as of the 2000 Census, which is prior to most of the demolition activity. Income is the median household income in the Census tract, Poverty is percent of households below the poverty line, Density is measured by the population per square meter of land area, and the race/ethnicity variables are the percent of the population of that race/ethnicity. The median values of each of these tract characteristics are given at the bottom of the table, for context.
Public housing demolitions in low income and high density locations seem to be driving the effects on local crime. The effects are consistent across quantiles of poverty rates. Tracts with low percentage whites and high percentage blacks also carry the majority of the effect. Tracts with the lowest percent black appear to experience crime increases rather than decreases after a demolition. Not only may the characteristics of the public housing be important for the effect the demolition of a public housing complex might have, but the surrounding neighborhood may be important too. Tables 13 and 14 show that poorly maintained, large public housing structures in high density, low income, and high percent minority neighborhoods were the primary drivers of the estimated externalities from the public housing. This paper does not suggest that the "publicness" of the public housing drives the externalities, nor that low income housing universally imposes externalities on the neighborhood. If that were the case, the per-unit effect should be uniform across both the characteristics of the public housing complexes and across the neighborhood characteristic distribution.
Discussion & Conclusion
The goal of this paper is to analyze the externalities of public housing on the surrounding neighborhood using the change in public housing stock from demolition of severely distressed buildings. I am able to identify very local effects of these demolitions using geographically detailed data on crimes and demolition locations. This data availability allows me to do a modified difference in difference and an event study using the variation in the location, scale, and timing of the demolitions.
Using this data, I find statistically significant decreases in crime within a 1/4 mile of the demolition and no indication of spatial redistribution of crime. The effect is concentrated in highly costly violent crimes, with assaults declining far more sharply than burglaries, robberies and thefts. These declines occur at the time the residents are evicted from the public housing and persist at least 5 years after the demolition. Chicago's public housing demolitions may provide an upper bound of the neighborhood effects of demolishing distressed public housing units because Chicago's public housing was above average in its need for renovation. However, the improvements to the neighborhood found in this paper are encouraging with respect to other demolition programs currently occurring in many US cities.
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