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Abstract 
Real-time Internet services are becoming more popular every day, and Voice over Internet 
Protocol (VOIP) is arguably the most popular of these, despite the quality and reliability 
problems that are so characteristic of VOIP. This thesis proposes to apply a routing technique 
called Fully Redundant Dispersity Routing to VOIP and shows how this mitigates these 
problems to deliver a premium service that is more equal to traditional telephony than VOIP 
is currently.  
Fully Redundant Dispersity Routing uses the path diversity readily available in the 
Internet to route complete copies of the data to be communicated over multiple paths. This 
allows the effect of a failure on a path to be reduced, and possibly even masked completely, by 
the other paths. Significantly, rather than expecting changes of the Internet that will improve 
real-time service quality, this approach simply changes the manner in which real-time 
services use the Internet, leaving the Internet itself to stay the way it is. 
First, real VOIP traffic in a commercial call centre is measured (1) to establish a baseline 
of current quality characteristics against which the effects of Fully Redundant Dispersity 
Routing may be measured, and (2) as a source of realistic path characteristics. Simulations of 
various Fully Redundant Dispersity Routing systems that adopt the measured VOIP traffic 
characteristics then (1) show how this routing technique mitigates quality and reliability 
problems, and (2) quantify the quality deliverable with the VOIP traffic characteristics 
measured. For example, quantifying quality as a Mean Opinion Score (MOS) estimated from 
the measurements with the International Telecommunication Union’s E-model, slightly more 
than 1 in every 23 of the VOIP telephone calls measured in the call centre is likely to be 
perceived to be of a quality with which humans would be less than very satisfied. Simulations 
carried out for this thesis show that using just two paths adopting the same measurements, 
Fully Redundant Dispersity Routing may increase quality to reduce that proportion to slightly 
less than 1 in every 10 000 VOIP telephone calls. 
Next, a mathematical model called the Qualitative Characteristics Estimation Model 
(QCE-model) is presented for estimating the quality for Fully Redundant Dispersity Routing 
systems using the E-model. The QCE-model describes the packet loss and packet loss 
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burstiness characteristics of each path with a 4-state Markov model. The packet loss and 
packet loss burstiness characteristics of the Fully Redundant Dispersity Routing system as a 
whole may then be computed by combining the Markov models of the paths used by the 
system. From these computed characteristics, the QCE-model may then, along with a delay 
estimate and knowledge of the media encoding scheme, compute a quality estimate for the 
system using the E-model. The QCE-model is applied to a mathematical model of path 
characteristics constructed from the measured VOIP traffic characteristics called the Packet 
Loss and Packet Loss Burstiness Model (PLB-model). Besides demonstrating the relationships 
between the quality-determining factors for Fully Redundant Dispersity Routing, the 
application also quantifies the deliverable quality that may be expected for these, even for 
conditions that have not been observed.  
The accuracy of the QCE-model is demonstrated by comparing its results to simulation 
results, both based on the measured VOIP traffic characteristics, and analytically. While 
these do show a discrepancy, that discrepancy is so small as to be all but indiscernible to 
humans. Unsurprisingly, the discrepancy is zero in the absence of threats to quality. However, 
even when synthesising VOIP telephone calls by adopting measured VOIP characteristics 
but condensing the quality threats significantly to highlight that discrepancy, 50% of the 
modelled MOS estimates are within 1.50E−02 of the simulated MOS estimates, and 98% 
within 5.90E−02. The limitations of the QCE-model are analysed, and the distribution of 
discrepancies quantified.  
Finally, a description of how Fully Redundant Dispersity Routing may be deployed to 
improve quality in a real setting is offered. Matters such as service provision and management 
are addressed. This description shows that a system that uses Fully Redundant Dispersity 
Routing to improve the deliverable quality of VOIP telephony is feasible. 
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Symbol Description 
𝑝𝑖,𝑗(𝑘)  The (𝑖, 𝑗)th element of the 𝑘th matrix P𝑘.
𝑃(loss)  Probability of packet loss by a dispersity routing system. 
p( 𝑘;ࣝ, 𝑛 ) The probability density function of the discrete distribution describing 
the discrepancy in packet loss of a dispersity routing system. 
𝑄  The delay adopted for the de-dispersion buffer.
࣫𝑖  Arrival time in the de-dispersion buffer of non-lost packet 𝑖. This 
buffer may act as a scheduling queue to compensate for the differences 
in path delays increasing the probability of delay variation in the 
packets delivered by the dispersity routing system. 
࣬  Set of receive times for the (corresponding) packets in ࣧ. 
𝑟𝑖  The 𝑖th path, where 𝑟𝑖 ∈ ࣪.
𝑟(𝑖)  Given C = A ⨂ B , this function computes for index 𝑖 in C, the 
corresponding index in B (the right operand). 
࣭  Set of send times for the (corresponding) packets in ࣧ. 
𝑡𝑖  The 𝑖th point in time.
ܶ  A sequence of truth values (that is, values that may be in one of two 
states: either true or false), where ⊤ (that is, true) represents a lost 
packet and ⊥ (that is, false) a received packet. 
W  State transition matrix for a dispersity routing system. 
𝑤𝑖,𝑗(𝑥)  As a simplification, 𝑤𝑖,𝑗 in W may be computed as 𝑤𝑖,𝑗(𝑁). 
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Symbol Description 
ࣲ  Discrete state space ࣲ = {3,4}, that is ࣲ ⊂ ࣴ, represents the two loss 
states Burst Loss and Gap Loss respectively, 
𝑋  Cardinality of set ࣲ; that is, |ࣲ|.
ࣴ  Discrete state space ࣴ = {1,2,3,4} represents the states Gap Receive, 
Burst Receive, Burst Loss and Gap Loss respectively. 
𝑍  Cardinality of set ࣴ; that is, |ࣴ|.
𝛼  A gap comprising of consecutively received packets in a call profile 
being synthesised. The initial gap, 𝛼0, has between 1 and Gmin received 
packets, subsequent gaps, 𝛼𝑥 (where 𝑥 > 0), have Gmin received 
packets.  
𝛽  A loss burst in a call profile being synthesised.
𝛿𝑥𝑦 The frequency 𝛿𝑥𝑦 ∈ Δ of MOS discrepancy 𝑥 ∈ [−4,4] occurring, 
assuming 𝑦 ∈ {bursty,random} packet loss. 
Δ The set of frequencies with which MOS discrepancies occur in a 
particular dispersity routing system. 
ࣟ  The ordered set of loss bursts extracted from all measured call profiles, 
where 𝑒𝑖 ∈ ࣟ is the 𝑖th loss burst in ࣟ. 
𝜆(𝑧1, 𝑧2, … , 𝑧𝑁)  Function that computes the index in W of the Kronecker product of 
the column vectors {p𝑧𝑖(𝑖): 𝑖 = {1,2, … , 𝑁}}. 
π A part of a packet, such as one of the 8 bits of an octet of a packet. 
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Symbol Description 
υ An encoding of a part, π, of a packet.
ψ(𝑖)  Function that quantifies the impact of loss burst 𝑒𝑖.
ω( 𝑘;ࣝ, 𝑛 ) The frequency of 𝑘 packet losses occurring in a dispersity routing 
system communicating a stream of 𝑛 packets using paths losing the 
packet counts in ࣝ. 
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Chapter 1 • Introduction 
Real-time services on the Internet, such as Voice over Internet Protocol (VOIP), are rising in 
popularity. However, the Internet was never designed, nor built, for real-time services. Rather, 
what the fathers of the Internet sought primarily was resilience to the kinds of attacks feared 
during the cold war. Consequently the Internet is a best-effort network. Meeting the demands 
of real-time services was, at the time, simply not a goal.  
While that best-effort nature is not a problem in itself (indeed, generally that pragmatic 
nature is accepted as being characteristic of the Internet), we are accustomed to and expect 
quality and reliable real-time services, such as those provided by traditional telephony service 
providers. Unfortunately real-time services are more sensitive to the distortions to which a 
best-effort network may subject them than non-real-time services are, because real-time 
services have the additional constraint of timeliness. That is, events must occur within a 
certain period of time because when they do not, quality suffers. Mechanisms, such as 
forward error correction (FEC), that have evolved for dealing with the faults that a best-effort 
network may bring to bear on non-real-time services, may not be appropriate for real-time 
services that have that additional constraint of timeliness.  
Therefore, a gap exists between (1) the levels of service that real-time services demand 
from the Internet and (2) the levels of service that the Internet provides consistently. This gap 
is significant enough for quality and reliability problems to be characteristic of real-time 
services such as VOIP on the Internet. One way to address these problems without changing 
the Internet itself (which would be a substantial, if not futile, task), is to change the way that 
real-time services use the Internet. This thesis proposes to do just that by utilising the path 
diversity readily available in the Internet.  
In particular, this thesis concentrates on using path diversity to improve the quality of 
VOIP on the Internet. There are three reasons for choosing to concentrate on VOIP. First, 
mature tools are available for measuring VOIP quality, both subjectively and objectively, thus 
facilitating accurate quantification of quality improvements. Second, real VOIP traffic is 
readily available for measuring, both (1) offering a baseline against which any improvements 
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made possible by using path diversity may be measured and (2) making simulations based on 
that data realistic. Third, currently VOIP is arguably the most popular real-time service.  
Simulations presented in this thesis show that harnessing path diversity using a form of 
routing known as fully redundant dispersity routing [1]–[6] can address the quality and 
reliability problems that are characteristic of real-time services. These simulations draw on 
actual VOIP traffic data measured for this thesis in a commercial call centre, both for 
establishing a baseline of current quality performance and as a source of realistic path 
characteristics. A mathematical model called the Qualitative Characteristics Estimation Model 
(QCE-model) developed in this thesis can predict the quality performance that a fully 
redundant dispersity routing system is likely to deliver. Simulations and analysis show the 
accuracy of that model.  
Just like the Internet, fully-redundant dispersity routing is a best-effort approach. 
However, it makes real-time traffic less susceptible to the kinds of distortions possible in a 
best-effort network, increasing the likelihood that a service delivers an accustomed and 
expected level of quality. This is accomplished using resources readily available, providing 
users with increased control over the quality they are likely to experience. 
The remainder of this chapter outlines the background of this thesis, states the research 
goals, enumerates papers published in relation to this work, discusses the contributions made, 
and concludes with an outline of the structure of the rest of this thesis. In addition to 
introducing fully redundant dispersity routing as an approach to improving the quality of 
real-time services on the Internet, the background places this work in context by introducing 
alternative approaches of exploiting path diversity, and describes how quality may be 
quantified.  
1 .1 BACKGROUND AND CONTEXT 
Currently VOIP is not on par with traditional telephony. That quality and reliability problems 
are so characteristic of real-time services such as VOIP, that VOIP over the public Internet is 
all but synonymous with poor telephony, is evidence of this inequality. Improving the 
network used for real-time services to serve the needs of real-time services better is one 
approach to improving quality. However, this approach is an option only when the network is 
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within reach. When the network or even just the used segments are not within reach, such as 
when they belong to others that are located in different geographical localities and 
jurisdictions, other approaches for improving quality may be called for. 
Ordinarily, data on the Internet travels along a single path from source to destination, 
even though that path may change at any time and for any number of reasons. This 
arrangement is entirely rational when seeking to use the Internet efficiently. However, when 
that pursuit of efficiency prevents satisfaction of other objectives, such as delivering a reliable 
and quality real-time service, that objective may need to be placed into context. After all, a 
service that fails to deliver a satisfactory level of service is less desirable than one that 
succeeds; a telephony service that cannot be used to communicate — the fundamental 
purpose for which it exists — is of little use.  
1.1.1 DISPERSITY ROUTING 
By actively replicating the data over multiple paths, however, the effect of a failure on one 
path may be reduced or even masked completely by the other paths [7][8]. In essence, fault-
tolerance may be obtained by introducing redundancy through data replication over multiple 
concurrent paths. Delivering data to its intended destination using multiple paths at the same 
time is not novel to this thesis. Communicating data from source to destination by sending it 
towards multiple nodes in the general direction of the destination was first considered as a 
routing technique called selective flooding [9][10]. Despite being dismissed as inefficient, it 
was also recognised at the time that variations of this technique may be useful. As shown in 
this thesis, the usage of multiple paths is indeed useful for improving the quality of real-time 
services.  
The first to describe a data communications system that employs, for the benefits that it 
brings to data communication, multiple concurrent paths to communicate data is generally 
accepted to be Nicholas Maxemchuk [1]–[6][11]–[14]. Called dispersity routing, Maxemchuk 
identifies three forms:  
1 non-redundant,  
2 fully redundant, and  
3 partially redundant. 
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Non-redundant dispersity routing seeks to deliver the combined throughput of multiple 
paths. It does this by dividing the data to be communicated among the paths such that each 
path is given a subset of the data, and the set of paths collectively communicates a single 
instance of the data. Effectively inverse multiplexing, this approach makes no attempt to 
tolerate communication faults such as loss. Its sole goal is increased performance by 
combining the resources of multiple paths and spreading the data over these paths.  
In contrast, fully redundant dispersity routing seeks to tolerate communication faults by 
replicating the data to be communicated among multiple diverse paths. Each path is given a 
complete instance of the data to be communicated. Given 𝑁 paths, the data is sent 𝑁 times, 
one instance for each of the 𝑁 paths. Note that each path is given one instance only. 
Assuming that paths have independent failure behaviours, actively replicating the data along 
multiple paths gives these paths the opportunity to reduce, or even mask completely, the 
effect of a failure on other paths. Because the data is replicated across the paths rather than 
along them, as is the case with FEC, this approach delivers the timely data redundancy that is 
so crucial for resilient real-time communications. 
Partially redundant dispersity routing combines non-redundant dispersity routing with 
fully redundant dispersity routing by encoding subsets of the data into blocks using 
techniques such as erasure codes and then sending these blocks along the set, or subset, of 
paths. The goal of this approach is to balance the performance gains possible with non-
redundant dispersity routing against the quality gains possible using fully redundant 
dispersity routing. 
Figure 1: A non-redundant dispersity routing system of 𝑁 paths communicating 𝑛 packets. Each 
path is given a subset of the data, such that the set of paths collectively communicate a single 
instance of the data. The dispersity routing system in this example uses 𝑁 = 4 paths. 
m1m2…
rNsNm4m8…
…
r2s2m2m6…
r1s1m1m5…
m1m2…
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It may be convenient in a packet-switched network for the division into subsets of the 
data to be communicated to be packet-based. For example, given that a stream ࣧ of 𝑀 
packets 𝑚1, 𝑚2, … , 𝑚𝑀 is to be communicated as depicted in figure 1 using a non-redundant 
dispersity routing system of 𝑁 paths, partition the packets into 𝑁 subsets, that is 𝑠1, 𝑠2, … , 𝑠𝑁. 
The first subset, 𝑠1, comprises every 𝑁th packet beginning with the first packet, the second 
subset, 𝑠2, comprises every 𝑁th packet beginning with the second packet, and so on. 
Formally, subset 𝑠𝑖 ∈ {𝑠1, 𝑠2, … , 𝑠𝑁} comprises packets {𝑚𝑥 ∈ ࣧ: ∀𝑦 ∈ ℤ, 𝑦 ≥ 0, 𝑥 = 𝑦𝑁 +
𝑖 , 𝑥 ≤ 𝑀} [3]–[4][6]. Each subset is then given to one of the 𝑁 paths 𝑟1, 𝑟2, … , 𝑟𝑁, for 
example by giving subset 𝑠𝑖 to path 𝑟𝑖. Non-redundant dispersity routing systems are not used 
in this thesis.  
In contrast, in a fully redundant dispersity routing system the data to be communicated 
does not need to be divided. Rather, the data is given in its entirety to each of the 𝑁 paths 
[1][6] which then communicate it, as shown in figure 2. Division is not necessary to achieve 
fully redundant dispersity routing. However, as this may result in 𝑁 instances of the data 
arriving at the recipient, up to 𝑁 − 1 duplicates must be identified and discarded at the 
recipient. If the data itself does not facilitate the identification of duplicates at the recipient, 
the data may need to be encapsulated with metadata that does facilitate this identification of 
duplicates. In a packet-switched network for example, each packet may be encapsulated with 
an identifier, so that the recipient may deliver the first instance of each encapsulated packet 
only, discarding the other, duplicate, instances. That is, subset 𝑠𝑖 ∈ {𝑠1, 𝑠2, … , 𝑠𝑁} comprises 
{〈𝑥, 𝑚𝑥〉: 𝑚𝑥 ∈ ࣧ ∀𝑦 ∈ ℤ, 𝑦 ≥ 0, 𝑥 = 𝑦𝑁 + 𝑖 , 𝑥 ≤ 𝑀}. At the recipient, only the first instance 
Figure 2: A fully-redundant dispersity routing system of 𝑁 paths communicating 𝑛 packets. 
Each path is given a complete instance of the data to be communicated, such that the data is sent 
𝑁 times, one instance for each of the 𝑁 paths. 
m1m2…
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…
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of 〈𝑥, 𝑚𝑥〉 that arrives is accepted, and its contained 𝑚𝑥 is then delivered from the system. 
The other 𝑁 − 1 instances of 〈𝑥, 𝑚𝑥〉 that may arrive are discarded.  
Partially redundant dispersity routing systems, which are also not used in this thesis, may 
be arranged in various ways. However, the arrangement may be constrained by the number of 
paths available and the encoding employed, such as a modulo two sum [6], a (5, 4) Hamming 
code [3]–[4], or a (7, 4) Hamming code [1]–[2][6]. Furthermore, when used for real-time 
communications, the need for timely delivery of data may further constrain the arrangement. 
The example depicted in figure 3 of a partially redundant dispersity routing system is based 
on an example in [6]. It encodes 4 bits (depicted as 𝜋) of the data (arriving as packets 
𝑚1, 𝑚2, … , 𝑚𝑀) into 3 encoded bits (depicted as 𝜐) and gives the block of 4 bits and 3 
encoded bits to 7 paths, each path communicating 1 bit. The recipient can decode the block 
once (1) the 4 bits or (2) any 5 of the 7 bits in the block are received, and then deliver the 4 bits 
sent.  
The concepts of dispersity routing have been used in many ways [11]. For example, non-
redundant dispersity routing has been used and adapted in aggressive transmission [15], 
parallel communications [16], inverse multiplexing [17]–[18], striping [19]–[20], channel striping 
[18], network striping [21], channel diversity [22], multipath transmission [23], and in [14][24]–
[26]. Similarly, fully redundant dispersity routing, the form used in this thesis, has been 
employed as mesh routing [27] as simple replication [28], and in [15][29]–[33], and partially 
Figure 3: A partially-redundant dispersity routing system encodes subsets of the data into blocks 
using techniques such as erasure codes. In this example, 𝐾 = 4 bits (shown as 𝜋) are encoded 
into 𝑁 − 𝐾 = 3 bits (shown as 𝜐), and the resulting 𝑁 = 7 bits are then sent on the 𝑁 paths. 
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redundant dispersity routing has been used and adapted as multi-path transmission [34]–[35] 
and in [13][28][31][36]–[42]. The work in this thesis differs from these efforts in that it shows 
how fully-redundant dispersity routing can improve the deliverable quality of real-time 
communications, focusing in particular on VOIP. Tools are provided for estimating the 
quality that may be expected from fully-redundant dispersity routing systems, the accuracy of 
these estimates are quantified, and deployment considerations are presented.  
In summary, whereas non-redundant dispersity routing uses additional paths to 
parallelise data communication for performance gains, fully and partially redundant 
dispersity routing use additional paths to introduce data redundancy for quality gains. 
Partially redundant dispersity routing compromises between these two goals. While it may 
not have been the original intention [12] in [1], dispersity routing may be adapted at the 
network layer, directing the manner in which packets, rather than bits, are communicated to 
their destinations. This is similar to the approach taken by [43], who evaluates dispersity 
routing adapted to operate at the application level. At its most minimalist, each packet may be 
viewed as a message in its own right to be dispersity routed. In this thesis, dispersity routing 
is adopted at the network layer, and directs the manner in which packets are communicated. 
For the sake of brevity, dispersity routing refers to fully redundant dispersity routing for the 
remainder of this thesis. 
1.1.2 ALTERNATIVE APPROACHES TO DISPERSITY ROUTING 
Forward error correction and path switching are alternative approaches to dispersity routing 
for dealing with communication errors, and which just like dispersity routing do not require 
changes to the Internet itself. This section describes these approaches.  
1 . 1 . 2 . 1  F O R W A R D  E R R O R  C O R R E C T I O N  
Forward error correction techniques seek to provide data with a degree of resilience against 
data loss by adding redundant information to it [44]–[46]. Using that redundant information 
along with the data that is not lost, it may be possible for forward error correction to recover, 
at least in part, lost data [47]. 
I N T R O D U C T I O N  
 33 
However, when used to help protect data against loss in a data communications system, 
clearly the redundant information added for that purpose increases the amount of total data 
that must be communicated. If communication occurs along a single path, this approach 
causes increased demand on that path. Indeed, at times that additional demand may be the 
very cause of the data loss that forward error correction is attempting to recover [45]–
[46][48]–[50].  
In a real-time setting where data delivery must be timely, the redundant information 
needed to recover any lost data must be available timely enough to deliver the recovered data 
in time. When faced with bursts of loss, forward error correction techniques may not be able 
to recover lost data in time, especially when the duration of a loss burst exceeds the time 
constraint [35][49][51]. 
1 . 1 . 2 . 2  P A T H  S W I T C H I N G  
At any point in time, path switching delivers data from source to destination along a single 
path only. In addition, path switching at all times maintains a pool of backup paths in 
preparation for that path developing quality-degrading characteristics. When that occurs, 
path switching reacts by switching to one of the backup paths in its pool [15][29][52]–[57]. 
However, switching may also occur pre-emptively before quality degradation occurs, thus 
avoiding outages that begin with a degradation occurring, continue through the detection of 
the degradation and end only once the switch completes. For instance, to avoid the outage 
that would happen when reacting only once degradation has occurred, switching to a backup 
path may take place when degradation is predicted to occur on the current path. Similarly, 
switching to a backup path may also occur when its quality-affecting characteristics are 
superior in the long term to that of the current path. 
The ability to predict accurately which paths perform better over long time scales may be 
sufficiently beneficial to warrant actively probing paths. Even though probing does tax paths, 
accurate predictions help to make path switching more accurate in its decision (1) whether to 
switch or not (2) when and (3) to what backup path. Accurate predictions enable path 
switching to avoid switching from a path that is about to recover from a degradation, to a 
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backup path that is about to experience the same, or even worse, degradation than the current 
path.  
1.1.3 INCREASING QUALITY BY INCREASING INTERNET USE 
Sending multiple copies of the data to be communicated over multiple paths clearly makes 
more overall use of the Internet than sending it just once along a single path. However, that 
increased usage has purpose: it facilitates the improvement of quality, and that gain in quality 
may warrant the increase in overall usage.  
Considering that the Internet exists to be used and that users typically pay in one way or 
another to use it, the decision as to whether that usage (and therefore cost) is warranted or 
not lies with the user. This is true for any service that uses the Internet, such as other 
increasingly popular services like Internet television and on-demand video streaming. 
Compared to the costs of traditional telephony, however, the increase in cost is likely to be 
negligible. In the end, it is for each individual user to decide if the additional cost incurred by 
fully redundant dispersity routing is warranted by the gain in quality for a premium real-time 
service.  
Any usage in addition to the minimum that fully redundant dispersity routing imposes on 
the Internet is parallelised over a set of paths. Compare this to FEC which adds additional 
data to the only path used, and path switching which may tax paths (1) to determine which 
paths to select for inclusion in its set of backup paths, and (2) to help predict which path 
switch is most likely to be beneficial over long time periods.  
1.1.4 QUANTIFYING TELEPHONIC SPEECH TRANSMISSION QUALITY 
An attractive measure of telephonic speech transmission quality, as perceived by humans, is 
the Mean Opinion Score (MOS) [58]–[65]. What makes it so attractive is the existence of both 
(1) well-defined processes for measuring that quality as a MOS, and (2) clear semantics that 
relate the perception of that quality by humans to concise scales of MOS values. Note 
however that other real-time services may be served better by quality measures other than a 
MOS.  
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Fundamentally, a MOS is a number. Some processes for determining the MOS that 
quantifies the quality of a speech transmission subjectively are defined in [59] (although [59] 
also defines processes for purposes other than determining a MOS). Each of these MOS-
determining processes in essence defines an opinion scale that maps a set of opinions to a 
numerical score that denotes a quality. To determine the quality of a speech transmission, 
each individual of a set of humans judges the quality according to that scale, resulting in a set 
of opinion scores. The arithmetic mean of that resulting set of opinion scores is the mean 
opinion score, the MOS, for that speech transmission, according to that opinion scale.  
Most of the scales in [59], such as the conversation opinion scale depicted in table 1, have 
scores in the range 1 to 5, where 1 denotes the lowest and 5 the highest quality possible. 
However, not all scales are in that range; the scale for the Comparison Category Rating 
method, for example, is in the range -3 to 3. To identify the process (and, thus, the scale) used 
to quantify a MOS, the symbol used to denote that MOS is typically suffixed (or postfixed 
where suffixing is not possible) [59]–[60]. For example, the symbol for the MOS determined 
using the conversation opinion scale depicted in table 1 is MOSC. (The exception is the MOS 
resulting from the listening-quality scale, which yields a “mean listening-quality opinion score, 
or simply mean opinion score … represented by the symbol MOS” [59].) 
Besides the subjective processes in [59] for measuring quality, objective processes exist as 
well. Two such processes, Perceptual Evaluation of Speech Quality (PESQ) [66] and 
Table 1: The conversation opinion scale defined in [59] for judging the quality of a conversation. 
Each of a group of humans individually scores the quality by forming an opinion of the 
connection used. The arithmetic mean of the scores is the Mean Opinion Score (MOS). 
Opinion Score 
Excellent 5 
Good 4 
Fair 3 
Poor 2 
Bad 1 
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Perceptual Objective Listening Quality Assessment (POLQA) [67], determine quality by 
comparing (1) the speech after transmission (and possibly degraded by that transmission) 
through the telephone system with (2) the speech before it was transmitted (and before 
possibly being degraded by that transmission) through the telephone system. However, these 
processes require both the transmitted speech and the speech before transmission. In 
everyday telephone system usages, the listeners do not have the speech before transmission; if 
they did, there would be no need for the transmission and, therefore, the possibly degraded 
speech after transmission. 
Another process for measuring quality objectively is the E-model [58]. In contrast to the 
two processes above however, the E-model does not require the speech before transmission 
or, indeed, the speech after transmission. Rather, the E-model determines quality from 
observable telephone system characteristics such as delay, packet loss, packet loss burstiness, 
and the method used to encode the media being transmitted (that is, the codec). From these 
observable characteristics the E-model may, “for transmission planning purposes” [58], 
provide “a prediction of the expected quality, as perceived by the user” [63]. 
The E-model is a computational model that yields a transmission rating factor (R-factor), a 
number in the range 0 to 100, where 0 indicates a very bad quality and 100 a very good 
Table 2: Subset of the E-model parameters from [58] used to compute MOS estimates in this 
thesis. Default values are used for all other parameters. The permitted range is shown for each 
parameter. For illustration purposes, the default values for these parameters are also shown here. 
Parameter Symbol 
Default 
Value 
Permitted
Range 
Random Packet-loss Probability Ppl 0 0 – 20 
Burst Ratio BurstR 1 1 – 2 
Absolute Delay in echo-free Connections Ta 0 0 – 500 
Equipment Impairment Factor Ie 0 0 – 40 
Packet-loss Robustness Factor Bpl 1 1 – 40 
Number of Quantization Distortion Units qdu 1 1 – 14 
I N T R O D U C T I O N  
 37 
quality. An estimate of conversational quality (represented by the symbol MOSC Q E) may be 
computed from an R-factor [58]. For the remainder of this thesis, unless qualified otherwise, 
MOS refers to the conversational quality estimate (MOSC Q E) computed with the E-model 
using the default values defined for each E-model parameter except for those enumerated in 
table 2. When the value for a parameter is outside the defined range permitted for that 
parameter, the MOS estimate is computed as undefined, unless explicitly permitted in 
combination with other parameter values. For example, the burst ratio may exceed 2 when 
packet loss is less than 2% [58]. That the E-model permits only values in the ranges defined 
for its parameters is a limitation of the E-model.  
However, quality determinations by the E-model are estimates on a scale that “should be 
viewed as a continuum of perceived quality varying from high quality through medium 
values to a low quality” [63]. While “the boundaries between different ranges” of quality 
cannot be fixed [63], [58][62]–[63] nevertheless define a “provisional guide for the relation 
between” [58] quality scores and categories of speech transmission quality and user 
satisfaction [68]. This provisional guide is shown in table 3. For a complete definition of the 
E-model, including its limitations, the reader is referred to [58]. 
Table 3: Provisional guide defined in [58][62]–[63] for interpretation of MOS estimates. Each 
MOS estimate shown is the minimum for an interpretation in this provisional guide. Quality 
rated with a MOS below the lowest minimum shown is not recommended. 
Minimum MOS Speech Transmission Quality User Satisfaction 
4.34 Best Very satisfied 
4.03 High Satisfied 
3.60 Medium Some users dissatisfied 
3.10 Low Many users dissatisfied 
2.58 Poor Nearly all users dissatisfied 
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1.2  RESEARCH GOALS 
The primary goal of this research is to investigate and quantify the effectiveness of fully 
redundant dispersity routing as a system for improving the quality of real-time services on 
the Internet, focusing in particular on VOIP. In support of this primary goal, the secondary 
goals of this research then are to (1) develop a new mathematical model that characterises a 
fully redundant dispersity routing system, (2) quantify the improvements possible using both 
simulations based on real VOIP traffic measurements and the developed model, (3) establish 
the accuracy of the model, and (4) outline how fully redundant dispersity routing may be 
used in a real setting. 
Both packet loss and packet loss burstiness probabilities will be considered by the new 
mathematical model, which has not been done before. In addition to the measured VOIP 
traffic data, the developed model will be applicable to conditions interpolated and 
extrapolated from the measured VOIP traffic data to illustrate the quality that may be 
delivered in conditions that have not yet been observed. The accuracy of the developed 
mathematical model will be quantified for observed conditions using simulations, and as a 
probability distribution of discrepancies. Finally, a concrete example will be provided that 
illustrates how two points on the Internet will be connected using dispersity routing. 
1 .3  PUBLICATIONS RELATED TO THE THESIS 
The following two papers related to this thesis were presented and published at peer reviewed 
conferences. Both contain material that resulted from the work for this thesis, and this thesis 
builds on these papers. 
1 S. Bettermann and Y. Rong, “Effects of Fully Redundant Dispersity Routing on VOIP 
Quality,” in Proc. 2011 IEEE Int. Workshop Technical Committee on Communications 
Quality and Reliability (CQR), Naples, USA, 2011. 
2 S. Bettermann and Y. Rong, “Estimating the Deliverable Quality of a Fully Redundant 
Dispersity Routing System,” in Proc. 17th Asia-Pacific Conf. on Communications 
(APCC), Kota Kinabalu, Malaysia, 2011. 
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1.4 CONTRIBUTIONS 
This thesis makes a number of contributions. First, it proposes the use of fully redundant 
dispersity routing to improve the quality of the real-time service on the Internet. The 
effectiveness of that approach as a system for improving the quality of VOIP, currently a very 
popular and seemingly a commercially viable real-time service on the Internet, is established.  
Next, a new mathematical model that characterises the quality determining 
characteristics of a fully redundant dispersity routing system is developed, called the 
Qualitative Characteristics Estimation Model (QCE-model). The accuracy of the QCE-model 
in predicting the deliverable quality that may be expected from a fully redundant dispersity 
routing system with known path characteristics is established. This is achieved using both 
simulations and by determining the probability density function of discrepancies between the 
packet loss probability estimate by the QCE-model and the packet loss probabilities possible 
in a given configuration. The packet loss probability is the major qualitative characteristic 
estimated by the QCE-model.  
Furthermore, the improvements to VOIP quality that are possible with fully redundant 
dispersity routing are quantified using both simulations based on real VOIP traffic expressly 
measured for this thesis and the QCE-model developed in this thesis. The QCE-model is 
applied to both the VOIP traffic characteristics observed in the VOIP measurements as well 
as to a mathematical model of path characteristics constructed from the measured VOIP 
traffic characteristics called the Packet Loss and Packet Loss Burstiness Model (PLB-model). In 
addition to quantifying the effectiveness in improving deliverable quality, the simulations also 
help to illustrate salient features in how this is accomplished. 
The measurements are taken in a real setting where professional staff maintains the 
environment in an optimum condition. Those measurements serve as a baseline of current 
performance against which improvements may be measured. Moreover, the measurements 
are drawn upon by the simulations for the characteristics experienced by packets traversing 
simulated paths in fully redundant dispersity routing systems by adopting the actual 
characteristics measured.  
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Lastly, this thesis presents an outline of how fully redundant dispersity routing may be 
used in a real setting. In particular, it exemplifies how the developed mathematical model 
applied to characteristics extrapolated from the measured data may be used as a planning 
tool.  
1 .5 OUTLINE OF THESIS 
The remainder of this thesis is structured as follows. Following the introduction, chapter 2 
describes how actual VOIP traffic data is measured in a commercial call centre for the 
purposes of (1) establishing a baseline of current performance against which changes may be 
measured, and (2) providing real measured path characteristics to simulations. Next, 
chapter 2 explains how fully redundant dispersity routing may be used for real-time 
communications, details how it may be simulated, and shows how it improves the quality of 
real-time communications, focusing on VOIP. A concrete simulation using this measured 
data is used to illustrate and highlight salient features and effects, such as lowering packet 
loss, packet loss burstiness, delay and delay variation (see section 2.4.2). Three sets of 
dispersity routing simulations using the measured VOIP traffic data are then used to 
demonstrate the effectiveness of dispersity routing in improving quality. 
The next chapter, chapter 3, looks at how much dispersity routing can improve the quality 
of VOIP. A new mathematical model called the Qualitative Characteristics Estimation Model 
(QCE-model) is developed for estimating the characteristics affecting the quality that may be 
expected from any given dispersity routing system. Along with knowledge of the method 
used to encode the VOIP media being communicated, the E-model may then be used to 
estimate the VOIP quality deliverable by that dispersity routing system. Next, a new 
mathematical model called the Packet Loss and Packet Loss Burstiness Model (PLB-model) is 
constructed from the VOIP traffic measurements. The QCE-model is then applied to the 
PLB-model to estimate the VOIP quality that may be expected from dispersity routing 
systems of 2 – 6 paths, where the paths adopt characteristics interpolated and extrapolated by 
the PLB-model from the data measured in the commercial call centre. Together with quality 
estimates for a single path adopting the same characteristics, this application of the QCE-
model achieves two objectives. First, it shows what quality dispersity routing can deliver and 
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under what conditions. Second, it conveys a sense of the relationships that exist between the 
parameters affecting the deliverable quality that may be expected of a dispersity routing 
system. Therefore, this application of the QCE-model may be useful as a planning tool. 
Chapter 4 evaluates the accuracy of the QCE-model by comparing the quality estimates 
computed by simulation with quality estimates computed by the QCE-model for three sets of 
simulations, all for dispersity routing systems of two paths. The first simulation is of a 
dispersity routing system adopting every possible combination of the measured VOIP traffic 
data, the second for 25 sets of dispersity systems with elevated quality threats, and the third 
for every combination of packet loss possible for a stream of 17 packets. Discrepancies 
between modelled and simulated quality estimates are analysed, and the distribution of 
discrepancies is quantified as a probability distribution. Limitations of the QCE-model are 
examined, as is the impact of the limitations of the E-model on the evaluation of accuracy 
between the simulated and modelled quality estimates. 
Chapter 5 describes how dispersity routing may be deployed in a real-world setting to 
improve deliverable VOIP quality. Matters such as motivations for using dispersity routing 
and forms of deployment are discussed. Next, an example is presented that illustrates how 
two points on the Internet may be connected using dispersity routing. This is followed by an 
examination of security considerations, service provision and configuration, and an overview 
of management issues.  
Finally, chapter 6 concludes the thesis by summarising the research, itemising the main 
research contributions and discussing further research. 
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Chapter 2 • Using Fully Redundant Dispersity Routing 
This chapter begins by describing fully redundant dispersity routing in the context of VOIP, 
and shows how that form of dispersity routing can improve the quality of the VOIP real-time 
service. It does so using example simulations with the goal of highlighting salient effects on 
quality-effecting characteristics. For example, one of these characteristics is delay variation, 
that is, the variation in delay of one packet in relation to another, where delay is the time that 
it takes for data to travel from one point to another point. Dispersity routing may reduce 
delay variation by the competition between the paths. For the remainder of this thesis, unless 
otherwise specified, for the sake of brevity delay refers to the time that it takes for data to 
travel from one point to another point.  
The majority of the material in this chapter, all of which was produced for this thesis, has 
been peer reviewed and published in [7]–[8]. However, this chapter extends and builds upon 
the material presented in [7]–[8] in the following major points: 
1 Terminology, mathematical symbols and notation has been harmonised with this thesis. 
2 This chapter uses a more recent data set than the one used in [7]–[8]. The VOIP 
quality observed in this data set is higher than in that observed for [7]–[8], which 
translates into smaller gains delivered by dispersity routing. 
3 This newer data set was collected for this thesis by a custom data collector written 
specifically for this thesis (see section 2.1), which operates at a lower level than the one 
used in [7]–[8] resulting in more accurate data.  
4 The absence of space constraints in this thesis permits more detail than [7]–[8] in: 
a examining currently deliverable VOIP quality (see section 2.2),  
b describing the usage of dispersity routing to improve the quality of VOIP (see 
section 2.3),  
c illustrating the effects of dispersity routing on VOIP (see section 2.4), and 
d exploring the effectiveness of dispersity routing in improving the quality of VOIP 
(see section 2.5). 
5 A new simulation is described in this chapter (see section 2.5.3). This simulation 
shows the quality improvements possible with dispersity routing, by simulating 
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exhaustively how dispersity routing could have improved quality in the observed 
environment if it had been used in that environment. 
2.1 MEASURING REAL VOIP TRAFFIC 
This section describes how real VOIP traffic was measured for this thesis in a commercial call 
centre. VOIP traffic was measured for the following reasons. First, it establishes a baseline for 
comparisons between (1) the quality currently seen in a real VOIP environment that does not 
use dispersity routing, and (2) the quality possible when using dispersity routing. Second, it 
offers insight into the actual threats to quality that an approach seeking to improve quality 
may face. Third, it provides real path characteristics for simulations and modelling. 
To measure VOIP traffic, custom software was written that captures packets moving 
through the network of the telephone system handling a subset of the telephone calls in a 
commercial call centre. Figure 4 depicts a block diagram of that software. Captured packets 
are analysed in real-time just sufficiently enough to isolate relevant Session Initiation Protocol 
Figure 4: Block diagram of custom software written to measure VOIP traffic. Packets are read 
from the network using pcap, interesting calls and interesting packets associated with these 
interesting calls are identified, and for each such call a text file called a call profile is created. 
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(SIP), Real-time Transport Protocol (RTP) and RTP Control Protocol (RTCP) packets, 
identify VOIP telephone calls of interest, attribute the isolated packets to a VOIP telephone 
call, and to gather pertinent information about each VOIP telephone call (such as a possible 
delay estimate). VOIP telephone calls of interest are those passing through the public 
Internet; that is, incoming calls from an external source to a local destination, and outgoing 
calls from a local source to an external destination. Similarly, RTP and RTCP packets of 
interest are those that have passed through the public Internet; that is, packets sent from an 
external source to a local destination. 
For each VOIP telephone call of interest, a file called a call profile is written to the file 
system. An example of a call profile is depicted in the appendix. Each call profile is a text file 
that contains statistical information about the VOIP characteristics of that VOIP telephone 
call, as well as contextual information about the VOIP telephone call. In particular, data 
identifying the participants of the VOIP telephone call and any media data contained in the 
RTP packets are expressly not accessed, stored or altered. Each call profile, besides recording 
a delay estimate for the VOIP telephone call and contextual information about the VOIP 
telephone call, primarily contains the data needed to (1) identify lost RTP packets, (2) order 
RTP packets, and (3) compute the delay variation of any RTP packet in relation to a 
preceding RTP packet.  
To compute a delay estimate for the call, RTCP packets sent by the external participant to 
the local participant of the call are inspected. From the sender and receiver reports contained 
in these RTCP packets, round-trip propagation delays may be computed [69]. Assuming that 
the incoming and outgoing paths between the two participants of the call are symmetric, a 
delay estimate may be computed for the call as a moving average of the halved round-trip 
propagation delays [69]. 
2.2 CURRENTLY DELIVERABLE VOIP QUALIT Y 
From the data measurements taken as described above, quality estimates may be computed as 
MOS estimates using the E-model. This section presents and discusses the quality estimates 
for the real VOIP traffic measurements taken in a commercial call centre for this thesis in the 
period beginning 1 August 2011 and ending 31 January 2012.  
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The telephone system of the call centre is connected to two VOIP service providers 
through the public Internet across continental Australia. Within the call centre, utilisation of 
the network hosting the telephone system is negligible. Connection to the public Internet is 
through a dedicated connection for the telephone system to an Internet service provider. 
Professional network engineers on staff maintain the telephone system, the network and the 
connection to the Internet service provider in optimum condition. 
Between 1 August 2011 and 31 January 2012, 6265 VOIP telephone calls totalling over 313 
hours were measured, encompassing 56 397 249 received RTP packets and RTP packets 
identified as lost. Every RTP packet found to contain media capable of communicating 
speech, established by inspecting the payload type (PT) field of the RTP packet header [69] 
of that RTP packet, contained media encoded as A-law, also known as PCMA. The recorded 
data comprises 814.5 MB (that is, 814.5  ⋅   106 octets) of maximally compressed call profiles, 
which, as shown in the appendix, are text files in Extensible Markup Language (XML) format. 
Figure 5: Cumulative distribution of MOS estimates for measured VOIP telephone calls. A 
MOS of 4.34 or above may be interpreted as a perceived quality with which users are ‘very 
satisfied’. Approximately 95.64% of VOIP telephone calls measured have an estimated MOS of 
at least 4.34. 
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Figure 5 plots the cumulative distribution of the MOS estimates computed using the E-model 
for these measured VOIP telephone calls. Also shown in figure 5 is the proportion of VOIP 
telephone calls with a MOS estimate of at least 4.34. A MOS estimate of 4.34 is the minimum 
MOS for calls that may be interpreted to be of a quality rating with which users are very 
satisfied [58].  
As can be seen, approximately 4.36% of measured VOIP telephone calls — that is, slightly 
more than 1 in 23 calls — are estimated to have a quality with which users are less than very 
satisfied. Consumers of traditional telephony services, in contrast, are used to the idea that 
their fixed-line telephone calls are near flawless almost all the time. Therefore, figure 5 
supports the view that while in this case most of the time the quality of VOIP telephony is 
such that most users are very satisfied with it, quality and reliability problems are 
characteristic of VOIP.  
Figure 6 depicts a scatter plot of the probability of packet loss against the MOS estimate 
for each measured VOIP telephone call. Revealing a trend that follows a MOS curve, the plot 
Figure 6: Scatter plot for measured VOIP telephone calls of observed packet loss probability 
against estimated MOS. Observable trend follows MOS curve variant on packet loss probability 
only, using the mean burst ratio and delay for all measured VOIP telephone calls. 
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illustrates clearly that the predominant cause of these quality and reliability problems is 
packet loss. The points below the MOS curve in figure 6 between packet loss probabilities 0 
and 0.02 are due to the estimated delay for those VOIP telephone calls exceeding 100 ms, and 
which thus impact on the MOS estimate. Note that only 0.14% of the measured VOIP 
telephone calls have a delay estimate exceeding 100 ms, with the 95th percentile of the delays 
estimated for the measured calls being 57.67 ms, and the 99.7th percentile being 79.14 ms.  
As a reference, figure 6 plots a MOS curve for packet loss probabilities in the range 0 to 
0.2, with all other parameters of the MOS curve constant. These constant parameters to the 
MOS curve are as follows. The Burst Ratio and Absolute Delay parameters are computed as 
the mean burst ratio and the mean delay estimate respectively for all call profiles [58]. Codec-
derived parameters, such as Equipment Impairment Factor, Packet-loss Robustness Factor and 
Number of Quantization Distortion Units, are derived from the call profiles, which all use the 
same codec and, therefore, have the same values for these parameters [64]. The remaining 
parameters adopt the default values as defined by the E-model [58].  
2.3 USING DISPERSITY ROUTING FOR VOIP 
To improve the deliverable quality of real-time VOIP communications, this thesis proposes 
to use dispersity routing. This section details how dispersity routing may be used for real-
time VOIP communications. 
Figure 7: Dispersity routing system of 𝑁 paths. Packets enter the dispersity routing system on 
the left, are encapsulated and traverse all 𝑁 paths concurrently, pass through a de-dispersion 
buffer, and leave the dispersity routing system on the right. 
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In the interests of simplicity and clarity, this thesis assumes a dispersity routing system for 
each direction of communication between two fixed points on the Internet engaging in real-
time VOIP communications. Figure 7 depicts a dispersity routing system for one direction of 
communication. Packets from the source enter the dispersity routing system on the left of the 
figure, are copied and encapsulated (possibly fragmenting the packet) such that for a system 
of 𝑁 paths there are exactly 𝑁 encapsulating instances of each packet. One encapsulating 
packet is then given to each path for delivery through the dispersity routing system, such that 
each path is given exactly one instance of every encapsulating packet in the stream.  
While traversing a path, a packet may experience any number of events. For example, the 
packet may be lost, it may be corrupted irreparably and discarded as lost, it is bound to 
experience delay due to the latency of the path, and it may experience variations in delay, 
possibly causing it to arrive out of order. Any encapsulating packet that successfully traverses 
a path enters the de-dispersion buffer. This buffer discards all but the first instance of each 
encapsulating packet to arrive, and schedules delivery of the encapsulated packets of the rest, 
appropriately de-fragmented where necessary, from the system on the right of the figure. 
Similar to a tunnelling protocol, a dispersity routing system encapsulates any packets it 
receives for communication through itself. This encapsulation serves a number of purposes. 
First, it identifies each packet as one that is delivered through a dispersity routing system 
along one of its paths. Second, it holds the sequence number assigned to the packet, and 
which is used by the dispersity routing system to deliver only the first of each packet received 
and to discard the rest. Third, it holds the arrival time of the packet into the dispersity routing 
system, and which may be used by the de-dispersion buffer to schedule delivery of the packet 
from the dispersity routing system. Lastly, it holds any data needed to manage fragmentation 
(when fragmentation is necessary) of the encapsulating packet into the packets 
communicating that encapsulation. For the sake of simplicity, it is assumed hereafter that 
fragmentation is not necessary. 
Selection of paths for a dispersity routing system is assumed to be a manual process, 
initially chosen at deployment, and subject to change once operational as part of its ongoing 
management and maintenance (see section 5.6). The number and choice of paths selected for 
use by the dispersity routing system connecting any two particular points is assumed to be a 
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decision based on factors including an understanding of the network between the two points, 
the characteristics of available paths, and the deliverable quality sought. The planning tools 
presented in the next two chapters in this thesis may be used to assist in that decision. 
For example, the latencies of available paths are likely to differ from one another. Ideally, 
however, the set of paths chosen for a real-time VOIP communications system that uses 
dispersity routing comprises paths with comparable delay. Similarly, ideally the paths chosen 
for inclusion in the set of paths for the dispersity routing system are uncorrelated in their 
packet loss and delay variation characteristics. Two paths that tend to lose packets at the same 
time are unlikely to be as beneficial to a dispersity routing system as two paths that do not 
tend to lose packets at the same time.  
As shown by the Howard Street Tunnel Fire in Baltimore [70], a single event may cause 
multiple paths to fail concurrently for significant time periods. The required degree of 
resilience to events like this determines the degree of geographical diversity required of the 
paths chosen. Prudent selection of paths based on an understanding of the physical routes 
taken by these paths may be necessary when resilience to these kinds of failures is required. 
This approach of configuring a dispersity routing system for VOIP suffices for VOIP 
applications such as connecting the two telephone systems of two branch offices of some 
organisation over the public Internet, because once in place, these points relocate rarely. A 
branch office, for example, changes location only infrequently. So does the private VOIP 
handset of an individual, as do the servers of a VOIP service provider to which that handset 
may connect over the public Internet. 
2.4 EFFECTS OF DISPERSITY ROUTING ON VOIP COMMUNICATIONS 
To illustrate the effects of dispersity routing on real-time VOIP communications, this section 
simulates a single exemplary dispersity routing system comprising of three paths. For each 
path, the simulation adopts a call profile (as measured above) and draws from that call profile 
the effects that the path has on the packets traversing this path. The effects on packets drawn 
from call profiles in simulations for this thesis are (1) packet loss, (2) delay, and (3) delay 
variations. In essence, the characteristics measured with the call profile that is adopted for the 
path are replayed as effects of the path onto the packets traversing that path.  
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2.4.1 SIMULATING DISPERSITY ROUTING OF VOIP COMMUNICATIONS 
Effects are drawn from a call profile in order using the RTP packet sequence number to 
reconstruct the packet sequence at the sender, and then applied to the packets traversing the 
path in that order. That is, the effects of packet loss, delay, and delay variations measured for 
the first packet sent are applied to the first packet traversing the path for which the call profile 
is adopted. Equally, the effects measured for the second packet sent are applied to the second 
packet traversing the path, and so on. The duration of the simulation is constrained by the 
minimum length of the call profiles adopted by the paths, where the length of a call profile is 
the number of lost and received packets. Effects are drawn only from packets containing 
media, other packets are ignored.  
Adopting the same call profile for multiple paths at the same time causes these paths to 
have the same effects on the packets traversing them; it causes the paths to be correlated. In a 
simulation of a dispersity routing system, clearly the collective contribution of such paths is 
equal to the contribution of just one single path adopting that call profile. When choosing 
paths for a dispersity routing system, ideally paths with uncorrelated loss and delay 
behaviours are chosen. Likewise, when selecting call profiles for the paths in a simulation of a 
dispersity routing system, any call profile is adopted for one path in that simulation only. No 
more than one path in a particular simulation will adopt a given call profile at the same time. 
Since the paths chosen for a dispersity routing system are ideally uncorrelated in loss and 
delay behaviours, this constraint reflects that a dispersity routing system requires different 
paths. There is little point in a dispersity routing system using the same path multiple times.  
Packet loss is identified using the RTP packet sequence numbers of the packets received 
and recorded in the call profile. A packet loss is applied to the corresponding packet 
traversing the path by discarding that packet from the path. Packets that are not discarded 
from the path adopt, as the delay experienced when traversing the path due to the latency of 
the path, the delay estimate recorded in the call profile. Additionally, the packet adopts the 
delay variation for the packet in the call profile. Both the delay and the delay variation are 
adopted by including them in the computation of the time that (1) a packet encapsulation 
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arrives at the de-dispersion buffer and (2) the first copy of each arriving packet is delivered 
from the system. 
Let ࣧ be the set of 𝑀 received packets in a call profile, and let ࣭ and ࣬ be the sets of 
send and receive times respectively for the packets in ࣧ, such that the send time of packet 𝑖 is 
࣭𝑖 and the send time of packet 𝑗 is ࣭𝑗. Similarly, the receive time of packet 𝑖 is ࣬𝑖 and that of 
packet 𝑗 is ࣬𝑗. Assuming the clocks at the sender and receiver increment at the same rate, the 
delay variation 𝑗 for packet 𝑖 in relation to packet 𝑘, where 1 < 𝑖 ≤ 𝑀, 1 ≤ 𝑘 < 𝑀, and 𝑘 < 𝑖, 
may be computed as 
 𝑗𝑖,𝑘 = (࣬𝑖 − ࣬𝑘) − (࣭𝑖 − ࣭𝑘). (1) 
The cumulative delay variation 𝑎 for received packet 𝑖, where 1 < 𝑖 ≤ 𝑀 (that is, the delay 
variation of packet 𝑖 in relation to the first packet) is given by 
 𝑎𝑖 = ∑ 𝑗𝑥,𝑥−1𝑖𝑥=1 = (࣬𝑖 − ࣬1) − (࣭𝑖 − ࣭1). (2) 
Since delay variation and cumulative delay variation are computed in relation to a 
predecessor, and the first packet has no predecessor, delay variation and cumulative delay 
variation cannot be computed for the first packet. However, as a packet that traverses a path 
with constant delay 𝑙 takes by definition at least 𝑙 to traverse that path, the minimum delay in 
addition to 𝑙 is 0 (zero). That delay in addition to 𝑙 is the delay variation for that packet. 
Therefore, let the delay experienced by the first packet in addition to 𝑙 be estimated as 
− min(ࣛ) where ࣛ = {𝑎𝑥: 𝑥 ∈ {𝑥 ∈ ࣧ: 𝑥 > 1}}. To adopt the delay variations observed for 
the packets in ࣧ, the delay in addition to 𝑙 for received packet 𝑖 is then given by 
 𝑑𝑖 = { − min(ࣛ) , 𝑖 = 1𝑑1 + 𝑎𝑖, 𝑖 > 1 . (3) 
Finally, computation of arrival time ࣫ in the de-dispersion buffer of non-lost packet 𝑖 
traversing a path with delay 𝑙 is given by 
 ࣫𝑖 = ࣭𝑖 + 𝑙 + 𝑑𝑖. (4) 
To compute the delay variation and cumulative delay variation for a packet recorded in a 
call profile measured, let the receive time be a wall-clock reading taken at the time the packet 
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is received, and which is recorded in the call profile as the logged timestamp. Similarly, let the 
send time be the RTP packet timestamp formed and included in the packet at the sender 
when the packet is sent, and which is recorded in the call profile as the RTP timestamp.  
A wall-clock time duration may be computed from the difference between the two RTP 
packet timestamps of a pair of RTP packets using the clock rates of the media contained in 
the packet sequence bounded by the packet pair. Lost packets are assumed to contain media 
whose loss impacts on the perceived quality of the VOIP telephone call, and which must, 
therefore, be considered when estimating that quality. For the purposes of computing delay 
variation and cumulative delay variation, the clock rates of the media that lost packets are 
assumed to contain, are assumed to be the same as the clock rate of the first sent packet in the 
packet pair. Indeed, the clock rates of all media contained in any given call profile measured 
above were found to be always the same. 
The delay variation between the two packets shown in the call profile portion in the 
appendix, for example, may be computed as follows using the clock rate of the media 
contained in these packets, which is 8000 samples a second: 
 
𝑗𝑖,𝑘 = (࣬𝑖 − ࣬𝑘) − (࣭𝑖 − ࣭𝑘)
= (2.022339 − 2.001407) − (1 773 402 406 − 1 773 402 246)8000
= 0.020932 − 1608000
= 0.000932 second,
 (5) 
where the logged timestamps adopted from the appendix for the receive times are shown in 
equation (5) as seconds since 2011-12-27T15:11:00+0800, with a resolution of 10−6 seconds. 
The RTP timestamps adopted for the send times are shown exactly as in the appendix.  
Although the de-dispersion buffer may be used to delay packets in the same fashion that a 
de-jitter buffer delays packets to counter delay variations, for the sake of simplicity no delay is 
adopted by the de-dispersion buffer in this thesis. Rather, the system delivers the first copy of 
each packet as soon as it arrives in the de-dispersion buffer. 
Drawing path behaviour from measured data is similar to the approach taken by [71]. 
However, unlike their approach, the simulation in this section does not use the 
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measurements to create stochastic processes from which packet loss, delay and delay 
variation are then drawn. Packet loss, for example, may be modelled with a Gilbert model 
[72], a Gilbert-Elliott model [73], or a Markov chain [47]–[48][54][72], and delay variations 
may be modelled with a shifted gamma distribution [74]–[75]. In this section though, the 
simulation draws packet loss, delay, and delay variations directly from the call profile adopted 
for the path, to be as realistic as possible. More importantly, this direct usage enables direct 
comparison of the simulation results to the measured call profiles adopted in the simulation.  
2.4.2 RESULTS OF EXEMPLARY DISPERSITY ROUTING SYSTEM 
This section describes a simulation using the method defined above of a single dispersity 
routing system that comprises three paths. The express purpose of this simulation is to 
demonstrate the effects of dispersity routing salient to improving the quality of real-time 
VOIP communications. The call profiles chosen for this simulation were chosen deliberately 
and principally for this purpose. Consequently, the three call profiles chosen have similar 
delay estimates, and very high packet loss rates and large burst ratios that individually result 
in very low MOS estimates. Note that these call profiles were measured earlier than the call 
profiles described above, in a period beginning 24 November 2009 and ending 16 September 
2010. 
Table 4: The effect of dispersity routing on Delay, Quality, Loss, and Mean Burst Length is 
illustrated by showing their values at the paths used by the dispersity routing system, and at the 
output delivered by the simulated dispersity routing system. 
Measuring 
Location 
Estimated 
Delay 
(ms) 
Estimated 
Quality 
(MOS) 
Loss 
(Packets) 
Mean Burst 
Length 
(Packets) 
Path 1 57.0 1.50 1419 33.44 
Path 2 56.5 1.54 1409 31.38 
Path 3 52.0 1.43 1465 34.02 
Output 52.0 4.38 35 8.50 
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Table 4 summarises the effect of dispersity routing by presenting the delay, quality, loss 
and mean burst length measured for the call profiles adopted by the three paths and for the 
output computed by the simulation. Prominent in this table is the increase in estimated 
quality from a mean MOS estimate of 1.49 at the paths to a MOS estimate of 4.38 at the 
output. Despite using only paths that may be interpreted to deliver an experience worse than 
one with which nearly all users would be dissatisfied (see table 3), the dispersity routing 
simulation delivers an experience that may be interpreted as very satisfying. The deliverable 
MOS estimate of 4.38 is much closer to the maximum possible MOS estimate of 4.41 for 
loss-less communication at the output, than the mean MOS estimate of 1.49 at the paths. 
The cause for this increase in MOS is a reduction in packet loss and burstiness as 
quantified by the mean burst length. Mean packet loss on the three paths of 1431 packets (of 
7955 packets) is reduced to 35 packets (of 7955 packets) on the output by dispersity routing. 
Similarly, burstiness is reduced from a mean burst length of the three paths of 
33.44 + 31.38 + 34.023 = 32.95 packets to 8.5 packets at the output. 
Further effects may be observed in figure 8, which depicts cumulative delay variations 
(labelled in the figure as jitter for brevity) for the three paths and the output of the simulated 
system for the 4000 packets beginning at packet 400. Bursts of packet loss are visible clearly 
as blocks of missing cumulative delay variation.  
Of the three paths used here, path 3 has the lowest delay (see table 4). Thus, packets 
traversing that path arrive at the de-dispersion buffer before those traversing the other paths, 
unless path 3 either loses them or delays them enough to arrive later than those traversing the 
other paths. This is visible clearly for the loss burst on path 3 of packets 1535 – 1693. Since path 
2 is also experiencing a loss burst (of packets 1523 – 1557), masking the loss is left to path 1 
initially, the path with the highest delay. Path 1 is able to mask the loss until it too begins to 
lose packets 1554 – 1561. Consequently, all three paths lose packets 1554 – 1557, barely visible as 
a small loss burst on the output. Path 2 resumes masking packet loss beginning with packet 
1558, with path 1 also able to mask packet loss beginning with packet 1562. 
Another notable effect is the reduction in cumulative delay variation that happens when 
packets experiencing low cumulative delay variation out-compete packets with high 
cumulative delay variation [7][30]–[31][35][76]–[77]. Despite cumulative delay variation not 
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affecting the quality estimate in this section (by dropping packets that are delayed excessively 
through high cumulative delay variation and, thus, affecting the MOS estimate as packet 
loss), this effect is nevertheless observable in figure 8. Packet 722 experiences a peak in 
cumulative delay variation on path 3. However, on the output, packet 722 does not. Another 
path out-competes path 3, and delivers packet 722 earlier than path 3 does. 
The effect is illustrated further by the loss burst on path 3 of packets 4063 – 4268. Most of 
Figure 8: Subset of simulation illustrating loss and cumulative delay variations (labelled simply 
as jitter in this figure) experienced by packets traversing paths 1 – 3 shown by (a) – (c) 
respectively, and observed at output (d). Loss is depicted by a gap in cumulative delay variation.
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that loss is masked by paths 1 and 2. However, just like packet 722, when packet 4182 on path 2 
experiences high cumulative delay variation, path 1 outcompetes it. Clearly visible also is the 
smaller range on the output in cumulative delay variation for packets 4063 – 4268 than for 
packets outside of that period. Because the delays of paths 1 and 2 are very close, competition 
between these two paths has the opportunity to reduce cumulative delay variation on the 
output.  
A negative effect of dispersity routing is an increased probability of delivering packets out 
of order. This happens when a path recovering from packet loss delivers a packet before a path 
masking the loss delivers an earlier packet that was lost on the recovering path, because the 
earlier packet is delayed excessively on the masking path. There are two causes for this 
excessive delay. First, the delay of the masking path may be much higher than that of the 
recovering path. Second, the packet may experience high cumulative delay variation. Assume 
that packet 𝑚1 is sent at time 𝑡1 over path 𝑟1 with delay 𝑙1 and cumulative delay variation 𝑎1, 
and that packet 𝑚2 is sent at time 𝑡2 over path 𝑟2 with delay 𝑙2 and cumulative delay variation 
𝑎2, where 𝑡1 < 𝑡2. Packet 𝑚1, despite being sent earlier, will arrive later than 𝑚2 when 
𝑡1 + 𝑙1 + 𝑎1 > 𝑡2 + 𝑙2 + 𝑎2. 
Another negative effect is the possibility of greater delay variation that may occur when 
paths with higher delay begin and end masking loss for a path with a lower delay. Figure 8 
illustrates this clearly by the elevated cumulative delay variation on the output for packets 
1535 – 1693 for example. When paths 1 and 2 begin to mask the loss burst on path 3, 
cumulative delay variation increases. Because paths 1 and 2 have a higher delay, packets 
simply take longer to traverse these paths. 
The probability of these negative effects occurring may be reduced by scheduling delivery 
from the de-dispersion buffer of the first instance of each packet, instead of delivering them 
as soon as they arrive. This is similar to the way that a de-jitter buffer schedules packets for 
delivery to reduce delay variation (also known as jitter). Given a set of path delays ࣞ, a 
de-dispersion buffer of size max(ࣞ) − min(ࣞ) compensates for the difference in delays 
causing delay variation and packet re-ordering. However, for illustration purposes, in the 
simulations in this thesis de-dispersion buffers never delay packets, but, rather, always deliver 
them as soon as they arrive. 
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2.5 EFFECTIVENESS OF DISPERSIT Y ROUTING IN IMPROVING QUALIT Y 
This section presents the results of three simulations that demonstrate how effective dispersity 
routing is at improving the quality of real-time VOIP communications. They do so by 
adopting actual VOIP traffic measured in a commercial call centre (as described above) for 
the behaviour of the paths used in the simulated dispersity routing systems. By adopting these 
measurements, comparisons of the estimated quality deliverable by these simulated dispersity 
routing systems may be made against the estimated quality measured in the commercial call 
centre.  
2.5.1 IMPROVEMENTS IN QUALITY FOR OVERALL CONDITIONS 
The first simulation comprises dispersity routing systems of 2 – 6 paths [7], and conveys the 
overall improvements in estimated quality by drawing path effects from the full set of call 
profiles measured between 1 August 2011 and 31 January 2012. Let 𝑖 be the number of paths in 
range 2 – 6. For each 𝑖, compose at random a maximum of 10 000 unique simulation 
scenarios, where each scenario is a collection of 𝑖 call profiles (that is, one call profile for each 
of the 𝑖 paths; thus 𝑖 call profiles) selected, at random, from the set of available call profiles. 
The (unordered) collection of 𝑖 call profiles selected for a particular scenario contains 𝑖 
different call profiles; that is, no two call profiles selected for a scenario are the same. 
Furthermore, all scenarios have different (unordered) collections of call profiles; that is, no 
two scenarios have collections of call profiles that contain the same 𝑖 call profiles (in any 
order).  
Figure 9 plots for each 𝑖 the probability that the MOS estimated for the simulation output 
of each scenario of 𝑖 paths is at least 4.34 (that is, delivering call qualities that users would 
perceive as very satisfying; see table 3). For comparison, figure 9 also includes the probability 
for non-dispersity routing systems (that is, with 1 path) by including the probability that a call 
profile in the set of available call profiles has an estimated MOS of at least 4.34.  
As can be seen, 95.64% of the calls profiled between 1 August 2011 and 31 January 2012 
have an estimated MOS of at least 4.34; that is, 4.36% of measured calls are of a quality that 
users would perceive to be less than very satisfying. Using dispersity routing, the simulations 
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increase the probability of delivering a call quality with which users would perceive to be very 
satisfied to 0.9999 with just two paths, and to 1 with three or more paths. With just two paths, 
dispersity routing delivers a telephony service of a quality that is more on par with traditional 
telephony than VOIP currently delivers in the commercial call centre. That is, with two paths 
the proportion of calls with which users would perceive to be very satisfied increases from 
slightly more than 1 in every 23 to slightly less than 1 in every 10 000 (the probability of 
0.9999 above was rounded to four decimal places). 
2.5.2 IMPROVEMENTS IN QUALITY FOR EXTREME CONDITIONS 
The second simulation is similar to the first simulation, except that, to explore the 
effectiveness of dispersity routing in the most extreme conditions observed, it does not draw 
on the full set of available call profiles. Rather, it draws on the subset of available call profiles 
comprising the call profiles with the worst 100 MOS estimates.  
Let 𝑖 be the number of paths in range 2 – 6. For each 𝑖, compose a maximum of 10 000 
Figure 9: Probabilities of estimated MOS being at least 4.34 for overall observed conditions with 
1 path (no dispersity routing) and 2 – 6 paths (with dispersity routing). Dispersity routing with 
two paths already yields significant improvements over no dispersity routing. 
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unique simulation scenarios at random, where each scenario is a collection of 𝑖 call profiles 
(that is, one call profile for each of the 𝑖 paths; thus 𝑖 call profiles) selected at random from the 
subset of available call profiles. No two call profiles selected for a given scenario are the same. 
Furthermore, no two scenarios have collections of call profiles that contain the same call 
profiles. For two paths, the maximum number of unique scenarios possible is (1002 ) = 4950, 
for three or more paths the sought maximum of 10 000 unique scenarios are possible.  
Figure 10 depicts six cumulative distribution functions, and for each identifies its lowest 
5th percentile with a vertical dashed line. Viewed from left to right, the first 5th percentile is 
for the first cumulative distribution function, the second 5th percentile is for the second 
cumulative distribution function, and so on. The left-most cumulative distribution function 
shown in figure 10 is for the MOS estimates of the subset of available call profiles with the 
worst 100 MOS estimates, and represents the quality observed for these call profiles without 
dispersity routing. From left to right, the remaining five cumulative distribution functions are 
the output MOS estimates from the simulations of dispersity routing systems employing 2 – 
Figure 10: Cumulative distributions of output MOS estimates in extreme conditions for systems 
with (from left to right) 1 – 6 paths. Also shown is the lowest 5th percentile of these distributions, 
also from left to right. The results for the 3 path system obscure the results of 4 – 6 path systems.
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6 paths respectively. The last three cumulative distribution functions and their lowest 5th 
percentiles are obscured by the cumulative distribution function and its lowest 5th percentile 
for the dispersity routing system employing 3 paths, because the simulation results become 
increasingly alike.  
The shift discernible in figure 10 in the cumulative distribution function with increasing 
paths of the output MOS estimate towards the maximum possible MOS of 4.4094 for a 
lossless output illustrates the impact of dispersity routing on deliverable quality. As the 
number of paths employed by dispersity routing increases, the deliverable quality tends 
towards equating that of lossless communication, thereby showing that even in extreme 
conditions dispersity routing can improve quality. However, that trend is one of diminishing 
returns [32], as illustrated by figure 11 which plots the 5th percentiles for the cumulative 
distribution functions as shown in figure 10. Clearly observable are the increasingly smaller 
gains purchased by dispersity routing with additional paths.  
Figure 11: The 5th percentiles of output MOS estimates in extreme conditions. The largest gain is 
achieved changing from no dispersity routing to dispersity routing with 2 paths. Additional paths 
yield increasingly diminishing returns, trending towards the MOS for lossless communication. 
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2.5.3 IMPROVEMENTS IN QUALITY USING JUST TWO PATHS 
The third simulation is of a dispersity routing system comprising two paths only, but which 
adopts every possible combination of the full set of call profiles measured in the commercial 
call centre. While, as shown above, increasing numbers of paths yield increasingly smaller 
improvements in quality, a dispersity routing system of just two paths is less likely to deliver a 
quality as high as a system of three or more paths. Therefore, a dispersity routing system of 
two paths represents the minimum improvements in quality possible with dispersity routing. 
By adopting every possible combination of the call profiles measured in the commercial call 
centre, this simulation illustrates the minimum improvements in quality possible with 
dispersity routing in that commercial call centre.  
Figure 12 depicts the cumulative distribution function of the MOS estimates for the 
output of the simulated dispersity routing systems. Of the (62652 ) = 19 621 980 possible 
scenarios, 6067 have a MOS less than 4.34. Thus, 99.97% of the scenarios in this simulation 
deliver a MOS of 4.34 or above; that is, a quality with which users may be interpreted to be 
Figure 12: Cumulative distribution function of output MOS estimates from a dispersity routing 
system of 2 paths for every combination of measured call profiles. With just two paths, in this 
simulation dispersity routing increases ‘very satisfied’ calls from 95.64% to 99.97%. 
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very satisfied. Indeed, the 5th percentile of that cumulative distribution function is the 
maximum possible MOS of 4.41 for lossless communication. The quality improvement is 
illustrated vividly in figure 12 by the vertical dashed line for the 5th percentile almost entirely 
concealing the cumulative distribution of the simulated MOS estimates. It is further 
illustrated by contrasting the cumulative distribution of currently observable MOS estimates 
in the commercial call centre as depicted in figure 9 against the cumulative distribution of 
simulated MOS estimates in figure 12.  
With just two paths, dispersity routing in this simulation improves the quality in the 
commercial call centre from 95.64% calls perceived to be very satisfying to 99.97%. This is 
lower than the 99.99% achieved by the first simulation above (see section 2.5.1). However, as 
that simulation comprises 10 000 scenarios chosen at random for 2 paths, the discrepancy 
equates to just 10 000  ⋅  0.02% = 2 scenarios. 
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Chapter 3 • Quantifying the Improvements to Quality 
This chapter proposes a mathematical model, called the QCE-model, for estimating the 
quality that may be expected from a dispersity routing system of known characteristics. That 
model is then applied to characteristics extrapolated from measurements taken in the 
commercial call centre (see section 2.1) to show the effectiveness of dispersity routing in 
improving quality. In addition, the application of the QCE-model may also be used as a 
planning tool, by illustrating the relationships between numbers of path, packet loss 
probabilities, and quality that might be expected. 
The majority of the material in this chapter, all of which was produced for this thesis, has 
been peer reviewed and published in [8]. However, this chapter extends and builds upon the 
material presented in [8] in the following major points: 
1 Terminology, mathematical symbols and notation has been harmonised with this thesis. 
2 The discussion on delay is more detailed, with the selection of zero as a reasonable 
value for 𝑄  in equation (6) supported by data collected for this thesis (see section 2.1). 
3 Optimisation for computing matrix W in equation (8) is given as equation (16). 
4 Computation of the E-model burst ratio is described in greater detail than in [8]. 
5 The discussion on the relationships between packet loss, packet loss burstiness, the 
numbers of paths used in a dispersity routing system and the quality most likely 
delivered by a dispersity routing system is more detailed. 
6 This chapter uses a more recent data set than the one used in [8]. The VOIP quality 
observed in this data set is higher than in that observed for [8], which translates into 
smaller gains delivered by dispersity routing. 
7 This newer data set was collected for this thesis by a custom data collector written 
specifically for this thesis, which operates at a lower level than the one used in [8] 
resulting in more accurate data.  
8 The application of the QCE-model has been extended to include directly observed 
characteristics to illustrate the agreement of MOS estimates computed through the 
PLB-model with those computed for directly observed characteristics. 
9 The analysis is more detailed than in [8]. 
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3.1  THE QCE-MODEL FOR ESTIMATING QUALIT Y  
To estimate the deliverable quality that a particular dispersity routing system is most likely to 
deliver, the packet loss and loss burstiness characteristics are computed for that system. 
Together with an estimate of the delay and identification of the codec used, the E-model may 
then compute a MOS estimate from these computed characteristics. 
The delay of a dispersity routing system (that is, the time that it takes a packet to traverse 
that dispersity routing system) may be estimated from (1) the delay experienced by the 
packets traversing the paths participating in the dispersity routing system and (2) the delay 
adopted for the de-dispersion buffer. Formally, given the set of delays ࣞ for the paths 
participating in the dispersity routing system and the delay 𝑄 adopted by the dispersity 
routing system for the de-dispersion buffer, the delay 𝐷 of a dispersity routing system may be 
estimated as 
 𝐷 = min(ࣞ) + 𝑄 . (6) 
As ideally paths are chosen that are comparable in delay (see section 2.3), and as the 
E-model does not consider delay to impact on quality until it exceeds 100 milliseconds [58], a 
value of zero may be assumed for 𝑄 in most cases without impact. Of the VOIP telephone 
calls measured (see section 2.1), 99.7% have delay estimates of 79.14 milliseconds or less, and 
95% of 57.67 milliseconds or less. Selection of a non-zero value for 𝑄 is discussed in section 
5.5. 
The packet loss and loss burstiness characteristics of a path may be modelled by a Markov 
model [72]–[73] such as the 4-state Markov model [78]–[83] depicted in figure 13. This model 
distinguishes between periods of high packet loss and periods of low packet loss. A high 
packet loss period, referred to as a loss burst, is not necessarily a period of total packet loss. 
While packets are lost during a loss burst, some packets during a loss burst may not be lost. 
Conversely, a low packet loss period, known as a gap, is not necessarily a period of absolutely 
no packet loss at all; some packets during a gap may not be received. The states of the 4-state 
Markov model as shown in figure 13 describe the four possible combinations of loss burst and 
gap with packet loss and receipt. That is, the receiving of packets while in a gap is denoted 
with the Gap Receive state and the losing of packets while in a gap with the Gap Loss state. 
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Similarly, the losing of packets while in a loss burst is denoted with the Burst Loss state and 
the receiving of packets while in a loss burst with the Burst Receive state. 
Gaps and loss bursts are distinguished by fixing the minimum number of consecutively 
received packets in a gap, where that constant is called Gmin. To be considered a part of a gap, 
any lost packet in a gap must be separated by at least Gmin consecutively received packets 
from any other lost packet. Any period that is not a gap is a loss burst. Since at least Gmin  
consecutively received packets separate each lost packet in a gap from other lost packets, a 
packet loss in a gap is, necessarily, a single, isolated, packet loss [78]. This thesis fixes Gmin to 
the value 16, a value recommended for Gmin by [80].  
Let the discrete state space ࣴ = {1,2,3,4} represent the states Gap Receive, Burst Receive, 
Burst Loss and Gap Loss respectively. Furthermore, let the state transition matrix P express 
the state transition probabilities, such that 𝑝𝑖,𝑗, the element in row 𝑖 and column 𝑗, is the 
probability of a transition from state 𝑖 ∈ ࣴ to state 𝑗 ∈ ࣴ occurring. 
 P =
[
[ 𝑝1,1 ⋯ 𝑝1,4⋮ ⋱ ⋮𝑝4,1 ⋯ 𝑝4,4 ]
] (7) 
Unlike the typical right stochastic matrix where each row vector sums to unity (that is, 
∑ 𝑝𝑖,𝑗𝑗∈ࣴ = 1 where 𝑖 ∈ ࣴ), here all the elements of state transition matrix P sum to unity (that 
is, ∑ ∑ 𝑝𝑖,𝑗𝑗∈ࣴ𝑖∈ࣴ = 1). The difference is that, instead of 𝑝𝑖,𝑗 quantifying the probability of, 
being in state 𝑖, going to state 𝑗 as opposed to the other states, 𝑝𝑖,𝑗 instead quantifies the 
probability of transitioning from state 𝑖 to 𝑗 as opposed to all other possible state transitions. 
Figure 13: A 4-state Markov model considers periods of high loss as loss bursts and all other 
periods as gaps. Packets are lost in the Burst Loss and Gap Loss, and received in the Gap 
Receive and Burst Receive states. 
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This formulation is convenient when computing the packet loss and loss burstiness 
characteristics of a fully redundant dispersity routing system as shown below, because the 
probability of every state transition combination experienced by the paths used by the system 
may then be computed readily.  
Clearly, the probability of a particular state transition combination may be computed 
from the probabilities of the state transitions in that combination, and 𝑝𝑖,𝑗 quantifies the 
probability of transitioning from state 𝑖 to 𝑗. However, when computing the probability of a 
state transition combination experienced by the paths of a dispersity routing system, being 
independent each path may be in any of the states in ࣴ transitioning to any state in ࣴ with 
the probabilities quantified in the state transition matrix for that path. Therefore, instead of 
𝑝𝑖,𝑗 quantifying, as it does in a typical right stochastic matrix, the probability of transitioning 
from state 𝑖 to 𝑗 when in state 𝑖 (that is, given that the probability of being in state 𝑖 is 1), it is 
convenient for it to quantify instead the probability of transitioning from state 𝑖 to 𝑗 when in 
any of the states in ࣴ. The formulation of state transition matrix P above does so directly. This 
makes possible ready computation of the probability of each state transition combination the 
paths of a fully redundant dispersity routing system may experience from the state transition 
matrices of these paths. 
It is clear that the probability of packet loss, 𝑏, is the sum of the probabilities of 
transitioning to the packet loss states Burst Loss and Gap Loss. Formally, given discrete state 
space ࣲ = {3,4}, that is ࣲ ⊂ ࣴ, that represents the two packet loss states Burst Loss and Gap 
Loss respectively, 𝑏 = ∑ ∑ 𝑝𝑖,𝑗𝑗∈ࣲ𝑖∈ࣴ . Besides the probability of receiving a packet, 𝑔, being 
𝑔 = 1 − 𝑏, 𝑔 is also the sum of the probabilities of transitioning to the two packet receipt 
states Gap Receive and Burst Receive. For completeness, given discrete state space ࣡ = {1,2}, 
that is ࣡ ⊂ ࣴ, that represents the packet receipt states Gap Receive and Burst Receive 
respectively, 𝑔 = ∑ ∑ 𝑝𝑖,𝑗𝑗∈࣡𝑖∈ࣴ . 
The packet loss and loss burstiness characteristics of a dispersity routing system using a 
set of 𝑁, where 𝑁 ≥ 2, paths ࣪ = {1,2, … , 𝑁} each characterized by state transition matrix 
P𝑖∈࣪, may be described by the Kronecker product of these matrices. In combination with the 
way in which state transition matrix P is defined — that is, all the elements of P sum to unity; 
see equation (7) — the Kronecker product computes the probabilities of all state transition 
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combinations collectively characterising the packet loss and loss burstiness characteristics of 
paths ࣪. The sum of the probabilities of those combinations that fully redundant dispersity 
routing is unable to mask quantifies the packet loss and loss burstiness characteristics of that 
fully redundant dispersity routing system. For completeness, the packet loss and loss 
burstiness characteristics of a single-path (that is, non-dispersity routing) system may be 
characterized by the state transition matrix P𝑖=1 of its only path. Therefore, the packet loss and 
loss burstiness characteristics of a system using a set of 𝑁 paths, where 𝑁 ≥ 1, may be 
described by W as, 
 W  =  
{{
{{
{ 
P𝑖=1, if 𝑁 = 1
⨂ P𝑖𝑁𝑖=1 , if 𝑁 > 1
 . (8) 
Let 𝑍 = |ࣴ| = 4 be the cardinality (that is, the number of elements) of set ࣴ, and 
𝑋 = |ࣲ| = 2 be the cardinality of set ࣲ. Clearly, 𝑋𝑁 columns of W (that is, those representing 
a state transition to a packet loss state on all 𝑁 paths) contain probabilities of simultaneous 
packet loss on all 𝑁 paths. Therefore, the sum of these 𝑋𝑁 columns is the probability of 
simultaneous packet loss on all 𝑁 paths. Given matrices P𝑖, where 𝑖 = {1,2, … , 𝑁}, let p𝑘(𝑖) be 
the 𝑘th column vector of the 𝑖th matrix P𝑖. Furthermore, let function 𝜆(𝑧1, 𝑧2, … , 𝑧𝑁) 
compute for 𝑁 > 1 the index in W of the Kronecker product of the column vectors 
{p𝑧𝑖(𝑖): 𝑖 = {1,2, … , 𝑁}}. For 𝑁 = 1, let 𝜆(𝑧1, 𝑧2, … , 𝑧𝑁) equate to the identity function. 
Therefore, let 𝜆(𝑧1, 𝑧2, … , 𝑧𝑁) be defined as 
 𝜆(𝑧1, 𝑧2, … , 𝑧𝑁) =
{{
{{
{{{ 𝑧1, if 𝑁 =  1
1 + ∑(𝑧𝑖 − 1)𝑁𝑖=1 𝑍(𝑁−𝑖), if 𝑁 >  1
 . (9) 
Formally, the set of indices of the 𝑋𝑁 columns in W that represent state transitions to a 
packet loss state on all 𝑁 paths (that is, the set of indices in W of the Kronecker products of 
column vectors {p𝑧𝑖(𝑖): 𝑧𝑖 ∈ ࣲ, 𝑖 = {1,2, … , 𝑁}} that represent transitions to a loss state on the 
𝑁 paths) then is 
 ࣦ = {𝜆(𝑧1, 𝑧2, … , 𝑧𝑁): 𝑧𝑖 ∈ ࣲ, 𝑖 = {1,2, … , 𝑁}}. (10) 
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Therefore, the probability of packet loss by a system with these 𝑁 paths — which is the 
probability of simultaneous packet loss on all 𝑁 paths — is 
 𝑃(loss) = ∑ ∑ 𝑤𝑖,𝑗𝑗∈ࣦ
𝑍𝑁
𝑖=1
. (11) 
Given that the set of indices of the rows in W that do not represent a state transition from 
a packet loss state on all 𝑁 paths is 
 ࣨ = {𝑟 ∈ {1,2, … , 𝑍𝑁}: 𝑟 ∉ ࣦ}, (12) 
the probability of the system traversing from a packet receipt state to a packet loss state is 
 𝑃(burst) = ∑ ∑ 𝑤𝑖,𝑗𝑗∈ࣦ𝑖∈ࣨ . (13) 
Computation of W becomes expensive for large numbers of paths; given 𝑁 paths, W is a 
𝑍𝑁 × 𝑍𝑁 matrix. However, as computation of 𝑃(loss) and 𝑃(burst) requires only a subset of 
the elements in W, computation may be simplified by computing only those elements actually 
needed. Let 𝑙(𝑖) and 𝑟(𝑖) be functions that, for C = A ⨂ B (where A is an 𝑀-by-𝑁 matrix and 
B is a 𝑍-by-𝑍 matrix), compute for index 𝑖 in C, the corresponding indices in A and B 
respectively. That is, 𝑐𝑖,𝑗 = 𝑎𝑙(𝑖),𝑙(𝑗)𝑏𝑟(𝑖),𝑟(𝑗) for 1 ≤ 𝑖 ≤ 𝑚𝑍 and 1 ≤ 𝑗 ≤ 𝑛𝑍. Given ⌊𝑥⌋ evaluates to 
the floor of 𝑥, let these functions be defined as 
 𝑙(𝑖) = ⌊𝑖 − 1𝑍 ⌋ + 1 (14) 
and 
 𝑟(𝑖) = 𝑖 − 𝑍 ⌊𝑖 − 1𝑍 ⌋ . (15) 
Therefore, given that 𝑝𝑖,𝑗(𝑘) is the (𝑖, 𝑗)th element of the 𝑘th matrix P𝑘, 𝑤𝑖,𝑗 in equations (11) 
and (13) may be computed as 𝑤𝑖,𝑗(𝑁), which is defined recursively as 
 𝑤𝑖,𝑗(𝑥) =
{{
{{
{ 𝑝𝑖,𝑗(𝑥), if 𝑥 = 1
𝑤𝑙(𝑖),𝑙(𝑗)(𝑥−1) 𝑝𝑟(𝑖),𝑟(𝑗)(𝑥) , if 𝑥 > 1
. (16) 
The E-model characterises loss burstiness as a burst ratio, BurstR, that may be calculated 
using a 2-state Markov model [58] and which captures “very short-term dependencies 
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between lost packets, i.e., consecutive losses” [79]. This is in contrast to the 4-state Markov 
model used in the QCE-model to compute the packet loss and loss burstiness characteristics 
of a fully redundant dispersity routing system from the packet loss and loss burstiness 
characteristics of the paths used by that system. In essence, the Markov models used differ 
because they are used for different purposes.  
In the loss state of this 2-state Markov model the probability of packet loss is 1 [79], as 
opposed to the receive state where the probability of packet loss is 0 (zero). This is a 
specialisation of the Gilbert model [72], obtained by fixing the probability, ℎ, of correct 
reception in the B (that is, the Bad, or lossy) state to be 0. It could also be considered a 
specialisation of the Gilbert-Elliott model [73] as depicted in figure 14. The Gilbert-Elliott 
model is an extension of the Gilbert model, adding the probability, 𝑘, of correct reception in 
the G (that is, the Good, or non-lossy) state. In the Gilbert model, the probability of correct 
reception in the G state is fixed at 1; that is, the Gilbert model is a Gilbert-Elliott model with 
the probability, 𝑘, of correct reception in the G state fixed at 1.  
Let 𝑝 be the probability of transitioning to the packet loss state from the packet receipt 
state, computed as 
 𝑝 = 𝑃(burst)1 − 𝑃(loss) . (17) 
The burst ratio for the E-model may then be calculated as 
 BurstR = 𝑃(loss)𝑝 . (18) 
 
Figure 14: The Gilbert-Elliott model comprises (1) a 2-state Markov model and (2) the 
probabilities of correct reception when in these states. In the Gilbert model (which the Gilbert-
Elliott model extends) loss is possible only in the B state (that is, 𝑘 is fixed to 1) [72].  
k h
1 − q
q
1 − p
p
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Having computed the packet loss probability in equation (11), the burst ratio in equation 
(18), estimated the delay in equation (6), and knowing the codec used, the E-model can then 
compute a rating factor from which it can then compute a MOS estimate. The default values 
recommended by the E-model [58] are adopted for all parameters except for those derived 
from the above [63]. However, MOS estimates are computed only for parameter values that 
are within the ranges permitted by [58]. For parameter values outside the permitted ranges, 
the MOS estimate is computed as undefined, because “the results obtained [with these 
parameters] will not have been validated” and, “therefore, the use of such values should be 
avoided” [63].  
3.2  ESTIMATING QUALITY WITH THE QCE-MODEL 
The QCE-model described in section 3.1 above is applied in this section to estimate the 
quality that dispersity routing systems of 2 to 6 paths are most likely to deliver. In addition to 
illustrating the most likely quality improvements deliverable by dispersity routing, this 
application of the QCE-model also conveys a sense of the relationships between (1) packet 
loss, (2) packet loss burstiness, (3) the numbers of paths used by a dispersity routing system 
and (4) the quality most likely delivered by that dispersity routing system. 
To make the quality estimates and conveyed sense of relationships realistic, the 
characteristics of the paths are adopted from the actual VOIP traffic measurements described 
in section 2.1 above. However, while the QCE-model supports paths with differing packet loss 
and loss burstiness characteristics, the model application in this section assumes the same 
characteristics for each path of a dispersity routing system. By constraining the packet loss 
and packet loss burstiness characteristics to be the same for the paths in this application of 
the model, a sense of the sought relationships described above is able to emerge. In chapter 4, 
paths with differing packet loss and loss burstiness characteristics are included in the 
applications of the QCE-model described there.  
In addition to applying the QCE-model to the measured VOIP traffic characteristics, the 
QCE-model is also applied to a mathematical model constructed from these measurements 
called the PLB-model and which is described in section 3.2.1 below. The PLB-model makes 
possible deliverable quality estimates for packet loss rates that were not observed in the VOIP 
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traffic measurements. For example, an exact loss rate of 10% was not observed; the closest loss 
rates observed were 9.34% and 11.56%. Similarly, a loss rate of exactly 20% was not observed 
either; the closest were 11.56% and 29.59%. Nor was a loss rate in excess of 49.53% observed.  
The PLB-model adopts the observed packet loss and packet loss burstiness 
characteristics, and for any packet loss probability in the range 0 to 1 computes for that packet 
loss probability the closest fitting characteristics to the observed packet loss and packet loss 
burstiness characteristics. Furthermore, as well as applying the QCE-model to the PLB-
model by assuming the burstiness characteristics computed by the PLB-model, the 
QCE-model is also applied to the PLB-model assuming random packet loss. This approach 
illustrates the significance of including packet loss burstiness in quality estimates.  
Both applications of the QCE-model — that is, to the observed characteristics and to the 
characteristics from the PLB-model — are presented in section 3.2.2 below. Finally, in order 
to place the results for dispersity routing into context with non-dispersity routing, they are 
presented together with quality estimates for a single-path system that assumes the same 
packet loss and packet loss burstiness characteristics. 
3.2.1 THE PLB-MODEL FOR RELATING LOSS TO STATE TRANSITIONS 
The PLB-model relates packet loss probabilities ranging from 0 to 1 to state transition 
matrices of the 4-state Markov model used in section 3.1 to model the packet loss and loss 
burstiness characteristics of a path. It does this by fitting a second degree polynomial for each 
of the 9 state transitions possible (as enumerated in table 5) in the 4-state Markov model used 
to characterise packet loss and loss burstiness. Each polynomial is a linear least-squares fitting 
of a set of 6264 points, constrained to the expected values at packet loss probabilities 0 and 1. 
Each point maps the packet loss probability (as the independent variable) observed for a real 
VOIP telephone call measured in a commercial call centre to the value of that polynomial’s 
state transition probability (as the dependent variable) observed for that call. The packet loss 
probability and the state transition probabilities are observed for a VOIP call by identifying 
lost RTP packets and computing the resulting packet loss probability and 4-state Markov 
model state transition probabilities from the call profile of that call. Let 𝑐 be the count of lost 
packets and 𝐿 the total number of lost and received packets in the call profile of a call. Clearly, 
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the packet loss probability 𝑏 for that call is 𝑏 = 𝑐𝐿. Similarly, let 𝑐𝑖,𝑗 be the count of transitions 
from state 𝑖 to state 𝑗 in the call profile of a call. The state transition probability 𝑝𝑖,𝑗 of state 
transition matrix P for that call then is 𝑝𝑖,𝑗 = 𝑐𝑖,𝑗𝐿 .  
All 9 polynomials are constrained to the expected state transition probabilities at packet 
loss probabilities 0 and 1. Because at packet loss probability 0 there is no loss, the only state 
transition possible at packet loss probability 0 is Gap Receive to Gap Receive. Therefore, all 
polynomials are constrained to state transition probability 0 at packet loss probability 0, 
except for the polynomial for Gap Receive to Gap Receive. That polynomial is constrained 
instead to state transition probability 1 at packet loss probability 0, because at zero packet loss 
the only state transition possible is from Gap Receive to Gap Receive.  
Similarly, because at packet loss probability 1 the only state transition possible is Burst 
Table 5: Coefficients for polynomials that map the loss rate to the state transition probabilities in 
the state transition matrix of the 4-state Markov model used to characterise the loss and loss 
burstiness properties observed for the 6264 measured VOIP telephone calls. 
From To Coefficient 1 Coefficient 2 Coefficient 3 
Gap  Receive Gap Receive 1.1536E+00 −2.1536E+00  1.0000E+00
Gap Receive Burst Loss −1.0066E−01 1.0066E−01  0.0000E+00
Gap Receive Gap Loss −1.4381E−01 1.4381E−01  0.0000E+00
Burst Receive Burst Receive −7.3623E−01 7.3623E−01  0.0000E+00
Burst Receive Burst Loss −1.7286E−01 1.7286E−01  0.0000E+00
Burst Loss Gap Receive −1.0066E−01 1.0066E−01  0.0000E+00
Burst Loss Burst Receive −1.7286E−01 1.7286E−01  0.0000E+00
Burst Loss Burst Loss 4.1734E−01 5.8266E−01  0.0000E+00
Gap Loss Gap Receive −1.4381E−01 1.4381E−01  0.0000E+00
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Loss to Burst Loss, all polynomials are constrained to state transition probability 0 at packet 
loss probability 1, except for the polynomial for Burst Loss to Burst Loss. That polynomial is 
constrained instead to state transition probability 1 at packet loss probability 1, since at total 
packet loss the only state transition possible is from Burst Loss to Burst Loss. For 
completeness, table 5 presents the coefficients for the second degree polynomials determined 
by the linear least-squares fitting using the packet loss and loss burstiness characteristics 
measured for the 6264 VOIP telephone calls as described in section 2.1 above. Letting 𝑐1, 𝑐2, 
and 𝑐3 be coefficients 1, 2 and 3 respectively of a state transition catalogued in table 5, the 
probability of that state transition at packet loss probability 𝑥 ∈ [0,1] may then be computed 
as p (𝑥) = 𝑐1𝑥2 + 𝑐2𝑥 + 𝑐3.  
3.2.2 APPLYING THE QCE-MODEL 
In this section, the QCE-model is applied to three sets of data. First, the QCE-model is 
applied to the PLB-model described in section 3.2.1 adopting the measured characteristics 
(see section 2.1) for packet loss rates ranging from 0 to 1, that is, assuming bursty loss 
characteristics. Second, the model is applied for the same packet loss rate range to the same 
PLB-model described but assuming random (that is, non-bursty) loss. Third, the model is 
applied to packet loss and packet loss burstiness characteristics observed in the real VOIP 
traffic measurements (see section 2.1).  
Let 𝑖 ∈ {1,2, … ,6} be the number of paths, and 𝑏 ∈ {0,0.01, … ,1} be the packet loss 
probability. That is, in this section the QCE-model is applied to a sample of possible packet 
loss probabilities in the interval [0,1] at an interval of 1%. For each value of 𝑖, compute, using 
the QCE-model and the E-model, 
1 a MOS estimate for the packet loss and packet loss burstiness characteristics 
computed by the PLB-model for each value of 𝑏 assuming bursty loss, 
2 a MOS estimate for the same characteristics computed by the PLB-model for each 
value of 𝑏 assuming random loss, and 
3 a MOS estimate for the packet loss and packet loss burstiness characteristics observed 
for each measured VOIP telephone call (see section 2.1 above). 
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To compute a MOS estimate assuming bursty loss, first compute the state transition matrix P 
in equation (7) of the 4-state Markov model that models the packet loss and loss burstiness 
characteristics of the paths. The PLB-model computes matrix P by evaluating the second 
degree polynomial for each of the 9 state transitions possible at loss rate 𝑏 using the 
coefficients computed above and shown in table 5. The deliverable quality may then be 
estimated from P as a MOS estimate using the QCE-model and the E-model as described in 
section 3.1 above. Since in this section the paths in the dispersity routing system assume the 
same packet loss and loss burstiness characteristics, matrix P is used for each of the 𝑖 paths.  
For convenience, computation of a MOS estimate assuming non-bursty loss is identical 
to the above, except that the burst ratio, BurstR, is fixed at 1. However, that computation is 
equivalent to computing a MOS estimate for loss rate 𝑏 directly, again while fixing the burst 
ratio to 1.  
To compute a MOS estimate for each measured VOIP telephone call, the state transition 
matrix P is computed from the packet loss and packet loss burstiness characteristics observed 
for the call. From P the MOS estimate is then computed using the QCE-model and the 
E-model as above.  
Figure 15 depicts the MOS estimates thus computed for, from left to right, a single path 
system and dispersity routing systems using 2 to 6 paths respectively. All paths in each of 
these systems experiences packet loss probabilities in the range 0 to 1 at 1% intervals. 
However, only MOS estimates for parameter values that are within their permitted ranges 
[58][63] are shown. Consequently, for the single path system for example, MOS estimates are 
undefined for packet loss probabilities in excess of 0.2, and are, thus, not shown in figure 15.  
The six solid curves in figure 15 plot the MOS estimates assuming bursty packet loss for 
the packet loss and packet loss burstiness characteristics computed by the PLB-model for 
packet loss probabilities 0 to 1 at 1% intervals. These curves are, from left to right, for a single 
path system and dispersity routing systems of 2 to 6 paths respectively. Alongside the solid 
curves, the corresponding six dashed curves in figure 15 plot the MOS estimates assuming 
non-bursty packet loss for the same packet loss, packet loss burstiness characteristics, and 
systems. MOS estimates for the packet loss and packet loss burstiness characteristics 
observed for the measured VOIP telephone calls are depicted as crosses, also, from left to 
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right, for a single path system and dispersity routing systems of 2 to 6 paths. As can be seen, 
the MOS estimates assuming burstiness and the MOS estimates for directly observed packet 
loss and packet loss burstiness characteristics are in good agreement. This indicates that the 
PLB-model relates packet loss probabilities to the state transitions of the 4-state Markov 
model used in section 3.1 to model the packet loss and loss burstiness characteristics of a path 
relatively accurately.  
In addition to the MOS estimates, figure 15 also marks with horizontal dashed lines the 
minimum MOS values for the five user satisfaction experience interpretations enumerated in 
table 3. From top to bottom these lines correspond to the minimum MOS values for ‘very 
satisfied’ to ‘nearly all users dissatisfied’. While the minimum MOS values do not fix the 
boundaries between the user satisfaction experience interpretations [58][62]–[63], they 
nevertheless do offer as a guide an indication of the estimated experience at that level.  
Figure 15: Deliverable MOS estimates for systems (solid curves from left to right) of 1 – 6 paths. 
Dashed curves show corresponding estimates assuming non-bursty loss. Crosses show estimates 
for observed characteristics. Horizontal lines mark minimum user satisfaction MOS. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
2
2.5
3
3.5
4
4.5
Packet Loss Probability (Path)
M
O
S
Q U A N T I F Y I N G  T H E  I M P R O V E M E N T S  T O  Q U A L I T Y  
 76 
3.2.3 ANALYSIS OF RESULTS 
By illustrating the most likely quality improvements deliverable by dispersity routing based 
on the observed packet loss and packet loss burstiness characteristics of measured VOIP 
traffic, figure 15 demonstrates the capacity of dispersity routing to improve quality in a real 
environment. Futhermore, a sense of the relationships between packet loss, packet loss 
burstiness, numbers of paths, and deliverable quality emerges.  
As a first observation, additional paths plainly result in increased quality, albeit with 
diminishing returns as already observed earlier in section 2.5. In figure 15 the gains delivered 
by adding a third path are less than the gains delivered by adding a second path, the gains 
delivered by the forth less than the gains by the third, and so on. Figure 16 more clearly 
illustrates the increases in quality and diminishing returns shown in figure 15 by plotting the 
MOS increases purchased with each path addition. The largest increase in estimated MOS is 
of 1.98 shown in figure 15 and figure 16 at packet loss probability 0.2 going from a non-
dispersity routing system to a dispersity routing system of 2 paths each with the same packet 
Figure 16: Improvements in quality due to dispersity routing. The left-most curve plots increase 
in MOS for packet loss probabilities 0 to 1 going from non-dispersity to dispersity routing with 2 
paths. Each curve is for an additional path; the right-most curve is for moving from 5 to 6 paths.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
Packet Loss Probability (Path)
In
cr
ea
se
 (M
O
S)
Q U A N T I F Y I N G  T H E  I M P R O V E M E N T S  T O  Q U A L I T Y  
 77 
loss probability of 0.2. At that packet loss rate, the provisional guide from table 3 interprets 
the quality delivered by the non-dispersity routing system as being ‘not recommended’. 
Dispersity routing with just 2 paths at that packet loss rate increases the quality interpretation 
by 2 degrees to ‘some users dissatisfied’. Indeed, the increase is only 0.03 MOS short of the 
minimum MOS for a ‘satisfied’ quality interpretation. Adding another path increases quality 
interpretation another 2 degrees to the highest possible interpretation of ‘very satisfied’.  
Figure 17 plots for a non-dispersity and for dispersity routing systems using 2 – 6 paths 
the highest tolerable packet loss probabilities assuming bursty loss for the five user 
satisfaction experience interpretations enumerated in table 3. The bottom curve is for the 
maximum packet loss probability that still delivers an interpretation of ‘very satisfied’, 
whereas the top curve plots the maximum packet loss probability that still allows an 
interpretation of ‘nearly all users dissatisfied’. Diminishing returns of additional paths are also 
visible in this figure as increasing numbers of paths resulting in fewer gains in the maximum 
Figure 17: Maximum tolerable packet loss probabilities on each path for the minimum MOS 
estimates of the five user satisfaction interpretations of (from bottom to top) ‘very satisfied’ (the 
dashed grey, bottom, line) to ‘nearly all users dissatisfied’ (the dashed orange, top, line), for 1 – 6 
paths adopting bursty loss characteristics. 
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packet loss probability that still result in that user satisfaction experience interpretation. It is 
clear from figure 15 and figure 17 that to deliver a user satisfaction experience interpretation of 
‘very satisfied’, dispersity routing employing 2 paths may not use paths with packet loss 
probabilities exceeding 0.09. However, figure 17 elucidates clearly that increasing the numbers 
of path allows the same quality goal to be satisfied using paths experiencing higher packet 
loss probabilities. For example, increasing the numbers of paths employed from 2 to 6 allows 
dispersity routing to deliver the same quality of ‘very satisfied’, despite each path experiencing 
packet loss probabilities of up to 0.45. 
Besides conveying the increases in quality that dispersity routing makes possible, figure 15 
also reveals the degrees of freedom that dispersity routing awards. Summarily, to satisfy a 
particular quality goal, (1) additional paths may be added, (2) the packet loss rate may be 
lowered, (3) the packet loss burstiness may be decreased, or (4) a combination of these 
measures may be chosen. While not all of these measures may be feasible in a particular 
situation, figure 15 nevertheless does relate how much each measure may contribute; and 
knowing how much measures contribute is key to evaluating their cost-effectiveness. 
Conversely, figure 15 exposes how vulnerable quality is to the reverse of these measures. 
Should a path be lost or the packet loss or packet loss burstiness probability increase, quality 
suffers. Figure 15 quantifies that effect on quality. Knowing how much these impact also helps 
here in assessing the cost-effectiveness of guarding against these vulnerabilities. 
Further visible in figure 15 is the difference in the curves for bursty and non-bursty loss. 
This difference demonstrates clearly the importance of including burstiness in any MOS 
estimates. In figure 15 the MOS estimates that assume random loss are up to 0.61 MOS 
higher than those that assume bursty loss. Another change discernible in figure 15 is a change 
in the shape of the MOS curves as the number of paths increase. The cause of this change is 
dispersity routing lowering the packet loss probability and packet loss burstiness through 
using additional paths. 
Figure 18 exemplifies how dispersity routing lowers packet loss burstiness with increasing 
paths. The leftmost curve plots the probabilities of a packet loss burst starting for a single path 
system (that is, a non-dispersity routed system), interpolated and extrapolated from the 
measured VOIP traffic data using the PLB-model for packet loss probabilities from 0 to 1. 
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From left to right, the remaining curves plot the probabilities of a packet loss burst starting 
for the same packet loss probabilities for dispersity routing systems of 2 to 6 paths. The packet 
loss burst start probabilities are computed with the QCE-model for that dispersity routing 
system from the packet loss burst start probabilities interpolated and extrapolated using the 
PLB-model for packet loss probabilities from 0 to 1. 
Besides again exhibiting the diminishing returns of increasing paths, figure 18 illustrates 
that dispersity routing lowers packet loss burstiness [16][34]. Decreasing burstiness 
contributes to increasing quality. This effect is visible in figure 15, where the solid curves for 
deliverable MOS estimates get closer with each additional path to the corresponding dashed 
curves for the MOS estimates assuming non-bursty (that is, random) loss. For example, the 
two curves (that is, the solid curve and the dashed curve) for a dispersity routing system of 6 
paths are much closer than the two curves for a dispersity routing system of 2 paths. 
 
Figure 18: Packet loss burst start probabilities for, from left to right, systems of 1 – 6 paths, 
computed using the PLB-model for the single path system, and the QCE-model applied to the 
PLB-model for dispersity routed systems of 2 – 6 paths. Characteristics for which the E-model 
cannot compute MOS estimates are depicted as dashed curve regions. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Packet Loss Probability
Pa
ck
et
 L
os
s B
ur
st
 S
ta
rt
 P
ro
ba
bi
lit
y
 80 
Chapter 4 • Accuracy of Quality Improvement Quantification 
This chapter comprises three experiments that along with analyses collectively establish the 
accuracy of the QCE-model in estimating deliverable quality. For two of these experiments, 
simulations (computed as in section 2.4) that use the measured VOIP characteristics serve as 
the standard against which corresponding estimates by the QCE-model adopting the same 
VOIP characteristics are tested.  
The first of these two experiments adopts the measured VOIP characteristics as observed, 
and, thus, establishes how dispersity routing may improve deliverable VOIP quality in an 
actual setting. In contrast, the second experiment extracts observed packet loss bursts from 
the measurements and synthesises call profiles that represent worse conditions than those 
observed by condensing the extracted packet loss bursts in the synthesised call profiles. 
Finally, the third experiment illustrates the accuracy of the model for all possible 
combinations of a system of 2 paths communicating a stream of 17 packets.  
While there are discrepancies between the simulated and modelled estimates, causes for 
which are identified, in the first two experiments they are so small as to be all but beyond 
human discern. In the third experiment the discrepancies are much more pronounced, but in 
situations that are unlikely to occur in reality, and when they do occur dispersity routing may 
be used to reduce the discrepancies.  
4.1 EXHAUSTIVE SIMULATION 
The first experiment compares the modelling results against the simulation results for all 
combinations of a 2-path dispersity routing system that adopts the call profiles measured (see 
section 2.1 above). Since a dispersity routing system that does not experience packet loss on 
any one of its paths when communicating a message will deliver that message without packet 
loss, only call profiles with packet loss are selected for this experiment. Of the 6265 measured 
call profiles (see section 2.2), 1714 call profiles contain packet loss. Therefore, there are 
(17142 ) = 1 468 041 combinations of a 2-path dispersity routing system adopting these 
measurements for their paths. The remaining (62652 ) − (17142 ) = 18 153 939 combinations that 
contain at least one call profile without packet loss always result in the same perfect and 
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readily quantifiable outcome. Combined, all call profiles exhaustively demonstrate how a 2-
path dispersity routing system would have improved quality in the call centre with the 
measured VOIP telephone calls. However, because the discrepancies between the modelling 
and simulation results for scenarios with at least one lossless call profile are known to be zero, 
they are excluded from this experiment. 
Figure 19 depicts cumulative distributions of the differences between simulated and 
modelled quality estimates computed as the simulated MOS minus the modelled MOS. Note 
that just as in section 3.2.1, state transition probability 𝑝𝑖,𝑗 of state transition matrix P for a 
VOIP telephone call is 𝑝𝑖,𝑗 = 𝑐𝑖,𝑗𝐿  where 𝑐𝑖,𝑗 is the count of transitions from state 𝑖 to state 𝑗 and 
𝐿 is the total number of lost and received packets in the call profile of that call. The first 
cumulative distribution (shown as the solid blue line) is the difference for all combinations of 
the measured VOIP telephone calls in a dispersity routing system of 2 paths. 98% of the 
differences are within 1.40E−02, a difference so small as to be all but beyond human discern. 
Figure 19: Cumulative distribution of differences between modelled and simulated MOS 
estimates for every 2-path combination of lossy call profiles measured. 98% (the area bounded by 
the vertical dashed lines) are within 1.40E−02. The dotted and dashed distributions exclude calls 
under 5 and 30 seconds respectively. 
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Indeed, 50% of the differences are within 1.33E−07 MOS, which is even less discernible. Also 
shown in figure 19 are the cumulative distributions (as the dotted green line) of the 
differences using measurements taken for VOIP telephone calls with a duration of at least 5 
seconds only, and (as the dashed red line) of the differences using measurements taken for 
VOIP telephone calls that are at least 30 seconds only.  
The extrusion into the negative in the bottom left of figure 19 of the solid blue distribution 
for the differences using measurements for all VOIP telephone calls is caused by the 
simulations computing a much lower MOS estimate than the model for some combinations. 
For these combinations, the model overestimates the MOS; that is, the actual MOS will be 
no higher than the estimate computed by the model. The extrusion becomes smaller when 
excluding scenarios that use measurements for VOIP telephone calls of a short duration, as 
depicted by the dotted green and dashed red distributions. The dotted green distribution 
excludes VOIP telephone calls less than 5 seconds in duration and the dashed red 
distribution those less than 30 seconds. 
Figure 20: Cumulative distribution of the relative position (where 0% is at the beginning of the 
VOIP telephone call and 100% is at the end) of the packets observed as lost in the 6265 measured 
VOIP telephone calls. Also shown for reference is the identity line. 
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Figure 20 depicts the cumulative distribution of the relative position of every lost packet 
observed in the measured VOIP telephone calls, where 0% is at the beginning of the call and 
100% is at the end of the call. While packet loss is fairly evenly distributed over the VOIP 
telephone call durations, there are nevertheless some biases. The most prominent bias that 
may be seen in figure 20 occurs between 30% and 40% of VOIP telephone call durations, 
which last to between 70% and 95%. However, another bias exists at the beginning of VOIP 
telephone calls, depicted clearly in figure 21. While that bias does not rise as high, it does rise 
more steeply, that is, loss occurring at the beginning of VOIP telephone calls is biased to 
occur in a more confined portion of the calls. Indeed, the first percentile of packet loss occurs 
in the first 0.32% of VOIP telephone calls, and the first half percentile within the first 0.05%. 
Intuitively, a data flow needs to “settle in” along its path, while the various components along 
the path accommodate the new data flow. 
This bias in the measurements for loss to occur at the beginning of a call is more 
pronounced for shorter VOIP telephone calls, and possibly the reason for these VOIP 
Figure 21: Cumulative distribution of relative position of packet loss occurring within first 5% of 
VOIP telephone calls. Also shown are the identity line and the 0.5th and 1st percentile of all 
packet loss. The 1st percentile of packet loss occurs within the first 0.32% of VOIP telephone calls.
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telephone calls to be that short in the first place. For example, for measured calls under 30 
seconds, the first 20th percentile of packet loss occurs within the first 1.6% of these calls, and 
for VOIP telephone calls under 5 seconds, the first 50th percentile within the first 1.3%. 
Clearly, this bias causes discrepancies between simulation and model results, because the 
simulation computes the exact outcome whereas the model computes the most likely 
outcome based on the probability of packet loss, from which a MOS estimate is then 
computed.  
As an aside, note also the absence of a significant bias at the end of telephone calls. If 
telephone calls tended to be ended when packet loss occurs, that bias would be reflected with 
a corresponding bias for packet loss to occur at the end of telephone calls. However, the slight 
bias that occurs in figure 20 between 94.6% and 97.8% of VOIP telephone call durations 
suggests only that telephone calls are ended sometimes when packet loss occurs.  
Removing short VOIP telephone calls from the experiment reduces the extrusion in 
figure 19, as illustrated by the dotted green and the dashed red distributions, which exclude 
Figure 22: Cumulative distribution of absolute position of packet loss occurring within first 250 
packets of VOIP telephone calls of at least 250 packets. Also shown are the identity line and (left 
to right) the first 17th, 50th and 85th percentiles of packet loss occurring in these first 250 packets.
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calls under 5 and 30 seconds respectively. For VOIP telephone calls that are 30 seconds or 
longer in duration, 99.7% of model estimates are within 7.56E−02 MOS of the corresponding 
simulation estimates, 98% within 1.77E−03 MOS, and 50% are within 1.92E−07 MOS, which 
are even less discernible than the discrepancies between the estimates for all measurements.  
Note that only short calls were excluded from these distributions; packet losses occurring at 
the beginning of included VOIP telephone calls were not excluded. 
This correlation in bias for packet loss at the beginning of VOIP telephone calls is a 
problem for dispersity routing, which depends on at least one path delivering a packet to 
mask any loss of that packet on other paths. If paths are correlated in a bias to lose packets at 
the beginning of a data stream, then dispersity routing may not be able to mask loss at the 
beginning of calls without additional paths during that portion of the call. However, in 
practice the beginning of a call typically communicates ring tones rather than voice 
conversation.  
4.2  SHUFFLED SIMULATION 
The second experiment compares the modelling results against the simulation results of 25 
sets of simulations of a dispersity routing system using 2 paths. Each simulation synthesises 
250 random call profiles as described below of at least 3000 packets from the 6265 call profiles 
measured (see section 2.1 above), resulting in (2502 ) = 31 125 scenarios in each simulation set. 
Just as in sections 3.2.1 and 4.1, state transition probability 𝑝𝑖,𝑗 of state transition matrix P for a 
synthesised call profile is 𝑝𝑖,𝑗 = 𝑐𝑖,𝑗𝐿  where 𝑐𝑖,𝑗 is the count of transitions from state 𝑖 to state 𝑗 
and 𝐿 is the total number of lost and received packets in that call profile.  
By synthesising call profiles from the measurements, not only are the observed 
characteristics randomised, but threats to quality may also be condensed to quantify the 
performance of dispersity routing and the accuracy of the QCE-model under worse 
conditions than those observed. This differs from the first experiment which establishes how 
dispersity routing performs in observed conditions. In contrast, this experiment establishes 
how dispersity routing performs in worse conditions than those observed by extracting 
observed packet loss bursts from the measurements and synthesising call profiles from a 
condensing of these extracted packet loss bursts.  
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4.2.1 SYNTHESISING SCENARIOS WITH CONDENSED QUALITY THREATS 
Let ࣟ be the ordered set of loss bursts (loss bursts as defined in section 3.1) extracted from all 
measured call profiles, where 𝑒𝑖 ∈ ࣟ is the 𝑖th loss burst in ࣟ. There are 21 430 loss bursts in the 
6265 call profiles measured (see section 2.1). Furthermore, let the length of loss burst 𝑒𝑖 be |𝑒𝑖|, 
and the number of losses in loss burst 𝑒𝑖 be 𝐸𝑖. Given that function ψ quantifies the impact of 
loss burst 𝑒𝑖 as 
 ψ(𝑖) = 𝛦𝑖 ⋅ 𝐸𝑖|𝑒𝑖| =
(𝛦𝑖)2|𝑒𝑖| , (19) 
ࣟ is, therefore, ordered such that higher impact losses, as defined by ψ, occur before lower 
impact losses, that is, ψ(𝑖) ≥ ψ(𝑖 + 1) ∀𝑖 ∈ {1,2, … , |ࣟ| − 1}. That is, given that the impact of a 
loss burst is quantified by equation (19) as the product of the number of losses in the loss 
burst and the density of the loss burst (the proportion of the number of losses in relation to 
the length of the loss burst), higher impact loss bursts occurs before lower impact loss bursts 
in ࣟ. Impact is quantified in equation (19) as the product of the number of losses in the loss 
burst and the density of the loss burst, because, informally, the impact on telephonic speech 
quality of a packet loss burst is greater the more packet loss occurs in that packet loss burst 
and the denser it is in that packet loss burst. 
A call profile of at least 𝐿 packets is synthesised as an initial gap of consecutively received 
packets followed by a sequence of loss bursts separated by gaps of at least Gmin consecutively 
received packets. The initial gap has a length selected as a uniformly distributed random value 
from the integer interval [1 ‥ Gmin]. In this experiment, subsequent gaps always have a length 
of exactly Gmin.  As in section 3.1, Gmin is fixed to 16 as recommended by [80]. Loss bursts are 
selected from ࣟ by a gamma-distributed random value to give preference to higher impact 
bursts. The gamma distribution has shape, 𝑘, of 1, and a scale, 𝜃, of |ࣟ|2𝑘 to give the distribution a 
mean of half the number of bursts.  
Let 𝛼0 be the initial gap, |𝛼0| the (uniformly random) length of 𝛼0, and 𝛼𝑥 (where 𝑥 > 0) 
any subsequent gap of length |𝛼𝑥| = Gmin = 16 packets. Furthermore, let the loss burst 𝛽𝑥, 
where 𝑥 > 0, be of length |𝛽𝑥|. Let ܶ, then, be a sequence of truth values, where a truth value 
is either ⊤ (that is, true) or ⊥ (that is, false), such that ⊤ represents a packet loss and ⊥ a 
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packet receipt. The truth value sequence ܶ, as depicted in figure 23, is constructed by 
concatenating 𝛼0 with 𝛽𝑖 followed by 𝛼𝑖, where 𝑖 ∈ {1,2, … }, until the sequence contains at 
least 𝐿 truth values subject to the last truth value in ܶ being ⊥. That is, when the 𝐿th truth 
value is ⊤, continue to append truth values into the sequence until a ⊥ is appended into the 
sequence such that the last truth value in ܶ is ⊥. Furthermore, let 𝑡(𝑖) be a subsequence of ܶ 
that corresponds to the 𝑖th loss burst 𝛽𝑖. Subsequence 𝑡(𝑖) begins in ܶ with position 
|𝛼0| + ∑ (|𝛽𝑗| + |𝛼𝑗|)𝑖−1𝑗=1 + 1, and ends with position |𝛼0| + ∑ |𝛽𝑗|𝑖𝑗=1 + ∑ |𝛼𝑗|𝑖−1𝑗=1 . Loss burst 𝛽𝑖 
defines the truth values for subsequence 𝑡(𝑖) such that 𝑡𝑗(𝑖) is ⊥ when the 𝑗th packet in loss 
burst 𝛽𝑖 is received and ⊤ when it is lost. Clearly, all truth values in any subsequence of ܶ that 
correspond to a gap in this experiment are ⊥. 
Packet characteristics for the call profile being synthesised are read from the pool of 
measured call profiles. Upon commencing synthesis of a call profile, select a call profile from 
the pool using a uniformly distributed random variable. Let ࣧ be the set of received packets 
from that first selected call profile. Synthesise the call profile by adopting the characteristics of 
the packets in ࣧ for the packets that are not lost in the call profile being synthesised. That is, 
for all instances of truth value ⊥ in ܶ, adopt the packet characteristics of a packet, such that 
the first ⊥ in ܶ adopts the characteristics of the first packet in ࣧ, the second ⊥ in ܶ adopts 
the characteristics of the second packet in ࣧ, and so on. When ࣧ is exhausted, select 
Figure 23: Composition of sequence ܶ from loss bursts selected from ࣟ at random. Loss bursts 
are separated by gaps, with the first gap of a length in the integer interval [1 ‥ 𝐺min]. As the 
sequence must end with a value of ⊥, the length of ܶ may exceed 𝐿. 
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another call profile from the pool using a uniformly distributed random variable, and let ࣧ 
be the set of received packets from that call profile.  
4.2.2 ACCURACY OF MODEL FOR SYNTHESISED SCENARIOS 
Figure 24 depicts the cumulative distributions of the differences between simulated and 
modelled quality estimates for the 25 sets of simulations (as the dotted grey distributions) and 
all simulations (as the solid blue distribution). Just as in section 4.1 above, differences are 
computed as the simulated MOS minus the modelled MOS. Note that the solid blue 
distribution for all simulations is slightly skewed and too acute to be Gaussian, as illustrated 
by the best-fitting Gaussian distribution depicted as the dashed red distribution. However, the 
50th percentile (the single vertical green dashed line) of the distribution for all simulations is 
8.95E−04, which is close to 0.  
Figure 24: Cumulative distribution of differences between modelled and simulated MOS 
estimates for every 2-path combination of 250 synthesised call profiles in 25 sets of simulations. 
98% (the area bounded by the vertical dashed lines) are within 5.90E−02, and 50% (the area 
bounded by the dash-dotted lines) are within 1.50E−02 of the MOS estimate.  
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As can be seen, 98% of the differences (marked by the pair of vertical dashed grey lines) 
are within 5.90E−02, and 50% (marked by the two vertical dashed-dotted red lines) are within 
1.50E−02. These are larger than the values of 1.40E−02 for 98% and 1.33E−07 for 50% of the 
differences in figure 19. However, the 98% value is still smaller than a tenth of the smallest 
distance between the numerical scores assigned to the opinions in most of the scales (such as 
the conversation opinion scale) used to assess telephonic speech quality (see section 1.1.2 
above). Therefore, the modelled estimates may be considered to be in fairly good agreement 
with the simulated estimates. Furthermore, these values are for synthesised call profiles that 
comprise densely packed loss bursts with a preference given to higher impact loss bursts and 
which, overall, represent conditions much worse than those observed. The consistently higher 
threat to quality is also the reason for the significant increase for the 50% value from 1.33E−07 
in figure 19 to 1.50E−02 in figure 24, as explained in section 4.3.2 below. 
4.2.3 DISPERSITY ROUTING PERFORMANCE FOR SYNTHESISED SCENARIOS 
As well as quantifying the accuracy of the model in estimating the quality that dispersity 
routing may deliver for the scenarios synthesised as described in section 4.2.1 above, the 
quality deliverable under those conditions itself is quantified. Figure 25 depicts the cumulative 
distributions of the quality, expressed as a MOS estimate, deliverable under those conditions, 
as computed through simulation and by the model. The solid blue distribution depicts the 
distribution of the MOS estimates computed through simulation, whereas the dashed red 
distribution depicts the distribution of the MOS estimates computed by the model. Also 
shown are the 5th percentiles for (1) comparison of the simulated and the modelled 
distributions and for (2) comparison of the deliverable quality for these synthesised scenarios 
with that for the empirical scenarios discussed in section 2.5 above. For reference, the 
maximum possible MOS for a lossless output is also marked, and the minimum MOS values 
for the top two user satisfaction interpretations (see table 3). 
Besides illustrating that the modelled and simulated distributions match fairly well, figure 
25 also quantifies the quality that dispersity routing may deliver with just two paths despite 
facing the threats to quality elevated significantly in this experiment. Figure 26 depicts the 
cumulative distributions of the probabilities of loss of the synthesised call profiles, both for 
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each of the 25 sets of simulations (as the dashed grey distributions) and for all synthesised call 
profiles overall (as the solid blue distribution).  
The similarity in the distributions shown in these two figures highlights the significance 
of the impact of loss on perceived quality. About 10% of synthesised call profiles have an 
elevated loss rate, visible as the extrusion towards the top right of figure 26. This elevated loss 
rate manifests itself in figure 25 as the extrusion visible towards the bottom left. The elevated 
loss rate, resulting from a condensing of threats to quality while synthesising the call profiles 
used in this simulation (see section 4.2.1), causes a corresponding decrease in MOS estimates 
for about the same proportion of scenarios. The same applies to the small proportion of 
synthesised call profiles with a lower loss rate (visible as the small curving of the distribution 
towards the left at the bottom of figure 26), which causes a corresponding proportion of 
scenarios with a higher MOS estimate (visible as the small curving of the distribution 
towards the right at the top of figure 25). Finally, the large proportion of synthesised call 
Figure 25: Distribution of MOS estimates by simulation (solid blue distribution) and by model 
(dashed red distribution). Also shown are 5th percentiles for simulation (solid blue vertical line) 
and model (dashed red vertical), maximum MOS (dash-dotted grey vertical) and simulated 
lower thresholds for very satisfied (dotted top horizontal) and satisfied (dotted bottom). 
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profiles with a loss probability of around 0.1 is visible as the large proportion of scenarios with 
a MOS estimate of around 4.31. The higher loss rate prevents the MOS from reaching the 
maximum possible MOS of 4.4094 for a lossless output, as was observed in sections 2.2 and 
2.5 above.  
While only 10.77% of simulated scenarios adopting the synthesised call profiles deliver a 
call quality that may be interpreted to be very satisfying using the provisional MOS 
interpretation guide shown in table 3 above, 86.10% may be interpreted as satisfying. The 
threshold between very satisfying and satisfying scenarios is marked in figure 25 by the dotted 
green (top) horizontal line and the threshold between satisfying and less than satisfying 
scenarios by the dotted orange (bottom) horizontal line. 
4.3 COMBINATORIAL SIMULATION 
The third experiment compares modelling results against simulation results for a 2-path 
dispersity routing system communicating a stream of 17 packets for every possible 
Figure 26: Cumulative distributions of packet loss probabilities for synthesised call profiles in 
each of the 25 sets of simulations (as the dotted grey distributions), and for all synthesised call 
profiles (as the solid blue distribution). Mean packet loss probability overall is 0.1177. 
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combination of packet loss on these two paths. Since there are 217 = 131 072 possible packet 
loss combinations for a stream of 17 packets, for 2 paths communicating a stream of 17 
packets there are 2172 = 17 179 869 184 possible combinations. Just as in sections 3.2.1, 4.1 and 
4.2, state transition probability 𝑝𝑖,𝑗 of state transition matrix P for a combinatorial call profile 
is 𝑝𝑖,𝑗 = 𝑐𝑖,𝑗𝐿  where 𝑐𝑖,𝑗 is the count of transitions from state 𝑖 to state 𝑗 and 𝐿 is the total number 
of lost and received packets in that call profile.  
This experiment quantifies the accuracy of the model for all combinations possible in the 
arrangement selected for this experiment, rather than observed scenarios and scenarios that 
may be interpolated and extrapolated from observed measurements. All packet loss 
probabilities that are possible, from 0 to 1, are covered in this experiment.  
4.3.1 ACCURACY OF MODEL FOR COMBINATORIAL SIMULATION 
Figure 27 depicts the cumulative distribution of the differences between the simulated and the 
modelled MOS estimates for all 2172 combinations as the solid blue distribution. Also shown 
Figure 27: Distribution of differences between modelled and simulated MOS estimates for every 
combination possible for stream of 17 packets. 50% are within 0.25, 98% within 1.16 MOS. Mean 
of 1.13E−01 suggests model underestimates MOS. MOS not computable for 75.58% of scenarios.
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for reference, as the red dashed distribution, is the best fitting Gaussian distribution. 98% of 
the differences between simulated and modelled MOS estimates, marked by the area 
bounded by the outer solid green vertical lines, are within 1.16. This difference is not beyond 
human discern. Indeed, a discrepancy of this magnitude, with a range of 2.32 MOS, covers 
46.32% of the entire MOS scale. While 50% of the differences (marked by the area bounded 
by the inner dashed orange vertical lines) are within a lesser 0.25 MOS, this range still covers 
10.05% of the MOS scale. Clearly, the QCE-model has limitations.  
The 50th percentile of 1.13E−01 suggests that the QCE-model underestimates the MOS 
for the 24.42% of scenarios for which both simulated and modelled MOS estimates are 
computable. That is, in practice the MOS is actually slightly higher, making the estimate by 
the QCE-model a worst-case estimate.  
Figure 28 and figure 29, respectively, depict the distributions of the differences in the 
packet loss probabilities and packet loss burst probabilities between the same modelled and 
simulated scenarios as in figure 27. These two probabilities are computable for every scenario, 
Figure 28: Distribution of differences between modelled and simulated loss estimates for every 
combination possible for a stream of 17 packets. 50% of differences are within 4.15E−02, and 98% 
within 1.35E−01 packet loss probability. The mean is 0. 
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unlike the MOS which is computable for limited parameter ranges only (for example, the 
E-model’s permitted range for the parameter that quantifies the packet loss probability is 0 to 
0.2). Because these probabilities are computable for every scenario, the distributions of the 
differences are more Gaussian with arithmetic means that are closer to 0 than the distribution 
of the differences for the MOS estimates. However, most notably, the ranges of discrepancies 
are much smaller than the range of discrepancies in the MOS shown in figure 27.  
4.3.2 QUANTIFYING DISCREPANCIES 
These discrepancies are to be expected, since the (continuous) mathematical QCE-model 
computes the single most likely estimate as the expected value while other outcomes are 
possible and which the (discrete) simulations compute. As seen in figure 27, figure 28, and 
figure 29, these other outcomes cluster around that most likely estimate computed by the 
QCE-model.  
Figure 29: Distribution of differences between modelled and simulated packet loss burst 
probability estimates for every combination possible for stream of 17 packets. 50% of differences 
are within 3.46E−02, 98% within 1.142E−01 packet loss burst probability. Mean is −2.77E−02. 
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In explaining this discrepancy, consider an example involving two common six-sided 
dice. The most frequently occurring sum of throwing two such dice is 7 (with a probability of 
636), but there are 10 other possible sums ranging from 2 to 6 (with probabilities 136 , 236 , … , 536 
respectively) and 8 to 12 (with probabilities 536 , 436 , … , 136 respectively). Similarly, the QCE-
model computes an estimate as the expected value whereas the simulations compute actual 
values.  
Applying the example above to packet loss since that is, while not the sole, the most 
significant factor in the estimation as described in section 3.1 of telephonic speech 
transmission quality as a MOS, let 𝑛 be the number of packets to be communicated. 
Furthermore, let ࣝ be the set of lost packet counts on each path such that 𝑐𝑖, the 𝑖th element 
in ࣝ, describes the number of packets lost on path 𝑟𝑖. The number of ways in which this 
packet loss can be arranged is ∏ (𝑛𝑐𝑖)|ࣝ|𝑖=1 . Since a packet must be lost on all paths for a dispersity 
routing system to also lose that packet, the highest possible packet loss that a dispersity 
routing system may deliver is  
 𝑏worst = min(ࣝ) . (20) 
That is, the packet loss delivered by a dispersity routing system cannot be worse than that of 
its best path. Conversely, the lowest possible packet loss that a dispersity routing system may 
deliver is the minimum overlap possible with (1) the best path and (2) the worst path. If there 
is no overlap, then the best case is no loss. Therefore, the lowest possible packet loss is  
 𝑏best = max(min(ࣝ) + max(ࣝ) − 𝑛, 0) (21) 
The discrete probability distribution of the packet loss between these two extremes that a 
dispersity routing system delivers may be computed readily. Let 𝑘 ∈ {𝑏best, 𝑏best + 1, … , 𝑏worst} 
be the packet loss count for which to compute the number of ways in which that packet loss 
can be arranged. For each value of 𝑘, partition the stream as in figure 30 into (1) the 𝑘 packet 
losses occurring on paths 𝑟1, 𝑟2, … , 𝑟𝑁 at the same time (the right partition marked loss) and 
(2) the 𝑛 − 𝑘 packets remaining in the stream (the left partition marked non-loss). Since for 𝑘 
only the 𝑘 packet losses occur at the same time, any combination that includes packet loss in 
the 𝑛 − 𝑘 remaining packets (the left partition marked non-loss) is excluded for 𝑘. A 
combination includes packet loss when a packet is lost (depicted in figure 30 as ⊤) on all 𝑁 
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paths. Assuming 𝑁 = 3, 𝑛 = 6 and 𝑘 = 3, in the example depicted in figure 30, packet 
𝑛 − 𝑘 = 6 − 3 = 3, which is in the non-loss partition, would be lost because all 𝑁 paths lose 
that packet. This combination is excluded, along with other combinations that result in packet 
loss in the non-loss partition, because the 𝑘 packet losses occur in the loss partition, leaving 
no packet loss to occur in the non-loss partition for 𝑘. Therefore the probability density 
function of the discrete distribution describing the discrepancy in packet loss is given by  
 p( 𝑘;ࣝ, 𝑛) =
{{
{{
{ ω(𝑘;ࣝ, 𝑛)∏ (𝑛𝑐𝑖)|ࣝ|𝑖=1 , if 𝑏best ≤ 𝑘 ≤ 𝑏worst0, otherwise
 (22) 
where ω( 𝑘;ࣝ, 𝑛 ) is defined as 
 ω(𝑘;ࣝ, 𝑛 ) = (𝑛𝑘) ⋅ (∏ (𝑛 − 𝑘𝑐𝑖 − 𝑘)
|ࣝ|
𝑖=1
− ∑ ω(𝑗; {𝑐 − 𝑘: 𝑐 ∈ ࣝ }, 𝑛 − 𝑘 )min(ࣝ)−𝑘
𝑗=1
) . (23) 
For the purposes of clarity, (𝑛𝑘), the left factor in equation (23), quantifies the number of 
ways that the loss partition in figure 30 can be arranged in the 𝑛 packets of the stream. The 
number of ways in which the non-loss partition can be arranged without resulting in a packet 
loss (because the 𝑘 lost packets are already quantified in the loss partition) is quantified by the 
right factor in equation (23). This non-loss partition comprises the minuend ∏ (𝑛−𝑘𝑐𝑖−𝑘)|ࣝ|𝑖=1  which 
Figure 30: Example of computing packet loss discrepancy distribution for a dispersity routing 
system of 𝑁 paths communicating 𝑛 packets. Density at 𝑘 packet losses is given by (1) the count 
of arranging the loss partition in the stream’s 𝑛 packets, times (2) the count of arranging non-
loss from which (3) the count of arranging potentially overlapping non-loss has been subtracted.
lossnon-loss
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quantifies the number of ways that the rest of the stream can be arranged, and the subtrahend 
∑ ω( 𝑗; { 𝑐 − 𝑘: 𝑐 ∈ ࣝ }, 𝑛 − 𝑘 )min(ࣝ) − 𝑘𝑗=1  which quantifies, recursively, the number of ways in which 
any potential loss in the non-loss partition may be arranged and which must be excluded 
since it is not included in 𝑘.  
Figure 31 plots with equation (22) the probability density functions of the packet loss for 4 
dispersity routing systems that use 2 paths to communicate a data stream of 17 packets. 
Plotted in solid blue, the second system from the right loses 9 packets on each path. The 
(continuous) expected value for deliverable packet loss of ( 917)2 ⋅ 17 = 4.76 packets by the 
dispersity routing system is closest to the most frequently occurring packet loss count of 5 
packets in the (discrete) probability density functions. In contrast, the second dispersity 
routing system from the left (plotted in dashed green) loses 5 packets on each path, with an 
expected value for deliverable packet loss of ( 517)2 ⋅ 17 = 1.47 packets. Again, this is closest to 
the most frequently occurring packet loss count for this system of 1 packet.  
Figure 31: Probability density functions for 4 dispersity routing systems using 2 paths to 
communicate 17 packets. The paths of the dispersity routing systems, from right to left, each 
experience 13, 9, 5, 1 packet losses respectively. Decreasing packet loss pushes the curves to the left.
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Reducing the packet loss count by 4 packets on each path pushes the probability density 
function to the left by reducing the probability of larger packet loss counts and increasing the 
probability of smaller packet loss counts, as indicated by the arrows in figure 31 that illustrate 
the transformation of the solid blue function to the dashed green function. Further 
decreasing the packet loss count by 4 packets on each path to 1 packet pushes the probability 
density function further to the left, as shown by the dotted red function. This reduces the 
range of packet loss from 𝑏worst − 𝑏best + 1 = 9 for the second-right system to 𝑏worst − 𝑏best +
1 = 1 for the leftmost system. Shown also, as the rightmost probability density function, is a 
system experiencing 13 packet losses on each path. As can be seen, the probability density 
functions for systems in the midrange are slightly more spread out than those at the extremes. 
Note also the diminishing returns gained by reducing packet loss on each path from 13 to 9, to 
5 packets, and then to 1 packet.  
Increasing the numbers of paths that a dispersity routing system uses has, unsurprisingly, 
a similar effect on the probability density function as reducing packet loss does. Figure 32 
Figure 32: Probability density functions for dispersity routing systems using, from right to left, 
2 – 6 paths to communicate 17 packets. The packet loss rate is fixed to 9 packets for each path. 
Each additional path pushes the probability density function further to the left. 
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depicts the probability density functions for 5 dispersity routing systems communicating a 
stream of 17 packets. The systems employ, from right to left, 2 – 6 paths, with the second 
curve from the right in figure 31 corresponding to the rightmost curve in figure 32. Each path 
is fixed at losing 9 packets. Additional paths decrease the deliverable packet loss rate, each 
pushing the probability density function further to the left. Also visible are the diminishing 
returns of additional paths. The gain of going from 2 to 3 paths, for example, is greater than 
that of going from 3 to 4 paths.  
4.3.3 LIMITATIONS OF THE QCE-MODEL 
The magnitude of the discrepancies depicted in figure 27 between the modelled and simulated 
MOS estimates may be explained by the combination of a number of factors. First, the 
clustering of the actual packet loss computed by the simulations around the expected packet 
loss computed by the QCE-model, as described in section 4.3.2, causes a discrepancy. This 
discrepancy has a slightly larger spread in the midrange than at low or high packet loss 
probabilities.  
Next, this combines with the significantly larger number of combinations being simulated 
in this experiment that are in the midrange rather than in the low and high ranges of packet 
loss. Because every possible combination is being explored once, the packet loss distribution 
over these combinations on each path alone may be described by a binomial distribution. 
These paths are then combined exponentially, resulting in a considerable number of 
combinations in the midrange, which is also where the discrepancies have that slightly larger 
spread than at the low or high packet loss probabilities.  
Then the packet loss probability is mapped to a MOS estimate using the E-model. 
However, a packet loss probability discrepancy in the midrange results in a larger discrepancy 
in the resulting MOS estimate than an equal packet loss probability discrepancy in the low 
range does. Consider a packet loss probability discrepancy of 0.1 between packet loss 
probabilities 0.3 and 0.4. Referring to figure 15, for 2 paths this packet loss probability 
discrepancy results in a MOS estimate between 2.45 and 3.34, a range of 0.89. For packet loss 
probabilities in the low range the converse is true, that is, the same packet loss probability 
discrepancy at the low range, such as between packet loss probabilities 0 and 0.1, results in a 
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much smaller MOS discrepancy. In figure 12, such a packet loss probability discrepancy 
results in a MOS estimate between 4.33 and 4.41, a range of 0.08, less than a tenth of the 
discrepancy of 0.89 in the first example above.  
That these factors combine in this manner is, thus, a limitation of the QCE-model. Put 
simply, quality estimates by the QCE-model are more accurate for lower loss rates than for 
the midrange, with the parameter limitations of the E-model precluding quality estimates for 
high loss rates. While the QCE-model does offer the quality estimate that is the most likely to 
be delivered, in the midrange the discrepancy between the estimated and actually achieved 
quality may be much greater than for low packet loss probabilities. This greatly reduces the 
accuracy of the QCE-model in that midrange.  
However, first, this limitation is readily quantifiable. Indeed, using equations (20) – (23) a 
defined quality goal, such as achieving a particular MOS with a given confidence using paths 
of known packet loss characteristics, may be sought. 
Secondly, in practice the packet loss probabilities of (fixed line) paths are in the low range. 
For the 6265 VOIP telephone calls measured (see section 2.1) over 6 calendar months, the 
arithmetic mean packet loss probability is 1.328E−03. Only 4 VOIP telephone calls measured 
(that is, 0.064%) were observed with a packet loss probability exceeding 1.000E−01. 
Therefore, the QCE-model limitation described above may not be that much of a problem in 
practice. Indeed, in section 4.2, call profiles where synthesised with condensed quality threats 
to quantify dispersity routing performance and model accuracy in conditions much worse 
than observed. The mean packet loss probability in these synthesised call profiles was elevated 
to 1.177E−01. Even at this artificially elevated rate, for just 2 paths the discrepancies due to the 
QCE-model limitation is not significant, with additional paths reducing the significance of 
the discrepancies even further.  
Finally, approaches for mitigating the QCE-model limitation exist as those already 
outlined in section 3.2.3 for meeting particular quality goals. These approaches, presented in 
section 3.2.3 for the purposes of improving deliverable quality, transform the characteristics 
delivered by the dispersity routing system such that when mapped to a MOS estimate using 
the E-model, the discrepancies are minimised.  
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An example that illustrates this is the packet loss probability discrepancy of 0.1 between 
packet loss probabilities 0.3 and 0.4 described earlier, and which as per figure 15 results in a 
MOS estimate in the range of 0.89 (that is, between 2.45 and 3.34 MOS). Adopting the 
approach of adding a path, the resulting MOS estimate is of a smaller range — in addition to 
being of a higher value. For the sake of simplicity in this example, the path being added is 
assumed to be of the same packet loss and packet loss burstiness characteristics as the existing 
paths in the dispersity routing system. By adding such a path, the delivered MOS estimate is 
between 3.70 and 4.15 MOS, that is, in the range of 0.45. Not only has the range almost 
halved, but the expected value for the deliverable MOS estimate has increased, raising the 
probability that the particular quality goal is meet or even exceeded.  
The same principles apply to the other approaches outlined in section 3.2.3, including 
adopting a combination of the approaches. By improving the deliverable quality, the 
characteristics delivered by the dispersity routing system are transformed so that when 
mapped using the E-model to a MOS estimate, discrepancies in the resulting MOS estimate 
are minimised. 
Consequently, while the QCE-model does have a limitation, that limitation occurs in 
situations that tend not to occur, but when these situations do occur they may be managed. In 
this experiment, though, that limitation impacted on a significant number of scenarios, 
causing the results depicted in figure 27 to suggest that the model is inaccurate overall, which 
contradicts with the conclusions that may be drawn from the experiments described in 
sections 4.1 and 4.2. However, the inaccuracies are the result of the QCE-model limitation, 
and the nature of this experiment causes this limitation to assert itself a significant number of 
times for conditions that (1) are unlikely and (2) when they do occur may be managed. 
4.3.4 EFFECTS OF E-MODEL LIMITATION 
The E-model is applicable to well-defined parameter ranges only, such as packet loss 
probabilities in the range 0 to 0.2 [58]. Consequently, a MOS estimate cannot be computed 
for all scenarios in this experiment. A result of this limitation in combination with the 
discrepancies in the MOS estimates is a mean of 1.13E−01 in the distribution in figure 27. This 
suggests that in this experiment the QCE-model under-estimates the MOS. However, figure 
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28 and figure 29 show that the QCE-model itself does not over-estimate the packet loss 
probability or the burstiness of that packet loss which would result in a MOS under-estimate. 
Intuitively, the difference in nature between the (continuous) mathematical QCE-model and 
the (discrete) simulations scatters the discrepancies as described by equation (22), and the 
limitations of the E-model then truncate an upper portion of that distribution preventing it 
from balancing the arithmetic mean to 0, causing the simulation to appear under-estimated.  
That the limited parameter ranges to which the E-model is applicable causes the mean of 
1.13E−01 may be shown by applying equation (23) to a dispersity routing system of two paths 
communicating 17 packets. While this approach considers packet loss only, and largely 
ignores other path characteristics such as packet loss burstiness, it does show that the non-
zero mean of 1.13E−01 can be explained by the E-model parameter limitations. Indeed, in 
doing so it shows the importance of considering packet loss burstiness when estimating 
quality, since that yields a more accurate estimate than when not considering it.  
To show how the E-model parameter limitations cause the non-zero mean, equation (23) 
is applied using algorithm 1. This algorithm uses algorithm 2 to compute the discrepancies 
between modelled and simulated MOS estimate approximations for a dispersity routing 
system of 𝑁 paths communicating a stream of 𝑛 packets. The discrepancies and their 
frequencies are accumulated into set Δ. Both (1) MOS estimate approximations assuming 
independent loss (that is, random, or non-bursty, or independent loss) and (2) MOS estimate 
approximations assuming maximum burstiness (that is, packet loss occurring as a single 
burst) are computed. Consequently, element 𝛿𝑥𝑦 ∈ Δ quantifies the frequency of MOS 
discrepancy 𝑥 ∈ [−4,4] assuming 𝑦 ∈ {bursty,random} loss occurring.  
Modelled MOS estimate approximations are based on packet loss probabilities estimated 
simply as the product of the packet loss probabilities of the paths used by the dispersity 
Algorithm 1: Compute MOS discrepancies from packet loss discrepancies. 
 1 function Δ ← COMPUTEMOSDISCREPANCIES(𝑛, 𝑁 ) 
 2  Δ ← {𝛿𝑥𝑦: ∀𝑦 ∈ {bursty,random}, ∀𝑥 ∈ [−4,4], 𝛿𝑥𝑦 = 0} 
 3  Δ ← COMPUTEMOSDISCREPANCIES(𝑛, 𝑁, ∅, Δ ) 
 4 end function 
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routing system. This packet loss probability is adopted as an approximation of the packet loss 
probability computed by the QCE-model, and from which MOS estimates are then 
computed assuming both random and maximally bursty packet loss.  
In contrast, simulated MOS estimate approximations are based on packet loss 
probabilities derived from the packet loss discrepancy distribution expressed by equation (23) 
for a stream of 𝑛 packets. For any given scenario, this distribution quantifies the frequency of 
a given packet loss count occurring. Therefore, the simulated MOS estimate approximations 
are computed as MOS estimates for all possible packet loss counts in a stream of 𝑛 packets 
assuming both random and maximally bursty packet loss. The discrepancies, then, are 
computed as the simulated MOS estimate approximation less the modelled MOS estimate 
approximation, with the computed frequency quantifying the occurrences of this discrepancy 
for that packet loss count for that scenario, for both random and maximally bursty packet 
loss.  
Algorithm 2 traverses recursively through the combinations of lost packet counts for the 
𝑁 paths communicating 𝑛 packets. For each combination of lost packet counts, algorithm 2 
uses algorithm 3 to compute and accumulate into Δ the MOS discrepancies for that 
combination. Algorithm 3 computes MOS estimates as MOS(𝑏, 𝑒) using the E-model [58] for 
(1) packet loss probability 𝑏 and (2) packet loss burst probability 𝑒, assuming (3) the same 
codec as observed in the call centre measurements (see section 2.1) and (4) an absolute delay 
Algorithm 2: Traverse the set of lost packet count combinations for the N paths. 
 1 function Δ ← COMPUTEMOSDISCREPANCIES(𝑛, 𝑁, ࣝ, Δ ) 
 2  if |ࣝ| < 𝑁 
 3   for 𝑖 ∈ {0,1, … , 𝑛} do 
 4    Δ ← COMPUTEMOSDISCREPANCIES(𝑛, 𝑁, {𝑐 ∈ ℤ: 𝑐 ∈ ࣝ ∨ 𝑐 = 𝑖}, Δ ) 
 5   end for 
 6  else 
 7   Δ ← COMPUTEMOSDISCREPANCIES(𝑛, ࣝ, Δ ) 
 8  end if 
 9 end function 
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not exceeding 100 ms. MOS(𝑏, 𝑒) evaluates to ∞ when the E-model cannot compute a MOS 
estimate because the parameters are outside of their defined ranges [58]. Note that the 
frequency of 𝑘 packet losses occurring in a scenario is computed as 
 f( 𝑘;ࣝ, 𝑛) = { ω(𝑘;ࣝ, 𝑛) , if 𝑏best ≤ 𝑘 ≤ 𝑏worst0, otherwise . (24) 
Figure 33 depicts two cumulative distribution functions. The solid blue distribution shows 
the MOS discrepancies assuming maximum bursty loss, as the MOS discrepancies 
Algorithm 3: Compute MOS discrepancies for a particular scenario. 
 1 function Δ ← COMPUTEMOSDISCREPANCIES(𝑛, ࣝ, Δ ) 
 2  𝑙 ← ∏ 𝑐𝑛𝑐∈ࣝ  
 3  𝑚random ← mos (𝑙, 𝑙)   // modelled independent loss assumed 
 4  𝑚bursty ← mos (𝑙, 1𝑛)    // modelled maximum burstiness assumed 
 5  for 𝑘 ∈ {0,1, … , 𝑛} do 
 6   𝑓 ← f( 𝑘;ࣝ, 𝑛 ) 
 7   if 𝑓 > 0 
 8    srandom ← mos(𝑘𝑛 , 𝑘𝑛) // simulated independent loss assumed 
 9    sbursty ← mos (𝑘𝑛 , 1𝑛)  // simulated maximum burstiness assumed 
 10    if 𝑚random ≠ ∞ ∧ srandom ≠ ∞ 
 11     𝑥 ← srandom − 𝑚random 
 12     δ𝑥random ← δ𝑥random + 𝑓, where δ𝑥random ∈ Δ  
 13    end if 
 14    if 𝑚bursty ≠ ∞ ∧ sbursty ≠ ∞ 
 15     𝑥 ← sbursty − 𝑚bursty 
 16     δ𝑥bursty ← δ𝑥bursty + 𝑓, where δ𝑥bursty ∈ Δ  
 17    end if 
 18   end if 
 19  end for 
 20 end function 
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{𝑥 ∈ [−4,4]: ∀𝛿𝑥bursty ∈ Δ, 𝛿𝑥bursty > 0} and their corresponding frequencies {𝛿𝑥bursty ∈ Δ: 𝛿𝑥bursty >
0}. In contrast, the dashed red distribution shows the discrepancies assuming random loss, as 
the MOS discrepancies {𝑥 ∈ [−4,4]: ∀𝛿𝑥random ∈ Δ, 𝛿𝑥random > 0} and their corresponding 
frequencies {𝛿𝑥random ∈ Δ: 𝛿𝑥random > 0}. The vertical lines show the 50th percentiles of these 
distributions, where the right (solid blue) vertical line at 0.17 marks the 50th percentile of the 
MOS discrepancies assuming maximum bursty loss, and the left (dashed red) vertical line at 
0.11 marks the 50th percentile of the MOS discrepancies assuming random loss. Also shown 
fitted to the MOS discrepancies distributions are Gaussian distributions. The dashed orange 
Gaussian distribution is the best fit to the distribution of MOS discrepancies assuming 
maximum bursty loss, whereas the dotted green distribution is the best fit to the distribution 
of MOS discrepancies assuming random loss. 
Not only does the mean of 1.13E−01 observed in figure 27 fall between the 50th percentiles 
of the distributions of 0.11 and 0.17 in figure 33, showing that the E-model parameter 
Figure 33: Cumulative distribution functions of MOS discrepancies for all combinations of 
packet loss. The solid blue distribution shows discrepancies assuming maximum bursty loss, 
while the dashed red distribution shows discrepancies assuming random loss. 
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limitations account for the non-zero mean. The shape in figure 27 of the distribution in 
relation to the fitted Gaussian distribution also matches the shapes in figure 33 of the 
distributions in relation to their fitted Gaussian distributions. All are below their fitted 
Gaussian distribution up to approximately the 20th percentile, above from approximately the 
20th to approximately the 75th percentile, and then again below from approximately the 75th 
percentile upwards. This corresponds to the shape of the MOS curve (see figure 6), which is 
flatter in the first 20th and last 25th percentiles (approximately) than in the middle (between 
the 20th and 75th percentile, approximately).  
4.4 SUMMARY 
In this chapter, three experiments establish the accuracy of the QCE-model collectively. A 
detailed analysis shows that the QCE-model is in good agreement with the simulations in the 
first two of the experiments. In the first experiment, which adopts conditions measured over 
six calendar months in a commercial call centre, 98% of the differences in E-model MOS 
estimates computed with the QCE-model and by simulation are within 1.40E−02. Such a 
discrepancy would be difficult for a human to discern.  
Agreement between the QCE-model and the simulations, while still good, is not quite as 
good in the second experiment, which adopts conditions synthesised to be much worse than 
those observed in the call centre by condensing the observed threats to quality. In this 
experiment, 98% of the differences in E-model MOS estimates computed with the QCE-
model and by simulation are within 5.90E−02, which is greater than in the first experiment, 
but which would still be difficult for a human to discern.  
In the third experiment, which tests the accuracy of the QCE-model for a dispersity 
routing system of two paths adopting every possible combination of packet loss in a stream of 
17 packets, three factors combine to cause notable discrepancies between the E-model MOS 
estimates computed with the QCE-model and by simulation. That this combination occurs is 
a limitation of the QCE-model. In this third experiment, 98% of the differences between the 
E-model MOS estimates computed with the QCE-model and by simulation are within 1.16. 
However, detailed analysis shows that these notable discrepancies occur under conditions 
that are unlikely to occur in reality. Indeed, the probability of these conditions occurring may 
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be reduced with dispersity routing, thus reducing the likelihood that these notable 
discrepancies, which are readily quantifiable, occur in the first place. Collectively the 
experiments show that the QCE-model is useful for estimating the quality that may be 
expected from a given dispersity routing system with known path characteristics. 
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Chapter 5 • Deploying Dispersity Routing to Improve Quality 
This chapter outlines how dispersity routing may be deployed to improve deliverable quality 
of a real-time service such as VOIP. Other, more complex and technologically more 
challenging systems are of course possible, however this chapter not only purposes to show 
that dispersity routing may be used to improve the deliverable quality of a real-time service, 
but also that a system devised to pursue that goal may be relatively simple. Another objective 
of this chapter is to convey the design elements of such as system in the context of a feasible 
example. This provides a context for activities such as intelligently choosing paths (see section 
2.3) and selecting an appropriate value for 𝑄 (see section 3.1). 
5.1 DEPLOYMENT MOTIVATIONS 
Dispersity routing may be used to improve the quality of real-time services such as VOIP on 
the Internet. However, the following is required to make it possible for dispersity routing to 
do so. First, paths are needed that are as uncorrelated as possible in their failure and delay 
variation behaviour but that have similar delay characteristics. Second, when any level of 
service guarantee is sought, the paths need to be chosen appropriately, and they need to be 
managed on an ongoing basis to ensure that they continue to be appropriate. Third, the 
dispersity routing service needs to be delivered in a form that can be used, such as a router 
that implements dispersity routing.  
Providing these as a value-added service may provide a VOIP telephony service provider 
with an advantage over other VOIP telephony service providers that do not provide such a 
service. As shown in this thesis, dispersity routing can improve the quality of a VOIP service 
to be more on par with traditional telephony. Such a service may be attractive to consumers 
of VOIP services, who would be getting a VOIP service with quality that is more on par with 
traditional telephony than VOIP is currently, but at the possibly much lower cost of 
dispersity routed VOIP telephony. Especially when service level guarantees may be offered, 
such as the quality estimates offered by the QCE-model described in section 3.1 as shown in 
section 3.2 and with the accuracy as shown in section 4.3.2.  
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5.2 DELIVERING DISPERSITY ROUTING 
Dispersity routing may be made available for use by real-time services in various ways. For 
example, it may be provided by dedicated software that presents a tunnel interface to a 
dispersity routing protocol, and which is then deployed on the points in the network between 
which dispersity routing is to occur. Indeed, in section 2.3 dispersity routing is described in 
terms of a system connecting two points on the Internet.  
Another approach is to incorporate a dispersity routing protocol directly in routers, such 
as the subsystems of the various operating systems and the dedicated hardware devices that 
provide routing services [84]–[85]. Clearly, integrating a dispersity routing protocol into 
routers has a number of advantages, such as performance and interoperability with other 
services like Network Address Translation (NAT) and Application Level Gateway (ALG) [86]–
[87], Security Architecture for IP (IPsec) [88], and SIP proxy servers [89]. However, in the 
interests of simplicity and clarity, the next section assumes that dispersity routing is provided 
by a dedicated software subsystem that presents a tunnel interface to a dispersity routing 
protocol.  
5 .3 CONNECTING TWO SUBNETWORKS WITH DISPERSITY ROUTING 
In this section, two subnetworks are connected using dispersity routing. These subnetworks 
are assumed to be (1) in different geographical locations, (2) connected through the Internet 
by multiple diverse paths with uncorrelated failure behaviours, and (3) located in the same 
(possibly private) network address space. Subnetworks may be connected through the 
Internet by multiple diverse paths with uncorrelated failure behaviours by, for example, using 
diverse service providers that collectively provide diverse paths. A dedicated software 
subsystem that implements dispersity routing connects any two points using dispersity 
routing by providing a tunnel interface to that point. This is similar to the approaches taken 
by [23] and [36], who also provide tunnel interfaces to their systems that implement forms of 
partially-redundant and non-redundant dispersity routing systems respectively.  
Figure 34  illustrates an example architecture that connects two subnetworks at two points 
(that is, tuns1 and tund1) using dispersity routing. The two points, tuns1 and tund1, are interfaces 
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to virtual network devices (as found in operating systems such as Linux and FreeBSD) that (1) 
write data to a user space process instead of a network device, and (2) read data from a user 
space process instead of a network device. Note that in this section, performance is not a 
concern. Rather, the architecture depicted in figure 34 and adopted in this section primarily 
serves to illustrate how dispersity routing may be achieved.  
Any data routed to the tuns1 interface in the left of figure 34 is read by the user space 
process in the left of the figure labelled Dispersity Routing, referred to as Dispersity Router for 
the remainder of this chapter for the sake of brevity. This process is configured to use 𝑁 
destinations to dispersity route any packet that it reads from tuns1, where, in the example 
adopted in this section, these 𝑁 destinations are configured by IP routing tables to be routed 
to network interface eths1, eths2, …, ethsN. Each packet is encapsulated [14] with a header (see 
section 2.3) that includes a 32-bit sequence number similar to the 16-bit sequence numbers 
found in RTP packets [69]. That is, the first packet is assigned a uniformly distributed 
random number in the integer interval [0 ‥ 232 − 1], with each successive packet being 
Figure 34: Overview of elements collaborating in connecting two points using dispersity routing.
In this example, packets written to the virtual network device tuns1 (on the top left) are sent over 
multiple paths by a user space dispersity routing process. The receiving dispersity routing process 
de-disperses the packets and writes them to virtual network device tund1 where they may be read. 
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assigned a sequence number that is an increment of exactly 1 (one), modulo 232, of the last 
sequence number assigned. Also included in the header is a 32-bit timestamp similar to the 
32-bit timestamps found in RTP packets [69], and which is used to schedule delivery of 
packets from the de-dispersion buffer when a delay 𝑄 > 0 is adopted by the dispersity routing 
system for the de-dispersion buffer. The encapsulated packet is then sent to the 𝑁 
destinations using the protocol (such as UDP and TCP) appropriate for the data being 
communicated and configured for that destination, and which are then routed to the network 
interfaces eths1, eths2, …, ethsN.  
At the receiving end, the Dispersity Router in the right of figure 34 is similarly configured 
to use 𝑁 destinations, where these 𝑁 destinations are configured by IP routing tables to be 
routed to network interface ethd1, ethd2, …, ethdN. Any packet that arrives from any of these 
destinations is read, decapsulated, and the sequence number found in the header is used to 
write to the tund1 interface the first instance that arrives of each packet, with any remaining 
instances of that packet that arrive being discarded. Packets written to tund1 may then be read 
by anyone reading packets from a destination configured by IP routing tables to be routed to 
tund1.  
The architecture depicted in figure 34 may be symmetric, in that any packets routed to 
tund1 may be read by the Dispersity Router in the right of the figure, which behaves in the 
same fashion as the left Dispersity Router. That is, any packets routed to the tund1 interface (in 
the right of the figure) are communicated to the tuns1 interface (in the left of the figure) by 
sending them to the 𝑁 destinations that the right Dispersity Router has been configured to 
use. Note that the two directions (that is, left to right, and right to left) need not adopt the 
same value for 𝑁, although in this example they are.  
Connecting two subnetworks in the manner described above, where the two subnetworks 
share the same network address space, as is the case in this section, enables communication 
between these two subnetworks to be dispersity routed. In addition, by presenting as a tunnel 
interface, any communication may be dispersity routed, including real-time communications 
such as VOIP.  
The scenario considered in this section is a simple one. Since the two subnetworks exist in 
the same, although possibly private, address space, the complexities introduced by address 
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translation (as exemplified by NAT and SIP ALGs) are not a concern in this section. 
Security considerations are not examined, and neither is the connecting of more than two 
subnetworks or the IP fragmentation that may be caused by the addition of the header to 
facilitate dispersity routing. Nevertheless, the scenario exemplifies one way in which elements 
may be brought together to provide dispersity routing.  
5.4 SECURITY CONSIDERATIONS 
The architecture described in section 5.3 does not explore security considerations. As 
described, packets are simply encapsulated with a header that includes a sequence number, 
and multiple copies of that packet are then sent over multiple paths.  That is, instead of 
sending the data along a single path which may be vulnerable, it is instead sent along multiple 
paths which may be vulnerable. This increases the exposure of the data to vulnerabilities, 
since it now exists in more places that may be vulnerable than it would have existed had it just 
been sent along a single path using ordinary, non-dispersity, routing. In contrast, non-
redundant dispersity routing (see section 1.1.1) only sends a part of the message along each 
path, that is, no one path is given the entire message, which may be considered as increasing 
security [90]–[91].  
Since dispersity routing is provided in section 5.3 by componentry that is a part of the 
networking subsystem, approaches that have been devised elsewhere may be helpful here in 
alleviating security concerns. For example, it may be possible to apply IPsec [92] or 
tunnelling mechanisms such as VPNs [93] to any of the network interfaces (such as eths1, 
eths2, …, ethsN) in figure 34 that have not already been secured and are thus vulnerable.  
Different paths may be secured with different mechanisms, subject to these mechanisms 
meeting the needs of the communications that these paths facilitate. Real-time 
communications such as VOIP for example, have time constraints. Clearly, a mechanism that 
delays the data beyond its time constraints is of no use. Similarly, the mechanism must 
accommodate the data to be delivered. When delivering VOIP comprising SIP, RTP and 
RTCP using UDP, a security mechanism such as the tunnelling mechanism provided by the 
Secure Shell (SSH) [94] that only transports TCP may not be appropriate. This may be true 
even when the UDP may be encapsulated as TCP for delivery through the SSH tunnel, 
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because TCP may not be appropriate for the real-time communication being dispersity 
routed [95]. For VOIP, the security mechanism chosen is likely to be confronted with UDP 
packets that are lost, duplicated or arrive out of order. A security mechanism is appropriate 
only when it is able to tolerate these happenings in a manner that satisfies requirements. 
5.5 ADJUSTING DISPERSITY ROUTING SESSION PARAMETERS 
A dispersity routing system of the architecture described in section 5.3 may also be 
constructed for a single application, for the lifetime of that application. This contrasts with the 
dispersity routing system described in section 5.3 which is constructed to connect two 
subnetworks for any communication between those two subnetworks that is routed over the 
dispersity routing system. For example, to improve the deliverable quality of a VOIP 
telephone call, a dispersity routing system may be constructed specifically for that call, and 
destroyed when the call ends. Doing this has the advantage that the dispersity routing system 
may be customised to meet the specific requirements of that one VOIP telephone call, 
because the system exists specifically for the VOIP telephone call. 
Two ways in which the dispersity routing system used to improve the deliverable quality 
of a VOIP telephone call may be customised is in setting the numbers of paths used (that is, 
𝑁; see section 1.1.1) and the delay adopted by the de-dispersion buffer (that is, 𝑄; see section 
3.1). Both of these parameters have the capacity to impact on the quality delivered by the 
dispersity routing system. For VOIP, increasing 𝑁 affects the perceived quality (as depicted 
in figure 15) by employing additional paths, and increasing 𝑄 increases delay in exchange for 
decreasing delay variation and the number of packets arriving out of order.  
The simplest way for a person participating in a 2-way VOIP telephone call to set these 
parameters is to express them directly as a change in 𝑁 and 𝑄. For example, when using SIP, 
by adding an attribute, such as “a=dispersity:N Q”, into the Session Description Protocol 
(SDP) that describes the VOIP telephone call, where N is the number of paths requested, and 
Q is the delay adopted by the de-dispersion buffer. The SDP would need to be parsed by a SIP 
ALG to receive the setting of these parameters.  
A change in 𝑄 by one person affects the delay adopted by the de-dispersion buffer for that 
person, that is, the de-dispersion buffer local to the person. This de-dispersion buffer de-
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disperses the packets delivering the media consumed by that person. Besides altering the 
delay experienced by the media originating from the other person, it also decreases the delay 
variation in the media, which may affect any de-jitter buffer that processes media for the 
person that changed 𝑄 [32]. Consequently, any impact on such a de-jitter buffer may need to 
be considered when choosing a value for 𝑄.  
In contrast, changing 𝑁 affects the number of paths used to send packets to the other 
person, and so affects the quality perceived by the other person. In order for a person to affect 
the quality perceived by them by altering 𝑁, the (remote) dispersity router that sends the 
packets containing media to the person that has changed 𝑁 must be instructed to implement 
the altering of 𝑁. 
However, it may be difficult for a person to decide on and set the number of paths directly 
to experience a desired quality. Rather, a person may simply wish to express quality 
expectations. For example, when initiating an important call, the person may wish to state 
that the call is expected to be at least of a very satisfying quality with some probability 𝐶. 
Using (1) the characteristics of available paths as observed by the person thus far, (2) the 
QCE-model, and (3) a quantification of QCE-model accuracy for those characteristics as 
described in section 4.3.2, it may be possible to (1) choose a number of paths from the set of 
available paths to satisfy the quality expectation of the person with probability 𝐶. When the 
stated quality expectation with probability 𝐶 is unlikely to be satisfied, the person may be 
informed before placing the VOIP telephone call that currently it is unlikely the stated quality 
expectation may be met with probability 𝐶. They may then make an informed decision as to 
whether (1) the VOIP telephone call cannot be made, or (2) they lower their quality 
expectation and proceed with the call.  
5 .6 GETTING AND MANAGING PATHS FOR DISPERSIT Y ROUTING 
Dispersity routing requires paths that ideally (1) have comparable delays and (2) are 
uncorrelated [96]–[99] in their packet loss and delay variation characteristics. Once paths 
that satisfy these criteria have been chosen, they may need to be monitored and — should 
they no longer meet these criteria — replaced. Chosen paths may also be replaced when more 
appropriate paths become available. 
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While it may not be possible to define the exact path taken by packets being 
communicated between two points over the public Internet, it may suffice to exploit the 
observation that paths that diverge earlier tend to converge later than paths that diverge later 
[54]–[55][100]. That is, routing packets to a particular point may suffice in suggesting the path 
that the packets are to traverse. To dispersity route a packet over multiple diverse paths, it 
may suffice to route a copy of that packet to multiple points, each point suggesting a diverse 
path. Another approach would be to use overlay networks [4][35][52].  
Though getting 𝑁 diverse paths is likely to be increasingly difficult as 𝑁 increases, as 
shown in sections 2.5 and 3.2 the largest gain in deliverable quality happens when changing 
from no dispersity routing to dispersity routing with just two paths. However, while the gains 
in quality earned by that first additional path are significant (see section 2.5.1), each additional 
path returns increasingly smaller gains in quality. Therefore, not only may it be unnecessary 
in practice to use a large number of paths in a dispersity routing system because a small 
number of paths already contribute significantly to improving quality, doing so also gains 
comparatively very little.  
The suitability of paths in meeting set quality goals may be assessed by measuring their 
packet loss and packet loss burstiness characteristics and estimating the deliverable quality 
with the QCE-model described in section 3.1 as shown in section 3.2. Besides the 
uncorrelated packet loss and delay variation characteristics, other considerations may impact 
on the selection of paths. For example, the physical proximity of the paths to each other may 
be a concern [101]. Two paths that physically are close to another may be vulnerable to the 
same geospatial events, such as a fire occurring in a tunnel that the two paths may traverse 
[70]. Likewise, the paths that pass through a particular region may all be affected when that 
region is subjected to fire — or any number of other natural phenomena. Similarly, business 
considerations may be of concern when selecting paths, such as financial or organisational 
arrangements. It may not be appropriate to source all paths from the same service provider in 
order to select paths that are as uncorrelated in their packet loss and delay characteristics as 
possible. Avoiding these correlations may be difficult, for example when different service 
providers sublease services from the same third-party service provider. While the paths may 
present as diverse, they may not actually be diverse. 
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Clearly, the selection process of diverse paths must be driven by the kinds of failures to be 
tolerated. For example, if the system is to continue delivering a service despite a given 
geospatial event occurring, the paths must be chosen accordingly. That is, the paths must be 
chosen such that not all paths are affected by the geospatial events to be tolerated. 
In the contrived example depicted in figure 35, three paths diverge at node 3, and do not 
converge again until node 21. In contrast, the two paths that diverge at node 7 converge again 
at node 19. The general observation then that earlier diverging paths tend to converge later 
than later diverging paths [54]–[55][100] may be useful in the search for diverse paths. It also 
illustrates that diverse paths may not need to be completely diverse. For example, paths with a 
shared beginning and ending path segment but a diverse middle segment may suffice when 
the shared segments offer high-quality communications that satisfy requirements. This might 
be the case when these shared segments are provisioned appropriately and reserved for the 
sole use of the real-time communications being diversity routed to improve its quality, which 
may be possible when these segments are not in the public Internet.  
Therefore, in this thesis the selection or construction of paths is assumed to be a manual 
process. This manual process calls for one or more persons to select paths intelligently after 
Figure 35: The paths connecting two nodes may include shared segments. In the network that 
connects nodes 1 and 21, three paths share the segment from node 1 to node 3. Similarly, two 
paths share the segment from node 19 to node 21. 
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making considerations such as those above. Selecting paths manually may be sufficient when 
the points being connected with dispersity routing are fairly static, as is the case when 
connecting two subnetworks such as in section 5.3 or a home user to a service provider, none 
of which typically relocate frequently. 
5.7 SUMMARY 
In summary, dispersity routing may be delivered in many different ways. Section 5.3 presents 
architecture for connecting two subnetworks, as might be the case when connecting two 
branch offices of an organisation. Another example would be to provide dispersity routing to 
a home user as customer premises equipment (CPE) in the form of a single household 
appliance that provides dispersity routing. Delivering dispersity routing with a single CPE 
has a number of advantages, such as performance and increased integration. 
Alternatively, access to a service could be provided, where the VOIP telephony device 
connects through a point very close to the device, but then uses dispersity routing to connect 
to the rest of the network. A combination of these may also be possible.  
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Chapter 6 • Conclusion 
This thesis proposes the use of fully redundant dispersity routing (referred to simply as 
dispersity routing in this thesis for brevity) to improve the quality and reliability of real-time 
services, focusing in particular on VOIP. Besides illustrating how dispersity routing 
improves the quality and reliability of real-time services on the Internet, this thesis shows 
how effective dispersity routing is in achieving this goal using mathematical tools developed 
in this thesis.  
First, simulations that adopt measurements of real VOIP traffic taken in a commercial 
call centre for this thesis quantify the quality that dispersity routing would have delivered for 
those observed conditions, and which may be compared to the quality achievable without 
dispersity routing. Second, a mathematical model called the Qualitative Characteristics 
Estimation Model (QCE-model) is developed in this thesis for estimating the most likely 
quality deliverable by a given dispersity routing system, even for conditions that have not yet 
been observed. This model is applied to a mathematical model called the Packet Loss and 
Packet Loss Burstiness Model (PLB-model) constructed in this thesis from the measurements 
to quantify the quality deliverable by dispersity routing in general. Third, the accuracy of the 
QCE-model in estimating the quality that dispersity routing is most likely to deliver is 
established. This chapter concludes this thesis by summarising the research, itemising the 
main research contributions and discussing further research. 
6.1  SUMMARY 
In the first stage of the research, real VOIP traffic in a commercial call centre, an 
environment maintained in optimum condition by professional staff, was measured as 
described in chapter 2. The measurements both (1) establish a baseline of current (that is, 
non-dispersity routed) VOIP performance, and (2) are a source of realistic path 
characteristics. Chapter 2 then shows how dispersity routing may be used for real-time 
communications in a packet-switched network, and details how such a system is simulated in 
this thesis. A single simulation using measurements selected specifically for the task then 
details how dispersity routing improves quality by lowering delay, delay variation, packet loss 
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and packet loss burstiness. Next, three sets of simulations show how VOIP quality may be 
improved with dispersity routing. It is found that for the characteristics measured in the call 
centre, the proportion of VOIP telephone calls that may be interpreted to be of a quality with 
which humans would be less than very satisfied improves significantly. That is, from slightly 
more than 1 in 23 for non-dispersity routed VOIP telephone calls, to — with just two paths — 
slightly less than 1 in 10 000 for dispersity routed VOIP telephone calls. 
Chapter 3 then develops and presents the QCE-model for estimating the delay, packet 
loss and packet loss burstiness characteristics that a given dispersity routing system is most 
likely to deliver. From these characteristics, and with knowledge of the manner in which the 
media being communicated is encoded, a quality estimate for VOIP may then be computed 
using the E-model. Chapter 3 also constructs and presents the PLB-model of path 
characteristics from the measured VOIP traffic characteristics.  
The QCE-model is applied to the PLB-model for dispersity routing systems of 2 – 6 
paths, and together with (1) quality estimates for a non-dispersity routed system derived from 
the PLB-model using the E-model and (2) an analysis of the results, achieves two objectives. 
First, the quality possible with dispersity routing under various conditions is illustrated. 
Second, the relationships between packet loss, packet loss burstiness, numbers of paths and 
deliverable quality are demonstrated. Collectively, they show how dispersity routing may 
improve quality under what conditions, representing a planning tool that may be used in the 
pursuit of VOIP telephony quality goals. 
Chapter 4 quantifies the accuracy of the QCE-model by comparing the quality estimates 
obtained by simulation to quality estimates obtained with the QCE-model for three sets of 
simulations. The first set is for a dispersity routing system of two paths adopting every 
combination of the measured VOIP telephone calls. Simulated and modelled quality 
estimates are found to be in good agreement. However, an increased probability of packet loss 
at the beginning of the measured VOIP telephone calls is found to increase discrepancies, 
and suggests that additional paths may be needed at the beginning of a VOIP call to counter 
the increased probability of packet loss during this portion of the call. 
In the second set, the accuracy for a dispersity routing system of two paths is quantified in 
25 sets of simulations adopting path characteristics with elevated threats to quality, but with 
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the increased probability of packet loss at the beginning of the VOIP telephone call removed. 
The QCE-model estimates are found to be in fairly good agreement with the simulation 
estimates, even for these conditions of artificially increased quality threats. Besides 
quantifying accuracy, this simulation also illustrates that dispersity routing is effective at 
increasing quality in worse conditions than those observed. 
The third set quantifies the accuracy of the QCE-model for a dispersity routing system of 
two paths adopting every possible combination of a stream of 17 packets. Unlike the other 
two sets, the discrepancies in this set show that the QCE-model has limitations. The 
discrepancies are quantified as a probability distribution, and the limitations of the QCE-
model and the impact of the limitations of the E-model are analysed. 
The final part of this thesis details considerations for deploying dispersity routing. 
Discussions of motivations and mechanisms for deploying dispersity routing are followed in 
chapter 5 by a presentation of an example that connects two points in the Internet using 
dispersity routing. Security considerations show how dispersity routing may fit into a 
network infrastructure, and suggestions for configuring dispersity routing parameters for 
VOIP are offered. The chapter concludes with a discussion of how paths are obtained and 
maintained for dispersity routing, and the forms that dispersity routing deployment may take. 
6.2  RESEARCH CONTRIBUTIONS 
The research conducted for this thesis makes a number of contributions. This section 
summarises the main contributions.  
1 Real VOIP traffic in a commercial call centre, where professional staff maintains the 
environment in an optimum condition, was measured. These measurements 
contribute in two ways. First, they establish a baseline of the current performance of 
VOIP in a real environment. Second, the measurements may be used as a source of 
path characteristics in simulations and in the PLB-model. The measurements show 
that in the call centre, slightly more than 1 in every 23 of the VOIP telephone calls 
measured is likely to be perceived to be of a quality with which humans would be less 
than very satisfied according to established quality interpretations (see table 3). 
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2 Simulations of dispersity routing systems that adopt the measurements as path 
characteristics illustrate how dispersity routing improves quality, by enabling 
comparison of the quality deliverable with dispersity routing to the quality deliverable 
without dispersity routing. It is shown that, while increasing numbers of paths yields 
decreasing gains in quality, with just two paths adopting the measurements taken in 
the call centre, dispersity routing may increase deliverable quality significantly. With 
two paths adopting the measurements, the proportion of VOIP telephone calls likely 
to be perceived to be of a quality with which humans would be less than very satisfied 
decreases from slightly more than 1 in every 23 to slightly less than 1 in every 10 000 
VOIP telephone calls.  
3 A mathematical model called the Qualitative Characteristics Estimation Model (QCE-
model) is developed that estimates the most likely delay, and packet loss and packet 
loss burstiness characteristics delivered by a dispersity routing system with known 
path characteristics. Along with knowledge of the codec with which the media being 
communicated is encoded, a VOIP quality estimate may be computed from these 
estimates with the E-model as a MOS estimate.  The QCE-model considers both 
packet loss and packet loss burstiness. As shown (in figure 15 and figure 33 for 
example), quality estimates assuming random packet loss may vary significantly to 
quality estimates assuming bursty packet loss. Since packet loss is bursty, as confirmed 
by the measurements taken in the call centre, the estimates by the QCE-model may 
be expected to be more accurate than estimates using a model that does not consider 
packet loss burstiness. 
4 A Packet Loss and Packet Loss Burstiness Model (PLB-model) is constructed from the 
measured packet loss and packet loss burstiness characteristics. Using this model, the 
QCE-model may be applied to conditions that have not yet been observed, but that 
may be extrapolated and interpolated from the measured characteristics. Besides 
illustrating the relationships between numbers of paths, packet loss and packet loss 
burstiness probabilities, and the quality that may be expected, such an application of 
the QCE-model may be used as a planning tool. 
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5 The accuracy of the QCE-model is quantified using simulations that adopt the 
measurements, and discrepancies between the quality estimates computed by the 
QCE-model and the simulations are analysed and quantified. For example, for 
simulations adopting the measurements as observed, 98% of the MOS estimates are 
within 1.40E−02, a discrepancy so small as to be all but indiscernible to humans. 
However, the discrepancies for 98% increases to 5.90E−02 for simulations adopting 
the same measurements but with quality threats condensed to represent worse 
conditions than those observed. Finally, for a dispersity routing system of two paths 
adopting all possible combinations for a small stream of 17 packets, 98% of the MOS 
estimates are within 1.16, a discrepancy that is not beyond human discern. This is due 
to a limitation of the QCE-model, which causes estimates to be most accurate at zero 
packet loss and complete packet loss, and least accurate at the deliverable midpoint 
between these two extremes. However, (1) the probability distribution of the 
discrepancies are readily quantifiable, (2) in reality, packet loss is not around that 
midpoint (for example, only 0.064% of measured VOIP telephone calls had a packet 
loss rate exceeding 10%), and (3) accuracy can be increased using the same 
mechanisms available for increasing quality. 
6 Considerations for deploying dispersity routing to improve the quality of real-time 
services, and in particular VOIP, are explored, beginning with a discussion of the 
motivations for using dispersity routing. Deployment options for dispersity routing 
are outlined, and security considerations are investigated that show how dispersity 
routing may fit into a network infrastructure. An example is presented that connects 
two points in the Internet using dispersity routing, and suggestions for configuring 
dispersity routing parameters for VOIP are offered. 
6.3  FURTHER RESEARCH 
This section enumerates suggestions for further research that continue the research in this 
thesis. 
1 This thesis uses fully redundant dispersity routing to improve the deliverable quality 
of real-time services, focusing in particular on VOIP. In addition to VOIP arguably 
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being the most popular real-time service currently, mature tools exist for quantifying 
VOIP quality, both subjectively and objectively. The research could be extended into 
the use of fully redundant dispersity routing to improve the quality of other real-time 
services such as video conferencing. 
2 The QCE-model does not consider the effect of packet loss caused by excessive delay 
variation [102]. In the measurements taken, 9.98E−02% of received packets experience 
delay variation in excess of 40 milliseconds, and which may be lost if a de-jitter buffer 
considers such packets as arriving too late and discards them. However, dispersity 
routing also has a competitive de-jittering effect that occurs when packets with lower 
delay variation outcompete packets with higher delay variation (see section 2.4.2). The 
research could be extended to investigate the impact on deliverable quality of the 
effect of delay variation in combination with the effect of dispersity routing on delay 
variation.  
3 In quantifying the accuracy of the QCE-model, the probability distribution of the 
discrepancies between simulated and modelled quality estimates is quantified using 
packet loss. The research could be extended to include packet loss burstiness as well as 
the effect of delay variation. 
4 As shown in this thesis, fully redundant dispersity routing can improve the quality of 
real-time communications. However, combining this form of dispersity routing with 
non-redundant dispersity routing and path switching techniques may yield further 
improvements in quality and is, therefore, a worthwhile research topic. A suggestion 
for combining these approaches into a hybrid would be to use 𝑀 paths, where 𝑀 > 𝑛. 
Each packet is then communicated over 𝑛 of these 𝑀 paths, employing path switching 
approaches with the QCE-model to switch the 𝑛 paths used to communicate a given 
packet among the 𝑀 paths being used collectively. Besides distributing the load over 
𝑀 paths and potentially decreasing packet loss burstiness, this approach facilitates the 
use of additional paths (that is, varying 𝑛) during phases with increased packet loss 
probabilities, like at the beginning of using a particular path. The effectiveness of this 
hybrid approach in improving the deliverable quality should be investigated. 
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5 In this thesis, the first instance of each packet to arrive in the de-dispersion buffer is 
delivered, and any subsequent instances that arrive are discarded. However, when the 
de-dispersion buffer adopts a positive delay 𝑄, and multiple instances of a packet 
arrive before the packet is scheduled for delivery, a possibility for exploiting this 
redundancy exists. For example, if the first instance of a packet arrives with a 
corrupted payload, rather than discarding it as lost, it may be possible to combine it 
with subsequent instances of that packet that also have corrupted payloads to recover 
the packet. Clearly, if a non-corrupted packet instance arrives before the packet is 
scheduled for delivery, recovery is not necessary and the non-corrupted instance may 
simply be delivered. However, if multiple corrupted instances of a packet arrive before 
the packet is scheduled for delivery, and they can be combined to recover the packet, 
then their combination allows delivery of a packet that would otherwise have been 
lost. It may be warranted to investigate the effectiveness and limitations of this 
approach in improving real-time communications. 
6 The use of fully redundant dispersity routing is proposed in this thesis for improving 
the deliverable quality of real-time services, in particular VOIP. This routing 
technique uses the path diversity available in the Internet to actively replicate the data 
over multiple paths, allowing the effect of a failure on one path to be reduced or even 
masked completely by the other paths. Having shown that fully redundant dispersity 
routing is an effective approach for improving the quality of VOIP, a protocol that 
selects programmatically diverse paths with comparable delays should be developed. 
The kinds of diversity available (such as path, service provider, and geographical), and 
the means of expressing diversity in these terms, should be studied. 
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Appendix 
Figure 36 below depicts a subset of the contents of a call profile measured on 27 December 
2011. For brevity, in the figure all but the first two RTP packets have been removed and 
replaced with a vertical ellipsis. Furthermore, the peer has been anonymised.  
<?xml version="ɴ.ɱ" encoding="utf‐ɻ"?> 
<profile xmlns:xsi="http://www.wɶ.org/ɵɱɱɴ/XMLSchema‐instance" 
         xsi:noNamespaceSchemaLocation="CallProfile‐ɵ.ɱ.ɱ.ɱ.xsd"> 
  <context> 
    <category>incoming</category> 
    <host>truffle</host> 
    <start>ɵɱɴɴ‐ɴɵ‐ɵɺTɴɸ:ɴɴ:ɱɱ.ɼɸɴɷɼɷ+ɱɻɱɱ</start> 
    <uniqueId>ɵɶɹɺɻɵɱɸɶɼ</uniqueId> 
  </context> 
  <media length="ɴ"> 
    <audio length="ɵ"> 
      <rtpMap> 
        <payloadType>ɻ</payloadType> 
        <encodingName>PCMA</encodingName> 
        <clockRate>ɻɱɱɱ</clockRate> 
      </rtpMap> 
      <rtpMap> 
        <payloadType>ɴɱɴ</payloadType> 
        <encodingName>telephone‐event</encodingName> 
        <clockRate>ɻɱɱɱ</clockRate> 
      </rtpMap> 
    </audio> 
  </media> 
  <packetCollection> 
    <packet> 
      <direction>read</direction> 
      <loggedTimestamp>ɵɱɴɴ‐ɴɵ‐ɵɺTɴɸ:ɴɴ:ɱɵ.ɱɱɴɷɱɺ+ɱɻɱɱ</loggedTimestamp> 
      <payloadLength>ɴɹɱ</payloadLength> 
      <payloadType>ɻ</payloadType> 
      <rtpTimestamp>ɴɺɺɶɷɱɵɵɷɹ</rtpTimestamp> 
      <sequenceNumber>ɵɱɵɻɹ</sequenceNumber> 
      <serialNumber>ɴ</serialNumber> 
      <ssrc>ɷɸɴɵɷɻɴɼɱ</ssrc> 
    </packet> 
    <packet> 
      <direction>read</direction> 
      <loggedTimestamp>ɵɱɴɴ‐ɴɵ‐ɵɺTɴɸ:ɴɴ:ɱɵ.ɱɵɵɶɶɼ+ɱɻɱɱ</loggedTimestamp> 
      <payloadLength>ɴɹɱ</payloadLength> 
      <payloadType>ɻ</payloadType> 
      <rtpTimestamp>ɴɺɺɶɷɱɵɷɱɹ</rtpTimestamp> 
      <sequenceNumber>ɵɱɵɻɺ</sequenceNumber> 
      <serialNumber>ɵ</serialNumber> 
      <ssrc>ɷɸɴɵɷɻɴɼɱ</ssrc> 
    </packet> 
     
    ⋮ 
     
  </packetCollection> 
  <delay>ɸɸɻɼɻ</delay> 
  <peer>ɴɼɵ.ɱ.ɵ.ɴɵ</peer> 
</profile> 
Figure 36: Contents of a call profile with all but the first two RTP packets removed from the 
figure for the sake of brevity, and with an anonymised peer. 
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The elements that may be found in each call profile are enumerated in table 6, along with 
a brief description of each element. Other information about the VOIP telephone call 
described by a call profile, such as the length of the call, which packets were lost, or the 
amount of delay variation (that is, jitter) experienced by a packet in relation to another 
packet, may be derived from the data contained in the call profile. 
 
Table 6: Elements that may be contained in each call profile, and a description for each element. 
Other information, such as the length of the VOIP telephone call, may be derived from the data 
contained in the call profile for that call. 
Element Description 
profile Call profile for a VOIP telephone call.
context Context of the call.
category Category of the call. The following values are used: 
1 String “incoming” for calls from remote hosts to local hosts. 
2 String “outgoing” for calls from local hosts to remote hosts. 
3 String “simulated” for simulated calls. 
host Name of the host on which the call profile was created. 
start Date and time that the call started.
uniqueId Unique identifier of the call.
media Description of media that may be contained in the call. The length 
attribute, when present, quantifies the number of child elements.  
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Element Description 
audio Description of audio media that may be contained in the call. The 
length attribute, when present, quantifies the number of child 
elements.  
rtpMap One or more dynamic mappings of an RTP packet payload type to a 
description of the media in the payload of that packet. 
payloadType RTP packet payload type being mapped.
encodingName Name of the media encoding for a payload type.
clockRate Clock rate of the media encoding for a payload type. 
packetCollection RTP packets read for the call.
packet A single RTP packet read for the call.
direction Direction of RTP packet. The following values are used: 
1 String “read” for packets sent by remote hosts to local hosts. 
When both are local or both are remote, for packets sent by 
called hosts. 
2 String “write” for packets sent by local hosts to remote hosts. 
When both are local or both are remote, for packets sent by 
calling hosts. 
loggedTimestamp Date and time that RTP packet was read, as determined by pcap. 
payloadLength Length, in octets, of the payload of the RTP packet; that is, excluding 
the header. Computed as the length, in octets, of the RTP packet as 
read by pcap, less the length, in octets, of the RTP packet header. 
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Element Description 
payloadType Payload type of the RTP packet, as read from the PT field of the 
RTP packet header [69]. 
rtpTimestamp Timestamp of the RTP packet, as read from the timestamp field of 
the RTP packet header [69]. 
sequenceNumber Sequence number of the RTP packet, as read from the sequence 
number field of the RTP packet header [69]. 
serialNumber Serial number of the RTP packet, where the first RTP packet read 
for a call has serial number 1, the next RTP packet read for that call 
has serial number 2, and so on. 
ssrc Synchronization source of the RTP packet, as read from the SSRC
field of the RTP packet header [69]. 
delay Estimate of delay for the call, in microseconds, as a moving average 
of the halved round-trip propagation delays computed from sender 
and receiver reports contained in RTCP packets sent to the local 
host in the call [69]. 
peer A unique identifier of the remote host participating in the call. 
  
