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In an inﬁnite-dimensional real Hilbert space, we introduce a class of fourth-
degree polynomials which do not satisfy Rolle’s Theorem in the unit ball. Extend-
ing what happens in the ﬁnite-dimensional case, we show that every fourth-degree
polynomial deﬁned by a compact operator satisﬁes Rolle’s Theorem.  2002 Elsevier
Science
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1. INTRODUCTION
As is well known, Rolle’s Theorem states that, if U is a bounded open
subset of n and f  U →  is a continuous function such that it is differen-
tiable in every point of U having constant value on the boundary ∂U , then
there is a point x0 ∈ U in which the Fre´chet derivative f ′x0 is zero.
Since the proof of this theorem clearly relies on the compactness of the
closure U , it is plain that a similar argument cannot be used in real Banach
spaces of inﬁnite dimension. As a matter of fact, a wide class of Banach
spaces for which this result fails is introduced in [2, 3, 10].
In this paper we are interested in the study of Rolle’s Theorem applied
to continuous polynomials that vanish in the unit sphere of a real Hilbert
space. Answering a question posed in [9], we gave a counterexample to
this result in [6], although the function described was not a polynomial.
We have also studied this problem for usual real Banach spaces such as
c0 l1, or l∞, ﬁnding that the only continuous polynomial that vanishes in
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the unit sphere is the zero polynomial (see [7]). Concerning continuous
polynomials in l1, or l∞, it was already shown in [5, Corollary 1.5] that this
was so; nevertheless we even see in [7] that the same can be said for any
algebraic polynomial in c0 or l∞.
In what follows X will be a real Hilbert space, and BU , and S will
stand for the closed unit ball, its interior and boundary, respectively. By a
continuous polynomial in X we mean a real-valued function of the form
f x = u0 +
n∑
j=1
ujxj
where u0 ∈ , uj denotes a symmetric continuous j-linear functional, and
the symbol xj stands for x x     x in Xj 1 ≤ j ≤ n.
As we did in [8] one can easily prove that a polynomial vanishing in S
can be factored as
f x = 1− x2gx
where g is another polynomial which we called the associated factor of f .
Also in [8], we proved that such a polynomial satisﬁes Rolle’s Theorem
when its associated factor is weakly continuous; hence every polynomial
vanishing in S whose degree is less than four does satisfy Rolle’s Theorem.
S. A. Shkarin gave in [10] an example of a polynomial of degree four in
L20 1 for which the result failed, so that we know that Rolle’s Theorem
does not hold for continuous polynomials in general.
Due to the interest recently shown in this counterexample (see [4]), in
the next section we shall introduce a class of fourth-degree polynomials,
containing Shkarin’s counterexample, for which Rolle’s Theorem does not
hold. In the third section we give some sufﬁcient conditions for polynomials
of degree four that fulﬁll this theorem.
2. POLYNOMIALS NOT SATISFYING ROLLE’S THEOREM
The counterexample used by S. A. Shkarin in [10] was the following. In
L20 1, he considered the fourth-degree polynomial
Px = 1− x2Qx
where
Qx = Ax x + 2ϕ x + 427 
and
Axt = txt ϕt = t1− t x ∈ L20 1 and t ∈ 0 1
The class of polynomials that we introduce in the coming deﬁnition gen-
eralizes Shkarin’s example.
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Deﬁnition 1. In a real Hilbert space X, by a Shkarin polynomial we
mean a real-valued function of the form Px = 1 − x2Qx, with
Qx = Ax x + 2ϕ x + k, where the following conditions hold:
1. A is a strictly positive operator in X, i.e., x = 0 implies
Ax x > 0.
2. For such an operator A, general notions of spectral theory tell us
that, for λ ∈ −∞ 1A , I − λA is always an isomorphism and thus there
is a vector xλ such that I − λAxλ = λϕ. In this condition we assume
that there is 0 < ρ < 1 such that xλ ≤ ρ, λ < 1A .
3. A is not an eigenvalue, i.e., the operator I − AA is one to one.
4. ϕ is not in the range of I−λA, λ> 1A . Notice that this implies that
the spectrum of A contains the interval 0 A, and so X has to be of
inﬁnite dimension.
We assume in all of the following that ϕ = 0; otherwise P ′0 = 0.
Lemma 1. Let Px = 1−x2Qx be a polynomial of degree four sat-
isfying condition 1. Then, the real-valued function ϕ xλ is strictly increas-
ing, while xλ decreases in −∞ 0 and increases strictly in 0 1A .
Proof. Making use of the implicit function theorem, we have that xλ
deﬁnes a continuous and differentiable function from −∞ 1A  into X.
Hence, ϕ xλ is differentiable, and we show next that d
dλ
ϕ xλ > 0,
λ < 1A .
Taking the derivative in  1
λ
I −Axλ = ϕ, λ < 1A , λ = 0, we obtain
− 1
λ2
xλ +
(
1
λ
I −A
)
x′λ = 0
Hence,  1
λ
I −Ax′λ = 1/λ2xλ, and, since 1
λ
I −A is self-adjoint, we
have
d
dλ
ϕ xλ = ϕ x′λ
=
〈(
1
λ
I −A
)
xλ x′λ
〉
=
〈
xλ
(
1
λ
I −A
)
x′λ
〉
= xλ
2
λ2
> 0
noticing that xλ = 0 implies that λϕ = 0, which is not so.
For the second part of our statement, it sufﬁces to show the desired
monotonicity for xλ2.
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If λ< 0, then d
dλ
xλ2 = 2xλ x′λ = 2λ2 1
λ
I −Ax′λ x′λ=
2λ2x′λ2/λ−Ax′λ x′λ< 0, sincex′λ= 0would implyxλ = 0.
If λ ∈0 1A , then we can obtain the vectors xλ, x′λ by means of
the power series expansions
xλ =
∞∑
n=0
λn+1Anϕ x′λ =
∞∑
n=0
n+ 1λnAnϕ
and so
d
dλ
xλ2 = 2
∞∑
mn=0
n+ 1λm+n+1Am+nϕϕ
which is clearly positive.
Lemma 2. Let Px be a polynomial as in Lemma 1 satisfying conditions
1 and 2. Then ϕ belongs to both the range of A and the range of I − AA .
Proof. Since, after condition 2, the set xλ  λ < 1A is bounded,
we may ﬁnd sequences λ1j∞j=1 and λ2j∞j=1 such that limj λ1j = −∞,
limj λ2j = 1A , and the vector sequences xλ1j∞j=1, xλ2j∞j=1 converge
weakly in X to, say, ψ and φ, respectively. By taking weak limits in the
equations(
1
λ1j
I −A
)
xλ1j = ϕ I − λ2jAxλ2j = λ2jϕ j ≥ 1
we obtain
−Aψ = ϕ
(
I − AA
)
φ = ϕA 
and the result now follows.
Notice that, since xλ ≤ ρ, λ < 1A , then ψ ≤ ρ, φ ≤ ρ, too.
Also, it is convenient to recall that, after Lemma 1,
supxλ2  λ < 0 = lim
λ→−∞
xλ2
r = sup
{
xλ2  0 < λ < 1A
}
= lim
λ→ 1A
xλ2
Notice also that φ2 ≤ r.
Proposition 1. A sufﬁcient condition for a Shkarin polynomial not to
satisfy Rolle’s Theorem is that
Aψψ < k < A1− φ2 − 2r + Aφφ
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Proof. Let Px = 1 − x2Qx be a Shkarin polynomial for which
the above inequality holds. Since Qx = Qψ + Ax − ψ x − ψ, x ∈
X, we have Qx ≥ Qψ = k− Aψψ > 0, x ∈ X.
Assuming Px satisﬁed Rolle’s Theorem, there would exist λ0 x0 ∈
 ×U such that
I − λ0Ax0 = λ0ϕ λ0 =
1− x02
Qx0

Hence, after condition 4, it follows that λ0 ∈ 0, 1A .
If we now consider the real-valued function
hλ = xλ2 + λQxλ
= 2xλ2 + λϕ xλ + k λ < 1A 
we have that, after Lemma 1, hλ is strictly increasing in 0 1A . Hence,
doing some computations,
sup
0<λ< 1A
hλ = lim
λ→ 1A
hλ = 2r + ϕφ + kA < 1
and we take into account two possibilities:
One. λ0 ∈ 0 1A . Then, I − λ0A is an isomorphism, and so x0 =
xλ0. Consequently, hλ0 = 1, which contradicts the inequality obtained
before.
Two. λ0 = 1A . In this case, after condition 3, it follows that
x0 = φ, and we have
1 = φ2 + QφA = 2φ
2 + ϕφ + kA
≤ 2r + ϕφ + kA 
also a contradiction.
Theorem 1. If Px = 1−x2Qx is a Shkarin polynomial such that
φ2 = r, then the condition given before is also necessary. That is, Px does
not satisfy Rolle’s Theorem if and only if
Aψψ < k < A1− 3φ2 + Aφφ
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Proof. Obviously, we need only show its necessity. Assuming that Px
does not satisfy the theorem, then k = Aψψ; otherwise, 0 = Qψ =
P ′ψ and ψ ≤ ρ < 1. Now, if k < Aψψ, we consider as before the
function
hλ = xλ2 + λQxλ = 2xλ2 + λϕ xλ + k λ < 1A 
Hence, since after Lemma 1, ϕ xλ is increasing in −∞ 1A , we have
lim
λ→−∞
hλ ≥ lim
λ→−∞
λϕ xλ + k
= −∞ · ϕψ + k
= −∞ · k− Aψψ = +∞
Thus, since h0 = 0, continuity ensures that there is λ0 < 0 such that
hλ0 = 1. This means that P ′xλ0 = 0 and xλ0 ≤ ρ < 1, a contra-
diction. Therefore, k > Aψψ. We show next the other inequality.
The hypothesis φ2 = r implies that, by deﬁning x 1A  = φhλ
can be extended continuously to −∞ 1A . Hence, h 1A  < 1; other-
wise there would be λ0 ∈ 0 1A  such that hλ0 = 1. This implies that
P ′xλ0 = 0 and xλ0 ≤ ρ < 1, a contradiction. Now,
1 > h
(
1
A
)
= 2φ2 + ϕφ + kA = 3φ
2 + k− AφφA 
and the result follows.
As a consequence of the previous results we ﬁnd an easy way to gener-
ate counterexamples to Rolle’s Theorem, clearly containing Shkarin’s orig-
inal one.
Corollary 1. In L20 1, let Axt = txt, ϕt = t1 − t, and
Qx = Ax x+ 2ϕ x+k. Then, the polynomial Px = 1−x2Qx
does not satisfy Rolle’s Theorem if and only if 112 < k <
1
4 .
Proof. It is plain that A is a strictly positive operator with A = 1. For
λ < 1, we have that
xλ = λt1− t
1− λt  xλ
2 ≤ 1/3 < 1
It is also clear that I −A is one to one, and, for λ > 1, we have that ϕ
is not in the range of I − λA; otherwise the function t1−t1−λt would be in
L20 1, which is not so. Hence, Px is a Shkarin polynomial.
Now, the vectors ψ and φ obtained in Lemma 2 can easily be computed
to be
ψt = t − 1 φt = t
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Hence, making use of the Lebesgue Convergence Theorem, we have that,
in L20 1,
lim
λ→1
xλ = φ
and so
r = lim
λ→1
xλ2 = φ2
Therefore, since Aψψ = 112 , and A1− 3φ2 + Aφφ = 1/4, the
result follows after Theorem 1.
3. POLYNOMIALS SATISFYING ROLLE’S THEOREM
The aim of this section is to give some sufﬁcient conditions to obtain
some classes of fourth-degree polynomials for which Rolle’s Theorem holds.
To start with, let us recall that, in general, a continuous polynomial of
degree four vanishing in the unit sphere must have the form
Px = 1− x2Qx Qx = Ax x + 2ϕ x + k
where k ∈ , ϕ ∈ X, and A is a non-zero bounded self-adjoint operator
in X. Again, we assume ϕ = 0.
Calculating the derivative P ′x, one easily observes that Px will satisfy
Rolle’s Theorem if we ﬁnd a solution λ x ∈  ×X for the system
x = λAx+ ϕ x2 + λQx = 1 x < 1 (1)
For λ < 1A , we have that the vector xλ =
∑∞
n=0 λ
n+1Anϕ is a solu-
tion of the ﬁrst equation, such that the real-valued functions
ϕ xλ xλ2 hλ = xλ2 + λQxλ
= 2xλ2 + λϕ xλ + k
are all differentiable in the interval − 1A  1A . Moreover, as we saw in
the ﬁrst section,
d
dλ
ϕ xλ = xλ
2
λ2
> 0 0 < λ < 1A 
which implies that λϕ xλ > 0, 0 < λ < 1A .
Proposition 2. With the terminology set above, if k > A, then Px
satisﬁes Rolle’s Theorem.
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Proof. If 0 < λ < 1A , making use of the mean value theorem, we can
ﬁnd a value µ such that 0 < µ < λ and
hλ = 2xλ2 + λ
2
µ2
xµ2 + kλ > kλ
Hence, since  1
k
 < 1A , we have that h 1k > 1. Thus, since h0 = 0, there
is a value λ0, with the same sign as k, such that
0 < λ0 <
∣∣∣∣ 1k
∣∣∣∣ hλ0 = 1
then,
xλ02 = 12 1− λ0ϕ xλ0 − kλ0 < 1/2 < 1
and λ0 xλ0 is a solution of system (1).
Proposition 3. If either A or −A is an eigenvalue of the operator A,
then the polynomial Px satisﬁes Rolle’s Theorem.
Proof. We assume that A is an eigenvalue; the other part of the result
can be shown in an analogous manner. We also assume that k ≤ A;
otherwise the result follows after Proposition 2. Now, let z be a non-zero
element of Ker I − AA . We consider two possibilities:
One. There is λ0 ∈ 0 1A  such that hλ0 = 1. Then,
xλ02 = 12 1− λ0ϕ xλ0 − kλ0 < 12 2 − λ0ϕ xλ0 < 1
Hence, λ0 xλ0 is a solution of system (1) and we are through.
Two. hλ < 1, 0 < λ < 1A . Then, the set xλ  0 < λ < 1A
is bounded, and so we can ﬁnd a sequence λj∞j=1 in 0 1A  and a vec-
tor φ ∈ X such that limj λj = 1A and the sequence xλj∞j=1 converges
weakly to φ in X. Thus, I − AA φ = ϕA and
φ2 + QφA = 2φ
2 + ϕφ + kA ≤ supj
hλj ≤ 1
We now consider the function
h1t = φ+ tz2 +
Qφ+ tz
A  t ∈ 
For t ∈ , since Aφ+ tz = Aφ+ tz − ϕ, and noticing that
ϕ z = A
〈(
I − AA
)
φ z
〉
= A
〈
φ
(
I − AA
)
z
〉
= 0
330 jesu´s ferrer
we have
Qφ+ tz = Aφ+ tz φ+ tz + 2ϕφ+ tz + k
= Aφ+ tz2 + ϕφ + k
Therefore,
h1t = 2φ+ tz2 +
ϕφ + k
A  t ∈ 
Now, h1t being continuous, h10 = 2φ2 + ϕφ+kA ≤ 1 and limt→∞
h1t = +∞ imply the existence of t0 ≥ 0 such that h1t0 = 1. Clearly,
since ϕ xλ is strictly increasing in 0 1A , ϕφ = limjϕ xλj > 0,
and we have
φ+ t0z2 =
1
2
(
1− ϕφA −
k
A
)
≤ 1
2
(
2 − ϕφA
)
< 1
so that  1A  φ+ t0z is a solution of system (1).
After recalling that a compact self-adjoint operator A always has A
or −A as an eigenvalue, we obtain the following result, which clearly
extends the classical result for ﬁnite dimension.
Corollary 2. If A is a compact operator, then Px satisﬁes Rolle’s
Theorem.
Before ﬁnishing, this last result can also be shown, and even extended,
by noticing that when A is compact the polynomial Qx = Ax x +
2ϕ x + k is weakly continuous (see [1]), and we showed in [8] that every
function of the form f x = 1− x2gx, with gx weakly continuous,
satisﬁes Rolle’s Theorem. Hence, since every compact polynomial is weakly
continuous [1], it follows that Rolle’s Theorem applies for polynomials of
the type Px = 1− x2Qx, provided Qx is compact.
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