A new cloud microphysical scheme including a detailed parameterization for aerosol-driven ice formation in cirrus clouds is implemented in the global chemistry climate model EMAC and coupled to the aerosol submodel MADE3. The new scheme is able to consistently simulate three regimes of stratiform clouds (liquid, mixed-and ice-phase (cirrus) clouds), considering the impact of aerosol on the activation of cloud droplets and the nucleation of ice crystals. In the cirrus regime, it accounts for the competition between homogeneous and heterogeneous freezing for the available supersaturated water vapor, taking into 5 account different types of ice-nucleating particles, whose specific ice-nucleating properties can be flexibly varied in the model setup. The new model configuration was tuned using satellite data to find the optimal set of parameters that reproduces the observations. A detailed evaluation is also performed comparing the model results for standard cloud and radiation variables with a comprehensive set of observations from satellite retrievals and in situ measurements. The performance of EMAC-MADE3 in this new coupled configuration is in line with similar global coupled models and with other global aerosol models featuring ice 10 cloud parameterizations. Some remaining discrepancies, especially with regard to ice crystal number concentrations in cirrus, which are a common problem of this kind of models, need to be the subject of future investigations. To further demonstrate the readiness of the new model system for application studies, an estimate of the global anthropogenic aerosol radiative forcing is provided and discussed in the context of the CMIP5 results for the IPCC. This is particularly the case for aerosol-cloud interactions, which require a detailed knowledge of various processes acting on a wide range of spatial and temporal scales. Aerosol particles can act as cloud condensation nuclei (CCN) for the formation of cloud droplets in liquid clouds (Andreae et al., 2005; McFiggans et al., 2006). This process is controlled by the microphysical properties of the CCN (such as number concentration, size and chemical composition), but also depends on the mesoscale and large-scale atmospheric dynamics, which determine the occurrence and strength of vertical updrafts, leading in turn to cooling of the rising air parcels and supersaturation of water vapor available for condensation. In recent years, significant progress has 5 been made in developing parameterizations for describing the aerosol activation process in liquid clouds in the framework of global models (see Ghan et al., 2011 , for a review), but the uncertainties remain large.
1 Introduction 15 The impact of aerosol on atmospheric composition and climate still represents one of the largest uncertainties in the quantification of anthropogenic climate change (Boucher et al., 2013) . Aerosol particles influence the Earth's radiation budget via scattering and absorption of incoming solar radiation (aerosol-radiation interactions) or indirectly by changing cloud microphysical and radiative properties (aerosol-cloud interactions). The level of scientific understanding of the underlying processes is still relatively low and their representation in global models, which are the only available tools for estimating climate impacts, 20 is challenging. as aviation (Koehler et al., 2009; Hendricks et al., 2011; Zhou and Penner, 2014; Penner et al., 2018; Urbanek et al., 2018) or land transport (Kulkarni et al., 2016) . One of the main application targets for this model will be the improvement of the current estimates on the climate impact of the transport sectors (Righi et al., 2013 (Righi et al., , 2015b , also considering the role of cirrus clouds, which motivates the consideration of BC as possible INP in the cirrus parameterization implemented here.
The new model configuration was tuned to obtain an optimal agreement in the representation of key cloud and radiation 10 variables in comparison with the observational values reported in the literature. The tuned setup was then evaluated in detail against a wide range of satellite, ground-based and aircraft data. As a first example of application we simulated the global aerosol radiative forcing effect from anthropogenic emissions with respect to pre-industrial times. This estimate will serve as a basis for future application studies on specific sectors, for which the new model configuration described here is specifically designed. 15 There are still only few global models capable of simulating aerosol-induced ice formation in the cirrus regime in detail and of estimating the resulting climate impacts. In a recent development work, Bacer et al. (2018) coupled the Global Modalaerosol eXtension (GMXe) submodel (Pringle et al., 2010) to the cirrus parameterization by Barahona and Nenes (2009) in the EMAC model, opening interesting perspectives for comparing different aerosol and cloud microphysical schemes within the same model framework. Penner et al. (2018) included an ice-formation parameterization for cirrus clouds in the NCAR-20 CAM5.3 model coupled to the IMPACT aerosol model, also distinguishing three aerosol mixing states in three size modes.
Their resulting estimates of the radiative forcing from various emission sources show a potentially large impact of aerosolinduced cirrus modifications on climate, although other studies (Hendricks et al., 2011; Gettelman and Chen, 2013) found no statistically significant effects. The compelling need for additional insights into this issue motivated the extension of MADE3 towards a better resolved representation of INP properties (Kaiser et al., 2019) and the coupling to a new cloud scheme with 25 a detailed parameterization for aerosol-induced ice formation in cirrus clouds, which is described in the present paper. Since, as discussed above, experimental support for the ice-nucleating properties of BC are still very limited, the modeling tools need to be designed in such a way that different assumptions can be flexibly and efficiently assessed by means of sensitivity studies, in order to explore the parameter space and provide a more precise uncertainty estimate for the resulting effects on climate.
The paper is organized as follows: the EMAC-MADE3 model and its configuration is described in Sect. 2. The implemen-We use the EMAC global model with the aerosol submodel MADE3 in the same setup as described in Kaiser et al. (2019, hereafter K19) , but with an explicit representation of the interactions of aerosols with clouds and radiation, which is crucial for 5 the present paper and the planned follow-up studies. In this section, we briefly summarize the main features of EMAC-MADE3 and discuss only the main differences with respect to the uncoupled model configuration of K19.
EMAC is a numerical chemistry and climate simulation system that includes submodels describing tropospheric and middle atmospheric processes and their interaction with oceans, land and human influences (Jöckel et al., 2010) . EMAC is based on the second version of the Modular Earth Submodel System (MESSy) to link multi-institutional computer codes. The core 10 atmospheric model is the ECHAM5 (5th generation European Centre Hamburg) general circulation model (Roeckner et al., 2006) . For the present study we apply EMAC (ECHAM5 version 5.3.02, MESSy version 2.54) in the T42L19 resolution, i.e., with a spherical truncation of T42 (corresponding to a quadratic Gaussian grid of ∼ 2.8 • by 2.8 • in latitude and longitude) with 19 vertical hybrid σ-pressure levels up to 10 hPa. The model time step length ∆t for this resolution is 30 minutes.
Unless otherwise specified, the model output is stored with a temporal resolution of 11 hours, which on average allows the full 15 coverage of the daily cycle.
Aerosols are simulated using the aerosol submodel MADE3 (Kaiser et al., 2014) , considering aerosol sulfate, ammonium, nitrate, sodium, chloride, particulate organic matter, black carbon, mineral dust and aerosol water. These compounds are assumed to be distributed over 9 modes, covering three size classes (Aitken, accumulation and coarse) and three particle mixing states, namely: soluble particles, insoluble particles (i.e., particles mainly composed of insoluble components, such as mineral 20 dust or soot) and mixed particles (soluble compounds with insoluble immersions). This detailed description of particle mixing allows an advanced representation of aerosol-induced ice formation in the troposphere via different processes, which is the main focus of the current study.
As mentioned above, we apply here the same model configuration as K19, except for the submodels controlling the coupling between aerosol, clouds and radiation in the model, which are now configured to enable such coupling. The CLOUD submodel, 25 which deals with cloud microphysics and precipitation formation in stratiform clouds at all levels, including aerosol effects on warm and mixed-phase clouds, uses the new cloud scheme by Kuebbeler et al. (2014, hereafter K14) instead of the standard ECHAM5 scheme by Roeckner et al. (2006) , and is described in detail in Sect. 3. Cloud-radiation and aerosol-radiation interactions are now explicitely simulated providing the corresponding coupling parameters to the submodels CLOUDOPT (cloud cover, cloud liquid and ice water content, cloud droplet and ice crystal effective radii) and RAD (aerosol optical thick- 30 ness, asymmetry factor and single scattering albedo in the respective model layers, as calculated by the AEROPT submodel).
Since the present model configuration is designed to study the radiative effects of aerosol and clouds, the concentrations of radiatively active gases other than water vapor (i.e., CO 2 , CH 4 , N 2 O, O 3 and chlorofluorocarbons) are kept constant in RAD.
Further details on these submodels as part of the radiation scheme of EMAC are provided in Dietmüller et al. (2016) . 4 https://doi.org /10.5194/gmd-2019-212 Preprint. Discussion started: 3 September 2019 c Author(s) 2019. CC BY 4.0 License.
The simulations performed in this work cover a time period of 10 years, from 1996 to 2005, with an additional year (1995) 35 as spin-up. As in K19, model dynamics is nudged by relaxing wind divergence and vorticity, temperature, and the logarithm of the surface pressure towards ERA-Interim reanalyses for the same time period.
Anthropogenic and biomass burning emissions of both gases and aerosols are prescribed according to the CMIP5 inventory of Lamarque et al. (2010) for the year 2000. Volcanic emissions of sulphur dioxide and primary aerosol sulfate are taken from the AeroCom inventory (Dentener et al., 2006) . Wind-driven sea-salt emissions are calculated online according to the 5 parameterization by Guelle et al. (2001) . Further details about the emission setup are given in Sect. 2.4 of K19.
In contrast to K19, where dust emissions were prescribed via an offline climatology, namely the AeroCom dust climatology for the year 2000 (Dentener et al., 2006) , we now apply the online parameterization developed by Tegen et al. (2002) . This parameterization calculates dust emissions from 192 internal dust size classes ranging from 0.2 to 1300 µm according to the prognostic 10-meter-wind-speed and prescribed external input fields for dust source areas, soil types and vegetation cover (see 10 Tegen et al., 2002; Stier et al., 2005; Cheng et al., 2008; Gläser et al., 2012 , for more details). Mass emission fluxes of the single size classes are then grouped in two modes, which we assign to the MADE3 insoluble accumulation and coarse modes.
The corresponding number emissions are then derived assuming a log-normal size distribution, with median diameters 0.42 and 1.3 µm, and mode widths sigma 1.59 and 2.0, for the accumulation and the coarse mode, respectively, following Dentener et al. (2006) . In order to get a reliable representation of dust emissions with the T42 resolution used in this work, the model has been 15 re-tuned with respect to Gläser et al. (2012) by adjusting the wind stress threshold for dust emissions as described in Tegen et al. (2004) . A value of 0.845 is chosen for this parameter, in order to match the total dust emission in the AeroCom inventory for the year 2000, i.e. ∼ 1700 Tg yr −1 , of which about 2 (98) % are emitted in the accumulation (coarse) mode. We use this dataset as a reference since it is well evaluated and widely used in several global modeling studies (Huneeus et al., 2011) . An additional correction is introduced to avoid artefacts of extremely high emissions in model grid boxes near the Himalayan region. These 20 artefacts dominate global dust emissions and are up to 1000 times higher in the current setup than the corresponding values in the AeroCom dataset. Due to the relatively low spatial model resolution, strong dust sources in this region (namely the Taklamakan desert) coincide with high surface winds (resulting from the steep orography gradient at the northern slope of the Himalayas) within the same model grid box. This results in unrealistically high dust emissions in such grid boxes, as also noted by Gläser et al. (2012) , who found that these artefacts vanish at horizontal resolutions of T85 and higher. In our setup, these 25 artifacts are removed by setting a threshold height for the orography, above which emission fluxes are set to zero. This is set to 2500 m for the present resolution.
Cloud microphysical scheme and coupling to aerosol
In the present study we use a detailed cloud microphysical scheme which describes aerosol-driven formation of cloud droplets and ice crystals. An important feature of this cloud scheme is a detailed parameterization of aerosol-induced formation of ice 30 crystals in the cirrus regime (Kärcher et al., 2006; Hendricks et al., 2011) . The cloud scheme has originally been developed by K14 for the ECHAM5 model and coupled to the Hamburg Aerosol Model (HAM, Stier et al., 2005) . Here we implement the cloud scheme in the MESSy framework and couple it to MADE3. With respect to HAM, MADE3 provides a more detailed description of aerosol mixing states, using 9 instead of 7 modes explicitely distinguishing between purely insoluble and mixed particles. This is especially important for the ice phase, since formation of ice crystals in the troposphere can occur along different pathways, depending on the properties of the INPs that initiate the process.
The cloud scheme solves prognostic equations for cloud liquid water content, ice content, cloud droplet and ice crystal number concentrations, considering aerosol-induced formation of cloud droplets and ice crystals, as well as rain and snow 5 formation, condensational and depositional growth, evaporation of cloud water and rain, sublimation or melting of cloud ice and snow, freezing of cloud water, as well as sedimentation of cloud ice (Lohmann et al., 2007 . Cloud cover is treated diagnostically using the Sundqvist scheme, which assumes partial cloud cover above a critical threshold of relative humidity and full coverage at saturation (Sundqvist et al., 1989) . Sub-grid scale variability of the vertical velocity, i.e. vertical updrafts, which cannot be resolved by the global model due to its coarse resolution, is accounted for as in Lohmann and Kärcher (2002) 
Here, we choose c = 1.33 for liquid and mixed-phase clouds (Lohmann et al., 2007) and c = 0.7 for cirrus (Kärcher and Lohmann, 2002) . As in K14, we also consider the effect of orographic gravity waves on the vertical velocity, by adding a further term tions. Formation of cloud droplets is described following Abdul-Razzak and Ghan (2000) , calculating the fraction of activated 20 aerosol particles at a given supersaturation as a function of their radius and composition. Here, it is assumed that only the soluble compounds (SO 2− 4 , NO − 3 , NH + 4 , Na + and Cl − ) contribute to the mean hygroscopicity parameter which controls the critical supersaturation for particle activation. An alternative formulation by Petters and Kreidenweis (2007) to calculate the supersaturation based on a single κ parameter has also been implemented in EMAC and coupled to MADE3 in this work.
Results of sensitivity simulations (see Sect. 4.3), however, revealed no significant differences in cloud droplet number concen-25 tration (CDNC) obtained with the different approaches and the Abdul-Razzak and Ghan (2000) approach is used to calculate the supersaturation in the simulation evaluated in this work.
Formation of ice crystals is described using different parameterizations for mixed-phase and cirrus clouds. In the mixedphase regime, ice formation is assumed to occur via contact nucleation of dust particles and immersion freezing of BC and dust particles, according to the description by Lohmann and Diehl (2006) and Hoose et al. (2008) . Dust is assumed to behave 30 like a montmorillonite mineral in terms of its INP properties. Deposition nucleation of BC in the mixed-phase regime is considered to be negligible and not included. The Bergeron-Findeisen process (Bergeron, 1928; Findeisen, 1938) is parameterized according to Lohmann et al. (2007) .
In the cirrus regime (T < 238.15 K), the parameterization by Kärcher et al. (2006) is used, which considers ice formation through the competition of various ice formation mechanisms for condensable water vapor: homogeneous freezing, deposition nucleation on BC and dust, and immersion freezing on dust, as well as the growth of pre-existing ice crystals. We note again that deposition nucleation of BC may in reality be pore condensation and freezing (Marcolli, 2017; Mahrt et al., 2018; David et al., 2019) . With respect to the original scheme by K14, in this work we further include black carbon as a potential ice-nucleating particle for heterogeneous freezing in cirrus clouds. In each of the heterogeneous freezing modes, the ice nucleation properties 5 are described in the cloud scheme by means of two parameters: the active fraction f a of potential INPs that actually form ice crystals and the critical supersaturation S c at which the freezing starts. The values assumed in this study for these parameters are summarized in Table 1 : for deposition nucleation of insoluble dust and immersion freezing of coated (mixed) dust, we use the same values as K14, based on the laboratory studies by Möhler et al. (2006 Möhler et al. ( , 2008 . For ice nucleation of BC we follow Hendricks et al. (2011) . Table 1 . Ice nucleation properties assumed for the different modes of heterogeneous ice formation in the cirrus scheme: ice active fraction fa and critical supersaturation Sc. Si is the ice supersaturation.
Ice mode
Sc fa Reference The number concentrations of potential INPs for the different ice formation processes must be provided as input to both the mixed-phase and the cirrus cloud parameterization. With respect to the work by K14, the calculation of these parameters has been completely revised here, to account for the structural differences between the HAM and MADE3 aerosol modules, the latter providing a more detailed description of aerosol mixing states. The details of this calculation are provided in Appendix A.
4 Model evaluation 15 In this section we evaluate the performance of EMAC-MADE3 in the coupled configuration. The representation of aerosol quantities such as particle mass and number concentrations, size distributions as well as aerosol optical properties has been extensively evaluated in K19 against a comprehensive pool of observational data from different sources. In K19, we concluded that MADE3 is able to capture the global pattern of aerosol mass and number distribution with deviations which are in line with the results of other aerosol global models available in the literature. The conclusions of the K19 evaluation on the aerosol 20 representation in the uncoupled model version still hold for the coupled version discussed here, since the inclusion of cloud and radiation coupling does not lead to significant changes in the modeled global aerosol characteristics. Therefore, we focus on cloud and radiation variables in this study. We note however that this is not meant to be a detailed evaluation of the new cloud scheme adopted in this study, but rather an assessment of the overall capabilities of EMAC-MADE3 to capture the essential aspects of the aerosol-cloud and aerosol-radiation interactions.
Model tuning in comparison to observations
Following a similar approach as in Lohmann and Ferrachat (2010) , we first analyze globally-averaged standard cloud and 5 radiation variables and show how the critical tuning parameters are set in the model in order to achieve the optimal configuration. We focus in particular on the rate of rain formation by autoconversion γ r , the rate of snow formation by aggregation γ s , the minimum cloud droplet number concentration CDNC min and the size of newly nucleated aerosol particle d nuc . The minimum CDNC is introduced in the model to avoid unrealistically low concentrations of cloud droplets in pristine conditions. The parameter d nuc is used to describe the initial growth of freshly formed sulfuric-acid water clusters into larger 10 sulfate aerosol particles. Since such nucleation and growth events frequently occur on spatial scales which cannot be resolved by the global model, the use of this parameter enables the implicit consideration of these subgrid-scale processes. In K19 a value d nuc = 10 nm was chosen, motivated by a better agreement of simulated number concentrations with observations and supported by new particle formation measurements. Here we explore how this parameter can also affect cloud and radiation variables. Lohmann and Ferrachat (2010) further considered the inhomogeneity factor of ice clouds and the entrainment rate 15 for deep convection as tuning parameters, which in our configuration are set to 0.85 and 10 −4 kg m −3 s −1 , respectively, but their variation is not further explored.
We tested When varying one of the parameters, the others are kept fixed at the reference value indicated by the red circles in the figure.
A higher autoconversion rate (first column of Fig. 1 ) results in a more efficient removal of liquid water from the clouds via pre-25 cipitation and has therefore a strong impact on LWP, which shows a variation of a factor of about 2 over the investigated range of γ r , also impacting SWCRE and the radiation balance. To obtain the optimal agreement with all considered observations, we choose a value γ r = 8. For the same reasons, the choice of the aggregation rate γ s affects IWP (second column of Fig. 1 ), but the variation is somewhat stronger. Since the modeled IWP is too low in comparison with the observations for any choice of this parameter, we set γ s = 800 to get a reasonable agreement with LWCRE data. The minimum CDNC (third column of 30 Fig. 1 ) also indirectly controls LWP , since CDNC has a direct influence on cloud droplet size and therefore precipitation efficiency and cloud lifetime. In ECHAM-HAM, this parameters was varied between 10 and 40 cm −3 (Lohmann and Ferrachat, 2010 , see also K14). Here we choose CDNC min =10 cm −3 . A better agreement with SWCRE observations could be obtained with even lower values of CDNC min , but these are hardly supported by CDNC measurements, since even in pristine marine regions CDNC around 10 cm −3 or more are observed (Bennartz, 2007; Karydis et al., 2011; Bennartz and Rausch, 2017) . The size of newly nucleated particles has a significant impact on aerosol number concentrations, as shown by K19. Since aerosol particles serve as condensation nuclei for cloud droplet formation, this parameter primarily controls CDNC in the model also influencing LWP and SWCRE. The value d nuc =10 nm, chosen by K19 motivated by the good agreement with aerosol number concentration measurements, fits well also in this context, resulting in a good agreement for the cloud variables (CDNC, LWP and SWCRE; fourth column of Fig. 1) . 5 With the above choice of the four parameters, the model is tuned to provide a good agreement with the observed values of the main cloud variables. Penner et al. (2018) . The performance of the EMAC-MADE3 coupled configuration is in line with these models and mostly within or close to the observed values given in the last column of Table 2 . A notable exception is IWP, which 10 is considerably lower than the observations and could not be improved even if using extreme values for the tuning parameters (see Fig. 1 ). This discrepancy could largely be due to the neglection of snow and convective ice in the IWP calculation of our model, since these ice types could give an important contributing to total ice (Waliser et al., 2009) . Another reason could be the misrepresentation of the mixed-phase. To analyze the causes of this discrepancy in more detail, an advanced comparison of model IWP with satellite data, also including a set of sensitivity simulations with varying process representations, is intended 15 to be the subject of follow-up studies. As also noted in Waliser et al. (2009) , comparing cloud ice and related quantities with satellite data is however a non-trivial task, due to the difficulties in retrieving ice water content with passive instruments. We also emphasize that this model configuration has been especially developed for studies of aerosol effects on cirrus clouds and that the cirrus ice water content is simulated remarkably well by the model, as it will be shown in Sect. 4.4.
In the remaining part of this section, we complement the analysis by further evaluating the mean state of cloud and radiation variables against satellite data using the diagnostics included in the ESMValTool v1.1.0 (Eyring et al., 2016) . CDNC is also compared to in situ data. Since, as mentioned above, comparing cloud ice and related quantities with satellite data is a more 5 complex issue, which requires some caution in the interpretation of the data, we take advantage of in situ measurements from aircraft-based field campaigns to analyze ice cloud properties in cirrus clouds, which are the main focus of the present study, also in view of future applications.
Total cloud cover and cloud liquid water
In the top row of Fig. 2 , multi-year average total cloud cover over the simulated time period (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) is compared with the ESA Climate Change Initiative (ESACCI) CLOUD satellite product, which is based on data from the passive imager sensors AVHRR, MODIS, ATSR-2, AATSR and MERIS . The overall pattern is very well reproduced by EMAC, with a small positive bias in the tropics and a negative bias in the stratocumulus regions off the coasts of South America and Africa. These features are quite common in many global models, e.g. those participating in the CMIP3 and CMIP5
intercomparisons (Lauer and Hamilton, 2013) . Larger deviations between EMAC and the observations are found in the polar 15 regions, where, however, observational uncertainties are also larger (Lauer et al., 2017) . Note that total cloud cover is only Table 2 . Summary of the globally-averaged cloud and radiation variables obtained with the reference set of tuning parameters (γr = 8, γs = 800, CDNCmin=10 cm −3 , and dnuc = 10 nm) and compared with a collection of satellite observations given in Lohmann et al. (2007) , Gettelman et al. (2010) and Lohmann and Neubauer (2018) , and with the results of other global models: ECHAM5-HAM (Kuebbeler et al., 2014) , ECHAM6-HAM2 (Lohmann and Neubauer, 2018) , EMAC-GMXe (Bacer et al., 2018) and NCAR-CAM5.3 (Penner et al., 2018) . All values, except effective radii, are grid means. In the second row of Fig. 2 , an analogous comparison is shown for LWP over the oceans against MAC data (Multisensor 5 Advanced Climatology, Elsaesser et al., 2017) . Although the general pattern of LWP is reproduced by EMAC, several features are not consistent with observations: in particular, EMAC tends to simulate a higher LWP in the northern extra tropics, with significantly high values in the Western Pacific, and a lower LWP in the tropics, while it agrees well with the observations in the southern extra tropics. Particularly striking is the high bias in the Northwest Pacific ocean, which may be related to a high bias in the cloud lifetime in this region. As it will be shown in the next section, CDNC is also biased high in this region in comparison to satellite data, which could in turn be the effect of a too high concentration of cloud condensation nuclei. These biases could also be partly related to the tendency of EMAC to underestimate low cloud fraction in the tropics and overestimate it in the extra-tropics (Räisänen and Järvinen, 2010; Righi et al., 2015a) . As for the total cloud cover, similar 5 deviations were found by Lauer and Hamilton (2013) in the CMIP5 multi-model mean, which is characterized by large biases in the same regions. Since the EMAC-MADE3 configuration discussed here and the CMIP5 model ensemble use the same emission inventories for anthropogenic and biomass burning sources (Lamarque et al., 2010 , see also Sect. 2), uncertainties in the prescribed emission fluxes could also contribute to these biases, especially in East Asia, where anthropogenic emissions in the year 2000 are higher than in other regions of the world and have further increased since then. 
Cloud droplet number concentration
We evaluate CDNC using a compilation of in situ measurements provided by Karydis et al. (2011 Karydis et al. ( , 2017 further filtered, by selecting only the cloud scenes with a liquid water content above 0.01 g m −3 , which is the same criterion adopted in the measurements. Reported concentrations correspond to in-cloud values.
The results of the comparison are depicted as a scatterplot in Fig. 3 : considering the observational uncertainties, EMAC simulates CDNC within a factor of two (i.e., factors in the range from 0.5 to 2) of the observations in most of the regions, but it generally tends to underestimate this quantity. This is in line with recent results by Rothenberg et al. (2018) , who used the MARC global aerosol model and applied various cloud droplet activation schemes. Their global integrated CDNC in the range 60-91 cm −3 is lower than the value simulated by EMAC (173 cm −3 ), which is closer to the range 75-135 cm −3 reported by Penner et al. (2006) for three models also using the Abdul-Razzak and Ghan (2000) parameterization for cloud droplet activation.
5
CDNC is further compared to satellite retrievals which provide a unique global picture of this quantity. Here we use a recent 13-year climatology by Bennartz and Rausch (2017) , based on MODIS-AQUA observations. In-cloud CDNC, as reported in the observational dataset, are selected with the same method used for comparing with in situ data, but considering CDNC at cloud top, as observed by the satellite, i.e. by taking the CDNC in the highest model level with a liquid cloud. An alternative method, taking the average CDNC through the cloudy part of the column, provides very similar results (not shown). This is 10 expected, since the representation of liquid cloud formation in the EMAC cloud scheme follows the adiabatic parcel theory, assuming therefore that newly formed cloud droplets at the cloud base are equally distributed in the vertical by mixing, regardless of the aerosol concentrations. An identical assumption is also done in the retrieval process by Bennartz and Rausch (2017) .
The results of this comparison are depicted in Fig. 4 50% higher CDNC than MODIS. These spots also have a wider horizontal extent over the oceans than in the observations. This could be due to the generally high CDNC over the continents (as shown by the in situ data in Fig. 3 ) being too efficiently advected over the oceans or, as mentioned in Sect. 4.2, to a bias in the prescribed emissions, causing a too high aerosol concentration and therefore a too high number of cloud condensation nuclei being activated. Another major bias is found at the Equator westward of central Africa, which could be due to biomass burning aerosol being transported over the Atlantic. Here 20 again uncertainties in emissions of aerosols and precursor species could play a role in explaining such bias. In addition to deficiencies in the aerosol representation, the model dynamics could also explain the deviations from the observations, as for example ECHAM5 tends to be biased high in relative humidity over the tropics. Another source of uncertainty is related to the retrieval errors in the MODIS products for effective radius and optical depth, which are used to derive CDNC. According to Bennartz and Rausch (2017) , this uncertainty is around 40-50% for this datasets, with little geographical variability.
25
The current version of EMAC-MADE3 also allows to calculate the supersaturation in liquid clouds based on the κ-Köhler theory (Petters and Kreidenweis, 2007) as an alternative to the fitting function by Abdul-Razzak and Ghan (2000) . An additional sensitivity experiment performed with this alternative formulation reveals no significant differences in the resulting CDNC (see Figures S1 and S2 in the Supplement).
Ice cloud properties 30
As mentioned in Sect. 4.1, evaluating the microphysical properties of ice clouds by means of satellite data is a challenging task, due to the large uncertainties of satellite retrievals of such properties (Waliser et al., 2009 ). Therefore, we use here a collection of in situ measurements from 18 aircraft-based field campaigns compiled into a climatology by Krämer et al. (2009) and further complemented with more recent data (see Krämer et al., 2016, Krämer et al., in prep The observational data is provided as probability distribution functions in bins of 1 K in the temperature range 181 to 243 K.
Cloud variables in the model (IWC, ICNC, R ice and RH ice ) are sampled in the same range, considering only pressure levels 10 with p > 100 hPa and selecting only the model grid boxes corresponding to the locations of the measurements used to generate the observational climatology. Following the same approach as K14, RH ice is calculated by the cloud parameterization from air pressure p, air temperature T , specific humidity q, and saturation specific humidity with respect to ice (q ice ) at each model time-step:
where p ice is the temperature-dependent saturation vapor pressure over ice, calculated according to Murphy and Koop (2005) .
To distinguish between in-cloud and cloud-free grid-boxes when comparing with the observations, the criterion IWC>0.5 mg kg −1 is adopted.
The results of this comparison are shown in Fig. 5 for five variables. IWC simulated by the model is in remarkably good agreement with the observations across the whole temperature range reported in the data. The observations are, however, represent the water saturation and the homogeneous freezing threshold (Koop et al., 2000) , respectively. characterized by a larger spread in the distribution of the IWC values in each temperature bin: this is not surprising, since the model cannot capture the small-scale variability due to its coarse resolution. The median value is nonetheless in excellent agreement with the observations, with a normalized mean bias (NMB 1 ) of −11%. A good agreement is also found for ICNC, at temperatures below 215 K, while for higher temperatures significant deviations are present, and the NMB of the medians is 592%. A consistent bias is found for the mean-volume radius of the ice crystals, which is systematically lower than in the 10 measurements (NMB = −54%). Relative humidity with respect to ice is very well captured by the model, both in the cloudy (NMB = 4%) and cloud-free (NMB = 8%) areas: however this is a feature which is largely controlled by the model dynamics (temperature and pressure) and is therefore only indirectly related to the aerosol-cloud coupling which is evaluated in this study.
These findings are further supported by a similar comparison to recent in-situ cirrus measurements performed during the 15 cirrus campaign in mid-latitudes ML-CIRRUS (Voigt et al., 2017) . Data from this campaign is also included in the cirrus climatology shown in Fig. 5 and discussed above (see also Krämer et al., 2016) , but stem from a different set of instruments.
The ML-CIRRUS climatology is based on more than 18 h of in-situ cloud observations from 13 research flights in midlatitude cirrus clouds over Europe and the Northern Atlantic. The ice crystal number concentration is determined from three cloud probes mounted on the wings of the aircraft: the Cloud and Aerosol Spectrometer with detector for polarization CAS-20 DPOL (Kleine et al., 2018) , the Cloud Imaging Probe CIP and the Precipitation Imaging Probe PIP Weigel et al., 2016) . These three instruments cover the ice crystal size range between 3 and 6400 µm. IWC is calculated from https://doi.org /10.5194/gmd-2019-212 Preprint. Discussion started: 3 September 2019 c Author(s) 2019. CC BY 4.0 License. enhancement corrected total water measurements with the Water Vapor Analyzer (Voigt et al., 2014; Afchine et al., 2018 ) gas phase observations as described by Kaufmann et al. (2018) . Relative humidity with respect to ice is determined from gas phase water vapor measurements of the Airborne Mass Spectrometer AIMS (Kaufmann et al., 2016) . As for the global climatology, 25 the ML-CIRRUS data for IWC, ICNC and RH ice are processed in 1 K bins, but for temperatures between 203 and 243 K, as observed in mid-latitudes. To account for different spatial resolutions of the cloud particle probes, measured ICNC are averaged with a running mean of 5 seconds. The model output is processed and compared using the same method as for the global climatology, but considering only spring months (March to May) over the simulation period. The results of this comparison are shown in Fig. 6 : the agreement of simulated IWC and RH ice with ML-CIRRUS data is very good (NMB = 19% and 30 3%, respectively), supporting the results from the global climatology. Also the high bias in modeled ICNC at temperatures above 225 K is confirmed for the meteorological conditions in mid-latitude cirrus, although it is slightly lower (NMB = 508%) than in the global climatology. We further note that the ICNC measured by ML-CIRRUS is about a factor of two higher than in the global climatology: in the temperature range 203-243 K, the average of ICNC median values in ML-CIRRUS is 0.07 cm −3 , while is 0.03 cm −3 in the global climatology. This difference is also found in the model simulations, albeit with higher values due to the aforementioned bias (0.41 versus 0.26 cm −3 ). This is an interesting difference, which could be due to the specific meteorological and dynamic conditions encountered during the ML-CIRRUS campaign with respect to the global climatology, and their seasonality, but might also be a signature of an aircraft-induced increase in ICNC above continental Europe and in 5 the Northern Atlantic flight corridor (see also Urbanek et al., 2018) . This will be further investigated in a follow-up study on aviation impacts on cirrus clouds.
An evaluation against the same data from the Krämer et al. (2009 Krämer et al. ( , 2016 climatology has also been performed by Bacer et al. (2018) for two different cirrus parameterizations implemented in the EMAC-GMXe global model. For temperatures above ∼ 225 K, the ICNC simulated by these two parameterizations is characterized by a high bias of about the same magnitude as 10 the one found here. Biases are also found at lower temperatures, but they depend on the chosen parameterization. The same aircraft data has also been used by Penner et al. (2018) to evaluate ICNC in the NCAR-CAM5.3, who found a significantly high bias around 200 K, relatively independent of the assumptions on the INPs properties in their model.
Precipitation
The pattern of precipitation (Fig. 7) is reproduced remarkably well by the model compared to the data from GPCP-SG (Global
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Precipitation Climatology Project -Satellite and Gauge data; Adler et al., 2003) . EMAC is, however, characterized by a high bias in the tropics, especially over the Pacific and Indian oceans, and small negative bias in the extra tropics; this is consistent with the biases found for liquid water path in Sect. 4.2, which anti-correlate with the precipitation biases, as expected.
Interestingly, a very similar pattern of biases was found by Lamarque et al. (2013) for the models participating in ACCMIP (Atmospheric Chemistry Climate Model Intercomparison Project). These models also used the same emission inventories ap-20 plied in the present study. This points again to uncertainties in the prescribed emissions as one of the possible reasons for the model deficiencies in reproducing the observations. Figure 8 shows a similar comparison for radiation variables, namely shortwave (first row) and longwave (second row) cloud radiative effect compared to the CERES-EBAF satellite data. In the model, these quantities are given by the difference between the top-of-the-atmosphere all-sky and clear-sky fluxes, the latter being calculated via a second call to the radiation module which ignores the cloud effects (see Dietmüller et al., 2016, for details) . Although the general pattern is well captured by 5 EMAC, the shortwave cloud radiative effect is mostly overestimated over the tropics and underestimated at mid-latitudes, a picture which is consistent with the aforementioned ECHAM5 bias in low cloud cover (Räisänen and Järvinen, 2010) . As noted by Räisänen and Järvinen, this is relatively independent of the cloud fraction scheme and can be ascribed to other model components, such as the convection scheme and the boundary-layer scheme (see also Righi et al., 2015a) . It is therefore not related to the specific model configuration which is being evaluated in this work. Longwave cloud radiative effect is also 10 reasonably well represented in the model, although with a generally positive bias, which is strong over Central America and the Indian Ocean.
Radiation

Anthropogenic aerosol RF effect
As a further characterization of model performance, we calculate the anthropogenic aerosol radiative forcing using the new model configuration. We quantify this as the difference in the top-of-the-atmosphere all-sky shortwave and longwave fluxes between the reference simulation and a similar experiment, where the 1850 (pre-industrial) emissions for anthropogenic and This estimate results in an anthropogenic aerosol effect of about −1.76 ± 0.04 W m −2 . Considering only the cloudy-sky fluxes (i.e., the difference between all-sky and clear-sky as diagnosed by EMAC), we obtain a radiative forcing of −1.13 ± 10 0.03 W m −2 . A comparison with the estimates of the IPCC AR5 (Myhre et al., 2013) shows that EMAC-MADE3 lies close This result shows that EMAC-MADE3 tends to simulate a comparatively high aerosol-induced cooling and could therefore be more sensitive to changes in aerosol concentrations than most of the CMIP5 models. This needs to be kept in mind when applying the model to calculate the climate impacts of specific emission sectors, as it is planned.
Another aspect, which will also be covered by upcoming application studies, is the role of cirrus clouds in the estimates 20 of the climate impact of anthropogenic aerosol. As discussed in the introduction, most of the CMIP5 models do not include aerosol interactions with ice clouds as EMAC-MADE3 is now able to do, which could also explain the larger sensitivity of our model to aerosol perturbations. 6. with regard to the major aerosol features, differences between the coupled model version described here and the uncou-5 pled one are negligible. Hence, the conclusions on the evaluation of aerosol parameters drawn in K19 still hold for the coupled model.
As a first application of the new model system, the anthropogenic aerosol radiative forcing has been calculated and found to be within the range of the estimates from the CMIP5 model ensemble contributing to the IPCC AR5, demonstrating the capabilities of the model to simulate aerosol-induced impacts on the climate system. More targeted applications will include 10 the simulation of the impact of specific emission sectors, such as aviation, on aerosol and clouds, with a specific focus on cirrus clouds, and will be the subject of follow-up studies. show that this process is probably not important for ice formation in mixed-phase clouds (Ansmann et al., 2008) . In K14, the number of particles available for immersion freezing in mixed-phase clouds was estimated as a fraction of the number of aerosol particles activated to form cloud droplets N act . However, this approach is not suitable for cirrus, where immersion freezing occurs in mixed solution droplets, i.e. aerosol particles that underwent hygroscopic growth, rather than in cloud droplets. A different approach for calculating the number concentration of INPs available for immersion freezing in mixed-5 phase (N imm(mp) ) and cirrus clouds (N imm(c) ) is therefore introduced as part of this study. All the number concentrations calculated in this section are checked for consistency in the code, to make sure that the estimated number concentrations in each mode are not larger that the total number concentration in the mode itself. To simplify the notation, this check is not included in the equations below.
We first estimate the number concentration of dust particles in each mode, starting from dust mass concentration and using 10 the conversion function
with ρ = 2500 kg/m 3 for dust. D i and σ i are the lognormal size distribution parameters of mode i, for which we follow the AeroCom recommendations (Dentener et al., 2006) : D a = 0.42 µm and σ a = 1.59, for the accumulation mode, and D c = 1.30 µm and σ c = 2.00, for the coarse mode. The same parameters are also used to calculate the number of emitted dust 15 particles in the model (see Sect. 2). This means that we are neglecting the aging of the size distribution due to dust-dust coagulation. This process has a limited efficiency due to the comparatively small number concentration of mineral dust particles (no dust is present in the Aitken mode given the typically large sizes of mineral dust particles). The number of BC particles is then estimated based on the total number of particles and the number of dust particles as described below.
Since no dust is present in the mixed and insoluble Aitken modes, each particle of these modes contains BC. Note that 20 organic carbon cannot generate BC-free particles in these modes since it is assumed to be emitted internally mixed with BC in the form of "soot" (Kaiser et al., 2019) . Furthermore, only the mixed mode BC particles can be activated to form cloud droplets. For mixed-phase clouds, we therefore assume: We do not include contact freezing of BC in the mixed-phase regime as its effect is considered uncertain (Lohmann and Hoose, 25 2009). For the cirrus regime, the number of potential Aitken-mode-sized INPs which could lead to immersion or deposition freezing coincides with the total number of particles in the mixed or insoluble Aitken mode, respectively:
In the mixed and insoluble accumulation modes, dust is present in the typical accumulation mode size (see above), since smaller dust particles are not considered and coarse dust particles can only reside in the coarse modes. In this case we estimate the number of dust particles from their mass M using Eq. (A1) and derive the number of potential dust INPs as follows:
It cannot be excluded that these potential dust INPs also contain BC as a consequence of coagulation. Due to the large size of 10 the dust particles compared to BC, we assume however that dust dominates the ice nucleation properties of the particles. The remaining number of particles in the insoluble and mixed accumulation modes can then be ascribed to soot particles (internally mixed black and organic carbon):
The insoluble coarse mode is dominated by dust, since it is unlikely that self-coagulation of insoluble accumulation mode BC particles leads to growth into the insoluble coarse mode (BC mass is limited and the self-coagulation frequency is comparatively 20 low). Hence, coarse dust particles are needed to form this mode. This results in: 
In the mixed coarse mode the mixing state is uncertain, since particles can be composed of dust from both the accumulation and the coarse size range, whose relative contribution is not known. Therefore mass-to-number conversion is not as straightforward as in the accumulation mode case. We need to distinguish two cases, based on the relative abundance of dust particles.
We define the dust number fraction in this mode as:
We use the conversion factor C DU,c of coarse dust particles to estimate the number fraction, since these particles dominate 30 the dust mass (possible mass contributions of accumulation mode dust are small, according to Dentener et al., 2006) . Hence, an estimate of the coarse dust particle number based on the total dust mass in the mode appears to be a good approximation.
It provides a minimum estimate of the number of dust containing particles in the mode, since also many accumulation-modesized dust particles might be present in the mode due to coagulation. For dust-dominated regimes, e.g. at or in the vicinity of deserts, it can be expected that f DU is large and that also the non-coarse-dust particles in the mode contain many accumulation-5 mode-sized dust immersions. It can also be expected that BC has a comparatively small contribution under these conditions.
Hence, all particles of the mode can be regarded as possible dust ice-nucleating particles. In the present study we assume dust dominance where f DU ≥ 0.7. In this case, the above assumptions result in: 
Despite the admittedly many assumptions required to estimate the number of coarse immersion INPs, we note that the resulting uncertainties are probably small, since the contribution of coarse particles to the number concentration of INPs is mostly small compared to the corresponding contribution of the accumulation mode. Sensitivity studies show little to no variation in ice water content and ice crystal number concentration for values of f DU ranging from 0.6 to 0.9. 
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