Abstract-This paper is devoted to an evaluation of selected fuzzy particle swarm optimization algorithms. Two non-fuzzy and four fuzzy algorithms are considered. The Takagi-Sugeno fuzzy system is utilized to change the parameters of these algorithms. A modified fuzzy particle swarm optimization method is proposed, in which each of the particles has its own inertia weight and coefficients of the cognitive and social components. The evaluation is based on the common nonlinear benchmark functions used for testing optimization methods. The ratings of the algorithms are assigned on the basis of the mean of the objective function and the relative success.
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I. INTRODUCTION
P ARTICLE swarm optimization (PSO) is a stochastic optimization technique that was developed by Kennedy and Eberhart [1] . The PSO is mainly inspired by the social behavior of organisms that live and interact within large groups, for example, schools of fish, flocks of birds or swarms of bees. The usefulness of PSO in solving a wide range of optimization problems has been repeatedly confirmed. It has been applied to: the intelligent identification and control of a dynamic system [2] ; solving an economic dispatch problem in power systems [3] ; human motion tracking [4] ; feature selection [5] ; automatic incident detection [6] ; fuzzy anomaly detection in networks [7] ; the estimation of hurdles clearance parameters [8] and many more problems. Many variants of the PSO have been developed since it was introduced in 1995 [1] . The most common are algorithms with a constriction factor [9] and with a linear inertia weight [10] . Among the PSO modifications we can distinguish algorithms that utilize fuzzy systems [2] , [3] , [11] - [15] . For example, in papers [2] , [11] a fuzzy system was used to dynamically modify the inertia weight. Another approach was presented in [3] , where a fuzzy system is used to change the inertia weight and the coefficients of the cognitive and social components.
The goal of this study is to evaluate selected fuzzy PSO algorithms and to propose a modified fuzzy PSO algorithm. In our research, we use the Takagi-Sugeno system [16] instead of the Mamdani system [17] because it has shorter processing time. In this paper, we consider six different versions of PSO, including two non-fuzzy, and four fuzzy algorithms. The evaluation is based on nonlinear benchmarks in the form of Ackley, Griewank, Rastrigin and Rosenbrock functions. The calculations were conducted using Matlab software and the "PSO Research Toolbox" by Evers [18] .
II. PARTICLE SWARM OPTIMIZATION
The particle swarm model consists of a group of particles that are randomly initialized in the d-dimensional search space. During an iterative process, particles explore this space effectively by exchanging information to find the optimal solution. Each i-th particle is described by its position x i , velocity v i , and best position pbest i . Moreover, the particles have access to the best global position gbest that has been found by any particle in the swarm.
In the basic PSO algorithm [1] , the velocity and the position of each particle in k-th iteration are updated using the following equations:
where r 1 , r 2 are vectors with uniformly distributed random numbers in the interval [0, 1], and c 1 , c 2 are positive constants equal to 2. The velocities of particles are determined by three components. The first component is the inertia that models the particle's tendency to continue moving in the same direction. The second component is cognitive and attracts particles towards the best position previously found by the particle. The last component is a social component that moves particles towards the best position found earlier by any particle. Selection of the best global position and the best position for i-th particle is based on the objective function (denoted later by f (·)).
A. PSO1: Clerc, Kennedy algorithm [9]
Many approaches have been developed to improve the performance of the basic PSO algorithm. One way is to use the constriction factor χ that was proposed by Clerc and Kennedy [9] . The application of this factor controls the velocity magnitude.
The velocity equation has the form:
where χ is calculated as χ = 
B. PSO2: Eberhart, Shi algorithm [10]
Another way to improve the performance of PSO is to use the inertia weight ω. The inertia weight is significant for the performance of PSO, because it balances the global exploration and local exploitation abilities of the swarm. Exploration is facilitated when the inertia weight is high, but convergence is slower. On the other hand, when the inertia weight is low then convergence is faster, but it sometimes leads to local solutions. Hence, linearly decreasing inertia weight is proposed in [10] .
The velocity equation has the form of
The inertia weight ω is calculated by the formula
where ω max is the initial weight, ω min is the final weight and iter max is the maximum number of iterations. The limits for ω are set to ω max = 0.9 and ω min = 0.4.
III. TAKAGI-SUGENO SYSTEM Consider the Takagi-Sugeno (T-S) fuzzy system with two inputs y 1 , y 2 and one output u. For the input y 1 we define m fuzzy sets A i (Fig. 1) , for which the vertices are placed in points p i , where i = 1, . . . , m. Similarly, for the input y 2 , we define n fuzzy sets B j with vertices in points q j , where j = 1, . . . , n. The coordinates p i and q j are written in the form of the vectors p = [
The output of the system is described by m·n fuzzy inference rules in the form of
where z ij ∈ R is the consequent of the rule R ij . The rules (6) are written in the following table:
The output u of the Takagi-Sugeno system is calculated as the weighted average of z ij and determined by
where 
IV. FUZZY PSO

A. FPSO1: algorithm based on the work by Shi, Eberhart [11]
Better PSO performance can be obtained using the nonlinearly changing inertia weight that balances global and local search abilities. It is difficult to design a mathematical model to adapt the inertia weight dynamically. The solution to this problem may be obtained using a linguistic description of the search process. For example, we can use a fuzzy inference system for tuning the inertia weight [11] .
In the FPSO1 algorithm, the inertia weight is described by the formula
where the T-S fuzzy system (8) is used to calculate the change of inertia weight ∆ω. The input nf k is the normalized objective function value described by
where
, f min is the optimal solution (for the test functions considered in this paper, it is equal to 0), f max is the worst solution (in our paper f max = f (gbest 0 )). The fuzzy sets for the inputs nf 
where N = −0.1, Z = 0 and P = 0.1.
B. FPSO2: algorithm based on the work by Alfi, Fateh [2]
The improvement of the FPSO1 algorithm was proposed by Alfi and Fateh [2] . In their method, the inertia weight is calculated for each particle according to its current state. This is justified because each particle in the swarm is in a different place in a complex environment and may have a different balance between global and local search abilities.
In the FPSO2 algorithm, the change of inertia weight is determined by the T-S system (8) as
where (13) and fp 
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C. FPSO3: algorithm based on the work by Niknam [3] In the FPSO3 algorithm, the fuzzy system proposed by Niknam [3] is used to change not only ω, but also the coefficients c 1 and c 2 . These coefficients determine the influence of the personal best position pbest i and the global best position gbest on the particle velocity. For example, if c 1 is larger than c 2 , then the particle has the tendency to move to the personal best position, rather than to the global best position found by the swarm.
In the FPSO3 algorithm, three T-S systems are used to determine ω, c 1 and c 2 :
The input nf k is defined in (10) and nu k is the normalized number of iterations without change of the best global position: 
In table (19) we have PS = 0.4, PM = 0.6, PB = 0.8 and PR = 1. The fuzzy rules for c 1 /c 2 are defined as 
D. MFPSO: authors' proposition
The modified fuzzy PSO (MFPSO) algorithm proposed by the authors combines the previously described concepts developed by Alfi, Fateh [2] and Niknam [3] . In this algorithm, each of particles has its own coefficients ω, c 1 and c 2 changing according to the linguistic description represented by the fuzzy rules. In this way, each of the particles may be treated individually. For example, if a particle has found the new local best position pbest i , then the inertia weight ω should be decreased and the coefficients c 1 and c 2 should be increased. On the other hand, if pbest i has not changed for a long time, then a better strategy would probably be to increase ω and decrease c 1 and c 2 to improve the ability of exploration.
In the MFPSO algorithm, the authors propose ω, and c 1 , c 2 for each particle to be determined using three T-S systems:
where nf k i is defined in (13), nu k i has the form of
and u k i is the number of iterations without change to the best personal position for the i-th particle. It should be noted that in equation (18), nu k is calculated based on the global best position gbest, whereas in equation (24) The fuzzy rules for ω are the same as in (19) . The fuzzy rules for c 1 and c 2 are given in tables (20) . In (20) Other rules can be interpreted similarly.
V. RESULTS AND DISCUSSION
In order to evaluate the algorithms, four common nonlinear benchmarks [11] , [19] in the form of Ackley, Griewank, Rastrigin and Rosenbrock functions were used. For these functions, the asymmetric initialization method, similar to [11] , was used. The velocities of particles were clamped to v max , however, the positions of the particles were not limited. In Table I , the initialization ranges and v max for the test functions are listed. In our experiments, two dimension sizes were chosen: d = 10 and d = 30. The number of iterations was set to 1000 and 2000 corresponding to the dimensions 10 and 30. The number of particles was equal to 30 and the number of trials was equal to 30 in all experiments. The parameters of algorithms were chosen on the basis of the papers [11] and [14] . The calculations were conducted using Matlab software and the "PSO Research Toolbox" by Evers [18] . The maximum average time of execution for one trial on a mobile workstation equipped with Intel(R) Core(TM) i7-2820QM did not exceeded 10 s.
The results for benchmark functions are presented in Table II. This table contains the basic statistics for the final value of the objective function and the iteration (iter _success) in which the algorithm achieved the given value (th) of the objective function. The ratings of the algorithms for all benchmark functions are summarized in Tab. III. The following performance measures were used to evaluate the algorithms:
• mean of the objective function (mfg),
• relative success defined as rs = mean of iter _success success_rate .
For these measures, the sums of the ratings are shown in Tab. III. These ratings were assigned in such a way that the best algorithm has six points and the worst has one point. For success_rate = 0 (the algorithm has not succeeded) the number of points is equal to zero. For the dimension d = 10 and the measure mfg the highest rating has the algorithm MFPSO proposed by the authors, while for the measure rs the highest rating have the PSO1, FPSO1 and FPSO3. For the dimension d = 30 and the measure mfg the highest rating has the algorithm PSO2, while for the measure rs the highest rating has the FPSO1. Analyzing the sum of ratings for mfg it can be seen that the best algorithm is the MFPSO. For rs the MFPSO is the one before last. However, it should be emphasized that in the evaluation of optimization algorithms the most important criterion is the obtained objective function value.
VI. CONCLUSION
In this paper, the evaluation of selected fuzzy particle swarm optimization algorithms was presented. Two non-fuzzy and four fuzzy algorithms were considered. The main contributions of this paper are as follows:
• the application of the Takagi-Sugeno system that is more computationally efficient than the Mamdani system, • a proposal for the use of the MFPSO algorithm, in which each of the particles has its own inertia weight and the coefficients of the cognitive and social components, • the evaluation of selected fuzzy PSO algorithms using common benchmark functions.
Further work will focus on improving the proposed algorithm, building models to support the training process in sport [20] , and the analysis of athletes' technique [8] .
