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Abstract
In this thesis, we study the optical response of planar spectrometers based on disor-
der scatterers, composite dielectric nanoparticles with plasmonic shell, and all-dielectric
magneto-optical shape-modified metasurfaces. Therefore, we employ both Mie and mul-
tiple scattering theory as well as a discontinuous Galerkin time-domain method based on
finite elements for the numerical computation of the electromagnetic fields. Specifically,
we present a theoretical design study for obtaining random spectrometers with high
spectral resolution. Furthermore, we provide an alternative strategy to achieve preferen-
tially high backscattering by studying the optical properties of composite nanoparticles.
Finally, we present enhanced Faraday rotation along with high transmittance in all-
dielectric magneto-optical metasurfaces composed of shape-modified nanodisks.
ix

Zusammenfassung
In dieser Arbeit untersuchen wir das optische Antwortverhalten von planaren Spek-
trometern basierend auf ungeordneten Streuzentren, dielektrischen Verbundnanopar-
tikeln mit einer plasmonischer Ummantelung, sowie volldielektrischen magnetooptis-
chen formveränderten Metaoberflächen. Dafür benutzen wir sowohl Mie und Mehrfach-
Streutheorie als auch ein unstetiges Galerkin Zeitraumverfahren basierend auf finiten
Elementen zur numerischen Berechnung der elektromagnetischen Felder. Wir stellen
insbesondere eine theoretische Designstudie vor, um ungeordnete Spektrometer mit
hoher spektraler Auflösung zu erhalten. Darüber hinaus geben wir eine alternative
Strategie an, um durch Untersuchung der optischen Eigenschaften von Verbundnanopar-
tikeln eine Erhöhung der bevorzugten Rückstreuung zu erreichen. Zum Schluss präsen-
tieren wir eine Erhöhung der Faraday-Rotation bei gleichzeitig hoher Transmission von
volldielektrischen magnetooptischen Metaoberflächen, welche aus formangepassten Nan-
odisks bestehen.
xi

Introduction
In this thesis, we study the optical properties of random spectrometers, plasmonic com-
posite nanoparticles with dielectric-metal core-shell morphology and magneto-optical
Huygens’ metasurfaces composed of shape-modified all-dielectric nanodisks, by means
of full electrodynamic simulations using a discontinuous Galerkin time-domain (DGTD)
finite-element approach accompanied by Mie theory and multiple scattering theory [P1].
Compact spectrometers based on disordered waveguide exhibit high resolution with a
small footprint due to multiple light scattering which enhances the optical path length.
A design study of random spectrometers for TE and TM polarization in the near-infrared
(NIR) and visible wavelength regime is reported. It is shown that for low concentra-
tion of scatterers, the performance of such spectrometers depends on single scattering
quantities like scattering efficiency and asymmetry parameter. Moreover, enhanced ef-
fective optical path and therefore, high spectral resolution can be achieved in the visible
and near-infrared region due to the reduction of the transport mean free path. Within
this framework, Gehring et al. [P2] presented a hybrid approach of out-of-plane optical
coupling from the top, to structures based on waveguides by utilizing 3D direct laser writ-
ing. The couplers are characterized by broad bandwidth and low losses. Furthermore,
Hartmann et al. [P3] proceeded with the realization of broadband and compact on-chip
random spectrometers operating from the visible up to telecom wavelength range. The
experimental results and the theoretical findings show good agreement.
Moreover, plasmonic nanoparticles with dielectric-metal core-shell morphology exhibit
hybrid plasmon modes at the outer and inner surfaces of the shell [P4]. In this work,
we show that due to the interference of the hybrid plasmon modes, such composite
subwavelength nanospheres exhibit negative asymmetry parameter and strong scattering
in the optical region. Therefore, for a low density collection of scatterers, an anomalous
regime occurs, where the extinction mean free path is longer than the transport mean
free path. Explicit results for silver-coated nanospheres are presented.
Finally, magneto-optical Huygens’ metasurfaces composed of shape-modified all di-
electric nanodisks, which enable enhanced Faraday rotation angle along with high trans-
mittance, are studied by means of full electromagnetic simulations [P5]. It is shown that
by setting a number of control points along the circumference of the nanodisks and vary-
ing randomly their radial position, we obtain a strong Faraday rotation enhancement
accompanied by almost 100% transmittance.
xiii

Contents
Abstract ix
Zusammenfassung xi
Introduction xiii
1 Electromagnetic fields in homogeneous media 1
1.1 Maxwell’s equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Constitutive relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Solutions to wave equation in simple isotropic media . . . . . . . . . . . . 4
2 Scattering by a single scatterer 9
2.1 Scattering matrix for a single sphere . . . . . . . . . . . . . . . . . . . . . 9
2.2 Scattered power by a single sphere . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Scattering by an infinite cylinder . . . . . . . . . . . . . . . . . . . . . . . 14
3 The Discontinous Galerkin Time-Domain Method 19
3.1 Maxwell curl equations in conservation form and dimensionless units . . . 19
3.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Sources of electromagnetic waves in DGTD . . . . . . . . . . . . . . . . . 24
3.4 Material model in DGTD . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.1 Auxiliary Differential Equations . . . . . . . . . . . . . . . . . . . . 25
3.4.2 Drude model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.3 Lorentz model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5 Computational example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.1 Enhanced optical transmission in perforated metal films . . . . . . 27
3.5.2 Convergence studies . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Design study of random spectrometers in the visible and NIR wavelength
regime 33
4.1 Random spectrometer design study . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Spectral reconstruction algorithm . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
xv
Contents
5 Enhanced backscattering in plasmonic silver-coated dielectric nanospheres 55
5.1 Asymmetry parameter in dielectric nanospheres . . . . . . . . . . . . . . . 56
5.2 Asymmetry parameter in plasmonic-coated dielectric nanospheres . . . . . 57
5.3 Asymmetry parameter in plasmonic-coated dielectric nanocylinders . . . . 60
6 Enhanced Faraday rotation in shape-modified magneto-optical metasurfaces 63
6.1 Enhanced Faraday rotation by metasurfaces of nanodisks . . . . . . . . . 64
6.2 Enhanced Faraday rotation by metasurfaces of shape-modified nanodisks . 66
7 Conclusions 69
A Vector identities 71
B Spherical harmonics 75
C Bessel functions 81
Publications and presentations 85
Bibliography 87
Acknowledgments 93
xvi
CHAPTER 1
Electromagnetic fields in
homogeneous media
In this chapter, we present the fundamental theoretical background that is used in
this thesis. After introducing Maxwell’s equations and constitutive relations, we
discuss the solutions of wave equation in simple isotropic media.
1.1 Maxwell’s equations
Light propagation in matter, as well as all the relevant electric and magnetic effects, is
described by Maxwell’s equations, which in SI units, read [1]:
∇ ·D(r, t) = ρ(r, t) ∇ ·B(r, t) = 0
∇×E(r, t) = −∂B(r, t)
∂t
∇×H(r, t) = ∂D(r, t)
∂t
+ j(r, t) ,
(1.1)
where E and H are the macroscopic electric and magnetic field, respectively, D the
electric displacement and B the magnetic induction, while with ρ and j we denote the free
charge density and the electric current density, respectively. By applying the divergence
to both sides of the fourth Maxwell equation and making use of the first Maxwell equation
and a vector identity that is always true and states that the divergence of the curl of
any vector field is always zero, we obtain the continuity equation
∂ρ(r, t)
∂t
+∇ · j(r, t) = 0 . (1.2)
Conservation of energy equates the rate of change of the stored energy and the power flux
to the rate per unit volume at which electromagnetic fields gain energy via interaction
with charges. By forming the scalar product of the fourth Maxwell equation with the
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electric field, we obtain
E(r, t) · [∇×H(r, t)]−E(r, t) · ∂D(r, t)
∂t
= E(r, t) · j(r, t) . (1.3)
Making use of the vector identity A.10 and third Maxwell equation, we get
H(r, t) · ∂B(r, t)
∂t
+E(r, t) · ∂D(r, t)
∂t
+∇ · [E(r, t)×H(r, t)] = −E(r, t) · j(r, t)
⇒ ∂U(r, t)
∂t
+∇ · S(r, t) = −E(r, t) · j(r, t) ,
(1.4)
where S ≡ E×H and ∂tU = H · ∂tB+E · ∂tD. When E · j = 0, Eq. 1.4 and continuity
equation 1.2 have the same form. Here, U is the electromagnetic field energy per volume.
S is called the Poynting vector and is the energy per unit area per unit time carried by
the electromagnetic field.
1.2 Constitutive relations
The electric displacement and magnetic induction are connected to the electric and
magnetic field through the constitutive relations, respectively. In the linear response
regime, we have
Di(r, t) =
∫
V
d3r′
∫ +∞
−∞
dt′
∑
j
ij(r, t; r′, t′)Ej(r′, t′)
Bi(r, t) =
∫
V
d3r′
∫ +∞
−∞
dt′
∑
j
µij(r, t; r′, t′)Hj(r′, t′) ,
(1.5)
where the spatial integration occurs over the material’s volume V . In isotropic materials,
the dielectric and magnetic tensors are scalar: ij = δij and µij = µδij .
Due to time homogeneity, the temporal dependence of the response functions is ex-
pressed through the difference t − t′ and not through t and t′ separately. Moreover,
causality implies that these functions vanish for t < t′. If we assume that locality holds,
i.e., in every point in space the electrical displacement and magnetic induction depend
only on the fields on the same point, we obtain ij(r, t; r′, t′) = ij(r, t− t′)δ(r− r′) and
µij(r, t; r′, t′) = µij(r, t− t′)δ(r− r′). Therefore, Eq. 1.5 takes the form
Di(r, t) =
∫ +∞
−∞
dt′
∑
j
ij(r, t− t′)Ej(r, t′)
Bi(r, t) =
∫ +∞
−∞
dt′
∑
j
µij(r, t− t′)Hj(r, t′) .
(1.6)
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Using the Fourier transform [
∫ +∞
−∞ dt exp(iωt) . . .], we obtain
Di(r, ω) =
∑
j
ij(r, ω)Ej(r, ω)
Bi(r, ω) =
∑
j
µij(r, ω)Hj(r, ω) ,
(1.7)
where f(r, ω) =
∫ +∞
−∞ dt exp(iωt)f(r, t). In matrix form, Eq. 1.7 reads
(
D
B
)
=
(
 0
0 µ
)(
E
H
)
. (1.8)
It is worth noting that while the transformed fields and corresponding response functions
are complex, the time-dependent fields and corresponding response functions are real and
therefore
f(r,−ω) = f∗(r, ω) , (1.9)
where ∗ denotes the complex conjugate. Due to the linearity of Maxwell’s equations,
the total field stems from the linear combination of monochromatic fields. Therefore, we
can solve Maxwell’s equations for any monochromatic field with the form
E(r, t) = Re
[
E(r, ω) exp(−iωt)]
H(r, t) = Re
[
H(r, ω) exp(−iωt)] . (1.10)
The average energy flux density of a harmonic monochromatic electromagnetic (EM)
wave is given by the time-averaged Poynting vector (averaged over a full cycle T = 2pi/ω).
By using Eqs. 1.10, we obtain
〈S(r)〉 = 12Re
[
E(r, ω)×H∗(r, ω)] . (1.11)
Moreover, from Maxwell’s equations in media without sources and making use of the
vector identity A.10, we have ∇ · [E ×H∗] = iω[H∗ · B − E ·D∗]. By integrating the
averaged power, ∇ · 〈S〉, over a volume V enclosed by a surface A(V ) and applying the
Gauss divergence theorem, we obtain∫
A(V )
d2rn̂ · 〈S(r)〉 = −ω2
∫
V
d3r Im[H∗(r, ω) ·B(r, ω)−E(r, ω) ·D∗(r, ω)] , (1.12)
where n̂ is the outward pointing unit normal vector. In the case of losses, the power
flowing into the volume is lower than the out coming power. Therefore the left-hand
side of Eq. 1.12 is 6 0, where equality holds when there are no losses. Consequently, we
have
Im[H∗(r, ω) ·B(r, ω)−E(r, ω) ·D∗(r, ω)] > 0 . (1.13)
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By writing 2Imz = i(z∗ − z) and making use of the constitutive equations 1.7, the
relation 1.13 leads to the condition
(E∗,H∗)
i
(  00 µ
)†
−
(
 0
0 µ
)

(
E
B
)
≥ 0 , (1.14)
where with † we denote adjoint matrix. Therefore, in lossy media without sources,
the Hermitian matrix 1.14 should be positive (positive eigenvalues). Consequently, in
isotropic homogeneous media holds: Im ≥ 0 and Imµ ≥ 0.
1.3 Solutions to wave equation in simple isotropic media
Maxwell’s equations for a harmonic monochromatic field in a simple isotropic medium
without sources and currents, described by the constitutive relations D = 0E and
B = µ0µH, read ∇ ·B = 0, ∇ ·D = 0, ∇×E = iωB, ∇×H = −iωD. By applying the
vector identity A.6, we obtain the wave equation for the electric field
∇2E(r) + q2E(r) = 0 , (1.15)
where q = ω√µ/c. Plane waves constitute a complete set of solutions to Eq. 1.15
Eqp(r) = E0(q) exp(iq · r) , (1.16)
with E0(q) = E0(q) êp(q), where êp(q), p = 0, 1, 2 denote the radial, polar and az-
imuthal unit vector, respectively, for a given wave vector q and define the polarization
(Fig. 1.1). It is worth noting that the longitudinal wave ê0(q) = q̂ represents a solution
only if ω = 0, or µ = 0 and therefore can not describe wave propagation. The mag-
netic field is given from the corresponding electric field through the Maxwell equation
∇×E = iωB.
Figure 1.1: Wavevector analysis in the coordinate system.
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Alternatively, the solutions to wave equation 1.15 can be developed in a complete
basis of vector spherical waves for given q. The basis consists of: (a) Longitudinal wave
functions (∇× FLlm = 0)
FLlm(r) =
1
q
∇ [fl(qr)Ylm(r̂)] , l = 0, 1, 2, . . . ; m = −l,−l + 1, . . . , l, (1.17)
where Ylm are the usual spherical harmonics (see appendix B) and fl may be any linear
combination of the spherical Bessel function, jl, and the spherical Hankel function h+l
(see appendix C).
(b) Transverse (divergenceless) spherical wave functions (∇ ·FHlm = 0, ∇ ·FElm = 0 )
FHlm(r) = fl(qr)Xlm(r̂) , l = 1, 2, . . . ; m = −l,−l + 1, . . . , l, (1.18)
and
FElm(r) =
i
q
∇× fl(qr)Xlm(r̂) , l = 1, 2, . . . ; m = −l,−l + 1, . . . , l, (1.19)
whereXlm are the vector spherical harmonics. The above vector spherical wave functions
constitute a complete basis set for the expansion of any vector field in the sense of
Helmholtz theorem. The vector spherical wave functions satisfy the following differential
equations
∇ · FLlm(r) = −qfl(qr)Ylm(r̂)
∇× FHlm(r) = −iqFElm(r)
∇× FElm(r) = iqFHlm(r)
∇×∇× FHlm(r) = q2FHlm(r)
∇×∇× FElm(r) = q2FElm(r) ,
(1.20)
and the orthogonality relations∫ 2pi
0
dφ
∫ pi
0
dθ sin θ FHlm(r) · FEl′m′(r) = 0∫ 2pi
0
dφ
∫ pi
0
dθ sin θ FLlm(r) · FHl′m′(r) = 0∫ 2pi
0
dφ
∫ pi
0
dθ sin θ FHlm(r) · FHl′m′(r) = f2l (qr)δll′δmm′∫ 2pi
0
dφ
∫ pi
0
dθ sin θ FElm(r) · FEl′m′(r) = 12l + 1[(l + 1)f
2
l−1(qr) + lf2l+1(qr)]δll′δmm′∫ 2pi
0
dφ
∫ pi
0
dθ sin θ FLlm(r) · FLl′m′(r) = 12l + 1[lf
2
l−1(qr) + (l + 1)f2l+1(qr)]δll′δmm′∫ 2pi
0
dφ
∫ pi
0
dθ sin θ FLlm(r) · FEl′m′(r) = ψl2l + 1[f
2
l+1(qr)− f2l−1(qr)]δll′δmm′ ,
(1.21)
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where ψl =
√
l(l + 1) and the bar above a vector spherical wave function denotes the
complex conjugate over the angular part. Due to the relation ∇·E = 0, the electric field
can be expanded in the basis of the traverse wave functions FHlm and FElm only and
does not involve FLlm. Therefore the solution of Eq. 1.15 takes the form
E(r) =
∞∑
l=1
l∑
m=−l
[
aHlmFHlm(r) + aElmFElm(r)
]
, (1.22)
where aHlm and aElm are the associated spherical-wave amplitudes. We write the (tra-
verse) plane wave (1.16) as
Eqp(r) =
∞∑
l=1
l∑
m=−l
[
a0Hlmjl(qr)Xlm(r̂) + a0Elm
i
q
∇× jl(qr)Xlm(r̂)
]
, (1.23)
because the field must be finite everywhere, thus, only regular vector spherical waves that
involve jl (appendix C) enter in the expansion of Eq. 1.23. We write the spherical-wave
amplitudes in the form
a0Plm = A0Plm(q̂) ·E0(q) , (1.24)
where the vectors A0Plm are defined on the plane of ê1, ê2. By applying to Eq. 1.23 and
making use of the expansion [2]
exp(iq · r) = 4pi
∑
lm
iljl(qr)Ylm(r̂)Y ∗lm(q̂) , (1.25)
and the relations B, we obtain
A0Hlm(q̂) =
4piil (−1)m+1
ψl
×
{[
αml cos θ eiφ Yl−m−1(q̂) +m sin θ Yl−m(q̂)
+ α−ml cos θ e
−iφ Yl−m+1(q̂)
]
ê1(q)
+ i
[
αml e
iφ Yl−m−1(q̂)− α−ml e−iφ Yl−m+1(q̂)
]
ê2(q)
}
= 4piil (−1)m+1Xl−m(q̂) (1.26)
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and
A0Elm(q̂) =
4piil (−1)m+1
ψl
×
{
i
[
αml e
iφ Yl−m−1(q̂)− α−ml e−iφ Yl−m+1(q̂)
]
ê1(q)
−
[
αml cos θ eiφ Yl−m−1(q̂) +m sin θ Yl−m(q̂)
+ α−ml cos θ e
−iφ Yl−m+1(q̂)
]
ê2(q)
}
= 4piil (−1)m+1Xl−m(q̂)× q̂ , (1.27)
where αml =
[(
l −m) (l +m+ 1)]1/2 /2, θ and φ are the angular variables of q while
ê1 and ê2 are the polar and azimuthal unit vectors, respectively, normal to q in the
spherical coordinate system (Fig. 1.1). It is worth noting that the wave vector, qz, could
be real or imaginary. In the second case, the cos θ in the expressions of Ylm(q̂) (see
appendix B) is replaced by the qz/q.
7
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Scattering by a single scatterer
In this chapter, we study the light scattering properties for isotropic spherical and
cylindrical scatterer. Scattering by single particles is described through quantities
such as T matrix, scattering efficiency, differential scattering efficiency, and asym-
metry parameter.
2.1 Scattering matrix for a single sphere
We assume a homogeneous isotropic sphere characterized by scalar electromagnetic (EM)
parameters 1 and µ1. The scatterer is centered at the origin of coordinates in a ho-
mogeneous and isotropic host medium (h, µh) and illuminated by a monochromatic
harmonic plane EM wave of angular frequency ω. We expand the EM field in transverse
vector spherical waves which are given by Eqs. 1.18 and 1.19, with fl = jl because the
field must be finite everywhere:
E0(r) =
∞∑
l=1
l∑
m=−l
[
a0Hlmjl(qhr)Xlm(r̂) +
i
qh
a0Elm∇× jl(qhr)Xlm(r̂)
]
H0(r) = Z−1h
∞∑
l=1
l∑
m=−l
[
a0Elmjl(qhr)Xlm(r̂)−
i
qh
a0Hlm∇× jl(qhr)Xlm(r̂)
]
,
(2.1)
where qh = ω
√
hµh/c, Zh =
√
µ0µh/(0h), while a0Hlm and a0Elm are the associated
spherical-wave amplitudes with dimensions of electric field. The multipole expansion of
the scattered field consists of transverse spherical waves with fl = h+l , because of the
asymptotic form of the outgoing spherical waves: h+l (x) ≈ (−i)l exp(ix)/ix, for x→∞.
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Therefore, we have
Esc(r) =
∞∑
l=1
l∑
m=−l
[
a+Hlmh
+
l (qhr)Xlm(r̂) +
i
qh
a+Elm∇× h+l (qhr)Xlm(r̂)
]
Hsc(r) = Z−1h
∞∑
l=1
l∑
m=−l
[
a+Elmh
+
l (qhr)Xlm(r̂)−
i
qh
a+Hlm∇× h+l (qhr)Xlm(r̂)
]
.
(2.2)
The field inside the sphere consists of only regular vector spherical waves
Ein(r) =
∞∑
l=1
l∑
m=−l
[
ainHlmjl(q1r)Xlm(r̂) +
i
q1
ainElm∇× jl(q1r)Xlm(r̂)
]
Hin(r) = Z−11
∞∑
l=1
l∑
m=−l
[
ainElmjl(q1r)Xlm(r̂)−
i
q1
ainHlm∇× jl(q1r)Xlm(r̂)
]
,
(2.3)
where q1 = ω
√
1µ1/c and Z1 =
√
µ0µ1/(01). We can relate the coefficients of the
irregular spherical waves a+Plm, P = H,E, to those of the corresponding regular waves,
through the scattering T matrix,
a+Plm =
∑
P ′l′m′
TPlm;P ′l′m′a
0
P ′l′m′ , (2.4)
where in the general case is non-diagonal. For scatterers with spherical symmetry, the T
matrix is diagonal with respect to P and l and independent to m. Indeed, for a homo-
geneous isotropic sphere of radius S, by applying the boundary conditions of continuity
of the tangential components of the fields at the interface r = S
X∗lm(r̂) ·Ein(r) = X∗lm(r̂) ·Eout(r)[
r̂×X∗lm(r̂)
] ·Ein(r) = [r̂×X∗lm(r̂)] ·Eout(r)
X∗lm(r̂) ·Hin(r) = X∗lm ·Hout(r)[
r̂×X∗lm(r̂)
] ·Hin(r) = [r̂×X∗lm(r̂)] ·Hout(r) ,
(2.5)
with Eout(r) = E0(r) +Esc(r) and Hout(r) = H0(r) +Hsc(r), we obtain
a+Plm = TPl a
0
Plm , (2.6)
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where
THl = −
jl(q1S)
[
xjl(x)
]′
qhS
µ1 − jl(qhS)
[
xjl(x)
]′
q1S
µh
jl(q1S)
[
xh+l (x)
]′
qhS
µ1 − h+l (qhS)
[
xjl(x)
]′
q1S
µh
TEl = −
jl(q1S)
[
xjl(x)
]′
qhS
1 − jl(qhS)
[
xjl(x)
]′
q1S
h
jl(q1S)
[
xh+l (x)
]′
qhS
1 − h+l (qhS)
[
xjl(x)
]′
q1S
h
.
(2.7)
Accordingly, we have
ainPlm = RPl a0Plm , (2.8)
where
RHl =
iµ1/(qhS)
jl(q1S)
[
xh+l (x)
]′
qhS
µ1 − h+l (qhS)
[
xjl(x)
]′
q1S
µh
REl =
i1µ1/(µhq1S)
jl(q1S)
[
xh+l (x)
]′
qhS
1 − h+l (qhS)
[
xjl(x)
]′
q1S
h
.
(2.9)
Figure 2.1: Homogenous and multilayered sphere.
If we apply the boundary conditions of continuity of the fields, Eq. 2.5, at the con-
secutive interfaces for a multilayered sphere comprised of n = 1, 2, . . . , N concentric
spherical shells of radius Sn (SN ≡ S) and characterized by EM parameters n and µn
(see Fig. 2.1), we obtain that the elements of the scattering matrix for a sphere with n
first shells embedded in a medium with permittivity n+1 and permeability µn+1, T (n)Pl ,
are related to the elements of the scattering matrix of a sphere with n − 1 first shells
embedded in a medium with permittivity n and permeability µn, T (n−1)Pl , through the
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relation:
T
(n)
Pl = −
A(n,n+1)Pl + T
(n−1)
Pl B
(n,n+1)
Pl
Γ(n,n+1)Pl + T
(n−1)
Pl ∆
(n,n+1)
Pl
, P = H,E , (2.10)
where
A(n,n+1)Hl = jl(qnS)
[
xjl(x)
]′
qn+1S
µn − jl(qn+1S)
[
xjl(x)
]′
qnS
µn+1
B(n,n+1)Hl = h
+
l (qnS)
[
xjl(x)
]′
qn+1S
µn − jl(qn+1S)
[
xh+l (x)
]′
qnS
µn+1
Γ(n,n+1)Hl = jl(qnS)
[
xh+l (x)
]′
qn+1S
µn − h+l (qn+1S)
[
xjl(x)
]′
qnS
µn+1
∆(n,n+1)Hl = h
+
l (qnS)
[
xh+l (x)
]′
qn+1S
µn − h+l (qn+1S)
[
xh+l (x)
]′
qnS
µn+1 .
(2.11)
The same expression holds for the elements T (n)El , where the index of polarization is E
instead of H and the permittivity n, n+1 is replaced by the permeability µn, µn+1,
respectively. The total scattering matrix TPl ≡ T (N)Pl of the multilayered sphere is
calculated for n = N and N+1 = h, µN+1 = µh. Accordingly, for the matrix R we have
R
(n)
Hl =
iµn/(q(n+1)Sn)
Γ(n,n+1)Hl + T
(n−1)
Hl ∆
(n,n+1)
Hl
R
(n)
El =
inµn/(µ(n+1)qnSn)
Γ(n,n+1)El + T
(n−1)
El ∆
(n,n+1)
El
.
(2.12)
2.2 Scattered power by a single sphere
Light scattering by a sphere is usually described in terms of power that is scattered and
absorbed by the particle. We define the scattering or absorption efficiency as the ratio
of the scattered or absorbed light power to the incident light power through a circular
section of area piS2. In the case of a monochromatic harmonic wave, the averaged-
Poynting vector over a period is given by Eq. 1.11 and the mean average of the power
through a surface A, by making use of the divergence Gauss theorem (A.13), reads
P =
∫
A
d2r n̂ · 〈S(r)〉 . (2.13)
The average energy flux density, normally to the propagation direction, for an incident
plane wave (Eq. 1.16) takes the form
〈S0〉 · q̂ = 12Zh
∣∣E0∣∣2 . (2.14)
The total scattered light power is given by the integral of the above time-averaged
Poynting vector over a spherical surface A (in the far-field zone) which encloses the
12
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particle. By applying Eq. 2.2, and appendix B and C, we obtain
Psc =
1
2Re
∫
A
d2r r̂ · [Esc(r)×H∗sc(r)] = 12Zhq2h
∑
Plm
∣∣∣a+Plm∣∣∣2 . (2.15)
Due to the energy conservation, the absorbed power is equal to the total power flowing
out of a surface A:
Pout =
1
2Re
∫
A
d2r r̂ · [Eout(r)×H∗out(r)] ≡ P0 + Psc − Pext , (2.16)
where
P0 =
1
2Re
∫
A
d2r r̂ · [E0(r)×H∗0(r)] = 0 (2.17)
and
Pext = −12Re
∫
A
d2r r̂ · [E0(r)×H∗sc(r) +Esc(r)×H∗0(r)]
= − 12Zhq2h
∑
Plm
Re
(
a0∗Plma
+
Plm
)
, (2.18)
is the power related to the interference between the incident and scattered field and is
called extinction energy. Energy conservation requires Pabs = −Pout = Pext − Psc and
therefore the extinction energy describes the total energy which is supplied from the
source of the EM wave to the particle. By applying Eqs. 2.4 and 1.24, we have
Psc =
1
2Zhq2h
∑
Plm
∣∣∣∣∣∣
∑
P ′l′m′
TPlm;P ′l′m′A
0
P ′l′m′;p
∣∣∣∣∣∣
2
|E0|2
Pext = − 12Zhq2h
Re
∑
Plm
(
A0Plm;p
)∗ ∑
P ′l′m′
TPlm;P ′l′m′A
0
P ′l′m′;p|E0|2 ,
(2.19)
where the index p denotes the polarization of the incident wave (p = 1, 2 for TM and
TE polarization, respectively). It is worth noting that if the scatterers do not exhibit
spherical symmetry, the cross section depends on the polarization and the propagation
direction of the incident wave. We define the scattering and extinction efficiency for
spherical scatterers as the ratio of the corresponding light power, Q = P/P0, given
by Eqs. 2.15 and 2.18, respectively, to the incident light power, P0 = piS2|E0|2/(2Zh),
through a circular section of area. By making use of the relations 1.24, 1.26, 1.27 and
B.8, we obtain
Qsc =
2
x2
∞∑
l=1
(2l + 1)(|al|2 + |bl|2)
Qext = − 2
x2
∞∑
l=1
(
2l + 1
)
Re
(
al + bl
)
,
(2.20)
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where x = qhS is the size parameter and al = TEl, bl = THl denote the Mie scattering
coefficients and represent the electric and magnetic moments of multipole sources located
at the origin. Another important quantity is the backscattering efficiency of a spherical
scatterer:
Qb =
1
x2
∣∣∣∣∣
∞∑
l=1
(2l + 1)(−1)n(al − bl)
∣∣∣∣∣
2
. (2.21)
The backscattering efficiency is related to the fraction of the energy scattered in the
backward direction (θ = 180◦) and depends on the terms (al − bl), which indicate the
interference between the electric and magnetic moment of the same order in the backward
scattering direction.
Accordingly, the forward scattering efficiency for a spherical scatterer reads
Qf =
1
x2
∣∣∣∣∣
∞∑
l=1
(2l + 1)(al + bl)
∣∣∣∣∣
2
, (2.22)
and is related to the fraction of the energy scattered in the forward direction (θ = 0◦).
A zero backward scattering is expected at wavelengths where al = bl, while a minimum
forward scattering occurs at wavelengths where al = −bl, for all l (Kerker conditions).
The analytical expression for the average cosine of the scattering angle, the so-called
asymmetry parameter g is given by [3]
g = 4
Qscx2
∞∑
l=1
[
l(l + 2)
l + 1 Re
(
ala
∗
l+1 + blb∗l+1
)
+ 2l + 1
l(l + 1)Re
(
alb
∗
l
) ]
,
(2.23)
where the terms Re
(
ala
∗
l+1 + blb∗l+1
)
indicate the interference between moments of same
type and different order while the terms Re
(
alb
∗
l
)
represent the interference between
moments of different type and same order.
From multiple-scattering theory, it follows that for a dilute suspension of scatterers,
the transport mean free path lt is related to the extinction mean free path lext through
lt
lext
= Qext
Qext −Qscag , (2.24)
Therefore, for negative asymmetry parameter g < 0, a peculiar regime occurs, where the
extinction mean free path is longer than the transport mean free path lext > lt.
2.3 Scattering by an infinite cylinder
We assume a homogeneous isotropic infinite cylinder characterized by scalar EM param-
eters 1 and µ1. The scatterer is centered at the origin of coordinates in a homogeneous
14
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and isotropic host medium characterized by h and µh and is illuminated by a monochro-
matic harmonic plane EM wave of angular frequency ω, perpendicularly to the cylinders
axis. The vector cylindrical harmonics for perpendicular incidence are [4]
MZlq(r, φ) =
(
il
Zl(qr)
qr
r̂− Z ′l(qr)φ̂
)
qeilφ
NZlq(r, φ) =
1
q
∇×MZlq(qr) = Zl(qr)eilφφ̂ ,
(2.25)
where r̂ = (cosφ, sinφ, 0), φ̂(− sinφ, cosφ, 0), ẑ = (0, 0, 1) and q = √ω/c. Zl may be
any of Bessel functions of first Jl or second Yl kind as well as a linear combination of
them Hl = Jl+ iYl and H−l = Jl− iYl (Hankel function of first or second kind), while the
prime indicates differentiation with respect to the argument. We expand the EM field,
inside the cylinder and the surrounding medium, in vector cylindrical harmonics [3]
Ein(r, φ) =
1
q1
∞∑
l=−∞
(−i)l
(
AlMJlq1 +BlN
J
lq1
)
Esc(r, φ) =
1
qh
∞∑
l=−∞
(−i)l
(
ClMH
+
lqh
+DlNH
+
lqh
)
Eout = E0 +Esc .
(2.26)
The incident field E0 for the s polarization (electric field parallel to the cylinder axis) is
given by
Es0(r, φ) = ẑe−iqhr cosφ , (2.27)
whereas for the p polarization reads
Ep0(r, φ) = (r̂ sinφ+ φ̂ cosφ)e−iqhr cosφ . (2.28)
By making use of the fourth Maxwell equation, we acquire the corresponding magnetic
fields. In order to obtain the scattering coefficients, we apply the continuity conditions
on the boundary of the cylinder r = S.
For the s polarization we have
Dsl =
Jl(q1S)J
′
l (qhS)−
√
1µ1
hµh
Jl(qhS)J
′
l (q1S)
Jl(q1S)H
′
l (qhS)−
√
1µ1
hµh
J
′
l (q1S)Hl(qhS)
, (2.29)
whereas for the p polarization we obtain
Cpl = i
√
1µ1
hµh
Jl(q1S)J
′
l (qhS)− Jl(qhS)J
′
l (q1S)√
1µ1
hµh
Jl(q1S)H
′
l (qhS)− J
′
l (q1S)Hl(qhS)
. (2.30)
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In the case of a coated cylinder, where the shell is characterized by the EM parameters
2 and µ2, the expansion of the EM field inside the shell reads [4]
Eshell(r, φ) =
1
q2
∞∑
l=−∞
(−i)l
(
ElMJlq2 + FlN
Y
lq2 +GlM
Y
lq2LlN
J
lq2
)
. (2.31)
By applying the continuity conditions again at the inner radius S1 (core-shell) and the
outer radius S (shell-medium), we obtain the scattering coefficients [4].
For the s polarization we have
Dsl,c =
K1l K
5
l −K3l K6l
K1l K
2
l −K3l K4l
, (2.32)
while for the p polarization we obtain
Cpl,c = i
W 1l W
2
l −W 3l W 4l
W 3l W
5
l −W 1l W 6l
, (2.33)
where
K1l =
piS1
2 [q1J
′
l (q1S1)Jl(q2S1)− q2J
′
l (q2S1)Jl(q1S1)]
K2l = qhYl(q2S)H
′
l (qhS)− q2Hl(qhS)Y
′
l (q2S)
K3l =
piS1
2 [q1J
′
l (q1S1)Yl(q2S1)− q2Y
′
l (q2S1)Jl(q1S1)]
K4l = qhJl(q2S)H
′
l (qhS)− q2Hl(qhS)J
′
l (q2S)
K5l = q2Y
′
l (q2S)Jl(qhS)− qhJ
′
l (qhS)Yl(q2S)
K6l = q2J
′
l (q2S)Jl(qhS)− qhJ
′
l (qhS)Jl(q2S)
W 1l =
piS1
2 [q2J
′
l (q1S1)Yl(q2S1)− q1Y
′
l (q2S1)Jl(q1S1)]
W 2l = qhJ
′
l (q2S)Jl(qhS)− q2J
′
l (qhS)Jl(q2S)
W 3l =
piS1
2 [q2J
′
l (q1S1)Jl(q2S1)− q1J
′
l (q2S1)Jl(q1S1)]
W 4l = q2Y
′
l (q2S)Jl(qhS)− qhJ
′
l (qhS)Yl(q2S)
W 5l = q2Yl(q2S)H
′
l (qhS)− qhHl(qhS)Y
′
l (q2S)
W 6l = q2Jl(q2S)H
′
l (qhS)− qhHl(qhS)J
′
l (q2S) .
(2.34)
The scattering efficiency for an infinite cylindrical scatterer at normal incidence reads
Qs,psc =
2
x
[
|as,p0 |2 + 2
∞∑
l=1
|as,pl |2
]
, (2.35)
where asl = Dsl and a
p
l = −iCpl for a homogeneous cylinder, while asl = Dsl,c and apl =
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−iCpl,c for a coated cylinder. The associated differential scattering efficiency is given by
∂Qs,psc (φ)
∂φ
= 2
pix
∣∣∣∣∣as,p0 + 2
∞∑
l=1
as,pl cos(nθ)
∣∣∣∣∣
2
, (2.36)
where θ = pi − φ is the scattering angle. The average cosine of the scattering angle
defines [3, 5] the so-called asymmetry parameter g:
gs,p = 〈cos(θ)〉 =
∫ pi
0
∂Qs,psc (φ)
∂φ
cos(θ)dθ
Qs,psc
= 4
xQs,psc
∞∑
l=0
as,pl (a
s,p
l+1)
∗ .
(2.37)
For isotropic scattering, the asymmetry parameter vanishes and for predominantly for-
ward (backward) scattering the asymmetry parameter takes on positive (negative) val-
ues.
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CHAPTER 3
The Discontinous Galerkin
Time-Domain Method
In this chapter, we present the Discontinuous Galerkin Time-Domain method for
the simulation of light propagation in complex nanophotonic structures. Further-
more, we introduce the Maxwell curl equations in conservation form, the boundary
conditions and the material model in DGTD. Finally, we reveal the potential of
the DGTD approach by simulating a nanostructure with experimentally relevant
geometry.
3.1 Maxwell curl equations in conservation form and
dimensionless units
The time evolution of the EM fields can be determined through the Maxwell curl equa-
tions
µ(r)∂tH(r, t) = −∇×E(r, t)
(r)∂tE(r, t) = ∇×H(r, t)− j(r, t) ,
(3.1)
where the vacuum electric permittivity and vacuum magnetic permeability have been
absorbed into the EM fields:
E′(r, t′) = E(r, t)
H′(r, t′) =
√
µ0
0
H(r, t)
t
′ = 1√
0µ0
t
c
′ = 1 .
(3.2)
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Therefore, the electric and magnetic field have the same unit, where for the time variable
the new unit is length. The vacuum speed of light is dimensionless and equal to 1.
Consequently, is straight forward to convert to dimensionless units by rescaling all fields
by an arbitrary electric field amplitude E0. Similarly, time and space variables convert
to dimensionless units in the new system by rescaling them by an arbitrary length λ0.
It is worth noting that in Eqs. 3.1, we neglect all primes for notational convenience.
SI-Quantity Dimensionless units
tSI t =
cSI
λ0
tSI
λSI λ =
1
λ0
λSI
ωSI ω =
λ0
cSI
ωSI
jSI j =
1
E0
jSI
ESI E = ESI/E0
HSI H = HSI/E0
√
0/µ0
Table 3.1: Conversion from SI units to dimensionless units.
By introducing the material matrix
↔
Q =
(
(r) 0
0 µ(r)
)
, (3.3)
the six-dimensional state vector
~q(r, t) =
(
E(r, t)
H(r, t)
)
, (3.4)
20
Maxwell curl equations in conservation form and dimensionless units 3.1
and the flux
F =

~Fx
~Fy
~Fz
 , (3.5)
where
~Fi(~q) =
(
−êi ×H(r, t)
êi ×E(r, t)
)
, (3.6)
we can reformulate Eq. 3.1 as the conservation law
↔
Q(r) · ∂t~q(r, t) +∇ · F(~q) = 0 . (3.7)
If the divergence conditions of Maxwell equations are fulfilled for a given initial state
(E(r, t0) and H(r, t0)), they will be fulfilled for all future times [6, 7]. In DGTD
method [7, 8], we compute field values all over the computational domain. The tes-
sellation of the simulation volume consists of individual elements ∆ of different types
according to the system, e.g., triangles in 2D and tetrahedrons in 3D. It is worth noting
that these elements have different sizes and shapes and therefore, the formed mesh is
unstructured. Moreover, we can vary the accuracy by using more or fewer elements
for different regions of the simulation volume, e.g., higher accuracy and therefore more
elements at the interface of two different materials are needed, whereas for large homo-
geneous areas fewer elements are required. By considering a numerical approximation
~qn to Eq. 3.7, we have:
↔
Q(r) · ∂t~qN (r, t) +∇ · F(~qN ) = residual 6= 0 . (3.8)
Each component of the state vector ~q in each element can be expanded into Lagrange
polynomials Li(r)
~q∆i,N (r, t) =
n∑
j=1
~q∆i,j(t) · Lj(r) ≡ ~q∆i,j(t) · Lj(r) , (3.9)
where
Li(rj) = δij =
0 for i 6= j1 for i = j . (3.10)
Therefore, the expansion coefficients correspond to the field values at the discretization
points rk (nodes):
~q∆i,N (rk, t) = ~q∆i,j(t) · Lj(rk) = ~q∆i,k(t) . (3.11)
Consequently, this DG method is called a nodal method. The Lagrange polynomials of
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order p are given by [9]
Li(r) =
k+l+m6p∑
k,l,m=0
a
(i)
k,l,mx
kylzm , (3.12)
where a(i)k,l,m are the expansion coefficients and
n = p+ 1 (1D)
n = 12(p+ 1)(p+ 2) (2D)
n = 16(p+ 1)(p+ 2)(p+ 3) (3D).
The numerical approximation to Eq. 3.7 corresponds to an optimal solution that min-
imizes the residual. By applying the orthogonality condition of the residual and the
expansion functions, we have∫
V∆
[↔
Q(r) · ∂t~qN (r, t) +∇ · F(~qN (r, t))
]
Li(r)d3r =∫
V∆
residual · Li(r)d3r = 0 ,
(3.13)
where V∆ is the volume of the element ∆. It is clear that Eq. 3.13 consists of only
local field values in the element ∆. It is shown [6, 10] that the coupling to neighboring
elements must fulfil the boundary conditions of continuity of the tangential components
of the fields at the interface of the neighboring elements. By integrating Eq. 3.13 by
parts∫
V∆
[↔
Q(r) ·∂t~qN (r, t)Li(r)−F(~qN )∇·Li(r)
]
d3r = −
∫
∂V∆
(
n̂ ·F(~qN )
)
Li(r)d2r , (3.14)
where ∂V∆ denotes the element’s surface and n̂ is the outward pointing unit normal
vector. By replacing the flux F(~qN (r, t)) on the right-hand side of Eq. 3.14 by the
numerical flux F∗(~qN (r, t)) and then undoing the integration by parts, we obtain∫
V∆
[↔
Q(r) · ∂t~qN (r, t) +∇ · F(~qN )
]
Li(r)d3r =∫
∂V∆
n̂
[
F(~qN (r, t))− F∗(~qN (r, t))
]
Li(r)d2r .
(3.15)
It is worth noting that several expressions occur for the introduced numerical flux
F∗(~qN (r, t)). According to [6], the upwind flux is a proper choice for nodal schemes
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in means of numerical stability and convergence:
n̂
[
F(~qN (r, t))− F∗(~qN (r, t))
]
=

1
Z¯
α
[
∆E− n̂(n̂∆E)
]
+ Z+n̂×∆H

1
Y¯
α
[
∆H− n̂(n̂∆H)
]
+ Y +n̂×∆E


, (3.16)
where
Z± =
√
µ0µ±
0±
and Y ± =
√
0±
µ0µ±
, (3.17)
and the corresponding sums:
Z¯ = Z+ − Z− and Y¯ = Y + − Y − . (3.18)
It is worth noting that with the index "-" we denote the local element, whereas the
index "+" corresponds to the neighboring element. Moreover, Eq. 3.16 includes the field
differences
∆E = E+ −E− and ∆H = H+ −H− , (3.19)
at the interface of the neighboring elements.
3.2 Boundary conditions
Since DGTD method is a volume method, we need to specify boundary conditions,
i.e, to terminate the simulation domain. Several types of boundary conditions occur,
such as Silver-Müller boundary conditions [11, 12], perfect electric conducting (PEC)
and perfect magnetic conducting (PMC) boundary conditions. By applying the Silver-
Müller boundary conditions, the outgoing radiation is partially absorbed at the outer
boundary of the computational domain. Only spherical waves, impinging normally on
the boundary, are perfectly absorbed. Therefore, to avoid back reflection, we need to
attenuate the outgoing radiation. A very convenient approach for DGTD method is
to apply an artificial domain, the so-called uniaxial perfectly matched layer (uPML),
between the physical domain and the outer boundary, that is characterized by EM
parameters:
↔

′
=
↔
Λ and ↔µ
′
=
↔
Λµ where
↔
Λ =

sysz
sx
0 0
0 sxszsy 0
0 0 sxsysz
 . (3.20)
The uPML parameters read
si = 1− σi
iω
, i = x, y, z , (3.21)
23
3 The Discontinous Galerkin Time-Domain Method
where the parameter σi is responsible for the damping of the outgoing radiation in the
i-direction [9, 13]. Furthermore, the uPML and physical domain are characterized by the
same EM parameters (Z ′ = Z, Y ′ = Y ) in order to avoid back reflection at the interface
of the two regions. In the case of PEC or PMC boundary conditions, the electric and
magnetic fields are terminated at the outer boundary, respectively.
Boundary conditon ∆E ∆H
PMC 0 −2H−
PEC −2E− 0
Silver-Müller −2E− −2H−
Table 3.2: Field differences for PEC, PMC and Silver-Müller boundary condi-
tions [9, 14].
3.3 Sources of electromagnetic waves in DGTD
Due to the linearity of Maxwell equations, we can apply the total-field/scattered-field
(TfSf) source. According to the TfSf technique, we split the EM fields into incident and
scattered fields
Etot(r, t) = Esc(r, t) +Ein(r, t) , (3.22)
where the subscripts “tot”, “in” and "“sc” indicate the total, incident and scattered
field, respectively. By dividing the computational domain into two regions, the Tf and
Sf region, we solve the Maxwell equations for total or only scattered fields, respectively,
↔
Q(r) · ∂t~qtot(r, t) +∇ · F(~qtot) = 0
↔
Q(r) · ∂t~qsc(r, t) +∇ · F(~qsc) = 0 .
(3.23)
It is worth noting that at the interface between Tf and Sf region, the field differences
(Eq. 3.19) are modified
∆Etot(r, t) = E+sc(r, t) +Einc(r, t)−E−tot(r, t)
∆Esc(r, t) = E+tot(r, t)−Einc(r, t)−E−sc(r, t) .
(3.24)
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In this work, the incident field takes the form of a pulsed plane wave or a pulsed waveg-
uide mode [C1].
3.4 Material model in DGTD
3.4.1 Auxiliary Differential Equations
The DGTD method is a time-domain method and therefore, we need to model the
time-dependent material response. In this regard, the time-dependent displacement for
isotropic materials (see Eq. 1.6) reads
D(r, t) =
∫ t
−∞
(r, t− τ)E(r, τ)dτ . (3.25)
Instead of inserting Eq. 3.25 into Maxwell curl equations, we can apply the auxiliary
differential equations (ADE) method. The frequency-dependent permittivity is given by
(ω) = ∞ + χ(ω) , (3.26)
where ∞ is the constant background permittivity and χ(ω) is the susceptibility. Multi-
plying Eq. 1.7 by −iω, we have
−iωD(ω) = −iω∞E(ω) + jp(ω) , (3.27)
with
jp(ω) = −iωχ(ω)E(ω) , (3.28)
where jp is a polarization current. Moreover, by Fourier transforming Eq. 3.27, we obtain
an expression for the temporal derivative of D(t):
∂tD(t) = ∞∂tE(t) + jp(t) , (3.29)
and therefore, the third Maxwell equation reads
∂tE(r, t) = −1∞ (r)
(
∇×H(r, t)− j(r, t)− jp(r, t)
)
. (3.30)
It is clear that with the ADE method, we have to solve simple ADEs equations for jp(t)
instead of solving complicated integro-differential equations.
3.4.2 Drude model
In order to describe bulk noble metals in the infrared and visible regime, we can apply the
Drude or Lorentz model. In the Drude model, since the valence electrons are assumed
to not interact with other electrons or ions, the polarization current takes the form [15]
jD(r, ω) =
ω2D
γD − iωE(r, ω) , (3.31)
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where the plasma frequency reads
ωD =
√
e2n
me
, (3.32)
while n is the density of the valence electrons, with charge e and mass me. The Fourier
transform of Eq. 3.31 leads to the Drude ADE
∂tjD = ω2DE(r, t)− γDjD(r, t) . (3.33)
3.4.3 Lorentz model
On the other hand, if we want to take into account the interband transitions, the Lorentz
model is suitable. A resonance frequency ωL is introduced since electrons are considered
as driven harmonic oscillators. Therefore, the susceptibility takes the form
χL(ω) =
∆Lω2L
ω2L − iγLω − ω2
, (3.34)
where ∆L = ω2D/ω2L is the oscillator strength, γL is the damping parameter and ωL the
eigenfrequency of the oscillator. By inserting Eq. 3.34 into Eq. 3.28, we obtain
−iωjL(ω) = ∆Lω2LE(ω) + qL(ω)
qL(ω) = −ω
2
LjL(ω) + γL∆Lω2LE(ω)
γL − iω .
(3.35)
The Fourier transform of Eq. 3.35 leads to
∂tjL(t) = ∆Lω2LE(t) + qL(t)
∂tqL(t) = −ω2LjL(t)− γL∆Lω2LE(t)− γLqL(t) .
(3.36)
It is worth noting that the Lorentz model is described by two ADEs. Finally, the material
response for ND Drude poles and NL Lorentz poles is given by
(ω) = ∞ −
ND∑
i=1
ω2D,i
ω(ω + iγD,i)
+
NL∑
j=1
∆L,j ω2L,j
ω2L,j + iγL,jω − ω2
, (3.37)
where for each ND Drude pole corresponds one ADE and two free parameters, whereas
for each NL Lorentz pole corresponds two ADEs and 3 free parameters. Consequently,
the third Maxwell equation reads
∂tE(r, t) = −1∞ (r)
[
∇×H(r, t)−
ND∑
i=1
jD(r, t)−
NL∑
j=1
jL(r, t)− . . .
]
. (3.38)
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3.5 Computational example
3.5.1 Enhanced optical transmission in perforated metal films
Periodic arrays of subwavelength apertures in metal films exhibit unique optical prop-
erties due to the conversion of light into surface waves such as surface plasmons (SP).
Moreover, the scattering by a hole array provides the additional momentum so that the
incident light can couple to the SP mode. Due to the aforementioned interaction, en-
hanced transmission peaks, e.g., extraordinary transmission (EOT), have been reported
in the transmission spectrum of perforated metal films. We assume a square hole array
of radius 125 nm Aluminium film [16, 17] on a glass substrate ( = 4) with a period
P = 475 nm. The transmission spectrum is characterized by two peaks at λ1 = 500 nm
and λ2 = 725 nm. The resonance positions in the transmission spectrum are given in a
first approximation, without taking into account the presence of the holes, by:
λmax =
P√
i2 + j2
√
md
m + d
, (3.39)
where i, j are the scattering orders of the array, m, d are the dielectric constants of the
metal and the dielectric material at the interface, respectively, and P is the period of
the array.
Figure 3.1: Variation of the transmission spectra, for light normally incident on a
square hole array of radius 125 nm milled in an Aluminium film on a 30 nm thick
glass substrate with period P = 475 nm, versus the thickness of the metal film.
The transmission peak at lower wavelengths (see Fig. 3.1) is associated with (i, j) =
(1, 0) at the air-metal interface, while the second peak corresponds to the (i, j) = (0, 1)
mode at the metal-glass interface. According to Eq. 3.39, when the structure is asym-
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metric, i.e., the material in immediate contact with the metal is different on either side
of the holes, supports two sets of peaks. Each peak corresponds to one of the surfaces,
e.g., to the air-metal or metal-glass interface, as in our case. It is worth noting that the
transmission peaks predicted by Eq. 3.39 are slightly blue-shifted than the actual peaks
due to the scattering by the holes. By increasing the metal thickness, we observe that
both peaks are less pronounced. The resonance at higher wavelengths is blue shifted,
while a slight red shift occurs for the transmission peak with higher energy (see Fig. 3.1).
Figure 3.2: Variation of the transmission spectra, for light normally incident on
a square hole array of radius 125 nm milled in a 30 nm thick Aluminium film on a
30 nm thick glass substrate, versus the period of the hole array.
It is worth mentioning that the hole array can be considered as a grating and each hole
as a Huygens’ source. Therefore for λ > P , only zero order diffraction occurs, whereas
for λ < P , higher order diffractions are formed. By adjusting the period, we can tune
the resonances to the desired wavelengths and therefore metal films with periodic array
of holes can act as filters (see Fig. 3.2).
3.5.2 Convergence studies
It is important to determine the precision of our computations. In general, the most
important parameters for the accuracy of the DGTD computations is the size h of the
largest mesh element and the Lagrange polynomial order p. As we already mentioned,
we can achieve higher accuracy by using more elements, e.g., at the interface of two
materials. In our example, the most important region of the computational domain,
where we have to study the convergence of the computations, is in (see Fig. 3.3) and
around the hole area. In Fig. 3.4, we present the difference in the transmission spectra
∆T = T − Tref , for different sizes of the largest mesh element inside the hole. As a
reference, we consider the transmission spectrum associated with the smallest size of the
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Figure 3.3: Variation of the transmission spectra, for light normally incident on
a square hole array of radius 125 nm milled in a 30 nm thick Aluminium film on a
30 nm thick glass substrate, versus the size of the largest mesh element in the hole
area.
largest mesh element h = 10 nm. By decreasing the size of the largest mesh element, we
increase the number of elements in the specific area and therefore we can achieve better
accuracy.
Figure 3.4: Variation of the transmission difference ∆T = T − Tref , for light
normally incident on a square hole array of radius 125 nm milled in a 30 nm thick
Aluminium film on a 30 nm thick glass substrate, versus the size of the largest mesh
element in the hole area. As a reference, we use the transmission spectrum associated
with the smallest size of the largest mesh element (h = 10 nm) inside the hole.
Another interesting topic in nanophotonics is the combination of plasmonics with
magneto-optical materials. Since the magneto-optical response of conventional mate-
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rials at infrared and visible frequencies is rather weak, magnetoplasmonic structures
provide unique optical properties due to the strong field enhancement in the vicinity of
the magneto-optical material. Moreover, such nanostructures are suitable for magneto-
optical recording [18]. Therefore, by adding a 20 nm thick GdFeCo [19] magnetic film
at the bottom of the afore-described design, we can study the optical properties of the
considered magneto-optical structure.
Figure 3.5: Relative (with respect to a linearly polarized incident plane wave)
electric field amplitude distribution in the plane of polarization at the resonance
wavelength λ = 500 nm.
As the underlying mechanism is the field enhancement, it is important to compute the
field distribution. By properly adjusting the period (P = 474 nm) of the hole array, we
obtain a strong field enhancement in the magnetic region (see Fig. 3.5), accompanied
by an absorption peak (see Fig. 3.6) at the desired wavelength (λ = 500 nm) which
results in the optimal transfer of the optical energy to the magnetic recording layer. It is
worth mentioning that for these computations, we took into account only the diagonal
elements of the permittivity tensor of the magnetic material (GdFeCo) [19]. For the
spatial discretization of the scattering geometry, we use an adaptive tetrahedral mesh
by utilizing the freely available mesher NETGEN [20]. Furthermore, the simulation
domain consists of a TfSf contour, from where we launch a Gaussian modulated plane
wave, and contours for recording the Poynting flux. To terminate the simulation domain,
we employ the Silver-Müller boundary conditions and to avoid back reflection of the
outgoing radiation, we surround the computational domain with 400 nm thick layer of
uPML at the top and bottom of the computational domain. Finally, we employ periodic
boundary conditions along the x- and y-directions.
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Figure 3.6: Transmission, reflection and absorption spectra, for light normally
incident on a square hole array of radius 125 nm and period P = 474 nm milled in
a 30 nm thick Aluminium film on a 30 nm thick glass substrate and a 20 nm thick
GdFeCo.
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CHAPTER 4
Design study of random
spectrometers in the visible and
NIR wavelength regime
Optical spectrometers are commonly used scientific instruments that utilize the
effect of optical dispersion. While conventional spectrometers based on gratings de-
signs feature relatively large footprints, compact spectrometers based on disordered
planar waveguides utilize multiple scattering process which enhances the effective
optical path length and leads to high spectral resolution combined with a small
device footprint [21]. Since many biological and medical applications [22–24] taking
place in the near-infrared and visible regime, where molecules exhibit low fluo-
rescence and water, tissue and cells feature low absorption, silicon nitride is the
material of choice as it is a robust material [25, 26] with low thermal sensitivity and
compatible with CMOS-based processes. Moreover, silicon nitride is a transparent
material in a broad wavelength regime (from 300 nm to 5000 nm) with a relatively
high refractive index (n ∼ 2) at optical frequencies and therefore suitable for many
applications in the visible and NIR regime [27–30].
In the present work [P1], through exact numerical electrodynamic simulations
(using a Discontinuous Galerkin Time-Domain finite-element approach) in conjunc-
tion with Mie and multiple scattering theory, we study the performance of silicon
nitride-based random spectrometers for frequencies in the visible, NIR, and tele-
com ranges for both TE- and TM-polarizations. Specifically, we demonstrate how
the spectral resolution depends on single scattering properties for low concentra-
tion of scatterers and we provide reliable guidelines for obtaining high resolution.
In our subsequent analysis, we represent the silicon-nitride-based structure with a
wavelength-independent refractive index n = 2. As scatterers, we consider identical
pores that have been etched into silicon nitride waveguides.
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4.1 Random spectrometer design study
Figure 4.1: Schematic of the random spectrometer. An input waveguide delivers a
fundamental mode pulse [C1] into the center of the semicircular scattering area and
after multiple scattering, light is detected at the detectors D1, ... D13 (green lines)
or escapes into free space (white-shaded region). Gray-shaded regions represent the
silicon-nitride-based spectrometer, white-shaded regions represent the free space,
and red-shaded regions correspond to perfectly matched layers (PMLs). Reprinted
with permission from [P1] c©The Optical Society of America.
The random spectrometer is formed of a 2D semicircular scattering area of radius L =
25 µm (see Fig. 4.1), which consists of a random array of identical pores with radius
125 nm and covers the 9% of the scattering area. Through a single input waveguide
(with a width of 2 µm), a fundamental mode pulse [C1] is launched into the center of
the scattering area, where light is multiply scattered by the pores and finally reaches the
13 readout waveguides (with widths of 2 µm) along the circumference of the scattering
area. The radiation that reaches the readout ports is determined by the detectors D1, ...,
D13. After a single time-domain computation, we recover the Fourier transformed time
dependent output signals which are stored in a transmission matrix T . The transmission
matrix T describes the intensity distribution over the detectors through the relation
I = TS, where I is the detected intensity and S the input signal. For the numerical
computations, we employ the DGTD approach [7, 8]. The dimensions of the physical
simulation domain are 83.00 µm x 61.25 µm, surrounded by 2 µm of PMLs on all sides. We
used 1.6∗106 triangular finite elements for the spatial discretization of the computational
domain with 4.7 nm smallest element size. For the time-stepping, we employ a 14-stage
fourth-order low-storage-Runge scheme [8]. By using 3rd-order basis functions, the total
run-time of 385 hours for a complete computation on a dual-CPU mainboard equipped
with Intel XEON E5-2670 processor at 2.60 GHz requires 0.85 GByte RAM. The physical
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simulation time corresponds to 5.67 ps.
Figure 4.2: (a) Scattering efficiency Qsc and (b) asymmetry parameter g for an
air cylinder of radius 125 nm, for TM- (electric field parallel to the cylinder axis)
and TE-polarization (electric field perpendicular to the cylinder axis), under normal
incidence (red and blue lines, respectively). The host medium is silicon nitride. (c)
Transport mean free path lt normalized to the radius L of the scattering area of a
2D random array of air pores in a silicon nitride matrix with a filling fraction of
f = 0.09. Reprinted with permission from [P1] c©The Optical Society of America.
The spectral resolution of the spectrometer is quantified by the spectral correlation
function [21]
C(∆λ,Di) =
〈I(λ,Di)I(λ+ ∆λ,Di)〉
〈I(λ,Di)〉〈I(λ+ ∆λ,Di)〉 − 1 , (4.1)
where I(λ,Di) is the light intensity recorded at the detector Di (i = 1, 2, ..., 13) with
wavelength λ, while the average is over the wavelength. The spectral correlation function
C is normalized at ∆λ = 0 and averaged over all detectors. The half-width at half-
maximum (HWHM) in the correlation function spectrum provides an estimate of the
spectral resolution.
Since the pore filling fraction is f = 0.09, the multiple scattering process can be
described by the independent scattering approximation [31, 32]. Moreover, it is well
known from multiple-scattering theory [33, 34] that the transport mean free path for
lossless scatterers is given by
ls,pt =
piS
2fQs,psc (1− gs,p) , (4.2)
where S is the radius of the scatterer, Qs,psc is the scattering efficiency (Eq. 2.35) and gs,p
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the asymmetry parameter (Eq. 2.37). The superscripts s and p correspond, respectively,
to s-wave (TM-polarization, electric field perpendicular to the xy-plane in Fig. 4.1)
and p-wave (TE-polarization, electric field parallel to the xy-plane in Fig. 4.1). In the
diffusive regime, the effective optical path length scales as ls,pt /L2 [35]. Therefore, we can
achieve higher spectral resolution by reducing the transport mean free path ls,pt . For this
purpose, according to Eq. 4.2, reduced transport mean free paths can be expected when
the scattering is strong (high scattering efficiency) and when the scattering is either
isotropic (g ∼ 0) or even backward (g < 0).
Figure 4.3: Panels (a), (b) and (c): Wavelength- and detector-resolved transmission
matrix for the random spectrometer depicted in Fig. 4.1 for TE-polarization in the
telecom, NIR, and visible wavelength regime, respectively. Light is launched from
the input waveguide and detected by the detectors D1 to D13. The ordinate labels
correspond to the detector index. The color coding corresponds to the relative
intensity transmitted into the different waveguides and expressed in decibels. Panels
(d), (e) and (f): The normalized spectral correlation function corresponding to the
wavelength regimes of panels (a), (b) and (c). Reprinted with permission from [P1]
c©The Optical Society of America.
For an air cylinder of radius 125 nm into a silicon nitride matrix (see Fig. 4.2), the
scattering efficiency, for TE- and TM-polarization, increases monotonously while moving
to shorter wavelengths, where at the same the direction of the scattering becomes more
forward (higher asymmetry parameter). Overall, the transport mean free path decreases
when moving from telecom to visible wavelengths (with a minimum around 700 nm for
TE-polarization) and consequently, we expect high spectral resolution of the random
spectrometer at visible and NIR frequencies. Upon moving to even shorter wavelengths
(∼ 400 nm), we observe a peak in the transport mean free path spectrum, for TE-
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polarization, due to the fact that light scatters almost only in the forward direction
(g ∼ 0.9).
Since the transport mean free path is relatively high and comparable to the scattering
area at telecom wavelengths (1500 nm-1600 nm), a ballistic transport regime occurs and
we observe, according to Figs. 4.3(a) and 4.4(a), that the intensity distribution over the
detectors is characterized by high concentrations in the central readout waveguides, for
TE- and TM-polarization, respectively.
Figure 4.4: Panels (a), (b) and (c): Wavelength- and detector-resolved transmission
matrix for the random spectrometer depicted in Fig. 4.1 for TM-polarization in
the telecom, NIR, and visible wavelength regime, respectively. Light is launched
from the input waveguide and detected by the detectors D1 to D13. The ordinate
labels correspond to the detector index. The color coding corresponds to the relative
intensity transmitted into the different waveguides and expressed in decibels. Panels
(d), (e) and (f): The normalized spectral correlation function corresponding to the
wavelength regimes of panels (a), (b) and (c). Reprinted with permission from [P1]
c©The Optical Society of America.
In the NIR wavelength part of the spectrum (1000 nm-1100 nm), the onset of the
diffusion occurs due to the stronger scattering and we obtain a more uniform distribution
along with stronger decorrelation of light. Consequently, we expect a higher resolution
since the HWHM is less than half the values obtained at telecom wavelengths, for both
polarizations.
The diffusive transport regime is fully developed at the red end of the visible spectrum
(700 nm-800 nm) due to a further decrease of the transport mean free path (Fig. 4.2(c)).
Moreover, in this wavelength regime, we obtain the highest resolution (HWHM = 1.0 nm)
for both polarizations (see Figs. 4.3(f) and 4.4(f)), where at the same time the trans-
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mission matrix is characterized by sharp intensity peaks, uniformly distributed over the
readout ports (Figs. 4.3(c) and 4.4(c)).
Therefore, the size of the scattering area can be determined by the transport mean free
path due to the trade-off between the footprint of the device and the spectral resolution.
When the radius of the scattering area is much longer than the transport mean free
path, the diffusive regime is fully developed and subsequently, we obtain the highest
resolution. However, in many applications where the size of the spectrometer should
be relatively small, we can design the size of the scattering area in order to achieve the
onset of the diffusion and consequently, acceptable resolution.
Figure 4.5: Panel (a): Angular scattering characteristics, Eq. (2.36), for an air
pore of 125 nm radius embedded in a silicon nitride matrix, for TE- (blue line) and
TM- (red line) polarization and fixed wavelength λ = 1500 nm. Light scatters to
larger angles for TM polarization due to predominance of s-wave scattering. Panels
(b),(c): Wavelength- and detector-resolved transmission matrix for TE and TM po-
larizations, respectively. Reprinted with permission from [P1] c©The Optical Society
of America.
Notably, the angular distribution of light over the detectors can be explained by study-
ing the angular distribution of scattering by a single scatterer (cf. Fig. 4.5). Moreover,
for TE-polarization, light scatters in p-waves and subsequently is mostly detected in the
central readout waveguides. For TM polarization, the single scattering is more isotropic
due to the dominant scattered s-waves and therefore the distribution of light over all
detectors is more uniform. It is worth noting that the correlation between single and mul-
tiple scattering in the angular distribution holds only in the regimes where the diffusion
is not fully developed (cf. Figs. 4.3(b) and 4.4(b)).
Our simulations are carried out in two dimensions so that we cannot directly address
out-of-plane losses. For these strictly two dimensional simulations, we provide the to-
tal transmission (normalized to the input intensity) into the 13 output ports of the
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Figure 4.6: Panel (a): TE-polarization. Panel (b) TM-polarization. Frequency-
resolved simulated total transmission into the 13 output ports of the random spec-
trometer whose transmission matrices are depicted in Figs. 4.3 and 4.4 of the
manuscript (filling ratio f = 0.09, radius of semicircular scattering area L = 25 µm).
The simulations are carried out in two dimensions. In order to provide an estimate
of the out-of-plane losses, we have carried out two types of simulations: While the
blue lines correspond to simulations with lossless materials, the black lines corre-
spond to simulations where a small imaginary part (Im = 0.01) has been added
into the air pores of the scattering region.
random spectrometer in the frequency range between 700-800 nm (the corresponding
port-resolved transmission matrices are depicted in Figs. 4.3(c) and 4.4(c)). By their
very nature, these simulations only include scattering losses in the plane of propagation.
In order to emulate out-of-plane losses, we recompute the transmission matrices and
total transmission into the 13 output ports for the same system by including a small
imaginary part of 0.01 to the dielectric constant of the air pores. The results clearly
show a reduced overall total transmission which nonetheless is within the experimentally
accessible range. Overall, this approximate treatment of out-of-plane losses lowers the
total transmission roughly by a factor of two. The resulting 10% - 18% total transmission
is consistent with experimental results on the full 3D structures.
In order to provide an experimental estimate of the attainable device performance, we
have measured the total transmission into the 13 output ports (including out-couplers)
and normalized to the transmission of a reference waveguide (without scattering area
but complete with in- and out-coupler). Therefore, we provide an estimate for the
total transmission of the device only, i.e., for the random spectrometer without coupling
structures but including out-of-plane losses. A typical result within the frequency range
discussed above is depicted below – the total transmission lies within the 10% - 20%
range. These measured losses are consistent with the results of the two-dimensional
simulations augmented by an effective treatment of the out-of-plane losses via a small
imaginary part of the dielectric constant in the pores.
In terms of signal-to-noise ratio, the measurable performance is eventually limited by
the sensitivity of the photoreceivers used to characterize the light levels at each waveguide
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Figure 4.7: Frequency-resolved measured total transmission into the 13 output
ports (including out-couplers) of a random spectrometer with filling ratio f = 0.05
that is slightly lower than in the above simulations and a slightly larger semicircular
scattering area than in the above simulations (radius L = 30 µm in the experiment,
radius L = 25 µm in the simulations). The total transmission is normalized to the
transmission of a reference waveguide (including in- and out-couplers) so that the
results characterize the actual random spectrometer device including out-of-plane
losses.
output of the on-chip device. Since no spectral information is recorded at the output of
each waveguide channel, we are able to use low-noise photodetectors with a noise floor
of -110 dBm at 1550 nm and -90 dBm at visible wavelengths. These levels lie far below
the transmission level through the device at each channel (∼ −20 dBm). Hence, the
remaining dynamic reserve is quite large and does not impact the measurement of our
devices.
Our electromagnetic simulations discretize the computational domains into finite-
element meshes. Clearly, these meshes resolve each and every pore of any simulated
spectrometer (and all other material boundaries as well). Therefore, our simulations
fully incorporate each and every Mie resonance present in the system for every filling
fraction. With regards to Mie resonances of a single particle, we would like to note that
whether or not a Mie resonance manifests itself as a pronounced spectral feature depends
(a) on the dielectric contrast and (b) on the topology (i.e., low-index inclusion in a high-
index background or high-index inclusion in a low-index background). Quite generally,
the lower the index contrast, the less pronounced are the Mie resonances. Moreover and
equally generally, the Mie resonances for low-index inclusions in a high-index matrix (i.e.,
for the topology considered in our work) are considerably less pronounced than for the
reverse topology. Thus in our case of a rather moderate index-contrast (silicon nitride
vs. air corresponds to an index contrast of 2:1) and the low-index-inclusion topology, we
expect the Mie resonances to be rather broad. In fact, a careful inspection in Fig. 4.2(a)
already reveals that the first Mie resonance appears in the scattering efficiency around
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Figure 4.8: Panel (a): Scattering efficiency (scattering cross section normalized to
the geometric cross section) of an air pore of radius 125 nm in silicon nitride under
normal incidence for TM- and TE-polarization. Panel (b): Scattering efficiency of
a silicon nitride rod of radius 125 nm in air under normal incidence for TM- and
TE-polarization. While the rod-in-air system exhibits rather strong and spectrally
well-localized Mie resonances, the reverse topology scatters less strongly and the
Mie resonances are much less pronounced.
a wavelength of 400 nm and is extremely broad, both for TM- and TE-polarization. In
fact, this feature of not-so-well pronounced Mie resonances is exactly what makes our
material system (pores in silicon nitride) so attractive as the resulting spectrometers
can be operated in a very broadband fashion and, for instance, apply to other material
systems such as ZnO, chalcogenides, and LiNbO3 and broad wavelength ranges. To
be even more explicit, and to illustrate the above-mentioned topology-dependence, we
provide below a comparison of the scattering efficiencies in TE- and TM-polarization of
an air pore (125 nm radius) in silicon nitride with the scattering efficiencies in TE- and
TM-polarization of a silicon nitride rod (125 nm radius) in air.
For low filling fractions of scatterers (very roughly up to filling fractions of about 10%),
multiple-scattering theory allows us to express the quantities relevant to the multiple
scattering medium such as scattering and transport mean free paths, energy transport
velocities, diffusion constants, etc. in terms of the single-scatterer quantities (such as the
single-scatterer scattering cross section, asymmetry parameter, T-matrix, etc.) and the
filling fraction alone (independent scattering approximation). Specifically, in Eq. 4.2,
the transport mean free path expressed in terms of the single-scatterer scattering cross
section and single-scattering asymmetry parameter for low filling fractions is one of the
main results of multiple-scattering theory. This originates from the fact that for low
filling fractions, independent scattering prevails, i.e., light scatters at a scatterer and
then "moves" on to the next scatterer. However, because of the low filling fraction, this
"moving" on to the next scatterer is essentially uncorrelated with the previous scattering
event. Clearly, it is precisely in this regime that the effects of Mie resonances have
a maximum impact on the multiple-scattering medium’s properties (as exemplified by
Eq. 4.2). Consequently, as these quantities enter into Eq. 4.2, our multiple-scattering
41
4 Design study of random spectrometers in the visible and NIR wavelength regime
results fully contain the effect of Mie resonances – just as our electrodynamic simulations
fully contain the results of Mie resonances.
In the high filling fraction regime, multiple-scattering theory becomes somewhat more
complicated and this is related to the afore-mentioned “moving on to the next scatterer”.
In fact, the scattering cross section of a single scatterer provides the effective optical
size, which can be considerably larger than the geometrical size (see Fig. 4.2(a)). This
means that for higher filling fractions, the effective sizes of the single scatterers start
to overlap long before geometrical close packing is reached. Once these effective sizes
start to overlap, “moving on to the next scatterer” becomes a correlated process and
corrections to the results of the independent scatterer approximation become important.
Specifically, this overlap of effective sizes leads to a smearing out of the spectral features
associated with single-scatterer Mie resonances. One way of dealing with this effect is to
utilize an effective medium theory [4]. In this approach, the strongly scattering medium
is replaced by effective scattering units that are embedded in a fictitious host material
with renormalized properties that encode the above correlation effects. This system
of “effective scattering units in a fictitious host material” then becomes amenable to a
treatment within the independent scattering approximations.
Figure 4.9: Absorption efficiency (absorption cross section normalized to the ge-
ometric cross section) of an air pore of radius 125 nm with  = 1 + 0.01i in silicon
nitride under normal incidence for TM- and TE-polarization.
Finally, an important question regarding the usefulness of a random spectrometer
is that the device should work independently of the concrete realization of the random
pores. This clearly mandates that the random spectrometer works in the diffusive regime,
i.e., that the transport mean free path is sufficiently small relative to the device size, i.e.,
in our case the radius of the semi-circle. If this diffusive limit is not reached (in our case
of a filling fraction of 9% and operation around 1500−1600 nm), the device operates in
the ballistic regime and its performance depends on the concrete realization of disor-
der, i.e., the precise arrangement of the pores. This is the essence of why we combine
numerical simulation with multiple-scattering theory. Multiple-scattering theory clearly
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states that the random spectrometer is more likely to operate in the diffusive regime for
wavelengths between 700-800 nm than for wavelengths between 1500−1600 nm, but it is
not entirely clear whether a ratio of transport mean free path to device size of about 0.15
is already sufficient for realizing the diffusive regime. Our subsequent numerical sim-
ulations clearly demonstrate that diffusive transport occurs in the 700−800 nm range
whereas the behavior in the 1500−1600 nm range is dominated by ballistic transport and
it might be possible to find specific pore arrangements where resolution in the ballistic
regime is improved relative to those we have shown above (or potentially even better
than when the device operates in the diffusive regime). Clearly, by changing the filling
fraction, we can potentially also reduce the size of the spectrometer, but higher filling
ratios also will lead to larger out-of-plane losses. Notably, the total transmission spec-
trum can be associated with the absorption cross section spectrum by a single scatterer
of radius 125 nm with  = 1 + 0.01i in silicon nitride matrix (see Fig. 4.9). Moreover,
in the case of TE-polarization, where the absorption is higher, we observe lower total
transmission (see Fig. 4.6) and reflection due to the stronger optical losses.
Figure 4.10: Panels (a), (b) and (c): Wavelength- and detector-resolved trans-
mission matrix for a random spectrometer surrounded by PMC boundary for TE-
polarization in the telecom, NIR, and visible wavelength regime, respectively. The
ordinate labels correspond to the detector index. The color coding corresponds
to the relative intensity transmitted into the different waveguides and expressed
in decibels. Panels (d), (e) and (f): The normalized spectral correlation function
corresponding to the wavelength regimes of panels (a), (b) and (c).
In order to confine light in the scattering area, we could surround the random spec-
trometer with a reflecting boundary which is a perfect magnetic conductor (PMC) or
perfect electric conductor (PEC), for TE- or TM- polarized light, respectively. Due to
the reflecting boundary, the light scatters back into the scattering area and therefore
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more scattering events take place. Moreover, since light is confined into the random
spectrometer, the computational area is significantly reduced, whereas the overall com-
putational time is increased due to the longer effective optical path length. As can be
seen in Figs. 4.10 and 4.11, with the reflecting boundary, the random spectrometer ex-
hibits a more uniform light distribution over the detectors and overall higher spectral
resolution in the different wavelength parts. At telecom wavelengths, we already ob-
serve the onset of the diffusion regime for both polarizations with a HWHM = 1.9 nm.
Upon moving to NIR wavelengths, the transmission matrix is characterized by sharp
peaks, while the HWHM is less than 1 nm (HWHM = 0.8 nm). In the visible regime,
we obtain the highest resolution accompanied by a strong decorrelation of light with
HWHM = 0.4 nm.
Figure 4.11: Panels (a), (b) and (c): Wavelength- and detector-resolved trans-
mission matrix for a random spectrometer surrounded by PEC boundary for TM
polarization in the telecom, NIR, and visible wavelength regime, respectively. The
ordinate labels correspond to the detector index. The color coding corresponds
to the relative intensity transmitted into the different waveguides and expressed
in decibels. Panels (d), (e) and (f): The normalized spectral correlation function
corresponding to the wavelength regimes of panels (a), (b) and (c).
Notably, the HWHM of the spectral function at the different wavelengths regimes is the
same for both polarizations. This fact indicates that when the diffusive transport is fully
developed, the spectrometer exhibits a polarization-independent spectral resolution.
4.2 Spectral reconstruction algorithm
To reconstruct a discretized input signal, we first have to calibrate the transmission
matrix T by recording the intensity distribution of a "monochromatic" input light on
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the detectors. Therefore, by setting a tunable laser, for every new position of the input
centre wavelength, we obtain an Ikλ vector, which divided by the input signal value Skλ
can be considered as the next column of the transmission matrix:
Ikλ(1 : λf ) = T (1 : λf , kλ)Skλ , (4.3)
where λf is the number of the recorded wavelengths. It is clear from Eq. 4.3 that the
measured vector Ikλ is proportional to the kλ column of the transmission matrix. The
simple approach by inverting the transmission matrix S = T−1I in order to reconstruct
the input signal fails as the inversion of the transmission matrix is ill-conditioned due to
the experimental noise. To overcome this issue, we employ a singular value decomposition
algorithm
(T )N×M = (U)N×N (D)N×M (V )TM×M ,
UUT = 1
V TV = 1
D = diag(d1, d2, ..., dN )
d1 > d2 > ... > dN > 0 ,
(4.4)
where U and V are unitary matrices, D is a diagonal matrix with real positive singular
values and N = 13 denotes the number of the output waveguides. Since the small values
of the elements of the matrix D are the most susceptible to experimental noise and
can be amplified in the inversion process T−1 = V DUT , we employ a truncated version
approach [36], where we consider as zero the small singular values of the matrix D. By
taking into account only the elements with the higher singular values NL, we have:
(T )N×M = (U)N×NL(D)NL×NL(V )TNL×M , (4.5)
where the pseudo-inverse of the transmission matrix takes the form:
(T )−1M×N = (V )M×NL(D)
−1
NL×NL(U)
T
NL×N . (4.6)
In order to test the truncated inversion technique of the singular value decomposition
algorithm, we attempt to resolve two spectral lines at 1580 nm and 1585 nm. In Fig. 4.12,
we show the reconstructed spectra for different numbers of non-zero elements of the
matrix D. Moreover, for N = 13, the truncated inversion technique fails due to the
strong background noise. For N = 12, 11, 10, 9 non-zero elements, the background noise
is reduced, but not eliminated, and consequently, the two spectral peak positions at
1580 nm and 1585 nm can be reconstructed. Further reduction of the non-zero elements,
e.g., N = 5 affects the resolution of the spectrometer by making the recovered spectral
peaks broader and consequently, the resolve of two closely spaced peaks fails [36].
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Figure 4.12: Reconstructed spectrum (blue line) of two spectral lines separated
by 5 nm using the truncated version approach. N indicates the number of singular
values used in the transmission matrix inversion algorithm. The red dotted lines
mark the centre wavelengths of the probe lines.
Since the background noise is still present, even for the optimal number (N = 11) of the
non-zero elements of the matrix D in the truncated inversion approach, we can further
improve the quality of the spectral resolution by employing a nonlinear optimization
algorithm where the optimal input signal S minimizes
∥∥I − TS∥∥2 [37, 38]. In Fig. 4.13,
we show that due to the nonlinear optimization algorithm, the width of the spectral peaks
and the background noise are sufficiently reduced. In this work, we use the non-linear
optimization technique for the reconstruction of the input spectra.
Figure 4.13: Reconstructed spectrum (blue line) of two spectral lines separated
by 5 nm using a nonlinear optimization algorithm. The red dotted lines mark the
centre wavelengths of the probe lines.
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4.3 Experimental results
As we already mentioned, silicon nitride-based random spectrometers are expected to
show high spectral resolution in the visible and NIR wavelength regime along with small
footprint [P1]. The realization of these spectrometers is accomplished by Hartmann
et al. [P3] so that the experimental findings and the theoretical predictions show good
agreement. As we can see in Fig. 4.14, through a single input waveguide (with a width
of 1.3 µm), light is launched into the center of the semicircular scattering area and after
multiple scattering, the signal reaches the 13 output waveguides at the circumference
of the scattering area (with an initial width of 2.5 µm, which is linearly tapered to
1.3 µm). The semicircular scattering area of radius L = 100 µm consists of a random
array of identical pores with radius 125 nm and covers the 5% of the scattering area.
Due to the semicircular shape of the scattering area, the distance from the center to
the output waveguides is constant. In Fig. 4.14 (b), a scanning electron micrograph of
a random spectrometer is depicted. As shown in the schematic of the whole device (see
Fig. 4.15(a)), the random spectrometer is coupled with 3D polymer fiber-to-waveguide
couplers [P2], which provide broadband transmission, low optical losses, and high sta-
bility (see Fig. 4.15(b)). It is worth noting that a minimum distance of 50 nm is applied
between the scatterers (see Figs. 4.15(c) and (d)).
Figure 4.14: (a) Schematic of the random spectrometer. An input waveguide de-
livers light into the center of the semicircular scattering area and after multiple scat-
tering, the signal is detected at the 13 readout waveguides along the circumference
of the scattering area, or escapes into free space. (b) Scanning electron micrograph
of the fabricated random spectrometer, composed of a semicircular scattering area
with radius L = 100 µm, which consists of a random array of identical pores with
radius 125 nm and covers the 5% of the scattering area.
In order to reconstruct the input signal, the transmission matrix T is calibrated by
recording the wavelength-dependent transmitted light on the 13 detectors. Moreover, the
intensity distribution of light in one spectral channel is stored in the respective column
of the transmission matrix T by utilizing several tunable laser sources (Santec TLS510,
Superlum BS930 and NewFocus TLB6700) in the telecom, NIR, and visible wavelength
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regime, respectively, measuring one column of the transmission matrix at a time. Since
the probe signals belong to different spectral regions, the calibration occurs only for the
respective spectral windows. The number of independent spatial channels defines the
number of the simultaneously measured independent spectral channels (a bandwidth of
2Mδλ corresponds to M detectors). Therefore, a window of 40 nm (1530−1570 nm),
15 nm (950−965 nm), and 15 nm (765−780 nm) occurs in the telecom, NIR, and visi-
ble wavelength range, respectively. The spacing between the spectral channels in the
different wavelength regions is 0.1 nm.
Figure 4.15: (a) Schematic representation of the spectroscopic device. (b) Scan-
ning electron micrograph image of the 3D polymer fiber-to-waveguide coupler. (c)
Scanning electron micrograph image of the spectroscopic device. (d) Scattering re-
gion of the spectrometer (composed of a random array of identical pores). Despite
the fact that a minimum distance of 50 nm is applied between the scatterers, some
of them still overlap due to fabrication imperfection.
A comprehensive study conducted by Hartmann et al. [P3], in order to obtain spec-
troscopic devices with high spectral resolution, for TE-polarized light, by measuring the
transmission matrix T and calculating the respective HWHM (see Eq. 4.1). The study
is confined only in the telecom wavelength region, where the fabrication is faster due to
the in-plane grating couplers and includes a variation of: the radius of the scattering
area from 20 µm to 140 µm with a step of 20 µm, the radius of the pores from 50 µm to
200 µm with a step of 20 µm and the filling fraction from 5% to 23% with a step of 2%,
while the total amount of the measured devices is 560. According to the results, a ran-
dom spectrometer exhibits the highest spectral resolution, for TE-polarization, when is
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composed of a semicircular scattering area, which consists of a random array of identical
pores (125 nm radius) with filling fraction of 5%.
Figure 4.16: Variation of the HWHM of the correlation function obtained from
a random spectrometer, composed of a semicircular scattering area, which consists
of a random array of identical pores with fixed radius 125 nm and filling ratio 5%,
versus the radius of the scattering area L (scattering region size).
Another important parameter is the radius of the scattering area L. Since the spectral
resolution scales as 1/L2 [21], the HWHM decreases (see Fig. 4.16) while increasing the
radius of the scattering area due to the fact that larger scattering areas with fixed filling
fraction (f = 5%) consist of more scatterers and therefore more scattering events occur.
In order to provide an estimate of the attainable device performance, Hartmann et
al. [P3] measured the total transmission into the 13 output ports (including out-couplers),
normalized to the transmission of a reference waveguide (without scattering area but
complete with in- and out-coupler). Therefore, an estimate for the total transmission
of the device only, i.e., for the random spectrometer without coupling structures but
including out-of-plane losses is provided. The results are depicted in Fig. 4.17 (a) for the
telecom and in Fig. 4.17 (b) for the visible wavelength range. In the telecom wavelength
regime, the total transmission is around -30 dB, while for shorter wavelengths (765 nm
-780 nm), we observe an even lower transmission (around −40 dB) due to the fact that
moving to visible wavelength regime, the scattering efficiency (see Fig. 4.2) increases
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monotonously and therefore, the overall stronger scattering leads to higher out-of-plane
losses.
Figure 4.17: Frequency-resolved measured total transmission into the 13 output
ports (including out-couplers) of a random spectrometer with filling ratio f = 5% and
scattering area of radius L = 100 µm in the (a) telecom and (b) visible wavelength
regime. The total transmission is normalized to the transmission of a reference
waveguide (including in- and out-couplers) so that the results characterize the actual
random spectrometer device including out-of-plane losses.
In order to reconstruct a discretized input signal, the transmission matrix T is cali-
brated in the different wavelength regions. As we can see in Fig. 4.18 (a), the intensity
distribution at telecom wavelengths is characterized by high concentrations in the central
readout waveguides with a HWHM of 3.41 nm (Fig. 4.18 (b)). In the NIR wavelength
part of the spectrum (950 nm-965 nm), the diffusive regime becomes more dominant due
to reduced transport mean free path (see Fig. 4.2 (c)) and therefore, a more uniform
distribution along with stronger decorrelation of light is obtained (HWHM = 0.8 nm).
Upon moving to shorter wavelengths (765 nm-780 nm), we obtain the highest resolution
(HWHM = 0.4 nm) where at the same time the transmission matrix is characterized
by sharp intensity peaks due to further decrease of the transport mean free path. It
is worth noting that the HWHM in the telecom, NIR, and visible wavelength regime
obtained from the experiment is smaller than the respective HWHM predicted by the
theory [P1], due to the fact that the radius of the scattering area of the experimental
device (L = 100 nm) is significantly larger than the radius of the scattering area of the
simulated spectrometer (L = 25 nm).
As we already mentioned, the simple approach by inverting the transmission matrix
S = T−1I in order to reconstruct the input signal fails, since the matrix inversion is
susceptible to the experimental noise. To overcome this issue, a combination of a
50
Experimental results 4.3
Figure 4.18: Panels (a), (c) and (e): Wavelength- and detector-resolved trans-
mission matrix of a random spectrometer, composed of a scattering area of radius
L = 100 µm, which consists of a random array of identical pores with radius 125 nm
and filling ratio 5%, for TE-polarization, in the telecom, NIR, and visible wavelength
regime, respectively. Light is launched from the input waveguide and is detected by
the detectors D1 to D13. The ordinate labels correspond to the detector index.
The color coding corresponds to the relative intensity transmitted into the differ-
ent waveguides and expressed in decibels. Panels (b), (d) and (f): The normalized
spectral correlation function corresponds to the wavelength regimes of panels (a),
(c) and (e).
truncated singular value decomposition method with a non-linear optimization ap-
proach which minimizes
∥∥I − TS∥∥2 is employed [37, 38]. As shown in Fig. 4.19, the
input signal spectra for multiple narrow spectral lines across the telecom, NIR, and vis-
ible wavelength region is accurately recovered. Moreover, in order to test the limit of
the spectral resolution in the telecom, NIR, and visible regime, a reconstruction of two
probe signals spectrally separated by 3 nm, 1 nm, and 0.3 nm, respectively, is success-
fully attempted (see Fig. 4.19). Therefore, the realization of broadband on-chip random
spectrometers with high spectral resolution is achieved [P3], where at the same time the
experimental results and the theoretical findings show good agreement.
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Figure 4.19: Panels (a), (c) and (e): reconstructed spectra for multiple narrow
spectral lines across the telecom, NIR, and visible wavelength range, respectively.
The dotted lines represent the probe signals, which are spectrally separated by
6 nm, 2 nm and 1 nm, respectively. Panels b), d) and f): reconstruction of two probe
signals in order to test the spectral resolution, separated by 3 nm, 1 nm, and 0.3 nm,
respectively.
In summary, we studied the optical response of planar spectrometers based on dis-
ordered waveguides. Moreover, we have shown that for low density of scatterers, the
52
Experimental results 4.3
spectral resolution depends on the scattering efficiency and asymmetry parameter of a
single scatterer. Furthermore, high spectral resolution is obtained in the NIR and visible
regime due to reduced transport mean free path. Finally, direct comparison with exper-
imental results [P3] showed that our design studies can be utilized for the realization of
broadband spectroscopic devices with high spectral resolution.
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CHAPTER 5
Enhanced backscattering in
plasmonic silver-coated dielectric
nanospheres
Light scattering by small particles can find many applications on several aspects of
physics, such as spectroscopy, astrophysics, nuclear physics, meteorology, sensing,
optical communications and biophysics [3, 39]. Moreover, plasmonic nanoparticles
are suitable for enhancing the light-matter interaction due to their ability to confine
light in subwavelength volumes and achieve huge local field enhancement at specific
frequencies that can be tuned within a relatively broad spectrum by changing the
corresponding materials and geometrical parameters [40].
Along with the enhanced light-matter interaction, scattering directionality is an-
other important parameter regarding many applications. Moreover, the control
of the directionality of scattered light relies mostly on the optimization of the
interference between the electric and magnetic behaviour of the scatterer. By
studying hypothetical spheres with identical electric permittivity and magnetic
permeability [41–43], Kerker et al. theoretically predicted that is possible to ob-
tain both zero-backward-scattering and near-zero-forward scattering (Kerker condi-
tions). Although Kerker conditions rely on the interference of electric and magnetic
dipoles [44, 45], mostly obtained by small dielectric particles of high refractive in-
dex [46, 47], a generalized Kerker condition based on the interference of electric
dipole and electric quadrupole moments is also reported [48]. Another category
of materials, such as magneto-optical materials, has been also used for achieving
high directional light scattering [49–51]. Controlling the direction of scattered light
can also achieved by all-dielectric [52] and magneto-electric [53] core-shell spheres.
Although zero-backward-scattering and near-zero-forward scattering manifest at a
narrow spectral region, recently has been shown that metallo-dielectric core-shell
nanoparticles beyond the dipole limit [54] exhibit broadband zero-backward and
near-zero-forward scattering. Moreover, broadband suppression of backscattering
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at optical frequencies using wavelength-sized dielectric spheres with low permittiv-
ity is reported [55].
However, for many applications based on multiple light scattering, preferential
backscattering is generally desired. In the case of backscattering, the average cosine
of the scattering angle, the so-called asymmetry parameter g is negative. When the
radius of the scatterer is much shorter than the incoming wavelength, the scattering
is isotropic and hence g ∼ 0, while for Mie scatterers of radius equal or longer
than the incident wavelength, the scattering is mostly forward and g ∼ 1. In
general, negative asymmetry parameter hardly occurs in nature. It has been shown
that magnetic particles with large values of permeability [56] and lossless dielectric
nanospheres (silicon or germanium) [57] exhibit negative g in the infrared region. In
addition, the application of an external magnetic field breaks the scattering isotropy
for magneto-optical cylinders in the dipole regime. This break of symmetry leads
to preferential backward scattering [34]. Moreover, short-range correlated disorder
systems exhibit negative values of the asymmetry parameter [58] and have been
associated with enhanced backscattering at Bragg-like matching resonances [59]. In
these cases, the negative asymmetry parameter leads to an unusual multiple light
scattering regime where the extinction mean free path is longer than the transport
mean free path [57].
In this work [P4], we present an alternative strategy to achieve preferential
backscattering by using composite plasmonic nanoparticles with core-shell mor-
phology. We show that the attainment of negative g rely on the interference of
the hybrid plasmon modes and we propose simple design rules for achieving prefer-
ential backscattering along with strong light-matter interaction.
5.1 Asymmetry parameter in dielectric nanospheres
We assume a homogeneous sphere of radius S = 100 nm characterized by EM parame-
ters  = 4 and µ = 1, in air. The scattering efficiency spectrum of the scatterer in the
visible region manifests two pronounced peaks at the blue end of the spectrum. The
long wavelength spectral peak stems from a combination of magnetic and electric type
of dipole Mie-resonance modes, while for the short wavelength spectral peak quadrupole
Mie-resonance modes of both types are also involved (Fig. 5.1(b)). Due to the inter-
ference between the magnetic and electric dipole moment, the asymmetry parameter
is positive and therefore light scatters mostly in the forward direction. Moreover, as
shown in Fig. 5.1(b), the magnetic and electric dipole moment overlap at λ = 350 nm
and λ = 459 nm, where the first Kerker condition is fulfilled (a1 = b1). Especially at the
long wavelength (λ = 459 nm), where there are no higher order contributions and there-
fore the first Kerker condition is fully fulfilled, the constructive interference is maximum
and a peak (g = 0.55) in the asymmetry parameter spectrum is observed (Fig 5.1(c)).
However, moving to shorter wavelengths, due to the fact that second order multipole
contributions become significant, the first Kerker condition at λ = 350 nm is only par-
tially fulfilled (for n = 1 and not for n = 2) and consequently, the asymmetry parameter
is slightly reduced. It is worth noting that third and even higher order multipole con-
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tributions (n = 3, ...) are negligible due to the size of the scatterer with respect to the
incident wavelength.
Figure 5.1: (a) Scattering efficiency Qsc of a dielectric sphere of radius S = 100 nm
with permittivity  = 4, in air. The relative (with respect to the incident plane wave)
electric field amplitude distribution in the plane of polarization, at the resonance
wavelength, is depicted in the inset. (b) Electric (red lines) and magnetic type (blue
lines) Mie coefficients for n = 1 (solid lines) and n = 2 (dashed lines). (c) Asymmetry
parameter g and the contribution of the corresponding terms (Eq. 2.23). Inset:
Corresponding backward (black line) and forward (red line) scattering efficiency
(see Eqs. 2.21 and 2.22, respectively).
5.2 Asymmetry parameter in plasmonic-coated dielectric
nanospheres
We consider now a composite particle, composed of a spherical core of radius 90 nm,
characterized by EM parameters  = 4 and µ = 1, coated with a concentric spherical
silver shell, 10 nm thick. In this case, since there are two dielectric-metal interfaces,
particle- and cavity-like plasmon modes are formed at the outer and inner surfaces of
the shell, respectively. These modes interact with each other and give rise to hybrid
plasmon modes, by analogy to the formation of bonding and antibonding electron states
of a molecule by symmetric and antisymmetric linear combination of the atomic orbitals,
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respectively [60–62]. The short wavelength antibonding hybrid mode is mostly localized
about the shell, whereas the long wavelength bonding hybrid mode extends in the core
region. The particle- and cavity-like dipoles as well as the quadrupole plasmon modes
are manifested as peaks in the scattering cross section spectrum. Higher order multipole
plasmon modes have a long lifetime and are washed out by dissipation. In our calcula-
tions, we employ the actual optical constants of silver, deduced from the experiment [63].
As shown in Fig. 5.2(b), the long wavelength plasmon modes are mainly of electric type
(red lines), while the short wavelength particle-like plasmon mode is a combination of
electric and magnetic type.
Figure 5.2: (a) Scattering efficiency Qsc of a composite nanoparticle, composed of
a dielectric core of radius 90 nm and permittivity  = 4, coated with a concentric
silver shell, 10 nm thick, in air. The relative (with respect to the incident plane
wave) electric field amplitude distributions in the plane of polarization, at the three
resonances, are depicted in the inset. (b) Electric (red lines) and magnetic type (blue
lines) Mie coefficients for n = 1 (solid lines) and n = 2 (dashed lines). Asymmetry
parameter g and the contribution of the corresponding terms (see Eq. 2.23). Inset:
Corresponding forward (red line) and backward (black line) scattering efficiency. In
the wavelength range where g < 0, we obtain Qb > Qf .
The interference between the electric and magnetic type Mie coefficient, for n = 1,
gives rise to negative asymmetry parameter as we observe from the corresponding term
Re
(
anb
∗
n
)
(Fig. 5.2(c)). Moreover, another mechanism occurs at the same wavelength
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region. The overlap of the electric dipole and quadrupole moment enhances the backscat-
tering and the asymmetry parameter exhibits at λ1 = 640 nm, a minimum g = −0.51.
Therefore, for a low density dispersion of such scatterers, a peculiar regime occurs (see
Eq. 2.24), where the extinction mean free path is longer than the transport mean path.
It is worth noting that the backscattering occurs at wavelengths where the scattering
efficiency is relatively low. By adjusting the geometrical parameters, like the thickness of
the shell, we can achieve backscattering combined with strong light-matter interaction.
Figure 5.3: Panels (a), (b) and (c): Scattering efficiency, Mie coefficients of electric
(red lines) and magnetic type (blue lines) for n = 1 (solid lines) and n = 2 (dashed
lines), asymmetry parameter and the contribution of the corresponding terms of a
composite nanoparticle, composed of a dielectric core of radius 80 nm and permit-
tivity  = 4, coated with a concentric silver shell, 20 nm thick, in air, respectively.
Panels (d), (e) and (f): Scattering efficiency, Mie coefficients of electric (red lines)
and magnetic type (blue lines) for n = 1 (solid lines) and n = 2 (dashed lines),
asymmetry parameter and the contribution of the corresponding terms of a com-
posite nanoparticle, composed of a dielectric core of radius 70 nm and permittivity
 = 4, coated with a concentric silver shell, 30 nm thick, in air, respectively. In both
cases, the total radius of the scatterer is 100 nm. Insets: Corresponding forward
(red line) and backward (black line) scattering efficiency. In the wavelength range
where g < 0, we obtain Qb > Qf
In Fig. 5.3, we display a systematic variation of the plasmon modes and the corre-
sponding asymmetry parameter with respect to the shell thickness. By increasing the
shell thickness, the resonances come closer and the antibonding plasmon modes at lower
wavelengths are more pronounced due to the weaker plasmon hybridization. In this
way, we can achieve stronger scattering for the wavelengths where the backscattering
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occurs. It is worth noting that for thicker shells, the asymmetry parameter takes on
smaller negative values due to the fact that the terms Re
(
anb
∗
n
)
and Re
(
ana
∗
n+1
)
(see
Eq. 2.23) interact destructively. Therefore, the choice of the shell thickness depends
on the desired characteristics. Thicker shells lead to a stronger scattering and reduced
backscattering, while, in contrast, thinner shells offer stronger backscattering along with
weak light-matter interaction.
5.3 Asymmetry parameter in plasmonic-coated dielectric
nanocylinders
A similar analysis holds for 2D cylindrical scatterers. We assume an infinite plasmonic-
coated cylinder of radius S = 100 nm, composed of a dielectric core ( = 4), coated
with a concentric spherical silver shell, in air. In Fig. 5.4, we perform a systematic
variation of the scattering efficiency and the asymmetry parameter with respect to the
shell thickness. In all cases, we observe that due to the interference of the plasmon
modes, the asymmetry parameter takes on high positive and negative values. Therefore,
by adjusting the thickness of the shell, we can obtain high directional scattering also in
2D cylindrical scatterers.
Figure 5.4: Variation of the scattering efficiency (black solid lines) and asymmetry
parameter (red dotted lines) spectra (solid lines) of an infinite dielectric cylinder,
coated with a concentric silver shell, in air, versus the thickness D of the shell. In
all cases, the radius of the scatterer is S = 100 nm.
In summary, through Mie theory, we have shown that composite plasmonic nanoparti-
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cles with dielectric-metal core-shell morphology exhibit negative asymmetry parameter
due to the interference of the hybrid plasmon modes at the outer and inner surface
of the shell. Morever, by properly adjusting the thickness of the shell, we can obtain
preferential backscattering along with strong light-matter interaction.
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CHAPTER 6
Enhanced Faraday rotation in
shape-modified magneto-optical
metasurfaces
Magneto-optical nanostructures (MO) exhibit intriguing optical properties and offer
impressive opportunities for tailoring the light-matter interaction at the nanoscale.
Due to the fact that the MO effects are rather weak in the optical domain, the
enhancement of the MO response is crucial for many photonic applications based
on miniaturized isolators.
Enhanced Faraday effects, in the context of strong field localization in the active
magnetic region, have been reported in one dimensional magnetophotonic crystals.
For instance, single cavity structures composed of a magnetic thin film, sandwiched
between two dielectric Bragg mirrors [64, 65], and magnetic/dielectric multilayer
fields [66, 67] enhance the Faraday effect at the cavity resonant wavelength and at
the photonic band edges, respectively.
At the same time, composite nanostructures composed of magnetic materials and
noble metals exhibit large Faraday rotation due to the plasmon driven strong field
enhancement in the vicinity of the MO material. Moreover, a combination of large
Faraday rotation and high transmittance can occur in perforated metallic films [68–
70] and metallic gratings [71, 72], optically coupled with magnetic materials. Sig-
nificantly enhanced Faraday rotation, due to plasmonic and MO properties, was
also reported in other geometries, such as metallic nanoparticles [73–77], core-shell
particles [78–80] and multilayers [81–83]. However, magnetoplasmonic structures
show relatively low transmittance due to absorptive losses.
Recently, enhanced MO response was measured in high permittivity nanoanten-
nas covered with a magnetic film [84]. High index dielectric nanoparticles provide
impressive opportunities for field localization due to the electric and magnetic Mie
resonances accompanied with low optical losses. Importantly, the spectral over-
lap of electric and magnetic dipole resonances in all-dielectric metasurfaces results
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in almost 100% transmission [85]. Therefore, it has been shown that all-dielectric
magneto-optical metasurfaces exhibit enhanced Faraday rotation along with near-
unity transmittance [86].
In the present work [P5], we seek to obtain an enhanced Faraday rotation along
with high transmittance in all-dielectric metasurfaces composed of shape-modified
magnetic (Ce:BIG) nanoscatterers. For the above purpose, a random search is
applied to acquire the possibly best-shaped scattering structure out of a predefined
geometry configuration space. For all structures, a Discontinuous Galerkin Time-
Domain method (DGTD) [7] is employed to compute both the Faraday rotation and
transmission spectrum.
6.1 Enhanced Faraday rotation by metasurfaces of
nanodisks
We first consider a square array of period P = 850 nm, composed of magneto-optical
nanodisks of radius R = 360 nm and height H = 260 nm, which can be described by a
scalar relative magnetic permeability µg = 1 and a relative electric permittivity tensor
←→g =
  −ig 0ig  0
0 0 
 , (6.1)
if we take the gyration vector along the z-axis, with  = 6.25 and g = 0.06 [87]. Ac-
cordingly, the host medium is characterised by h = 2.1 and µh = 1. The transmission
Figure 6.1: Transmission spectrum of light normally incident on a square array of
period P = 850 nm, composed of magneto-optical nanodisks of radius S = 360 nm
with  = 6.25 and g = 0.06, in a host medium with h = 2.1.
spectrum (see Fig. 6.1) of light, normally incident (k = kẑ) on the metasurface and
with the polarization direction along the x-axis, is characterised by two well spectrally
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separated minima, where the transmission vanishes, at λ ∼ 1.39 µm and λ ∼ 1.42 µm,
stemming from single scattering dipole resonances of magnetic and electric type, re-
spectively. Since high transmission is essential for many photonic applications, it is
necessary to convert our metasurface into Huygens’ metasurface by adjusting the geo-
metrical parameters of the single disks in order to obtain spectrally overlapping electric
and magnetic dipole resonances [85]. In Fig. 6.2, we depict the transmission spectrum
for the case of the overlapping resonances where the radius of the disks is reduced and
equals 310 nm. The two resonances overlap at λ ∼ 1.35 µm and the transmission is
almost 100%. The transmitted wave is generally elliptically polarized with ellipticity
angle χ and the long axis of the ellipse forms an angle θ with the polarization direction
of the incident wave. It is worth noting that when the ellipticity angle vanishes (χ = 0),
the transmitted wave is linearly polarized. The light-matter interaction is enhanced due
to the overlapping of the dipole resonances at λ ∼ 1.35 µm and therefore, we obtain a
Faraday rotation angle of θ = −7.5◦ (see Fig 6.2 (b)), which is a ten times enhancement
of the -0.75◦ induced by the corresponding solid film of the same thickness [86]. In order
Figure 6.2: (a) Transmission spectrum of light incident normally on a square array
of period P = 850 nm, composed of magneto-optical nanodisks of radius S = 310 nm
with  = 6.25 and g = 0.06, in a host medium with h = 2.1. (b) Corresponding
Faraday rotation angle. (c) Figure of merit (FOM) between Faraday rotation angle
θ and transmission T .
to estimate a trade-off between the transmission and Faraday rotation, we define a figure
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of merit (FOM) [69, 86]
FOM =
√
T |θ| . (6.2)
Since the enhanced Faraday rotation angle is accompanied with high transmission, we
obtain a FOM of 7.35 (λ ∼ 1.35 µm), as can be seen in Fig. 6.2 (c).
6.2 Enhanced Faraday rotation by metasurfaces of
shape-modified nanodisks
We investigate now a periodic square array composed of shape-modified magneto-optical
nanodisks. The initial shape of the scatterers is a nanodisk of radius S = 360 nm
and height H = 260 nm, located within a unit-cell of period px = py = 850 nm. For
each scatterer, we choose a set of 4N equiangular distributed points ri = (xi, yi) =
(ri sin(i∆φ), ri cos(i∆φ)) with radial positions ri, chosen between a minimal circular
radius rmin and a minimal distance d to the unit-cell boundary and with a separation
angle ∆φ = 2pi4N . The control points (ri) are connected through a spline curve as shown
in Fig. 6.3 (a). To avoid a self-intersecting spline, we smooth (cf. Fig 6.3 (b)) the
neighboring point positions by employing Gaussian weights:
r˜i =
∑
j wijrj∑
j wij
, with wij = exp
(
−|φi − φj |2〈|r|〉2/L2
)
, (6.3)
where L = frmin∆φ is the correlation length with a correlation factor f varying between
f ∈ [4.5, 5.5] and φi = i∆φ. In order to preserve the polarization independence in x- and
y-direction, we impose a fourfold circular symmetry. For the spatial discretization of the
scattering geometry, we use an adaptive tetrahedral mesh by utilizing the freely available
mesher Gmsh [88]. Moreover, the computational domain (cf. Fig 6.3 (c)) consists of a
surrounding medium (SiO2) with a height of 1500 nm, a TfSf contour from where we
launch a Gaussian modulated plane wave and contours for recording the Poynting flux.
To terminate the simulation domain, we employ the Silver-Müller boundary conditions
and to avoid back reflection of the outgoing radiation, we surround the computational
domain with 500 nm thick layer of uPML at the top and bottom of the computational
domain. Finally, we employ periodic boundary conditions along the x- and y-directions.
To find the best trade-off between the transmittance T and Faraday rotation angle θ,
we define a FOM as [86]
FOM =
maxλ |θ(λ)|
√
T (λ) for T (λ) > 0.3
0 else
(6.4)
where the cut-off (T (λ) > 0.3) ensures a relatively high transmission. After a ran-
dom search (by randomly changing the radial positions ri), we find the modified shape
that corresponds to the highest FOM. The results shown in Fig. 6.4 (b), are obtained by
full electrodynamic calculations utilizing a discontinuous Galerkin time-domain (DGTD)
66
Enhanced Faraday rotation by metasurfaces of shape-modified nanodisks 6.2
px
py
z
xy
TFSF contour
TF SiO2
SF SiO2
PML
Ce:BIG
px
py
(a)
(b)
(c)
Figure 6.3: Modified shape and setup generation: (a) Construction of scatterer
surface line with a spline using a set of control points ri. (b) Spline after application
of Gaussian smoothing filter to the control points. (c) Computational domain.
finite-element approach [7] that we properly extended to non-dispersive anisotropic mate-
rials by implementing [P5] a well-suited numerical flux [89, 90]. Within this approach, the
time-stepping is handled by a 14-stage fourth-order low-storage-Runge scheme [8]. After
a Fourier transform of the (time-dependent) Poynting flux, we recover the frequency-
resolved transmission spectra T (λ) and the corresponding E-field components in order to
calculate the Faraday rotation θ(λ) and ellipticity φ(λ) spectra with a single time-domain
computation.
For a square array of shape-modified magneto-optical nanodisks, we display in Fig. 6.4
both the transmittance and Faraday rotation angle. Moreover, the transmission spec-
trum is characterized by a peak of almost 100% transmittance at λ ∼ 1.295 µm, a fact
that indicates that the shape-modified scatterers still act as Huygens’ sources, along with
enhanced Faraday rotation angle θ = 13◦ (see Fig. 6.4 (b)). The corresponding modified
cross section of a single scatterer is shown in Fig. 6.3 (b). Since the enhancement of the
Faraday rotation is much stronger than in the case of simple nanodisks [86], we obtain
a figure of merit FOM = 13 (see Fig. 6.4 (c)), which is almost a 2 times enhancement
of the FOM = 7.35 induced by the metasurface of nanodisks (see Fig. 6.2 (c)).
In summary, we have shown the existence of enhanced Faraday rotation along with
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Figure 6.4: (a) Transmission spectrum of the shape-optimized scattering structure,
(b) Corresponding Faraday rotation θ and ellipticity χ angle. (c) Figure of merit
between the Faraday rotation angle and transmission.
almost 100% transmittance in all-dielectric magneto-optical metasurfaces composed of
shape-modified nanodisks. This high figure of merit between the Faraday rotation and
transmission can be obtained by setting a number of control points along the circumfer-
ence of the nanodisks and randomly changing their radial position. It is worth noting
that we can optimize the afore-described magneto-optical structure by applying an op-
timization algorithm in order to acquire the possibly best-shaped scatterers. In this
regard, preliminary results obtained by means of full electrodynamic simulations in con-
junction with a genetic algorithm, show similar magneto-optical response and shape
modification [P5].
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Conclusions
In this thesis, we have studied the optical response of planar random spectrometers
in the telecom, NIR and visible wavelength regime by means of full electrodynamic
simulations, multiple scattering theory, and Mie theory [P1]. We have shown that in the
low concentration limit (f ≤ 0.1), the spectral resolution depends on two single scattering
quantities, the scattering efficiency and the asymmetry parameter. Moreover, at visible
wavelengths where the diffusive regime is fully developed, the spectrometers exhibit the
highest resolution. On the other hand, at NIR wavelengths where the transition regime
between diffusive and ballistic transport occurs, the spectral resolution is sufficiently
high for certain applications. Specifically, a transport mean free path of lt/L = 0.1 with
respect to the device size L provides the best trade-off between the transmission and
spectral resolution. It is worth noting that for higher filling fractions ((f ≥ 0.1), the
single scattering properties are washed out by strong multiple scattering corrections.
In this high-f regime, the transport mean free path can be determined by an effective
medium theory [4]. Based on our design studies, Hartmann et al. [P3] proceeded with
the realization of random spectrometers operating in the visible and NIR wavelength
regime.
In this regard, Gehring et al. [P2] demonstrated an approach for optical coupling
between single-mode fibers and planar photonic circuitry. The contact-free coupling
occurs on the top of the chip by utilizing 3D devices obtained by direct laser writing.
The couplers manifest low losses in a wide optical bandwidth, independent of periodicity
due to near-adiabatic tapering. These properties paved the way towards the realization
of random spectrometers operating in a broad wavelength spectrum.
Furthermore, through Mie theory, we have shown the existence of preferential high
backscattering by a subwavelength composite nanoparticle with dielectric-metal core-
shell morphology [P4]. Such composite nanoparticles offer a versatile platform for engi-
neering hybrid plasmon modes. Moreover, the interaction of the particle- and cavity-like
modes give rise to enhanced backward scattering. By properly adjusting the thickness
of the shell, we can achieve high backward directionality along with strong scattering.
The negative asymmetry parameter leads to an anomalous scattering regime where the
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extinction mean free path is longer than the transport mean free path for a dilute sus-
pension of scatterers. Our results could be useful for many applications, such as sensing
and spectroscopy.
Finally, we have studied the magneto-optical response of all-dielectric Huygens’ metar-
sufaces composed of shape-modified magneto-optical nanodisks. We have shown that by
setting a number of control points along the circumference of the nanodisks and ran-
domly changing their radial position, we can obtain a high figure of merit between the
transmittance and Faraday rotation. The figure of merit and consequently, the shape
modification of the nanodisks can be optimized by applying a genetic algorithm [P5].
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Vector identities
Some useful identities which include combinations of inner and vector products are:
a · (b× c) = b · (c× a) = c · (a × b) (A.1)
a × (b× c) = (a · c)b− (a · b) c (A.2)
(
a × b) · (c× d) = (a · c) (b · d)− (a · d) (b · c) . (A.3)
The action of the operators ∇· and ∇× on a vector or a combination of two vectors or
a combination of a vector and a scalar φ can be described by the following identities:
∇×∇φ = 0 (A.4)
∇ · (∇× a) = 0 (A.5)
∇× (∇× a) = ∇ (∇ · a)−∇2a (A.6)
∇ · (φa) = a · ∇φ+ φ∇ · a (A.7)
∇× (φa) = ∇φ× a + φ∇× a (A.8)
∇ (a · b) = (a · ∇)b+ (b · ∇)a + a × (∇× b)+ b× (∇× a) (A.9)
∇ · (a × b) = b · (∇× a)− a · (∇× b) (A.10)
∇× (a × b) = a (∇ · b)− b (∇ · a)+ (b · ∇)a − (a · ∇)b . (A.11)
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We recall some very useful identities which relate volume integrals over volume V en-
closed by a surface A, to the corresponding surface integrals over the boundary of volume
V . The vector n̂ is the outward pointing unit normal vector. Divergence theorem:∫
V
d3r ∇φ =
∫
A
d2r n̂ φ . (A.12)
Gauss’s theorem: ∫
V
d3r ∇ · a =
∫
A
d2r n̂ · a . (A.13)
Stokes’s theorem: ∫
V
d3r ∇× a =
∫
A
d2r n̂× a . (A.14)
Green’s first identity:∫
V
d3r
[
φ1∇2φ2 +∇φ1 · ∇φ2
]
=
∫
A
d2r n̂ · φ1∇φ2 . (A.15)
Green’s second identity:∫
V
d3r
[
φ1∇2φ2 −∇φ1 · ∇φ2
]
=
∫
A
d2r n̂ ·
[
φ1∇φ2 − φ2∇φ1
]
. (A.16)
Green’s vector identity:∫
V
d3r
[
a·∇×(∇×b)−b·∇×(∇×a)
]
= −
∫
A
d2r
[
b·n̂×(∇×a)+(∇×b)·(n̂×a)
]
. (A.17)
We can derive the Eq. A.17 by applying the Gauss theorem (A.13) for the vector b ×
(∇ × a) − a × (∇ × b) instead of the vector a, and by using suitable vector identities.
The Eq. A.17 can be generalized also in the case where instead of the vector b we have
a dyadic tensor B. Moreover, for b = B · ĉ, where ĉ is a unit vector, the Eq. A.17 reads{∫
V
d3r
{
a ·
[
∇× (∇×B)
]
−
[
∇×(∇× a)
]
·B
}
+
∫
A
d2r
{[
n̂× (∇× a)
]
·B+ (n̂× a) · (∇×B)
}}
· ĉ = 0 .
Due to the fact that the above equation holds for any ĉ, we have∫
V
d3r
{
a ·
[
∇× (∇×B)
]
−
[
∇×(∇× a)
]
·B
}
= −
∫
A
d2r
{[
n̂× (∇× a)
]
·B+ (n̂× a) · (∇×B)
}
.
(A.18)
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Moreover, if B = b1 · b2, then a · B = (a · b1)b2 and B · a = b1(b2 · a). Finally, the
curl of a dyadic tensor reads
∇×B =
 0 −∂z ∂y∂z 0 −∂x
−∂y ∂x 0

 b1xb2x b1xb2y b1xb2zb1yb2x b1yb2y b1yb2z
b1zb2x b1zb2y b1zb2z
 . (A.19)
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APPENDIX B
Spherical harmonics
The spherical harmonics, Ylm(r̂), constitute the angular part of the solutions of
Helmholtz equation and satisfy the differential equation
∇2Ylm(r̂) =
 1
r2
∂
∂r
(
r2
∂
∂r
)
− L
2
r2
Ylm(r̂) =
= −L
2
r2
Ylm(r̂) = −
l
(
l + 1
)
r2
Ylm(r̂) , (B.1)
where L is the angular momentum operator
L = −i (r×∇) = i(θ̂ 1sin θ ∂∂φ − φ̂ ∂∂θ
)
L2 = − 1sin θ
∂
∂θ
(
sin θ ∂
∂θ
)
− 1sin2 θ
∂2
∂φ2
,
(B.2)
and the argument r̂ denotes the dependence of the vector r on the angles θ and φ in the
spherical coordinates. The Ylm(r̂) are given by
Ylm(r̂) = (−1)m
√
2l + 1
4pi
(
l −m)!(
l +m
)
!
Pml (cos θ)eimφ , (B.3)
with l = 0, 1, . . ., m = −l,−l + 1, . . . , l − 1, l and Pml (cos θ) the Legendre polynomials
Pml (x) =
1
2ll!
(
1− x2
)m/2 dl+m
dxl+m
(
x2 − 1
)l
, x = cos θ (B.4)
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for m > 0, while for m < 0 are defined by
P−ml (x) = (−1)m
(
l −m)!(
l +m
)
!
Pml (x) . (B.5)
From the above relations arise
Y ∗lm(r̂) = (−1)m Yl−m(r̂) , (B.6)
and
Ylm(−r̂) = (−1)l Ylm(r̂) (B.7)
Ylm(θ = 0, φ) =
√
2l + 1
4pi δm0 . (B.8)
The Ylm(r̂) fulfil the orthonormality and completeness relations∫ 2pi
0
dφ
∫ pi
0
dθ sin θ Ylm(r̂)Y ∗l′m′(r̂) = δll′δmm′ (B.9)
∑
lm
Ylm(r̂)Y ∗lm(r̂′) = δ
(
r̂− r̂′
)
, (B.10)
the addition theorem
l∑
m=−l
∣∣Ylm(r̂)∣∣2 = 2l + 14pi , (B.11)
a set of relations which relate spherical harmonics of different orders
cos θYlm(r̂) = ζml+1Yl+1m(r̂) + ζml Yl−1m(r̂) (B.12)
eiφ sin θYlm(r̂) = 2
[
γ−ml Yl−1m+1(r̂)− γm+1l+1 Yl+1m+1(r̂)
]
(B.13)
e−iφ sin θYlm(r̂) = 2
[
γ−m+1l+1 Yl+1m−1(r̂)− γml Yl−1m−1(r̂)
]
(B.14)
m cot θYlm(r̂) = −
[
αml e
−iφYlm+1(r̂) + α−ml e
iφYlm−1(r̂)
]
, (B.15)
as well as the relations
∂Ylm(r̂)
∂θ
= αml e−iφYlm+1(r̂)− α−ml eiφYlm−1(r̂) (B.16)
= iψl Xlm,φ(r̂) (B.17)
∂Ylm(r̂)
∂φ
= im Ylm(r) (B.18)
= −iψl sin θ Xlm,θ(r̂) . (B.19)
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Finally, another useful relation:
∇ [fl(qr)Ylm(r̂)] = fl(qr)∇Ylm(r̂) + qf ′l (qr)Ylm(r̂) r̂
= iψl
fl(qr)
r
[
Xlm,φ(r̂)θ̂ −Xlm,θ(r̂)φ̂
]
+qf ′l (qr)Ylm(r̂) r̂ . (B.20)
In the above relations
ψl =
√
l
(
l + 1
)
(B.21)
αml =
1
2
[(
l −m) (l +m+ 1)]1/2 (B.22)
γml =
[(
l +m
) (
l +m− 1)]1/2
2
[(
2l − 1) (2l + 1)]1/2 (B.23)
ζml =
[(
l +m
) (
l −m)]1/2[(
2l − 1) (2l + 1)]1/2 , (B.24)
and Xlm,θ(r̂), Xlm,φ(r̂) are the components of the vector spherical harmonics, Xlm(r̂),
which are defined by
ψlXlm(r̂) = LYlm(r̂) ≡ −ir×∇Ylm(r̂) . (B.25)
By definition, X00(r̂) = 0, while for l ≥ 1
ψlXlm(r̂) =
[
α−ml cos θe
iφYlm−1(r̂)−m sin θYlm(r̂) + αml cos θe−iφYlm+1(r̂)
]
θ̂
+ i
[
α−ml e
iφYlm−1(r̂)− αml e−iφYlm+1(r̂)
]
φ̂ (B.26)
= α−ml Ylm−1(r̂)
(
x̂+ iŷ
)
+mYlm(r̂) ẑ+ αml Ylm+1(r̂)
(
x̂− iŷ) . (B.27)
From the L2Ylm = l(l + 1)Ylm and L2L = LL2 we have L2Xlm(r̂) = l(l + 1)Xlm(r̂).
From Eq. B.25 we can show:
X∗lm(r̂) = (−1)m+1Xl−m(r̂) , (B.28)
Xlm(r̂)× r̂ = Xlm,φ(r̂) θ̂ −Xlm,θ(r̂) φ̂ = − ir∇Ylm
ψl
, (B.29)
and
r̂× [Xlm(r̂)× r̂] = Xlm(r̂) . (B.30)
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The action of the operators ∇× and ∇· on the Xlm(r̂) is described by
∇×Xlm(r̂) = 1
r
[
iψlYlm(r̂) r̂−Xlm,φ(r̂) θ̂ +Xlm,θ(r̂) φ̂
]
= 1
r
[
iψlYlm(r̂) r̂−Xlm(r̂)× r̂
]
= i
ψl
[
ψ2l
r
Ylm(r̂) r̂+∇Ylm(r̂)
]
(B.31)
and
∇ ·Xlm(r̂) = 0, (B.32)
from which we can derive the relations
∇× fl(x)Xlm(r̂) = q
iψl fl(x)x Ylm(r̂) r̂−
[
f
′
l (x) +
fl(x)
x
]
Xlm(r̂)× r̂
(B.33)
∇ · [fl(x)Xlm(r̂)] = 0 (B.34)
∇2 [fl(x)Xlm(r̂)] = −∇× [∇× fl(x)Xlm(r̂)] = −q2fl(x)Xlm(r̂) , (B.35)
with x = qr. For the above relation we are making use of the relation
∇
{
∇ · [fl(x)Xlm(r̂)]} = ∇ [∇fl(x) ·Xlm(r̂) + fl(x)∇ ·Xlm(r̂)]
= ∇ [∇fl(x) ·Xlm(r̂)] = 0 . (B.36)
The vector spherical harmonics fulfil the orthonormality relations∫ 2pi
0
dφ
∫ pi
0
dθ sin θ Xlm(r̂) ·X∗l′m′(r̂) = δll′δmm′ (B.37)
∫ 2pi
0
dφ
∫ pi
0
dθ sin θ Xlm(r̂) ·
[
r̂×X∗l′m′(r̂)
]
= 0 , (B.38)
where we have ∑
lm
{
A(1)lm (r)Xlm(r̂) +A
(2)
lm (r)
[
r̂×Xlm(r̂)
]}
= 0⇒
A(1)lm (r) = A
(2)
lm (r) = 0 . (B.39)
Finally, we can show∫ 2pi
0
dφ
∫ pi
0
dθ sin θ Xlm(r̂) · ∇
[
fl(r)X∗l′m′(r̂)
]
= 0 , (B.40)
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and by applying the Eq. (B.9) and (B.27)∫ 2pi
0
dφ
∫ pi
0
dθ sin θ Ylm(r̂)X∗l′m′(r) =
δll′
ψl
[
δm+1m′α
−m′
l′
(
x̂− iŷ)
+ δmm′m ẑ+ δm−1m′αm
′
l′
(
x̂+ iŷ
)]
(B.41)
and∫ 2pi
0
dφ
∫ pi
0
dθ sin θ Ylm(r̂)Y ∗l′m′(r̂) r̂ = δm+1m′
(
−γm+1l+1 δl+1l′ + γ−ml δl−1l′
) (
x̂− iŷ)
+ δm−1m′
(
γ−m+1l+1 δl+1l′ − γml δl−1l′
) (
x̂+ iŷ
)
+ δmm′
(
ζml+1δl+1l′ + ζml δl−1l′
)
ẑ . (B.42)
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APPENDIX C
Bessel functions
The solutions to Laplace equation, ∇2F (r) = 0, for scalar fields in cylindrical coordi-
nates take the form F (r) = Fν(x) exp(±qz+ iνφ), where r = (ρ, φ, z) the position vector
in cylindrical coordinates x = qρ, and Fν(x) the radial solution, which is given by the
Bessel equation
F
′′
ν (x) +
1
x
F
′
ν(x) +
(
1− ν
2
x2
)
Fν(x) = 0 , (C.1)
where the prime denotes differentiation with respect to the function’s argument. The
Eq. C.1 is a linear differential equation of second order and therefore, for a specific value
of ν, there are two linearly independent solutions. For non-integer values of ν, two
linearly independent solutions are the Bessel functions of the first kind ±ν
J±ν(x) =
(
x
2
)±ν ∞∑
s=0
(−1)s
s!Γ(s± ν + 1)
(
x
2
)2s
. (C.2)
When ν(= n) is an integer then
J−n(x) = (−1)n Jn(x) , (C.3)
and a second linearly independent solution is the Bessel function of the second kind
Nν(x) =
Jν(x) cos(νpi)− J−ν(x)
sin(νpi) , (C.4)
which is calculated for ν → n. From all of the possible solutions of Eq. C.1 only the
Bessel function of the first kind does not diverge at x = 0. The Bessel functions satisfy
the recurrence relations
Fν−1(x) + Fν+1(x) =
2ν
x
Fν(x) (C.5)
Fν−1(x)− Fν+1(x) = 2F ′ν(x) . (C.6)
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The Bessel functions of the first kind can be defined by using integral representations
Jν(x) =
1
pi
∫ pi
0
dφ cos(x sinφ− νφ) (C.7)
= 1
piiν
∫ pi
0
dφ exp(ix cosφ) cos(νφ) (C.8)
= 12piiν
∫ 2pi
0
dφ exp(i[z cosφ+ νφ]) , (C.9)
while the following relations are fulfilled
∞∑
n=−∞
Jn(x) =
∞∑
n=−∞
J2n(x) = 1 (C.10)
and
exp(ix cosφ) =
∞∑
n=−∞
inJn(x) exp(inφ) . (C.11)
The solutions to Helmholtz equation for scalar fields, ∇2F (r) + q2F (r) = 0, take the
form F (r) =
∑
lm fl(qr)Ylm(r̂), where Ylm(r̂) are the spherical harmonics (see appendix
B), where r̂ denotes the dependence of the vector r on the angles θ, φ in spherical
coordinates, and fl(qr) is the radial part of the solutions of Helmholtz equation. 1
r2
∂
∂r
(
r2
∂
∂r
)
+ q2 − l
(
l + 1
)
r2
 fl(qr) = 0 , (C.12)
or, equally,
f
′′
l (x) +
2
x
f
′
l (x) +
[
1− l
(
l + 1
)
x2
]
fl(x) = 0 , (C.13)
with x = qr, if we analyze the operator ∇2 in spherical coordinates. The Eq. C.13 has,
for a specific value of l, two linearly independent solutions. Well known solutions are
the Bessel, Neumann and Hankel functions of the first or second kind
jl(x) =
√
pi
2xJl+1/2(x) = (2x)
l
∞∑
s=0
(−1)s (s+ l)!
s!
(
2s+ 2l + 1
)
!
x2s (C.14)
nl(x) =
√
pi
2xNl+1/2(x) = 2 (−2x)
−l−1
∞∑
s=0
(−1)s (s− l)!
s!
(
2s− 2l)! x2s (C.15)
h+l (x) = jl(x) + i nl(x) (C.16)
h−l (x) = jl(x)− i nl(x) . (C.17)
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From all of the possible solutions of Eq. C.1 only the jl(x) does not diverge at x = 0.
All the solutions satisfy the recurrence relations
xf ′l (x) = lfl(x)− xfl+1(x) (C.18)(
2l + 1
)
fl(x) = xfl−1(x) + xfl+1(x) (C.19)
xfl−1(x) = xf
′
l (x) +
(
l + 1
)
fl(x) (C.20)(
2l + 1
)
f ′l (x) = lfl−1(x)−
(
l + 1
)
fl+1(x) . (C.21)
The Wronski determinant is also very useful∣∣∣∣∣jl(x) nl(x)j′l (x) n′l(x)
∣∣∣∣∣ = 1x2 . (C.22)
The asymptotic behaviour of the spherical Bessel, Neumann and Hankel (x  1) func-
tions reads
jl(x 1) ∼ 1
x
sin(x− lpi2 ) (C.23)
nl(x 1) ∼ −1
x
cos(x− lpi2 ) (C.24)
h+l (x 1) ∼
(−i)l+1 eix
x
(C.25)
h−l (x 1) ∼ il+1
e−ix
x
, (C.26)
while for small arguments (x 1) we have
jl(x 1) ∼ x
l(
2l + 1
)
!!
(C.27)
nl(x 1) ∼ −
(
2l − 1)!!
xl+1
. (C.28)
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