Abstract-Image and video processing applications involve large multidimensional signals which have to be stored in memory modules. In application-specific architectures for real-time multidimensional signal processing, a significant cost in terms of chip area and power consumption is due to these background memory units. The multidimensional signals are usually modeled in behavioral descriptions with array variables. In the algorithmic specifications of our target applications, many of the array references cover large amounts of scalars. Therefore, the efficient handling of array references in the specifications for image and video processing is crucial for obtaining low cost memory allocation solutions. This paper addresses a central problem which arises when handling the array variables in behavioral specifications: the computation of the number of scalars covered by an array reference. This problem is closely related to the computation of dependences in data-flow analysis. The novel algorithms proposed in this paper are embedded in the ATOMIUM environment-a memory management system for multidimensional signal processing.
I. INTRODUCTION

I
N application-specific architectures for real-time multidimensional signal processing, memory modules are responsible for a significant cost in terms of chip and/or board area and of power consumption. This is due to the large multidimensional signals involved by most of the image and video processing applications. The behavioral specifications of these applications model the signals by array variables, with many references of the indexed variables covering large amounts of scalars. The efficient handling of array references in procedural or nonprocedural specifications for image and video processing applications is crucial for obtaining low cost solutions for the memory allocation task.
The computation of the scalars covered by the array reference , defined within the second loop nest 1 in the illustrative Silage [10] example of Fig. 1 (a), requires as operands signals covered by the array references and , residing in the regions indicated in Fig. 1(b) .
It must be noticed that only a small part of the signals produced in the first loop nest are still necessary. These are the signals even belonging both to the array reference from the first loop nest and to the operand from the second loop nest. The rest of the signals produced in the first loop nest, independent of their internal order of computation, are no longer necessary. The storage allocated for them can be freed before starting the execution of the second loop nest.
This example shows that data-and control-flows should influence the memory allocation solutions when the specifications are nonprocedural. Moreover, the amount of storage locations which is necessary in order to produce the signals in a certain loop nest, or which can be freed after the execution of the loop nest, depends on the number of scalars covered by the array references involved in the computation.
Approaching memory estimation/allocation issues from behavioral specifications containing indexed variables has recently gained attention in the digital signal processing (DSP) community. The PHIDEO system [12] employs a hierarchical stream model in order to handle multidimensional signals with complex affine indexes. However, the nested loops have only constant boundaries.
In the MeSA system [19] , the array variables are clustered in memory modules, a strategy which leads to better allocation solutions than mapping each array to a separate memory or grouping all arrays into a single memory. The main drawback of the model is that life-time information is not exploited (as suggested by the example above) in order to reduce the storage requirements. The problem of computing the size of array references is, therefore, not needed, as memory is allocated for the entire array signals, a very expensive solution especially for image processing applications.
In more recent research, data dependence information provided by the Omega test [18] has also been applied in memory size estimation [25] . The approach is well suited for specifications where the loops have constant boundaries. For other applications, approximations of the loop boundaries by their extreme values are employed. This can lead to expensive results in terms of storage requirements, as justified by the example from Section II.
In [24] , a polyhedral model for indexed signals is used to modify the loop hierarchy and the sequence of execution of the source code in order to optimize the storage requirements. In this approach, a crude but fast approximation is made for the size of array signals.
This paper addresses the problem of computing the number of scalars covered by array references with affine indexes, affine-type conditions, and in the scope of nested loops having as boundaries affine functions of loop iterators. This research has been carried out in the context of memory management for multidimensional signal processing systems which is not the topic of this work. Our memory estimation and allocation strategy has been presented [1] , [2] , and, therefore, it is beyond the scope of this paper.
Section II will present more formally the central problem tackled in this work. Afterwards, the organization of the paper will be described. In the sequel, matrices and vectors are denoted with bold characters, matrices being in capitals. Each array reference of an -dimensional signal , in the scope of a nest of loops having the iterators , is characterized by an iterator space and an index space. The iterator space signifies the set of all iterator vectors in the scope of the array reference. The index space is the set of all index vectors of the array reference. If the loop boundaries are affine mappings with integer coefficients of the surrounding loop iterators, the increment steps of the loops 2 are 1, and the conditions in the scope of the array reference are relational and/or logical operations between affine mappings of the loop iterators, 3 then the iterator space can be represented by one or several disjoint integral (iterator) polytopes , where and . The first linear inequalities are derived from the loop boundaries, and the last inequalities are derived from the control-flow conditions. 4 The size of the iterator space is . If, in addition, the indexes of an array reference are affine mappings with integer coefficients of the loop iterators, the index space consists of one or several linearly bounded 5 lattices (LBL) [23] , the image of a vectorial affine function over the iterator polytopes (1) where is the index (coordinate) vector of thedimensional signal. The affine function is characterized by and . The size of the index space of an array reference is, therefore, . The number of scalars addressed by the array reference is obviously the size of its index space.
Example: The index space of the operand in loop nest (1) from the Silage code in Fig. 1(a) is represented by
In general, the index space may be a set of linearly bounded lattices, e.g., a conditional instruction if determines two LBL's for the array references within the scope of the condition with one corresponding to and another corresponding to . As the iterator space of an array reference can be decomposed into a set of disjoint polytopes and the index space into disjoint linearly bounded lattices [3] , it is assumed in the sequel, without any loss of generality, that each iterator space is represented by a single polytope, and correspondingly, each index space is represented by a single linearly bounded lattice.
Several memory-related research works (e.g., estimating the amount of necessary storage [25] or tackling the problem of multiport memory allocation subject to bandwidth constraints [12] ) assume that all loops in the specifications have constant boundaries. If this is not the case, approximations by taking the extreme values of the boundaries are considered.
However, such approximations can significantly increase the amount of necessary storage in multidimensional signal processing. Employing the terminology introduced above, the number of scalars addressed by an array reference is approximated by the size of the hypercube encompassing the iterator space of that array reference. This approximation is good only if, in addition, the loops in the array scope have unitary steps, if there are no iterator-dependent conditions in the scope, and if the affine mapping in (1) is injective. When doing the approximation mentioned above, the number of scalars is associated to the size of the iterator space rather than to the size of the index space. But, in many cases, the size of the index space can be significantly lower.
Example:
As iterator takes values between zero and 23, the hypercube encompassing the iterator space is [8, 15] [0, 23], and it contains 192 points. The size of the index space corresponding to the array reference is, however, 16, therefore, 12 times less than the approximation. The error is due both to the incorrect evaluation of the iterator space size, which contains 72 points rather than 192 and to the fact that the affine mapping is not injective [e.g., signal is addressed by several pairs of iterators : (8, 4) , (9, 3) , (10, 2) ]. Concluding, for the general affine case, the approximation mentioned above may be very crude, being improper to use for memory estimation/allocation as it can lead to an exaggerated number of storage locations. Section IV will present correct and efficient practical solutions to the problem of index space size determination.
It must be emphasized that enumerative techniques can always be applied to compute the number of scalars in an array reference. These approaches are obviously simple and extremely efficient for array references with "small" iterator spaces. However, in image and video processing applications, most of the array references are characterized by huge iterator spaces. An enumerative technique, although very simple, will be too computationally expensive to use in such applications (see Table I ).
It must be mentioned also that loops having increment steps different from one can be easily "normalized" with the affine transformation , thus, being equivalent to For instance, the nest of loop in the example above is equivalent to
It is assumed along this paper that all loops have been "normalized" in a preprocessing phase. Loop boundaries containing the floor and ceiling functions create no special problem, as the routines of our system are designed to take into account only the points with integer coordinates.
Section III thoroughly presents a practical solution for computing the size of the iterator space of an array reference with affine indexes, within nested loops having affine boundaries and affine-type conditions. Afterwards, Section IV will present two exact numerical solutions for the major problem addressed in this work: the computation of the size of the index space. The first solution is based on an appropriate modification of the affine mapping. A second solution to the problem is based on the effective construction of the index space of an array reference. Section V deals with two other related problems encountered in the ATOMIUM system, a memory management system for multidimensional signal processing [17] : detection of the equivalence of array references and data-dependence issues between array references. Examples illustrating the novel techniques, along with comparative implementation results, will be presented in Section VI, followed by the conclusions of this work in Section VII.
III. COMPUTING THE SIZE OF THE ITERATOR SPACE
As shown in Section II, the iterator space of an array reference, in the scope of affine-type conditions and nested loops having affine boundaries, consists of a set of integral polytopes.
The computation of the number of points inside a polytope, having integer coordinates, has been tackled long ago for the three-dimensional (3-D) case [15] , when the importance of Dedekind sums was revealed in this context. Recently, Dyer has proven that Dedekind sums can be computed in polynomial time, employing an algorithm similar to Euclid's [8] . The outcome is that also our problem can be solved in polynomial time up to the four-dimensional (4-D) case. However, these results appear to be of rather theoretical interest. First, Dyer's algorithm requires a preprocessing step, a decomposition of a special form of the given polytope. Although the decomposition can be achieved in polynomial time, it can affect the practical efficiency of the method. Second, it is not clear whether Dyer's algorithm, based on Dedekind sums, can be extended to higher dimensions. In addition, there is no polynomial-time algorithm available for evaluating Dedekind sums of higher order.
Recent work in the field of data-flow analysis and code parallelization also focused on polytope size determination. Tawbi introduced an algorithm of exponential complexity for counting the number of iterations in nested loops with parametrizable bounds. However, the polytopes have restricted representations in this case [22] .
Tackling a related problem, Eisenbeis et al. proposed a "fast" but still exponential method for counting the integer solutions of linear systems of equations, when variables have constant bounds [9] . Employing rational fractions of polynomials, the approach is used to determine the number of dependences between array references but only within the scope of loops having constant boundaries. Unfortunately, the method is not able to handle the case of loop nests with affine boundaries, and furthermore, the practical efficiency of the approach degrades quickly with the number of variables.
As accurate solutions for evaluating the size of array references and the number of dependences in complex affine specifications were both needed in the ATOMIUM system [17] , a general framework based on the well-known Fourier-Motzkin pairwise elimination (e.g., [6] ) has been developed. As this latter technique for reducing the number of variables in a system of linear inequalities is known to be "quite time consuming" [4] for problems in many variables, Sections III-A and III-B will mainly deal with practical improvements which enhance the speed of the approach.
A. Practical Improvements for Efficient Size Computation of Integral Polytopes
The basic idea of the Fourier-Motzkin elimination, briefly described below for the sake of consistency, represents actually the direct way of solving by hand systems of linear inequalities.
A variable, say , may be eliminated from a given system of inequalities (2) partitioning (2) (4) and then finding the values of satisfying . If or , then the range of is unbounded, and the existence of an satisfying (4) entails an infinite number of solutions for system (2) . In this case, system (2) does not represent a polytope, as the polyhedron is not bounded.
As (4) is also a system of linear inequalities with one variable less, the elimination procedure can be applied to , and so on until all but a single variable, say , are gone. The original system (2) is solvable if and only if the final system obtained by the successive elimination of variables has a solution. The method is usually employed to decide the (in)consistency of a system of linear inequalities. 6 The routine CountPolytopePoints is described below, denoting the columns of matrix by subscripted vectors: . The main idea of the algorithm [1] is the following. The number of points of integer coordinates inside the given -dimensional polytope , with the first coordinate fixed , is equal to the number of points inside the polytope which has one dimension less. The required result is obtained by accumulating this number over the entire discrete range of . This range is determined by the Fourier-Motzkin method, when is the last eliminated variable. The emptiness of an integral polytope can be checked similarly:
is not empty if and only if at least one of the polytopes is not empty. The worst-case time complexity of the algorithm CountPolytopePoints is clearly exponential. This results both from the worst-case increase rate of the number of inequalities during the pairwise elimination and from the recursivity of the algorithm. For instance, the Fourier-Motzkin procedure applied to the system (2) could yield in an unfavorable case inequalities after eliminating the first variable and, eventually, could yield inequalities after eliminating the last variable.
In order to obtain an acceptable efficiency of the algorithm (see Section VI), several enhancing techniques presented in the sequel are employed in our current implementation.
1) The algorithm CountPolytopePoints is not applied directly on the iterator polytope . It must be noticed that linear inequalities are derived from the constraints on loop boundaries and control-flow conditions. In practice (e.g., some loop boundaries are often constant), the system of inequalities may have a block decomposition of the form after an eventual reordering of the iterators. Therefore, the routine CountPolytopePoints is usually applied on reduced constraint matrices , the results being multiplied at the end. In particular, the computation of the iterator space size for an array reference inside a nest of loops with constant boundaries is reduced to a simple multiplication of the iterator ranges.
2) If the iterator space representation also contains equalities, then the dimensions of the initial system is reduced (similar to [18] and [9] ). An equality is solved for one variable which is substituted afterwards in the other relations. The process is continued till the total elimination of the equalities. The number of variables decreases correspondingly. The following techniques aim to decrease the number of inequalities during the Fourier-Motzkin elimination.
3) As shown above, the elimination of the variable from system (2) generates a new system (4) of inequalities, where , and are the numbers of positive, negative, and zero coefficients of in the initial system (2), respectively. The order of variable elimination is important for keeping the number of inequalities as low as possible. As a consequence, a reasonably good heuristic is to select the next variable to be eliminated among those for which the expression is minimum. The only difference in the routines presented above is that the Fourier-Motzkin elimination will yield the range of some element of (rather than the range of , the first element), and the modifications are straightforward. 4) By numbering distinctly the initial inequalities and the newly generated ones during the pairwise elimination process, the set of initial inequalities from which a certain inequality is derived can be easily determined.
If after the elimination of variables, an inequality is derived from initial inequalities or more, then the inequality is redundant as proven in [7] . It has to be emphasized that the condition above is only sufficient, and, therefore, not all the redundant inequalities are detected and eliminated with this simple technique. As a consequence of the Farkas Lemma (e.g., [14] ), an inequality is redundant if and only if it is a nonnegative combination of the other inequalities. After each variable elimination, it is possible to detect all the redundant inequalities. However, this latter technique, explained in Section III-B, proves to be expensive when it is embedded in the Fourier-Motzkin elimination (see Section VI).
B. Minimizing the Representation of Polytopes
The procedure employed in the ATOMIUM system [17] for minimizing systems of linear inequalities stems from the polyhedral library developed at IRISA, France [26] . The approach is based on the double description of polyhedra.
A
In 1896, Minkowski showed that any polyhedron defined by has an equivalent dual parametric representation [21, sec. 8.9] characterized by a convex combination of vertices (the columns of matrix ), a linear combination of lines (the columns of matrix ), and a positive combination of extreme rays (the columns of matrix ). In 1936, Motzkin proved the Decomposition Theorem for Polyhedra, according to which any polyhedron can be uniquely decomposed into a polytope represented parametrically by a convex combination of vertices , and a polyhedral cone, i.e., a polyhedron having only a single vertex. 7 In its turn, the cone can be partitioned into a lineality space , the largest linear space contained in the cone, and a pointed cone , represented parametrically by a positive combination of extreme rays [21, ch. 8 ].
An algorithm to compute the dual representations of a polyhedron has been proposed in [16] . Given and , it determines the matrices and and reciprocally, has been proposed in [16] . A similar algorithm has been also implemented in the polyhedral library of IRISA [26] .
The elimination of redundant inequalities in (2) or in any of the reduced systems can be achieved by computing the double representation of the respective inequality set.
1) By selecting a basis of the lineality space, the redundant equalities can be detected and eliminated as the system may contain also equalities embedded, and these are generating the lineality space.
2) The irredundant inequalities must be saturated 8 by at least extreme vertices/rays, where is the space dimension. 7 A polyhedral cone, having the vertex at the origin, has the implicit description of the form fx j Ax = 0; Cx 0g and a parametrical representation fx j x = L + R; 0g.
8 A ray r saturates the inequality a T x 0 when a T r = 0. Example: Disregarding the step of the loop, the iterator space of the array reference in line (2) from the Silage code in Fig. 1(a) is represented by the system of inequalities , where the parameter . The goal is to eliminate the redundant inequalities (if any) from this two-dimensional (2-D) iterator polytope of the form . The transformation changes the initial -dimensional polytope represented as an inhomogeneous system of inequalities into an -dimensional polyhedral cone (see the previous footnote): , which is a homogeneous system. By means of the above preprocessing step, both the vertices and the rays of the initial inhomogeneous polyhedron have a unified representation as rays in the 3-D polyhedral cone (2-D vertices when , and 2-D rays when ). Applying the double description algorithm [16] to the homogeneous set of constraints, it results that the lineality space is the null space, and the ray space is generated by the vectors As the resulting three rays have the general form with , they all represent vertices of coordinates in the initial polytope (see Fig. 2 ). As none of these vertices saturates the constraints and (denoted ), while the other three inequalities are saturated by exactly two vertices each, it follows that and are redundant. The minimal representation of the given iterator space is, therefore, (denoted and ). As mentioned in Section III-A, the two redundant inequalities and are nonnegative combinations of the other three ones and IV. COMPUTING THE SIZE OF THE INDEX SPACE When the vectorial affine mapping , defined by is injective, the index space and the iterator space are equal in size, as any -dimensional point in the iterator space is mapped to a distinct -dimensional point in the index space. Therefore, when is injective, our problem is reduced to the iterator space size determination (Section III).
Computing the size of linearly bounded lattices is at least as complex as computing the size of integer polytopes. As mentioned in the introduction of Section III, the complexity of the latter problem is, to the best of our knowledge, still unknown when [8] . There are two difficulties, related in this context: first, concerning the decision of whether a vectorial affine function is injective or not, and second, concerning the proper computation of the index space size when the mapping is not injective.
Two numerical solutions for the index space problem are proposed in the sequel. The basic idea of the first solution (Section IV-A) is to transform the affine mapping embedded in the array reference and to obtain an equivalent linearly bounded lattice whose size is easier to compute. The second solution is based on the analytic determination of the index space, followed by the direct computation of its size (Section IV-B). Both the proposed solutions have a worstcase exponential complexity. However, their global behavior within the ATOMIUM system [17] proves the effectiveness of the techniques presented in the paper (see Section VI).
A. Transformation of the Affine Mapping
Lemma: Let be a unimodular matrix [21] . Then the linearly bounded lattices and are equal, where and . Proof: If belongs to the first lattice, there is andimensional vector such that and . Since matrix is unimodular, exists and has integer elements, and consequently, . It follows immediately that and . The inverse inclusion is proven similarly.
By post-multiplying matrix with a sequence of unimodular matrices , a reduced Hermite normal form [21] , as in Fig. 3 , is obtained where all nonzero elements are on or below the main diagonal. 9 The goal of this transformation is to obtain an equivalent lattice whose size is easier to compute. Let and be two distinct points in the transformed iterator polytope (where ), and suppose that , and .
a) If
, then the points and in the index space differ from each other at least at some th coordinate, where the th row of has the th element nonzero and the last elements equal to zero [see Fig. 3(d) ]. As , the images of and are distinct. b) If , then as all their coordinates result to be equal, and, therefore, and are mapped to the same point in the index space. Consequently, the size of the index space (i.e., the number of distinct ) is at most the size of the -dimensional polytope , the projection of on along with the first coordinates.
can be easily computed, by eliminating the last variables in with the Fourier-Motzkin technique (see Section III-A).
The affine mapping is injective (independent of the iterator space) when , because implies , as shown at case a). In addition, may be injective relative to the iterator space when every point in is the projection of at most a single point in , which prevents case b). It must be noticed that not necessarily all the points of integer coordinates in represent projections of points in . For instance, the polytope has the projection , but none of the points (0, 1, 2, 3) is the projection of a lattice point in the polytope. 10 These invalid projections are detected easily. It is sufficient to replace the coordinates of the projection point in the polytope and to check whether the resulting -dimensional integer polytope is empty or not.
Examples:
The unimodular matrix transforms the mapping to , having a form as in Fig. 3(b) . The iterator polytope corresponding to the new mapping is , and its projection polytope is . Only 40 points in are projections of points in . For instance, is not a valid projection. Replacing this value in , there is no integer solution for . The size of the index 10 Although the real polytope is not empty [it contains, e.g., the point (2, 0.5)], the integer polytope is empty.
space is 40, and the mapping is injective relative to the iterator space 11 , the size of which is also 40.
In the "normalized" example from Section II, the unimodular transformation brings matrix to a form as in Fig. 3(b) . The iterator polytope corresponding to the new mapping is , and its projection is . All the 16 points in are projections of at least one point in . It is sufficient to replace the 16 values of in and verify that, each time, the resulting (integer) polytope in is not empty. Consequently, the size of the index space is 16. The mapping is not injective as, for instance, there are two points [(9, 0) and (9, 1)] in having the same projection (9) in . The algorithm described above is implemented in a routine SizeIndexSpace (Lbl) . The method will be illustrated more thoroughly in Section VI.
B. Index Space Determination for Array References
The basic idea of the previous approach is to find an appropriate transformation of the affine mapping, in order to compute the size of the index space by investigating the transformed iterator space. A more direct way of tackling the problem is to model the index space by means of a coordinate transformation from to and afterwards, to carry out the size computation inside the index space. But the index space modeling is not easy to accomplish. Let be the linearly bounded lattice of a given array reference. If matrix is square and nonsingular, the index space is included into an image polytope, which can be easily determined noticing that the iterator vector must represent a point inside the iterator polytope . Therefore, the resulting image polytope is: . Even in this case when matrix T is invertible, not all the points in the image polytope belong to the index space. For instance, if , the image polytope of the array reference is . But the indexes of take only ten from these 46 values. This section will show how to model the index space of an array reference, even when matrix is singular or nonsquare 12 (see Fig. 4) . Afterwards, the size of the index space will be directly derived from this model.
For any matrix having and assuming the first rows of are linearly independent, 13 there exists a unimodular matrix such that , where is a lower triangular matrix with positive diagonal elements, and [14] . The block matrix is called the reduced Hermite form of matrix . 11 The mapping may not be injective if the iterator space is modified: e.g., 
Denoting
, and (where aredimensional vectors), it follows that . As is nonsingular, being lower triangular of rank , can be obtained explicitly (6) The iterator vector results with a simple substitution where and are the submatrices of containing the first and the last , columns of , respectively. As the iterator vector must represent a point inside the iterator polytope , it follows that
As the rows of matrix are linearly independentdimensional vectors, each row of is a linear combination of the rows of . Then from (5), it results that there exists a matrix such that 14 (8) If , the image polytope of the index space can be obtained eliminating with the Fourier-Motzkin technique the variables of . Usually, this image polytope contains "holes," 15 as not all its points represent valid projections of the -dimensional polytope (7) as explained in Section IV-A. Even if (therefore, no projection is needed), the image polytope is not dense when , as it can be seen in 14 The coefficients of matrix C are determined by backward substitutions from the equations: H 21 :row(i) = r j=1 c ij 1 H 11 :row(j ) for any i = 1; 111;m 0 r. 15 That is, points in the image polytope but not in the index space. Fig. 1(b) , where for both operands after "normalizing" the loop.
Indeed, taking into account that the elements of must be integers, it follows by multiplying and dividing the right member of (6) with that the points inside the index space must supplementarily satisfy the divisibility constraints (9) where are the rows of the matrix with integer coefficients , and means " divides ." According to (9) , when , the points are uniformly spaced along the linear independent coordinates, the size of gaps in these dimensions being equal to the diagonal elements 16 of . This latter result was known to be valid for matrices square and nonsingular [11] .
. As , and , the inequalities (7) yield the image polytope . As , there is no equality (8) . In addition, the points of the index space are subject to the divisibility constraint (9):
. The gap between these points is equal to . The system of inequality (7), (8) , and the divisibility conditions (9) (not necessary if is unimodular) characterize the index space of the given array reference.
In conclusion, the size of the index space is equal to the size of the projection polytope less the points which do not represent valid projections of the polytope (7) and taking, in addition, the divisibility constraints (9) into account. The computation can be easily performed by the routine CountPolytopePoints, described in Section III-A, slightly modified to accumulate only the points which are valid projections of (7) and, supplementarily, satisfy the constraints (9) when matrix is not unimodular.
Two benchmark tests in Section VI will exemplify this method.
V. OTHER APPLICATIONS OF THE COUNTING ALGORITHMS
A. The Equivalence of Array References
Two array references of an indexed signal are equivalent if they have the same index spaces. The equivalence test reduces to the equality verification of two linearly bounded lattices [3] Example:
. The two array references are equivalent, as they cover the same set of scalars . Their corresponding LBL's modeling the set of indexes and are equal. 16 If h ii are the diagonal elements of matrix H 11 , it can be verified that the divisibility constraints (9) Testing the equivalence of array references is necessary in the context of processing behavioral specifications for checking the correctness of code transformations [20] . It is also employed in the context of memory estimation/allocation for multidimensional signal processing [1] , [3] , to construct correct (polyhedral) dependence graphs for behavioral specifications. 17 Testing the equality of linearly bounded lattices cannot be done comparing their iterator polytopes and . These can have different sizes or even belong to spaces of different dimensions, and still they can be mapped to the same image. For instance, the array references have the same index space , although the iterator space dimensions are different (two and one, respectively), and the iterator polytopes have different sizes (nine and five, respectively).
The index spaces of the two array references are also difficult to compare because of the "holes" (see Section IV-B). If the index spaces have the same dimension and the image polytopes are dense, then an equivalence test is possible. It is sufficient to compute the vertices of the two image polytopes employing Chernikova's algorithm [5] , [13] and to check the equality of the two sets of vertices. As the image polytopes can contain "holes," the equality of the image polytopes is not a proof that the corresponding array references are equivalent. For instance have the same image polytope:
, but the two array references have obviously different index spaces.
A simple and universal 18 equivalence test is shown at the top of the page. A necessary and sufficient equality condition is the following. The two LBL's must have the same size, and at the same time, their intersection must also have the same size as two equal LBL's are obviously equal also to their intersection. The problem of "holes" is, therefore, circumvented, and furthermore, the only necessary operations are LBL intersection, e.g., solved as in [1] , and index space size computation (Section IV).
B. Counting the Dependences Between Array References
The number of dependences between array references has been previously employed in data locality exploitation [9] but only when the surrounding loops have constant boundaries. More recently, the number of dependences between (parts of) arrays has been employed to compute tight upper bounds for memory size in nonprocedural algorithmic specifications [3, ch. 4] .
Let and be two array references of andimensional signal , in the scope of two nested loops having the iterators and , respectively. The number of dependences between the two array references is the number of vectors for which the indexes are respectively equal:
. The number of dependence relations is the number of distinct index vectors for which there is at least a dependence.
Example:
There are five dependences between the two array references as there are five vectors --leading to the equality of the indexes. There are only three dependence relations, as a dependence can happen only for the indexes 0, 2, and 4.
Let be the two linearly bounded lattices modeling the index space of the two given array references. The scalars common to both index spaces belong to the intersection of the two LBL's, which is also a linearly bounded lattice computed, e.g., as in [1] .
The number of dependences is provided by the routine CountPolytopePoints , described in Section III. The number of dependence relations can be computed with the routine SizeIndexSpace (Section IV-A).
VI. ILLUSTRATIVE EXAMPLES AND RESULTS
The presented techniques have been implemented in C++ and tested on an HP 9000/735 workstation. They are embedded in ATOMIUM, a memory management system for multidimensional signal processing [17] . They are actually used by the memory estimation [1] and allocation tools [2] . They are also useful in the LOVER verification environment for validating loop transformations on algorithmic specifications [20] .
Two examples illustrate the computation of the index space size with the routine SizeIndexSpace (Section IV-A).
Example 1:
As there is a unimodular matrix such that as in Fig. 3(d) , it results that . Hence, the mapping is injective. Therefore, the index and iterator spaces are equal in size. The size of the iterator polytope is computed with the routine CountPolytopePoints which takes into account that both iterators have constant bounds[see Section III-A, item 1)] with range 512 each. The size of the index space is, therefore, .
Example 2:
With the unimodular matrix
As
, as in Fig. 3(b) , , the transformed iterator polytope is . Its projection is . There are 784 897 points in , and all of them prove to be valid projections. For instance, (1 1) is the projection of two points, (1 1 0) and (1 1 1) , satisfying the system of inequalities . It follows that the size of the index space of is 784 897. As this value is inferior to the size of the iterator space, which is , it follows that the affine mapping is not injective. Indeed, this can be easily seen noticing that the triplets equal to (0, 1, 1) and (1, 2, 0) are mapped to the same point (1, 2) in the index space. Table I shows the central processing unit (CPU) times (column 6) for the computation of the index space size when the upper boundaries of the three loops (column 1) are increased gradually. It can be noticed that the ratio (column 4) between the LBL size (column 3) and the iterator space size (column 2) is decreasing dramatically if the affine mapping is not injective. Therefore, the approximation of the index space size by the iterator space size must be avoided! The CPU times obtained employing an enumerative technique are displayed in column 5. They may be lower than those corresponding to the routine SizeIndexSpace for small iterator spaces, but they grow dramatically with the LBL size as the enumerative technique has to keep track of the index values. Although the run times for our routine are also increasing significantly (linear with the index space size), the method is still effective even for huge sizes of the iterator space.
The computation time is usually affected by the size of the iterator space, 19 as shown in Section IV-A. For the current example, the CPU time increases approximately quadratically with the upper bound of the loops, while the iterator space size increases cubically. However, the global behavior of the algorithm is usually better, as the results in Table V will show.  Table II displays the run times for the routine SizeIndexSpace when the double description of polyhedra (see Section III-B) is employed to detect all the redundant inequalities during the Fourier-Motzkin elimination. It can be seen from this example that the detection of all redundant inequalities can create more overhead than speed benefit. The simple technique described in Section III-A which eliminates only part of the redundant inequalities yields in general better CPU times.
The same examples will illustrate also the computation of the index space size by the effective construction of the index space of an array reference (Section IV-B). As the only row in is two times the first row in , the image polytope is completed with the equality (8):
. As , the image polytope is not dense. Condition (9) yields , as is always satisfied.
The number of points in the image polytope, also satisfying the divisibility condition above, equals 262 144, the size of the index space which is also here the size of the iterator space.
Example 2 (Revisited): As and , we denote the -dimensional vector . As (thus unimodular) and does not exist (as ), with only condition (7), yields
The number of points in the image polytope is 784 897, the number of valid projections in . The experimental run times, displayed in Table III for the same upper bounds of loops as in Table I , are similar (only slightly higher due to the matrix multiplications).
When matrix is not unimodular, the CPU times can be significantly higher than those yielded by the routine SizeIndexSpace. The reason is that the method of index space determination operates on the image polytope (which contains "holes"), while SizeIndexSpace operates on the iterator polytope, which can be significantly "smaller" when is not unimodular. As shown in Table IV , the "holes" represent more than 92% of the image polytope. Exploiting the fact that, in Example 1, gaps in the index space have uniform sizes (of along , and along ), as explained in Section IV-B, the routine based on index space determination is still practical, although not as efficient as SizeIndexSpace.
In order to demonstrate that the algorithm having a worstcase exponential complexity is, however, globally effective, the CPU time contribution of the procedure SizeIndexSpace has been monitored, while dealing with two signal processing applications.
The first benchmark test is an algorithm for updating the singular value decomposition of matrices-algebraic kernel used, e.g., in beamforming and Kalman filtering. The code given in [3, pp. 182-184] contains nested loops up to three levels deep, the upper bounds depending on -the order of matrices. The iterator space of most of the array references is growing proportionally to . The total CPU time, while processing all the array references in the code, as well as the average CPU time per array reference, is increasing roughly linearly with (see Table V ). The second benchmark test is a motion detection algorithm used for compressing moving images. The full code is given in [3, pp. 185-187] , and an excerpt from it is shown in Fig. 5 . The code contains nested loops up to four levels deep. Most of the signal indexes are complex. The CPU times in Table V show a slightly less than linear increase with each of the four 
VII. CONCLUSION
In the context of memory management for multidimensional signal processing systems, we have addressed a central problem encountered when handling array variables in behavioral specifications: counting the scalars covered by array references. The importance of the problem results from the fact that in memory allocation tools the size of array references influence the storage requirements. The novel algorithms described in this paper can solve also a related problem of data-flow analysis: counting the dependences between array references. These algorithms are embedded in ATOMIUM, a memory management system targeting mainly image and video processing applications.
