A Fourier modal method for analysing crossed anisotropic gratings is presented without any restrictions on the permittivity and permeability tensors of the medium in the grating region and the angle between the two periodic directions. A skew Cartesian coordinate system with skew angles both in and out of the grating plane is used in the mathematical derivation, which gives the formulation a greater generality. However, the facets of the crossed gratings are required to be parallel to the skew coordinate surfaces. Correct Fourier factorization of Maxwell's equations is carried out with the aid of two efficient operators that greatly simplify the otherwise complicated notation. Numerical curves are presented to demonstrate the convergence of the method, and numerical values are tabulated to provide reference data.
Introduction
In industrial research and development of magneto-optic disks for optical data storage, there exists the need to analyse optical beams diffracted by two-dimensionally distributed magnetooptic data patterns. For many practical purposes, a magnetooptic disk can be modelled as a crossed anisotropic grating. When a pattern of a photoresist crossed grating is transferred into an anisotropic substrate by means of chemical or plasma etching, a crossed surface-relief anisotropic grating is created. It can also be imagined that in some applications a surfacerelief crossed grating is covered by a layer of anisotropic material, such as liquid crystal, giving rise to another kind of crossed anisotropic grating. Therefore, the electromagnetic modelling of diffraction of light by crossed anisotropic gratings is by no means a purely academic problem.
Rigorous numerical modelling of crossed gratings is much more difficult than that of classical (one-dimensionally periodic) gratings; the computation load and the memory requirement are increased by a factor of two in the exponents of their dependencies on the matrix size, due to the increased dimensionality. Crossed anisotropic gratings are even more difficult to model, because the solution of Maxwell's equations in general involves a minimum of four components of the electromagnetic field vectors, compared with only two for crossed isotropic gratings, a further increase of demand for computation resources. While the advance of computer technologies continues, it will not make crossed grating problems as easy to solve in the near future as the classical grating problems are today. Therefore, it is highly desirable to improve existing computation methods and to develop new methods for crossed gratings.
Because of the above-mentioned difficulties, rigorous numerical modelling of crossed anisotropic gratings had not been attempted until recently. In 2001, Popov and Nevière [1, 2] included crossed anisotropic gratings as a special case in their new general theory of the differential method. However, since the theory was so impressively general, implementation details and numerical data were not provided. In 2002, Lin et al [3] studied crossed anisotropic gratings with a diagonal permittivity tensor in the Cartesian grating coordinate system but with arbitrary lattice configurations in the grating L Li plane. Recently, Zeng et al [4] presented a Fourier modal analysis of crossed anisotropic gratings that permitted both the electric permittivity and magnetic permeability in the grating region to be tensorial but assumed the two periodic directions to be orthogonal. This paper extends the Fourier modal method to electrically and magnetically anisotropic crossed gratings whose surface facets are parallel to the coordinate planes of an oblique Cartesian coordinate system. It can be viewed as an extension of the works in [5] and [6] . The former, which is an extension and improvement of the previous work of Noponen and Turunen [7] , deals with crossed isotropic gratings, and the latter with classical anisotropic gratings. The present work differs from [1] and [2] because it gives a concrete mathematical formulation in detail, supplemented with numerical illustrations. It differs from the work of [3] because correct Fourier factorization is carefully carried out, whereas that is not a concern in [3] . The present work also differs from [4] because here a general Cartesian coordinate system is used, giving the proposed formalism a much greater generality.
Section 2 of this paper defines the crossed anisotropic grating problem, and introduces the coordinate systems to be used. Section 3 contains the main contribution of this paper, i.e. the Fourier-space representation of Maxwell's equations in a two-dimensionally periodic, anisotropic medium. Two efficient operators are defined, which greatly simplify the notation for manipulations of the permittivity and permeability tensor elements in order to satisfy the Fourier factorization rules [8] . Section 4 describes the rest of the routine steps for completing the solution of the grating problem. In section 5 remarks are given concerning some peculiarities of Fourier factorization of products of vector-valued functions. In section 6 the general formalism of section 3 is applied to the special case of crossed isotropic gratings with non-orthogonal crossing angles, which was previously studied in [5] . Section 7 includes several numerical examples that demonstrate the convergence of the proposed method. Section 8 summarizes the paper.
Statement of the problem
Two Cartesian coordinate systems are used in this paper. The usual rectangular coordinate system Oxyz is used to define the polar angle θ and azimuth angle φ of the incident plane wave, as shown in figure 1 . The normal of the grating plane is along the z axis. A skew Cartesian coordinate system Ox 1 x 2 x 3 is defined relative to Oxyz as shown also in figure 1 . The x 1 axis coincides with the x axis, which is always chosen to be along one of the periodic directions of the grating. The x 2 axis is chosen to be along another periodic direction. Thus, the Ox 1 x 2 plane coincides with the Oxy plane. The signs of angles ζ and are as indicated by the arrows, and is always positive.
In order to emphasize the main idea of the paper, only the simplest geometrical structures of crossed anisotropic gratings are analysed. The space is divided into three regions: region 0 of finite thickness between coordinate surfaces x 3 = 0 and x 3 = h, and two semi-infinite, isotropic regions ±1 occupying spaces x 3 > h and x 3 < 0, respectively. The refractive indices, Figure 1 . The rectangular Cartesian coordinate system is used to define the incident angles, and a skew Cartesian coordinate system is used to define the periodic variation of the permittivity tensor in the grating region. the scalar permittivities and permeabilities, and the magnitudes of the plane wavevectors in regions ±1 are denoted by
, and k (±1) , respectively. Region 0 contains a medium whose permittivity tensor ε and permeability tensor µ are periodic in x 1 and x 2 but independent of x 3 , and the gradient or directions of discontinuities of the elements of ε and µ are almost everywhere (i.e. except for a finite number of points) perpendicular to the coordinate surface x 1 = 0 or x 2 = 0. An example of such a grating is shown in figure 2 , where the six sides of the skew blocks are parallel to the three coordinate surfaces of the system Ox 1 x 2 x 3 . The grating periods along the x 1 and x 2 axes are denoted by d 1 and d 2 , and the grating thickness by h, which is measured along the x 3 axis. The anisotropic grating problem of this paper is to find, for a given plane wave of arbitrary polarization impinging in region +1 onto the above-described grating, the diffraction efficiencies and the states of polarization of all propagating diffracted waves in regions ±1.
The introduction of the skew coordinate system gives the formalism its maximum possible generality. A reader who feels uncomfortable with a skew coordinate system, or who is only interested in rectangular crossed gratings, may attain simplified versions of the mathematical formulae of this paper by setting ζ = = = 0. For convenience of presentation, tensor notation and terminology is used. This, however, should not prevent anyone unfamiliar with tensor theory from using the final mathematical results.
The coordinate transformation between the systems Ox yz ≡ Ox 1x 2x 3 and Ox 1 x 2 x 3 is given bȳ
which in turn determines the representation of the permittivity tensor ε in Ox 1 x 2 x 3 ,
whereε τ χ are permittivity tensor elements in Oxyz. In the above and in what follows, unless specified otherwise, the Einstein summation notation with respect to a pair of identical covariant and contravariant indices is used. The apparently needless replacement of the system Oxyz by the system Ox 1x 2x 3 is to make this efficient notation applicable when the rectangular system is involved. 
is the contravariant metric tensor of the coordinate system Ox 1 x 2 x 3 . For the coordinate transformation in equation (1), g ρσ are constants. The reciprocal of the determinant of g ρσ will be denoted by g, g = cos 2 ζ cos 2 . It may be surprising to some readers that the permittivity and permeability of an isotropic medium in a skew coordinate system appear as tensors, as if the medium is anisotropic. In fact, it is the mathematical space that has acquired an apparent anisotropy. As far as the ensuing mathematical derivation and numerical computation are concerned, whether the origin of the anisotropy is mathematical or physical makes no difference. Therefore, the introduction of the skew coordinate system gives the proposed formalism a greater generality at no extra cost.
Fourier representation of Maxwell's equations
In a medium free of electrical charges and currents, Maxwell's equations in covariant form are
where E σ and H σ are covariant field components, k 0 is the magnitude of the vacuum wavevector, and ξ ρσ τ = +1 (or −1) if ρ, σ , τ is an even (or odd) permutation of 1, 2, 3 and ξ ρσ τ = 0 otherwise. The total electromagnetic fields in region 0 can be written as Fourier-Floquet series
where F stands for E or H , σ = 1, 2, 3, and m, n = 0, ±1, ±2, . . .. The coefficients α m and β n are given by
To solve equations (4) and (5) by the Fourier modal method requires that these real-space equations be transformed into Fourier space, i.e. into equations that relate the Fourier-Floquet coefficients E σ mn and H σ mn . The transformation must be done in such a way that the electromagnetic boundary conditions of the fields across discontinuity surfaces of the permittivity tensor ε(x 1 , x 2 ) and permeability tensor µ(x 1 , x 2 ) be well preserved, which in turn entails that the products of periodic functions must be handled properly [8] . Thus, the task is to perform Fourier factorization of the products
In what follows the electric constitutive relation will be treated; the result for the magnetic counterpart can simply be obtained by symbolic substitution.
In following the derivation to be given below, the reader should bear in mind an important result of elementary tensor theory. Suppose ρ, σ and τ are three distinct indices of the set {1, 2, 3}, and a(
is an arbitrary vector field. Then at any point (x 0 . The first part of the derivation is exactly the same as has been given in [6] and [9] , so it will only be briefly outlined here. Equation (8) can be rewritten as
The Fourier transformation will be first carried out along the x 1 axis. Based on our assumptions of the grating geometry, the electromagnetic boundary conditions and the remark made in the preceding paragraph imply that in equation (10a), D 1 , E 2 and E 3 are continuous functions of x 1 almost everywhere. (The exception takes place at the sharp corners of the material boundary where E 3 remains continuous, but D 1 and E 2 become singular. We shall ignore these finite number of points per period). Using this observation as a starting point, we can rewrite equations (10) in the following form:
(11c) In these equations, all products are type 1 or type 2 as defined in [8] , provided that the quantities in parentheses are taken as solitary entities, meaning that the Fourier coefficients of the enclosed terms are calculated using the values of the composite functions. By applying the inverse rule and Laurent's rule appropriately, we obtain the partially Fourier-transformed equation (8),
The fully expanded expression of the 3×3 block matrix Q will not be given here (the interested reader can find it in [6] and [9] ). Instead, two efficient operators are defined here. They will greatly simplify the expressions of Q ρσ , and facilitate the remainder of the derivation.
For an arbitrary 3 × 3 matrix A with elements A ρσ , where
The structural symmetry of this operator is evident, which makes it easy to remember. It can be verified that l
e. two operations with the same pivotal index but opposite signs are reciprocal to each other. Note that the matrix elements A ρσ are not necessarily numbers; they can be square matrices. In definition (13) , the orders of the matrix elements appearing in the products have been properly kept. In fact, the operators l ± τ can be generalized to allow A ρσ to be any n × n block matrix, with n 1, 1 ρ p, and 1 σ p, where p 1 is an integer. When p = 1, the operator simply takes the inverse of the operand, and the superscripts are no longer needed.
For an arbitrary matrix B with elements
, we define F τ to be an operator such that C = F τ (B) is a block matrix, whose elements C ρσ are Toeplitz matrices generated by the Fourier coefficients of B ρσ (x 1 , x 2 , x 3 ) with respect to variable x τ . Regardless of whether the Toeplitz matrices are infinite or truncated, we use the same notation F τ to denote such an operation. Suppose that matrix B is p × p, then
where q is the dimension of the truncated Toeplitz matrices. In contrast, the operand and the output of the l ± τ operation have the same matrix dimension. With the aid of the operators l ± τ and F τ , the expression of matrix Q in equation (12) can be written succinctly as
To further simplify notation, we can define a composite operator
Then, equation (14) becomes
To resume our derivation, we note that equation (12) 
Substituting this equation into the other two equations in equation (12), we have
In the above three equations, every scalar product between the Fourier coefficients of the field vectors and the elements of the matrices enclosed in the square brackets is type 1. Laurent's rule can be applied to take Fourier transformation of these equations. Then D 2 mn can be solved in terms of E 1mn , E 2mn and E 3mn from the first transformed equation and substituted into the other two transformed equations. The end result is
For the sake of saving space, the fully expanded expression of matrixε is not given here. Using the previously defined operator notation, we havê
Equation (20) demonstrates how efficient and precise the operator notation is for expressing the Fourier representation of a periodic permittivity tensor.
A few words about the index convention are necessary here. In this paper, the Greek indices ρ, σ and τ are exclusively used to refer to the three-dimensional vector and tensor components. The first and second roman indices of a column vector representing the two-dimensional Fourier coefficients of a field vector always refer to the indices associated with x 1 and x 2 , respectively. For a matrix likeε with quadruple indices, the first two indices are row indices and the last two are column indices. The two groups of indices are separated by a comma. The first and second indices of each group are associated with the Fourier transformations with respect to x 1 and x 2 , respectively. From equations (5), (8) and (19), it follows that
where
In an analogous way, the Fourier representation of the magnetic constitutive relation can be written as B
From equations (4), (9) and (22), it follows that
Equations (21) and (24) are the Fourier representations of Maxwell's equations (4) and (5).
Solution of the grating problem

The eigenvalue problem
The field components E 3mn and H 3mn in equations (21) and (24) can be easily eliminated by simple algebraic means, leading to a first-order differential equation in x 3 with a constant coefficient matrix. The latter in turn can be transformed into an algebraic eigenvalue problem:
where λ is the eigenvalue,
T , with each of the four entries representing a column vector of the corresponding Fourier coefficients (E 1mn , etc), and
In the above, α and β are matrices such that (α) mn, pq = α m δ mp δ nq and (β) mn, pq = β n δ mp δ nq , and
Note that the symmetry between the electric and magnetic quantities in equation (26) (25), the exponential functions as 2N 1 N 2 ×2N 1 N 2 diagonal matrices, and u q and d q are 2N 1 N 2 ×1 column vectors representing unknown modal field amplitudes.
Rayleigh expansions
The electromagnetic fields in regions ±1 are directly given by Rayleigh expansions:
where F stands for E or H , σ = 1, 2, 3; I , R, and T represent the incident, reflected, and transmitted electric or magnetic fields, respectively, depending on the value of F; the superscripts with parentheses indicate the spatial regions to which their carriers belong, and
and k
3(s)
mn are respectively the third covariant and contravariant components of the wavevector of the (m, n)-order diffracted plane wave, and the sign of the latter should be taken such that
Among the six field components of a given plane wave in a homogeneous medium, only two are independent. We choose E 1 and E 2 , which is always possible, unless k
for some integers m and n. This singular case corresponds to the Rayleigh anomaly, and can easily be avoided by slightly changing the incident angle. The Fourier coefficients of the total fields in regions ±1 are given by  
and u
In this paper the signs '+' and '−', or sign '±', have been used as superscripts for three different purposes. The first is to designate the regions above and below the grating layer; the second is to distinguish the upward and downward propagating or decaying waves or modes in all media; the third is to distinguish the two l operators defined by equation (13) . In the first case a sign is always followed by a number and the signed number is always enclosed in a pair of parentheses, whereas in the second case no number and parentheses are used. The first two types of usages convey geometrical and physical meanings, and the last one is of mathematical nature. The same notation in three different contexts underlines one property in common: symmetry (symmetries in geometrical structure, physical problem, and mathematical formulae). This effect is not easily achieved with other symbols. Hopefully, with this note any confusion can be avoided.
Final solution of the grating problem
With expressions of the total fields obtained as shown in equations (28) and (32), there remains a simple and routine procedure to find the unknown diffraction amplitudes R σ mn and T σ mn . The S-matrix propagation algorithm [10] is recommended for efficiently achieving stable numerical results. The first square matrices on the right-hand sides of equations (28) and (32) are just the W matrices in the notation of [10] .
After the first and second covariant components of the electric field are found, the third one can be determined from the transversality condition of plane waves: k·E = k σ E σ = 0, where k σ are contravariant components of the wavevector. The polarization parameters of the plane wave can then be calculated with respect to a local reference frame. The diffraction efficiencies of the propagating orders are given by
provided that
where I 1 and I 2 are the first and second covariant components of the incident electric field, and the overbars indicate complex conjugation.
Remarks on Fourier factorization
Fourier factorization of products of vector-valued functions
In deriving the Fourier representations of Maxwell's equations in a doubly periodic medium in section 3, we encountered the task of Fourier factorizing products of vector-(or matrix-) valued functions. Suppose that f (x) is a square matrix, g(x) and h(x) are two vectors, all of them having an equal and finite dimension and their elements being periodic functions of x. Let us consider the matrix product
Generalizing the result of [8] for scalar-valued functions, we say that the matrix product in equation (36) is type 1 if f mn (x) and g n (x) do not have concurrent discontinuities for any (m, n). Since every scalar product in the right-hand side of equation (36) is type 1 and the number of terms in the sum is finite, Laurent's rule can be applied individually, leading to Laurent's rule for a matrix product:
where p and q are Fourier indices. If both f mn (x) and g n (x) are discontinuous for some (m, n), but h m (x) is continuous everywhere for every m, we say that the matrix product in equation (36) (38). This was the approach taken in section 3. Rigorously speaking, the legitimacy of the last step needs to be proven, i.e. it is necessary to show that all partial sums of the Fourier series using the coefficients given by equation (38) converge to the original functions h m (x), pointwise and for every m.
The validity of Laurent's rule for a scalar type 1 product and that of the inverse rule for a scalar type 2 product are rigorously established in [11] . In the above, the validity of Laurent's rule for a type 1 matrix product has just been justified. A proof of validity of the inverse rule as shown in equation (38) for a type 2 matrix product, however, has yet to be put forward.
Non-uniqueness of Fourier representation of Maxwell's equations in a two-dimensionally periodic medium
The expression of theε matrix in equation (20) is obtained by taking Fourier transformation of ε along the x 1 axis first. Of course we can take Fourier transformation of ε along the x 2 axis first, to derive another representation of ε,
Note that this expression and that in equation (20) are not commutative, meaning that one cannot be algebraically derived from the other within a finite truncated Fourier space. Thus, the representation of a doubly periodic permittivity tensor in truncated Fourier space is not unique. However, without a mathematical proof, we expect that as matrix truncation size increases, the two representations should converge to the same limit and lead to the same numerical result for the eigenvalue problem in equation (25). In fact, there are a multitude of choices for theε matrix that enters the eigenvalue problem of equations (25) and (26). For example, one can pick some matrix elements from equation (20) and the rest from equation (39), or take a certain average of some elements of the same superscripts from the two representations. It was observed that when a grating problem is symmetrical with respect to the plane that bisects the coordinate planes x 1 = 0 and x 2 = 0, the diffraction efficiencies computed by using equation (20) are not numerically perfectly symmetrical with respect to the diagonal in the efficiency table (see tables 2 and 3 of section 7), although theoretically they should be. And, as truncation size increases, this deviation from symmetry diminishes. When (ε +ε )/2 is used to replaceε, whereε andε are from equations (20) and (39), respectively, perfect symmetry is achieved, but a new phenomenon appears. Numerical experiments have shown that withε orε alone in equation (26), the sum of all diffraction efficiencies for a lossless grating is automatically (independent of matrix truncation) a good approximation to unity with high precision. With (ε+ε )/2, the automatic energy balance is lost, although the same S-matrix propagation subroutines are used. This is because, by artificially taking average ofε andε , the internal consistency of the formalism is destroyed. However, this loss may be viewed as a gain, because it makes the energy balance theorem a valid convergence indicator.
A question may be naturally asked by the reader. How does the present formulation relate to that of Popov and Nevière in [1] ? More specifically, can the matrixε of this paper be deduced as a special case of the general matrix Q defined by their equations (13) and (15)? The answer is negative. Evidently, in the construction of Q the inverse matrix is taken after the Fourier transformations along both x 1 and x 2 axes are completed, whereas in the construction ofε some matrix inversions are taken between Fourier transformations along the two directions. Thus, within the finite Fourier space the latter cannot be derived from the former, regardless of how the normal and tangential vectors are continued away from the grating surface.
Special cases
When the x 3 axis coincides with the z axis and it is one of the principal axes of the anisotropic medium in region 0, i.e. when the following conditions are simultaneously met, = 0,ε 13 In this section, the special case of crossed isotropic and nonmagnetic gratings, with = 0 and ζ = 0, previously studied in [5] is reconsidered. The present treatment does not invoke the hypothesis stated on page 2762 of that reference whose validity has not been established. In what follows, the notation [ f ] p , with p = 1, 2, is used to denote a Toeplitz matrix generated by the Fourier coefficients of function f along the x p direction. Although this system is not as compact as the one used in [5] , it is more transparent.
Following the recipe given in section 3, one can easily derive that
(42c) In the above expression ofε it is assumed that Fourier transformation is performed along the x 1 axis first. The expression ofε can be obtained from equations (41) and (42) by interchanging the first and second rows and columns, interchanging the subscripts 1 and 2, and changing the superscript (1) of Y (1) to (2). Substitution of the simplifiedε orε matrix into equation (26) shows that the expression of matrix F in equation (33) of [5] is still correct; only matrix G in equation (34) needs modifications. Whenε is used, the expressions of the four blocks of G are as follows: (1) .
(43) 
The dotted horizontal line, whose vertical position was set arbitrarily, is merely to provide a visual aid for comparing the convergence (levelness) of the two curves.
As with matrix Y (1) , the superscript (1) in the above expressions indicates that the submatrices are obtained with Fourier transformation along the x 1 axis first. When the reverse order is taken, the expression of G can be obtained from equation (43), again by interchanging subscripts 1 and 2 and changing superscript (1) to (2) . Of course, we can define a symmetrical G operator by letting it to be (G (1) + G (2) )/2. Note that when ζ = 0, it takes G (1) 21 and G (2) 12 to match the G matrix given in equation (34) of [5] .
Numerical examples and remarks on convergence
This section presents four numerical examples to demonstrate the convergence of the proposed method, and to offer tabulated data for those readers who might want to implement this method, or to compare this method with other methods. The definitions of the four grating cases are given below. All gratings are nonmagnetic (µ = 1). λ 0 is an arbitrary wavelength. The last example is the same as the third example in [5] . 
• , and the incident polarization is in the plane of incidence.
= 1.0 + i5.0, ε b is obtained from a permittivity tensor 2.25xx + 2.56yy + 2.89zz by first rotating it 45
• counterclockwise about the z axis, and then 45
• counterclockwise about the new y axis, θ = 30
• , and the incident polarization is perpendicular to the plane of incidence. 
The dotted horizontal line is used in the same way as in figure 3 .
Figures 3-6 demonstrate convergence of efficiencies of one of the diffraction orders in examples 1-4, respectively. The black dots represent results that were obtained with Fourier representation of the permittivity tensor given byε = L 2 L 1 (ε). The circles were obtained without going through the factorization procedures of section 3, i.e. with simplŷ ε = F 2 F 1 (ε). The truncation orders N 1 and N 2 are defined in section 4.1, in the paragraph that contains equation (28). These four sets of curves show that the correct Fourier factorization of ε has an advantage in rendering better convergence over the naive factorization, and the advantage is more obvious for gratings with higher index contrast. In figure 3 , the difference in convergence speed is almost undetectable, because the permittivity difference is very small, only a sign difference between the small cross terms. The difference is evident in figure 4 , where the index contrast is moderate. The difference in figure 5 is more pronounced because of the relatively high index contrast, but the oscillation of the solid dots has not sufficiently damped in the truncation range. Figure 6 can be compared with figure 10 of [5] . Note that the new result does not seem to converge any better than the old one, although the advantage of making sophisticated Fourier factorization over making naive factorization is still as obvious as before.
In figure 7 , plotted with a magnified vertical scale, are convergence curves of the same diffraction order of the same grating as in figure 3 , computed with three different Fourier representations of the permittivity tensor ε. As the reader would have intuitively expected, all three curves asymptotically approach to being horizontal (in fact, faster than the open circles in figure 3 , which are not reproduced here for aesthetical reasons), and the differences among them decrease steadily as the truncation order increases. This set of numerical results and other numerical experiments showed that the three representations produce more or less the same convergence characteristics. The efficiency values of examples 1-3 are listed in tables 1-3, all computed at truncation order 23 withε = L 2 L 1 (ε). In table 1, two rows and three columns are given for each diffraction order. The first column is diffraction efficiency, the second and third are the arctangent of the ratio of the s component to p component of the electric field and their phase difference, both given in degrees (the designations of s and p are with respect to the plane of diffraction). The first row is for a grating as defined in example 1, whereas the second row is the same except that the signs of the cross terms of the permittivity tensors are reversed, i.e. ε a and ε b are interchanged. Since this grating has space reversal symmetry in the Oxy plane, only half of the diffraction orders plus the (0, 0) order are listed. The symmetry in the orientations of the polarization ellipses between the diffraction order pairs symmetrically situated with respect to planes Oxz and Oyz can be easily observed. L Li From the above numerical examples, one can see that although the method presented here converges reasonably fast for gratings of low to medium permittivity contrasts, its convergence is not satisfactory for high-permittivity-contrast gratings. It would be interesting to compare the numerical performances between the present method and the general method of Popov and Nevière [1] . Such a numerical study is beyond the scope of this paper. A possible way to further improve convergence is to combine the present method with the adaptive resolution approach of Granet [12] [13] [14] .
Assessing numerical convergence of the Fourier modal method for crossed metallic gratings is difficult for two reasons. First, for the grating surface profile that this paper assumes there is not yet another method that is more accurate and converges faster so that meaningful comparisons can be made. The second reason is more closely related to the current ability of computers. We recall that for (one-dimensionally periodic) lamellar metallic gratings in TM polarization, it takes approximately 25 spatial harmonic orders for the correctly formulated Fourier modal method to converge to within 1%, and at least 50 orders are needed to ascertain that such accuracy is indeed reached. Suppose that the following assumption is correct: in order to achieve similar accuracy, a crossed grating model takes about the same truncation order along each of the two periodic directions as in the case of a lamellar grating model. Then, the results represented by the black dots in figures 5 and 6 are about to reach or may have just reached 1% accuracy. But, one cannot be sure of that, because with today's personal computers it is difficult to push truncation orders much beyond the maximum used in these figures. Therefore, at the present time, and for many years to come, improving theories and numerical techniques for modelling crossed gratings remains a challenging task.
Conclusion
The Fourier modal method for modelling crossed anisotropic gratings with arbitrary permittivity and permeability tensors has been presented. The formulation uses a general Cartesian coordinate system with skew angles both in and out of the grating plane. Correct Fourier factorization of Maxwell's equations is carried out in detail. Two efficient operators are introduced to greatly simplify the otherwise complicated notation.
Numerical results have demonstrated that making correct Fourier factorization significantly improves convergence of the Fourier modal method, although from a practical point of view the convergence for metallic gratings is still too slow. The present work represents a positive step toward satisfactorily solving the difficult problem of crossed isotropic and anisotropic gratings. where O is the asymptotic order symbol, and 0 < ν c < 1 is the singularity exponent that depends on the permittivity ratio and the wedge angle. 2 ) follows the same path, and therefore is omitted.
