Previously reported works on the spectrum of Cs VII are critically studied using supplementary spectrograms recorded on a 3-m normal incidence vacuum spectrograph in the wavelength region 300-1240 Å at the Antigonish laboratory (Canada). We confirmed the results of the earlier work of Gayasov and Joshi on this spectrum. Our analysis is supported by extended calculations with the pseudo-relativistic Hartree-Fock (HFR) method with superposition of configuration interactions implemented in Cowan's suite of codes. In this critical evaluation, in addition to the accurate energy levels of Cs VII with their uncertainties, observed and Ritz wavelengths with uncertainties and transition probabilities, the uniformly-scaled intensities of Cs VII lines are also presented. A total of 196 lines attributed to 197 transitions enabled us to optimize the energy values of 72 levels in Cs VII spectrum. Furthermore, Ritz wavelengths of 141 possibly observable lines are provided along with their transition probabilities.
Introduction
With the advent of lasers and atom/ion traps, our scientific interest in highly charged ions (HCIs) has been growing, as they present an enhanced avenue for studying the electron-electron correlations, quantum electrodynamics (QED), hyperfine, relativistic and finite-nuclear-size effects [1] . Additionally, several HCIs in the indium (In I) sequence were proposed as suitable candidates for the future development of new generation optical clocks [2] [3] [4] . These ultra-precise clocks use narrow lines of either parity-or J-forbidden transitions. They are expected to have a fractional frequency uncertainty on the level of 10 −19 or smaller. Therefore, these clocks have potential applications in testing new physics, such as the study of variation of fundamental constants, in development of highly sensitive quantum-based tools for geodesy, very-longbaseline interferometry for telescope array synchronization, climate change studies, hydrology, deep-space applications, and inertial navigation [5, 6] . Recently, Safronova et al. [3, 4] had calculated the energies of the 5s 2 5p-5s 2 4f clock transitions and their α-variation sensitivity coefficients for many In-like clock ions (Ce 9+ , Pr 10+ , Nd 11+ ). However, due to scarcity of experimental data on these ions, their theoretical results were compared with experimental data present for the lower members (Cs 6+ , Ba 7+ ) of the sequence. This is one of the (indirect) applications of experimental atomic data, which requires some quality checks to be made before their usage.
The ground configuration of Cs VII is 5s 2 5p with 2 Pº 1/2, 3/2 levels, and the excited configurations are of the type 5s 2 nℓ (n≥4; ℓ=s, p, d, f, ….), 5s5p 2 , 5p 3 , 5s5pnℓ (n≥4; ℓ=s, p, d, f, ….), and 5p 2 5d. The first analysis of this spectrum was carried out by Kaufman and Sugar [7] ; they reported the energy levels of the 5s 2 5p, 5s5p 2 , 5s 2 5d, and 5s 2 6s configurations. Altogether, ten energy levels were established with the help of fourteen observed lines in the 400-700 Å wavelength region. Only doublet ( 2 D, 2 P, and 2 S) levels belonging to the 5s5p 2 configuration were given in Ref. [7] ; the 4 P levels of this configuration were left out. The energy values of these 4 P levels were later reported by Tauheed et al. in 1992 [8] . In 1999, Gayasov and Joshi [9] not only confirmed all the previously reported levels but also extended the work to incorporate new configurations 5s 2 6p, 5s 2 (4f+5f), 5p 3 , 5s5p(4f+5d+6s). They classified 184 lines establishing 71 levels, and also reported the ionization potential of Cs VII at 687300(500) cm −1 or 85.20 (6) eV. All these updates were included in the recent compilation of cesium and its ions (Cs I-LV) by Sansonetti [10] ; subsequently, those were inserted into Atomic Spectra Database (ASD) of the National Institute of Standards and Technology (NIST) [11] .
In this work, one of our aims is to re-investigate the analysis of Gayasov and Joshi [9] on Cs VII using additional spectrograms of cesium recorded on a 3 m normal incidence vacuum spectrograph in the wavelength region 359-1240 Å at Antigonish laboratory (Canada). We also carried out a critical evaluation of all data on the Cs VII spectrum. As a result of this evaluation, we provide the wavelengths of observed lines (together with their Ritz counterpart), as well as the optimized energy levels with their uncertainties, uniformly-scaled intensities, and transition probabilities for observed and possibly observable lines.
Experimental details
The spectrum of cesium used for this work was recorded in the 300-1240 Å wavelength region on a 3 m normal incidence vacuum spectrograph at the Antigonish laboratory (Canada). The spectrograph was equipped with a 2400 lines per mm holographic grating of having a reciprocal dispersion of about 1.38 Å mm −1 in the first order of diffraction. Aluminum electrodes were used in a triggered spark source. These electrodes had cavities in which a pure CsNO 3 or CsCO 3 powder was packed. The charging potential across a low-inductance capacitor (14. 3 µF, 25 nH) was varied from 4 to 12 kV in discharges triggered by a 30 kV pulse. The exposures were taken on Kodak short-wave-radiation (SWR) plates. Several tracks of exposures (as many as five) were taken at varying experimental conditions: either reducing discharge voltage or inserting inductor coils in series with the spark circuit. The higher ionizations appear close to the anode, producing short lines on the plate. An inductance coil inserted in series in the discharge circuit helped to quench the higher stages of ionization on some tracks [12] . This procedure was helpful to discern the ionization states responsible for the lines. Sometimes, spatial variation of intensity of the line image was also taken into account, i.e. line characters such as polarity of the lines (short length and proximity to the anode or cathode). The spectral lines of Cs IV-Cs X have been identified by observing their characteristic appearance on various tracks of the plate. The relative positions of spectral lines along with their relative intensities were measured on a Zeiss Abbe comparator at Aligarh, and the spectrograms were calibrated with a polynomials of order 2 or 3 using lines of common impurities: carbon (C II -IV), nitrogen (N II), oxygen (O II-V), aluminum (Al II-III), and silicon (Si II-IV), together with additional lines of cesium (Cs IV-X). The wavelengths of these well-known lines were obtained from the NIST ASD [11] . The uncertainty of our wavelength measurement is estimated to be 0.010 Å for the entire region. Unlike the precisely measured wavelengths, the line intensities are visual estimates representing the blackening of the photographic emulsion. We further modelled these intensities to bring them on a uniform scale (see Section 3.4) . It is important to mention here that the plates used in this work were recorded at different experimental conditions on the same instrument: the first plate covers the wavelength region 300-890 Å, while the second one is in the 730-1240 Å range of wavelength. In either case, the track with the strongest Cs VII lines was used to measure the wavelengths and the remaining tracks on each plate were used to accomplish the ionization separation.
Results and discussion
The main results of our work on Cs VII are summarized in two tables; Table 1 contains the classified lines, and Table 2 describes the optimized energy levels with their LS compositions. The details of the analysis are discussed in the sections below. a Observed relative intensities, in terms of total energy flux under the line profile, are reduced to a common arbitrary linear scale corresponding to a plasma in local thermodynamic equilibrium with an effective excitation temperature of 6.6 eV, which we derived for the exposures of Gayasov and Joshi [9] (see section 3.4). Line character of the observed line: bl-blended by a close line (the blending spectrum is indicated in parentheses); w-wide line; *-intensity shared by two or more transitions; m-masked by a stronger neighboring line (no wavelength measured); p-intensity of the line is perturbed. b Observed and Ritz wavelengths (in Å) are given in vacuum for wavenumbers (σ) ≥ 50000 cm −1 , and in standard air smaller wavenumbers. The quantity given in parentheses is the uncertainty in the last digit. c Difference between the observed and Ritz wavelengths in milliangstrom, 1 mÅ =10 −3 Å. d Weighted transition probability (gA-value) and cancelation factor from the HFR calculations (see the text). e Reference to the observed line: GJ-Gayasov and Joshi [9] ; GJ*-reported by Gayasov and Joshi [9] with our additional line character;
TW-this work. Blank for the predicted lines whose Ritz wavelengths are computed from the energy levels involved. Optimized energy values. The auxiliary symbols inserted next to energy values have the following meaning: B1 or B2-the base levels chosen for representing the level uncertainties given in next column (see the next footnote); L-The given level values and their uncertainties are the theoretical ones from the LSF of Cowan's code (see section 3.1); N-newly identified energy levels. b Uncertainties of the level values given in the preceding column. They are given on the level of one standard deviation. They correspond to uncertainties of level separations from 5s5p 2 ( 1 D) 2 D 3/2 (base level B1) for all levels except those of the 5s 2 4f and 5s5p4f configurations, for which the uncertainties are given for separations from 5s 2 4f 2 F°5 /2 , which is designated as the base level B2. The uncertainties of the base levels B1 and B2 relative to the ground level are 0.5 cm −1 and 1.5 cm −1 , respectively. To determine the absolute uncertainties of excitation energies with respect to the ground level, the given values should be combined in quadrature the uncertainty of the corresponding base level. c The LS-coupling percentage compositions were determined in this work by a parametric least-squares fitting with Cowan's codes. The first percentage value refers to the configuration and term given in the first two columns of the table. The remaining percentage values refer to the configurations and terms given next to them. d Differences between observed and calculated energies from the parametric least squares fitting (see text). Blank for unobserved levels. e Number of observed lines determining the level in the optimization procedure. Blank for experimentally unknown levels.
HFR calculations and transition probabilities
We use the pseudo-relativistic Hartree-Fock (HFR) approach with superposition of interacting configurations implemented in Cowan's suite codes [13] to obtain the theoretical support for our analysis on Cs VII. The odd-parity matrix contains 5s 2 np (n=5-9), 5s 2 nf (n=4-7), 5p 3 , 5s5p(5d+6d+6s+7s), 5s5d4f, 5p 2 np (n=6-9), and 5p 2 nf (n=4-7) configurations; whereas the 5s5p 2 , 5s 2 nℓ (n=6-9 for ℓ=s, n=5-9 for ℓ=d, and n=5-7 for ℓ=g), 5s5d 2 , 5s5p(4f+5f+6p+7p), 4f5s6p, 5p 2 nℓ (n=6-9 for ℓ=s, n=5-9 for ℓ=d, and n=5-7 for ℓ=g), and 5s4f 2 configurations were included in the even-parity system. In the initial calculations the Slater parameters, the F k was fixed at 85%, (G k and R k ) were fixed at 75%, and (E av and ζ nℓ ) at 100% of their HFR values. A least-squares-parametric fitting (LSF) was performed to minimize the differences between observed and theoretical energy values (see Table 3 ). In the odd parity set 42 known levels were fitted with 16 free parameters, and the fits converged with a standard deviation (SD) of 303 cm −1 , whereas 30 known levels of even parity were fitted with 14 free parameters, and an SD of 284 cm −1 was achieved. Using these fitted energy parameters, the transition probabilities (TPs or gAvalues) were re-calculated and are given in Table 1 . It should be noted that these gA-values were essential for reduction of intensities described in section 3.4. The LS percentage compositions of the observed levels from the present calculations are given in Table 2 . They are slightly different from those given in ref. [9] . The ordering of doublet levels of the 5s5p4f configuration with ( 3 P°) and ( 1 P°) parentage was interchanged in our LSF due to inter and intra-configuration interactions, particularly, after the insertion of the 4f 2 5s configuration. As pointed out by Gayasov and Joshi, the inclusion of 4f 2 5s is important for better fitting of the levels of the 5s5p4f configuration. and/or least-squares-fitted (LSF) values and their ratios. b Uncertainty of each parameter represents its standard deviation (SD). c Parameters in each numbered group were linked together with their ratio fixed at the HF level, other remaining configuration-interaction parameters R k even and odd configurations were fixed at 75% of the Hartree-Fock value.
For the 5s 2 5p-{5s5p 2 , 5s 2 (5d+6s)} transitions, the gA-values calculated with the present HFR model were compared with those we calculated with the fully-relativistic multiconfiguration Dirac-Hartree-Fock (MCDHF) method for Cs 6+ ion (see Table 4 ). In the present MCDHF calculations, only valance electron correlations were included via single-double excitations from 5s 2 nℓ (n up to 8 for ℓ=s, p, d), 5s 2 (4f+5f+5g), and 5s5p 2 (n up to 8 for ℓ=s, p, d) type of configurations. Only the main results of the present MCDHF calculation are summarized in this work, and full details of it can be found elsewhere [14] . The average fractional uncertainty indicator (dT) for the MCDHF calculated gA-values, computed using differences of the quantities in the length and velocity forms, was 15 %. A similar value was also obtained from the estimation of the corresponding line strengths (S-values), excluding a weak line with S ≈ 1.86×10 −3 atomic units (a.u.) at 821.094 Å. The reliability of gA-values in each model is indicated by their absolute cancellation factor (|CF|) for HFR and fractional uncertainty indicator (dT) for the MCDHF. Unlike the dT indicator for MCDHF model, the gA-values from HFR are unreliable for transitions with small cancellation factor, |CF|<0.10. The general agreement between the HFR and MCDHF results is good, i.e., within 50 % on average, but one can see a clear dependency on the magnitude of the line strength (S-value) that strongly correlates with discrepancies between different calculations and thus, with their uncertainties. The HFR line strengths (S HFR ) with S HFR ≥ 0.80 a.u. deviate from the MCDHF line strengths (S MCDHF ) by 19 %, while the remaining weaker lines show a 78 % mean deviation. These mean deviations were further combined in quadrature with the 15 % uncertainty of the MCDHF model (see Table 4 ). However, one should be cautious while considering the mere internal consistency of the length and velocity forms of any theoretical model. Using it as an ultimate uncertainty indicator for the transition parameter may not always be correct. The method of evaluation of transition parameters should be more comprehensive as described in ref. [15] . Our HFR calculations are much more extensive in comparison to the MCDHF ones, and hence we consider them to be more accurate. Due to the above reasons, we do not recommend any final uncertainties for the values given in Table 4 . gA-values from the HFR and/or MCDHF method, which were omitted in the comparison.
In diagnostic of astrophysical plasmas, the most important transition of Cs VII is between 2 Pº levels of the 5s 2 5p configuration. From our level optimization, the 2 Pº 1/2 -2 Pº 3/2 separation is found to be 19379.3(4) cm −1 , and the corresponding forbidden line (M1+E2) is at 5160.15(11) Å in vacuum. The data on the transition rates (M1 and E2) of this line are summarized in Table 5 . It is worth to note that the agreement between the values from the all-order (Z SDpT ) multipole matrix elements [4] and MCDHF methods [14, 16] is excellent, within 0.04 % for the M1 transition, while the HFR value deviates by 1 % from the average of Z SDpT and MCDHF. All five values agree within 10 % for the E2 component of the line. A similar assessment can also be given for the lifetime data calculated by various methods. Since the M1 and E2 contributions are 0.99 % and 0.01%, respectively, the lifetime of the 5s 2 5p 2 Pº 3/2 state is predominantly defined by the M1 decay rate. Thus, the agreement of the Z SDpT and MCDHF results for the lifetime is within 0.10 %. From these comparisons, the best values proposed for the M1 and E2 decay rates of 5s 2 5p 2 Pº 3/2 state are 65.123(25) s −1 and 0.68(5) s −1 , respectively, and for the lifetime it is 15.197(14) milliseconds. [4] and [17] . c Calculated lifetime of the 5s 2 5p 2 Pº 3/2 excited level in milliseconds.
Analysis of the spectrum
Our analysis on Cs VII has begun with verification of lines and levels reported by Gayasov and Joshi [9] . We confirmed all of them except a few weak lines. Nonetheless, the work of Gayasov and Joshi is described in detail in the section below as it is one of the prime sources for the present work.
Measurements of Gayasov and Joshi
The spectrograms used by Gayasov and Joshi [9] for the analysis of Cs VII were recorded on the same Antigonish 3-m normal incidence vacuum spectrograph in the wavelength region 300-1240 Å using the triggered spark sources briefly described in Section 2 and also in ref. [12] . The exposures were taken either on Kodak SWR or 101-05 plates. The relative positions of spectral lines have been measured on an automatic Grant comparator, which provides better position accuracy for lines than the Abbe comparator. The wavelength reduction was carried out with the help of internal standards provided by impurities of C, N, O, and Al lines. The line intensities reported by Gayasov and Joshi on a scale from 2 to 1000 were obtained from an optical densitometer (see Section 3.4).
Gayasov and Joshi could easily segregate the lines of Cs VII in their spectrograms as they had already studied several spectra of cesium ions (Cs IV to Cs IX) in their laboratory (see Ref. [9] and references therein). This helped them to revise the work of Kaufman and Sugar [7] and extend it further. The lines of 5s 2 5p 2 Pº-5s5p 2 4 P transitions were first observed by Tauheed et al. [8] . Later, their improved wavelengths were given by Gayasov and Joshi. A total of 184 lines were observed by Gayasov and Joshi. They belong to the 5s 2 5p-{5s5p 2 , 5s 2 (5d+6s), 5s5p4f}, 5s5p 2 -{5s 2 6p,5s5p(5d+6s), 5p 3 }, 5s 2 5d-{5s 2 (5f+6p), 5s5p(5d+6s)}, 5s 2 6s-5s5p6s, and 5s 2 4f-5s5p4f transition arrays. All levels of the configurations involved were found except two out of twenty-three levels of 5s5p5d and 5s5p4f (7 out of 24 levels). All but a few weak lines reported by Gayasov and Joshi appeared on our plates with line characteristics of Cs VII. Therefore, we accepted all the lines reported by Gayasov and Joshi and retained them in the final level optimization (see section 3.3 ). An additional test was also performed by us using Boltzmann plots. In this test, the observed line intensities were found to be strongly correlated with transition rates (see section 3.4) . It should be noted that our extended HFR calculations and the subsequently made LSF (see section 3.1) are superior to those made by Gayasov and Joshi, as we considered an extensive sets of almost all interacting configurations in the calculations. Additionally, we linked all similar parameters in the LSF calculations resulting in an improved value for the parameters involved (see Table 3 ).
Optimization of energy levels
After confirming almost all the lines identified by Gayasov and Joshi [9] , we performed the optimization of energy levels using the LOPT code [18] . In the initial stage of the optimization, only wavelengths of Cs VII lines reported by Gayasov and Joshi with an uncertainty of 0.005 Å were included in the input, and those from our plates were ignored due to their inferior accuracy. Using these optimized energy levels and their Ritz wavelengths; we found 12 previously unobserved lines (with strong TPs) on our spectrograms and added them to the line list, as well as one line masked by another species. The final line list of Cs VII is given in Table 1 , while the optimized energy levels with their uncertainties are given in Table 2 . Our listed energy values can immediately be compared with those reported by Gayasov and Joshi [9] or with those reproduced from ref. [9] by Sansonetti [10] for the NIST ASD [11] with their uncertainties. There are no significant differences between them, but the uncertainties of energy levels given in ref. [10] were overestimated. In other words, we retained their required numerical precision and uncertainties from the same input data, ref. [9] . We used the present optimized energy levels to compute accurate wavelengths of several possibly observable lines. We also provide the transition probabilities for these lines, which could be important for detailed plasma models.
Reduction of line intensities
A visual estimate of blackening of the photographic emulsion is one of the commonly given quantities to represent the relative line intensities. With rare exceptions optical densitometers are commonly used for this purpose. Thus, most often the observers give only rough estimates of relative line intensities. Nevertheless, the line intensities are vital for proper identification of lines. Generally, different observers use different scales to express the relative line intensities. Moreover, efficiency of spectrographs (including their optics), photographic emulsions, and excitation conditions of light sources are also different. Bringing such heterogeneous intensities to a common scale is a non-trivial problem. If several sets of intensities observed at different conditions are available, each observation should be analysed separately through a method using the Boltzmann equation to approximate the levels populations together with theoretically obtained transition probabilities (gA-values). This method was successfully used in analyses of many similar spectra [19] [20] [21] [22] . Once an approximate excitation temperature is determined for the light source used then spectral response functions (in terms of λ) of the instrument (including the detector) are easily determined by comparing the observed and modelled intensities, and spectral variations of the efficiency of the instrument are removed from the observed intensities. Subsequently, intensities observed with another instrument or those from the same instrument under different excitation condition can be reduced to a global uniform scale with a common effective excitation temperature (T eff ) chosen from one of the observations (see further details in ref. [19] [20] [21] [22] ).
As briefly described in section 3.2.1, Gayasov and Joshi [9] measured the relative line intensities of Cs VII lines with an optical densitometer. The photographic emulsion characteristic curve was used by them without considering any λ-dependency of the emulsion. However, the background in the spectrogram was approximated by a spline curve and was removed. Their final intensities are given on a linear scale from 2 to 1000. We use these intensities together with gA-values obtained from our HFR calculations described above (see section 3.1) to reduce them to a uniform scale corresponding to T eff = 6.6 eV, as derived from the Boltzmann plot shown in Figure 1 . In this figure, the corrected intensities given in Table 1 were used. The logarithmic intensity correction functions varying with wavelength (λ-dependency) for the intensities reported in Ref. [9] are given in Figure 2 . A few data points deviating too much from the fitted curves were removed from these plots. The corresponding lines are marked with a special note in Table 1 . These large deviations can be explained by unidentified blending in the spectra observed in Ref. [9] . [9] . The effective excitation temperature, T eff = 6.6 eV, was derived from the corrected intensities (I corr ), which were obtained after the removal of the wavelength-dependent correction from the originally observed line intensities (see figure 2 ).
Figure 2. Logarithmic intensity correction functions for the observation (I obs ) of Gayasov and
Joshi [9] , which smoothly vary with the wavelength (λ in Å) in three different regions. The calculated line intensities are obtained with formula I cal = (gA/λ) exp(−E upp /T eff + C 0 ). The solid lines represent cubic polynomial functions fitted to the data.
Similar procedures were followed for the intensities of Cs VII observed on our spectrograms, which were taken from two plates recorded at different experimental conditions on the same instrument. The first plate covers the wavelength region 300-890 Å, while second one is in the 730-1240 Å range of wavelength. The final T eff values derived for them were 10.4 eV and 6.8 eV, respectively. The corrected intensities were then rescaled to the global uniform T eff = 6.6 eV selected from the spectrum of Gayasov and Joshi. It should be noted that our originally recorded intensities are visual estimates of photographic blackening, which inherently tend to have large variations in comparison with those from an optical densitometer. For this reason, no intensity averaging has been made in the final line intensities given in Table 1 . Nonetheless, this modelling was helpful in determining the line intensities of 12 newly identified lines on our spectrograms.
Conclusions
The earlier reported work on the spectrum of Cs VII by Gayasov and Joshi [9] has been reinvestigated thoroughly using supplementary spectrograms of cesium recorded on a 3 m normal incidence vacuum spectrograph in the 300-1240 Å wavelength region. We confirmed the lines and levels reported earlier by Gayasov and Joshi and found twelve new Cs VII lines on our spectrograms. Four of these new lines establish two previously unknown levels of 5s5p4f and a third level of the 5s5p5d configurations. In this work, besides providing newly optimized energy levels of Cs VII with their uncertainties, as well as observed and Ritz wavelengths with uncertainties, we also give transition probabilities and uniformly scaled intensities of Cs VII lines. For a few selected lines, the transition probabilities from our HFR calculations were evaluated by comparison with those from the MCDHF method. A total of 196 lines attributed to 197 transitions enabled us to optimize the energy values of 72 levels in the Cs VII spectrum. The line list of Cs VII was further enhanced with 140 possibly observable lines, for which Ritz wavelengths are provided along with their gA-values.
