Abstract-Sensory-evoked propagating waves are frequently observed in sensory cortex. However, it is largely unknown how an evoked propagating wave affects the activity evoked by subsequent sensory inputs, or how two propagating waves interact when evoked by simultaneous sensory inputs. Using voltage-sensitive dye imaging, we investigated the interactions between two evoked waves in rat visual cortex, and the spatiotemporal patterns of depolarization in the neuronal population due to wave-to-wave interactions. We have found that visually-evoked propagating waves have a refractory period of about 300 ms, within which the response to a subsequent visual stimulus is suppressed. Simultaneous presentation of two visual stimuli at different locations can evoke two waves propagating toward each other, and these two waves fuse. Fusion significantly shortens the latency and half-width of the response, leading to changes in the spatial profile of evoked population activity. The visually-evoked propagating wave may also be suppressed by a preceding spontaneous wave. The refractory period following a propagating wave and the fusion between two waves may contribute to visual sensory processing by modifying the spatiotemporal profile of population neuronal activity evoked by sensory events. Ó
INTRODUCTION
Propagating waves of neuronal activity are frequently found when a large number of cortical neurons are activated by sensory events (London et al., 1989; Prechtl et al., 1997 Prechtl et al., , 2000 Senseman and Robbins, 1999; Jancke et al., 2004a; Ferezou et al., 2006 Ferezou et al., , 2007 Roland et al., 2006; Song et al., 2006; Benucci et al., 2007; Sharon et al., 2007; Xu et al., 2007; Takagaki et al., 2008b ; for reviews, see Ermentrout and Kleinfeld, 2001; Wu et al., 2008; Wang, 2010) . A single visual object presented in the visual field induces a propagating wave in the primary visual cortex (V1), starting spatially from the retinotopic site of the visual stimulus (Bringuier et al., 1999; Roland et al., 2006; Xu et al., 2007; Han et al., 2008) . During natural vision, when multiple objects are seen in the visual field simultaneously or sequentially, multiple waves may be initiated and interact. The interaction between these waves may play important roles in cortical visual processing.
Such interactions between propagating waves are frequently observed in the cortex, and particularly well described in the barrel cortex. For example, spontaneous sleep-like waves can suppress a wave evoked by whisker stimulation (Petersen et al., 2003b) . Cortical activities evoked by whisker deflection can suppress the amplitude and spatial area of a subsequently evoked response (Civillico and Contreras, 2006) . Furthermore, interactions between two spontaneous waves may initiate spiral waves and other complex spatiotemporal patterns (Huang et al., 2004 (Huang et al., , 2010b Schiff et al., 2007) . Despite the frequent observation of wave interactions, many questions remain on how cortical propagating waves interact. For example, given that the population undergoes only subthreshold depolarization during a wave, when two waves collide, does the average population depolarization increase? What happens when one wave runs into the tail of another wave? Furthermore, are there any changes in the population response at different locations due to wave-to-wave interaction? What is the spatiotemporal distribution of these changes? This report will study wave-to-wave interactions in rat visual cortex by simultaneously or sequentially presenting two small visual objects in the visual field.
Voltage-sensitive dye (VSD) signals from the cortex correlate well with membrane potential changes at the population level (for reviews, see Grinvald and Hildesheim, 2004; Huang et al., 2010a) . This allows examination of population depolarizations and hyperpolarizations during a cortical event. In this report, we demonstrate that a visually-evoked wave can suppress subsequent waves evoked by another visual object, within a time window of 80-300 ms. Two simultaneous waves evoked at different locations can fuse when the wave fronts meet. The fusion changes the latency and half-width of the evoked response, as well as the propagation direction of the wavefront, depending on the spatiotemporal relationship of wave initiation sites and timing. The VSD signals do not sum when two waves fuse, suggesting that the fusion of the waves does not increase the level of depolarization in the population.
EXPERIMENTAL PROCEDURES Surgical procedures
Sprague-Dawley rats (250-400 g, n = 26) and Long Evans rats (250-350 g, n = 20) were used in the experiments. Surgical procedures were approved by the institutional Animal Care and Use Committee of the Georgetown University following the guidelines of the National Institutes of Health.
Animals were pretreated with dexamethasone sulfate (1 mg/ kg) by intraperitoneal (IP) injection one night before and an IP injection of atropine sulfate (60 lg/kg) approximately 30 min before the surgery. Anesthesia was induced with ketamine (60 mg/kg) and xylazine (15 mg/kg). After tracheostomy, the animals were ventilated with a small animal respirator delivering 1.5-2% isoflurane in oxygen or room air. The respiratory rate (60-100 c/min) and volume (2-3 ml) were adjusted such that the end-tidal CO 2 was 26-32 mm Hg (3.3-4.2%). The body temperature of the anesthetized animals was maintained at 37°C with a regulated heating pad. In some experiments, 4% isoflurane was used to induce the anesthesia. Urethane (1 g/kg) was injected (IP) after tracheostomy and isoflurane was reduced to 1.5% for surgery. The animal was fixed by ear bars on a stereotaxic apparatus. A cranial window (5 Â 5 mm 2 ) was drilled over the visual cortex of the left hemisphere (bregma À4 to À9 mm, lateral 2-7 mm). A vaseline chamber was made on the bone around the window.
Dye staining
Voltage-sensitive dyes RH1838 or RH1691 (Optical Imaging, Rehovot, Israel) were used to stain the cortex (1 mg/ml, in Ringer's solution). The dura was removed. After staining for 90 min, the cortex was washed with dye-free ringer solution for approximately 30 min. In some experiments, the cortex was stained through the dura. In order to increase dural permeability to the dye, we dried the dura with gentle air flow before staining. During staining, the dye solution was continuously circulated by a perfusion pump.
Optical imaging
High viscosity silicone oil (30,000 centistokes) was applied to the surface of the cortex, and the chamber was sealed with a glass coverslip. Voltage-sensitive dye imaging experiments were performed in two apparatuses: the apparatus at the Institute of Biophysics in Beijing, China uses a 150 W Xenon arc lamp (Opti Quip, Highland Mills, NY, USA) as light source, the light was filtered by a Chroma Cy5 filter cube (Chroma, Bellows Falls, VT, USA) with 640 ± 20 nm excitation filter, 660 nm dichroic mirror and 680 ± 30 nm emission filter. Data for Figs. 1-4 were mainly collected using this apparatus. The apparatus at Georgetown University uses a 100 W Tungsten halogen lamp (Zeiss, Thornwood, NY, USA) and the light was filtered by a custom filter cube (Chroma, Bellows Falls, VT, USA) with 630 ± 30 nm excitation filter, 660 nm dichroic mirror and 690 ± 30 nm emission filter. Data for Figs. 5 and 6 were collected using this apparatus. The latter apparatus has higher light throughput and also better signal-to-noise ratio. In both apparatuses, the dye fluorescence light was collected by a 5Â macroscope modified from a Navita 25 mm f = 0.9 video lens. The real image of the cortex was projected onto the aperture of a 464-channel photodiode array (WuTech Instruments, Gaithersburg, MD, USA). Each channel (photodiode) of the array receives light from a cortical area of 160 lm in diameter. Most of the signal comes from cortical layers II-III (Lippert et al., 2007) . Two-stage amplification in the diode array produces effectively 19 bits of dynamic range, adequate to detect 0.01% dF/F signals. The optical signals were digitized at 1.6 kHz by an A/D converter (Microstar Labs, Bellevue, WA, USA) with a desktop computer. Local EEG was recorded with a silver ball electrode placed at the edge of the cranial window. The EEG signals were filtered between 1 and 100 Hz and amplified 1000 times. ECG of the animal was also collected and digitized simultaneously with the optical and EEG signals. ECG was used to trigger a custom algorithm for removing heartbeat artifact from optical signals (Lippert et al., 2007) . Data were acquired with NeuroPlex software (RedShirtImaging, Detacur, GA). All data were collected as single trials. Each imaging trial lasted for 3 s with an inter-trial interval of >100 s. For additional information regarding the diode array and VSD methods see Wu and Cohen (1993) , Jin et al. (2002) , Lippert et al. (2007) and Huang et al. (2010a) .
Visual stimulation
Visual stimuli were generated by programs written in Visual C++. The patterns were displayed on a CRT or LCD (70°h Â 55°w in visual angle, 800 Â 600, 85 Hz) placed in front of the eye contralateral to the imaged visual cortex. The visual stimulus consisted of one or two bright squares (80 cd/m 2 ) on black background (3 cd/m 2 or below) occupying 10 degrees of visual space, with a duration of 100 ms.
At the beginning of each experiment, the imaging field was adjusted so that a large part of area V1 and the initiation site of the evoked responses were within the imaging field.
Electrical stimulation
Electrical stimuli consisted of single pulses (0.1 ms duration), with intensities of 10-25 lA (2-5 V), delivered to the surface layer of visual cortex through a tungsten electrode (200 kX). The stimulation site was placed near the posterior edge of the imaging window. The reference electrode was placed on tissue outside the skull next to the cranial window.
Data analysis and presentation
The optical data were analyzed in NeuroPlex and scripts written with Matlab (Mathworks). Raw data were first processed by a custom algorithm written in Matlab to remove heartbeat artifacts (Lippert et al., 2007) , then filtered digitally before presentation as traces (e.g., Fig. 1C ) or pseudo-color images. The pseudo-color images (excluding Fig. 2) were generated from fractional changes of the fluorescent light in each trial, and were smoothed with a 3 Â 3 mean spatial filter. The signal on each detector was individually scaled to occupy the full range of the color map (Grinvald et al., 1982; Jin et al., 2002; Lippert et al., 2007) .
Definition of the wave latency and half-width
At a given detector, the latency of the response was defined as the lag of the peak response from the stimulus onset ( Fig. 2A) . The half-width was defined as the difference between the time of the peak and the time of 50% of the peak ( Fig. 2A) . Data were collected from 1011 trials (16 animals). The amplitude was measured at the retinotopic site of St2 (e.g., detector 2 in A) and was normalized to that evoked by single stimulus in the same animal. Cross-animal averaging was done after the normalization. Blue squares are for the responses evoked by the first stimulus (St1) and red diamonds are for the responses evoked by the second stimulus (St2). t-Test was done at each testpoint (the control is the amplitude of the wave evoked by a single stimulus St2) and those with significant difference were marked by '' ⁄⁄ '' (p < 0.01). Color bars under the plot mark the time window for different types of interactions.
RESULTS

Various interactions between two visually-evoked waves
Visually-evoked cortical activity manifests as propagating waves, starting from the retinotopic site of stimulation in the visual field (Roland et al., 2006; Benucci et al., 2007; Xu et al., 2007; Han et al., 2008) . Sequentially displaying two visual stimuli (Fig. 1A ) evokes two propagating waves interacting within the primary visual cortex (V1) of the left hemisphere ( Fig. 1 ). Since the location and timing of the visual stimuli on the screen determined the initiation site and onset time of the propagating waves, we could accurately control the location and timing of the interacting waves. By changing the inter-stimulus interval (ISI) of the two stimuli, we studied the interaction of these waves with each other.
In the experiment shown in Fig. 1 , the visual stimulus was presented at the bottom or top of the visual field and evoked a propagating wave from anterior or posterior retinotopic locations in the V1 (Fig. 1B right images) . Evoked activity propagated at 0.065 ± 0.019 (mean ± SD) m/s in the rostral-caudal direction (n = 25 animals, averaging done after calculation of propagation speed in each trial). When the two stimuli were presented sequentially, e.g., bottom square (St1) followed by the upper square (St2), the two evoked waves interacted in V1 as observed in optical traces (Fig. 1C left) and pseudo-color images (Fig. 1C right) . At an ISI of 300 ms or longer, the responses showed no apparent interactions, with the amplitude of the second evoked activity similar to that of the first (Fig. 1C left, top two traces). The activity evoked by the second visual stimulus was not affected, because spatially, it initiated long after the first-evoked wave propagated through the entire V1 area (Fig. 1C right, top row images). Interactions occurred when the ISI was reduced. When the ISI was reduced to 160 ms, response to St2 was largely suppressed at a distant location (Fig. 1 , location 1) while being less affected at the retinotopic site (Fig. 1C, location 2) . As shown by the pseudo-color images, the whole area was affected by the propagation of the first wave so that the second stimulus failed to evoke a full-scale propagating wave; only a local response was seen near the retinotopic site (Fig. 1C right, middle row images) . At an ISI of 30 ms, both traces showed one response peak (Fig. 1C left, bottom two traces). The response to the second stimulus developed before the wavefront of the first response arrived at detector 2, so the two stimuli both evoked responses near their retinotopic sites and the activity fused as the propagating waves met (Fig. 1C right, bottom row images). The amplitude of the VSD signal did not increase when the fusion occurred (Fig. 1C left, bottom two traces) , indicating that the fusion of two waves does not add to the extent of population depolarization.
The relationship between the ISI and the amplitude of the evoked waves is summarized in Fig. 1D . At an ISI of 300 ms or longer, the amplitude of the second-evoked response was not affected by the first wave (Fig. 1D , marked by the orange bar). For ISIs between 80 and 300 ms, the amplitude of the second response was significantly reduced (Fig. 1D , marked by the blue bar), indicating that the refractory period of an evoked wave is about 300 ms, during which the development of subsequent waves are suppressed. For ISIs between 0 and 30 ms, the response to St2 was unaffected at the retinotopic site and later fused with the wave evoked by the first stimulus (Fig. 1D , marked by the red bar). We did not measure amplitudes of the waves during ISIs of 30-80 ms, because the second-evoked response and the approaching first wave were indistinguishable near detector 2 at these intervals. For repetitive stimulus at the same retinotopic location, the response to the second stimulus is also suppressed at the interval of 80-300 ms, similar to that of two point stimulus (data not shown).
Wave-to-wave interactions including fusion and suppression have large effects on population activity, spatially and temporally, which are described in the following section. . The broken squares mark the frames from which the contour of wave front was drawn in B. The contour line was traced along the border between yellow and red color in pseudo color image (about 70% of peak). For clarity of the presentation, only the left part of the contour was used in B. (B) Hexagon indicates the imaging field. i1 and i2 are the retinotopic sites of St1 and St2. Blue, green and red curves are wave front contour lines drawn from the frames (marked by broken squares in A) $50 ms after when the initiation site become visible in the image. The blue curves are from 5 trails (St1 alone) and the green curves are from 4 trails (St2 alone), while the red curves are from 4 trails (St1 and St2 simultaneously). The arrows show the approximate direction vectors of the waves that are perpendicular to the wave front. The gray box indicates the column of detectors used to make the X-T map in C. (C) Space-time maps (X-T maps) under three stimulus paradigms: St1 alone (top), St2 alone (middle), St1 and St2 simultaneously (bottom). The X-T maps were made from the signals in a column of detectors (marked by gray box in B). Note that when two visual stimuli are given simultaneously, the depolarization along the detector column reach the peak almost simultaneously (bottom image), markedly different from when individual visual stimulus is given alone (top two images).
Fusion of two evoked waves
When two visually-evoked waves were initiated with a short ISI, we observed a significant reduction of the latency (as defined in Experimental procedures) over a large cortical area (Fig. 2) . Shortening of the latency was seen clearly in the optical signals, in single trials. In Fig. 2B , we show optical signals from four representative detectors, two from the retinotopic sites (i1, i2), and two in the middle area between i1 and i2 (M and P, locations shown in Fig. 2A ). When stimulus St1 or St2 was given alone, the evoked wave manifested at these four detectors with timing determined by the wave propagation velocity. Thus, the latency was shortest at the initiation sites (i1 for St1, i2 for St2) and longer at the distant sites (i2 for St1, i1 for St2) (Fig. 2B, i1 , i2, blue and green traces). The middle points M and P were chosen to have similar distances to i1 and i2 so that the latency difference between the St1-evoked and St2-evoked response was small (Fig. 2B , M, P, blue and green traces). When St1 and St2 were given together with a short ISI of 15 ms, we observed marked latency shortening in the two middle detectors (Fig. 2B red traces) . This latency shortening was observed in all fifteen animals examined.
In the same animal, when the intensity and location of the stimuli were identical, the shortening of the latency was consistent from trial to trial, as in the example shown in Fig. 2C (average result from 5 trials in the same preparation). The shortening of the latency was significant at middle points M and P within V1, and insignificant at the retinotopic initiation sites i1 and i2 (Fig. 2C , comparing red and blue bars at i1, and red and green bars at i2). This suggests that latency shortening is more obvious in those areas where waves fuse.
To better investigate the spatial profile of the latency change, we plotted this latency change throughout the whole imaging field. As shown in Fig. 2D , shortening of the latency occurs mostly in the middle area between two initiation sites, where the latency shortening can be as large as 25 ms. The latency change was small close to retinotopic sites. This distinct spatial profile suggests that outside retinotopic sites, activity is triggered primarily by the propagating wave, and thus wave fusion had a large impact. In contrast, sensory-evoked cortical activity is dominant near the retinotopic sites, and peaks earlier such that the wave fusion caused smaller latency changes here.
The fusion of the two evoked waves also reduced the half-width of the waveform, as seen both in the individual recording traces (Fig. 2B, red and blue/green traces) and in grouped data (Fig. 2E, left) . Reduction of the wave The second response (in the gray shade) showed two peaks. The first peak is much larger at i2 than at i1, corresponding to the local response seen in the bottom images (L). The second peak is seen in both i1 and i2 and the images indicate it is a propagating wave. The red bar on the top of the traces indicates the time window for the images in two upper rows. The third row of images is an expansion of part of the second row (marked by pink bar). Frames marked by ''L'' and ''D'' show the initiation sites of the local response and delayed waves respectively. Right: Initiation sites of local response and delayed waves from 8 trials of the same animal. Note that the initiation sites of the local response (red circles) are clustered around i2, while the initiation sites of the delayed wave (blue circles) are scattered in a larger area. half-width suggests that the two evoked waves act synergistically to accelerate depolarization onset. Despite large changes in the latency and half-width, the fusion of two waves caused no significant change in the response amplitude, even at the middle detector where latency change was maximal (Fig. 2E, right) .
The fusion of the two evoked waves also changed the direction of the wave front. When stimulus St1 or St2 were given individually, the evoked wave propagated within V1 with an arched wavefront (Fig. 3A, top two rows) . In contrast, when St1 and St2 were presented simultaneously, the waves fused at the midpoint and propagated laterally from there (Fig. 3A , bottom row, image marked by asterisks). The wave front contour lines drawn in Fig. 3B show that the wave directional vectors point outward from the respective retinotopic sites when St1 or St2 is given alone (Fig. 3B, blue and green arrows) . Fusion between two waves changed the directional vector, such that the direction ran parallel to the midline between the two initiation sites (Fig. 3B, red arrows) . Changes in the propagating direction can also be seen in the space-time maps (X-T maps) (Fig. 3C) , which show that the signal from one column of optical detectors approximately parallel to the simultaneous wave front (the location of the detectors marked by gray box in Fig. 3B ). The depolarization along this column of optical detectors occurred nearly simultaneously when two visual stimuli were given at the same time (Fig. 3C, bottom) , markedly different from the activation when individual visual stimuli were given alone (Fig. 3C, Top two) . Similar changes in wave front were observed in all 15 animals in which we observed wave fusion.
Suppression of the second wave
As described in Fig. 1D , the propagating wave evoked by the first visual stimulus (St1) suppressed the response to the second stimulus (St2) for ISIs of 80-300 ms. The suppression peaked for ISIs of $100 ms, at which the response to the second stimulus was not detectable in more than 90% of the trials. Increasing the ISI increased the probability of the second stimulus evoking a population response. For ISIs between 200 and 300 ms, the second response was completely suppressed in about 15% of the trials, and only partially suppressed in the majority of other recording trials (Fig. 4) . Partial suppression appears to be more complex than complete suppression. The partially suppressed response can be dissected into two components, a local response followed by a delayed propagating wave. Both components are evoked by the second stimulus, but the local response is initiated on the retinotopic site, accurately associated with the stimulation timing and does not propagate (Fig. 4B, right) . In contrast, the delayed wave is a propagating event, initiated near but not exactly at the retinotopic site, and within a time window of 100 ms after the local response. In some cases only a local response was observed without the following propagating wave (Fig. 4A) . In other cases both local response and delayed waves were observed, seen in the signal trace from a single detector as double peaks (Fig. 4B) . In the 15 animals where partial suppression was observed, delayed waves were found in 12 animals.
The delayed propagating wave from a partially suppressed response is different from the local response in several aspects: First, the delayed wave occurred much later (30-80 ms) than the local response. Secondly, the two have different spatiotemporal distributions. As shown in Fig. 4 , the local response (4A, first peak in gray window of 4B) typically has a higher amplitude at the center (i2) and much lower amplitude in surrounding locations (i1), while the delayed propagating wave (4B, second peak in gray window) has similar amplitude at the center (i2) and surrounding locations (i1).
Local responses and delayed waves can also be distinguished by their initiation sites. As shown in Fig. 4 , the initiation site of the local response coincides well with the retinotopic site of St2 (Fig. 4A, B , images marked by ''L''). The initiation sites of the delayed waves, in contrast, were more posterior and medial (Fig. 4B image marked by  ''D'') . In this preparation, we have examined 8 trials with delayed waves. In all trials, the initiation sites of the local response were clustered tightly around the retinotopic site of the stimulus, while the initiation sites of the delayed waves scattered over a large area in V1 (Fig. 4B right) .
These results suggest that visually-evoked responses contain two independent processes, the local response and the subsequent propagating wave. The two can be dissociated when they are weakened by a previous visual stimulus.
Interaction between spontaneous and evoked waves
We next ask whether spontaneous waves of cortical activity can interact with visually-evoked waves, similar to the interaction between two evoked waves. Spontaneous activities observed in cortex at certain anesthetic planes have also been referred to as ''UP states'' (Steriade et al., 1993; Cowan and Wilson, 1994; Contreras et al., 1996; Petersen et al., 2003b; Sachdev et al., 2004; Rudolph et al., 2007; Okun and Lampl, 2008) . In spatiotemporal domains, these spontaneous events manifest as propagating waves (Ferezou et al., 2007; Xu et al., 2007; Han et al., 2008; Huang et al., 2010b) . Spontaneous and evoked waves have similar amplitude VSD signals (Fig. 5A, traces) , but the spontaneous waves often originate outside of the imaging field . In contrast, the visually-evoked waves we observed were always initiated at or near the retinotopic site (Fig. 5A, images) .
In our experiments, we gave one visual stimulus in each 3-s recording trial and recorded 100-200 trials from each animal. In many trials, spontaneous waves preceded visually-evoked waves at variable intervals. Due to the difficulty of discriminating spontaneous waves following evoked waves, we only examined the interactions between evoked waves and their preceding spontaneous waves. Fig. 5A shows examples in which spontaneous waves suppressed visually-evoked waves. When the spontaneous-to-evoked interval was longer than 300 ms, the evoked activity developed normally from the retinotopic site ( Fig. 5A traces 1, 5, 6 ). At shorter intervals, visuallyevoked waves were partially or completely suppressed (Fig. 5A, traces 2, 3, 4) . Group data (Fig. 5C) showed obvious amplitude reduction when a spontaneous event preceded the onset of an evoked response by less than 250 ms, similar to the suppression between two visuallyevoked waves (Fig. 1D) . The largest suppression was observed for intervals of 50-100 ms where visuallyevoked responses were completely suppressed in many trials (Fig. 5A traces 2) .
In some instances, the visually-evoked response occurred nearly simultaneously with a spontaneous event and a fusion of these two activities occurred, resulting in a fused peak in the recording trace (Fig. 5B, traces) . In the pseudo-color images, the onset of the spontaneous and evoked waves could be distinguished by their initiation sites (Fig. 5B, images) . Fusion between a spontaneous and visually-evoked wave (two examples shown in Fig. 5B ) is similar to that between two visually-evoked waves. Fewer spontaneous-to-evoked fusion cases were seen because the wave-to-wave interval could not be controlled. In the 234 recording trials (n = 16 animals) containing spontaneous waves preceding the visuallyevoked waves, we observed 9 incidences of fusion. For this reason statistics for ISIs from 0 to 50 ms were omitted in Fig. 5C .
Interaction between visually-evoked waves and waves triggered by direct cortical electrical stimulation
In order to examine whether visually-evoked waves can suppress other cortical propagating waves, we delivered electrical shocks to the cortex shortly after the visual stimulus. We first adjusted the visual stimulus so that the retinotopic site on the cortex was approximately 2 mm from the tip of the stimulation electrode (Fig. 6A) . Electrical stimulation also initiated strong propagating waves, emanating from the tip of the stimulation electrode (Fig. 6) . We adjusted the intensity of electrical stimulation such that the amplitude of evoked response in the vicinity of the electrode tip was similar to that evoked by the visual stimulus. For Fig. 6 , the adjusted intensity of the electrical stimulation was approximately 10 lA (0.1 ms square pulse) (Fig. 6B middle two traces) . When the electrical stimulation intensity was increased to 25 lA, the activation at the stimulation site was larger than that evoked by a visual stimulus (Fig. 6B bottom two traces) . Visually-evoked waves strongly suppress the activity evoked by a subsequent electrical stimulation. Fig. 6C shows an example of the suppression when electrical stimulus was delivered 150 ms after the onset of visual stimulus.
At an intensity of 10 lA, the electrically evoked wave was completely suppressed (Fig. 6C, top row images) . However, when the stimulus intensity was increased, the electric stimulus was still able to induce a propagating wave. In this animal, the propagation of the electricallyevoked response became visible at an intensity of 15 lA (Fig. 6C, middle two rows) ; increasing intensity to 25 lA resulted in an obvious propagating wave (Fig. 6C, bottom two rows) .
Further analysis showed that the amplitude of the response at the stimulation site was related to the stimulus intensity (Fig. 6C, site 2) , while the amplitude of response at a distant site was independent of stimulus intensity (Fig. 6C, site 1) and was comparable to that of visually evoked responses (Fig. 6B ). This suggests a propagation mechanism existing within the network, which controls the amplitude of the propagating wave.
To find another reference for the amplitude of the propagating wave, we compared VSD signal amplitude of visually-evoked waves to that of epileptiform spikes (as known as interictal-like spikes) in the same tissue. Epileptiform spikes occur spontaneously after epidural application of bicuculline (1 mM), a drug which blocks gamma-aminobutyric acid-A (GABA-A) mediated inhibition. Epileptiform spike is known to have large and stable amplitude in VSD signals (London et al., 1989; Tsau et al., 1998; Ma et al., 2004) . At a given condition of VSD staining, illumination and lens numerical aperture, the amplitude of epileptiform spikes in the VSD signals can be used as a relative standard for gauging cortical activation (Takagaki et al., 2008a) . We found that in the same tissue the amplitude of spontaneous interictal-like spikes is about 4-5 times higher than that of visually-evoked waves, suggesting that the cortical neurons have potential to have much higher level of activity and visually evoked waves only partially active the neuronal population. When two waves fuse, the amplitude of response does not increase, further suggesting that there is a mechanism controlling the level of population activity when multiple visual stimuli are presented.
DISCUSSION
The principal findings of this report are as follows: (1) Visually-evoked propagating waves suppressed the wave evoked by a subsequent visual stimulus presented within 80-300 ms. (2) Simultaneous presentation of two visual stimuli at different locations evoked two waves propagating toward each other and fusing in the visual cortex. (3) Fusion did not increase the level of population activity (amplitude of the VSD signal) but significantly shortened the latency and half-width of the response, and resulted in changes in the spatial profile of the wave propagation. (4) The visually-evoked propagating wave was suppressed by the occurrence of a prior spontaneous wave. (5) Electrical stimulus to the cortex can also evoke a propagating wave, which was also suppressed by a prior visually-evoked propagating wave.
These results suggest two properties of propagating waves in visual cortex. First, the propagating waves, both spontaneous and evoked, have a refractory period during which the responses to subsequent visual stimuli are suppressed. Second, the neuronal population within a propagating wave maintains stable but moderate activity, which does not increase when multiple waves meet.
Refractory period
In mammalian visual cortex, both spontaneous and visually-evoked activity can manifest as propagating waves Han et al., 2008) . Although spontaneous and evoked waves differ in initiation sites and propagation velocity when crossing cortical boundaries , both can suppress an evoked population response within a defined time window (Figs. 1 and 5 ). This timingdependent suppression (Fig. 1D) suggests that there is a refractory period for waves propagating within visual cortex, during which responses to the subsequent stimuli are either reduced or fail to develop (Fig. 4) . A similar refractory period may also exist in the population activity of other cortical areas. In rodent barrel cortex, a whisker deflection inhibits the population response to subsequent stimuli within an interval of 50-200 ms (Civillico and Contreras, 2006) . While the barrel cortex is spontaneously depolarized, whisker deflection evokes smaller, briefer and spatially more confined responses (Petersen et al., 2003b) . Thus, the refractory period is likely a common feature of propagating waves in sensory cortex. The duration of the refractory period may be slightly different between different cortical areas and different animal species. In rodent visual cortex, the refractory period of the propagating wave was about 300 ms. Our results also suggest that the refractory period is relative. During the refractory period, while other visual stimuli cannot evoke new waves, a strong electrical stimulus can simultaneously activate more neurons in the population and initiate another propagating wave (Fig. 6C) .
Local response and delayed propagating wave
Results in Fig. 4 suggest that visually-evoked cortical activity contains two independent processes. One is the local response occurring only at the cortical retinotopic representation site and the other is a propagating wave affecting large areas. The local response is likely to be directly evoked by thalamic afferents to the cortex, has a fixed location in the cortex affecting a relatively fixed population of neurons receiving thalamic input. The waves, in contrast, do not have a fixed initiation site (Fig. 4B) , suggesting polysynaptic interactions (e.g., excitatory feedback from higher visual areas, corticothalamic loops and other subcortical polysynaptic interactions). The local response and the subsequent propagating wave cannot be distinguished when a single visual stimulus is given, in which the local response is masked by promptly developed propagating wave. When the second visual stimulus (St2) is given during the refractory period of the response to St1 (Fig. 4B) , the development of the St2-evoked propagating wave is largely suppressed, which unmasks the local response.
Sustaining of a wave and amplitude control
Previous studies have shown that in propagating waves, individual neurons mildly depolarize (Petersen et al., 2003b; Poulet and Petersen, 2008) . Such small depolarizations can slightly increase the firing probability of a neuron (Steriade et al., 2001; Shu et al., 2003; Steriade and Timofeev, 2003) . In cortical layer II-III, neurons are extensively interconnected (Levitt and Lund, 2002; Douglas and Martin, 2004; Thomson and Lamy, 2007; Voges et al., 2010) and one spike can evoke excitatory post-synaptic potentials (EPSPs) in thousands of its post-synaptic neurons. In this way, a small number of spikes should be able to maintain a low level of depolarization across the whole network. This depolarization will increase the firing probability of the population and in turn generate more spikes. Statistically, if at time t0 the spikes in a population can generate the same number of spikes later at time t1, the depolarization will be stable and sustained. However, such mild population depolarization cannot be stably sustained without propagation, as explained below.
Depolarized neurons reduce their firing probability by a variety of adaptation mechanisms such as voltage-gated and calcium-dependent potassium conductances, inactivation of low threshold calcium channels, and de-activation of the H current (Borg-Graham et al., 1998; McCormick, 2004) . In addition, the activation of principal neurons may activate inhibitory circuits that hyperpolarize principal neurons and decrease their likelihood of spiking (Trevelyan et al., 2006) . Therefore, the capability for spike generation in a population would decrease after a wave front passes, resulting in the refractory tail of the wave. The propagating wave is an effective way to prolonging sensory-evoked activity in the cortex, by recruiting new and more excitable neurons from the wave front and releasing less excitable neurons in the tail of the wave.
We observed that the amplitude of the electricallyevoked response is independent of the stimulus intensity at locations distant from the initiation site, suggesting that the amplitude of the wave may be controlled by internal cortical circuit mechanisms ( Fig. 6B site 1) . Local inhibitory circuits may play a major regulatory role in controlling the level of population depolarization. Spiking of the principal neurons in the wave may activate inhibitory neurons that diffusely shunt and hyperpolarize surrounding neurons to limit the population depolarization. It is well known that when local inhibitory circuits are impaired, the amplitude of the population activation significantly increases (London et al., 1989; Ma et al., 2004; Lippert et al., 2007) . The existence of such a mechanism may explain why the interaction of two waves does not increase the amplitude. If one wave already activates the population to the level allowed by internal mechanisms, fusing with another wave cannot further depolarize the population, consistent with the finding that no noticeable increase was observed in the VSD signal (Figs. 1D and 2E ). However, fusion between two waves can accelerate the time course of population depolarization, resulting in a reduced latency and half-width at the fusion area (Fig. 2C) .
Propagation observed in this report is a sequential activation in space and time, is likely to be carried out in two-dimensional cortical networks with non-specific (distributed) connections. While local horizontal connections in cortical layers II-III provide sufficient excitable networks for propagation and wave interactions, longrange and subcortical mechanisms may also contribute (Ermentrout and Kleinfeld, 2001 ). For example, abrupt change in propagating velocity (wave ''compression'') may be attributed to inhibitions from a remote area via callosal fibers .
Possible functions
The sensory-evoked wave may be related to perception of novel stimulus. The propagating wave is generated only at the onset of the stimulus, suggesting that the wave is related to the new or a significant change in stimulus parameters. Characteristics of visually-evoked waves depend on the retinotopic site of the stimulus, but do not vary with the shape, duration and orientation of the stimulus , sharing the characteristics of exogenous attention (Kinchla, 1992; Egeth and Yantis, 1997; Busse and Katzner, 2006) . More generally, a single whisker deflection or a small dot visual stimulus can evoke propagating waves over a large area, including the primary sensory and other cortical areas (Petersen et al., 2003a; Jancke et al., 2004b; Civillico and Contreras, 2006; Ferezou et al., 2006 Ferezou et al., , 2007 Roland et al., 2006; Xu et al., 2007; Frostig et al., 2008; Takagaki et al., 2008b) , suggesting that the wave is not only correlated to specific whiskers or to a specific location in the visual field. Instead, a sensory-evoked propagating wave can increase the neuronal firing probability and synaptic transmission efficacy in a large area which may alter the cortical gain and background activity to prepare it for incoming stimulus, increasing its sensitivity to fine detail (Treue, 2001; Pessoa et al., 2003; Reynolds and Chelazzi, 2004) . The refractory period of the propagating wave may contribute to the processes of pre-pulse inhibition during which the first and weaker stimulus can suppress an animal's startle response to a subsequent stimulus (Hoffman and Searle, 1965; Hoffman and Ison, 1980) . Propagating direction and velocity determine when and where the cortical network is modified by the sensory activation. The wave front may make a large impact on local excitability. Neurons may have higher excitability to synaptic inputs when a wave front is approaching and the excitability would drop sharply after the wave front sweeps through the area. These changes would happen on a fast time scale of $10 ms. Although we did not provide direct evidence at the intracellular level, changes in excitability are likely used to synchronize activity and spike-timing dependent plasticity. Thus, propagating waves are like an organizer; those neurons at the wave front are likely to fire synchronously. The change in wave front caused by the wave fusion would change the organization of firing in different neurons, may play important role in sensory processes, such as apparent motion (Jancke et al., 2004a; Ahmed et al., 2008) .
In conclusion, sensory-evoked propagating waves are a widely-observed phenomena in the surface layers of cortex in most sensory modalities studied to date. A propagating wave can mildly activate a vast population of neurons not directly receiving thalamus afferent of the stimulus. The interaction between two evoked waves may contribute to sensory processing by modifying the spatiotemporal profile of population neuronal activity evoked by sensory events.
