Abstract. This article is concerned with a pair of second-order symmetric duals in the context of non-differentiable multiobjective fractional programming problems. We establish the weak and strong duality theorems for the new pair of dual models. Discussion on some special cases shows that results in this paper extend previous work in this area.
Introduction
Symmetric duality in non-linear programming was introduced by Dorn [11] , who defined a mathematical programming problem in which the dual of the dual is primal. Subsequently, Dantzig, Eisenberg and Cottle [10] and Mond [19] formulated a pair of symmetric dual programs for scalar function f (x, y) that is convex in the first variable and is concave in the second variable. then Weir and Mond [27] give another different pair of symmetric dual non-linear programs in which a weaker convexity assumptions was imposed on f . Chandra, Craven and Mond [6] formulated a pair of symmetric dual fractional programs with certain convexity hypothesis. Weir and Mond discuused symmetric duality in multiobjective programming, Weir presented a pair of symmetric dual multiobjective fractional programming problems and proved symmetric duality theorems under convexity and concavity assumptions. Recently, Yang, Wang and Deng [28] presented symmetric duality for a class of multiobjective fractional programming problem in first order. On the other hand , Mond [19] , Bector and Chandra [3] , studied second order primal and dual non-linear programs. Later on, Wang [25] , generalized the results of Bector and Chandra [3] to non-linear programs involving second order pseudo-convex functions. Then Mond and Schechter [21] constructed two new symmetric dual pairs in which the objectives contain a support function and are therefore non-differentiable .Then Hou and Yang [14] presented second order symmetric duality in non-differentiable programming in which objectives contain a support function and are therefore non-differentiable. In this paper we are motivated to extend the work of Yang,
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Consider the following multiobjective programming problem
Definition 2.3. (a) A feasible point x 0 is said to be an efficient solution of (P) if for any feasible
x.
(b) A feasible point x is said to be properly efficient [14] if it is an efficient solution of (P) and
, whenever x is feasible for (P) and f i (x) < f i (x 0 ).
(c) A feasible point x 0 is said to be weak efficient solution of (P) [14] if there exist no other
If a feasible point x 0 is efficient solution then it is clear that it is also a weak efficient solution.
Definition 2.4. Let η : C ×C → R (a, b, p, q are defined on same as η) (a) A differentiable function ϕ defined on set C ⊆ R n is said to be invex in second-order with
If −ϕ is invex in second-order with respect to η at u ∈ C , then ϕ is said to be incave in second -order with respect to η at u ∈ C .
(b) A differentiable function ϕ defined on set C ⊆ R n is said to be pseudo-invex in second order with respect to η at u ∈ C [14] if for all x ∈ C ,
If −ϕ is pseudo-invex in second-order with respect to η at u ∈ C , then ϕ is said to be pseudoincave in second -order with respect to η at u ∈ C .
Symmetric duality
Consider the following pair of symmetric dual problems.
Primal (FP):
In order to simplify the notation, we introduce
Subject to
Where e(1, 1, 1, . . . , 1)
It is assumed through that in the feasible regions the denominator of the objective function is nonnegative and the numerator is positive.
Now we can prove weak and strong duality theorems for (MFP) and (MFD). 
be second-order pseudoinvex with respect to η 1 at u and
be second-order pseudoincave with respect to η 2 at y. If
Proof. From η 1 (x, u) + u ≥ 0, and (10) we have
Second-order pseudoinvexity with respect to η 1 at u of (13), it follows that (11) and (16), we have
From
and
by (17), we obtain
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Second-order pseudoincavity with respect to η 2 at y of (14), it follows that
Since
and by (20), we obtain
Combining (18) and (21), we have
Since λ > 0 and (
) be a properly efficient solution to (FP) and
Suppose that all the condition in Theorem 3.1 are satisfied, furthermore assume that
is positive or negative definite.
Then there exist w
a properly efficient solution of (FD).
) be a properly efficient solution to (FP), it is weak minimum of (FP). Hence, there exist α, β,
∈ R n , and t
Since λ ′ > 0 and γ ≥ 0, (34) implies γ = 0.
Consequently, (28) yields.
Multiplying (27) by [α(ā +b) − β + µȳ ] from left and by (37), we have
By assumption (I), yields that β = {α(ā +b) + µȳ}.
From (27) and (38), we have and λ ′ > 0, we have that α i > 0 (i = 1, 2, . . . , k). By (24), (38)and (40), we obtain
From (41) and (33), it follows that
By (38), (35) and µ > 0, we have that
From (25), (41), (42) and (43), (
) is feasible for (FD). From (29), (30) and (38), we obtain
By (26) and (44), we get ) is properly efficient solution of (FD).
Remark. In this paper, the same parameter λ ∈ R k appeared in both primal and dual. For a pair of multiobjective Programming problems with λ as variable in both programs, some symmetric duality results were given by Chandra and Prasad [7] and some comments were presented by Chandra and Abha [4] .
Some Special Cases:
A frequently occurring example of a nondifferentiable support function is ( . . , k, we obtain symmetric dual problems studied by Chandra ,Craven, and Mond [6] .
(iv) If in (FP) and (FD), k ≡ 1, g i ≡ 1, we obtain symmetric dual problems studied by Mond and Schechter [21] .
