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Abstract
It is known that perturbation theory converges in fermionic field theory at
weak coupling if the interaction and the covariance are summable and if cer-
tain determinants arising in the expansion can be bounded efficiently, e.g.
if the covariance admits a Gram representation with a finite Gram constant.
The covariances of the standard many–fermion systems do not fall into this
class due to the slow decay of the covariance at large Matsubara frequency,
giving rise to a UV problem in the integration over degrees of freedom with
Matsubara frequencies larger than some Ω (usually the first step in a multi-
scale analysis). We show that these covariances do not have Gram represen-
tations on any separable Hilbert space. We then prove a general bound for
determinants associated to chronological products which is stronger than the
usual Gram bound and which applies to the many–fermion case. This allows
us to prove convergence of the first integration step in a rather easy way, for
a short–range interaction which can be arbitrarily strong, provided Ω is cho-
sen large enough. Moreover, we give – for the first time – nonperturbative
bounds on all scales for the case of scale decompositions of the propagator
which do not impose cutoffs on the Matsubara frequency.
∗present address: Institut fu¨r Mathematik, Universita¨t Mainz
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1 Gram representations and determinant bounds
Let X be a set and M : X2 → C, (x, y) 7→M(x, y). We call M an (X×X)-matrix
and use the notation M = (Mxy)x,y∈X (if X = {1, . . . , n}, we call it as usual an
(n× n)–matrix).
Definition 1.1 Let M be an (X × X)-matrix. A triple (H, v, w), where H is a
Hilbert space and v and w are maps from X to H, is called a Gram representation
of M if
∀ x, x′ ∈ X : Mxx′ = 〈vx, wx′〉 (1)
and if there is a finite constant γM > 0 such that
sup
x∈X
max{‖vx‖, ‖wx‖} ≤ γM . (2)
γM is called the Gram constant of M associated to the Gram representation
(H, v, w).
If M has a Gram representation, then the Gram estimate (see, e.g., Lemma B.30
of [S98b]) implies that for all n ∈ N and all x1, . . . , xn, y1, . . . , yn ∈ X,
|det [(Mxkyl)k,l]| ≤
n∏
k=1
‖vxk‖ ‖wyk‖ ≤ γM2n. (3)
Every (n×n)–matrixA has a Gram representation – the equationA = 1·A (where
1 denotes the unit matrix) means that Akl = 〈ek, al〉Cn where ek is the kth row of 1
and al is the lth column of A. The associated Gram estimate | detA| ≤
∏
l ‖al‖2,
the Hadamard bound, has associated Gram constant γHad = maxl ‖al‖2. Although
considering diagonal matrices shows that the Hadamard bound is optimal, the way
it was derived here is basis–dependent, and its application in an arbitrary basis
can lead to a significant overestimate of the determinant. For instance, the matrix
P = v ⊗ v, where v = (1, . . . , 1)T ∈ Cn has Pkl = 1 for all k, l, so the above
Gram representation gives γHad =
√
n, thus the bound | detP | ≤ nn/2. On the
other hand, P has the Gram representation Pij = w·wT withw = n−1/2(1, . . . , 1),
which gives the bound detP ≤ 1.
Thus the main issue about Gram bounds for a given class of matrices is not
their existence of some bound, but its size, and its dependence on n. Specifically,
what is really needed in the proof of convergence of fermionic perturbation theory
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given in [SW] are bounds of the following type: there is a finite constant δ such
that for all n ∈ N and all x1, . . . , xn, y1, . . . , yn ∈ X
sup
P∈Pn,1
∣∣det(Cxiyj Pij)i,j∣∣ ≤ δ2n. (4)
Here Pn,1 denotes the set of complex hermitian (n × n)–matrices P = (Pij)
that are nonnegative, i.e.
∑n
i,j=1 Pij c¯icj ≥ 0 for all c1, . . . , cn ∈ C, and that
have diagonal elements Pii ≤ 1. Such matrices P arise naturally in interpolation
constructions of the tree expansion for the connected functions; they are positive
if the tree expansion is chosen well [AR, SW].
We briefly recall Lemmas 7 and 8 of [SW]: The positivity of P implies that
P = Q2 = Q∗Q with Q ≥ 0, i.e.
Pij = 〈qi, qj〉 (5)
where qi is the ith column of Q. Because 〈qi, qi〉 = Pii ≤ 1 the Gram constant
of P is bounded by 1. If C has a Gram representation (H, v, w), then the matrix
with elements Mij = Cxiyj Pij has a Gram representation
Mij = 〈vxi ⊗ qi , wyj ⊗ qj〉. (6)
and M has the same Gram constant as C because ‖qi‖ ≤ 1 for all i.
Definition 1.2 Let C be an (X × X)-matrix. A finite constant δC > 0 is called a
determinant bound of C if for all n ∈ N and all x1, . . . , xn, y1, . . . , yn ∈ X
sup
p1...,pn,q1,...,qn∈B(n)1
∣∣det(〈pi , qj〉Cxiyj)i,j∣∣ ≤ δC2n. (7)
Here B(n)1 = {ξ ∈ Cn : ‖ξ‖2 ≤ 1} denotes the closed n–dimensional unit ball.
We have replaced the supremum over P ∈ Pn,1 by that over a larger set in
Definition 1.2 because this makes the definition robust under the operation of
taking arbitrary submatrices (positivity is spoiled by that operation).
IfC has a Gram representation with Gram constant γC , thenC also has a deter-
minant bound δC = γC by the same argument as above, i.e. writing 〈pi , qj〉Cxiyj =
〈pi⊗ vxi, qj ⊗wyj〉. However, the Gram representation is not necessary for a use-
ful determinant bound, and in this paper, we prove optimal determinant bounds
for a class of covariance matrices for which no Gram representation with a good
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Gram constant is known. As will be discussed in Section 2, these matrices arise
naturally in time–ordered perturbation theory and standard functional integral rep-
resentations of many–fermion systems. The constructions we give are motivated
by similar ones in [FKT04], and we shall discuss this relation in more detail in
Section 2.
Theorem 1.3 LetK, k ∈ N0, k+K ≥ 1, andC0, . . . , Ck+K be (X×X)–matrices.
Assume that for all l ∈ {0, . . . , k+K}, Cl has a Gram representation with Gram
constant γl. Let (J ,≻) be a totally ordered set, and for all l ∈ {1, . . . , k + K}
let ϕl and ϕ′l be functions from X to J . Denote 1A = 1 if A is true and 1A = 0
otherwise. Then the (X× X)–matrix M given by
Mxy = (C0)xy +
k∑
l=1
(Cl)xy1ϕ′
l
(x)≻ϕl(y) +
k+K∑
l=k+1
(Cl)xy1ϕ′
l
(x)ϕl(y) (8)
has determinant bound δM =
k+K∑
l=0
γl.
Theorem 1.3 is proven in Section 3.
The bound given in Theorem 1.3 is optimal in the following sense. Let us assume
that for each l, the Gram representation for the Cl is optimal in that the Gram
constant γCl satisfies γ2Cl = supx,y∈X |(Cl)xy|, and that the decomposition (8) is
nonredundant in the sense that for any choice of x and y, only one of the sum-
mands is nonzero (in particular, C0 = 0). Then the determinant bound given in
Theorem 1.3 is optimal up to a factor k +K because
δM ≤ (k +K)
(
sup
x,y∈X
|Mxy|
) 1
2
(9)
and because, by Definition 1.2, the determinant bound δM of a matrix M satisfies
δM
2n ≥ sup
x1,...,xn∈X
y1,...,yn∈X
∣∣det(Mxiyjδij)∣∣ = ( sup
x,y∈X
|Mxy|)n. (10)
2 The Matsubara UV problem for fermion systems
In this section, we specify the covariances for the many–fermion models, and
then briefly review the well–known problem with the standard Gram representa-
tion due to the slow decay at large frequencies which is caused by the indicator
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functions from time ordering, which are special cases of the ones appearing in (8)
(the Matsubara UV problem). We show that, if a Gram representation of these
covariances exists, it has rather unusual properties. Then we state our main re-
sults for these models which follow directly from our new determinant bounds. A
detailed analysis of these models will be given in [PS].
We consider the standard many–fermion model, as formulated for instance
in [BR] or in [S98b], Chapter 4. The Hamiltonian of this model is of the form
H = H0 + V . The free part H0 is given by a hopping term (if a lattice model
is considered) or a differential operator (if a continuum model is considered). In
either case, the relevant data for the present discussion are a momentum space B
dual to configuration space X and an energy function E : B → R, p 7→ E(p),
which assigns an energy E(p) to a particle with (quasi)momentum p ∈ B. The
interaction part V of H describes the interaction of two or more particles (see
below).
To be specific, we review briefly how E arises in some relevant cases. For a
continuum system in d spatial dimensions without a crystal potential, X = Rd,
B = Rd, and E(p) = p2 − µ, where the parameter µ > 0, the chemical potential,
is a Lagrange parameter used to adjust the particle density. Particles in a crystal
are modelled by a periodic Schro¨dinger operator containing a potential that is Γ–
periodic, where Γ ⊂ Rd is a lattice of maximal rank. In this case, B is the torus
B = Rd/Γ#, where Γ# is the dual lattice to Γ. The operator has a band spectrum
p 7→ (eν(p))ν∈N, with the index ν labelling the bands. The case of a single E is
obtained by restricting to a single band ν = ν0 and setting E(p) = eν0(p) − µ.
For a (one–band) lattice model on a spatial lattice Λ, B = Rd/Λ# is again a torus,
and E(p) is the Fourier transform of the hopping matrix (see [S98b], Chapter 4).
The motivation for restricting to a single band is that the interesting case is the
one where E(p) has a nontrivial zero set, and that in many interesting cases, the
bands do not overlap, so that for this zero set, only a single band matters.
In field theoretic constructions, one often considers configuration spaces X =
Γ/LΓ that have sidelengthsL ∈ N, hence finite volume, in which case momentum
space is discrete: B = BL = L−1Γ#/Γ#. We shall consider the cases of finite and
infinite volume in parallel and use the conventions of [S98b], Appendix A, for the
Fourier transform. We denote by µ(dp) the natural invariant Haar measure on the
torusB; specifically, for the continuous torus corresponding to infinite volume it is
given by (2π)−d times Lebesgue measure, for the discrete torus BL corresponding
to a finite volume it is given by the inverse of the volume times the counting
measure. We shall drop the subscript L on BL when no confusion can arise.
The interaction part of the Hamiltonian is assumed to be given by a two–body
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potential v, where v(x − y) is the interaction energy of a configuration with one
particle at x and one particle at y. Most of the present paper is concerned with
properties of the covariance, in which the interaction plays no role. However, the
decay properties of the interaction are important for convergence of expansions,
see below. The correct treatment of the interaction is difficult, but some progress
has been made by multiscale expansion methods. One of the purposes of the
present paper is to simplify and extend parts of this analysis, namely the ultra-
violet (UV) integration, which is quite different from the analysis of the infrared
singularity which arises in the limit of zero temperature.
We briefly discuss the UV problems arising in such models. There is a spatial
UV problem associated to continuum interactions that have a singularity at coin-
ciding points, such as, for instance, a Yukawa potential e−α|x|/|x|, but this is not
the issue we address here.
There are also different UV problems associated to the covariances. The first
one is related to the noncompactness of momentum space in the first example
mentioned above. A similar problem arises for the periodic Schro¨dinger operator,
namely there is an infinite number of bands. For the lattice system, the lattice
spacing provides a natural spatial ultraviolet cutoff. The UV problem we are
concerned with here is the discontinuity of the covariance as a function of the
time variable, and the corresponding slow decay of its Fourier transform in the
dual variable, the Matsubara frequency. In the continuum case X = Rd, we shall
therefore impose a cutoff on the spatial part of momentum. We do this by using
the measure µa where, for a > 0, µa(dp) = χ(ap)µ(dp), with χ a nonnegative
function on Rd of compact support chosen such that
∫
χ(p)µ(dp) = 1, hence
µa(B) = a−d. The UV cutoff parameter a scales similarly to a lattice spacing: if
X = aZd, µ(B) = a−d. For a general lattice Γ, which may have different spacings
in the different directions, we define a by µ(B) = a−d, so that a is a geometric
mean of the lattice spacings, and set µa = µ.
Let β > 0, fβ(E) = (1 + eβE)−1, and for (τ, E) ∈ (−β, β]× R let
C(τ, E) =
{−e−τE (1− fβ(E)) for 0 < τ ≤ β
e−τEfβ(E) for −β < τ ≤ 0. (11)
Extend the function C to a function on R×R that is 2β – periodic in τ . Note that
C(τ + β, E) = −C(τ, E). (12)
In the application, the parameter β is the inverse temperature, and the Fermi func-
tion fβ is the expected occupation number for free fermions.
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Definition 2.1 The free covariance (free one–particle Green function) for a many–
fermion system is the inverse Fourier transform of the map p 7→ C(τ, E(p)) :
C(τ,x),(τ ′,x′) =
∫
B
µa(dp) eip·(x−x
′)
C(τ − τ ′, E(p)). (13)
More generally, let h ∈ L1(B, µa) and define
C
(h)
(τ,x),(τ ′,x′) =
∫
B
µa(dp)h(p) eip·(x−x
′)
C(τ − τ ′, E(p)). (14)
The function (13) arises in time–ordered expansions relative to a quasifree state
corresponding to a quadratic Hamiltonian H0 with dispersion relation E, as dis-
cussed above. If we denote the fermionic field operators in a second–quantized
formulation by ax and set a
(+)
τ,x = eτH0a∗xe
−τH0 and a(−)τ,x = eτH0axe−τH0 ,
C(τ,x),(τ ′,x′) = −ω0
(
T[a(−)τ,x a
(+)
τ ′,x′ ]
)
(15)
where ω0 denotes the quasifree state corresponding to H0 around which we ex-
pand, and T denotes time ordering [AΓ∆]. As ω0 is a KMS state, (15) makes
sense for all τ, τ ′ ∈ R with 0 ≤ |τ − τ ′| ≤ β. Because the field operators obey
the canonical anticommutation relations, the time ordering, which avoids commu-
tator terms (keeping only the fermionic antisymmetry), leads to discontinuities in
the function, which are explicit in (11). Thus the discontinuity of C reflects the
microscopic structure of the physical system, as encoded in the anticommutation
relations of the field operators that generate the observable algebra.
In the above definitions, we have assumed for simplicity that Cxy and V (x, y)
depend only on space coordinates x, y ∈ X , with X as above. It is straightfor-
ward to generalize our arguments to the case with spin or additional indices on
which the fields depend (e.g. for the usual models with SU(N) symmetry, this
just amounts to replacing C by C ⊗ 1N , where 1N denotes the N–dimensional
unit matrix, and the representations by inner products used below can be adapted
in the obvious way by tensoring with a factor CN and using that δi,j = 〈ei, ej〉 for
any orthonormal basis of CN ).
Obviously, (13) can be regarded as defining an (Xd × Xd)–matrix, where
Xd = [0, β)×X (16)
Let
Xˆd = MF × B (17)
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where MF = πβ (2Z+ 1). The Fourier transform of C is
Cˆ(ω, p) =
1
iω − E(p) , (ω, p) ∈ Xˆd (18)
The standard way to obtain a Gram representation for (regularized) covariances
in quantum field theory is via their Fourier representation. In our present setting,
if Dˆ ∈ L1(Xˆd), then a Gram representation for D is obtained simply by setting
H = L2(Xˆd), and for (τ, x) ∈ Xd,
vτ,x(ω, p) = e
−iτω+ip·x
∣∣∣Dˆ(ω, p)∣∣∣1/2
wτ,x(ω, p) = e
−iτω+ip·x
∣∣∣Dˆ(ω, p)∣∣∣−1/2 Dˆ(ω, p). (19)
The Gram constant is γD = ‖Dˆ‖1, and the dominated convergence theorem im-
plies continuity of the maps (τ, x) 7→ vτ,x and (τ, x) 7→ wτ,x.
However, the Cˆ in (18) decays so slowly as a function of the Matsubara fre-
quency ω that Cˆ 6∈ L1(Xˆd) (this must be so because C itself has a discontinuity, so
its Fourier transform cannot be integrable). Thus the standard procedure to obtain
a Gram representation fails.
Lemma 2.2 Let U be the (R× R)-matrix given by
Ust =
{
1 , s ≥ t
0 , s < t
. (20)
If (H, v, w) is a Gram representation of U , then H is non-separable and the maps
t 7→ vt and t 7→ wt are discontinuous at all t ∈ R.
Proof: For all s, t ∈ R, Ust = 〈vs, wt〉, so for t′ > t, 〈vt, wt − wt′〉 = 1 and
for t′ < t, 〈vt′ , wt − wt′〉 = −1. Thus, by the Schwarz inequality and the bound
supt ‖vt‖ ≤ γU ,
∀t, t′ : t 6= t′ =⇒ ‖wt − wt′‖ ≥ 1
γU
. (21)
Thus the map t → wt is discontinuous everywhere. Reversing the roles of vt
and wt in the above argument implies the same for the map t → vt. An obvious
variant of this argument implies discontinuity in the weak topology as well. Set
W = {wt : t ∈ R}. Let A ⊂ H be countable. For all x ∈ A, eq. (21) and the
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triangle inequality imply that {y ∈ H : ‖y − x‖ < 1
4γU
} contains at most one
element of W . Thus the 1
4γU
– neighbourhood of A contains only countably many
elements of W , hence A is not dense in H.
Corollary 2.3 The covariance matrix of the many–fermion system given by (13)
has no Gram representation on a separable Hilbert space.
Proof: The function τ 7→ D(τ, E) = C(τ, E) − C(τ, 0) is continuous in τ . Its
Fourier transform,
ω 7→ − E
iω(iω − E) , (22)
is in ℓ1. Thus
D(τ,x),(τ ′,x′) =
∫
µa(dp) eip·(x−x
′)
D(τ − τ ′, E(p)) (23)
has the Gram representation given in (19). An elementary argument involving
direct sums of Hilbert spaces shows that C = D +D′ has a Gram representation
if and only if D′ has a Gram representations. Assume that C, given by (13),
has a Gram representation on a separable Hilbert space H. Then C − D has a
Gram representation on a direct sum of separable Hilbert spaces, which is itself
separable. But C −D is
δax,x′(Uτ,τ ′ −
1
2
) (24)
with δax,x′ =
∫
µa(dp) eip·(x−x
′) and U as in Lemma 2.2, which has no Gram
representation on any separable Hilbert space.
Our main use of Gram representations is, of course, to bound determinants of the
type occurring in (4). Lemma 2.2 does not exclude that a useful Gram represen-
tation, i.e. one with a good Gram constant, can be found, but it shows that the
representation will be very different from the ones used so far in fermion models,
which all involve separable Hilbert spaces and where continuity of the maps v and
w holds.
One can attempt to circumvent the above problem by introducing a UV cutoff
Ω > 0, which restricts the sum over frequencies ω to a finite set (for instance
by regularizing to Cˆχ(ω, p) = Cˆ(ω, p) χ(ω/Ω), where χ is a smooth function
of compact support). This obviously makes the standard Gram constant finite,
Of course, a UV cutoff cannot simply be imposed, because it implies that the
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time-ordered imaginary-time correlation functions are continuous and therefore
not physical. The Gram constant γCχ ∼ log Ω diverges for Ω → ∞. One can at-
tempt to perform the limit Ω→∞ by multiscale and renormalization techniques.
The approach via determinant bounds developed in the next sections is, however,
much simpler and more natural that such a multiscale approach, and it makes the
latter unnecessary.
Recall that momentum space is B = Rd for an continuous system and B =
Rd/Γ# for a system on a lattice Γ, that in the continuum case, µa contains an
ultraviolet cutoff, and that BL = L−1Γ#/Γ# is the corresponding momentum
space for the finite–volume system. The main result about the determinant bound
of many–fermion covariances is as follows.
Theorem 2.4 Let E : B → R be bounded and measurable. Then the fermionic
covariance matrix C(h) given in (14) has determinant bound
δC(h) = 2
(∫
µa(dp) |h(p)|
)1/2
. (25)
In particular, the covariance C defined in (13) has δC = 2µa(B)1/2.
Theorem 2.4 is proven after Corollary 4.2. As mentioned after Theorem 1.3, this
bound is optimal up to the prefactor 2.
In Section 4, we discuss the decay constant of these covariances and prove a
convergence theorem for the expansion for the fermionic effective action.
In Section 5, we discuss the properties of covariances obtained by a splitting
into small and large frequencies and prove that the integration over fields with
large frequencies, which usually is the first step in a multiscale treatment, is given
by convergent expansions, for arbitrarily large initial interaction strength.
When rewriting traces using Trotter–type formulas, to obtain functional in-
tegral representations, one typically obtains time–discretized covariances. The
bounds given here apply to them as well, uniformly in the parameter n that de-
fines the discretization [PS].
3 Determinants and chronological products
In this section we show that determinants corresponding to a general chronologi-
cal ordering have good determinant bounds and prove Theorem 1.3. We first recall
some standard facts and fix notation.
10
Definition 3.1 Let V be a finite–dimensional vector space over C.
1. Let k ∈ N. A totally antisymmetric k–linear map α : V k → C is called
k–form. The vector space of all k–forms is identified with ∧kV ∗. We also
set
∧0V ∗ = C.
2. Let k, l ∈ N. The exterior product of α ∈ ∧kV ∗ and β ∈ ∧lV ∗, α ∧ β ∈∧k+lV ∗, acts on v1, . . . , vk+l ∈ V as
(α ∧ β) (v1, . . . , vk+l) (26)
=
1
k!l!
∑
σ∈Sk+l
sgn (σ) α(vσ(1), . . . , vσ(k)) β(vσ(k+1), . . . , vσ(k+l)).
Here Sn denotes the set of permutations of {1, . . . , n}.
The exterior algebra
∧
V ∗ over the vector space V is
∧
V ∗ =
∞⊕
k=0
∧k
V ∗ (27)
We identify∧V with∧V ∗∗, the exterior algebra over V ∗.
The following condition defines a duality between the spaces
∧kV ∗ and∧kV : for
α = α1 ∧ . . . ∧ αk ∈
∧kV ∗ and v = v1 ∧ . . . ∧ vk ∈ ∧kV ,
〈α, v〉 = det(αi(vj))i,j . (28)
This duality defines a vector space isomorphism
∧kV ∗ → (∧kV )∗:
〈α1 ∧ . . . ∧ αk, v1 ∧ . . . ∧ vk〉 = α1 ∧ . . . ∧ αk(v1, . . . , vk) (29)
(this isomorphism is unique only up to a multiplicative factor, and different con-
ventions are used in the literature). Finally, the isomorphisms (29), k ∈ N, canon-
ically induce an isomorphism between
∧
V ∗ and (
∧
V )∗.
Definition 3.2 Let End
∧
V ∗ denote the set of endomorphisms of ∧V ∗.
1. For w ∈ ∧V define wy ∈ End∧V ∗ by the condition
∀v ∈
∧
V : 〈wyα, v〉 = 〈α,w ∧ v〉. (30)
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2. For α ∈ V ∗ let (α∧) ∈ End∧V ∗ be defined by
∀β ∈
∧
V ∗ : (α∧) : β 7→ α ∧ β. (31)
Lemma 3.3 These endomorphisms obey canonical anticommutation relations:
1. (α1∧)(α2∧) + (α2∧)(α1∧) = 0, for all α1, α2 ∈ V ∗.
2. u1yu2y+ u2yu1y = 0, for all u1, u2 ∈ V .
3. (α∧)uy+ uy(α∧) = α(u), for all α ∈ V ∗ and all u ∈ V .
Proof: Items 1 and 2 are clear. Item 3 holds because for all u ∈ V , uy :∧kV ∗ → ∧k−1V ∗ is an antiderivation of degree -1: for all α ∈ ∧kV ∗ and all
β ∈ ∧V ∗, uy(α ∧ β) = (uyα) ∧ β + (−1)kα ∧ (uyβ).
Lemma 3.4 Let n ∈ N, α1, . . . , αn ∈ V ∗ and v1, . . . , vn ∈ V . Then
det
(
αi(vj)
)
1≤i,j≤n
= (−1)n(n−1)2 v1y . . . vny(α1 ∧ . . . ∧ αn). (32)
Proof: Observe that (32) makes sense because the right hand side of this equa-
tion is an element of
∧0V ∗ = C. Eq. (30) implies by induction that
v1y . . . vny(α1 ∧ . . . ∧ αn) = 〈α1 ∧ . . . ∧ αn, vn ∧ . . . ∧ v1〉 (33)
Inverting the order of the vi and using (28) gives the claim.
Definition 3.5 Let (J ,≻) be a totally ordered set. For j, j′ ∈ J , j 6= j′ denote
1j≻j′ =
{
1 if j ≻ j′
0 if j′ ≻ j. (34)
1. For J, J ′ ⊂ J define ρ(J, J ′) = (−1)NJ,J′ , where NJ,J ′ is the number of
pairs (j, j′) ∈ J × J ′ with j ≻ j′.
2. Let K ∈ N and J = (j1, . . . , jK) be a finite sequence in J , such that
k 6= l ⇒ jk 6= jl. Let π ∈ SK denote the unique permutation chosen such
that for all k ∈ {1, . . . , K−1}, jπ(k) ≺ jπ(k+1). Let ε1, . . . , εK ∈ End
∧
V ∗.
The J–chronological product of ε1, . . . , εK is
TJ[ε1, . . . , ε2n] = sgn (π)
2n∏
ν=1
επ(ν). (35)
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3. Let J = {j1, . . . , jn} , J ′ = {j′1, . . . , j′n} with j1 ≺ . . . ≺ jn, j′1 ≺ . . . ≺ j′n
and J∩J ′ = ∅. Let ε1, . . . , ε2n ∈ End
∧
V ∗ and J = (j1, . . . , jn, j′1, . . . , j′n).
For this special choice we denote
TJ,J ′ [ε1, . . . , ε2n] = TJ[ε1, . . . , ε2n] (36)
and call it the (J, J ′)–chronological product of ε1, . . . , ε2n.
An obvious consequence is
Lemma 3.6 LetJ and J ′ be chosen as in item 3 and π as in item 2 of Definition
3.5. Then
sgn (π) = ρ(J, J ′). (37)
This sign is chosen in the definition (35) of the chronological product because
in our application the εi will be odd elements of the graded algebra End
∧
V ∗.
In general, the sign involved in the chronological product is well–defined only if
each εi is either even or odd, and the sign includes only the permutations of odd
elements.
The main result of this section is the following generalization of Lemma 3.4.
Theorem 3.7 Let (J ,≻) be a totally ordered set and J and J ′ be chosen as in
Definition 3.5. For α1, . . . , αn ∈ V ∗ and v1, . . . , vn ∈ V define the (n×n)–matrix
M by
Mkl = αk(vl) 1j′
k
≻jl. (38)
Then
detM = (−1)n(n−1)/2TJ,J ′[v1y, . . . , vny, (α1∧), . . . , (αn∧)]1. (39)
Proof: Induction on n. The case n = 1 is obvious. Let n ≥ 2 and assume (39) to
hold for matrices of size n−1. By definition and by Lemma 3.6, the chronological
product TJ,J ′[. . .] on the right hand side of (38) is ρ(J, J ′)A1 . . . A2n, with Ai ∈
{v1y, . . . , (αn∧)}. Suppose that A1 = (αm∧) for some m. Then A2 . . . A2n1 = 0,
so the right hand side of (39) vanishes. The indicator function in the definition
of M implies that the mth row of M is zero, so that the left hand side of (39)
vanishes, too. Thus we may assume that A1 ∈ {v1y, . . . , vny}. Because J is
ordered, A1 = v1y. Use
A1A2 . . . A2n =
2n∑
k=2
(−1)kA2 . . . Ak−1(A1Ak + AkA1)Ak+1 . . . A2n
− A2 . . . A2nA1. (40)
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When applied to 1 ∈ ∧0V ∗, the last term vanishes because A11 = 0. By Lemma
3.3, A1Ak + AkA1 = αm(v1) if Ak = αm∧ for some m ∈ {1, . . . , n}, and zero
otherwise. The position k where αm∧ appears in the product is
k = 1 + |{j ∈ J ∪ J ′ : j ≺ j′m}| = 1 +m− 1 + |{j ∈ J : j ≺ j′m}|. (41)
Thus (−1)k = (−1)mρ({j′m}, J). Let I = J \ {1} and I ′m = J ′ \ {j′m}. The
remaining product A2 . . . Ak−1Ak+1 . . . A2n times the sign factor ρ(I, I ′m) equals
the (I, I ′m)–chronological product, so
TJ,J ′[v1y . . . vny(α1∧) . . . (αn∧)]1 =
n∑
m=1
σm(J, J
′) TI,I′m[v2y . . . vny(α1∧) . . . (αm−1∧) (αm+1∧) . . . (αn∧)]1
with
σm(J, J
′) = ρ(J, J ′) (−1)m ρ({j′m}, J) ρ(I, I ′m) (42)
By definition,
ρ(J, J ′) = ρ(I, I ′m) ρ(J, {j′m}) ρ({1}, I ′m) , (43)
ρ({1}, I ′m) = 1, and
ρ({j′m}, J) ρ(J, {j′m}) = (−1)|J | = (−1)n. (44)
Thus
σm(J, J
′) = (−1)m+n. (45)
The inductive hypothesis applies to the chronological product on the right hand
side of (42). Combine (−1)n(n−1)/2+m+n = (−1)(n−1)(n−2)/2(−1)m−1. The state-
ment of the theorem follows by identifying the right hand side of (42) as the
Laplace expansion for the determinant.
In the remainder of this section, we prepare and give the proof of Theorem 1.3.
Lemma 3.8 Assume that the space V is a Hilbert space with scalar product
〈·, ·〉V . In this case we identify V with its dual V ∗ (v ∈ V 7→ 〈v, ·〉V ∈ V ∗)
and consequently
∧kV with ∧kV ∗ ∼= (∧kV )∗ (see (28) and (29)).
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1. The scalar product 〈·, ·〉V of V induces, for each k ∈ N, through the iden-
tification of elements of ∧kV with elements of its dual (∧kV )∗ a norm ‖·‖
on
∧kV : ‖u‖2 = 〈u, u〉. This norm fulfills the parallelogram identity
‖u+ v‖2 + ‖u− v‖2 = 2‖u‖2 + 2‖v‖2, ∀u, v ∈
∧k
V , (46)
hence it defines a compatible scalar product on∧kV . Thus∧kV and hence∧
V are Hilbert spaces.
2. (uy)† = (u∧) and (u∧)† = uy, for all u ∈ V .
3. max{‖uy‖, ‖(u∧)‖} ≤ ‖u‖, for all u ∈ V .
Proof: 1. To see that ‖·‖ is nondegenerate, use the defining identity (28). The
other properties are clear. Item 2 follows directly from Definition 3.2.1. To see 3,
let u ∈ V and w ∈ ∧V . Then by Lemma 3.3
〈w, (uy(u∧) + (u∧)uy)w〉 = ‖w‖2‖u‖2. (47)
Thus ‖u‖2 = sup
w∈
V
V
‖w‖=1
〈w, (uy(u∧) + (u∧)uy)w〉 ≥ max{‖uy‖2, ‖(u∧)‖2}.
In Definition 3.1, we required the space V to be finite–dimensional, to avoid a dis-
cussion of subtleties in the relation between
∧
V and its dual. In our applications,
we can always achieve that V is a finite–dimensional subspace of a Hilbert space
or a reflexive Banach space, by taking V as a space spanned by finitely many vec-
tors. For Hilbert spaces, we could alternatively also have dropped the condition
of finite dimensionality in the above.
Lemma 3.9 Let ϕ, ϕ′ : N → J be functions into a totally ordered set (J ,≻).
Let H be a Hilbert space. For all n ∈ N and all v1, . . . , vn, w1, . . . , wn ∈ H∣∣∣∣det(〈vk, wl〉H 1ϕ′(k)≻ϕ(l))
k,l
∣∣∣∣ ≤
n∏
k=1
‖vk‖ ‖wk‖. (48)
The same inequality holds with 1ϕ′(k)≻ϕ(l) replaced by 1ϕ′(k)ϕ(l).
Proof: For n ≥ 1 let Nn = {1, . . . , n}. Define
Gn = {j ∈ J : ∃k, l ∈ Nn : ϕ′(k) = ϕ(l) = j}. (49)
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Obviously, |Gn| ≤ n. Let
m = max
j∈J
{∣∣(ϕ′)−1({j}) ∩ Nn∣∣, ∣∣ϕ−1({j}) ∩ Nn∣∣} (50)
and set J˜n = J × {0, 1} × {1, . . . , m}. Extend the ordering lexicographically,
i.e. (j, µ, ν) ≻ (j′, µ′, ν ′)⇔ j ≻ j′ or [j = j′ and µ ≻ µ′] or [j = j′ and µ = µ′
and ν > ν ′]. Then (J˜n,≻) is totally ordered. For j ∈ Gn, there are r ≤ m
and k1, . . . , kr ∈ Nn such that for all ρ ≤ r, ϕ′(kρ) = j, and there are s ≤ m,
l1, . . . , ls ∈ Nn such that for all σ ≤ s, ϕ(lσ) = j. We now extend ϕ to ϕ˜ and ϕ′
to ϕ˜′ as follows.
Case of the matrix with 1ϕ′(k)≻ϕ(l). In this case, 1ϕ′(k)≻ϕ(l) = 0 if ϕ′(k) = ϕ(l).
To obtain 1ϕ˜′(k)≻ϕ˜(l) = 0, we make ϕ˜′(k) smaller by setting ϕ˜′(kρ) = (ϕ′(kρ), 0, ρ)
and ϕ˜(lσ) = (ϕ(lσ), 1, σ).
Case of the matrix with 1ϕ′(k)ϕ(l). In this case, 1ϕ′(k)ϕ(l) = 1 if ϕ′(k) = ϕ(l).
To obtain 1ϕ˜′(k)≻ϕ˜(l) = 1, we make ϕ˜′(k) bigger by setting ϕ˜′(kρ) = (ϕ′(kρ), 1, ρ)
and ϕ˜(lσ) = (ϕ(lσ), 0, σ).
For j ∈ J \ Gn, j = ϕ′(k), we set ϕ˜′(k) = (ϕ′(k), 0, ρ) etc. By definition of the
lexicographical ordering on J˜ , it does not matter which convention one chooses
on J \ Gn.
By construction, ϕ˜′(Nn) = J ′ and ϕ˜(Nn) = J are disjoint, and |J | = |J ′| = n.
We may permute the rows and columns of the matrix such that ϕ˜(m1) ≺ ϕ˜(m2)
if m1 < m2 and similarly for ϕ˜′. This does not change the absolute value of the
determinant. We can now apply Theorem 3.7, to represent the determinant as a
chronological product. The norm estimate in Lemma 3.8 implies the statement.
Definition 3.10 Let n ∈ N and A be a complex (n × n)–matrix. We say that
Π(A, γ) holds iff for all p ∈ {1, . . . n} and all sequences a1 < . . . < ap and
b1 < . . . < bp in {1, . . . , n},
sup
v1,...,vp,w1,...,wp∈B(n)1
∣∣∣det (〈vq , wr〉 Aaq ,br)1≤q,r≤p
∣∣∣ ≤ γ2p. (51)
Lemma 3.11 Let n and k ∈ N and A(1), . . . , A(k) be complex (n× n)–matrices.
Assume that for all l ∈ {1, . . . , k} there are γl > 0 such that the property
Π(A(l), γl) holds. Then Π
(
A(1) + . . .+ A(k), γ1 + . . .+ γk
)
holds.
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Proof: Induction on k. For k = 1, the statement is obvious. In the induc-
tion step, let k ≥ 2, and assume Π (A(2) + . . .+ A(k), γ2 + . . .+ γk) to hold.
Let p ∈ {1, . . . n}, a1 < . . . < ap, and b1 < . . . < bp in {1, . . . , n}, and
v1, . . . , vp, w1, . . . , wp ∈ B(n)1 . Let B and C be the matrices with elements Bq,r =
〈vq , wr〉 A(1)aq ,br and Cq,r = 〈vq , wr〉
∑k
i=2A
(i)
aq,br
Also, set γ′1 =
∑k
l=2 γl. Then
by the generalized Laplace expansion for determinants
det(B + C) =
∑
S,T⊂{1,...,p}
|S|=|T |
εp(S, T ) detBS,T detCSc,T c (52)
where Sc = {1, . . . , p} \ S and εp(S, T ) ∈ {−1, 1}, and the subscripts denote the
submatrices of B and C defined by the sets. Let s = |S| = |T |. By hypothesis of
the Lemma, for all S, T
|detBS,T | ≤ γ2s1 (53)
and by the inductive hypothesis,
|detCSc,T c| ≤ γ′12(p−s). (54)
Thus, using
(
p
s
)2 ≤ (2p
2s
)
,
|det(B + C)| ≤
p∑
s=0
(
p
s
)2
γ1
2s γ′1
2(p−s) ≤
(
k∑
l=1
γl
)2p
(55)
Proof of Theorem 1.3. Call the n×n submatrices of the summands in (8) Ml. By
Lemma 3.11, it suffices to show that for all l ∈ {0, . . . , k +K}, Π(Ml, γl) holds.
The matrix Cl has a Gram representation (H, g, h) with Gram constant γl. Then
〈v , w〉Cn (Cl)xy = 〈v ⊗ gx , w ⊗ hy〉Cn⊗H (56)
and , if ‖v‖ ≤ 1, ‖v ⊗ gx‖ = ‖v‖ ‖gx‖ ≤ γl, similarly for w ⊗ hy. Ml is obtained
(for l > 0) by multiplying this with an indicator function. Every submatrix of
Ml is of the same form as Ml and satisfies the hypotheses of Lemma 3.9. Thus
Π(Ml, γl) holds.
That all submatrices are involved in property Π, as necessary for the inductive
argument in the proof of Lemma 3.11, is the reason for taking the supremum over
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the larger set in Definition 1.2, instead of taking a supremum over P ∈ Pn,1.
Submatrices of a P ∈ Pn,1 are in general not positive. By contrast, the property of
having a Gram representation on Cn with Gram constant 1 is stable under taking
submatrices.
4 Convergent expansions without UV cutoffs
In this section we apply the results of Section 3 to the many–fermion covariances
introduced in Section 2. We give explicit determinant and decay bounds, and
prove Theorem 2.4. Moreover, we show that, for a multiscale expansions with
the standard Fermi surface cutoff functions and sectorization, our results yield
all standard power counting bounds without requiring a cutoff on the Matsubara
frequencies, so that the analytic structure as a function of the frequencies can be
preserved in such a multiscale analysis.
4.1 Determinant bound
In the following, we apply Theorem 1.3 to the covariance (14), of which (13) is
the special case h = 1. Before stating the details of the representation we briefly
motivate it. By definition,
C(τ, E) = −1τ>0 e−τE fβ(−E) + 1τ≤0 e−τE fβ(E) (57)
Let ε > 0 and
Φ(s, ε) =
1√
π
√
ε fβ(−ε)
is− ε . (58)
Then, since ε > 0, s 7→ Φ(s, ε) ∈ L2(R), ‖Φ(·, ε)‖2 ≤ 1, and
∀τ ≥ 0, ε > 0 : e−ετ fβ(−ε) =
∫
R
ds eisτ |Φ(s, ε)|2 . (59)
Thus, if τ = t − t′ > 0, e−ετfβ(−ε) = 〈vt, vt′〉 with vt(s) = e−istΦ(s, ε). To use
this for C we need to respect the signs in (57), hence rewrite, for τ ∈ [−β, β]
C(τ, E) =


−e−τE fβ(−E) if τ > 0 and E > 0
−e(β−τ)E fβ(E) if τ > 0 and E < 0
e−(β+τ)E fβ(−E) if τ ≤ 0 and E > 0
e−τE fβ(E) if τ ≤ 0 and E < 0
(60)
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using fβ(−E) = eβEfβ(E). By Tonelli’s theorem and an obvious decomposi-
tion of the remaining factors in the integrand, we can represent C(t,x),(t′,x′) by
integration over p. Note that the vt defined above vanishes at E = 0, but that
C(τ, 0) = 1
2
−1τ>0 6= 0, so it is necessary to restrict to functions E(p) whose zero
level set has measure zero.
Lemma 4.1 Let E : B → R be measurable and assume that
µa ({p ∈ B : E(p) = 0}) = 0 . (61)
Let h ∈ L1(B, µa) with h(p) ≥ 0 for all p ∈ B. For x = (t, x) ∈ Xd and
σ ∈ {−1, 1} define
gσx(s, p) = e
−ip·x−ist Φ (s, |E(p)|)
√
h(p)1σE(p)>0
hx(s, p) = e
−ip·x+ist Φ (s, |E(p)|)
√
h(p)1E(p)<0 . (62)
Then for all x ∈ Xd, g+x , g−x and hx are in H = L2(R×B, ds⊗ dµa), with norms
bounded by ‖h‖1/21 , and the covariance (14) has the representation
C
(h)
(t,x),(t′,x′) = 1t>t′ 〈−g+t,x − g−β−t,x , g+t′,x′ + ht′,x′〉
+ 1t≤t′ 〈g+t,x + ht,x , g+t′−β,x′ + ht′,x′〉 . (63)
Proof: The integrand in (14) is bounded, so we can remove the set of measure
zero {p ∈ B : E(p) = 0} from the integral. On its complement, the Gram
representation given in the lemma converges absolutely as an iterated integral first
over s, then over p, hence by Tonelli’s theorem in any order of integration, and the
L2–norms are finite by the same argument. The bound for the norms is obvious
from the properties of Φ. By the support properties of the functions,
〈−g+t,x − g−β−t,x , g+t′,x′ + ht′,x′〉 = 〈−g+t,x , g+t′,x′〉+ 〈−g−β−t,x , ht′,x′〉 (64)
and
〈g+t,x + ht,x , g+t′−β,x′ + ht′,x′〉 = 〈g+t,x , g+t′−β,x′〉+ 〈ht,x , ht′,x′〉 (65)
Decomposing the integration domain into B± = {p ∈ B : ±E(p) > 0}, (63)
follows from (59) and (60).
The condition that h ≥ 0 in Lemma 4.1 was just for convenience in stating the
result in a simple form. With an obvious generalization, replacing
√
h(p) by
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h(p) |h(p)|−1/2, and defining a few more functions g˜ to take care of the necessary
complex conjugations, a representation with the same properties as (63) can be
obtained for general h ∈ L1(B, µa). In the applications below, h will be a scaling
function, hence nonnegative.
Corollary 4.2 Under the hypotheses of Lemma 4.1, the many–fermion covariance
(14) has a determinant bound δC(h) with
1√
2
‖h‖1/21 ≤ δC(h) ≤ 2‖h‖1/21 (66)
(for h = 1, corresponding to the covariance (13), ‖h‖1 = µa(B) = a−d).
Proof: The indicator functions in the times t and t′ correspond to the choices
(J ,≻) = ([−β, β], >), ϕ1(t, x) = ϕ′1(t, x) = t and ϕ2(t, x) = ϕ′2(t, x) = −t.
The upper bound follows from the explicit representation given in Lemma 4.1 by
applying Theorem 1.3. Let
ρ± =
∫
B
µa(dp) fβ(±E(p)) h(p) (67)
then ρ− = ‖h‖1 − ρ+. Set x = x′. Then considering the cases t = t′ and t′ ↑ t
gives
sup
x,x′∈Xd
∣∣∣C(h)xx′ ∣∣∣ ≥ max{ρ+, ρ−} ≥ 12‖h‖1. (68)
The lower bound for δC(h) now follows from (10).
Proof of Theorem 2.4. To apply Lemma 4.1, we need to satisfy the zero measure
condition. For ε > 0, define Eε : B → R by Eε(p) = ε/2 if |E(p)| ≤ ε/2 and
Eε(p) = E(p) otherwise. Obviously, ‖E − Eε‖∞ ≤ ε, and {p ∈ B : Eε(p) =
0} = ∅. Because β < ∞, the covariance C(h) is a continuous function of E
in ‖·‖∞, so C(h) is the limit ε → 0 of the covariance C(h,ε) given by Eε. By
construction, Eε satisfies the conditions of Lemma 4.1 so Corollary 4.2 implies
the bound (25) for C(h,ε). That bound is uniform in ε.
The representation ofC(h) given in Lemma 4.1 generalizes one found in [FKT04],
where determinants of matrices of the form
Mkl = 〈vk, wl〉
{
0 , tk − tl ≤ 0
e−(tk−tl) , tk − tl > 0 ,
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for vectors vk, wl in a Hilbert space H and real numbers tk, tl, were considered.
The result of [FKT04] corresponds to the special case of the function
C˜(τ) = −e−τ1τ>0, (69)
which is the limit β →∞ of (57) at E = 1. Thus our method applies to that case,
with Φ˜(s) = (is− 1)−1.
4.2 Decay constant
Under very mild conditions on E, the determinant bounds we have proven are
uniform in β (see Corollary 4.2). One must of course not jump to the conclusion
that this implies convergence of perturbation series uniformly in the temperature
because a finite determinant bound is only one condition for convergence of the
perturbation expansion. The second is the finiteness of the decay constants
α
(k0,k)
C =
∫ β
−β
dτ
∫
X
dx |C(τ, x)| |τ |k0|x|k (70)
for k0 ≥ 0 and k ≥ 0. In this paper, we only discuss the case k0 = k = 0, and
denote α(0,0)C = αC because the simplest convergence theorem requires only this
data, and because the generalization is straightforward. For our many–fermion
covariance, the existence of a nonempty Fermi surface that is not degenerated to
a point implies that the decay constant grows polynomially in β and diverges in
the zero–temperature limit. Only for special situations, such as a model for an
insulator, for which |E(p)| ≥ Emin > 0, the decay constant is uniform in β.
For simplicity we assume here the case of a continuous torus B. The case of a
discrete torus corresponding to a finite volume is similar, and treated in [PS].
For z ∈ C and ε ≥ 0 set ||| z |||ε = max{|z|, ε}.
Lemma 4.3 Let E ∈ Cd+2(B,R). Let 0 < ǫ < 1 and assume that h(p) =
f(E(p)
ǫ
)g(p) where f ∈ C∞(R,R+0 ) and g ∈ C∞(B,R+0 ). Let b ∈ Nd0 be a
multiindex and b = |b|.
1. There is a constant Kd > 0 such that for b ≤ d+ 1, then∫ β
−β
dτ
∣∣∣xb C(h)(τ,x),(0,0)∣∣∣ ≤ Kd
b∑
m=0
ǫm−b
∫
supp h
µa(dp)
|||E(p) |||m+11
β
(71)
21
2. If there is κ0 > 0 such that for all E for which SˆE,g = {p ∈ supp g :
E(p) = E} is nonempty, infp∈SˆE,g |∇E(p)| ≥ η > 0, and the submanifold
SˆE,g of B has Gauss curvature bounded below pointwise by κ0, then there
is a constant K˜d > 0 such that for b ≤ ⌈d+22 ⌉
∫ β
−β
dτ
∣∣∣xb C(h)(τ,x),(0,0)∣∣∣ ≤ K˜d|x| d−12
b∑
m=0
ǫm−b
∫
dE
1E
ǫ
∈supp f
|||E |||m+11
β
(72)
Proof: We have
xbC
(h)
(τ,x),(0,0) =
∫
µa(dp) C(τ, E(p)) h(p)
(
−i ∂
∂p
)b
eip·x. (73)
Upon integration by parts, the derivative can act in four places — on C, on either
of the factors f and g in h, or (for the continuum system) on the spatial ultraviolet
cutoff function χ in µa(dp) = χ(ap)dp. Thus
xbC
(h)
(τ,x),(0,0) =
b∑
m=0
b−m∑
n=0
ǫ−n
∫
µa(dp) Γm(τ, E(p)) f
(n)
(
E(p)
ǫ
)
G(b)m,n(p) e
ip·x
where G(b)m,n ∈ Cd+2−b(B,R) is independent of ǫ and satisfies supp G(b)m,n ⊂ supp
g, and
Γm(τ, E) =
dm
dEm
C(τ, E) . (74)
Taking the absolute value inside all sums and integrals and using that∫ β
−β
dτ |Γm(τ, E)| ≤ const |||E ||| 1
β
−m−1, (75)
we obtain (71). To prove (72), we rewrite
xbC
(h)
(τ,x),(0,0) =
b∑
m=0
b−m∑
n=0
ǫ−n
∫
dE Γm(τ, E)f
(n)
(
E
ǫ
)
S
E,G
(b)
m,n
(x) (76)
where
S
E,G
(b)
m,n
(x) =
∫
µa(dp) δ(E −E(p)) G(b)m,n(p) eip·x (77)
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By standard theorems about the Fourier transform of surfaces [St],∣∣∣S
E,G
(b)
m,n
(x)
∣∣∣ ≤ const |x|− d−12 (78)
with a constant that depends on κ0 and E, and which is finite under our regularity
assumption on E. Finally, we use again (75).
The regularity assumptions on E in Lemma 4.3 are not optimized. For improved
bounds using smoothing techniques, see [PS]. The scaling function h can be
chosen C∞ in our applications, so that the assumptions of Lemma 4.3 on h are
not restrictive.
This Lemma allows us to bound decay constants as follows.
Corollary 4.4 Let E ∈ Cd+2(B,R).
1. αC ≤ const βd+1.
2. If the system is an insulator, i.e. if there is E0 > 0 such that for all p ∈ B,
|E(p)| ≥ E0, then
αC(h) ≤ const E−d−10 (79)
The constant is proportional to the volume of the support of h. For h = 1,
it is proportional to µa(B).
If there is E1 such that for all energies E with |E| ≤ E1 the level sets satisfy the
hypotheses of Lemma 4.3, item 2, then we also have:
3.
αC ≤ const
(
E−d−11 + β
d+3
2
)
(80)
4. If f(x) = 0 unless 1 ≤ |x| ≤ 2, then
αC(h) ≤ const ǫ−
d+1
2 (81)
5. For a sector of angular radius√ǫ, i.e. g(p) = γ( p√
ǫ
), with γ supported near
0, αC(h) ≤ const ǫ−1 .
Proof: The first bound follows by the standard summation argument from
|||E(p) ||| 1
β
≥ 1
β
. The case of an insulator follows immediately from |||E(p) ||| 1
β
≥
E0. To prove (80), we insert a partition of unity χ<(E(p)ǫ ) + χ>(E(p)ǫ ) = 1,
where χ<(x) vanishes for |x| ≥ 1. The support condition on f in item 4 im-
plies |||E(p) ||| 1
β
≥ ǫ. Again, summation implies the result. The sector estimate is
similar.
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4.3 Convergence theorem
In the following we state a theorem about convergence of expansions for the effec-
tive action which generalizes the main theorem of [SW]. As in [SW], we define
an interaction V by its interaction vertices vn,m : Xn × Xm → C as
V (Ψ) =
∑
m,n≥0
∫
dnXdmX ′vn,m(X,X
′)ψ¯ n(X)ψm(X ′) (82)
where X = (X1, . . .Xm) and ψm(X) = ψ(X1) . . . ψ(Xm). For h > 0, let
‖V ‖h =
∑
m,n≥0
m+n≥1
|vn,m|hn+m (83)
where
|vn,m| = max
i∈Nn+m
sup
Xi
∫ ∏
j 6=i
dXj |vn,m(X1, . . . , Xn+m)|. (84)
Theorem 4.5 Let C be an (X × X)–matrix, considered as a covariance for a
fermionic Gaussian integral, with finite determinant bound δC and decay bound
αC . Denote ωC = 2αCδ−2C . Let h > 0, h′ = h + ωC , and let V be an interaction
with ‖V ‖h′ <∞. Then the effective action W (V, C), defined as
W (V, C) = log
∫
dµC(Ψ
′) eV (Ψ
′+Ψ), (85)
exists and is analytic in V : let W (V, C) =
∑
p≥1
1
p!
Wp(V, C) be the expansion of
W in powers of V . Then for all P ≥ 1,∥∥∥∥∥W (V )−
P∑
p=1
1
p!
Wp(V, C)
∥∥∥∥∥
h
≤ ωCP ‖V ‖h′
P+1
1− ωC‖V ‖h′
. (86)
Proof: Same as in [SW], except that in the bound for the determinants, Lemma
6 of [SW], the Gram constant is replaced by the determinant bound δC .
The coefficients in the expansion of W (V, C)(Ψ) in the fields Ψ are the amputated
connected Green functions, so the above theorem implies their analyticity in the
interaction. In particular, analyticity holds for all cases listed in Corollary 4.4,
with the appropriate constants. In case of an insulator, the convergence radius
is uniform in the temperature. In case of scaled propagators, one obtains power
counting bounds that are on all scales operationally equivalent to those with a
frequency cutoff. That no ω-cutoff is needed implies that the analytic structure as
a function of ω need not be mutilated in a multiscale construction.
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5 Bounds for the integration over large frequencies
In a multiscale analysis of many–fermion systems, the integration over fields with
large Matsubara frequency is often the first integration step in the analysis. In
the following we give bounds for the effective action obtained by this integration
step. We first decompose the covariance C(h) given in (14) in an ultraviolet and
an infrared part.
Let χ< and χ> ∈ C∞(R, [0, 1]) with χ<+χ> = 1, χ<(0) = 1, with constants
κ > 0 and α > 0 such that χ<(x) ≤ κ|x|−α for all |x| ≥ 1. Abbreviate the
covariance C(h)(τ,x),(τ ′,x′) = C(h)(τ ′ − τ, x′ − x). The covariance
C
(h,<)
Ω (τ, x) =
1
β
∑
ω
∫
µa(dp) e−iωτ+ip·x χ<
(
ω
Ω
) h(p)
iω − E(p) (87)
is the infrared part of C(h), and
C
(h,>)
Ω (τ, x) = C
(h)(τ, x)− C(h,<)Ω (τ, x). (88)
is the ultraviolet part of C(h). An obvious variant of this decomposition is one
where the argument of the function χ< is Ω−2(ω2 +E(p)2). Our bounds adapt to
this choice in an obvious way, so we will not discuss it further here.
By standard properties of Grassmann Gaussian integration, the convolution
with the Gaussian measure C(h) = C(h,>)Ω + C
(h,<)
Ω becomes an iterated convolu-
tion, first with C(h,>)Ω , then with C
(h,<)
Ω (see, e.g. [S98b]).
5.1 Determinant bound
Lemma 5.1 Let χ< be chosen as above, Ω ≥ 1, and β > π. Let E be continuous.
Then the determinant bound of C(h,>)Ω satisfies
δ2
C
(h,>)
Ω
≤ ‖h‖1 (K ′ + 2 lnΩ) +
∫
|E(p)|≤1
µa(dp) |h(p)| ln 1|||E(p) |||π
β
(89)
where K ′ = 10 + 2κ(α−1 + (βΩ)−1).
Proof: By our hypothesis on the decay of χ<, the Fourier transform of the
covariance C(h,<)Ω is ℓ1 in the Matsubara frequency. Thus C
(h,<)
Ω has a Gram
representation of type (19), with finite Gram constant γ<. By (88) and Theorem
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1.3, a determinant bound for C(h,>)Ω is given by δC(h) + γ<. δC(h) was bounded in
Corollary 4.2, so it suffices to estimate γ<. By definition,
γ<
2 =
1
β
∑
ω∈MF
∫
µa(dp)χ<(
ω
Ω
)
|h(p)|
|iω − E(p)| . (90)
The contribution from |ω| ≥ 1 is bounded by
‖h‖1
1
β
∑
ω∈MF
χ<(
ω
Ω
)
1
|ω| ≤ 2‖h‖1
(
1
π
+ lnΩ +
κ
α
+
κ
βΩ
)
.
For the contribution from |ω| < 1, we will repeatedly use the elementary bound
1
β
∑
ω∈MF 1|ω|<u ≤ 2uπ . For |E(p)| ≥ 1, |iω − E(p)|−1 ≤ 1, so the contribution
from |ω| < 1 and |E(p)| ≥ 1 is bounded by 2‖h‖1/π. For |E(p)| ≤ 1, we use
that
1
β
∑
ω∈MF
1|ω|<|E(p)|
1
|iω −E(p)| ≤
1
β|E(p)|
∑
ω∈MF
1|ω|<|E(p)| ≤ 2
π
(91)
and, bounding the sum by an integral,
1
β
∑
ω∈MF
|E(p)|≤|ω|≤1
1
|iω −E(p)| ≤
1
β
∑
ω∈MF
|E(p)|≤|ω|≤1
1
|ω| ≤
2
π
+ ln
1
|||E(p) |||π
β
. (92)
5.2 Decay constant
In this section we show that for a strict cutoff function χ<, and under natural
assumptions on the function E, the decay constant of C(h,>)Ω is bounded by a
multiple of Ω−1. Thus the extra factor log Ω from the determinant bound can be
avoided in this bound.
Lemma 5.2 Assume that χ< satisfies χ<(x) = 1 for |x| ≤ 1 and χ<(x) = 0
for |x| ≥ 2. Let Ω ≥ 1. Assume that the dispersion function E is the Fourier
transform E = Fˆ of some F ∈ L1(Γ,C), and that the inverse Fourier transform
g of h satifies g ∈ L1(Γ,C). There is a constant K > 0, depending only on
χ<, such that if 2KΩ ‖F‖1 < 1 and Ω−1 ‖E‖∞ < 1, the decay constant of C(h,>)Ω
satisfies
α
C
(h,>)
Ω
≤ K
Ω
‖g‖1
1− 2KΩ−1‖F‖1
. (93)
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In particular, if K‖F‖1 < 14Ω, then αC(h,>)Ω ≤
2K
Ω
‖g‖1.
Proof: Let
u(τ) =
1
β
∑
ω∈π
β
Z
e−iωτ χ<
(ω
Ω
)
(94)
then
C
(h,>)
Ω = C
(h) − u ∗ C(h) (95)
where the convolution is in τ . By summation by parts,(
ei
π
β
τ − 1
)n
u(τ) =
1
β
∑
ω
e−iωτ (δnχ<)
(ω
Ω
)
(96)
where δ is the difference operator (δf)(ω) = f(ω + π
β
)− f(ω). Using that for all
τ with |τ | ≤ β,
∣∣∣eiπβ τ − 1∣∣∣ = 2 sin π|τ |2β ≥ 2 |τ |β and that χ< is smooth, it follows
that
|u(τ)| ≤ 1
4
K
Ω
(1 + Ω|τ |)3 (97)
where K depends on the sup norms of the first three derivatives of χ<.
Let a(τ) = C(τ, 0). By definition, a(s) = θ+(−s) − 1
2
where θ+(t) = 1 for
t ≥ 1 and zero otherwise. Because ∫ β−β u(s)ds = χ<(0) = 1,
a(τ)− (u ∗ a)(τ) =
β∫
−β
ds u(s) [a(τ)− a(τ − s)]. (98)
The 1
2
drops out, and a(τ)− (u ∗ a)(τ) = sgn(τ) ∫I(τ) u(s)ds, where
I(τ) =


[−β,−β + τ ] ∪ [τ, β] for τ > 0
[−β, τ ] ∪ [β + τ, β] for τ ≤ 0.
(99)
Our hypothesis on g and (97) imply that
A
(h,>)
Ω (τ, x) = g(x) [a(τ)− (u ∗ a)(τ)] (100)
satisfies ∥∥∥A(h,>)Ω (τ, x)∥∥∥
1
≤ K‖g‖1Ω−1. (101)
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The same bound holds with (g,h) replaced by (F,E). For all (τ, x),
C
(h,>)
Ω (τ, x) = A
(h,>)
Ω (τ, x) +
1
β
∑
ω
e−iωτ
(iω)2
χ>
(ω
Ω
) ∫
B
µa(dp)
E(p)h(p)
1− E(p)
iω
eipx.
(102)
Because χ>(ωΩ) = 0 for |ω| ≤ Ω, the condition Ω−1‖E‖∞ < 1 implies that the
geometric series for (1 − E(p)/iω)−1 converges uniformly in p. By dominated
convergence, the summation can be exchanged with the integral over p and the
summation over ω. Moreover, by the support properties of χ<, we may insert a
factor χ>(2ωΩ )
n in the nth order term in this expansion, to get
C
(h,>)
Ω (τ, x) = A
(h,>)
Ω (τ, x) +
[ ∞∑
n=1
A
(h,>)
Ω ∗ A(E,>)Ω/2 ∗ . . . ∗ A(E,>)Ω/2
]
(τ, x) (103)
where the convolution is in τ and x and n factors A(E,>)Ω/2 appear in the product.
The standard L1 bound for the convolution implies
∥∥∥C(h,>)Ω ∥∥∥
1
≤
∥∥∥A(h,>)Ω ∥∥∥
1
(
1 +
∞∑
n=1
∥∥∥A(E,>)Ω/2 ∥∥∥n
1
)
(104)
which converges by the hypotheses on g, F , and by (101), and yields the bound
(93).
Theorem 4.5 directly applies and implies convergence of the effective action ob-
tained from the integration over large frequencies. Note that because of the way
the constants depend on Ω, the initial interaction can be taken arbitrarily strong
(as long as it is summable): if U denotes the coupling constant of a quartic inter-
action, convergence of the expansion for the effective action holds for all U with
U
Ω
(lnΩ)2 small enough, which can always be achieved by taking Ω large enough.
Thus, for arbitrarily strong coupling, the initial integration step is given by a con-
vergent expansion. The consequences and some possible extensions of this are
discussed in [S07].
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