Complex numbers can be represented in positional notation using certain digit sets. In this paper, we present the polygonal representation which uses zero and the n-roots of unity as digits. We give conditions on the base in order that every complex number be representable in such a system. We totally characterize complete polygonal numeration systems in imaginary quadratic fields.
Introduction
Within the field of computer arithmetic, choosing the right way to represent real or complex numbers and to execute arithmetic computation can be crucial for execution time and complexity. Various bases and digit sets have been proposed for writing complex numbers in positional notation as a single string of digits, without separating the real and imaginary parts. Such representations are analogous to the binary and decimal radix representations of the positive real numbers using base two and ten, respectively.
A numeration system is a couple (/3,A) where the base j3 is a complex number and the digit set A is a finite set of complex numbers.
A representation of a complex number z in @,A) is a sequence (ai)i<,, with ai E A and m E Z, such that Such a representation is denoted by (&&,_l.~ .ao.a_1,. .)fl.
For instance, it is known that every complex number can be written as where Uk = 0 or 1 [7, 9, 121 . I. Katai and J. Szabo [9] showed that Gaussian integers correspond to the numbers that are integral for this representation (in which Uk = 0 for all k < 0). For example,
+ 2i = (lOOl)_i+i and
The fact that the set (0, 1) is stable under multiplication makes doing multiplication in the numeration system (-1 + i, (0, 1)) not harder than doing addition. A system in which every complex number has at least one representation is said to be complete. Given a /I and A, it is in general difficult to decide whether every complex number can be represented in the numeration system (/?,A). This question has been studied by Thurston [17] , Daroczy and Katai [2] in the case where the base is fixed.
The problem of being able to perform fast computation is also of importance. In [3] it is shown that the numeration system (2,A), where A = (0, 1, c, <', . . . , (i'} and [ = ei'/3 = (1 + ifi)/2, enables fast carry-free addition and an on-line multiplication (in a way quite similar to carry-free addition in signed-digit numeration systems [l] ). Systems where the digit set is of the form A, = {O,l, t,t2,. . . ,P-l}, where 4 = e2irr'n is the n-root of unity, are called polygonal numeration systems. In such a system, the product of two digits is still a digit, which imply that multiplication is "simple".
The polygonal numeration system (&Ii&, { -1, 0, 1 }) is one in which a limited carry propagation addition is possible [6, 13] . As a matter of fact, addition in this system is computable by an on-line finite state automaton [6] . Another example is given by base ifi. Robert [15] proved that every complex number can be represented in the number system (ifi, (0, 1, 9)) and that the integral numbers correspond to elements of
With digits in Ag, we obtain a redundant polygonal numeration system (ifi, Ae), where complex numbers can have multiple representations.
So, choosing an appropriate numeration system can lead to a "simple" computation, faster and more efficient.
In this paper we study the problem of the completeness of polygonal numeration systems. We give sufficient conditions on the base which imply that the system is complete or not (Theorem 2 and Proposition 1).
We We write E for the set of "integral numbers"; i.e. numbers of the form cy=, aifl, where m E N, and ai E A for 0 <i <m. And we write W for the set of "fractions"; i.e. We are looking for conditions on the base and on the digit set to have a complete polygonal numeration system. But first, let us give some previous results on complete numeration systems.
Previous results
The first result we give here is the sufficient condition to have a complete numeration system given by Thurston [17, 141 as follows:
Theorem 1. Let /? be a complex number of modulus > 1, and let A be a jinite set of complex numbers with 0 E A. If there exists a neighborhood U of the origin such that fiU 2 U + A, then all complex numbers have a representation in the numeration system (p, A).
Remark 1. It is not easy to show the existence of a neighborhood U of zero satisfying the condition /3U C U + A given by Theorem 1. A sufficient and more practical one is that the convex hull A of the digit set A satisfies this condition [13] . That is if /?A CA + A, then (/&A) is a complete numeration system. This condition is not a necessary one. For example, if j? = -1 + i and A = (0, l} (here A = [0, l]), the numeration system @,A) is complete as the set W of fraction satisfies Theorem 1 [7, 9, 12] , and we do not have /?a 22 + A.
We are now looking for conditions on the digit set A and on the base fi to have a complete numeration system (/?,A). More precisely, we fix A (resp. 8) and we try to find conditions on /I (resp. A) under which all complex numbers can be represented in the numeration system (/?,A).
Let /I be a fixed complex number of modulus > 1. On the other hand, let the digit set A be fixed, containing 0. In this case, two strategies can be adopted to determine a base /I giving a complete system @,A). 
Polygonal numeration systems
The main results of this paper are the sufficient conditions on the completeness or not of a polygonal numeration system. Remark 2. This theorem had been proved in the case where the base j3 is a real number by Herreros [8] .
The proof of Theorem 2 will be given in two steps. It uses the next lemma. 4 COG " n cos ;
Finally, we obtain
Since by hypothesis, s > 1 + 2cos(n/n) > 1 and because the function (x -2)/(x -1) is increasing for x > 1, we have for n 34 f(x) = Proof. As for Theorem 2, it is enough to give a point that does not belong to any Ek, for k E N.
(1) Suppose IZ even and let s > 2 + cos (2x/n). The side of the polygon enveloping Eo that is closest to H cuts the x-axis at x = l/(s -l), while the line parallel to this side containing H cuts the same axis at 1 x = ~ (see Fig. 2 ). 2 COG E n So, H $! Eo cD(0, l/(s -1)).
Suppose now that H $! Ek for some k> 1. As Ek+, = Uj(Ek + [jjBk) UEk, it is enough to show that for all j E N, we have H -tjbk $! Ek. The 
fact that 11 -HI = [C-H(<(5j--HI,
for all jEN, and the symmetry of (Ek + sk) and (Ek + [sk) with respect to the axis (OH), make enough to show that H 6 Ek + sk. From Ek = BkEo = skttkEo and as EO is invariant under rotation of angle 2x/n, we obtain & = skEo. By hypothesis s > 2 + cos (27c/n), so
Denote by A the side of the polygon enveloping Ek + sk that is closest to H. As n is even, A cuts the x-axis at x = Sk s-2 s-l' while the line parallel to A containing H cuts the same axis at x=l-2cost(") (see Fig. 2 ). n We deduce that H 4 Ek + sk.
(2) Suppose n odd and
The same method can be applied to the point P = xp + iyp belonging to the median of the segment [l, 41 the modulus of which verifies IPI2 = xs + yi = (1 -XP)~. Then yp = tan(x/n)xp, and xi+ys = (1 -xp)'. We deduce that xp = cos (n/n)/1 + cos (n/n).
As cos ;
cos2 E 1 + cos z >d, S-l the line (OP) intersects the point P outside of the polygon enveloping Ea (see Fig. 3 ).
So P 6 Eo. n S-l I + cos ;.
As n is odd, the side of the polygon enveloping Ek + skfl that is closest to P has equation XZSk-& cos E (see Fig. 3 ).
We deduce that P $ Ek + sk+'. 0
Polygonal representations in imaginary quadratic fields
Here we totally characterize complete polygonal numeration systems of imaginary Table 1 .
To prove Proposition 2, we will use the three following lemmas. 
