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Abstract. We define a quaternionic extension of the Szegedy walk on a graph and study its
right spectral properties. The condition for the transition matrix of the quaternionic Szegedy
walk on a graph to be quaternionic unitary is given. In order to derive the spectral mapping
theorem for the quaternionic Szegedy walk, we derive a quaternionic extension of the determinant
expression of the second weighted zeta function of a graph. Our main results determine explicitly
all the right eigenvalues of the quaternionic Szegedy walk by using complex right eigenvalues of the
corresponding doubly weighted matrix. We also show the way to obtain eigenvectors corresponding
to right eigenvalues derived from those of doubly weighted matrix.
1 Introduction
The quantum walk has been studied over the last two decades in various fields such as
quantum information theory and mathematics. Quantum walks are classified into two types:
discrete-time quantum walks and continuous-time quantum walks. We treat the discrete-time
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quantum walk on a graph in this study. The discrete-time quantum walk in one dimension
lattice was intensively studied by Ambainis et al. [4]. One of its most striking properties is
the spreading property of the walker. The standard deviation of the position grows linearly
in time, quadratically faster than classical random walk. On the other hand, a walker stays
at the starting position, i.e., localization occurs. The reviews and books on quantum walks
are Kempe [18], Konno [19], Venegas-Andraca [37], Cantero et al. [8], Manouchehri and
Wang [27], Portugal [28] for examples.
One of the most important discrete-time quantum walks on graphs is the Grover walk on
a graph. The Grover walk on a graph was first formulated in [13] for complete graphs. After
Grover’s approach, several researchers, for example [38, 3, 39] proposed quantum walks on
graphs. Emms et al. [9] and Godsil and Guo [12] applied the spectral property of the Grover
walk to graph isomorphism problem. In the present article, we focus on the discrete-time
quantum walk on a graph based on the quantum search algorithm proposed by Szegedy [39].
This walk arises naturally from a Markov chain, and is called the Szegedy walk.
Zeta functions of graphs originate from the Ihara zeta function for a regular graph in-
troduced by Ihara. In [17], Ihara defined a p-adic analogue of the Selberg zeta function
associated to a certain kind of discrete subgroups of the 2 by 2 projective linear group over
p-adic fields. After that, the Ihara zeta function has been extensively studied as a zeta
function of a graph by many researchers [17, 32, 35, 36, 14, 6, 34, 11, 23]. Sato [31] defined
a new zeta function (the second weighted zeta function) of a graph by modifying a deter-
minant expression of the (first) weighted zeta function which had been proposed by Mizuno
and Sato [25]. This new zeta function and its determinant formula play essential roles in
the determination of eigenvalues of the quantum walk on a graph in Konno and Sato [22]
and in another proof of the Smilansky’s formula [33] for the characteristic polynomial of
the bond scattering matrix of a graph in Mizuno and Sato [26]. Ren et al. [29] found an
interesting relation between the Ihara zeta function and the Grover walk on a graph, and
showed that the positive support of the transition matrix of the Grover walk is equal to the
Perron-Frobenius operator (the edge matrix) related to the Ihara zeta function. Konno and
Sato [22] gave the characteristic polynomials of the transition matrix of the Grover walk and
its positive support by using the second weighted zeta function and the Ihara zeta function,
and thus obtained an alternative proof of the results on spectra by Emms et al. [9]. Higuchi
et al. [15, 16] introduced the twisted Szegedy walk on a graph and obtained the spectral
mapping theorem and eigenspaces for the twisted Szegedy walk.
The quaternion was discovered by Hamilton in 1843. Since quaternions do not commute
with each other in general, it is necessary to treat left eigenvalues and right eigenvalues
separately. The eigenvalue problem for quaternionic matrices has been investigated for nearly
a century by a number of researchers. Right eigenvalues are well studied, in contrast, left
eigenvalues are less known and not easy to handle as commented in [40]. In this paper, we
concentrate only on the right spectrum of quaternionic quantum walk.
Recently, an extension of quantum walk to the case of quaternions was established by
Konno [20] and its various properties were studied. Along this line, Konno et al. [21]
gave a definition of a discrete-time quaternionic quantum walk on a graph which can be
viewed as a quaternionic extension of the Grover walk, and obtained the spectral mapping
theorem for the walk. One of the important backgrounds of quaternionic quantum walk is
quaternionic quantum mechanics. The possibility of quaternionic quantum mechanics was
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first pointed out by Birkhoff and von Neumann in [7]. After that, the subject was studied
further by Finkelstein, Jauch, and Speiser [10], and more recently by Adler [1] and others.
For a detailed account including the significance of quaternionic quantum mechanics, we
recommend Adler’s book [1]. As well as quaternionic quantum mechanics, we can expect
many outcomes through the study on quaternionic quantum walk.
In the present paper, we define a quaternionic generalization of the Szegedy walk (the
quaternionic Szegedy walk) on a graph. We derive the unitary condition of the transition
matrix of the quaternionic Szegedy walk. Furthermore, we investigate the right eigenvalue
problem, and derive all the right eigenvalues of the quaternionic transition matrix from those
of the doubly weighted matrix which can be obtained easily from quaternionic weights on
the graph. We also show the way to obtain right eigenvectors corresponding to the right
eigenvalues derived from those of the doubly weighted matrix.
The rest of the paper is organized as follows. In Section 2, we explain some properties of
quaternionic matrices and right eigenvalues of quaternionic matrices. Especially, we give the
way to obtain all the right eigenvalues of a quaternionic matrix. In Section 3, we provide a
summary of the Ihara zeta function and the second weighted zeta function of a graph, and
present their determinant expressions. In Section 4, we derive a quaternionic extension of
the determinant formula for the second weighted zeta function. The result in this section
plays a key role in determination of right spectra in Section 5. In Section 5, we give a brief
account of the discrete-time quantum walk on a graph and define a generalization of it to the
case of quaternions, which we call the quaternionic Szegedy walk on a graph. We also explain
the general framework of quaternionic quantum mechanics to the minimum extent necessary
for the definition of quaternionic quantum walks. We derive the unitary condition on the
transition matrix and determine all the right eigenvalues of a quaternionic quantum walk by
using those of the corresponding doubly weighted matrix. In Section 6, we derive the way to
obtain eigenvectors corresponding to right eigenvalues of the transition matrix derived from
those of doubly weighted matrix. In addition, we give an example of quaternionic Szegedy
walk and their right eigenvalues and eigenvectors.
2 Right eigenvalues and root subspaces of a quater-
nionic matrix
In this section, we give a brief account of quaternions and quaternionic matrix. Particularly,
we mainly explain eigenvalues and root subspaces of a quaternionic matrix. Since quaternions
do not mutually commute in general, we must treat left eigenvalues and right eigenvalues
separately. As in [1], the states of quaternionic quantum mechanics is described by vectors of
a right Hilbert space over the quaternion field. Therefore, we deal only with right eigenvalues
in this paper. We shall review the way to obtain all the right eigenvalues of a quaternionic
matrix. Expositions of these contents can be found in [5, 21, 24, 30]. [40] gives an overview of
the quaternionic matrix theory. The detailed account of recent development of quaternionic
linear algebra can be found in [30].
Let H be the set of quaternions. H is a noncommutative associative algebra over R,
whose underlying real vector space has dimension 4 with a basis 1, i, j, k which satisfy the
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following relations:
i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.
For x = x0 + x1i + x2j + x3k ∈ H, x∗ denotes the conjugate of x in H which is defined by
x∗ = x0 − x1i− x2j − x3k. We call |x| =
√
xx∗ =
√
x∗x =
√
x20 + x
2
1 + x
2
2 + x
2
3 the norm of
x. H constitutes a skew field since x ∈ H, x−1 = x∗/|x|2 for every nonzero element x. We
denote by H∗ the multiplicative group of nonzero quaternions.
Mat(m×n,H) denotes the set of m×n quaternionic matrices and Mat(n,H) the set of
n×n quaternionic square matrices. A quaternion x can be identified with an element of
Mat(1,H). For every quaternionic matrix M ∈ Mat(m×n,H), we can write M = A + jB
uniquely where A,B ∈ Mat(m×n,C). A and B are called the simplex part and the perplex
part of M respectively. Then, the R-linear map ψ from Mat(m×n,H) to Mat(2m×2n,C) is
defined as follows:
ψ : Mat(m×n,H) −→ Mat(2m×2n,C) M 7→
(
A −B
B A
)
,
where A is the complex conjugate of A. ψ is multiplicative in the following sense:
Lemma 2.1 ([21], Lemma 2.1). Let M ∈ Mat(m×n,H) and N ∈ Mat(n×m,H). Then
ψ(MN) = ψ(M)ψ(N).
In the case of square matrices, we have
Proposition 2.2 ([21], Proposition 2.2). If m = n, then ψ is an injective R-algebra homo-
morphism.
For a quaternionic square matrixM = (Mrs) ∈ Mat(n,H), the conjugate M∗ = ((M∗)rs)
is defined by (M∗)rs = (Msr)
∗. ψ(M∗) = ψ(M)∗ holds, where the right-hand side denotes
the conjugate transpose of the complex matrix. A quaternionic square matrix M is said to
be unitary if M∗M = MM∗ = I. By Proposition 2.2, M∗M = I implies MM∗ = I.
We consider Hn as a right H-vector space. v1, . . . ,vm ∈ Hn are said to be H-linearly
independent if v1a1 + · · · + vmam = 0 for a1, . . ., am ∈ H implies a1 = · · · = am = 0. We
shall show a useful criterion for quaternionic vectors to be H-linearly independent, which is
a slightly different version of [30], Proposition 3.4.2.
Proposition 2.3 ([30], Proposition 3.4.2). v1, . . . ,vm ∈ Hn are H-linearly independent if
and only if the columns of ψ(
(
v1 · · · vm
)
) are linearly independent over C.
Proof. Suppose ψ(
(
v1 · · · vm
)
) are linearly independent over C. If v1a1+ · · ·+vmam = 0,
then (
v1 · · · vm
)a1...
am

 =

0...
0

 .
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Applying ψ to both sides, we have
ψ(
(
v1 · · · vm
)
)


aS1 −aP1
...
...
aSm −aPm
aP1 a
S
1
...
...
aPm a
S
m


=


0 0
...
...
0 0
0 0
...
...
0 0


,
where ar = a
S
r + ja
P
r is the symplectic decomposition of ar. Since columns of the matrix
ψ(
(
v1 · · · vm
)
) are linearly independent, aS1 = a
P
1 = · · · = aSm = aPm = 0 and thus we
obtain a1 = · · · = am = 0.
Conversely, suppose v1, . . . ,vm ∈ Hn are H-linearly independent. If
ψ(
(
v1 · · · vm
)
)


b1
...
bm
c1
...
cm


=


0
...
0
0
...
0


,
then, letting vr = v
S
r + jv
P
r be the symplectic decomposition, we have
vS1 b1 + · · ·+ vSmbm − vP1 c1 − · · · − vPmcm = 0,
vP1 b1 + · · ·+ vPmbm + vS1 c1 + · · ·+ vSmcm = 0,
whence it follows that
vS1 b1 + · · ·+ vSmbm − vP1 c1 − · · · − vPmcm = 0,
vP1 jb1 + · · ·+ vPmjbm + vS1 jc1 + · · ·+ vSmjcm = 0,
(2.1)
since xj = jx for every x ∈ C. Summing up both sides of (2.1), we obtain
v1(b1 + jc1) + · · ·+ vm(bm + jcm) = 0.
Since v1, . . .,vm are H-linearly independent, b1 = · · · = bm = c1 = · · · = cm = 0 holds.
For a quaternionic square matrixM = (Mrs) ∈ Mat(n,H), a quaternion λ and a nonzero
vector v ∈ Hn are said to be a right eigenvalue of M and a right eigenvector corresponding
to λ, respectively if Mv = vλ. The set of all right eigenvalues of M is denoted by σr(M).
Since M(vx) = vλx = vx(x−1λx) for any x ∈ H∗ = H − {0}, the conjugate class λH∗ =
{x−1λx | x ∈ H∗} is contained in σr(M) and vx is a right eigenvector corresponding to the
eigenvalue x−1λx. It is known that right eigenvalues of a square quaternionic matrix are
given by the following manner. The detail of its proof can be found in, for example [21].
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Theorem 2.4 ([21], Theorem 2.8). For any M ∈ Mat(n,H), there exist 2n complex right
eigenvalues λ1, . . ., λn, λ1, . . ., λn of M counted with multiplicity, which can be calculated by
solving det(λI2n − ψ(M)) = 0. The set of right eigenvalues σr(M) is given by σr(M) =
λH
∗
1 ∪ · · · ∪λH∗n , where λH∗ = {x−1λx | x ∈ H∗} is the set of all the conjugations of λ by
nonzero quaternions.
Remark 2.5. (1) λH
∗
r ∩λH∗s = ∅ if λr equals neither λs nor λs.
(2) If v is an eigenvector corresponding to a complex right eigenvalue λ, then vj is an
eigenvector corresponding to λ, since Mvj = vλj = vjλ.
Let p(M)(y) be the real coefficient polynomial of minimal degree which satisfies the fol-
lowing conditions:
(M1) p(M)(y) is monic, namely, the leading coefficient equals 1.
(M2) p(M)(M) = On.
Such a polynomial exists since Mat(n,H) is a finite dimensional vector space over R. p(M)(y)
is called the minimal polynomial of M. As in the case of complex matrices, the minimal
polynomial uniquely exists and p(M)(y) divides any real coefficient polynomial p(y) such
that p(M) = On. Let p
(M)(y) = p
(M)
1 (y)
m1· · ·p(M)r (y)mr be the factorization of p(M)(y) into
mutually different monic irreducible real coefficient polynomials p
(M)
1 (y), · · ·, p(M)r (y). Since
all coefficients are real, the factorization of p(M)(y) yields only monic irreducible polynomials
of degree 1 or 2 as factors; Each p
(M)
s (M) has either one real root or two complex roots which
are complex conjugate with each other. For each s = 1, 2, . . ., r, the following subspace Ms
of Hn is called the root subspace of M:
Ms = {v ∈ Hn | p(M)s (M)msv = o}. (2.2)
We notice that Ms is M-invariant, namely, MMs⊆Ms since
p(M)s (M)
msM = Mp(M)s (M)
ms
holds. It is known that Hn is the direct sum of root spaces as follows:
Proposition 2.6 ([30], Proposition 5.1.4). Let p(M)(y) be the minimal polynomial of the
matrix M ∈ Mat(n,H). If p(M)(y) = p(M)1 (y)m1· · ·p(M)r (y)mr is the factorization of p(M)(y)
into mutually different monic irreducible real coefficient polynomials, then
H
n =
r⊕
s=1
Ms,
where Ms is the root subspace of M.
Since p(M)(M) = On is equivalent to p
(M)(ψ(M)) = O2n, p
(M)(y) is the minimal polyno-
mial of ψ(M). Thus, p(M)(y) divides det(yI2n − ψ(M)). From Theorem 2.4, we have
det(yI2n − ψ(M)) = (y − λ1)(y − λ1)· · ·(y − λn)(y − λn)
= (y − 2Reλ1 + |λ1|2)· · ·(y − 2Reλn + |λn|2).
(2.3)
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Each eigenvalue λ of ψ(M) is a root of some factor p
(M)
s (y) of p(M)(y), and the right eigen-
vector v of M in Hn corresponding to λ belongs to the root subspace Ms. For every x ∈ H∗,
vx also belongs to Ms. Thus, for every λ
′ ∈ λH∗ , all eigenvectors corresponding to λ′ belong
to Ms. Especially, eigenvectors corresponding to a complex right eigenvalue and its complex
conjugate belong to the same root subspace since −jij = −i. The maximal number of H-
linearly independent right eigenvectors of a root subspace M of a quaternionic square matrix
M ∈ Mat(n,H) is called the geometric multiplicity of M . For a right eigenvalue λ ∈ σr(M),
the geometric multiplicity of the root subspace corresponding to the polynomial of which λ
is a root is called the geometric multiplicity of λ. We notice the geometric multiplicity of a
right eigenvalue is well-defined because of Theorem 2.4, Remark 2.5 (1) and the observation
in the previous paragraph. On the other hand, the quaternionic dimension of M is called the
algebraic multiplicity of M . For a right eigenvalue λ ∈ σr(M), the algebraic multiplicity of
the root subspace corresponding to the polynomial of which λ is a root is called the algebraic
multiplicity of λ.
We also notice that one can compute a right eigenvector corresponding to a complex
eigenvalue λ of a quaternionic square matrix as follows.
Proposition 2.7 ([21], Proposition 2.5). Let M ∈ Mat(n,H) and λ ∈ C.
Then
Mv = vλ⇔ ψ(M)
(
u
w
)
=
(
u
w
)
λ where v = u+ jw (u,w ∈ Cn).
Here, we shall give some examples of right spectra of quaternionic matrices. For an
arbitrary matrix M, TM denotes the transpose of M.
Example 2.8. M =
(
1 0
0 k
)
det(λI4 − ψ(M)) = det


λ− 1 0 0 0
0 λ 0 i
0 0 λ− 1 0
0 i 0 λ

 = (λ− 1)2(λ− i)(λ+ i)
= (λ− 1)2(λ2 + 1).
p(M)(λ) = (λ− 1)(λ2 + 1). p(M)1 (λ) = λ− 1, p(M)2 (λ) = λ2 + 1. σr(M) = {1}∪iH∗.
λ = 1⇒
(
u
w
)
= T
(
1 0 0 0
)
, T
(
0 0 1 0
)
. v = T
(
1 0
)
, T
(
j 0
)
.
λ = i⇒
(
u
w
)
= T
(
0 1 0 −1). v = T(0 1− j).
λ = −i⇒
(
u
w
)
= T
(
0 1 0 1
)
. v = T
(
0 1 + j
)
.
H2 = M1⊕M2, where M1 = T
(
1 0
)
H, M2 =
T
(
0 1− j)H.
Example 2.9. M =
(
0 i
j 0
)
=
(
0 i
0 0
)
+ j
(
0 0
1 0
)
det(λI4 − ψ(M)) = det


λ −i 0 0
0 λ 1 0
0 0 λ i
−1 0 0 λ

 = (λ2 − i)(λ2 + i)
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=(
λ− 1 + i√
2
)(
λ− −1− i√
2
)(
λ− 1− i√
2
)(
λ− −1 + i√
2
)
= (λ2−√2λ+1)(λ2+√2λ+1).
p(M)(λ) = (λ2−√2λ+1)(λ2+√2λ+1). p(M)1 (λ) = λ2−
√
2λ+1, p
(M)
2 (λ) = λ
2+
√
2λ+1.
σr(M) =
(1 + i√
2
)H∗
∪
(−1− i√
2
)H∗
.
λ =
1 + i√
2
⇒
(
u
w
)
= T
(
1
1− i√
2
−1 1− i√
2
)
. v = T
(
1− j 1− i+ j + k√
2
)
.
λ =
1− i√
2
⇒
(
u
w
)
= T
(
1 −1 + i√
2
1
1 + i√
2
)
. v = T
(
1 + j
−1− i+ j − k√
2
)
.
λ =
−1 − i√
2
⇒
(
u
w
)
= T
(
1 −1− i√
2
−1 −1− i√
2
)
. v = T
(
1− j −1 + i− j − k√
2
)
.
λ =
−1 + i√
2
⇒
(
u
w
)
= T
(
1
1 + i√
2
1 −1 + i√
2
)
. v = T
(
1 + j
1 + i− j + k√
2
)
.
H2 = M1⊕M2, where M1 = T
(
1− j 1− i+ j + k√
2
)
H, and
M2 =
T
(
1− j −1 + i− j − k√
2
)
H.
3 The second weighted zeta function of a graph
We shall review the Ihara zeta function and the second weighted zeta function of a graph
in this section. In this section, let G = (V (G), E(G)) be a finite connected simple graph
with the vertex set V (G) and the edge set E(G) consisting of unoriented edges uv joining
two vertices u and v. For uv ∈ E(G), the ordered pair (u, v) denotes the oriented edge
from u to v which we call an arc. Let D(G) = { (u, v), (v, u) | uv ∈ E(G)} and |V (G)| =
n, |E(G)| = m, |D(G)| = 2m. For e = (u, v) ∈ D(G), o(e) = u denotes the origin and
t(e) = v the terminus of e respectively. e−1 = (v, u) is called the inverse of e = (u, v). The
degree deg v of a vertex v of G is the number of edges incident to v. A path P of length ℓ
in G is a sequence P = (e1, · · · , eℓ) of ℓ arcs er ∈ D(G) (r = 1, . . . , ℓ) with t(er) = o(er+1)
for r = 1, . . . , ℓ− 1. |P | denotes the length of P . A path P = (e1, · · · , eℓ) is said to have a
backtracking if er+1 = e
−1
r for some r = 1, . . . , ℓ− 1, and is said to have a tail if eℓ = e−11 . A
path P is called a cycle if t(P ) = o(P ). Two cycles C1 = (e1, · · · , eℓ) and C2 = (f1, · · · , fℓ)
are said to be equivalent if there exists s such that fr = er+s for all r where indices are
treated modulo ℓ. [C] denotes the equivalence class to which C belongs and Br is called the
r-th power of a cycle B, namely, Br is obtained by going r times around a cycle B. A cycle
C is said to be reduced if C has neither backtracking nor tail and to be prime if it is not
a power of a strictly smaller cycle. We denote by PR the set of all equivalence classes of
prime reduced cycles of G.
The Ihara zeta function of a graph G is defined by
Z(G, t) = ZG(t) =
∏
[C]∈PR
(1− t|C|)−1,
where t is a complex variable with |t| sufficiently small.
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In order to explain determinant expressions of Z(G, t), we introduce two matrices B =
(Bef)e,f∈D(G), J0 = (Jef)e,f∈D(G) ∈ Mat(2m,C) as follows:
Bef =
{
1 if t(e) = o(f),
0 otherwise,
Jef =
{
1 if f = e−1,
0 otherwise.
The matrix B− J0 is called the edge (adjacency) matrix of G.
Theorem 3.1 (Hashimoto [14]; Bass [6]). The reciprocal of the Ihara zeta function of G is
given by
Z(G, t)−1 = det(I2m − t(B− J0)) = (1− t2)r−1 det(In − tA+ t2(D− In)),
where r and A are the Betti number and the adjacency matrix of G, respectively, and D =
(Duv)u,v∈V (G) is the diagonal matrix with Duu = deg u for all u ∈ V (G).
Let W = (Wuv)u,v∈V (G) ∈ Mat(n,C) such that Wuv 6= 0 if (u, v) /∈ D(G). W is called a
weighted matrix of G. Put w(e) = Wuv if e = (u, v) ∈ D(G). For a weighted matrix W of
G, the complex matrix Bw = (B
(w)
ef )e,f∈D(G) ∈ Mat(2m,C) is defined as follows:
B
(w)
ef =
{
w(f) if t(e) = o(f),
0 otherwise.
In [31], Sato defined the second weighted zeta function of a graph. The second weighted zeta
function of G is defined by
Z1(G,w, t) = det(I2m − t(Bw − J0))−1.
Remark 3.2. Precisely, Sato defined a new Bartholdi zeta function Z1(G,w, u, t) as follows:
Z1(G,w, u, t) = det(In − t(Bw − (1− u)J0),
which reduces to Z1(G,w, t) with the specialization u = 0. Z1(G,w, t) can also be viewed as
a natural generalization of the zeta function of the edge-indexed graph defined by Bass [6].
If w(e) = 1 for all e ∈ D(G), then the second weighted zeta function of G coincides with
the Ihara zeta function of G.
Theorem 3.3 (Sato [31]). Let G be a connected graph and W a weighted matrix of G. Then
the reciprocal of the second weighted zeta function of G is given by
Z1(G,w, t)
−1 = (1− t2)m−n det(In − tW + t2(Dw − In)), (3.1)
where n = |V (G)|, m = |E(G)| and Dw = (D(w)uv )u,v∈V (G) is the diagonal matrix with D(w)uu =∑
e:o(e)=u
w(e) for all u ∈ V (G).
Taking transposes of both sides of (3.1), we obtain the following equation:
Corollary 3.4.
det(I2m − t(TBw − J0)) = (1− t2)m−n det(In − tTW + t2(Dw − In)).
In order to apply zeta functions to obtain the spectral mapping property for the quater-
nionic quantum walk on a graph, we will generalize the determinant formula of transposed
type in the case of quaternions in the next section.
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4 A quaternionization of the determinant formula for
the second weighted zeta function
We shall give a generalization of Corollary 3.4. Hereafter, we assume that G has no multiple
edges and has at most one loop at each vertex, unless otherwise stated. Let L(G) be the set
of loops in G and |V (G)| = n, |E(G)| = m = m0+m1, where m1 = |L(G)|. By the definition
of arc, e−1 = e if and only if e is a loop. Hence it follows that |D(G)| = m′ = 2m0+m1. For
a vertex u, du = deg u, d
−
u = deg
− u and d+u = deg
+ u denote the degree of u, the indegree of
u and the outdegree of u, respectively.
Let a and b be two maps from D(G) to H and a(e) = a(e)S + ja(e)P and b(e) =
b(e)S + jb(e)P their symplectic decompositions. We define K = (Kev)e∈D(G),v∈V (G) and
L = (Lev)e∈D(G),v∈V (G) to be m
′×n matrices as follows:
Kev =
{
a(e) if o(e) = v,
0 otherwise,
Lev =
{
b(e) if t(e) = v,
0 otherwise,
(4.1)
where column index and row index are ordered by fixed sequences v1, . . ., vn and e1, . . ., em′
such that e2r = e
−1
2r−1 for r = 1, . . ., 2m0 and er is a loop for r = 2m0+1, . . ., m
′, respectively.
KL∗ = ((KL∗)ef)e,f∈D(G) is the m
′×m′ matrix given by the following equation:
(KL∗)ef =
{
a(e)b(f)∗ if t(f) = o(e),
0 otherwise.
(4.2)
In order to obtain a quaternionization of Corollary 3.4, we define two more matrices W˜ =
(W˜uv)u,v∈V (G), D˜ = (D˜uv)u,v∈V (G) as follows:
W˜uv =
{
b((v, u))∗a((v, u)) if (v, u) ∈ D(G),
0 otherwise,
D˜uv =


∑
e∈D(G),o(e)=u
b(e−1)∗a(e) if u = v,
0 otherwise,
(4.3)
We call W˜ the doubly weighted matrix. We can check by calculations that W˜ = L∗K and
L∗J0K = D˜. We also notice that J0 is the block diagonal matrix of the form:
J0 =


J2
. . .
J2
Im1

 , where J2 =
(
0 1
1 0
)
places m0 times along the diagonal.
Before stating the determinant formula, we mention a useful fact on determinant.
Lemma 4.1. Let A and B be an m×n and an n×m matrices, respectively. Then for every
complex number α, the following holds:
det(αIm −AB)αn = αm det(αIn −BA).
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Proof. Since (
βIm A
B βIn
)(
βIm O
−B βIn
)
=
(
β2Im −AB βA
O β2In
)
,(
βIm O
−B βIn
)(
βIm A
B βIn
)
=
(
β2Im βA
O β2In −BA
)
,
one can see by letting α = β2 that
det(αIm −AB)αn
= det
(
β2Im −AB βA
O β2In
)
= det
(
βIm A
B βIn
)
det
(
βIm O
−B βIn
)
= det(
(
βIm O
−B βIn
)
det
(
βIm A
B βIn
)
= det
(
β2Im βA
O β2In −BA
)
= αm det(αIn −BA)
Now we state a quaternionization of the determinant formula for the second weighted
zeta function of a graph with at most one loop at each vertex.
Theorem 4.2. Let t be a complex variable. Then
det(I2m′ − tψ(KL∗ − J0))
= (1− t2)2m0−2n(1 + t)2m1 det(I2n − tψ(W˜) + t2(ψ(D˜)− I2n))
Proof. Using Lemma 4.1, we have the following sequence of equations:
det(I2m′ − tψ(KL∗ − J0)) det(I2m′ − tψ(J0))(1− t2)2n
= det(I2m′ − tψ(K)ψ(L)∗ + tψ(J0)) det(I2m′ − tψ(J0))(1− t2)2n
= det((1− t2)I2m′ − tψ(K)ψ(L)∗(I2m′ − tψ(J0)))(1− t2)2n
= det((1− t2)I2n − tψ(L)∗(I2m′ − tψ(J0))ψ(K))(1− t2)2m′
= det((1− t2)I2n − tψ(L)∗ψ(K) + t2ψ(L)∗ψ(J0)ψ(K))(1− t2)2m′
= det((1− t2)I2n − tψ(W˜) + t2ψ(D˜))(1− t2)2m′ .
(4.4)
Since the following holds:
det(I2m′ − tψ(J0)) = (1− t2)2m0(1− t)2m1 ,
for every t ∈ C, we have
(1− t2)2m0+2n(1− t)2m1 det(I2m′ − tψ(KL∗ − J0))
= (1− t2)4m0+2m1 det(I2n − tψ(W˜) + t2(ψ(D˜)− I2n)).
(4.5)
The left hand side and the right hand side of (4.5) are equal as polynomials and thus the
assertion follows.
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5 A quaternionization of quantum walks of Szegedy
type and right spectral problem
In this section, we give a quaternionization of quantum walks of Szegedy type on graphs and
derive their spectral mapping properties. An important example of the quantum walk on
a graph is the Grover walk. The Grover walk originates from a quantum search algorithm
introduced by Grover [13]. After Grover’s approach, several quantum search algorithms, for
example [3, 39], was proposed. These are strongly related to quantum walks on graphs, and
have been investigated for more than a decade. In this article, we focus on the discrete-time
quantum walk on a graph based on the quantum search algorithm proposed by Szegedy [39].
We give a definition of discrete-time quantum walks on graphs in a similar manner as
in [2]. Other formulations of discrete-time quantum walks on graphs can be seen in, for
example, [38, 29]. Let H = ⊕e∈D(G)C|e〉 be the finite dimensional Hilbert space spanned by
arcs of G. One step of quantum walk consists of the following two operations C and S as
follows:
1. For each u ∈ V , we perform a unitary transformation Cu on the states |f〉 that satisfy
t(f) = u and put C the direct sum of these transformations: C = ⊕u∈VCu. C is called
the coin operator.
2. For all e ∈ D(G), we perform the shift operator S defined by S|e〉 = |e−1〉.
The transition matrix U of a discrete-time quantum walk consists of the two consecutive
operations U = SC. Let p be a map from D(G) to (0, 1] which satisfies
∑
e∈D(G),o(e)=u p(e) =
1 for every u ∈ V (G) and |φu〉 the state vector defined by
|φu〉 =
∑
f∈D(G),t(f)=u
√
p(f−1)|f〉. (5.1)
Then the coin operator Cu of the Szegedy walk on G is given by
Cu = 2|φu〉〈φu| − Id−u .
One can immediately check that the transition matrix USze = (USzeef )e,f∈D(G) of the Szegedy
walk is given by
USzeef =


2
√
p(e)p(f−1) if t(f) = o(e) and f 6= e−1,
2p(e)− 1 if f = e−1,
0 otherwise,
We call USze the Szegedy matrix. Higuchi et al. [15] generalized the Szegedy walk on a graph
and obtained the spectral mapping theorem for the generalized Szegedy walk.
Now, we extend the Szegedy walk on a graph to the case of quaternions. A background
of quaternionic quantum walks is based on quaternionic quantum mechanics. In a similar
way to [21], we briefly explain the general framework of quaternionic quantum mechanics to
the minimum extent necessary for the definition of quaternionic quantum walks. For a more
detailed and complete exposition of quaternionic quantum mechanics, see [1]. The states of
quaternionic quantum mechanics is described by vectors of a quaternionic Hilbert space HH
which is defined by the following axioms:
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(I) HH is a right H-vector space.
(II) There exists a scalar product, that is a map ( , ) : HH×HH−→H with the properties:
(f , g)∗ = (g, f),
(f , f) is nonnegative real number, and (f , f) = 0⇔ f = 0,
(f , g + h) = (f , g) + (f , h)
(f , gλ) = (f , g)λ for every λ∈H.
‖f‖ denotes √(f , f) and is called the norm of f .
(III) HH is separable and complete.
Ket states are denoted by |f〉 that satisfy |fλ〉 = |f〉λ for every λ∈H. Bra states 〈f | are
defined as their adjoints in a matrix sense so that 〈f | = |f〉† where |f〉† denotes the adjoint of
|f〉. It follows that 〈fλ| = λ∗〈f | and the scalar product can be presented as (f , g) = 〈f |g〉.
〈f |g〉 is called the inner product or probability amplitude. If HH is N -dimensional, then |f〉
and 〈f | are presented as follows:
|f〉 = T(f1 f2 · · · fN), 〈f | = (f1∗ f2∗ · · · fN ∗) (f1, f2, · · ·, fN ∈ H).
Using the coordinates, the scalar product can be written as
〈f |g〉 =
N∑
ℓ=1
fℓ
∗gℓ.
For a probability amplitude 〈f |g〉, one associates a probability:
Pfg = |〈f |g〉|2.
For any ω ∈ H such that |ω| = 1, |〈f |gω〉|2 = |〈f |g〉|2. Hence Pf(gω) = Pfg for all f ∈ HH.
Thus physical states bijectively corresponds to sets of unit rays of HH of the form:
{|gω〉 | |ω| = 1}.
Operators U on HH are assumed to act from the left as in U|f〉 and satisfy
U|f + g〉 = U|f〉+U|g〉, U(|f〉λ) = (U|f〉)λ,
for all λ ∈ H. For any operator U, the adjoint operator U† is defined by (f , Ug) = (U†f , g)
for arbitrary f , g in suitable domains. An operator U is said to be self-adjoint if U† = U
holds and unitary if UU† = U†U = 1 holds. If HH is finite dimensional, unitary operators
are unitary as quaternionic matrices. In order to explain the dynamics of quaternionic
quantum mechanics, we explain the time evolution operator. We assume that time evolution
preserves transition probabilities. Precisely, for arbitrary states |f(t)〉, |g(t)〉 at time t and
|f(t′)〉, |g(t′)〉 at time t′ = t + δt, |〈f(t)|g(t)〉| = |〈f(t′)|g(t′)〉| holds. Choosing appropriate
quaternionic phases, we obtain that there exists a unitary operator U(t′, t) such that
|f(t′)〉 = U(t′, t)|f(t)〉. (5.2)
13
U(t′, t) is called the time evolution operator and (5.2) is called the time evolution equation.
If HH is N -dimensional, then U(t
′, t) can be represented as an N×N quaternionic unitary
matrix.
Let us give the definition of discrete-time quaternionic quantum walk. A discrete-time
quaternionic quantum walk is a quantum process on a graph whose state vector, whose
entries are quaternions, is governed by a quaternionic unitary matrix called the transition
matrix (or time evolution matrix). Let q be a map from D(G) to H∗ = H − {0}. We
define the state space of the walk to be the right Hilbert space HH = ⊕e∈D(G)|e〉H over H
generated by the orthonormal basis { |e〉 | e ∈ D(G) }. We define the coin operator Cu by
replacing
√
p(f−1) with q(f−1) in (5.1). Since a state vector is multiplied by a scalar on the
right, |φu〉 turns into
|φu〉 =
∑
f∈D(G),t(f)=u
|f〉q(f−1).
One can readily check that the transition matrix U = (Uef)e,f∈D(G) of quaternionic Szegedy
walk on G is given by
Uef =


2q(e)q(f−1)∗ if t(f) = o(e) and f 6= e−1,
2|q(e)|2 − 1 if f = e−1,
0 otherwise.
U can be viewed as the time evolution operator of a discrete-time quaternionic quantum
system. The quaternionic unitary condition on U is given by the following:
Theorem 5.1. U is quaternionic unitary if and only if∑
g∈D(G),o(g)=u
|q(g)|2 = 1
for each u ∈ V (G).
Proof. Observing that
(UU∗)ef =
∑
g∈D(G)
t(g)=o(e)=o(f)
Ueg(Ufg)
∗,
one can readily check by direct calculations that (UU∗)ee = 1 is equivalent to
|q(e)|2(
∑
g∈D(G)
o(g)=o(e)
|q(g)|2 − 1) = 0, (5.3)
and that (UU∗)ef = 0 for e 6= f with o(e) = o(f) is equivalent to
q(e)q(f)∗(
∑
g∈D(G)
o(g)=o(e)=o(f)
|q(g)|2 − 1) = 0. (5.4)
Moreover, if o(e) 6= o(f) then (UU∗)ef = 0 holds directly from the definition of U. Since
q(e) 6= 0 for every e ∈ D(G), ∑g∈D(G)o(g)=u |q(g)|2 = 1 for every u ∈ V (G) is equivalent to
(5.3) and (5.4).
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We put a(e) =
√
2q(e) and b(e) =
√
2q(e−1) in (4.1). Then one can see thatKL∗−J0 = U
and that W˜ and D˜ in (4.3) turn into:
W˜uv =
{
2q((u, v))∗q((v, u)) if (v, u) ∈ D(G),
0 otherwise,
D˜uv =


∑
e∈D(G),o(e)=u
2|q(e)|2 if u = v,
0 otherwise.
(5.5)
(5.5) implies that W˜ is quaternionic Hermitian, that is W˜∗ = W˜. Therefore ψ(W˜) is
Hermitian and all eigenvalues of ψ(W˜) are real numbers. Furthermore if q satisfies Theorem
5.1, then D˜ = 2In holds and we have from Theorem 4.2 that
det(I2m′ − tψ(U))
= (1− t2)2m0−2n(1 + t)2m1 det(I2n − tψ(W˜) + t2(ψ(D˜)− I2n))
= (1− t2)2m0−2n(1 + t)2m1 det(I2n − tψ(W˜) + t2I2n).
(5.6)
Putting t = 1/λ, (5.6) yields
det(λI2m′ − ψ(U))
= (λ2 − 1)2m0−2n(λ+ 1)2m1 det(λ2I2n − λψ(W˜) + I2n)
= (λ− 1)2m0−2n(λ+ 1)2m0−2n+2m1 det(λ2I2n − λψ(W˜) + I2n).
(5.7)
We denote by Spec(A) the multiset of eigenvalues of a complex square matrix A counted
with multiplicity. Using (5.7), we obtain the spectral mapping theorem as described below:
Theorem 5.2. Spec(ψ(U)) has 2m′ elements. If G′ = (V (G), E(G)− L(G)) is not a tree,
then 4n of them are
λ =
µ
2
±i
√
1−
(µ
2
)2
, (5.8)
where µ ∈ Spec(ψ(W˜)). The remaining 2m′−4n eigenvalues are equal to 1 with multiplicity
2m0 − 2n and to −1 with multiplicity 2m0 + 2m1 − 2n. If G′ is a tree and G has no loop,
then
Spec(ψ(U)) =
{ µ
2
±i
√
1−
(µ
2
)2 ∣∣∣ µ∈ Spec(ψ(W˜))}− {1, 1,−1,−1},
and if G′ is a tree and G has at least one loop, then
Spec(ψ(U)) =
[{ µ
2
±i
√
1−
(µ
2
)2 ∣∣∣ µ∈ Spec(ψ(W˜))}− {1, 1}]∪{−1, . . . ,−1︸ ︷︷ ︸
2m1−2
}.
In all cases, each eigenvalue µ ∈ Spec(ψ(W˜)) takes values between −2 and 2. Elements
of Spec(ψ(U)) occur in complex conjugate pairs such as λ1, λ1, · · ·, λ2m, λ2m, and the set of
right eigenvalues of U is given by σr(U) =
⋃2m
r=1 λ
H∗
r .
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Proof. Let µ1, · · ·, µ2n be eigenvalues of ψ(W˜). Then it follows from (5.7) that
det(λI2m′ − ψ(U)) = (λ− 1)2m0−2n(λ+ 1)2m0−2n+2m1
2n∏
r=1
(λ2 − µrλ + 1).
Solving λ2 − µrλ+ 1 = 0, we obtain complex eigenvalues of ψ(U) as follows:
λ =
µr ±
√
µ2r − 4
2
. (5.9)
Since ψ(U) is unitary, |λ| = 1 for every eigenvalue λ of ψ(U), and from (5.9) we have λ = 1
(resp. λ = −1) if and only if µr = 2 (resp. µr = −2). It follows that eigenvalues of ψ(W˜)
take values between −2 and 2. Hence (5.9) can be reformulated as
λ =
µr
2
±i
√
1−
(µr
2
)2
whose real part and imaginary part are
µr
2
and ±
√
1−
(µr
2
)2
respectively. If G′ is not a
tree, then m0 ≥ n and hence the statement clearly holds. If G′ is a tree, then m0 = n − 1.
Since det(λI2m′ − ψ(U)) is a polynomial of λ,
∏2n
r=1(λ
2 − µrλ + 1) must have the factor
(λ − 1)2 and, in addition, the factor (λ + 1)2 if G has no loops. Thus the statement holds
for trees. Consequently, σr(U) is obtained directly from Theorem 2.4.
Let T = W˜/2 which is given by
Tuv =
{
q((u, v))∗q((v, u)) if (v, u) ∈ D(G),
0 otherwise.
Then Spec(ψ(T)) = {µ/2 | µ ∈ Spec(ψ(W˜))}, and we can describe the elements of the form
(5.8) in Spec(ψ(U)) slightly simpler as
λ = ν±i
√
1− ν2,
where ν ∈ Spec(ψ(T)).
6 Eigenvectors of U derived from eigenvectors of W˜
In this section, we show the way to derive right eigenvectors of U corresponding to complex
right eigenvalues derived from those of W˜. We mention that eigenspaces of Szegedy walk
are discussed in [16] at length in the complex case. If λ is an eigenvalue of ψ(U) obtained
by solving λ2 − µλ+ 1 = 0 with µ ∈ Spec(ψ(W˜)), then λ and µ satisfy
µ = λ+
1
λ
. (6.1)
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Let KH = ⊕v∈V (G)|v〉H be the finite dimensional right Hilbert space over H spanned by ver-
tices of G. We can identify W˜ with the linear transformation with respect to the orthonormal
basis |v1〉, . . . , |vn〉 defined as follows:
W˜|vr〉 =
n∑
s=1
|vs〉W˜sr =
n∑
s=1
|vs〉2q((vs, vr))∗q((vr, vs))
Similarly, we consider K and L as linear maps from KH to HH so that K
∗ and L∗ can be
viewed as linear maps from HH to KH. We shall show the following equations for later use.
Lemma 6.1. (1) K∗K = L∗L = 2In.
(2) J0KL
∗ = LL∗.
(3) L∗J0L = W˜.
Proof. (1) Using Theorem 5.1, it follows that
(K∗K)uv =
∑
e∈D(G)
(Keu)
∗Kev =
∑
e∈D(G)
o(e)=u=v
2|q(e)|2 = 2δuv,
(L∗L)uv =
∑
e∈D(G)
(Leu)
∗Lev =
∑
e∈D(G)
t(e)=u=v
2|q(e−1)|2 = 2δuv.
(2) By direct computations, we have
(J0KL
∗)ef =
∑
g∈D(G),u∈V (G)
JegKgu(Lfu)
∗ =
∑
u∈V (G)
Ke−1u(Lfu)
∗
=
∑
u∈V (G)
u=o(e−1)=t(f)
2q(e−1)q(f−1)∗ =
∑
u∈V (G)
u=t(e)=t(f)
2q(e−1)q(f−1)∗,
(LL∗)ef =
∑
u∈V (G)
Leu(Lfu)
∗ =
∑
u∈V (G)
u=t(e)=t(f)
2q(e−1)q(f−1)∗.
(3) By a direct computation, we have
(L∗J0L)uv =
∑
e,f∈D(G)
(L∗)ueJefLfv =
∑
e∈D(G)
(L∗)ueLe−1v
=
∑
e∈D(G)
t(e)=u,t(e−1)=v
(Leu)
∗Le−1v
=
{
2q((u, v))∗q((v, u)) if (v, u) ∈ D(G),
0 otherwise.
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Consequently, we can deduce that by using an eigenvector of W˜ corresponding to µ ∈
Spec(ψ(W˜)), one can express an eigenvector of U corresponding to an eigenvalue λ related
to µ as follows:
Theorem 6.2. Suppose that v ∈ KH is a right eigenvector corresponding to a complex right
eigenvalue µ of W˜, namely, W˜v = vµ. Then the following vector in HH:
e = J0Lv − Lv 1
λ
is a right eigenvector of U corresponding to the complex right eigenvalue λ, where µ and λ
satisfy (6.1).
Proof. Since KL∗ − J0 = U, we have U = J0(LL∗ − I). Hence using Lemma 6.1, we obtain
Ue = J0(LL
∗ − I)(J0Lv − Lv 1
λ
)
= J0LL
∗J0Lv − J0LL∗Lv 1
λ
− J20Lv + J0Lv
1
λ
= J0LW˜v − 2J0Lv 1
λ
− Lv + J0Lv 1
λ
= J0Lv
(
λ+
1
λ
)
− J0Lv 1
λ
− Lv
= J0Lvλ− Lv =
(
J0Lv − Lv 1
λ
)
λ = eλ
Remark 6.3. (1) Since W˜ is quaternionic Hermitian, µ is real in fact.
(2) ej is a right eigenvector corresponding to λ since vj is a right eigenvector corresponding
to µ and
ej = J0Lvj − Lv 1
λ
j = J0Lvj − Lvj 1
λ
.
We shall give an example of the spectrum and eigenvectors of the quaternionic Szegedy
walk on a graph.
Example 6.4. Let G = K3, the complete graph with three vertices v1, v2, v3 and e1 =
(v1, v2), e2 = (v2, v1) = e
−1
1 , e3 = (v2, v3), e4 = (v3, v2) = e
−1
3 , e5 = (v3, v1), e6 = (v1, v3) =
e−15 , e7 = (v1, v1), e8 = (v2, v2), e9 = (v3, v3). Suppose quaternionic weights on G are given
by
q(e1) =
i√
3
, q(e2) = − i√
3
, q(e3) =
j√
3
, q(e4) = − j√
3
,
q(e5) =
k√
3
, q(e6) = − k√
3
, q(e7) = q(e8) = q(e9) =
1√
3
.
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Then U, W˜ and L are given by
U =


e1 e2 e3 e4 e5 e6 e7 e8 e9
e1 0 −13 0 0 −2j3 0 2i3 0 0
e2 −13 0 0 2k3 0 0 0 −2i3 0
e3 −2k3 0 0 −13 0 0 0 2j3 0
e4 0 0 −13 0 0 2i3 0 0 −2j3
e5 0 0 −2i3 0 0 −13 0 0 2k3
e6 0
2j
3
0 0 −1
3
0 −2k
3
0 0
e7 0 −2i3 0 0 2k3 0 −13 0 0
e8
2i
3
0 0 −2j
3
0 0 0 −1
3
0
e9 0 0
2j
3
0 0 −2k
3
0 0 −1
3


,
W˜ =


v1 v2 v3
v1
2
3
−2
3
−2
3
v2 −23 23 −23
v3 −23 −23 23

, L =


v1 v2 v3
e1 0 −
√
2
3
i 0
e2
√
2
3
i 0 0
e3 0 0 −
√
2
3
j
e4 0
√
2
3
j 0
e5 −
√
2
3
k 0 0
e6 0 0
√
2
3
k
e7
√
2
3
0 0
e8 0
√
2
3
0
e9 0 0
√
2
3


,
whence Spec(ψ(W˜)) and Spec(ψ(U)) turn out to be
Spec(ψ(W˜)) =
{
− 2
3
, −2
3
,
4
3
,
4
3
,
4
3
,
4
3
}
,
Spec(ψ(U)) =
{
− 1
3
±2
√
2
3
i, −1
3
±2
√
2
3
i,
2
3
±
√
5
3
i,
2
3
±
√
5
3
i,
2
3
±
√
5
3
i,
2
3
±
√
5
3
i, −1, −1, −1, −1, −1, −1
}
.
Thus we obtain:
σr(U) = {−1}∪
(
− 1
3
+
2
√
2
3
i
)H∗
∪
(
2
3
+
√
5
3
i
)H∗
.
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The minimal polynomial of U is given by
p(U)(x) = p
(U)
1 (x)p
(U)
2 (x)p
(U)
3 (x),
where p
(U)
1 (x) = x
2 + 2
3
x+ 1, p
(U)
2 (x) = x
2 − 4
3
x+ 1 and p
(U)
3 (x) = x+ 1. Hence we have the
decomposition of H9 into root subspaces:
H
9 = M1⊕M2⊕M3
By using Theorem 2.7, we obtain two right eigenvectors corresponding to the right eigenvalue
µ = −2
3
of W˜ :
v1 =

11
1

 , v2 =

jj
j

 = v1j.
Then, using Theorem 6.2 we obtain right eigenvectors corresponding to the right eigenvalue
λ± = (−1±2
√
2i)/3 of U as follows:
u±1 =


±√2 + i
∓√2− i
j±√2k
−j∓√2k
∓√2j + k
±√2j − k
2±√2i
2±√2i
2±√2i


, u±2 =


∓√2j + k
±√2j − k
−1±√2i
1∓√2i
∓√2− i
±√2 + i
2j∓√2k
2j∓√2k
2j∓√2k


= u∓1 j,
where u+r (resp. u
−
r ) is a right eigenvector corresponding to λ+ (resp. λ−) obtained from vr
by using Theorem 6.2 for r = 1, 2. u±1 , u
±
2 ∈ M1, and one can check by using Proposition
2.3 that u+1 and u
+
2 (resp. u
−
1 and u
−
2 ) are H-linearly independent.
In the same fashion, we obtain four right eigenvectors corresponding to the right eigen-
value µ = 4
3
of W˜ :
v3 =

 10
−1

 , v4 =

 01
−1

 , v5 =

 j0
−j

 = v3j, v6 =

 0j
−j

 = v4j.
Using Theorem 6.2 again, we obtain right eigenvectors corresponding to the right eigenvalue
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λ± = (2±
√
5i)/3 of U as follows:
u±3 =


3i
∓√5− 2i
−2j∓√5k
3j
∓√5j − k
∓√5j − k
1±√5i
0
−1∓√5i


, u±4 =


±√5 + 2i
−3i
j∓√5k
j∓√5k
−3k
∓√5j + 2k
0
1±√5i
−1∓√5i


,
u±5 =


3k
±√5j − 2k
2∓√5i
−3
∓√5 + i
∓√5 + i
j∓√5k
0
−j±√5k


= u∓3 j, u
±
6 =


∓√5j + 2k
−3k
−1∓√5i
−1∓√5i
3i
∓√5− 2i
0
j∓√5k
−j±√5k


= u∓4 j,
where u+r (resp. u
−
r ) is a right eigenvector corresponding to λ+ (resp. λ−) obtained from
vr by using Theorem 6.2 for r = 3, 4, 5, 6. u
±
3 , u
±
4 , u
±
5 , u
±
6 ∈ M2, and it can be shown that
u+3 , u
+
4 , u
+
5 , u
+
6 (resp. u
−
3 , u
−
4 , u
−
5 , u
−
6 ) are H-linearly independent.
For the remaining right eigenvalue −1, we can find three H-linearly independent eigen-
vectors such as
u7 =


i
i
0
0
0
0
−1
1
0


, u8 =


j
j
−i
−i
1
1
0
0
0


, u9 =


i
i
j
j
0
0
−1
0
1


.
It follows that
M1 =
2⊕
k=1
u+k H, M2 =
6⊕
k=3
u+kH, M3 =
9⊕
k=7
ukH.
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