Abstract. We prove some probabilistic estimates for tensor products of random vectors, generalizing results that were obtained in [16] . As an application we obtain embeddings of certain matrix spaces into L 1 .
Introduction
In [11] and [12] Kwapień and Schütt studied combinatorial and probabilistic inequalities related to Orlicz norms to study certain invariants of Banach spaces such as the positive projection constant of a finite-dimensional Orlicz space and to characterize the symmetric sublattices of ℓ 1 (c 0 ) as well as the finite-dimensional symmetric subspaces of ℓ 1 .
Building upon that, in the last decade these techniques initiated further research, were refined, extended and successfully used in several different areas such as the local theory of Banach spaces, when studying symmetric subspaces of L 1 [19, 21, 22, 17, 14, 15] , in Probability theory, to obtain uniform estimates for order statistics [9] (see also [7, 8, 6] ) as well as converse results on the distribution of random variables in connection with Musielak-Orlicz norms [1] , or in convex geometry, to obtain sharp bounds for several geometric functionals on random polytopes [3, 2, 4] such as the support function, the mean width and mean outer radii.
Let X i , i = 1, ..., n be independent copies of an integrable random variable X and a i , i = 1, ..., n be real numbers. In [9] , the authors proved that, if we define an Orlicz function M X such that for all s ≥ 0 M X (s) = s 0 |X|≥1/t |X| dP dt, then, for all x ∈ R n , E max
In the following let ξ i , i = 1, ..., n be independent copies of an integrable random variable ξ and let a ij , i, j = 1, ..., n be any real numbers. In view of (1) it is a natural question to ask whether we can find estimates for (2) E ξ E X max 1≤i,j≤n |a ij ξ i X j | , for these expressions naturally appear, for example, in the study of certain matrix subspaces of L 1 . Note that, since the random variables ξ i X j , i, j = 1, . . . , n are no longer independent on the product probability space, the previous result from [9] cannot be applied.
In [16] , among other things, the authors obtained sharp estimates (up to constants independent of the dimension n) in the case of p-and q-stable random variables (q < p) as well as for Gaussians. To be more precise, they showed that, if ξ is a q-stable and X a p-stable random variable, then
Note that instead of r-stable random variables one can choose log γ 1,r distributed random variables or random variables with density r(r − 1)x
since only the tail behavior is important. The advantage of the two latter distributions over an r-stable one is that we do not need to restrict ourselves to parameters r ≤ 2.
In the second case, where X is a standard Gaussian, the authors proved that
where · MX denotes the Orlicz norm given by the Orlicz function
However, the case of arbitrarily distributed random variables is not covered in that work. The purpose of this paper is to fill that gap and provide estimates of the same flavor, but for arbitrary distributions of X. In addition, we study a more general setting, i.e., expressions of the form
In the special case that p = 2, these expressions naturally appear in Banach space theory when studying the local structure of L 1 . Although there are a number of sophisticated criteria at hand today, to decide whether a given Banach space is a subspace of L 1 might still be non-trivial. In fact, it is well known that the finitedimensional symmetric subspaces of L 1 are averages of 2-concave Orlicz spaces [11] (see [5] for the infinite-dimensional version), but as can be seen in the case of Lorentz spaces [21] it is not easy to apply. Nowadays it is still an open question what these symmetric subspaces of L 1 really look like and a goal of modern Banach space theory to find characterizations that can be easily applied. Despite improving on the results from [16] , we hope to provide a better understanding of the techniques as well as new estimates on the way to achieve that goal.
In the last section we generalize a result that was obtained in [1] (Theorem 2.4 in this paper) to an arbitrary Orlicz norm instead of the ℓ p -norm (Theorem 7.1). Note that this is a huge simplification of Theorem 1 in [7] .
The main theorem of this work is the following: Theorem 1.1. Let 1 < q < p ≤ ∞ and ξ 1 , . . . , ξ n be independent copies of an integrable random variable ξ with density
Assume that M ∈ C 3 is a normalized Orlicz function with M ′ (0) = 0 so that for all
and
Let X 1 , . . . , X n be independent copies of a random variable X with finite q-th moment and density f . Then, for all (a ij )
We will clarify the meaning of (4) by presenting an equivalent pointwise inequality related to the well-known ∆ 2 -condition in Section 3.
The proof of this theorem will be carried out for p = ∞ and p < ∞ separately. Remark 2.6 allows us to reformulate the latter theorem in such a way that the random variables X 1 , . . . , X n are given and not the Orlicz function M itself. The role of M is then replaced by an Orlicz function M X,p as defined in the following corollary. Corollary 1.2. Let 1 < q < p ≤ ∞ and X 1 , . . . , X n be independent copies of an integrable random variable X. For all s > 0 let
where ξ 1 , . . . , ξ n are independent copies of a random variable ξ with
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and the Orlicz space ℓ n M to be the vector space R n equipped with the norm · M . Moreover, an Orlicz norm · M is uniquely determined by values of M on the interval [0, T ], where T is uniquely defined by M (T ) = 1. We say that an Orlicz function M is normalized if
We say that two Orlicz functions M and N are equivalent if there are positive constants a and b such that for all t ≥ 0
If two Orlicz functions are equivalent so are their norms. For a detailed and thorough introduction to Orlicz spaces, cf. eg. [18] or [13] . Let X and Y be isomorphic Banach spaces. We say that they are C-isomorphic if there is an isomorphism T : X → Y with T T −1 ≤ C. We define the BanachMazur distance of X and Y by
Let (X n ) n be a sequence of n-dimensional normed spaces and let Z be a normed space. If there exists a constant C > 0 such that for all n ∈ N there exists a normed space Y n ⊆ Z with dim(Y n ) = n and d(X n , Y n ) ≤ C, then we say (X n ) n embeds uniformly into Z. The monograph [23] gives a detailed introduction to the concept of Banach-Mazur distances.
Throughout this paper, we will write A(t) ≃ B(t) to denote that there are absolute constants c 1 and c 2 such that c 1 A(t) ≤ B(t) ≤ c 2 A(t) for all t, where t denotes all implicit and explicit dependencies that the expressions A and B might have. If the absolute constants depend on a certain parameter p, we denote this by ≃ p . By c, C... we denote positive absolute constants and we write c p , C p if they depend on some parameter p. The value of the constants may change from line to line.
In [9] , the authors proved the following theorem:
Theorem 2.1. Let X 1 , . . . , X n be independent copies of an integrable random variable X. For all s ≥ 0 define
with absolute positive constants c 1 , c 2 .
Note that M X is non-negative, convex and can be written in the following way:
Moreover, M X is continuous, differentiable, normalized and M X (0) = M ′ X (0) = 0. The next proposition (cf. [1] ) is a converse result to Theorem 2.1:
. . , X n be independent copies of a random variable X with distribution
where c 1 , c 2 are constants independent of the Orlicz function M .
If M is "sufficiently smooth", we get that the density f X of X is given by
To generate an ℓ p -norm in Proposition 2.2, i.e., to consider the case M (t) = t p , one needs to pass to an equivalent Orlicz function so that the normalization condition is satisfied. The function M with M (t) = t p on [0, (p − 1) −1/p ] which is then extended linearly does the trick.
Note that the assumption for M to be normalized in Proposition 2.2 is natural, since the function M X of Theorem 2.1 is.
The next result was recently obtained in [1] and holds in the more general setting of Musielak-Orlicz spaces, though we only state it here for Orlicz spaces: 
Then f X is a probability density and for all x ∈ R n ,
, where c 1 , c 2 are positive absolute constants and X 1 , . . . , X n are iid with density f X .
Thus, in the latter theorem, for all x > 0 (10)
Another theorem that was obtained in [1] is the following:
Theorem 2.4. Let 1 < p < ∞, X 1 , . . . , X n be iid integrable random variables. For all s ≥ 0 define
Note that, using Fubini's theorem, we can rewrite the function M X,p as
In the last section we will generalize Theorem 2.4, where the ℓ p -norm is replaced by an arbitrary Orlicz norm.
A natural question concerning Theorems 2.3 and 2.4 is: given an Orlicz function M according to Theorem 2.3 and an accordingly distributed random variable X, is the function M X,p equivalent to M ? As it turns out, the functions are not only equivalent, but we even have M X,p = M . Since we will use this fact later, we state it in the following lemma. Lemma 2.5. Let 1 < p ≤ ∞ and M be as in Theorem 2.3. Assume that X is a random variable with density
Then, for all s ≥ 0,
where M X,p is given by (11) for 1 < p < ∞ and by (7) for p = ∞.
The proof of this result is a straightforward calculation using the definition of M X,p and (13).
Remark 2.6. Note that if a random variable X is given and M X,p is defined via formula (11), then the right hand side of (10) with M replaced by M X,p also coincides with the distribution of X.
Discussion of the integral condition (4)
The integral condition that appears in Theorem 1.1 can be interpreted as a kind of growth condition on M , to be more precise, we have the following: Proposition 3.1. Let 1 ≤ q < ∞ and M be an Orlicz function. Then (4) is equivalent to (14) ∃c
Proof. We first show that (14) implies (4). If s ≥ 0, then
Using (14) inductively, we deduce the inequality
Since this last integral can be estimated by
the implication (14) ⇒ (4) is proved. Now we prove that (4) implies (14) . Let s ≥ 0. Then we obtain from (4)
Using this inequality twice, we see
Observe that by rearranging the sums,
Thus, choosing r 0 > 0 such that (14)) and taking c = 2 −r0−2 , we obtain condition (14) by estimating the latter sum from below by the term with index r 0 .
Note that the proof works for any increasing function g with g(0) = 0. Thus, we do not need g to be convex.
An Orlicz function M satisfies the ∆ 2 -condition if and only if
where K can be any number larger than 1 and C K is a constant only depending on K. The ∆ 2 -condition at zero is equivalent to ℓ M being separable on the one hand, and to the fact that the unit vectors form a boundedly complete symmetric basis of ℓ M on the other.
Since (14) is equivalent to
where M * is the conjugate function of M , cf. [10, Theorem 4.2], we can interpret the integral condition (4) as a special ∆ 2 -condition on M * , where C K satisfies some kind of homogeneity condition of degree q * = q/(q − 1). Note that, in order to carry out this duality argument formally, M needs to be an N -function, where an N -function is an Orlicz function M such that additionally
The expected value of ℓ ∞ -norms of tensor products of random vectors
In this section, we prove Theorem 1.1 in the case p = ∞ and thereby improve the results that were obtained in [16] . As we will see, the lower bound for E ξ E X max 1≤i,j≤n |a ij ξ i X j | is always trivially obtained using the triangle inequality. However, to obtain the upper bound we will need a condition on the growth of the random variable, i.e., a condition on the respective Orlicz function.
Remark 4.1. If we assume condition (4), we obtain 1 s
The mean value theorem for integrals implies that there exists a point ξ = ξ(s)
since, due to condition (4), the last integrand constitutes an integrable function, say on the interval (0, 1). Therefore, (4) is satisfied. Note that in particular (q + ε)-convexity of M implies inequality (4) (with constant C(ε) = ε −1 ). However, it seems that neither of them implies the other one.
Proof of Theorem 1.1, p = ∞. We begin with the lower bound, i.e., we estimate E ξ E X max 1≤i,j≤n |a ij ξ i X j | from below. Using Proposition 2.2 twice, first with the choice of the continuously differentiable, normalized Orlicz function
linear, otherwise, and second, with the Orlicz function M gives
which is the asserted lower bound. For the upper bound we use Jensen's inequality and obtain
Hence, Theorem 2.1 implies
where M X q is given by the formula in Theorem 2.1 corresponding to the random variable |X| q . Observe that by the very definition of the Orlicz norm,
. In order to show the upper estimate for E ξ E X max 1≤i,j≤n |a ij ξ i X j |, it remains to show that M X q (t q ) ≤ C q M X (t), where M X (t) = M (t), cf. Lemma 2.5. We will need the density function of X, which is given by
Using the formula from Theorem 2.1, the latter formula for f X and Remark 4.1, a straightforward calculation shows that
Finally, employing (4), the result follows.
The expected value of ℓ p -norms of tensor products of random vectors
Before we present the proof of Theorem 1.1 for p < ∞, we need some preparation. Let 1 < q < p < ∞. We will determine a distribution so that correspondingly distributed independent random variables ξ 1 , . . . , ξ n yield
Define the continuously differentiable and normalized function M as
It is easy to check that in this case,
is a nonnegative function (because 1 < q < p) and, therefore, for all real numbers x in the interval [(q − 1)
By Theorem 2.4, f ξ is a density (with tails that are equivalent to the ones of a q-stable random variable or a log γ 1,q distributed one) and if ξ 1 , . . . , ξ n are independent and distributed according to f ξ , then, for all a ∈ R n , Before we continue to prove a probabilistic estimate for the expected value of general ℓ p -norms of tensor products of random variables, we state a simple lemma which follows by integration by parts.
Lemma 5.1. Let 1 ≤ p < ∞, M be as in Theorem 2.3 and X a random variable with density
Then, for every 0 < a < b < ∞ and all r ∈ R, we have
We will now present the proof of the main theorem when p < ∞.
Proof of Theorem 1.1 for p < ∞. We assume w.l.o.g. that
The lower bound follows easily by using the triangle inequality and Lemma 2.5. To prove the upper bound, we first observe that
where we used (15) . Thus, applying Jensen's inequality
Theorem 2.4 applied to the random variables X q 1 , . . . , X q n and parameter r = p/q gives
On the other hand, if M ∈ C 3 is an Orlicz function satisfying condition (4) and choosing the distributions for ξ and X as in Theorem 1.1, we obtain
i.e., the sequence of spaces ℓ
Since p = 2, it is necessary that M ′′′ ≤ 0 for X to have density f X as given in (5), which immediately implies that M is 2-concave. To embed these spaces directly into L 1 [0, 1], cf. the proof of [1, Corollary 6.1]. Note that this corresponds to the main result that was obtained in [17] , but with an integral condition instead of pointwise ones (recall again Remark 4.2). At this point, it is important to mention the recent paper [20] by Gideon Schechtman on embeddings of spaces E(F ) into L 1 , where he proved that, if E and F are spaces with 1-unconditional bases such that E is r-concave and F is p-convex for some 1 ≤ r < p ≤ 2, then the matrix space E(F ) embeds into L 1 . The techniques are different from the ones used in [17] or here.
The expectation of arbitrary Orlicz norms of random vectors
One of the key tools we used throughout this paper was Theorem 2.4. As it turns out, one can easily prove a generalization of Theorem 2.4, therefore providing a new and considerable simplification of Theorem 1 from [7] . For the sake of completeness, also in view of the work [1] , we include it here. Remark 7.2. Observe that in the case where · N is just the ℓ p -norm, i.e.,
if t ≤ 1, p(t − 1), if t > 1, this yields again the result of Theorem 2.4 or, more precisely, formula (12) . Here, the function N is chosen in such a way that it resembles the ℓ p -norm, it is normalized and countinuously differentiable at the point 1.
