We present a covariant formalism to study nonlinear perturbations of scalar fields. In particular, we consider the case of two scalar fields and introduce the notion of adiabatic and isocurvature covectors. We obtain differential equations governing the evolution of these two covectors, as well as the evolution equation for the covector associated to the curvature perturbation. The form of these equations is very close to the analogous equations obtained in the linear theory but our equations are fully nonlinear and exact. As an application of our formalism, we expand these equations at second order in the perturbations. On large scales, we obtain a closed system of coupled scalar equations giving the evolution of the second-order adiabatic and entropy perturbations in terms of the first-order perturbations. These equations in general contain a nonlocal term which, however, rapidly decays in an expanding universe.
Introduction
In a recent series of articles [1, 2, 3] , we have developed a new formalism to deal with nonlinear cosmological perturbations in a covariant approach. As illustrated in our previous works, the main advantages of this new approach are its (relative) simplicity and its broad range of validity. Indeed, most of the earlier studies of nonlinear cosmological perturbations rely on some approximation from the start, either by considering quantities only up to second order in a perturbative approach [4, 5, 6, 7, 8, 9, 10, 11, 12] , or by restricting their application to super-Hubble scales [13, 14, 15, 16, 17, 18, 19, 20, 21, 22] , or both [23] . By contrast, our approach relies on exact equations.
Furthermore, by defining perturbations in a covariant and geometrical way, our approach avoids many of the technical difficulties encountered in the previous approaches, such as the problem of the physical interpretation of second-order perturbations in the usual coordinate-based perturbation theory. Because we do not make any approximation, it is also rather straightforward to make the connection with the other approaches.
In our previous papers we have focused our attention on fluids, either perfect or dissipative. The purpose of the present work is to extend our formalism to scalar fields, as they play an essential role in early universe models.
An elegant covariant approach to treat perfect fluid inhomogeneities about a Friedmann-Lemaître-Robertson-Walker (FLRW) spacetime was introduced in [24] , based on earlier work by Hawking [25] . This approach was later extended to scalar field dominated universes in [26] , although essentially by describing the scalar field as an effective fluid.
Here we consider the situation where several scalar fields are present, concentrating on the case of two scalar fields. In the latter case, it has been shown in the linear limit that one can define so-called adiabatic and entropy components for the perturbations by a suitable rotation of the original scalar field perturbations [27, 28] . These two components obey a coupled system of second-order (in time) differential equations, which decouple when the background evolution in field space corresponds to a straight trajectory. This decomposition can also be useful to analyze the generation of adiabatic and entropy perturbations during inflation, which in general can be correlated, as first pointed out in [29] .
A nonlinear formalism for scalar fields, with a similar decomposition into adiabatic and entropy components, has been developed in [20] , making use of the long wavelength approximation, i.e., the approximation which consists in neglecting higher-order terms in the spatial gradients, assuming that these are negligible on large scales [13, 14, 15] . In the present work, we show that it is possible to generalize this decomposition into adiabatic and isocurvature components to the exact and fully nonlinear situation, without resorting to an approximation valid only on large scales. In order to do so, we introduce adiabatic and isocurvature covectors, which generalize the linear definitions. We then derive a coupled system of second-order (with respect to time) equations for these two components which are exact and covariant, and mimic the equations of the linear theory.
The covariant equations which we obtain can be expanded at first and second order in the perturbations by working in some coordinate system. At first order in the perturbations, it is straightforward to recover the results of [27] , i.e., two coupled evolution equations for the adiabatic and entropy perturbations, and an evolution equation for the curvature perturbation on comoving or uniform density hypersurfaces. At second order in the perturbations, we extend the results of [11, 30] and we derive, on large scales, an evolution equation for the (second-order) entropy perturbation, which sources the evolution of the (second-order) curvature perturbation.
Furthermore, we will show that the second-order two-field system has qualitatively new features with respect to the linear case or the second-order single-field case. In particular, the scalar equations that we derive contain generically a nonlocal term due to the impossibility of writing the total momentum of the two fields as a total gradient. However, we will show that this nonlocal term can be neglected, on large scales, due to the expansion of the universe.
This work is organized as follows: in the next section we present the basic equations to treat a system of several scalar fields in the covariant formalism. In Sec. 3 we discuss the perturbations of a single-field dominated universe, while in Sec. 4 we extend this treatment to two fields. In Sec. 5 we give a set of covariant equations that describe the two-field system in two limits: the linear regime and the large-scale regime. From our covariant equations we derive, in the coordinate approach, the evolution equations for the linear perturbations in Sec. 6, and for the second-order perturbations on large scales in Sec. 7. Finally, in Sec. 8 we draw our conclusions.
Covariant formalism for several scalar fields
Let us consider an arbitrary unit timelike vector u a = dx a /dτ (u a u a = −1), which defines a congruence of cosmological observers. The spatial projection tensor orthogonal to the four-velocity u a is defined by 
To describe the time evolution, our covariant definition of the time derivative throughout this work will be the Lie derivative with respect to u a , which is defined for a generic covector X a by (see e.g. [31] )
and will be denoted by a dot. We emphasize that this notation differs from the convention used in the literature based on the covariant formalism (see e.g. [24] ), as well as in our previous papers [1, 2, 3] , where a dot denoted simply the covariant derivation along u a . The two definitions coincide only for scalar quantities,ḟ = u
To describe perturbations in the covariant approach, we introduce the projected covariant derivative orthogonal to the four-velocity u a , D a , in the spirit of [24] . For a generic tensor, the definition is
In particular, for a scalar quantity f , the definition reduces to
We also introduce the familiar decomposition
with the (symmetric) shear tensor σ ab , and the (antisymmetric) vorticity tensor ω ab ; the volume expansion, Θ, is defined by
while
is the acceleration vector. Let us now consider N scalar fields, minimally coupled to gravity, with Lagrangian density
where V is the potential. We assume, for simplicity, canonical kinetic terms.
Here and in the following, summation over the field indices (I, J, . . .) will be implicit. The energy-momentum tensor derived from this Lagrangian reads
Given an arbitrary unit timelike vector field u a , it is always possible to decompose the total energy momentum tensor as
where ρ, P , q a and π ab are respectively the energy density, pressure, momentum and anisotropic stress tensor measured in the frame defined by u a . Starting from the energy-momentum tensor (10) , one finds
The evolution equations for the scalar fields are obtained from the variation of the action with respect to the scalar fields. One thus gets N KleinGordon equations, given by
Similarly to the energy-momentum tensor, it is useful to consider a decomposition into (covariant) time-like and space-like gradients defined with respect to u a . One then finds that the above Klein-Gordon equations can be reexpressed in the form
where we have defined
In the next sections, we will consider in turn the case of a single scalar field, which has already been considered briefly in the framework of our formalism in [1] , and the case of two scalar fields.
3 Single field
Equation of motion
For a single scalar field, which will be denoted by φ, the Klein-Gordon equation (17) readsφ
Although this equation is fully nonlinear, it closely mimics the homogeneous Klein-Gordon equation in a FLRW spacetime when one identifies Θ/3 with the local Hubble parameter. The last two terms however depend explicitly on the spatial gradients, but it is possible, in the case of a single-field, to get rid of them by a particular choice of the unit vector u a . Indeed, if the gradient ∇ a φ is time-like, which is the case if the spacetime is sufficiently close to FLRW, then one can always choose for u a the unit vector field orthogonal to the φ hypersurfaces,
where the sign of ε depends whether ∇ a φ is future or past oriented. In this comoving frame, the spatial gradient of φ, i.e. D a φ, automatically vanishes. Therefore, for this particular choice of u a , the last two terms on the left hand side of (19) disappear and the Klein-Gordon equation looks formally similar to the homogeneous version although it remains fully inhomogeneous and nonlinear.
One can go one step further by deriving an exact and covariant equation that mimics the equation of motion governing the linear perturbations of a scalar field in a perturbed FLRW spacetime. The trick is to consider the gradient of the scalar field, i.e., the covector
This gradient can be decomposed into a spatial gradient and a longitudinal component,
Note that if one makes the choice (20) , then the spatial gradient disappears in the above expression, and this equation can be used to rewrite the comoving four-velocity as u a com = −∇ a φ/φ. We now construct a second-order (in time) evolution equation for φ a . We recall that a dot stands for the Lie derivative along u a , as defined in Eq. (2). We can derive the evolution equation for φ a by taking the spacetime gradient of Eq. (19) and noting that, for any scalar φ, the Lie derivative with respect to u a and the spacetime gradient (but not the spatial gradient) commute, i.e.,
Equation (19) then yields
This equation mimics the analogous perturbation equation at linear order but also incorporates the fully nonlinear dynamics of the scalar field perturbations.
Integrated expansion perturbation on comoving slices
In [1, 2] it was shown that one can define a covariant generalization of the comoving curvature perturbation, by using appropriate combinations of spatially projected gradients. For a scalar field, a natural choice is the covariant integrated expansion perturbation on comoving hypersurfaces R a , defined as
where α is the integrated volume expansion along u a ,
Since Θ/3 corresponds to the local Hubble parameter, one sees that the quantity α can be interpreted as the number of e-folds measured along the world-line of a cosmological observer with four-velocity u a . When the four-velocity u a is chosen to be comoving with the scalar field, as defined in Eq. (20) , then the last term in the definition (25) drops. In this particular case, the evolution equation for R a has already been given in Ref. [1, 2] .
Note a useful property of R a : one can replace in its definition (25) the spatial gradients D a by partial or covariant derivatives,
The same property applies to the nonlinear generalization of the comoving Sasaki-Mukhanov variable for a scalar field, which can be defined as
3.3 Integrated expansion perturbation on uniform energy density slices
It is also possible to generalize the curvature perturbation on uniform energy density hypersurfaces, as shown in detail in our previous works [1, 2] . The key role is then played by the covector ζ a defined as
For a perfect fluid, the quantity ζ a satisfies a remarkably simple first-order evolution equation [1, 2] ,ζ
(the dot stands, as before, for a Lie derivative with respect to u a ) where
is the nonlinear nonadiabatic pressure perturbation. For a barotropic fluid, Γ a = 0 and ζ a is conserved on all scales. The relation (30) for ζ a can be seen as a generalization of the familiar conservation law for ζ, the linear curvature perturbation on uniform energy hypersurfaces. It can also be extended to a non-perfect fluid [3] . For a scalar field, the comoving and uniform density integrated expansion perturbations ζ a and R a satisfy
which simply follows from their respective definitions. The right hand side can be interpreted as the "shift" between hypersurfaces of constant ρ and hypersurfaces of constant φ and the term inside the parenthesis represents the nonlinear generalization of the so-called comoving energy density of a single scalar field. By choosing u a = u a com as defined in Eq. (20), the energy-momentum tensor of a single scalar field can be written in a perfect fluid form, i.e., with vanishing q a and π ab , and the energy density ρ and pressure P are given by
as can be checked by specializing Eqs. (12) (13) (14) (15) to a single field and setting D a φ = 0. The scalar field cannot, strictly speaking, be considered as a barotropic fluid. Indeed, Eq. (33) implies
which, after substitution in the definition (31) of the nonadiabatic pressure covector Γ a , gives
where we have used D a V = 0. Substituting the time derivative of Eq. (34), one gets
and the evolution equation of ζ a for a single scalar field is then given bẏ
where we have usedρ = −Θφ 2 to obtain this expression. As we will show in Sec. 5.2, the right hand side of this equation can be neglected on large scales, so that ζ a is conserved in this limit.
Two scalar fields
We now consider several scalar fields and for simplicity, we restrict our analysis to the case of two scalar fields, which we will denote φ and χ.
Adiabatic and entropy covectors
In the two-field case, it is possible to introduce a particular basis in the field space in which various field dependent quantities are decomposed into so-called adiabatic and entropy components. In the linear theory, this decomposition was first introduced in [27] for two fields. For the multi-field case, it is discussed in [28] in the linear theory, and in [20] in the nonlinear context.
In our case, the corresponding basis consists, in the two-dimensional field space, of a unit vector e I σ defined in the direction of the two fields' velocity, and thus tangent to the trajectory in field space, and of a unit vector e I s defined along the direction orthogonal to it, namely
An immediate consequence of the above definitions is the identity
which will be very useful in the derivation of many relations.
To make the notation shorter it is convenient to introduce the angle θ defined by
so that e 
This angle, in contrast with the linear theory where it is a background quantity that depends only on time, is here an inhomogeneous quantity, which depends on time and space. By taking the time derivative of the basis vectors e 
It is also convenient to introduce the formal notatioṅ
Note however that this notation can be misleading as, in general, in the nonlinear context,σ is not the derivative along u a of a scalar field σ. Making use of the basis (38) , one can then introduce two linear combinations of the scalar field gradients and thus define two covectors, respectively denoted by σ a and s a , as
We will call these two covectors the adiabatic and entropy covectors, respectively, by analogy with the similar definitions in the linear context [27] . Whereas the entropy covector s a is orthogonal to the four-velocity u a , i.e., u a s a = 0, this is not the case for σ a , which contains a "longitudinal" component: u a σ a =σ. It is also useful to introduce the spatially projected version of (44-45),
Let us now consider the "adiabatic" combination of the Klein-Gordon equations, i.e., the contraction of (17) 
and by defining
The fourth term can be rewritten as
where we have used the definition of σ ⊥ a , Eq. (46), and the identity (39) . By noting that
one finds e
Thus, finally, the adiabatic combination of the Klein-Gordon equations can be written asσ
where we have used the property
which is valid for any covector orthogonal to u a . Let us now consider the "entropic" combination of the Klein-Gordon equations, i.e., the contraction of (17) 
and by defining the entropic gradient of the potential,
One can rewrite the last two terms by using the identity
with
and by applying the property (55) to the covector s a . One finally getṡ
To summarize, we have thus been able to replace the Klein-Gordon equations for the fields φ and χ by two new equations which embody the evolution respectively along the adiabatic and entropy directions. The left hand side of these equations has exactly the same form as the homogeneous equations in a Friedmann universe. Although our covariant equations (54) and (61) look very similar to the homogeneous equations, they capture the fully nonlinear dynamics of the scalar fields. This is manifest in the right hand side of these equations, which contain nonlinear (quadratic) terms, represented by Y (s) and Y (σ) , sourcing the adiabatic and entropy equations respectively. Whereas these equations generalize the background evolution equations, we will go one step further in the next subsection, by deriving fully nonlinear and exact equations which mimic and generalize the linearized equations for the adiabatic and entropy components.
Evolution of the adiabatic and entropy covectors
We now derive evolution equations for the covectors σ a and s a . More precisely, our purpose is to find two evolution equations, which are second order in time (with respect to the Lie derivative along u a ) and which mimic the equations obtained, in the linear theory, for the perturbations δσ and δs (see [27] ).
Let us begin with the evolution equation for σ a . Starting from its definition (44), one finds that its time derivative, i.e., the Lie derivative with respect to u a , is given bẏ
where the last equality is obtained by usingφ I =σe σI . A further time derivative yieldsσ
The next step consists in using (54) to eliminateσ in the above expression. This gives
where we have used the relation
and introduced the notation
for the second derivatives of the potential. The evolution equation for σ a can be decomposed into a longitudinal part, obtained by contracting (64) with u a , and an orthogonal part obtained by contraction with h ab . By using the relatioṅ
it is not difficult to see that the longitudinal part yields in fact the time derivative of (54). What is more interesting is the orthogonal or spatial part which can be written as
Let us now consider the evolution equation for s a . From Eq. (51) the time derivative of s a is given bẏ
Taking another time derivative, one finds
where we have used (51) and (42) . We can now use the entropic equation (61) to get rid of ∇ aθ . Furthermore, using the relation
we finally obtain
As for the adiabatic equation, the longitudinal part of this equation, upon using the relationV
yields the time derivative of Eq. (61). The orthogonal part, instead, yields
where we have used the property that the covectorsṡ a ands a are purely spatial, i.e., that (ṡ a ) ⊥ =ṡ a and (s a ) ⊥ =s a . Starting from the fully nonlinear Klein-Gordon equations, we have thus managed to obtain a system of two coupled equations (68) and (74), which govern the evolution of our nonlinear adiabatic and entropy components. These equations are one of the main results of the present work. Remarkably, they are rather simple and they look very similar to their linearized counterparts. As we will see later, it is immediate to deduce from these equations the already known evolution equations for the linear adiabatic and entropy components. Furthermore, since our equations are exact, they can be used to go beyond the linear order, up to second or higher orders. To illustrate this, we will show explicitly in Sec. 7 how to derive from these equations, in a systematic way, the evolution of the second-order adiabatic and entropy components.
Generalized covariant perturbations
In this subsection, we will be first interested by the covariant generalization of the comoving energy density and curvature perturbations in the context of a two-field system. We will then consider the generalization of the curvature perturbation on uniform energy density hypersurfaces.
Let us introduce the covector
which can be interpreted as a covariant generalization of the comoving energy density perturbation. In order to obtain the explicit expression of ǫ a in terms of σ a and s a , let us rewrite the components (12-15) of the energy-momentum tensor in the form
Substituting the expression for ρ into the definition (75), one gets
which is a consequence of (62). As noticed above, the longitudinal projection of Eq. (72) yields the time derivative of (61), which readṡ
This relation, together with Eqs. (54) and (81), can be employed to rewrite Eq. (74) in the form
As in the linear theory (see [27] ), this gives us an alternative expression for the evolution equation for s a , in which the comoving energy density perturbation appears explicitly on the right hand side. This expression will be useful in Sec. 5.2 when discussing the large-scale evolution of s a . Together with the comoving energy density one can generalize the comoving curvature perturbation. For the general case of several scalar fields, this is done by defining the comoving integrated expansion perturbation,
The definition of the Sasaki-Mukhanov covector given for a single scalar field in Eq. (28) can then be extended to the case of several fields, by defining for each field
Thus, the comoving covector R a can also be written as
In the two-field case, the definition (85) reduces, using (78), to
Furthermore, one can generalize the Sasaki-Mukhanov variable to the adiabatic covector by defining
Instead of giving the evolution equation of R a we will resort to the fluid description by considering the covariant generalization of the uniform density curvature perturbation, i.e., the integrated expansion perturbation on uniform density hypersurfaces ζ a , defined in Eq. (29) . In the two-field case, these two quantities are related by
In contrast with the case of a single scalar field, which can always be described as a perfect fluid, the total energy-momentum for two or more scalar fields will in general correspond to that of a dissipative fluid and the nonlinear formalism developed in [3] will thus be useful in this case.
The adiabatic Klein-Gordon equation (54) can be rewritten as a continuity equation for the total energy density (76) and pressure (77), which readsρ
with the "dissipative" term
In [3] it was shown that the evolution equation for ζ a for a dissipative fluid, which generalizes (30) , is given bẏ
where the second source term on the right hand side, due to the dissipative nature of the fluid, is defined in terms of D as
We have called this term the dissipative nonadiabatic pressure perturbation because it has the same form as Γ a , provided one replaces the pressure P by a dissipative pressure −D/Θ defined in terms of dissipative fluid quantities. We now concentrate on the covector Γ a and rewrite it by taking into account the fact that our effective fluid consists of two scalar fields. In this case, the pressure and energy density are related by
as can be inferred from Eqs. (76-77). Inserting this relation into the definition of Γ a , Eq. (31), one gets
Using the time derivative of (95) and the relation
one finally obtains
where we have introduced ǫ a defined in Eq. (75). The above equation expresses the nonlinear nonadiabatic pressure perturbation in the two-field case, which sources Eq. (93). It will be useful in the next section, where we will consider both the linear and super-Hubble approximations of our evolution equations. The above equation expresses the nonlinear nonadiabatic pressure perturbation in the two-field case. The evolution of ζ a , governed by Eq. (93), is thus sourced by a rather complicated term obtained by summing Γ a in Eq. (98) and Σ a in Eq. (94). As we will see in the next section, this term simplifies considerably when either the linear or the super-Hubble approximations are taken.
Approximate equations
In this section we study the evolution equations of the two-field system under two types of approximations: the linear limit and the limit where we neglect higher orders in spatial gradients. In an expanding FLRW universe, the latter corresponds to the large scale limit. In the rest of the paper we will use the symbol ≃ to denote equality at the linear level, and the symbol ≈ to denote equality valid only on large scales.
Homogeneous and linearized equations
In many cosmological applications, since our Universe appears to be close to a FLRW universe on large scales, it is sufficient to restrict oneself to the linearized version of the evolution equations. Before working within some generic coordinate system in the next section, we first consider this linearization procedure directly at the level of the covariant equations, as in [24] .
In a strictly FLRW universe, all the spatial gradients vanish and therefore
Consequently, the scalar quantities Y (s) and Y (σ) , defined respectively in (53) and (60), vanish and the evolution equations for σ and θ, respectively (54) and (61), reduce toσ
where we have introduced the Hubble parameter H = Θ/3. Not surprisingly, the above equations correspond exactly to the homogeneous equations given in [27] . Furthermore, in a FLRW universe, all the terms in Eq. (74) for s a vanish. This is the same for Eq. (68) for σ a projected orthogonally to u a . Although its longitudinal component does not vanish it is simply the time derivative of (100). At linearized order, we treat the covectors σ ⊥ a and s a , which vanish at zeroth order, as first-order quantities. Similarly, their derivativesṡ a ,s a , (σ a )
⊥ and (σ a ) ⊥ are first-order quantities. Therefore the linearized version of the evolution equations are simply obtained by keeping only the homogeneous terms in the coefficients multiplying the spatial projection of σ a , s a and their derivatives. The linearized versions of (68) and (84) are thus, respectively,
ands a + 3Hṡ a + V ,ss + 3θ
Note that the terms involving Y (s)
One can also linearize the evolution equation for ζ a . As discussed above, the terms containing Y (s) and Π can be neglected. The dissipative term D thus reduces to
while the expression (98) for Γ a becomes simply
Therefore, the evolution equation for ζ a , Eq. (93), can be written, at linear order, asζ
As expected, the linearized equations (102-103) and (106) are equivalent to the linear equations obtained in the coordinate based approach in [27] . This will be even more explicit in Sec. 6 where we introduce a generic coordinate system and compute explicitly the components of our various tensors and equations.
Expansion in spatial gradients
Apart from the linearization procedure, there is another approximation in the cosmological context which applies to describe the Universe on very large scales, even beyond the present Hubble radius where in principle it could strongly deviate from a FLRW universe. This approximation is based on an expansion in spatial gradients, which are small for scales larger than the local Hubble radius [13, 14, 15] .
In this perspective one sees, from their definition (46), that σ 61) can be neglected on large scales, so that these two equations become, in the large-scale limit,σ
Although they look very similar to the homogeneous equations (100) and (101), these equations are fully inhomogeneous and encode the evolution of nonlinearities on large scales. This limit illustrates the separate universe picture [32, 33] where the inhomogeneous universe can be described, on large scales, as juxtaposed Friedmann homogeneous universes. If, so far, the order in spatial gradients seems to coincide with the perturbative classification of the previous subsection, it differs however for the term
which is first order perturbatively but second order in spatial gradients, at least for the first term on the right hand side, since σ ⊥ c is already first order in spatial gradients. For the second term, we will assume that u a can be chosen so that a c is at least first order in spatial gradients. We will show this explicitly in the next section by working in a coordinate system.
With these prescriptions, the evolution equation of σ ⊥ a and s a obtained at lowest order in spatial gradients become
where we have dropped the terms containing Π in (84), which are two orders higher than s a in spatial gradients. We now expand the evolution equation for ζ a , Eq. (93), by neglecting higher-order spatial gradients in the two terms on the right hand side of this equation. The nonadiabatic pressure perturbation becomes
while the dissipative nonadiabatic pressure perturbation Σ a can be completely dropped, since the dissipative term D is at least second order in the spatial gradients and thus Σ a is third order in the spatial gradients. Equation (93) therefore becomes, on large scales,
Note that the lowest order limit in spatial gradients of the evolution equations of σ , which are third order in spatial gradients and therefore negligible in the spatial gradient expansion. This is because, in these equations, the terms that are higher than linear order in the perturbative expansion turn out to be also higher than first order in the spatial gradient expansion.
We now concentrate our attention on the comoving energy density perturbation, ǫ a , defined in Eq. (75). Until now we have made only use of the Klein-Gordon equations of the scalar fields. However, in order to study the behavior of the comoving energy density, we will now make use of the Einstein equations, in particular of the so-called constraint equations. The projection of the Einstein equations along u a yields the energy constraint in a covariant form,
If one assumes that the vector field u a is hypersurface orthogonal, it is possible to use the Gauss-Codacci equations (see e.g., [31] ) and the decomposition
which is the spatially projected version of (6) (with ω ab = 0 since u a is here hypersurface orthogonal), in order to rewrite the energy constraint as 1 2
where (3) R is the intrinsic Ricci scalar of the space-like hypersurfaces orthogonal to u a . The mixed projection of Einstein's equations yields the covariant momentum constraint
which can be rewritten, via Gauss-Codacci relations and Eq. (115), as
By combining the energy and momentum constraints, one obtains the nonlinear covariant version of the generalized Poisson equation, which in the linear theory relates the comoving energy density to the Bardeen's potential defined from the curvature perturbation. Here one finds
where we have introduced on the right hand sidẽ
This quantity can be seen as an alternative generalization of the comoving energy density perturbation, since, in the linear limit, it is equivalent to ǫ a defined in (75). In the fully nonlinear case, the two quantities differ and, using (91), one findsǫ
This difference becomes however negligible on large scales, R. From its definition in terms of derivatives of the metric [31] , it can be shown that, for a perturbed FLRW universe, this term is of third order in the spatial gradients. Equation (119) can thus be used to show that ǫ a in Eqs. (90), (111) and (113) can be neglected on large scales, if the shear can also be neglected in this limit. Indeed, on large scales, the shear rapidly decreases in an expanding perturbed FLRW universe. Thus, in this limit the comoving and uniform density integrated expansion perturbations ζ a and R a coincide (up to a sign),
Furthermore, one can rewrite Eqs. (111) and (113) as a closed coupled system of equations, describing the large-scale nonlinear evolution of adiabatic and entropy perturbations,s
These two equations are analogous to the equations derived for nonlinear perturbations by Rigopoulos et al. [21] in the long wavelength approximation.
Linear perturbations
We now relate our covariant approach with the more familiar coordinate based formalism. We first examine the linear perturbations in the present section and we will consider second-order perturbations in the next one. Let us thus introduce generic coordinates x µ = {t, x i } to describe an almost-FLRW spacetime. Here, a prime will denote a partial derivative with respect to the cosmic time t, i.e.
′ ≡ ∂/∂t, since the dot has been reserved to denote the Lie derivative with respect to u a . The background spacetime is a FLRW spacetime, endowed with the metric
At linear order, the spacetime geometry is described by the perturbed metric
where the components of the metric perturbations can be written as
As usual, we decompose H ij in the form
where E T ij is transverse and traceless, i.e., ∇ i E T ij = 0 and
Here, ∇ i denotes the three-dimensional covariant derivative with respect to the homogeneous spatial metric γ ij (which is also used to lower or raise the spatial indices). The matter fields are similarly decomposed into a background and a perturbed part,
We now need to specify the components of the unit vector u a , which defines the time derivation in our covariant approach. At zeroth order, it is of course natural to take it orthogonal to the homogeneous slices. At first order we choose, for simplicity, u µ such that u i = 0. This implies that, up to first order, the components of u µ are given by
and those of the "acceleration" vector are given by
This confirms that a µ can be considered as first order in spatial gradients, in agreement with our assumption of the previous section.
Since our formalism relies on many covectors, it is useful to first consider a generic covector X a and work out the components of its time derivativeẊ a . To make the explicit calculation, it is convenient to replace, in the definition of the Lie derivative (2), the covariant derivatives by partial derivatives and writeẊ
At zeroth order, the components ofẊ a are simplȳẊ
assuming that the spatial componentsX i vanish so as to respect the symmetries of the geometry. At first order, we get from (133) and (131) δ
These results can be applied to the particular case of the covector φ a ≡ ∇ a φ, which we introduced earlier. Its components are, by definition,
at zeroth order and
at first order. Specializing the relations (135) to X a = φ a , one gets
Applying once more (135), now with X a =φ a , one finds
We will not need the time component ofφ a , which involves third order derivatives with respect to cosmic time. By using the above results, one finds that, at linear order, the spatial components of Eq. (24) for a single scalar field correspond to the spatial gradient of the following scalar equation:
where we have used
as well as the background equation
In the case of several scalar fields, the same equation applies for each ϕ I with the replacement ofV ,φφ δφ byV ,IJ δϕ J . Let us now consider, for the special case of two scalar fields, the adiabatic and entropic covectors σ a and s a , which we have introduced earlier. Note that with the choice of four-velocity (131) σ ⊥ i = σ i . The background equations of motion can be deduced immediately from Eqs. (54) and (61) and read
From its definition, Eq. (44), one finds that the spatial components of σ a at linear order can be expressed as
with the notation
which coincides with the definition of [27] . By using Eq. (135) with (145-146) one finds that the spatial components of the first and second time derivatives are given by
The same procedure for s a gives
which also coincides with the notation of [27] . Since s a , in contrast to σ a , has no longitudinal component,s 0 = 0 and the spatial components ofṡ a and s a are simply
Plugging the explicit components (148) and (150) into the linearized equations for σ a and s a , given by (102) and (103) respectively, one obtains easily the linearized equations for δσ and δs. These read, respectively,
and
In the latter equation we have introduced the first-order comoving energy density perturbation δǫ, defined by
which follows from the definition (75) of ǫ a . Usinḡ
one sees that δǫ can be expressed as
Moreover, linearizing the spatial components of the energy constraint (116) yields
while the momentum constraint (118) gives, since
Combining the two above constraints yields the relativistic Poisson-like equation 1
which can also be directly obtained by linearizing the spatial components of Eq. (119). This equation shows that the comoving energy density perturbation δǫ is second order in the spatial gradients, and thus negligible on large scales in Eq. (152).
In contrast with δs, the quantity δσ is not gauge-invariant. This is why it is useful to consider the gauge invariant Sasaki-Mukhanov variable Q SM , defined as [34] 
Note that the above traditional definition does not follow exactly from our definition of Q a given earlier in Eq. (89). Indeed, from Q a , one can extract a scalar quantity Q defined as
where δα can be written in terms of metric perturbations by making use of Eqs. (26) and (141) (see [2] ),
Thus the scalar variable Q coincides with Q SM only in the large-scale limit.
In the flat gauge, defined byψ ≡ 0, δσ coincides with
In this gauge, it is possible to use the momentum constraint equations (156) to derive the metric perturbation A as a function of Q SM ,
and one can write the Poisson equation (158) as
where we have used the expression (155) specialized to the flat gauge. By replacing Eqs. (163) and (158) into the evolution equation ofδσ, one finds the evolution equation of Q SM [35, 27] ,
When one considers only large scales, the expression (164) reduces to
which means that there exists a first integral for the quantity Q SM and that the second-order equation of motion (165) is not necessary in this limit. In fact, one can easily check that the large-scale limit of (165) is an automatic consequence of the first integral (166). Let us now consider the evolution equation for ζ a with two scalar fields, Eq. (106). The spatial components of ζ a , at linear order, are given by [2] 
From Eq. (161) the scalar variable ζ is thus related to the Bardeen gauge invariant variable ζ B , defined as [36, 37] 
in a similar way as Q is related to Q SM , and on large scales these two quantities coincide. According to Eq. (135), the spatial components ofζ a are
One then finds that the spatial components of Eq. (106) correspond to the spatial gradient of
On large scales, the spatial gradients can be neglected and the above equation reduces to the well-known relation
Eq. (170) can be easily specialized to the case of a single scalar field by simply setting δσ = δφ and δs = 0, and one recovers in particular that, on large scales, ζ is conserved. Note also that from Eq. (90) there is a simple relation between ζ and R,
which shows that ζ and −R coincide on large scales.
In conclusion, all the equations in this section, derived directly from our covariant formalism, exactly reproduce the linear results of [27] . In the next section, we turn to the second-order perturbations and derive novel results.
Second order perturbations
In this section we consider second-order perturbations. We will thus decompose any scalar quantity X as
whereX(t) is the background part and δX (1) and δX (2) are respectively the first and second-order contributions (note that we do not follow here the convention to include a numerical factor 1/2 in front of the second-order contribution). In our subsequent equations, to simplify the notation, we will often omit the index (1) for the first-order quantities, unless it is required for clarity reasons.
Our main purpose will be to expand our equations governing σ a , s a and ζ a at second order in the perturbations. Before undertaking this task, it is instructive to recall the results of our previous works, in particular of [2] , on the second-order component of ζ a for a general fluid.
ζ a at second order and the issue of gauge-invariance
As shown in [2] , the second-order expression of the spatial components ζ i can be written, after some manipulations, in the form
and ζ (1) being given in Eq. (167). In the large-scale limit, i.e., keeping only the scalar perturbations without gradients, where
we have also shown that our second-order quantity ζ (2) could be easily related to the second-order quantity defined by Malik and Wands [9] , which we denote here by ζ (2) MW , namely
Since ζ
MW was constructed by explicitly requiring gauge-invariance, this implies that, on large scales, our ζ (2) also behaves like a gauge-invariant quantity. It is instructive to understand directly why our ζ (2) is indeed gaugeinvariant on large scales.
Under a second-order coordinate transformation,
generated by the vector fields ξ a (1) and ξ a (2) , the first and second-order perturbations of a tensor T transform as [4] δT
(179) Since ζ a vanishes at zeroth order, ζ a is automatically gauge-invariant at first order, according to the first expression above. However, ζ a is not gaugeinvariant at second order and the corresponding gauge transformation is given, according to Eq. (179), by
Concentrating now on large scales, one finds from the expression of the Lie derivative that
where we have neglected the terms of higher order in spatial gradients. Consequently, the second-order spatial components of ζ a transform on large scales according to
By noting that, at first order,
it is easy to see that the quantity
or equivalently ∂ i ζ (2) , is gauge-invariant at second order, on large scales. Thus, this proves that ζ (2) defined above is indeed gauge-invariant on large scales.
Adiabatic and entropy fields
Here we derive the evolution equations for the adiabatic and entropy field perturbations at second order. For simplicity, we will restrict ourselves to large scales and we will thus start from the equations expanded in spatial gradients discussed in Sec. 5.2. For convenience, we have collected in the appendix various background and first-order expressions that will be used in the rest of this section.
The second-order evolution for the perturbations of a single scalar field, in a coordinate based approach, has been considered in [5, 10, 7, 11, 38, 39] . The multi-field case, in the large-scale limit, has been studied in detail by Malik in [30] (see also [40, 41, 42] ) and, using the separate universe approach, in [23, 43] . However, the second-order decomposition into adiabatic and entropy components has not been given. This decomposition, which appears quite involved in the coordinate based approach, becomes natural in our nonlinear formalism for scalar fields and can be derived straightforwardly since we have already identified the fully nonlinear adiabatic and entropy components.
We start by expanding the definition of σ a in Eq. (44) at second order. After some straightforward manipulations, one can write the spatial components of σ i as
To deal with the term δs ′ ∂ i δs, which cannot be written as a total gradient, it is convenient to introduce the spatial vector
which vanishes when δs ′ and δs have the same spatial dependence, i.e., δs ′ = f (t)δs.
By expanding also the definition of s a in Eq. (45), one finds, for s i and σ i , respectively,
The form of the right hand side of Eq. (188) has been chosen by analogy with the form (174). Since s a vanishes at zeroth order, arguments similar to those of the previous subsection ensure that δs (2) , defined in Eq. (190), is gauge invariant on large scales. The form of δs (2) is in some sense dictated by our covariant definition.
Note that δs (2) i contains the first-order adiabatic perturbation. This is due to the fact that the adiabatic and entropy components are defined locally: whereas the first-order components are defined with respect to a background basis in field space, which is only time dependent, the second-order components will be sensitive to the first-order fluctuations of the field space basis, which can be expressed in terms of the first-order adiabatic and entropy components. The adiabatic component σ a does not vanish at zeroth order and δσ (2) is not a gauge invariant variable. Our formalism does not dictate its form, which is thus chosen at our convenience.
Let us now discuss further the adiabatic component. Since δσ (2) is not gauge-invariant on large scales, in contrast with δs (2) , it is useful to consider our generalization of the Sasaki-Mukhanov variable, Q a , defined in Eq. (89). Its spatial components can be expanded at second order in the perturbations, similarly to what we have done with ζ a ,
where Q (2) is defined as
From this expression and Eq. (176) it is natural to define
as the local part of the scalar gauge invariant second-order Sasaki-Mukhanov variable. Restricted to a single scalar field, this definition coincides with the one given in [30] . Note that we cannot write Eq. (191) in the same form as Eq. (174) because the last two terms on the right hand side cannot be written as a total spatial gradient. The second order (in time) evolution of σ a is given by Eq. (110). However, on large scales, we do not need to compute a second-order differential equation, because the adiabatic evolution is governed by a first integral, as in the linear case. This first integral is obtained directly from the constraint equations and it is not necessary to expand (110) at second order in the perturbations.
In order to compute this first integral, we thus need the second-order energy and momentum constraints, which can be derived by expanding Eqs. (116) and (118), and by using
On large scales, one can write the second-order energy constraint equation as
where δρ (2) is given by
and ∆ ρ is a quadratic function of δσ (1) , δs (1) , and their first derivatives, given by
The second-order momentum constraint equation reads
where the second-order momentum δq
is given, from Eq. (78), by
As already noticed in [20] for large scales, δq
cannot be written as a total gradient when several scalar fields are present. After neglecting δǫ on large scales in the above equation, this is manifest because of the presence of V i . This implies that, in principle, if V i does not vanish, one cannot define at second-order a comoving gauge, i.e., such that δq However, it is instructive to derive the evolution equation for V i on large scales by using the linear evolution equation for δs, Eq. (152), neglecting the gradient term and δǫ at first order. One finds
which implies that, in an expanding universe, V i will decay like a −3 and be rapidly negligible even if it is nonzero initially. Consequently, in an expanding universe, one can in practice ignore V i on large scales and thus define, in an approximate sense, a comoving gauge at second order, which coincides with δσ (1) = 0 = δσ (2) . In this approximate comoving gauge, the momentum (199) can be written as a total gradient. In the rest of the paper, in order to remain as general as possible, we will keep the term V i .
Similarly to the first-order case, it is possible to combine the energy and momentum constraint equations and derive the relativistic Poisson-like equation analogous to Eq. (158), which corresponds to the expansion, at second order and on large scales, of Eq. (119). By expanding Eq. (120) and using (122), one has δǫ
where the last approximate equality is a consequence of Eqs. (141) and (195), and confirms our conclusion of Sec. 5.2 in a covariant context, namely that we can neglect ǫ a on large scales. The second-order spatial components of ǫ a defined in Eq. (75), can be decomposed as
with δǫ (2) defined by
It is only when V i is negligible that the quantity δǫ (2) can be interpreted as the comoving energy density at second order. Otherwise, as discussed before, the comoving gauge cannot be defined.
Using the decomposition (202) and the fact that δǫ (1) is negligible on large scales, Eq. (201) can be written as
When V i is negligible, and only then, one finds that, like at first order, the second-order comoving energy density is negligible on large scales,
quantities. As in the first-order case, the entropy perturbation sources the evolution of the adiabatic perturbation. The nonlocal term containing V i comes from the momentum constraint and is a new feature with respect to the first-order case (or the second-order case for a single scalar field). However, as we have discussed already, it becomes quickly negligible on large scales in an expanding universe, in which case the first integral (211) becomes a scalar local equation. It is also possible to construct a second-order (in time) differential equation for Q (2) SM that always looks purely local, even in the presence of a nonvanishing V i . Using the evolution equation of V i , Eq. (200), this can be done by taking an appropriate linear combination of (210) and its time derivative so that all nonlocal terms cancel each other. One then obtains a scalar equation for a linear combination of A (2)′ and A (2) which can be transformed into a second-order differential equation for Q (2) SM by substituting the expression for A (2) given by the energy constraint. 1 But, even then, the initial conditions for this second-order differential equation must be compatible with Einstein's equations and thus satisfy the nonlocal constraint (211). As a consistency check, we have also verified that this second-order (in time) equation is equivalent to the equation obtained by expanding to second-order (in the perturbations) the equation (110) for σ a , when combined with the constraints (209-210).
We can now derive the evolution equation for the entropy perturbation δs (2) , which will be second order in time. Since we are restricting ourselves to large scales, we simply expand the spatial components of Eq. (111) up to second order. This gives
where we have neglected the gradient of the comoving energy density at first order, δǫ
which, according to Eq. (158), is subdominant on large scales. To proceed, we need the spatial components of the first and second time derivatives of the covectors s a . By using Eq. (133) for s i at second order, and ignoring the higher-order terms in the gradient expansion, one obtains
and, by applying once more (133),
where we have used that δǫFrom this relation and the evolution equation of ζ (2) , Eq. (220), one can find a large-scale evolution equation for R (2) ,
The second-order uniform adiabatic field perturbation R (2) can be related, on large scales, to Q 
which can be used, together with the linear first integral (166), to show that Eq. (224) is equivalent to the first integral (211).
Discussion
In the two-field system at second order, we have found several qualitatively new features that are absent in the linear case or in the second-order singlefield case and that can be viewed as purely nonlinear effects. Before concluding, it is worth discussing these features along with main results of this section.
Here we have derived coupled equations governing the evolution of the adiabatic and entropy perturbations at second order, valid in the large-scale limit. The entropy perturbation is described by the second-order field perturbation δs (2) , which is gauge invariant. The adiabatic perturbation, as usual, can be described by one out of three gauge invariant variables. Two choices are the Sasaki-Mukhanov variable Q (2) SM , defined in (193), and R (2) , defined in Eq. (222), the latter being related to the former via the nonlinear equation (225). Another choice is the curvature perturbation on uniform energy density hypersurfaces, represented, on large scales, by ζ (2) . The scalar evolution equations for these three variables, respectively Eqs. (211), (224) and (220), carry the same information and share the same characteristics. They are first order (in time) and they are sourced by the first and second-order entropy field. They also contain a nonlocal term which appears due to the impossibility of writing the two-field momentum as a total gradient. However, we have shown that this nonlocal term decays rapidly in an expanding universe. When it can be completely neglected, and only then, R (2) corresponds, on large scales, to the comoving curvature perturbation. In this case R (2) and ζ (2) coincide on large scales.
The time variation of R (2) and ζ (2) depends only on the first and secondorder entropy fields. Thus, the full large-scale evolution of second-order perturbations in the two-field system is solved by considering the evolution equation of either R (2) or ζ (2) , as well as the evolution equations for the first order and second order entropy perturbations, respectively Eqs. (152) and (215).
Conclusions
In the present work, we have developed a covariant formalism that deals with fully nonlinear perturbations in a universe dominated by scalar fields. In order to do so, we have introduced a unit vector field u a , which defines our time direction. In contrast with the case of a perfect fluid where it is natural to define u a as the fluid four-velocity, we have left here u a arbitrary. In the case of a single scalar field, it might be convenient to take u a as the unit vector field orthogonal to the constant scalar field hypersurfaces, so that the total momentum vanishes, q a = 0. However, in the case of several scalar fields there is in general no such choice.
For an arbitrary number of scalar fields, we have shown that it is possible to rewrite the fully nonlinear Klein-Gordon equation in a form which mimics its homogeneous version. By introducing the gradient of the scalar field, it is easy to obtain an equation which is exact and fully nonlinear but at the same time closely mimics the linearized Klein-Gordon equation.
We have paid special attention to the case of two scalar fields, by introducing two combinations of the scalar field gradients which we call adiabatic and isocurvature covectors because they generalize the definitions introduced in the linear theory context. Remarkably, it has been possible to derive for these covectors two exact and fully nonlinear second-order differential equations, where the time derivative is defined covariantly as the Lie derivative with respect to u a . We have also derived the evolution equation of the covariant variable ζ a which generalizes, in the spirit of our formalism, the curvature perturbation on uniform energy density hypersurfaces, showing that on large scales it is sourced only by the entropy covector.
We have used these nonlinear equations as a starting point to show that results previously obtained in the literature with other approaches can be derived here in a simple and straightforward way. We have also been able to go beyond previous works by computing explicitly the evolution of the secondorder adiabatic and entropy components on large scales. In particular, using the second order energy and momentum constraints from Einstein equations, we have derived a first integral of motion satisfied by the second-order adiabatic component, which has the particularity to contain a nonlocal term that depends on the first-order entropy perturbation and its time derivative. However, this nonlocal term goes rapidly to zero in an expanding universe and the second order adiabatic component is, in this limit, governed by a local first-order (in time) evolution equation, sourced by terms depending on the second order entropy perturbation as well as, quadratically, on the first-order entropy perturbation. Both first and second order entropy perturbations satisfy a second order (in time) evolution equation and the full system of equations, valid on large scales, is thus closed.
A Useful identities in a two-field system A.1 Background identities 
A.2 First order identities δV ,σ =V ,σσ δσ +V ,σs δs −θ ′ (δs ′ +θ ′ δσ),
δV ,s =V ,sσ δσ +V ,ss δs −V ,σ
δV ss =V ,ssσ δσ +V ,sss δs − 2V
,sσ
δV ,σs =V ,σσs δσ +V ,σss δs + V ,ss
δ(θ) = −δV ,σs +θ ′ δΘ + V ,σ
