the driver gas was heated hydrogen. The incident-shock Mach number varied from 7.5 to 10.6 and the initial driven-tube pressure varied from 10 to 150 cm Hg. Measurements of the radiation intensity behind the incident shock and Flagg's interpretation of the end-wall "pressure dip" were used to infer the arrival of the interface region at three different axial stations in the driven I tube. Incident-shock test time, for both air and nitrogen, was found to be considerably less than Mirels' turbulent boundary-layer test-time theory predicts at the -test conditions commonly used in high-pressure shock-tunnel work.
Combustion between the driver and driven gas was observed for the combination of hydrogen and air but this had no measurable effect on the usable test time.
I
Mirels' theory appears to underestimate the mass. flow in the boundary layer.
particularly at high Reynolds number test conditions. Suitable modifications of this theory are suggested.," .1 
INTRODUCTION
Over the past several years it has been a common practice to interpret data and predict the performance of high-pressure shock tunnels in terms of driven-gas slug lengths computed from Mirels' turbulent boundary-layer, incI'[dent-shock test-time theory I . The importance of taking into account wall boundary layer effects in estimating driven-gas slug lengths and incident-shock test time has long been recognized. Laminar boundarylayer theories (e.g. Refs. [2] [3] [4] [5] [6] [7] [8] developed for this purpose have generally been in good agreement with experimental data reported by many researchers (e.g. Refs. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . However, Mirels' turbulent boundary-layer theory has never been similarly verified despite its frequent use. A limited amount 14-18 of turbulent boundary-layer test-time data have been reported but these data were obtained either at .ow incident-shock Mach numbers I 15-18 (i. e. M 5 < 5) 15 or at transitional rather than fully turbulent boundary-
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layer test conditions Data on incident shock test time, at test conditions where present day high-pressure shock tunnels routinely operate, are virtually nonexistent in the open literature. The experimental investigation described in this report was undertaken therefore to obtain new data on incident-shock test time for fully turbulent boundary-layer test conditions at relatively high shock Mach numbers (7. 5 < M s < 10. 6) in air and nitrogen. *This report is essentially a reprint of the paper presented at the Seventh International Shock Tube Symposium , ald in Toronto, Canada, June [23] [24] [25] 1969 . Since this paper was written, additional data have been reported 29, that serves to complement the data presented herein.
I[
EXPERIMENTAL APPARATUS AND TECHNIQUES
1 Test Facility
The Cornell Aeronautical Laboratory's 96-inch Hypersonic Shock
Tunnel (HST) test facility was used to obtain the data presented in this report.
The shock tube portion of this facility, depicted in Fig. 1 , is a chambered configuration having a 5-inch ID driver and a 4-inch ID, 48. 44 ft. long driven tube. The driver is externally heated and operated at a gas temperature of 775F and pressures up to 30, 000 psia. Hydrogen was used as the driver gas in these experiments. The theoretical tailoring shock Mach number, corresponding to these driver conditions is 10.3 when air, at an initial pressure of 1 atm., is used for the driven gas. However, because of shock attenuation and other nonideal shock tube effects. the actual "tailoring" shock Mach number for this facility is in the range of 8. 0 to 8. 5 depending on the I driver pressure level.* The data presented in this report were obtained at near-tailored and over-tailored test conditions. Diaphragm rupture was initiated by means of the double-diaphragm, firing cavity technique, shown in Fig. 1 , to obtain reproducible test conditions. The firing cavity was vented to initiate diaphragm rupture so that-the upstream diaphragm would always rupture first. This procedure is necessary to avoid the problem of multiple shocks inthe driven tube which occur when the firing cavity is pressurized and the downstream, diaphragm ruptures a finite time-before the upstream diaphragm.
The nozzle throat configuration and centerbody valve (e. g. Ref.
1'8),
normally used in the operation of the CAL 9 6 -inch HST were not used in A these tests. The end of the driven tube containing these components was replaced by an instrumented, constant-area. tube section (4" ID) terminated by a flat end-plate.
*The "tailoring" shock Mach determined experimentally corresponds to the shock Mach number for which the end-wall pressure has an average constant level prior to the arrival of the reflected head of the driver expansion fan. If the average pressure tends to increase with time this test condition would be referred to as being over-tailored.
Instrumentation
The data presented in this report were obtained from side-wall measurements of the radiation intensity behind the incident shock at station 5 and 7-1/2 (see Fig. 1 ) and end-wall measurements of the pressure behind the reflected shock. In addition, side-wall measurements of the surface temperature behind the incident shock were obtained at station 10 using a thin-film heat transfer gage to provide data on boundary-layer transition.*
1 Radiation
The incident-shock test time, determined by the radiation intensity behind the incident shock, was measured with an EG & G Model SGD-100 silicon diffused photodiode, sensitive in the spectral range from 0.5 to 1. 05 microns. ** The photodiode viewed the radiating gas through a 6-inch long, 1/16-inch ID orifice to assure good spatial resolution. Fused quartz windows (1/8-inch thick) mounted flush with the driven tube ID terminated the orifice of this optical viewport. No optical filtering was attempted in these experiments nor was any effort made to identify the radiating species.
The quartz windows were replaced after every run to eliminate the possibility of window degradation affecting the shape or level of the radiation record. In addition, the bore of the driven tube was thoroughly cleaned before every run with a cloth dampened with acetone in an effort-to reduce the level of radiation caused by gas contamination.
Pressure
A Kistler 6031 pressure transducer was used for measuring the end-wall reflected-shock pressure. The output of this transducer was filtered *The term "side-wall temperature" used throughout the report refers to the surface temperature of the substrate of a thin-film heat transfer gage mounted flush with the shock-tube wall. **Optical transmission in this range is 50% or greater. In the spectral range from 0.35 to 1. 13 micron (i.e. from the near ultraviolet to the near infrared) the transmission is 10% or greater. Peak sensitivity occurs at about 0. 9 microns. by means of a specially designed "notch" filter having a 3 dB point at 20
KHz, 37 dB maximum attenuation at 54 KHz and over 20 dB attenuation for all frequencies above 100 KHz. A thin coating (. 0Z5-inch thick) of G.E.
RTV-102 was applied to the diaphragm of the transducer before every run to provide thermal insulation for the transducer.
2.Z. 3 Shock Velocity
Incidejpt--shock velocity and trajectory was measured by means of five conventional ionization gages located at stations 4, 6, 7, 8, and 12 in the driven tube (see Fig. 1 ). High frequency electronic counters were used to record the elapsed time for passage of the shock wave between these stations (i. e. sta. 
Side-Wall Temperature
Standard thin-film platinum resistance-thermometer gages of 20 the type described by Vidal several years ago were used to measure the side-wall temperature behind the incident shock. Boundary-layer transition time, 7,,, representing the period that the wall boundary layer is laminar at a given station, was determined from these temperature records using the procedure described by Hartunian, et al.
Data on 2'. were of interest in establishing the extent to which the test conditions of these experiments satisfied the basic requirement in Mirels' theory that the boundary layer behind the incident shock be fully turbulent.
Considerable care was taken to assure that the response time of the wall-temperature instrumentation was adequate to measure the 1 to 10 tsec transition times anticipated for these test conditions. The thermal response of various film-substrate combinations were examined using Kurzrock's 22 heat conduction analysis. This led to the selection of a * platinum film on a substrate of vitreous alumina (A1 2 0 3 ) for the high initialpressure test condition (i. e; P 1 10 psia) and platinum on Pyrex #7740 for the low-pressure test condition of P 1 10 cm. Hg. Initially, no attempt was made to electrically insulate the platinum film from the ionized gas behind the incident shock because this would reduce the frequence response of-the gage. Furthermore, some reduction in the laminar temperature step due to electrical shorting of the gage could be tolerated since heat flux measurements were not of interest. No problem was encountered with the noninsulated gages at theP1 = 10 psia test condition. However at the P 1 = 10 cm. Hg. condition, severe electrical shorting of the film element was experienced. A thin coating of magnesium flouride (,0. 1 micron thick)
had to be applied to the platinum film before data on <,. could be obtained at this test condition.
The output of the thin film gage was recorded on a Tektronix type 545 oscilloscope using a type M preamplifier plug-in unit to maintain the high frequency response capabilities of the entire system. With these precautions, signal rise times of 0. 3 t sec were achieved with the uncoated alumina gage. This is the best-that could be expected since the time for the incident shock to cross the width of the platinum film is about 0. 3 ± sec for the conditions of these tests. 'This latter portion of the-radiation record is the result of combustion between the driver and driven gas as a subsequent figure will clearly demonstrate.
N L
DISCUSSION OF RESULTS
Data
The "notch" in the radiation record of Fig. 3b , which occurs at-the time Ainterval 'B"-after passage of the incident shock, is a characteristic feature of the radiation records obtained at station 7-1/2 for all test conditions involving hydrogen driving air usud in this program. The arrival of the interface region at this station is considered to occur at the beginning of '1 this radiation "notch".
:
The end-wall reflected-shock pressure of Fig. 3c corroborates the interpretation of the radiation records by the following reasoning. Shortly after reflection of the incident-shock from the end wall (i. e. at time interval "C") a sudden and significant drop in pressure is seen to occur in the pressure record of Fig. 3c . This easily recognized and very repeatable phenomenon, commonly referred to as the "pressure dip, " is well known to operators of 23 hydrogen-driven reflected shock-tunnels. Flagg , several years ago, correctly-attributed this "pressure dip" disturbance to the interaction of the reflected shock with the combustion region behind the incident shock.
Using this interpretation, the time interval "C" (Fig. 3c) represents the time for the reflected shock to encounter the combustion region and return an expansion wave to the end-wall. The location of the interface region near the Pnd of the driven tube can therefore be determined from the "pressure dip" time interval "C", hereafter referred to as A t "dip", and the theoretical 
1 Incident-Shock Radiation Measurements
To determine if combustion between the driver and driven gas is responsible for the poor agreement~of the experimental data with Mirels' theory the test condition of Fig. 3 was repeated using nitrogen as the driven gas. The resulting nitrogen radiation data obtained at stations 5 and 7-1/2 are given in Fig. -4 along-with the corresponding air radiation data for comparison. Incident-shock test time is seen to be essentially the same for nitrogen (Fig. 4a, b) as it is for air (Fig. 4c, d) . Thus, although a combustion region definitely exists behind the incident shock (compare Fig. 4b to 4d ) and even grows in intensity as it progresses down the driven tube (compare Fig. 4c to 4d) Mirels' theory shows that the agreement is poor at high initial pressure levels of the driven gas, Pit and fair at low values of P In addition, the data exchibit substantially less sensitivity to P than the theory would predict. A possible explanation for these unexpected results is given in the "Data Analysis" section of this report.
Side-Wall Temperature Measurements
The extent to which the data of Figs. 5 and 6 correspond to fully turbulent boundary-layer test conditions may be determined from Fig. 7 which shows typical oscillograms of wall-temperature records used to obtain boundary-layer transition times, , and from that are in the range of 1Z0 to 240 [t sec. The laminar boundary-layer portion of the flow behind the incident shock therefore represents less than *It is interesting to note that, for the same initial pressure in the driven tube, the driver pressure required to produce a given value of M is about Z0% lower when the driven gas is air than it is for N , (see Figs. 2, 4 ). This effect is very repeatable and is probably due to combustion behind the incident shock-augmenting the driving energy of the expanding driver gas.
* *All theoretical viscous shock-tube parameters given in this report were obtained from a computer program written by the author which is based on the equations given by Mirels in Ref. 1 and the real-gas normal shock properties of Refs. 24, 25. This was necessary because a graphical presentation of the important viscous parameters is not provided for nitrogen in Ref. 1 and that which is provided for air is based on real-gas normal shock properties corresponding to much lower initial-pressure levels than were used in this test program. 
3 End-Wall Pressure Measurements
In a previous section it was shown that the location of the interface region near the end of the driven tube may be determined from end-wall pressure data (see Fig. 3 ) when a combustion region exists behind the inci-
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:dent shock by using Flagg's 2 interprezation for the "pressure dip". It is not necessary, however, that the driver and driven gas be combustible in order to establish the location of the interface region in this fashion.
From Fig. 9 we see that a "pressure dip" similar to that obtained in air L (Fig. 9a ) also occurs in nitrogen (Fig. 9b) . This is because a region of [ . mixed driver and driven gas always exists behind the incident shock regard-. L less of whether combustion takes place or not. The strength of the disturbance produced when the reflected shock encounters this mixed gas region is, of course, less for nitrogen than for air, as Fig. 9 shows and Dunn 26working
at much lower pressure levels also demonstrated, because combustion produces a greater impedance mismatch. Nevertheless, the "pressure dip"
Report No. 2514-Y-1 I obtained with nitrogen is sufficiently well defined that inferring the location k of the interface region from the nitrogen end-wall pressure data proved to be n. more difficult than it was for the air data. A summary of these data expressed in terms of the time interval 6t"dip" (see Fig. 9 ) is given in stantially less sensitivity to P 1 than the theory would predict.
Data Analysis
In order to provide (1) a direct comparison of the radiation and end-wall pressure data in a way that takes into account differences in the axial locationof the three instrumentation stations and (2) a convenient summary of the efficacy of Mirels' theory for various test conditions, the absolute test time
and At "dip" results of Figs. 5, 6, and 10 are presented in Fig. 11 in terms of the ratio of the experimental to the theoretical time. Compared in this fashion, the end-wall pressure data, for a given PI, consistently corroborates the radiation data. However, a residual effect of the driven-tube length over diameter ratio, Ls/d, seems to exist since the low Ls/d instrumentation station tends to be in better agreement with theory than the higher Ls/d station in any given run. * The general agreement with Mirels' theory therefore depends not only on the driven-tube initial pressure level PIP as was pointed out earlier and is certainly apparent in Fig. 11 , but also on the driven tube geometryinvolved in a particular experiment. . *It should be remembered, in interpreting the data of Fig. 11 , that the shock Mach number at the end-wall is about 0.5 Mach number units lower than the shock Mach number at station 5 in any given run (see Fig. 2 ). **For shock-tube configurations and test conditions commonly used in highpressure shock-tunnel work, the incident-shock test time and hence slug lengths are only about one half of that predicted by Mirels' theory.
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Thorough analysis of the data of Figs. 5, 6, 10 and 11 has uncovered a possible explanation for these unexpected results. However, before pursuing this, it is desirable to first review some of the properties of the important viscous shock-tube parameters given by Mirels' theory. 1 represents the initial speed of sound of the driven gas.
/4 (W'I)
The viscous parameters X and T of Eq. I are defined by the following iden tities: i
T-,.(4)
where /,"is the inviscid-shock slug length (i. e.J'= Ls/W) and is,,-he, viscous incident-shock slug length. The variable .,, represents -the maximumpossible separation distance between the incident shock and the contacf-surfkie which occurs when all the mass flow entering the shock, in a shock fixed:
coordinate system, is in the boundary layer and the contact surface moves at the same velocity as the shock front.
Mirels' shows that the parameter T is a function of the maximuF separation distance parameter X according to the following implicit equation, 
Solutions for Mirels' maximum separation distance parameter, X, for air and nitrogen are presented in Fig. 12 .
TURB ULET, E& --
The reduction in the exponent of the (Pld) term as the mass flow in the boundary .layer increases from the laminar to the turbulent case is clearly demonstrated by these last two equations (i. e. Eq. 12, 13).
Using the general expression of Eq. 11 in Eq. 10 then gives
If n were of the order of 1/30 to I/Z0, which is likely since little or no sensitivity to P 1 can be detected in the test-time data of Figs. 5, 6 and 10 then the parameter (r/r) (Ls/d) of Eq. 14 would be essentially constant for the range of test conditions covered in these experiments.
.1f'
Within experimental accuracy, the data correlated as ;hown in Fig. 14 is seen to behave exactly as would be theoretically expected from Eq. 14. Since the Eq. 14 was derived assuming that the mass flow in the boundary layer was :greater than predicted by Mirels' theory and that the limiting sluglength condition was achieved, the results of Fig. 14 not only suggests that the theory underestimates the boundary-layer mass flow but also that limiting slug lengths occur at much higher values of P 1 and lower values of Ls/d than was formerly believed.
In view of these results it appears that, although Mirels' theory is conceptually correct, the 1/7 power-law velocity profile and the incom- Comparison of the air and nitrogen data showed conclusively that combustion between the driver and driven gas, when hydrogen and air gas combinations are employed, is not responsible for the discrepancy in of mixed driver and driven gas that always exists behind the incident shock and for this reason combustion does not consume usable test gas. The end-wall pissure measurements, which provided an independent check both on the existence of a combustion region and on the location of the interface region near the end of the driven tube, consistently corroborated the radiation measurements for both air and nitrogen. The apparent reason for the discrepancy between the experimental and theoretical incident-shock test times is that the mass flow in the boundary layer is greater than Mirels' theory would predict. The problem probably stems from using a 1/7 power law for the velocity profile and an incompressible skin-friction law in developing this theory. However, definite 
C14
LIui C., iLL 
