In this paper, we estimate a shape parameter of the Weibull-Frechet distribution by considering the Bayesian approach under two non-informative priors using three different loss functions. We derive the corresponding posterior distributions for the shape parameter of the Weibull-Frechet distribution assuming that the other three parameters are known. The Bayes estimators and associated posterior risks have also been derived using the three different loss functions. The performance of the Bayes estimators are evaluated and compared using a comprehensive simulation study and a real life application to find out the combination of a loss function and a prior having the minimum Bayes risk and hence producing the best results. In conclusion, this study reveals that in order to estimate the parameter in question, we should use quadratic loss function under either of the two non-informative priors used in this study.
Introduction
The Fréchet distribution is mostly used in extreme value theory and it has applications ranging from accelerated life testing through to earthquakes, floods, horse racing, rainfall, queues in supermarkets, wind speeds and sea waves. To get details on the Fréchet distribution and its applications, readers can study [1] . Moreover, applications of this distribution in various fields are given in Harlow [2] , where it has been proven that the frechet distribution is used for modeling the statistical behaviour of materials properties for a variety of engineering applications. Nadarajah and Kotz [3] discussed the sociological models based on Fréchet random variables. Zaharim et al. [4] applied the Fréchet model for analysing the wind speed data. Mubarak [5] studied the Fréchet progressive type-II censored data with binomial removals.
A random variable X is said to follow a Fréchet distribution with parameters  and  if its probability density function (pdf) is given by   Many authors have developed generalisations of the Fréchet distribution. For instance, [3] pioneered the exponentiated Fréchet, [6] and [7] studied the beta Fréchet, [8] proposed the transmuted Fréchet, [9] introduced the Marshall-Olkin Fréchet, [10] defined the gamma extended Fréchet, [11] studied the transmuted exponentiated Fréchet, [12] introduced the Kumaraswamy-Fréchet, [13] investigated the transmuted Marshall-Olkin Fréchet distributions, [14] studied the transmuted complementary Weibull geometric distribution and [15] studied the Weibull-Fréchet distribution. Of interest to us in this paper is the Weibull-Fréchet distribution (WFrD) proposed by [15] . This is because the parameters, properties and applications of this four parameter distribution have been studied and compared with some other distributions and the result showed that it is more fitted compared to kumaraswamy Frechet (KFr), exponentiated Frechet (EFr), beta Frechet (BFr), gamma extended Frechet (GEFr), transmitted marshallOlkin Frechet (TMOFr) and Frechet (Fr) distributions ( [15] ).
The probability density function (pdf) and cumulative distribution function (cdf) of the Weibull- [15] .
There are two main philosophical approaches to statistics. The first is called the classical approach which was founded by Professor R.A. Fisher in a series of fundamental papers round about 1930. In the classical approach, the parameters are considered to be fixed while in the non-classical or Bayesian concept, the parameters are viewed as unknown random variables. However, in many real life situations represented by life time models, the parameters cannot be treated as constant throughout the life testing period ( [16] ; [17] ; [18] ) and hence the need for Bayesian estimation for life time models.
Recently Bayesian estimation approach has received great attention by most researchers among them are AlAboud [19] who studied Bayesian estimation for the extreme value distribution using progressive censored data and asymmetric loss. Ahmed et al. [20] considered Bayesian Survival Estimator for Weibull distribution with censored data. Feroze [21] discussed the Bayesian analysis of the scale parameter of inverse Gaussian distribution using different priors and loss function. Almutairi and Heng [22] obtained the shape parameter of Generalized Power Distribution (GPD) via Bayesian approach under the non-informative (uniform) and informative (gamma) priors using the squared error loss function. Azam and Ahmad [23] estimated the scale parameter of Nakagami distribution using Bayesian approach. The Bayesian estimate of the scale parameter of Nakagami distribution under uniform prior, inverse exponential and levy prior distributions using squared error, quadratic and precautionary loss functions were also obtained by Azam and Ahmad [24] and again Ieren and Oguntunde [25] made a Comparison between Maximum Likelihood and Bayesian Estimation Methods for a Shape Parameter of the Weibull-Exponential Distribution under uniform and Jeffrey's priors and found that Bayesian method under uniform prior is better using quadratic loss function.
The main objective of this paper is to introduce a statistical comparison between the Bayesian and Maximum likelihood estimation procedures for estimating the shape parameter of WFrD. The layout of the paper is as follow. In Section 2, we take a look at the materials and methods used which include the priors and the different loss functions. In Section 3, we obtained Maximum likelihood estimates of the shape parameter in question. Also, we estimate the shape parameter of the WFrD under uniform and Jeffrey's priors in section 4 and section 5 respectively using three different loss functions. The posterior risks of the estimators obtained under the two priors using the three different functions were derived in section 6. Finally, a comparison between Bayes and Maximum likelihood estimates have been made using simulation study in Section 7 with Some concluding remarks given in Section 8.
Materials and Methods

Priors and loss functions
The Bayesian inference requires an appropriate choice of prior(s) for the parameter(s). From the Bayesian viewpoint, there is no clear cut way from which one can conclude that one prior is better than the other. Nevertheless, very often priors are chosen according to one's subjective knowledge and beliefs. However, if one has adequate information about the parameter(s), it is better to choose informative prior(s); otherwise, it is preferable to use non-informative prior(s). In this paper, we consider two non-informative priors: the uniform and Jeffreys' prior.
To obtain the posterior distribution of the shape parameter once the data has been observed, we apply bayes' Theorem which is stated in the following form:
are the prior distribution and the Likelihood function respectively.
The uniform prior as a non-informative prior relating to the shape parameter  is defined as:
The posterior distribution of the shape parameter  for a given data under uniform prior is obtained from equation (2.1) using integration by substitution method as
Also, the Jeffrey's prior as a non-informative prior relating to the shape parameter  of the WFrD distribution is defined as:
The posterior distribution of the shape parameter  for a given data under Jeffrey prior is obtained from equation (2.1) using integration by substitution method as
In statistics and decision theory, a loss function is a function that maps an event into a real number intuitively representing some cost associated with the event. Typically it is used for parameter estimation and that event in question is some function of the difference between estimated and true values for an
is that which describes the losses incurred by making an estimate  of the true value of the parameter is α. A number of symmetric and asymmetric loss functions have been shown to be functional in so many studies including; [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , [34] , [35] , [36] and [37] and so forth.
With the above priors and prior distributions, we will use three loss functions to estimate the shape parameter of the WFrD and these loss functions are defined as follows:
(a) Squared Error Loss Function (SELF)
The squared error loss function relating to the scale parameter  is defined according to [24] as
where SELF  is the estimator of the parameter  under SELF.
(b) Quadratic Loss Function (QLF)
The quadratic loss function is defined from [23] as
where QLF  is the estimator of the parameter  under QLF.
(c) Precautionary Loss Function (PLF)
The precautionary loss function (PLF) according to [24] is an asymmetric loss function and is defined as
where PLF  is the estimator of the parameter  under PLF.
Maximum Likelihood Estimation
Here we present the estimation of the shape parameter of the Weibull-Fréchet distribution (WFrD) using the method of maximum likelihood estimation. Let as follows:
The likelihood function for the shape parameter,  , is given by;
Let the log-likelihood function,
Differentiating partially with respect to  , the shape parameter and solving for  gives;
Hence, equation (3.4) is the estimator for the shape parameter of the Weibull-Frechet distribution obtained by the method of maximum Likelihood estimation.
Bayesian Estimation of the Shape Parameter of the WFrD under Uniform Prior by Using the Three Different Loss Functions
Here, we estimate the shape parameter of the WFrD under three loss functions using the posterior distribution obtained from the uniform prior in equation (2.3).
Estimation using squared error loss function (SELF)
The derivation of Bayes estimator using SELF under uniform prior is as given below:
Now, using integration by substitution method in equation (4.2) and simplification, we obtained the Bayes estimator using SELF under uniform prior as:
Estimation using quadratic loss function (QLF)
The derivation of Bayes estimator using QLF under uniform prior is given below:
Using integration by substitution method in equation (4.5) and simplifying, we obtained the Bayes estimator using QLF under uniform prior as:
Estimation using precautionary loss function (PLF)
Similarly, the derivation of Bayes estimator under PLF using uniform prior is given below:
Again using integration by substitution method in equation (4.8) and simplifying, we obtained the Bayes estimator using PLF under uniform prior as:
It is very clear that the relationship: PLF
holds for all parameter values and QLF  under the uniform prior is obviously the minimum.
Bayesian Estimation of the Shape Parameter of the WFrD under Jeffrey's Prior by Using the Three Different Loss Functions
This section presents the estimation of the shape parameter of the WFrD using three loss functions and the posterior distribution obtained from Jeffrey's prior in equation (2.5).
Estimation using squared error loss function (SELF)
The derivation of Bayes estimator under SELF using Jeffrey's prior is as given below:
Using integration by substitution method in equation (5.3) and simplifying, we obtained the Bayes estimator using SELF under Jeffrey prior as:
Estimation using quadratic loss function (QLF)
Also, the derivation of Bayes estimator under Jeffrey's prior using QLF is given below:
Using integration by substitution method in equation (5.5) and simplifying, we obtained the Bayes estimator using QLF under Jeffrey prior as:
Estimation using precautionary loss function (PLF)
Similarly, the derivation of Bayes estimator under PLF using Jeffrey's prior is given below:
Substituting for   
Posterior Risks under the Priors Using the Different Loss Functions
The posterior risks of the Bayes estimators under the three loss functions from both uniform and Jeffrey's prior are obtained as follows:
Posterior risks under the uniform prior Using Squared Error Loss Function (SELF):
Using the Squared error loss function (SELF), the posterior risk,
is defined from [24] as:
And it is obtained as
2) Using Quadratic Loss Function (QLF)
Using the Quadratic loss function (QLF), the posterior risk,   QLF p  is defined from [24] as:
Therefore, the posterior risk under uniform prior using the Quadratic loss function is given as:
Precautionary Loss Function (PLF)
Using the Precautionary loss function (PLF), the posterior risk,
And calculated to be:
Posterior risks under Jeffrey's prior
The posterior risks of the Bayes estimators under the three loss functions from the Jeffrey's prior are as follows:
Using Squared Error Loss Function (SELF)
 
SELF p 
under Jeffrey's prior is defined from [24] as:
Therefore, the posterior risk under Jeffrey's prior using the squared error loss function is:
Using Quadratic Loss Function (QLF)
Using the Quadratic loss function (QLF), the posterior risk,
Hence, it is obtained as:
Using Precautionary Loss Function (PLF)
Hence, obtained as: 
Comparison of Estimation Methods
Comparison based on simulated dataset
We used a package in R software to generate random sample of size n = ( From Table 7 .1, we can see that both MLE and SELF (under Jeffrey prior) have the same estimate just as found in the derivations as well as their bias and MSE irrespective of the variation in the samples indicating that the two methods have the same performance considering this shape parameter. The table clearly shows that using the QLF under both uniform and Jeffrey's prior produces the best results and hence the best approach for estimating the shape parameter of the WFrD irrespective of the different sample sizes. 
Comparison based on real life data application
In this section, a package in R software was used to generate random sample of size n = (20, 45, 85, 120) from a real life data which represents the remission times (in months) of 128 bladder cancer patients by 
