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1. Introduction 
 
Targeted radiation therapy consists in the injection of a radioactive substance that is accumulated 
in a target organ or site to deliver the therapeutic dose. The tumour-targeting vehicles are 
radiolabelled antibodies or peptides in radioimmunotherapy and Peptide-Receptor Radiation 
Therapy (PRRT), respectively [1-3]. It would be desirable for this tumour-targeting vehicle to be 
as specific as possible to maximize the therapeutic efficacy and minimize the normal tissue 
toxicity. To reach this goal pre-clinical studies are required, especially for the development of 
new drugs. Small-animal models, such as mice and rats, are vital to study pathogenesis, 
progression and treatment of many human diseases.  
Implementation of quantitative imaging techniques is an essential part of the treatment planning 
based on dosimetry in targeted radiation therapy. Diagnostic molecular and functional imaging 
techniques like the single photon emission tomography (SPECT) and positron emission 
tomography (PET) are used to obtain quantitative data i.e. the percentage of administered activity 
of the radiopharmaceutical for the accumulating organs. The major advantage of using such 
devices is the minimum invasiveness of the procedure and that it enables to obtain longitudinal 
studies such as the development of the disease and monitor the response to the therapy [4-9]. 
Clinical SPECT and PET systems do not offer the spatial resolution and the sensitivity required 
to accurately image small animals and thus the development of high resolution small animal 
systems is needed. These pre-clinical scanners play an important role in the improvement of 
radionuclide therapy, since they allow to measure the spatial distribution of the activity of the 
injected drug and therefore to evaluate the efficiency of the treatment before clinical trials. To 
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obtain an accurate quantification of the radionuclide, a detailed performance evaluation of the 
imaging system has to be done [4, 5, 10-13]. 
Analysis of the performance of a pre-clinical molecular imaging system based on its physical 
characteristics is one of prerequisite tasks to obtain quantitative images. Factors like the system 
sensitivity, detector linearity, spatial resolution, recovery coefficients and the investigation of the 
ideal reconstruction parameters is essential for quantitative imaging [14]. 
PET imaging based on Fluorine-18 (
18
F) in the form of fluorodeoxyglucose (
18
F-FDG) which is a 
marker for tissue glucose uptake is one of the most commonly used diagnostic imaging 
techniques in nuclear medicine [8-11, 15, 16]. However, over the recent few years the potential of 
various other radionuclides with different physical properties like half-life, mode of decay or 
mode of complexation is increasingly under investigation. Especially with respect to the 
development of new radiopharmaceuticals which can be used for both diagnostic and therapeutic 
applications these additional radionuclides are of utmost importance. Radionuclides that are 
attractive for further research are Gallium-68 (
68
Ga), Zirconium-89 (
89
Zr) and Copper-64 (
64
Cu). 
Better spatial resolution can lead to a more accurate visualization and detection of small 
structures in PET/SPECT images and also an improved quantification. The spatial resolution in 
PET and SPECT is however affected by a number of factors. For instance, in PET imaging the 
spatial resolution depends on the detector size, positron range, annihilation photon non-
collinearity and depth of interaction effect [14, 17]. In SPECT imaging a major resolution 
limiting factor is the choice and design of the collimator. Apart from these, technological factors 
like detector crystal thickness, statistical variations of the light photon distribution on the 
photomultiplier tubes and detector finite pixel dimensions also limit the spatial resolution of the 
imaging modality [18-21]. Knowledge of the point spread function (PSF) is one of the crucial 
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parameters to describe an imaging system. Particularly in small animal imaging, delineation of 
the small structures with sizes of the order of a few millimeters is essential to obtain quantitative 
data for physiologically based pharmacokinetic modelling and dosimetry [6, 7, 22]. Inaccurate 
knowledge of the PSF will lead to incorrect calculations for the recovery coefficients that are 
used as a correction method for small objects to obtain quantitative data [17, 23, 24]. 
To determine the performance of a PET or a SPECT, the National Electrical Manufacturing 
Association (NEMA) has published a standard set of protocols including the method to determine 
the spatial resolution [25]. However, there are limitations with the NEMA method. Firstly, it does 
not take into account the overall behaviour of the PSF, but just some portions (7 pixels). 
Secondly, it has a very limited scope for a validation or a quality check criterion based on a 
parabola fit of three pixels and thus the error of the calculated full width at half maximum 
(FWHM) cannot be determined. These limitations are a consequence of that the NEMA standard 
focuses not on providing high accuracy of the PSF but rather focuses on comparability of 
scanners from different vendors using only basic image processing software and analysis, so that 
a standardized approach of evaluation is available to all users. More accurate estimation methods 
for resolution modelling in both imaging space and the projection space have been investigated 
over the recent few years. The resolution modelling methods in the imaging space are based on 
Gaussian fits while those in the projection space are based on Monte Carlo simulations, analytic 
models using multi ray tracing methods and on measured datasets [26-32]. 
Evaluation of the PET/SPECT system performance and hence calculation of the correction 
factors/recovery coefficients enables quantitative imaging extremely useful for both diagnostic 
and therapeutic studies. Furthermore, an accurate PSF determination scheme allows for a more 
precise quantification necessary for human/mouse studies involving dosimetry. 
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The aim of this work was to quantitatively develop, evaluate and improve the performance 
characteristics of the ALBIRA II Tri-modal PET SPECT system (Bruker BioSpin MRI GmbH, 
Ettlingen, Germany). Therefore, the performance of the two sub-systems was assessed for a range 
of radionuclides (
18
F, 
68
Ga, 
89
Zr, 
64
Cu and 
99m
Tc). For this task, a new point source phantom was 
developed for accurate sensitivity and spatial resolution measurements and a new set of protocols 
for quantitative image reconstruction was developed. Furthermore, an alternative method to 
accurately determine the PSF of an imaging system, applicable to both clinical and pre-clinical 
systems was developed to improve quantification accuracy in human/mice dosimetry. 
Additionally, the effect of inaccurate determination of the PSF on the partial volume correction 
and hence the quantification of small structures in a diagnostic image was investigated.  
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2. Materials and Methods 
 
In the following section a description of the imaging system and the different types of phantoms 
used for the study will be briefly explained. A detailed explanation of the different system 
performance criteria and the analysis methods are also given below. 
 
 
 
 
 
 
 
 
 
Figure 1: Schematic of the Albira II PET/SPECT/CT system  (courtesy: Todd 
Sasser, Bruker). 
 
2.1 Imaging system 
 
The Albira II tri-modal system (Bruker BioSpin MRI GmbH, Ettlingen, Germany) consists of the 
PET, SPECT and CT tomographs. The system schematic is shown in figure 1. Since it is a 
preclinical scanner, small animals like rats and mice can be conveniently scanned with the 
system. Different types of bed, depending on the subject under study, can be mounted on a 
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robotic arm: mouse bed, multiple mice bed, rat bed and image quality phantom beds. Different 
bed offsets can be selected to place the subject under study in the center of the Field Of View 
(FOV) of the PET, SPECT and the CT. 
2.1.1 PET imaging system  
 
The PET sub-system of the Albira II tri-modal system was used for all measurements in this 
study. The detector assembly is made up of 3 rings (Figure 2) with each ring consisting of 8 
detector modules with depth of interaction (DOI) ability. Each detector module is made from a 
single continuous (non-pixelated) Lutetium Yttrium Orthosilicate (LYSO) crystal coupled to a 
position sensitive photomultiplier tube (PS-PMT). The axial and transaxial field of views (FOVs) 
are 148 mm and 80 mm, respectively. Each detector crystal has a truncated pyramid shape to 
ensure they fit perfectly while forming a ring. The energy window was set at 358-664 keV and a 
coincidence timing window of 5 ns was used. The average energy resolution of the system is 
approximately 18% at the 511 keV energy peak. At the edge of the detector crystals, the energy 
resolution can degrade up to 23% [33]. 
 
Figure 2: Detector assembly made up of 
3 rings with each ring consisting of 8 
detector modules made from a single 
continuous (non-pixelated) Lutetium 
Yttrium Orthosilicate (LYSO) crystal 
coupled to a position sensitive 
photomultiplier tube (PS-PMT) 
(courtesy: Todd Sasser, Bruker). 
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The Albira II software suite (version 09-00128, Bruker Corporation, 2012) was used for all data 
acquisitions and reconstructions. Image reconstructions were performed using the maximum 
likelihood expectation maximization (MLEM) algorithm with a pixel size of 0.5 mm. The 
reconstructed images consisted of a total volume of ‘160×160×298’ voxels. The random and 
scatter corrections are implemented within the image reconstruction when the option is selected. 
The randoms correction model is based on a statistical calculation which considers the random 
events to be proportional to the product of the singles rate on each pair of PET modules and the 
coincidence time window. Thus, the randoms are calculated from the singles for every line of 
response (LOR). Scatter correction is based on the Dual Energy Window (DEW) technique [19]. 
The information in the lower energy window is used to estimate the scatter within the acquisition 
window.  
The dead-time correction incorporated in the system is based on the singles rate. The singles rate 
of each detector is measured during the acquisition. The value is then input on a modelled curve 
(an exponential function) from an initial factory calibration so the dead-time for that module is 
obtained. The dead-time associated with a measured coincidence rate is then calculated as a 
function of the dead-time of each of the 2 modules involved. 
An isotope specific calibration factor was calculated to reference the attenuation corrected 
PET/CT data to the laboratory dose calibrator. Measurements were based on a uniform long 
cylindrical phantom filled with the respective radionuclide activity concentration. These 
calibration factors were then defined in the reconstruction software with the help of the 
manufacturer. All the measurements presented in this study were attenuation corrected based on 
the corresponding CT measurements. 
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2.1.2 SPECT imaging system 
 
The SPECT sub-system of the ALBIRA II trimodal system is made up of two opposite gamma 
cameras (S108 model) with Sodium doped Cesium Iodide (CsI(Na))  single continuous crystal 
detectors with an area of 100 × 100 mm
2
 and a thickness of 4 mm, coupled to position-sensitive 
photomultipliers (PSPMTs) (Figure 3). Each camera can rotate 180 degrees with step size of 6 
degrees, enabling a total of 60 projections. The system consists of a single pinhole (SPH) and a 
multi pinhole (MPH) (5 pinholes) collimator made of tungsten that can be manually adjusted. The 
collimators are of knife-edge type design with and inner diameter of 1 mm and an outer diameter 
of 2 mm. Four different fields of view (FOV) are available; 20 mm, 40 mm, 60 mm and 80 mm 
[34]. In this study, we performed all the analysis with the 80 mm FOV as this was relevant for 
mouse and rat imaging. 
 
 
 
 
 
 
 
Figure 3: SPECT sub-system of the ALBIRA II trimodal system (courtesy: Todd 
Sasser, Bruker). 
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2.2 Phantom 
 
To simulate the activity distribution and uptake in a small animal, the phantom designed by the 
National Electricals Manufacturers Association (NEMA) organization was employed during the 
experiments. 
Figure 4: (A) NEMA Image Quality phantom (Data Spectrum Corporation, 
Durham, USA) enclosing the two hollow spheres, a central uniform region and 
five rods of diameters 1, 2, 3, 4 and 5 mm. (B) In-house developed polymethyl-
methacrylate (PMMA) spatial resolution phantom (red arrow indicates the 
location of the drop of respective radionuclide activity). (C) Dimensions of 
(60×60×10) mm
3
 containing cylindrical capillaries with a diameter of 1 mm, the 
holes are located on the transaxial and diagonal axes, with each of them 5 mm 
apart. The four farthest points on the diagonal direction are located 25 mm from 
the centre.  
 
The NEMA NU-4 image quality phantom (Data Spectrum Corporation, Durham, USA) is 63 mm 
long and 33.5 mm in diameter with side wall thickness of 1.5 mm. It is divided into three main 
regions. The first is a fillable cylindrical region 30 mm in diameter which is the uniform region of 
the phantom. The second part consists of 5 fillable rods, extending axially, with diameters of 1, 2, 
3, 4, and 5 mm. The rods are 20 mm long and are the hot spots. The third region is a lid that is 
attached to the uniform region, enclosing two smaller hollow cylindrical chambers 14 mm in 
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length and an outer diameter of 8 mm with a wall thickness of 1 mm (Figure 4A). One is filled 
with non-radioactive water and the other with non-radioactive air [25]. 
An in-house phantom was developed consisting of a polymethylmethacrylate (PMMA) holder 
with dimensions of (60x60x10) mm
3
. Cylindrical capillaries with a diameter of 1 mm, filled with 
a 1 µl point source solution of the respective radionuclide were inserted in the holder and 
positioned at the geometric centre of the FOV (Figure 4B). The red arrow in figure 4B shows the 
position of the point source solution. Wax was used to seal both ends of the capillaries. This 
phantom was used to measure the sensitivity and spatial resolution of the system for the 
radionuclides used in this study. 
The sodium-22 (
22
Na) point source (0.37 MBq, calibrated on the 1
st
 May 2014, Eckert & Ziegler, 
Berlin, Germany) with an active area of 0.762 mm in diameter, is embedded in an acrylic cube 
which is 10 mm in all directions. It was used to determine the sensitivity and the spatial 
resolution of the system based on the NEMA methodology.  
2.3 Phantom Measurements (PET) 
 
18
F was used in the form of 
18
F-FDG (ZAG Zyklotron AG, Eggenstein-Leopoldshafen, 
Germany), 
68
Ga was eluted fractionated with 0.05 N hydrochloric acid using an in-house 
68
Ge/
68
Ga generator (Isotope Technologies Garching GmBH (ITG), Garching, Germany) and 
64
Cu was used in the form of Copper Chloride (Department of Preclinical Imaging and 
Radiopharmacy at the University Hospital Tübingen, Germany). In first experiments, Copper-64 
distribution was influenced by the adsorption to the walls of the phantom. This effect was 
observed even after using the chelator 1,4,7,10-tetraazacyclododecane-1,4,7,10-tetraacetic acid 
(DOTA). This non-uniform distribution also resulted in higher activity being accumulated on the 
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walls of the cylindrical rods of the NEMA phantom resulting in higher recovery coefficient 
values. Therefore, for the results presented here, 
64
Cu was chelated with a bifunctional chelator 
1,4,7-triazacyclononane-1,4,7-triacetic acid (NOTA) to constitute a stable distribution of the 
activity in the phantom [13]. 
89
Zr was purchased from a commercial seller. The NEMA image 
quality phantom was filled with the particular radionuclide under investigation with starting 
activities of 18.98 MBq, 16.32 MBq, 17.61 MBq and 14 MBq for 
18
F, 
68
Ga, 
64
Cu and 
89
Zr 
respectively. The phantom was fastened on the mouse bed and positioned at the centre of the field 
of view (FOV). Data were acquired by dynamic acquisition with frames of 15 min followed by a 
delay of 15 min for a total of 10 h.  A 15 min delay between every 15 min acquisition was used to 
reduce the amount of data storage.  
 
MLEM algorithm was used for all reconstructions with iterations from 5-50 in steps of 5. 
Reconstructions were corrected for randoms and scatter by the inbuilt system software. 
Attenuation correction was performed by using the CT images from the standard CT acquisition 
of 50 mA, 120 kV. 
2.4 Performance analysis (PET) 
2.4.1 Linearity and sensitivity assessments 
 
To check the linearity of the system 15 min acquisitions were made followed by a measurement-
free interval of 15 min. This was done for 10 hours. So at the end we had 20 time points (twenty 
15 min acquisitions) to plot the linearity of the system. The total prompts and randoms were 
collected from the list mode acquisition for each of the radionuclides and the linearity of the 
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system was determined from the dependence of the total prompts, trues and randoms counts per 
seconds (cps) on the true activity. The expected total trues were calculated based on fitting the 
data from the linear region of the trues, where there were negligible dead-time effects. The total 
trues were assumed to be accurately described by a linear relation until the point where the 
deviation from the expected trues became larger than 5 %. An acquisition of 15 min (same 
settings and duration as the phantom measurements) with the phantom filled with non-radioactive 
water placed in the FOV was made to estimate the LYSO background counts.  
 
The sensitivity of a PET system can be defined as its capacity to detect annihilation radiation 
given in cps/kBq and is calculated as the ratio of the total net trues (cps) to the total decay 
corrected activity (kBq). Here, the sensitivity was calculated from each 15 min acquisition frame. 
The list mode (LM) files extracted from the system provided data of true counts both corrected 
and non-corrected for detector dead-time effects. The branching ratio of the respective 
radionuclides was taken into account during the analyses (Table 1).  
 
Table 1: Physical characteristics of radionuclides [31, 32] 
Isotope Fluorine-18 
18
F 
Gallium-68 
68
Ga 
Copper-64 
64
Cu 
Zirconium-89 
89
Zr 
Max β+ energy 
[MeV] 0.64 1.90 0.65 0.90 
Max positron 
range [mm] 2.30 8.90 2.50 3.80 
Mean positron 
range [mm] 0.50 3.10 0.60 1.30 
Branching ratio 0.96 0.89 0.18 0.23 
Half-life [h] 1.80 1.10 12.7 78.4 
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To investigate the dependence of sensitivity on the chosen radionuclides, the sensitivity of the 
system was investigated for 
18
F, 
68
Ga, 
64
Cu and 
89
Zr using the NEMA NU-4 image quality 
phantom (for a more realistic estimation of sensitivity) positioned in the center of the FOV (non-
NEMA method) based on the following equation [25], 
 𝑆 =
𝑅𝑡𝑟𝑢𝑒
𝐴 ∗ 𝐵
× 100% (1) 
 
S is the sensitivity of the system and is given as a percentage. 𝑅𝑡𝑟𝑢𝑒  is the true count rate, A is the 
decay corrected activity and B is the branching ratio. 
The sensitivity was also evaluated using the 
22
Na point source (NEMA method) at three offsets, 
at the centre of the FOV and at a quarter of the FOV in either direction. Uncertainty in the 
analyses was calculated using Gaussian error propagation. 
2.4.2 Region of Interest (ROI) analyses 
 
Analysis of the reconstructed images was done using PMOD (version 3.604, PMOD 
Technologies Ltd., Switzerland). In PMOD statistics, binary mode (100% inclusion) was used. 
This means that only those pixels fully enclosed by the volume of interest (VOI) were used for 
determining the statistics. 
Comparison of the imaging characteristics of the system with different radionuclides was based 
on the convergence of the algorithm and the calculation of the respective recovery coefficients. In 
the uniform region, a cylindrical VOI of 22.5 mm in diameter and 10 mm length was defined. For 
the rods, slices covering the central 10 mm length were averaged to obtain a single slice of lower 
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noise [35]. Circular ROIs were drawn in this image around each rod with a diameter equal to the 
physical diameter of the rod. 
The recovery coefficients (RC) were calculated by the analytical approach as shown in Eq. (2) 
[23, 36], 
 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
𝑡𝑟𝑢𝑒 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛
 
      
(2) 
The recovery coefficients were also calculated based on the NEMA methodology using the 
following equations [25, 37]: 
The recovery coefficient was calculated as shown in Eq. (3), 
𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 =
𝑚𝑒𝑎𝑛 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑙𝑖𝑛𝑒 𝑝𝑟𝑜𝑓𝑖𝑙𝑒
𝑚𝑒𝑎𝑛 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑢𝑛𝑖𝑓𝑜𝑟𝑚 𝑟𝑒𝑔𝑖𝑜𝑛
 
  (3) 
The percentage standard deviation was calculated according to Eq. (4), 
                       %𝑆𝑇𝐷 = 100 × √(
𝑆𝑇𝐷𝑙𝑖𝑛𝑒𝑝𝑟𝑜𝑓𝑖𝑙𝑒
𝑀𝑒𝑎𝑛𝑙𝑖𝑛𝑒𝑝𝑜𝑓𝑖𝑙𝑒
)
2
+ (
𝑆𝑇𝐷𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
𝑀𝑒𝑎𝑛𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
)
2
                                          
  (4) 
The analytical method involves a region of interest with a diameter equal to the diameter of the 
respective rods in the phantom. Hence, it provides a recovery coefficient value that is more 
realistic to a preclinical imaging scenario. The NEMA methodology uses a line profile to evaluate 
the corresponding recovery coefficients and hence is more suitable to be used as a standard while 
comparing different systems.  
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The ideal number of iterations needed to obtain quantitative data for each examined radionuclide 
was identified by defining the convergence of the algorithm for all the radionuclides. The 
convergence criterion was defined based on the calculation of the coefficient of variation CV [38] 
according to 
CV = (SD
2
+∆p2)0.5    (5) 
Here, SD is the standard deviation of the measured parameter (activity concentration in kBq/ml); 
∆p is the difference of the measured parameter from the true value. The reconstruction algorithm 
was considered to be converged when the coefficient of variation of the measured parameter from 
the truth was minimal. The convergence was calculated for all the three regions of the NEMA IQ 
phantom (uniform region, rods and the air/water compartments). Significance of the difference 
between the recovery coefficients of different radionuclides was tested by applying the student t-
test method [39]. 
2.4.3 Spillover ratio and uniformity 
 
Uniformity was calculated as stated in the NEMA protocol by using the mean, maximum and 
minimum activity concentrations with in a VOI of 22.5 mm diameter and 10mm length in the 
uniform region of the NEMA phantom. The spill over ratios (SOR) was defined as the ratio of the 
mean activity concentration in the cold region (air and water cylindrical inserts) to the mean 
activity concentration in the uniform region of the NEMA phantom. The standard deviations 
were calculated as per equation (4)[25]. 
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2.4.4 Spatial resolution 
 
The spatial resolution was calculated at the center of the detector FOV for the x, y and z direction 
based on the method described in the NEMA protocol [25]. In this method the central slice with 
the maximum pixel intensity is selected followed by summing up all the 1 dimensional line 
profiles parallel to the investigated orientation (x, y or z) (Figure 5). Parameters of the parabolic 
function were fitted to the maximum pixel and its two neighboring pixels to find the absolute 
maximum pixel intensity of the interpolated curve. Finally, the full width at half maximum 
(FWHM) is determined at half of this maximum value and the full width at tenth maximum 
(FWTM) is determined at tenth of the maximum value by interpolation.   
 
 
 
 
 
 
Figure 5: Parameters of the parabolic function fitted to the maximum pixel 
and its two neighboring pixels to find the absolute maximum pixel intensity 
of the interpolated curve according to the NEMA protoc ol [25].  
 
Additionally, this FWHM was corrected for the image pixel and source size. The blurring caused 
by the system response can be approximated by a Gaussian function. The one-dimensional profile 
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of the approximate cylindrical source, in the x, y or z direction, is a rectangular function. As a 
first approximation, this rectangular function can be represented also by a Gaussian function with 
the same area under the curve and the same height as the rectangular function. Hence, the 
corrected FWHM of the device is obtained according to 
(FWHMd)
2
 = (FWHMm)
2
- (FWHMs)
2
                      (6) 
FWHMd, FWHMm, FWHMs correspond to the FWHM of the detector, measured (convoluted) 
and the source. We use this approximation for a Gaussian distribution to correct for the source 
sizes. 
The measurements were performed with the 
22
Na point source along with the three radionuclides 
under investigation. The measurements with 
18
F, 
68
Ga, 
64
Cu and 
89
Zr were performed using the 
in-house point source phantom described in section 2.2, positioned at the geometric centre of the 
FOV. Static acquisitions of 15 min were made and the reconstructions were made with 25 
iterations and a pixel size of 0.5 mm was used. The reconstructed images consisted of a volume 
of ‘160×160×298’ voxels. All the analysis was performed using MATLAB (R2015a, 
MathWorks, Natick, Massachusetts, USA). 
2.5 Phantom measurements (SPECT) 
 
In order to simulate the activity distribution and uptake in a small animal, measurements were 
performed with the NEMA NU-4 image quality phantom was used. 
99m
Tc with a starting activity 
concentration of ~4760 kBq/ml for sensitivity and linearity assessments (twelve time-points with 
each measured for 60 min) and ~394 kBq/ml for calculating the recovery coefficients (RC) 
(acquisition of 30 min). An acquisition of 30 min (same settings and duration as the phantom 
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measurements) with the phantom filled with non-radioactive water placed in the FOV was made 
to estimate the background counts. 
The data were reconstructed with ordered subset expectation maximization (OSEM) algorithm; a 
voxel size of 0.85 µm (SPH) and 1.0 µm (MPH) with iterations from 2 to 50.  System sensitivity 
and the recovery coefficients were analyzed. Analyses were performed with the PMOD software 
(PMOD Technologies Ltd., Switzerland). 
An in-house phantom was developed of polymethylmethacrylate (PMMA) with dimensions of 
(60x60x10) mm
3
 containing cylindrical capillaries (Fig. 2B) with a diameter of 1 mm, filled with 
a 1 µl point source solution of 
99m
Tc positioned at the geometric centre of the FOV. This phantom 
was used to measure the spatial resolution of the system at the centre of the FOV. 
2.6 Performance analysis (SPECT) 
2.6.1 Linearity and sensitivity assessments 
 
To measure the sensitivity of the system, the NEMA phantom and the point source phantom were 
used. The NEMA phantom was uniformly filled with radioactivity. The point source phantom 
allowed to obtain the sensitivity of the system to a point source and hence to follow the same 
procedure as described in [21]. A capillary was filled with a drop and then located in the central 
hole of the point source phantom. Both the NEMA and the point source phantoms were scanned 
with the SPH or MPH for a given time interval. The average counts provided by the machine, 
subtracted with the background averaged counts, were divided by the activity injected into the 
phantom corrected for the decay time. The evaluation of the background counts was performed 
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by running an acquisition without any radioactive source for the same time used to scan the 
NEMA phantom filled with the radioactivity. 
 
The sensitivity of the detectors was calculated as the ratio of the number of counts per second 
corrected for the background to the true activity concentration in the phantom.  
To evaluate the count rate linearity, the NEMA phantom was filled with a known concentration 
of activity and then repeatedly scanned during time. The resulting cps were then plotted as a 
function of the activity, corrected by the decay time. 
The linearity of the system was evaluated by measuring the NEMA phantom with an activity 
concentration of ~4760 kBq/ml up to a duration where the activity decayed to a negligible 
amount. The resulting cps were plotted against the decay corrected activity and fitted to a 
paralyzable system function (Eq. 7) [18]. 
       𝑦 = 𝑎 ∗ (𝑋 + 𝐵) ∗ 𝐸𝑥𝑝((−𝑋 + 𝐵) ∗ 𝑡)                                  (7) 
Here, 𝑎 is the sensitivity in cps/MBq, 𝐵 is the activity in MBq and 𝑡 is the deadtime. 
2.6.2 Region of Interest (ROI) analysis 
 
The recovery coefficients were calculated as the ratio of the apparent activity in the rods to the 
activity in the uniform region. The recovery coefficients were also used to investigate the 
convergence of the iterative algorithm. The ideal number of iterations needed to obtain 
quantitative data was identified by defining the convergence point of the reconstruction 
algorithm. The convergence criterion was defined based on the calculation of the coefficient of 
variation CV [38] according to Eq. 5. 
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2.6.3 Image uniformity 
 
The evaluation of the image uniformity was performed using the NEMA phantom. It was filled 
with a known concentration of activity and then scanned for many time points. The analysis was 
performed following the NEMA protocol. According to this protocol a cylindrical VOI has to be 
drawn in the center of the uniform region of the NEMA image quality phantom (figure 3.12). The 
PMOD program was used to perform the analysis. The parameters that have to be measured and 
reported are the following: 
• the average activity concentration; 
• the integral uniformity; 
• the percentage standard deviation [20]; 
• the minimum and maximum values in the VOI. 
The integral uniformity [3] is defined as follows: 
 
𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦 =
𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑣𝑜𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒 − 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑣𝑜𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒
𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑣𝑜𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒 + 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑣𝑜𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒
× 100 
 
(8) 
 
It is important to underline that smaller the integral uniformity value, the more the image 
uniformity, since the difference between the maximum and the minimum pixel value is smaller. 
The percentage standard deviation (% STD) is defined as follows: 
                                  % 𝑆𝑇𝐷 =
𝑣𝑜𝑥𝑒𝑙_𝑆𝑇𝐷
𝑚𝑒𝑎𝑛 𝑣𝑜𝑥𝑒𝑙 𝑣𝑎𝑙𝑢𝑒
× 100     (9) 
 
 
Also in this case the smaller % STD value the more the image uniformity. To investigate the 
image uniformity the integral uniformity, the % STD, the minimum and the maximum voxel 
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value, divided by the mean voxel value, were plotted as a function of the injected activity and as 
a function of the number of iterations. The average activity concentration was also investigated as 
a function of the number of iterations to evaluate the convergence of the algorithm in the uniform 
region. 
2.6.4 Spatial resolution 
 
The spatial resolution was calculated at the center of the detector FOV for the axial, tangential 
and radial direction based on the method described in the NEMA protocol [25] and in section 2.3 
(d).  
The measurement
 
were performed using the in-house point source phantom described in section 
2.2, filled with a 1 µl point source solution of 
99m
Tc positioned at the geometric centre of the 
FOV. All the analysis was performed using MATLAB (R2015a, MathWorks, Natick, 
Massachusetts, USA). 
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3. Developed methodology for system point spread function 
(PSF) determination 
 
In this section, an alternative method to determine the PSF at the example of a pre-clinical PET 
system is presented. In general the method is applicable to any imaging device. The method is 
based on 3-dimensional Gaussian fit functions taking into account the correction for the pixel size 
and the source dimension (Figure 6). Furthermore, the effect of inaccurate determination of the 
PSF on the partial volume correction and hence the quantification of small structures in an image 
is demonstrated. The proposed alternative method contains 3-dimensional fitting, validation of 
the goodness of fit and choosing the best function based on the Akaike information criterion 
(AIC).  
 
 
 
 
 
 
Figure 6: Example showing the fitting of data with (A) one Gaussian and (B) 
two Gaussian functions. 
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3.1 Determination of the Point Spread Function 
 
The Sodium-22 (
22
Na) point source phantom (0.37 MBq, calibrated on the May, 1
st
  2014, Eckert 
& Ziegler, Berlin, Germany) with an active volume of 0.25 mm in diameter sphere, which is 
embedded in an acrylic cube 1 x 1 x 1 cm
3
), was used to determine the spatial resolution of the 
PET sub-system based on the different methodologies.
 
 
The Albira software suite was used for all data acquisitions and reconstructions. The acquisition 
of the point source was made for 15 min (> 10,000 counts). Image reconstructions were 
performed using the maximum likelihood expectation maximization (MLEM) algorithm with a 
pixel size of 0.5 mm. The reconstructed images consisted of a total volume of ‘160×160×298’ 
voxels. For image reconstruction the maximum likelihood expectation maximization (MLEM) 
algorithm with 25 iterations was used. 
 
The PSF and the corresponding full width at half maximum (FWHM) was calculated at the centre 
of the detector field of view (FOV) for the x, y and z directions based on the NEMA protocol 
(Section..) and using alternative methods based on 3-dimensional fitting functions. All the 
analyses were performed using MATLAB (R2015a, MathWorks, Natick, Massachusetts, USA).  
The methods are described in detail below. 
3.1.1 Defining the function set 
 
A set of 3-dimensional (3D) Gaussian functions (Eqs. (1)-(5)) was used in this study. The 
Gaussian function provides a good approximation of a continuous distribution, and hence it was 
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utilized to determine the PSF of the distribution. To take into account the convolution effect of 
pixel and source geometry in the system [40] the 3D-Gaussian function was convolved with both 
pixel size (3D Gaussp) (Eq. (2)), source size (3D Gausss) (Eq. (3)). Additionally, sum of two 
Gaussian functions (3D 2-Gauss) (Eq. (4)) and sum of three Gaussian functions (3D 3-Gauss) 
(Eq. (5)) were implemented. 
 
  𝑓𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑥, 𝑦, 𝑧) = 𝑎 ∙ ∏ [𝑒
−
(𝑢−𝑏𝑢)
2
2∙𝑐𝑢
2 ]𝑢=𝑥,𝑦,𝑧       (10) 
 𝑓𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛+𝑝𝑖𝑥𝑒𝑙(𝑥, 𝑦, 𝑧) = 𝑎 ∙ ∏ [erf (
(𝑢−(𝑏𝑢−𝑝)
√2∙𝑐𝑢
) − erf ( 
(𝑢−(𝑏𝑢+𝑝)
√2∙𝑐𝑢
)]𝑢=𝑥,𝑦,𝑧   (11) 
𝑓𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛+𝑠𝑜𝑢𝑟𝑐𝑒(𝑥, 𝑦, 𝑧) = 𝑎 ∙ ∏ [erf (
𝑢−(𝑏𝑢−𝑟)
√2∙𝑐𝑢
) − erf ( 
𝑢−(𝑏𝑢+𝑟)
√2∙𝑐𝑢
)]𝑢=𝑥,𝑦,𝑧    (12) 
𝑓2𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑥, 𝑦, 𝑧) = 𝑎1 ∙ ∏ [𝑒
−
(𝑢−𝑏𝑢)
2
2∙𝑐1𝑢
2 ]𝑢=𝑥,𝑦,𝑧 + 𝑎2 ∙ ∏ [𝑒
−
(𝑣−𝑏𝑣)
2
2∙𝑐2𝑣
2 ]𝑣=𝑥,𝑦,𝑧   (13) 
𝑓3𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 = 𝑎1 ∙ ∏ [𝑒
−
(𝑢−𝑏𝑢)
2
2∙𝑐1𝑢
2 ]𝑢=𝑥,𝑦,𝑧 + 𝑎2 ∙ ∏ [𝑒
−
(𝑣−𝑏𝑣)
2
2∙𝑐2𝑣
2 ]𝑣=𝑥,𝑦,𝑧 +𝑎3 ∙ ∏ [𝑒
−
(𝑤−𝑏𝑤)
2
2∙𝑐3𝑤
2 ]𝑤=𝑥,𝑦,𝑧  
           (14) 
 
Here, 𝑓𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 is the 3D Gaussian function; 𝑖 represents the orthogonal axis x, y and z; 𝑎 is the 
maximum value of the Gaussian function; 𝑏𝑖 is the centre of the Gaussian peak; 𝑐𝑖 is the standard 
deviation of the Gaussian distribution; 𝑓𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛+𝑝𝑖𝑥𝑒𝑙 is the 3D Gaussian function with the 
correction to the pixel dimension;𝑟 is the diameter of the source; 𝑓𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛+𝑠𝑜𝑢𝑟𝑐𝑒 is the 3D 
Gaussian function with the correction to the source dimension;𝑟 is the radius of the source 𝑝 is 
the pixel size. Note that Eqs. 11 and 12 are obtained by integrating Eq. 10 over the pixel size and 
the source dimension, respectively. In addition, 𝑓2𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 and 𝑓3𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 are the two terms of 3D 
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Gaussian function (Eq. 13), and three terms of 3D Gaussian function (Eq. 14) with the correction 
for source dimensions, where u, v and w are the orthogonal axis x, y and z of the first, second and 
third Gaussian term. 
3.1.2 Fitting process 
 
The parameters of the Eqs. (10) - (12) were fitted to the 3D intensity data (Section 2.2). The 
starting values were taken from the data using NEMA method for the following parameters: the 
maximum pixel intensity (a), the location of the central pixel (b) and the expected FWHM. The 
fitting was performed by minimizing the objective function i.e. the sum of squares (SS) (Eq. (15)) 
using the fminsearch function in the MATLAB software with following computational setting: 
maximum number of function evaluations 500000, maximum number of iterations 30000 and 
tolerance of the function and parameters 10
-4
  [41].  
  
𝑆𝑆 = ∑(𝑓 − 𝑑𝑎𝑡𝑎𝑥,𝑦,𝑧)
2
      (15)  
 
Where 𝑓  is the investigated function e.g. 𝑓𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑥, 𝑦, 𝑧); 𝑑𝑎𝑡𝑎𝑥,𝑦,𝑧 is the pixel intensity value 
at the certain x, y and z position. 
 
The goodness of fit was evaluated by visual inspection of the graphs, the coefficient of variance 
(CV) of the fitted parameters (CV<25% precise, CV<50% acceptable), elements of correlations 
matrix (-0.8<each element<0.8, acceptable) and the adjusted R
2
 (close to 1, acceptable) (Table 1 
in [42]). 
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The FWHM and the FWTM of the 3D-Gaussian functions in Eqs. (10)-(14) were then calculated 
for each orthogonal axis x, y and z according to the analytical solutions (Appendix A). 
3.1.3 Choosing the fit function best supported by the data 
 
Often different fit functions can be used to describe a data set. In this case a criterion is required 
to choose the function best supported by the data. Therefore, all functions were evaluated first by 
the goodness of fit criteria (table 1 in [42]). From the functions yielding an adequate fit, the 
function best supported by the data was chosen based on the corrected Akaike Information 
criterion (Eq. (16)) and Akaike weight  (Eq. 19). The Akaike weight is the probability that the 
corresponding function is the best among the given set of considered functions [43]. The function 
with the smallest values of the AIC and AICc indicate the best function out of the set. 
 
  𝐴𝐼𝐶 = 𝑁 ∙ 𝑙𝑛 (
𝑆𝑆
𝑁
) + 2 ∙ (𝐾 + 1)      (16) 
  𝐴𝐼𝐶𝑐 = 𝐴𝐼𝐶 +
2∙(𝐾+1)∙(𝐾+2)
𝑁−𝐾−2
       (17) 
  ∆𝑖= 𝐴𝐼𝐶𝑐𝑖 − min 𝐴𝐼𝐶c       (18) 
          
  𝑤𝑖 =
𝑒
−
∆𝑖
2
∑ 𝑒
−
∆𝑘
2𝑘
         (19) 
 
Where 𝑁 is the sample size (13×13×13); 𝑆𝑆 is the sum of squares calculated according to Eq. 
(15); 𝑖 is the number of the fitted parameters; min 𝐴𝐼𝐶 is the minimum AIC from all functions; ∆𝑖 
is the difference of the AIC of a function i to the minimum AIC; 𝑤𝑖 is the Akaike weight. 
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3.2 Simulation study to determine the effect of inaccurate 
PSF determination 
 
A convolution of a mathematical phantom source created in MATLAB and a Gaussian with the 
calculated PSFs from section 2.3 was simulated to analyze the effect of estimated PSF on the 
activity quantification of both methods, i.e. NEMA and Gaussian fit. Therefore, 5 spherical 
sources with different dimensions, i.e. diameters 5 mm, 4 mm, 3 mm, 2 mm and 1 mm and a 
homogenous activity of 1 a.u. was created in the centre of a cube with size of 151×151×151 
voxels (1 voxel is equal to 0.5
3
 mm
3
). The mathematical phantom sources were then convolved 
with normalized Gaussian functions with PSFs as determined according to the NEMA or 
Gaussian fit method (Figure 7). The maximum value in the centre of the convolved cube (Max) 
and the total activity inside the sphere of the convolution cube (Act) were determined. 
 
 
 
 
 
 
Figure 7: An illustration to show the convolution of the mathematical 
phantom source with the normalized Gaussian functions with PSFs as 
determined according to the NEMA or Gaussian fit method . 
 
Relative deviations (RD) between the Max using FWHM (method 1) and FWHM (Method 2) and 
between the corresponding Act values were calculated according to  
 
   28 
 𝑅𝐷 =
 𝑃(𝑀𝑒𝑡ℎ𝑜𝑑 1)− 𝑃(𝑀𝑒𝑡ℎ𝑜𝑑 2)
𝑃 (𝑀𝑒𝑡ℎ𝑜𝑑 2)
× 100%    (20) 
Here, P represents the parameters Max or Act. 
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4. Results 
 
This section presents all the analyses and results for the performance evaluation of the Albira II 
PET and SPECT systems. In addition, the results from the developed scheme to determine the 
PSF of an imaging system are also discussed in the section. 
4.1 Performance analysis (PET) 
 
4.1.2 Linearity and sensitivity assessments 
Total prompts, randoms and the net trues for the acquisitions with 
18
F, 
68
Ga, 
64
Cu and 
89
Zr as a 
function of administered activity are shown in figure 8. The amount of inherent activity in the 
detectors due to the gamma emissions from 
176
Lu was estimated from the background trues to be 
(710 ± 2) cps and subtracted from the total prompts rate. 
 
 
 
 
 
 
Figure 8: Total prompt, trues and randoms with dead -time correction for 
radionuclides 18F (A), 68Ga (B), 64Cu (C) and 89Zr (D). The dotted black line 
represents the expected total trues calculated based on interpolating the data 
from the linear section of the trues,  where there were no dead-time effects [44]. 
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The total prompts rate, true count rate and randoms count rate increased with increase in activity. 
In figure 8, the dead-time corrected true counts were linear for activities ≤ 7 MBq 18F and 68Ga, ≤ 
17 MBq (
64
Cu) and ≤ 12 MBq (89Zr) and the adjusted R2 values were 0.999. Above this limit for 
activities ≥ 12 MBq an over-correction of 18 % (18F), 15 % (68Ga) and 7 % (89Zr) was observed. 
For an activity in the range of 14-17 MBq, the randoms were 5 %, 4 %, 1.2 % and 5 % of the 
total prompts for 
18
F, 
68
Ga, 
64
Cu and 
89
Zr, respectively. 
The sensitivities of the system measured with the NEMA image quality mouse phantom (Non-
NEMA method) placed in the center of the FOV for 
18
F, 
68
Ga, 
64
Cu and 
89
Zr were (3.78 ±0.05) 
%, (3.97 ±0.18) %, (3.79 ±0.37) % and (3.42 ±0.19) %, respectively. The sensitivities of the 
system based on the 
22
Na point source (NEMA method) positioned at the center of the FOV and 
one-fourth of the FOV on either side of the center were (5.53 ±0.06) % at the center, (2.00 ±0.01) 
% at -1/4
th
 of the FOV and (1.94 ±0.01) at +1/4
th
 of the FOV. 
4.1.2 Region of Interest (ROI) analyses 
The images obtained with each of the radionuclides and the NEMA image quality phantom are 
shown in Fig. 3 for the hot rods and the uniform region. The corresponding convergence of the 
reconstruction algorithm for the NEMA image quality phantom filled with each of the 
radionuclides is shown in Figure 9. The MLEM reconstruction algorithm converged with 15, 25 
and 25 iterations for the uniform region (Figure 9A), rods (Figure 9B, only the 3 mm rod is 
shown for each radionuclide) and the air/water compartments, respectively. The corresponding 
recovery coefficients from the images based on ROI analyses are shown in Figure 10 and Figure 
11. For the uniform region of the image quality phantom (Figure 10) the MLEM algorithm with 
15 min acquisition, the reconstructed activity concentration changes about 2% from the 5
th
 to the 
15
th
 iteration and thus the algorithm is converged at 15 iterations for all the three radionuclides. 
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For the cylindrical rods (Fig. 11A, 11B, 11C and 11D), the recovery coefficients increased 
gradually as the number of iterations increased. The algorithm converged at 25 iterations for the 5 
mm, 4 mm and 3 mm rods.  
However, it took more than 40 iterations for the 2 mm rod with 
18
F and 
68
Ga to converge 
according to the criteria given in Eq. (6).  
Figure 9: The convergence of the MLEM reconstruction algorithm based on 
the calculation of the coefficient of variation for the uniform region (A) and 
rods (B, only the 3 mm rod is shown for each radionuclide) with increasing 
number of iterations, for 18F, 68Ga, 64Cu and 89Zr.  
 
The recovery coefficients from the uniform region of the image quality phantom with a 
cylindrical VOI of 22.5 mm in diameter and 10 mm length were 0.97 ±0.05, 0.98 ±0.06, 0.98 
±0.06 for 
18
F, 
68
Ga and 
64
Cu, respectively. In table 2, the RC values for the cylindrical rods are 
shown. The recovery coefficients of 
68
Ga were significantly lower than those of 
18
F for all the 
rods (p<0.05). The values for the recovery coefficient for each of the radionuclides significantly 
increased when evaluated with the NEMA methodology. 
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Figure 10: Recovery coefficients based on ROI analyses of the NEMA image 
quality phantom filled with ~ 8 MBq of the respective radionuclide, for the 
uniform region filled with 18F, 68Ga, 64Cu and 89Zr for each of the 
radionuclides.  
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Figure 11: Recovery coefficients based on ROI analyses of the NEMA image 
quality phantom filled with ~ 8 MBq of the respective radionuclide, for the 
hot rods region filled with 18F (A), 68Ga (B), 64Cu (C) and 89Zr (D) for each of 
the radionuclides. 
 
 
Table 2: Recovery coefficients for the hot rods reconstructed with 25 iterations and an 
activity of 8 MBq based on ROI analyses and the NEMA analysis technique (Eqs. 2, 3, 4) 
Rod 
diameter 
Fluorine-18 
18
F 
Gallium-68 
68
Ga 
Copper-64 
64
Cu
 
Zirconium-89 
89
Zr 
 
ROI 
Analyses 
NEMA 
ROI 
Analyses 
NEMA 
ROI 
Analyses 
NEMA 
ROI 
Analyses 
NEMA 
5 mm 0.77±0.13 0.79±0.10 0.51±0.08 0.56±0.10 0.62±0.14 0.71±0.19 0.52±0.10 0.59±0.14 
4 mm 0.59±0.10 0.76±0.10 0.40±0.07 0.42±0.10 0.60±0.13 0.69±0.13 0.49±0.11 0.53±0.11 
3 mm 0.51±0.10 0.60±0.10 0.28±0.06 0.30±0.15 0.47±0.10 0.59±0.11 0.34±0.07 0.41±0.11 
2 mm 0.17±0.10 0.31±0.16 0.10±0.04 0.10±0.15 0.30±0.04 0.46±0.19 0.29±0.06 0.37±0.13 
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4.1.3 Spill over ratio and uniformity 
The spill over ratios (SOR) decreased after performing scatter correction for each radionuclide. 
The corresponding percent decrease in SOR after scatter correction and reconstructed with 25 
iterations (based on the convergence results from the cold region of the NEMA IQ phantom) 
were, in air, 25%, 15%, 16% and 16% in water 15%, 12%, 20% and 18% for 
18
F, 
68
Ga, 
64
Cu and 
89
Zr respectively.  
The uniformity of the images was evaluated as per the NEMA protocol. The ratios of maximum 
to mean pixels in the uniform region were 1.22, 1.26, 1.28 and 1.28 the corresponding ratios of 
minimum to mean were 0.70, 0.73, 0.61 and 0.62 for 
68
Ga, 
18
F and 
64
Cu, respectively. The 
percentage standard deviation was 6.4%, 6.7%, 6.6%, 6.8% for 
18
F, 
68
Ga, 
64
Cu and 
89
Zr 
respectively.  
4.1.4 Spatial resolution 
The spatial resolution calculated as per the NEMA protocol for a 
22
Na point source at the center 
of the FOV were 1.52 mm, 1.47 mm and 1.48 mm in the x, y and z orientation, respectively. The 
corresponding values for the other investigated radionuclides were 1.48 mm, 1.39 mm, 1.47 mm 
(
18
F), 1.59 mm, 1.57 mm, 1.67 mm (
68
Ga), 1.49 mm, 1.41 mm, 1.47 mm (
64
Cu) and 1.54 mm, 
1.52 mm, 2.23 mm (
89
Zr). Figures 12A, 12B and 12C show the calculated FWHM and FWTM 
values for 
18
F, 
68
Ga and 
64
Cu at radial offsets of 5 mm, 10 mm, 15 mm and 25 mm from the 
center. Additionally, the FWHM at one-fourth of the total axial length (at the center of the FOV) 
in the x, y and z orientation were 1.55 mm, 1.54 mm, 2.03 mm (
18
F), 1.67 mm, 1.63 mm, 1.83 
mm (
68
Ga) and 1.57 mm, 1.55 mm, 2.07 mm (
64
Cu), respectively. The ratios of the 
FWTM/FWHM based on the mean values for 
22
Na, 
18
F, 
68
Ga, 
64
Cu and 
89
Zr were 2.1±0.1, 
2.4±0.1, 2.6±0.2, 2.4±0.1 and 2.2±0.2, respectively.  
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Figure 12: The calculated FWHM and FWTM values for 18F, 68Ga and 64Cu at 
radial offsets of 5 mm, 10 mm, 15 mm and 25 mm from the center as per the 
NEMA protocol.  
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4.2 Performance analysis (SPECT) 
 
4.2.1 Linearity and sensitivity assessments  
The sensitivity of the SPECT detectors was calculated as the ratio of the number of counts per 
second (cps) corrected for the background to the true activity. The overall sensitivity measured 
with the NEMA phantom was 15.7±0.1 cps/MBq (SPH) and 69.2±0.1 cps/MBq (MPH). The 
sensitivity measured at the center of the FOV with the point source was 23.10±0.3 cps/MBq 
(SPH) and 105.6±5.5 cps/MBq (MPH). 
Figure 13: The count rate linearity of the system with both the (A) SPH and 
(B) MPH configuration plotted as a function of increasing activity . 
 
The count rate linearity of the system with both the SPH and MPH configuration plotted as a 
function of increasing activity is shown in figure 13. The cps showed a linear increase with the 
increasing activity for the SPH configuration. However, with the MPH configuration a deviation 
was observed for the higher activities indicating detector dead-time. Based on this deviation at 
higher activities, a paralyzable system function was used to fit the data (red line in figure 13).  
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4.2.2 Region of Interest (ROI) analysis  
The OSEM reconstruction algorithm converged with 10-12 iterations for all the rods. The 
corresponding RC values for the 5 mm, 4 mm, 3 mm and 2 mm rods were 0.60±0.28, 0.61±0.24, 
0.29±0.11 and 0.20±0.06 (SPH) and 0.56±20, 0.50±18, 0.38±0.09 and 0.23±0.06 (MPH) (Figure 
14). The 1 mm rod of the NEMA phantom was not distinguishable from the background in the 
image.  
 
Figure 14: Recovery coefficient values for the 5 mm,  4 mm, 3 mm and 2 mm 
rods of the NEMA image quality phantom with (A) SPH and (B) MPH 
collimation systems for different iteration numbers  
 
 
 
 
 
 
   38 
4.2.3 Image uniformity 
For a larger activity, the reconstruction algorithm returns a more uniform image (Figure 15A). 
These considerations are also confirmed by the evaluation of the minimum and maximum voxel 
value divided by the mean activity concentration (Figure 15B). The “max/mean” approximately 
linearly increases increasing the number of iterations while the “min/mean” approximately 
linearly decreases increasing the number of iterations. Therefore, once again, the more iterations 
the larger the discrepancy between the “min/mean” and the “max/mean” and hence the smaller is 
the uniformity of the reconstructed image. The discrepancy between the two values is smaller for 
a larger activity, according to the fact that the larger the activity the better the image uniformity. 
 
 
 
 
 
Figure 15: Integral uniformity as a function of increasing activity (A) and 
increasing number of iterations (B). 
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4.2.4 Spatial resolution 
The spatial resolution of the system for the SPH and MPH configuration was calculated based on 
the NEMA protocol. The values for the axial, tangential and radial FWHM, corrected for the 
source dimensions, for the SPH were 2.51 mm, 2.54 mm, and 2.55 mm and for the MPH were 
2.35 mm, 2.44 mm and 2.32 mm, respectively (Figure 16). The ratios of the FWTM/FWHM 
based on the mean values for 
99m
Tc and SPH and MPH configurations were 1.88±0.03 and 
1.87±0.10, respectively. 
 
 
 
 
 
 
 
Figure 16: The axial, tangential and radial FWHM, corrected for the source 
dimensions, for the SPH and MPH collimation system 
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4.3 Developed methodology for system point spread function 
(PSF) determination 
 
The FWHMs and the FWTMs calculated in the three orthogonal directions (x, y and z) using the 
NEMA method (section 2.3 (a)) are shown in table 3 together with the values based on the PSFs 
estimation using the 3D Gausss, 3D Gaussp, 3D Gausss, 3D 2-Gauss and 3D 3-Gauss methods 
(Eqs. (1)-(5)). 
 
 
 
 
 
 
 
 
 
Figure 17: Fitting using the 3D Gauss function to the point source data f or 
the (a) XY, (b) YZ, and (c) XZ orientations. All coefficients of variance of the 
fitted parameters were below 0.5% and the adjusted R2 were > 0.98 (Table 
4). 
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Table 3: The FWHM and FWTM calculated by fitting the 3D-Intensity data with 3D 
Gauss, 3D Gaussp and the 3D Gausss, 3D 2-Gauss and 3D 3-Gauss function for the x, y 
and z orientation 
Method FWHM (mm) FWTM (mm) 
x y z x y z 
NEMA 1.68 1.51 1.50 3.44 3.42 2.87 
3D Gauss 1.87±0.01 1.70±0.01 1.50±0.01 3.40±0.03 3.10±0.03 2.74±0.03 
3D Gaussp 1.84±0.01 1.67±0.01 1.47±0.01 3.36±0.03 3.04±0.03 2.68±0.03 
3D Gausss 1.87±0.01 1.70±0.01 1.50±0.01 3.41±0.03 3.10±0.03 2.74±0.03 
3D 2-Gauss 1.78±0.01 1.74±0.01 1.83±0.01 3.43±0.03 3.42±0.03 3.43±0.03 
3D 3-Gauss 1.76±0.03 1.72±0.03 1.78±0.03 3.40±0.03 3.40±0.03 3.41±0.03 
 
Table 4: Coefficients of variance (CVs), adjusted R2 values and AIC and AICc values for 
the fitting with 3D-Intensity data with 3D Gauss, 3D Gaussp and the 3D Gausss, 3D 2-
Gauss and 3D 3-Gauss function 
Method Max. CV (%) adjR2 AIC AICc Akaike weight 
wi (%) 
NEMA 0.5 0.98 26454 26454 0 
3D Gauss 0.5 0.98 26456 26457 0 
3D Gaussp 0.5 0.98 26454 26454 0 
3D Gausss 0.5 0.98 26456 26457 0 
3D 2-Gauss 8.5 0.99 25486 25486 0 
3D 3-Gauss 29.0 0.99 25389 25389 100 
 
The parameters of the functions were successfully fitted to the 3D intensity data based on the 
alternative method using Gaussian functions. The corresponding fitted values for the location of 
the central pixel (parameters b) were similar for all three functions and the expected FWHM 
(proportional to parameter c) value was approximately 5% lower for the 3D Gaussp method as 
compared to the 3D Gauss and the 3D Gausss methods. Visual inspection of the graphs (Figure 
17) showed a good fit, the values for each element of the correlation matrix were between [-0.8; 
0.8], all coefficients of variances of the fitted parameters were < 0.5% and the adjusted R
2
 were > 
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0.98 for the fits with a single Gaussian function. For fits using two and three Gaussian functions 
the coefficients of variance of the fitted parameters were < 8.5% and < 29%, respectively (Table 
4). 
 
 
 
 
 
 
 
 
 
Figure 18: Comparison between activity distribution of the convolution using 
FWHM from NEMA (points) and FWHM from 3D Gauss (surface) for a source 
dimension of 2 mm. Note that this figure only represents the distribution for 
x=0. The distributions for y=0 and z=0 are similar . 
 
Figure 18 shows the comparison between activity distribution of the convolution using FWHM 
from NEMA (points) and FWHM from 3D Gauss (surface) for a source dimension of 2 mm. 
Values with the convolution using NEMA is incorrectly estimated in the range of 15-45 % 
compared to convolution using Gaussian fit for source dimensions of 1-5 mm (Figure 19). 
Furthermore, the relative deviations between the 3D 2-Gauss and 3D 3-Gauss are negligible. 
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Figure 19: Relative deviation of Max (A) and Act (B) calculated based on 
section 3.2 using PSFs from each of the methods (Eq. (20)), for source 
dimensions of 1-5 mm. 
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5. Discussion 
 
The performance of the PET and SPECT sub-system of Albira II trimodal imaging system was 
investigated for 
18
F, 
68
Ga, 
64
Cu, 
89
Zr and 
99m
Tc the influence of the imaging characteristics on the 
accuracy of data quantification was determined. Additionally, an alternative 3-dimensional fitting 
method to determine the PSF of imaging systems is developed 
PET-Linearity and Sensitivity 
System linearity is a prerequisite for image quantification. The dead-time corrected net trues 
(Figure 8) fall along a straight line and show system linearity for an activity in the range of 0-7 
MBq 
18
F and 
68
Ga. Beyond this range the system performed an over-correction for dead-time 
resulting in a deviation greater than 5% from the expected trues thus artificially increasing the 
number of reported trues. This range of activity is in agreement with a previous study done with 
the Albira PET system and 
18
F phantom measurements that showed that the Albira count rate 
range was adequate for small animal studies where, typically, 7 MBq of FDG was injected [45]. 
In principle, based on Figures 8A and 8B, a simple correction could be applied to improve the 
data accuracy for injected higher activities. For 
64
Cu, the net trues fall along a straight line for the 
full range of activity used (17.42 MBq). This is due to the low positron yield of 
64
Cu (18%) that 
results in a lower number of trues detected even for a high activity and thus not reaching the 
saturation of the detectors. Similar studies conducted by Sanchez et al. and Spinks et al. 
concluded that the system electronics saturated with 
18F for activities ≥ 12MBq and ≥ 10 MBq, 
respectively [33, 45]. The dead-time overcorrection implies that care must be taken during 
simultaneous measurements of multiple animals in the FOV. As shown in some of the previous 
studies [46, 47], comparatively higher activities can be used in the detector FOV without any 
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dead-time effects.  However, the Albira II system shows a very good linearity for the range of 
activity used for typical single animal measurements in the FOV [48]. The 
22
Na point source 
measured at the center of the axial FOV and a 30% energy window, resulted in a sensitivity of 
(5.53 ±0.06) %. This value is higher as compared to all the systems evaluated by Goertzen et al. 
[49]. This is most probably due to the large solid angle coverage as a result of an extended axial 
FOV of 148 mm in the Albira II system. A comparatively lower sensitivity was observed at a 
quarter lengths on either side of the center, a result similar to the one shown by Spinks et al. [45]. 
The absolute sensitivity measured with the NEMA image quality phantom positioned at the 
center of the FOV for 
18
F, 
68
Ga and 
64
Cu was within two standard deviations of each other. 
Considering the dead-time effect or the over-correction mentioned above for higher activities, 
only activities lower than 7 MBq were used to determine the sensitivities with the three 
radionuclides. The effect of the LYSO background was seen when the counts fell below 1500 
cps, which showed a deviation of up to 40% from the expected trues. This result agrees with 
previous studies that show the effect of LYSO background on image quantification [50, 51]. 
SPECT Linearity and Sensitivity 
The sensitivity of a SPECT depends on factors like pinhole aperture diameter; number of 
pinholes and also on the distance between the imaging object and the pinholes [52, 53]. The 
sensitivity of the MPH configuration with both a mouse equivalent phantom in the center of the 
FOV and the NEMA point source was approximately five times the sensitivity of the SPH 
configuration as expected [54]. The sensitivity measured with the point source was higher as 
compared to that measured with the NEMA phantom due to attenuation effects of the NEMA 
phantom. However, the NEMA phantom is a mouse equivalent phantom and hence we can obtain 
a value for sensitivity that is more realistic to a preclinical setting. 
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The sensitivity increases with the decreasing activity due to the saturation of the detectors at 
higher activities. For both MPH and SPH configuration, the sensitivity drops after background 
correction probably due to an overcorrection as for very low counts it is difficult to distinguish 
between the true and the background counts. 
In figure 13, the response of the system increases linearly with increasing activity. With the MPH 
configuration a slight bending is observed for higher activities indicating detector saturation. The 
paralyzable system function (Eq. 7) was able to describe this bending accurately with an adjusted 
R
2
 of 0.99. 
PET-Spatial resolution 
Radial, tangential and axial resolution was calculated based on the NEMA methodology and a 
point source of each of the radionuclide. Additionally, the spatial resolution with 
18
F, 
68
Ga and 
64
Cu point source was investigated for various radial offsets from the center of the FOV. NEMA 
recommends the 3D filtered back projection for image reconstruction of the data [25]. At the time 
of this study, only an MLEM reconstruction algorithm was available with the ALBIRA II PET. 
However, usually FBP has streak artefacts due to limited-angle projections and thus the use of 
FBP may have additional problems. Although iterative algorithms like MLEM result in improved 
FWHM’s with increasing number of iterations when a point source is imaged in the absence of a 
background, it also provides an accurate description of the system geometry taking into account 
the effects of detector size. Hence, most of the modern systems with ring geometry include an 
MLEM algorithm instead of FBP [55-58]. 
Positron range of individual radionuclides limits the spatial resolution [14, 21, 59]. Based on the 
mean positron ranges (Table 1), the results were as expected with the 
22
Na showing the highest 
resolution for all three orientations, followed by 
18
F FWHM. Due to its large mean positron range 
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of 3.1 mm, 
68
Ga has been previously shown to result in a comparatively poor spatial resolution 
[60]. Consequently, 
68
Ga showed the lowest spatial resolution amongst the investigated 
radionuclides. Considering the 
22
Na point source, the x, y and z orientation FWHM were 1.52 
mm, 1.47 mm and 1.48 mm, respectively. These results are in the same range as other 
commercial systems available as well as with those of the single ring Albira PET investigated by 
Sanchez et al. and the triple ring Albira PET investigated by Spinks et al. [33, 45, 49]. 
Additionally, in this study we took into account the correction for the pixel size for a more 
accurate estimation of the FWHM.  However, this correction was small (3-5% improvement) due 
to the small pixel and source size. In contrast to the results shown by Spinks et al, [45], where the 
axial resolution was relatively constant for various offsets, we observed a gradual deterioration in 
the spatial resolution for all three orientations with increasing offsets from the center in 
agreement with the results shown by Sanchez et al. [33]. 
SPECT Spatial resolution 
The spatial resolution calculated at the center of the FOV with the NEMA method shows that 
MPH has a marginally better resolution as compared to SPH. However, since a measure of 
uncertainty is not possible with the NEMA method it is difficult to estimate a difference between 
the SPH and MPH configuration. Overall, the spatial resolution of the system was slightly larger 
than 2.5 mm for the FOV of 80 mm. In general, recent studies have shown SPECT systems with 
an ability to have resolutions ≤ 1 mm [61, 62]. However, these systems employ a smaller FOV as 
compared to the one used in this study (FOV of 80 mm). Previous studies with Albira I system 
and smaller FOVs have shown the FWHM of the system to be close to 1 mm [34, 45]. 
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PET-Convergence and recovery 
Quantitative imaging based on PET and SPECT is one of the first prerequisite in nuclear 
medicine dosimetry [5, 6, 63]. The ability of quantitatively correct reconstructions was evaluated 
based on the recovery coefficients described in section 2.6. These recovery coefficient values can 
be used to correct for the partial volume effects generally observed for smaller structures [64]. 
The recovery coefficients for 
18
F, 
68
Ga, 
64
Cu and 
89
Zr were measured in the uniform region to 
give values that are independent from the partial volume effect (PVE) (Figure 10). From figure 9 
we observe that the reconstruction algorithm converges between 15-20 iterations for each of the 
radionuclides. Figure 11, panels A, B, C and D show the corresponding recovery coefficient 
values for the 5, 4, 3 and 2 mm rods measured with each of the radionuclides. Due to the smaller 
structures the algorithm takes more iterations before the data is converged. In general, the 
algorithm converged between 25-30 iterations considering the 3 mm rod. 
68
Ga showed the lowest 
values of recovery coefficients due to its large positron range that led to a lower spatial resolution 
of the reconstructed image and hence a higher PVE. In addition, 
68
Ga has a minor component of 
1.077 MeV gammas that may create a small prompt gamma contamination if its energy 
sufficiently reduces upon undergoing scatter interactions and falls within the energy window of 
the PET [65]. The recovery coefficients calculated with the NEMA method showed higher values 
as compared to the ROI analyses since the former utilizes the maximum pixel values and the 
latter average of pixels in the ROI. In a clinical situation a ROI analysis is applicable considering 
the anatomy of the tumor (cylindrical rod in the phantom). However, as a standard for 
comparison of different devices, the NEMA protocol uses the maximum pixel method. Figure 
20A shows a PET/CT image of a mouse injected with 18F-SiFAlin-PEG1-TATE and reconstructed 
with the MLEM algorithm and 25 iterations based on the above investigations [66]. The lesion in 
the left mouse leg was approximately 5 mm in diameter, hence based on figure 11A a correction 
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factor of (1.30±7.70) needs to be applied to obtain quantitative information about the tumor 
uptake in figure 20A. 
SPECT Convergence and recovery 
Based on the calculation of the CV, the OSEM algorithm converged with 10-12 iterations for 
both the pinhole configurations. The RC values in figure 14 indicate that due to the influence of 
the partial volume effect and the limited system resolution, a maximum recovery of 
approximately 60% of the activity concentration in the largest 5 mm rod was possible. This 
information further signifies the effect of partial volume when the lesion size is less than three 
times the FWHM of the image resolution [67, 68]. Figure 20B shows a SPECT/CT image of a 
mouse injected with 
99m
Tc-HYNIC-TATE and reconstructed with the above mentioned 
investigated protocol. Based on figure 14A, a correction factor of (1.67±3.57) for lesions upto 5 
mm diameter can be applied to obtain quantitative data for the tumor uptake in figure 20B. 
 
 
 
 
 
 
Figure 20: Figure 20: (A) A PET/CT acquisition image of a mouse injected with 18F-
SiFAlin-PEG1-TATE and reconstructed with the MLEM algorithm and 25 iterations [66]. 
(B) A SPECT/CT acquisition image of a mouse injected with 99mTc-HYNIC-TATE and 
reconstructed with the OSEM algorithm and 12 iterations. 
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PET Uniformity 
The SOR values demonstrate the accuracy of the scatter correction in the presence of a hot 
background region. This is an indicator of the quality of scatter correction performed. The scatter 
correction improves the SOR as expected, although due to the small size of the phantom, the 
effect of scatter and attenuation correction are small. The SOR values are higher for water as 
compared to air as higher density of water leads to additional scatter. As observed by Sanchez et 
al., the influence of increasing number of iterations can be seen as the SOR improved with 
increasing number of iterations. The corresponding increase with the standard deviations 
indicating an increase in the noise [33]. This agrees with previous studies that concluded that a 
higher number of iterations are required to quantify cold regions in a hot background [69, 70]. 
SPECT Uniformity 
The integral uniformity increases with the number of iterations and hence the image uniformity 
decreases with the number of iterations, as expected since the larger the number of iterations the 
larger is the introduced noise (Figure 15A). The integral uniformity is larger for a smaller activity 
and hence the larger the activity the more uniform is the image (Figure 15B). This is also 
confirmed by the analysis of the % STD. The % STD increases approximately linearly with the 
number of iterations, for both the activities used with the SPH and the MPH collimation system.  
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Point Spread Function 
 
A set of five functions (Section 3.1) were used to provide an accurate estimation of the FWHM 
and the corresponding recovery corrections in the image space. Here, we showed results obtained 
for point sources measured with a pre-clinical PET device. However, this method is in principle 
applicable to any imaging device. The advantage of the proposed methodology is its ability to 
estimate the PSFs based on the distribution of the data points, validation of the fitting process, 
and the use of AIC and AICc to select the function out of a set best supported by the data. Thus, 
user interaction is restricted to finding an adequate set of fit functions, which reduces user 
dependence of the obtained PSF. 
The NEMA standards are commonly used for validation of the performance of PET/SPECT 
systems. The standards provide an approach for the evaluation of parameters such as the system 
sensitivity, count losses, randoms calculation, image quality, accuracy of attenuation corrections 
and determination of the spatial resolution of the device [25]. However, since the main focus of 
NEMA is on providing a simple method of comparison between systems, several alternative 
methods for PSF/spatial resolution determination have been investigated previously [26-32, 71-
73].  
For the 3D-Gauss functions the fitting showed a good fit based on the visual inspection of the 
graphs, coefficient of variance of the fitted parameters, element of correlation matrix and adjusted 
R
2
 [42]. Consequently, the goodness of fit was acceptable for all functions. However, the 
coefficient of variation was higher for the fitting with two and three Gaussian functions. This is 
as expected, since higher number of functions results in a corresponding increase in the number 
of parameters to be fitted.  
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Calculation of the AIC and AICc values provide criteria for the selection of the best function 
which could fit a particular set of data. Both the AIC and AICC values in Table 4 are similar for 
all the methods used, since the ratio of the number of data to the number of parameters is large 
compared to 40 [74, 75]. Hence, AIC is sufficient to make a decision for the investigated data 
[43]. However, AICc may become relevant in decision making for a different set of data. 
Based on the Akaike weight wi (Eq. 19), when only the methods using a single Gaussian for 
fitting were compared, then the 3D Gauss method had a weight of 45%, while the 3D Gaussp and 
the 3D Gausss method had a weight of 12% and 43%, respectively. Thus, the convolution of the 
point source dimension of 0.25 mm with the expected FWHM of 1.5 mm does not have a major 
influence on the PSF. Therefore both, the 3D Gauss and 3D Gausss methods have the same 
probability to fit the investigated data and even the Gaussp method has a relevant probability. 
However, for a larger ratio of pixel size or source dimension to the FWHM of the system the 
corrected Gaussian functions may become more relevant. When all the five methods (fitting with 
one, two and three Gaussian functions) were compared based on Akaike weight wi as shown in 
table 4, the function out of the set best supported by the data was the 3D 3-Gaussian function 
showing a (near to) 100% probability. 
In general, the FWHMs obtained using the NEMA method was different to those estimated using 
the alternative method. This is probably because the alternative method uses all data points for 
the fitting, whereas in the NEMA method the data are first processed (projection onto an axis) 
and then only in total 7 of the projection points are used to calculate the FWHM or the FWTM 
(Section 3.1) [25]. In detail, all pixel intensity data (13x13x13) were included in the formation of 
the line profile for the NEMA method in x, y and z coordinates. However, only seven pixel 
intensity data along the line profile are included in the calculation of the FWHM or FWTM, i.e. 
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three for the maximum intensity value and four for the extrapolation. As the fitting in the 
alternative method were performed for thirteen to the power of 3 pixel intensity data, the 
estimated FWHM was larger compared to the FWHM from the NEMA method. In principle the 
PSFs from the alternative method better describe the system resolution due to a higher number of 
data that were included in the calculation, leading to an improved accuracy. Thus, the overall 
behaviour of the PSF is better reproduced. Another important advantage of the presented method 
using the Gaussian fit is the validation of fitting and the error of estimated FWHM/FWTM. By 
this method, the performance of the system can be better tested by the estimated error value from 
the fitting.  
As shown in figure 18, convolution using FWHM derived from NEMA overestimated the 
maximum activity and the total activity in the sphere. Thus, an inaccurate determination of the 
PSF could lead to large errors, especially for smaller structures, e.g. ~45% for a source dimension 
of 1 mm. This becomes important during radiopharmaceutical quantification for dosimetry as it 
may lead to incorrect correction factors for the partial volume effect and dose calculations [14, 
17, 76]. The relative difference between PSFs estimated by the one Gaussian and the two 
Gaussian fitting could be higher than 20% (Figure 19). However, the relative difference between 
the PSFs estimated by two Gaussian and three Gaussian fitting was less than 1%. Therefore, a 
Gaussian fit with two or three components of Gaussian are recommended to be used for the 
determination of the PSF and the corresponding FWHMs and FWTMs for the investigated data 
set.  
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6. Summary 
 
In this study the performance of the Albira II PET sub-system was assessed and evaluated for 
four radionuclides namely 
18
F, 
68
Ga, 
64
Cu and 
89
Zr using given and newly developed phantoms 
and measurement protocols. Additionally, a method was developed and evaluated to improve the 
estimation of PSFs using sums of Gaussian fit functions.   
The combination of an extended FOV and monolithic LYSO crystals in the PET sub-system 
resulted in a good absolute sensitivity. The spatial resolution calculated based on multiple 
positions in the FOV acquired with the newly developed point source phantom was in agreement 
with the available current generation pre-clinical systems. The ability of quantitative image 
reconstructions was evaluated based on the recovery coefficients that showed suitable values with 
all the radionuclides investigated. Overall the system performed satisfactory for all the 
investigated radionuclides and the results indicate the system is a valuable tool for small animal 
imaging.  
With respect to the determination of the system PSF, the developed observer-independent method 
includes fitting of 3-dimensional functions, validation of fitting quality and choosing the best fit 
function based on the AIC criterion. The proposed method has advantages that it can better take 
into account the 3D distribution of the data and additionally yields an estimate for the error of the 
FWHM calculated from the estimated PSF. Furthermore, we have demonstrated that the PSF 
determined using the NEMA or another inadequate fit function can lead to a relative deviation of 
more than 40% for the recovery correction of small structures. Thus, the general method 
presented here is a precondition for obtaining robust and better reproducible PSFs for performing 
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quantitatively correct recovery corrections in PET/SPECT studies. Quantitative recovery 
corrections are a prerequisite for accurate evaluation of biokinetics in small animal studies.  
A future step will be to improve the dead-time correction of the Albira PET sub-system based on 
the function describing the data obtained in this work. In addition, the method developed for PSF 
estimation can be implemented directly (as deconvolution) into the reconstruction software of the 
imaging system with a set of user-defined parameters to make the process of recovery correction 
semi-automated. 
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11. Appendix  
 
The FWHM and the FWTM of 3D-Gaussian function in Eqs. (1)-(5) were calculated for each 
orthogonal axis x, y and z according to the analytical solutions, 
 
𝐹𝑊𝐻𝑀𝑖 = 2 ∙ √2 ∙ ln (2)  ∙ 𝑐𝑢      (1) 
𝐹𝑊𝑇𝑀𝑖 = 2 ∙ √2 ∙ ln (10) ∙ 𝑐𝑢      (2) 
As an analytical solution for sums of Gaussian function does not exists, Eq. (1) and Eq. (2) were then 
calculated based on the Newton method for each orthogonal axis x, y and z as explained briefly 
below. 
An initial estimate of the maximum pixel intensity (a), the location of the central pixel (b) and the 
expected FWHM (c) from the fitting (section 2.3 (2)) is made (𝑅0) . Next, a random number is added 
to this initial estimated parameters between the range -2SD to 2SD (SD, is the standard deviation) to 
get the new value ( 𝑅1) .  
       𝑅1 = 𝑅0 + 𝑅0 ∙  𝑆𝐷 ∙ 𝑧   (3)   
 𝑅1 is the parameter with the addition of a random number; 𝑅0 is the estimated parameter from the fitting; 
𝑆𝐷 is the standard deviation from the fitting, and 𝑧 is a uniform deviate of the mean zero and standard 
deviation 1. The maximum standard deviation setting 2 was used to prevent any value from being 
generated that is more than two standard deviations from the mean, i.e. z  [-2;2]. 
 
Based on 𝑅1 the 3D multiple Gaussian functions are defined as (Eq. 4 and Eq. 5), and the maximum value 
of 𝑓 is estimated as 𝑓𝑚𝑎𝑥. The starting value for the location of a voxel (𝑥0, 𝑦0, 𝑧0) was taken from the 
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FWHM calculated from the NEMA method. Inverse of the derivation vector 𝐽  of the function to this 
location parameter is calculated (Eq. 10). 
𝐽 = [
𝜕𝑓
𝜕𝑥
  
𝜕𝑓
𝜕𝑦
  
𝜕𝑓
𝜕𝑧
]        (10) 
Finally, an estimate of the location (𝑥, 𝑦, 𝑧) is made such that the distance between the half of the 
maximum value of the function 0.5𝑓𝑚𝑎𝑥 to the function 𝑓(𝑥, 𝑦, 𝑧) is minimized (Eq. 11). This process is 
repeated until (a) difference between the function and half of maximum is <1e-10 or (b) 100 iterations are 
reached. However, the minimum was achieved with <10 iterations in each case. The Newton method can 
be represented by the following equation with ?⃗?0as the initial estimated location vector and ?⃗?1 the 
estimated location vector after iteration: 
   (?⃗?1) = ?⃗?0 + (0.5𝑓𝑚𝑎𝑥 − 𝑓(𝑥0, 𝑦0, 𝑧0)). 𝐽(𝑃0)
−1  (5) 
 
 
 
