Abstract. Both proof, via clausal resolution, and execution, via the imperative future approach, depend on the use of a normal form for temporal formulae. While the systems developed have centred around the use of an unrestricted normal form, we here consider a Horn clause-like version of the normal form and its effect on both execution and resolution. This refined normal form is as expressive as the original, and represents a natural way to describe systems, yet allows both execution and resolution to be implemented more efficiently in practice.
Introduction
The direct execution of temporal logic formulae has become increasingly popular over recent years [Mos86, dCP92, FO95] , with a range of different logics being executed using a variety of programming paradigms. In many of these cases the expressive power of the programming notation is restricted in order to allow efficient implementation. In the METATEM system [BFG + 95], however, any formula within the underlying temporal logic can be executed. This leads to a situation where complex temporal formulae can be defined and where execution of such formulae may be particularly costly.
Whilst execution is the animation of a temporal logic formula or specification, verification that a temporal logic specification satisfies a particular property requires proof. Thus proof methods for temporal logics have also been developed based on, for example, automata [VW86] , tableau [Wol85] and resolution [Aba87, Fis91] . Here we consider the resolution based method given in [Fis91] . This clausal resolution based method for propositional linear-time temporal logics (PTL) applies classical style resolution to formulae occurring at the same moment in time and temporal resolution between formulae that state a condition must occur sometime in the future with formulae that ensure that the condition can never occur.
The basis of both METATEM and the temporal resolution method is a normal form, Separated Normal Form (SNF). Whilst SNF has been defined for both propositional [Fis91] and first-order [Fis97] linear-time temporal logics we limit our discussion to the propositional version as the first-order version is beyond the scope of this paper. The translation of any PTL formula into SNF reduces the number of different temporal operators to a core set and requires formulae to be in a particularly simple 'rule' form. If the original formula is satisfiable then so is the resulting set of formulae.
In classical logic it is usual to translate into a normal form, resulting in a set of clauses, before applying any resolution rules [Rob65] . If the normal form is restricted such that only clauses with at most one positive literal are allowed (Horn clauses) then efficient strategies such as unit [WCR64] or input [Cha70] resolution may be used to guide the proof whilst retaining completeness. Similarly for execution, the programming language Prolog requires Horn clauses. Thus, in this paper we investigate (temporal) Horn clause-like restrictions on SNF, analysing their effect on both execution and resolution. This paper is structured as follows. The syntax and semantics of PTL are outlined in x2 and SNF and its restricted version RSNF are presented. The complexity of RSNF is discussed in x3. In x4 a review of METATEM and temporal resolution is given. The effect of restricting SNF upon such execution and proof is considered in x5 and x6 respectively. Concluding remarks are made in x7.
A Linear Temporal Logic

Syntax and Semantics
The logic used in this paper is Propositional Temporal Logic (PTL), in which we use a linear, discrete model of time with finite past and infinite future [GPSS80] . PTL may be viewed as a classical propositional logic augmented with both future-time and past-time temporal operators. Future-time temporal operators include '}' (sometime in the future), ' ' (always in the future), ' g ' (in the next moment in time), ' U ' (until), ' W ' (unless or weak until), each with a corresponding past-time operator. Since our temporal models assume a finite past, for convenience, we define an operator, start, that is only true at the beginning of time.
Models for PTL consist of a sequence of states, representing moments in time, i.e., = s 0 ; s 1 ; s 2 ; s 3 ; : : : Here, each state, s i , contains those propositions satisfied in the i th moment in time. As formulae in PTL are interpreted at a particular moment, the satisfaction of a formula f is denoted by ( ; i) j = f, where is the model and i is the state index at which the temporal statement is to be interpreted. For any well-formed formula f, model and state index i, then either ( ; i) j = f or ( ; i) 6 j = f. For example, a proposition symbol, 'p', is satisfied in model and at state index i if, and only if, p is one of the propositions in state s i , i.e., ( ; i) j = p iff p 2 s i :
The semantics of the future-time temporal connectives are defined as follows 
A Normal Form for PTL
Formulae in PTL can be transformed in to Separated Normal Form (SNF), which is used as the basis for both execution, via the METATEM language [BFG + 95], and proof, via a clausal resolution method [Fis91] . SNF was introduced first in [Fis91] and has been extended to firstorder temporal logic in [Fis97] . Here we use a future-time version of SNF which is equivalent to the original (which contained both future and past-time formulae). While the translation from an arbitrary temporal formula to SNF will not be described here, we note that such a transformation not only preserves satisfiability, but also any model generated from the formula in SNF is a model for the original formula. A formula in (future-time) SNF is of the form: and each m j , l k , and l are literals. In certain situations we require sets of the always rules to be combined or merged where their left hand sides are conjoined and simplified and the right hand sides are conjoined, simplified and rewritten in DNF. Such merged rules are known as SNF m rules.
Restricted SNF (RSNF)
In the rest of the paper we further restrict the normal form and analyse the implications of this on both METATEM execution and temporal resolution. Many restrictions mean that the logic becomes uninteresting as either eventualities cannot be constrained or the restricted logic reduces to classical logic. However, the particular restrictions defined below still allow temporal resolution to take place and non-trivial METATEM programs to be defined.
Let the following be the unrestricted form of the always rules Restriction R1 has always rules with conjunctions of propositions on the left-hand side and Horn clauses enclosed within a next operator on the right-hand side and initial rules with Horn clauses on the right hand side. Restriction R2 has always rules with conjunctions of negated propositions on the left-hand side and clauses with at most one negative literal enclosed within a next operator on the right-hand side. The initial rules similarly have clauses with at most one negative literal on the right-hand side.
In order that the resolution rules may be applied we define R1 + and R2 + restrictions that further restrict the sometime rules.
Definition 1. A set of SNF rules, R, is said to be R1 + restricted if, and only if, r 2 R is of R1
format and if r is a sometime rule then the eventuality is a negated proposition.
Sets of R2 + restricted SNF rules can be similarly defined. Although the results presented throughout the rest of this paper mainly concern the R1 restriction, dual results apply to R2 restricted rules.
Translation into RSNF
While any arbitrary PTL formula can be translated into a set of SNF rules, the use of RSNF (R1) introduces some restrictions on this. 
Complexity
In this section we will show that the problem R1-SAT, of deciding the satisfiability of finite sets of R1 restricted formulae is just as hard as deciding satisfiability of general PTL formulae: we will show that it is PSPACE-complete in the total length of the rules.
Recall (from [SC85] ) that satisfiability in the propositional temporal language with just g (called X by Sistla and Clarke) and } (called F) is PSPACE-complete. It follows that R1-SAT is in PSPACE as any R1 restricted set of rules almost directly represents a formula of almost the same length in Sistla and Clarke's language. To see that R1-SAT is PSPACE-hard, we will directly code the operation of a PSPACE Turing Machine M by a R1 restricted set of rules. We assume that M is space bounded by some polynomial S(n) in n and a = a 1 a 2 :::a n is an input to M.
Due to space restrictions we omit full details of the coding but attempt to give an adequate sketch. The idea is to present a set of rules (of size polynomial in n) which is satisfiable, if at all, in a structure which corresponds closely to a successful run of M (if it has one). This structure will use its first S(n) states to code up the initial contents of M's tape, and the initial state of M. Then there will be a marker state. Then the next length of S(n) states correspond to the contents of M's tape in the second moment of its successful run. This is also followed by a marker state. This pattern of lengths of S(n) states separated by marker states continues indefinitely. The state corresponding to the tape square under the head at each stage will contain a proposition indicating the state in which M is at that stage. To code up this information we need propositions for the symbols in the alphabet and the states in M.
So far, the coding of the Turing machine in a propositional logic should be very familiar-see [SC85] . However, we have an unusually restricted language. To describe the structure using R1 rules is mostly straight forward using a few extra propositions. For example, we need propositions with meaning "the proposition for tape symbol e will be true in k states" for each e and each k S(n). We need rules which count down k. We also need many rules which say that two different tape symbols are not true at the same state. To enforce that there is only one machine state proposition true in each S(n) length we use many rules containing propositions with meaning "the proposition for machine state q will be true in k states".
The rules which say how to change the tape from one step to the next are easy to state. However, due to the restrictions on use of negations it is harder to specify that tape symbols stay the same on other parts of the tape. To do this we introduce propositions z where ?S(n) z S(n). The intuitive meaning of z being true at the jth state in a certain length of S(n) states corresponding to the ith step of M, is that at the ith step the head of M is over the (j ? z)th square on the tape. We also make a new proposition R or L (but not both ) true throughout a length of states if the machine moves right or left at that step. To do this, we must check, at a marker state, what machine state proposition lies ahead and which tape symbol lies the same distance ahead. A rule for each entry in the transition table of M will then give the truth of L or R. This can be perpetuated through the length. With the combination of R or L and z it is then easy to tell if a tape symbol will be modified or not.
The rules for setting up the initial state of the machine and tape are straight forward given a.
Finally we need a rule which says that the accepting state eventually occurs. For this we need a new proposition which holds at all structure states except where the accepting state proposition holds. It can be shown that the satisfiability of the resulting set of rules is equivalent to the acceptance of a by M. Thus R1-SAT is PSPACE-hard.
Applications of SNF
There are two main applications of SNF that have been developed. The first is the direct execution of temporal formulae in SNF, the second is a temporal resolution method that can be applied to formulae in SNF. Both of these make use of the succinct representation provided by the normal form. Before considering the effect of our restrictions on these applications, we will first outline these execution and resolution mechanisms.
METATEM
The idea behind METATEM [BFG + 95, BFG + 96] is to directly use the formula to be executed in order to build a model (in our case, a sequence) for the formula. Rather than providing a detailed description of the METATEM execution mechanism, we will show how SNF can be executed using the basic ideas from METATEM.
If a program, P, is given as a set of SNF rules f i ) i j 1 i ng, then this represents the PTL formula
The execution of the program, P, is an iterative process of labelling a model structure with the propositions true in each state, which eventually yields a model for the formula, ' P (if the formula is satisfiable). Essentially, the execution follows a forward chaining approach through the SNF rules. Choice during execution comes either from executing disjunctions of sometime rules. In the latter case, we can express this choice by the equivalence: }a , (a _ g }a)
So to make }a true, the execution mechanism can either make a true immediately, or, make }a true in the next state. This latter step is done by passing a commitment }a from the current state to the next state to be conjoined with the consequents of the successful rules. Thus, the execution mechanism has a strategy not only for choosing between disjuncts, but also for choosing when to satisfy formulae of the form }a (called eventualities). In METATEM, the execution mechanism attempts to satisfy as many eventualities as possible at any moment. In the case of conflicting eventualities, e.g., }a and }:a, the oldest outstanding eventuality is satisfied first.
Any unsatisfied eventualities are passed on to the next state.
Backtracking If a contradiction is generated within a state, i.e., execution of the rules has forced us to make both a proposition and its negation true in the current state, then a form of 'backtracking' -undoing previous choices -occurs. This backtracking undoes the model construction and returns the execution to a previous choice point. If there are no more choices left, execution fails, signifying that the program is unsatisfiable.
Loop Checking An important aspect of METATEM, and one that ensures that the execution mechanism is complete for PTL, is the inclusion of loop checking. When the system is executing, it is possible for it to end up in a 'loop'. This is where the same sequence of states is recurring along with the same unsatisfied eventualities. Before constructing a new state, a check for such a situation is made. If this is detected, the execution is forced to backtrack to a previous choice point. Using this loop checking mechanism, it can be shown that the METATEM execution mechanism, when it uses the following strategy for choosing which disjunct to execute, is sound and complete with respect to the semantics of PTL. The choice strategy used is to try to execute disjuncts that will satisfy the longest outstanding eventualities first. Thus, an attempt to satisfy each individual eventuality will occur as the execution proceeds. Applications Although much of the development of METATEM has been suspended in favour of Concurrent METATEM [Fis94] , the language has applications in system modelling [FFO93] , databases [FMO91] and meta-level representation [BFGH91] .
Temporal Resolution
As we also consider the effect of the various restrictions on SNF has on Fisher's temporal resolution method [Fis91] , here we briefly review this method. The clausal temporal resolution method consists of repeated applications of both 'step' and 'temporal' resolution on sets of formulae in SNF, together with various simplification steps.
Step Resolution ' Step' resolution consists of the application of standard classical resolution rule to formulae representing constraints at a particular moment in time, together with simplification rules for transferring contradictions within states to constraints on previous states. Simplification and subsumption rules are also applied. Pairs of initial rules or always rules may be resolved using the following (step resolution) rules.
Once a contradiction within a state is found using step resolution, the following rule can be used to generate extra global constraints. P ) g false start ) :P true ) g :P The step resolution process terminates when either no new resolvents are derived, or false is derived in the form of the rules start ) false or true ) g false.
The aim of temporal resolution is to resolve a sometime rule, Q ) }l with a set of rules that together imply :l, for example a set of rules that together have the effect of A ) g :l. However the interaction between the ' g ' and ' ' operators in PTL makes the definition of such a rule non-trivial and further the translation from PTL to SNF will have removed all but the outer level of -operators. So, resolution will be between a sometime rule and a set of rules that together imply a -formula contradicting the sometime rule. Thus, given a set of rules in SNF, then for every rule of the form Q ) }l temporal resolution may be applied between this sometime rule and a set of always rules, which taken together force :l always to be satisfied. The temporal resolution rule is given by the following Such a set of rules are known as a loop in :l. We note that the loops described here are like those we must check for in METATEM. However, in temporal resolution we are trying to detect loops to allow us to apply the temporal resolution rule and hence derive a contradiction, whilst in the execution of METATEM programs we are trying to avoid loops in order to generate consistent execution sequences.
Completeness of the resolution procedure has been shown in [Pei94] .
Loop Search Different approaches to detecting loops, i.e. a set of rules that together imply :l, have been investigated in [Dix96] . Here, we describe one of these approaches, namely a Breadth-First Search Algorithm. The graph constructed using this approach is a sequence of nodes that are labelled with formulae in DNF. This represents the left-hand sides of rules used to expand the previous node which have been disjoined and simplified.
Breadth-First Search Algorithm
For each rule of the form Q ) }l carry out the following. (c) The new node is empty. We terminate without having found a loop.
The Effect of Restrictions on METATEM
While, in x4, we presented an outline of both temporal execution and resolution, in x5 and x6 respectively, we consider the effect of restricting SNF on these two applications.
We begin with the effect on expressiveness within METATEM.
Expressiveness
In this section we show that for any temporal formula in the full propositional language there is a set of RSNF rules such that running METATEM on the rules will produce a model of the original formula. This shows there is no difference in absolute expressive power between the restricted syntax and full propositional temporal logic in terms of METATEM programs.
Suppose that is a formula from PTL using the propositions from P. Provided that this program is run with a version of METATEM where atoms default to false unless otherwise constrained, this program will construct the chosen model of .
Eliminating Backtracking
Using similar automata-theoretic techniques to x5.1 we can show how to eliminate nondeterminism from RSNF programs. Here, we show how, given a set R of RSNF rules, we can construct a set R 0 of RSNF rules such that R 0 is a deterministic program and yet it constructs a model of R. In fact, as R directly represents a temporal logic formula we could use the techniques of the previous subsection to accomplish this task. However, we present an alternative algorithm (also exponentially complex), because it proceeds via the interesting step of demonstrating how to represent the METATEM program R as a nondeterministic finite state Büchi automaton with a trivial acceptance condition -an object commonly known as a transducer. If R uses propositional atoms from P, the transducer's language will be 2 P .
First choose new atoms e c for each proposition c which appears in the head of a sometime rule in R. Let E be the set of such atoms. The set S of states of the transducer will be those s 2 2 P E such that: We can also turn this sequence of states into a new deterministic RSNF program R 0 by using new propositions to represent the states which appear. This program will produce a model of R.
The details are similar to those in the last subsection and we omit them.
Efficiency
As a typical METATEM program is designed not to terminate, usual measures of computational complexity are irrelevant. However, for the task of comparing different versions of METATEM, such as the restricted syntax version considered here, it is interesting to examine some measure of how long it takes for the execution process to complete one cycle from deciding on the truths of propositions at one state to those at the next state in the structure it is constructing. Note that any such measure ignores complications due to backtracking. In what follows we shall also ignore the process of loop checking which, for the sake of completeness of the process, should be occurring at each step but which, as we have seen earlier, may be a time consuming process.
So what we consider here is how many computation steps does it take to get from the state of truth of propositions at time k to the state of truth of propositions at time k+1 when executing an RNSF program, R. The input to this one-cycle processor will be the program R, the truth values for all the propositions and truth values for any of the eventualities mentioned in the program. This latter set of values will be needed to keep track of which eventualities must be satisfied at some future stage. The output of the process may be false if the structure can not be extended by one step, or a list of new truth values for propositions and eventualities.
Let us suppose that the size of R is n. This also bounds the number of propositions and the number of eventualities. Here we show that the one-cycle problem is PTIME computable -in fact cubic in n. This contrasts with general METATEM programs where the problem is NP-complete. Checking which program rules are "fired" is at most quadratic -we only need check the truth of a conjunction of propositions. Next, we only have at most n non-temporal Horn clauses to solve. This is also quadratic as we may have n rounds of checking the clauses to reach the fixpoint solution. If there is no solution then the structure can not be extended and we are finished. Next we check which eventualities can be satisfied. This is best done by choosing the oldest unsatisfied eventuality (age can be indicated by the order of listing of eventualities in the input), and seeing whether its proposition can be made true consistently with the propositions already determined as being true. Again this involves n rounds of checking clauses. Whether or not this eventuality can be satisfied at this stage, it is also best to move on to check the second oldest eventuality and so on. This is where the process becomes cubic. Finally we need check which eventualities have to be passed on to the k + 1st step. This is just the union of those left unsatisfied from the last step, with those whose rules are "fired" at this step. Overall, this is a process of cubic complexity.
"Programmability"
Note, while the transformations given in x5.1 and x5.2 showed that RSNF has the same expressive power as SNF, each of these required an exponential increase in the number of rules. Here we (briefly) consider how useful RSNF is in its own right, i.e. what types of problems can be naturally represented using sets of RSNF rules. A typical R1 rule is of the form (a 1^a2^: : :^a n ) ) g ((b 1^b2^: : :^b m ) ) c)
where all of a i , b j and c are propositions. In order to fire such a rule, the a i conjunction of propositions must occur. Once fired, this provides a Horn clause to be computed in the next state. Thus, sets of such RSNF rules can be seen as defining which sets of Horn clauses will be used in each state. In this sense, the execution of RSNF rules can be seen as an intuitive generalisation of standard Horn clause execution. With respect to the types of program that can be coded in RSNF, the rule form presented above covers many programming clichés seen in METATEM. In particular, the forms that are disallowed, i.e. basing current action on a conjunction of negative literals in the previous state, and describing choices such as a _ b or a U b are rare. However, it is likely that a practical implementation of RSNF execution will allow both R1 and R2 restricted rules (see x7).
The Effect of Restrictions on Resolution
First we show that by restricting the sometime rules all the resolvents produced can be rewritten as RSNF rules.
Theorem 2. Given a set of rules, R, that are R1 + restricted then the application of any resolution rule produces resolvents that are R1 + restricted.
Proof. We must consider the application of both step and temporal resolution rules. First we consider step resolution. The left hand sides of rules remain in the correct format as we either have two initial rules with start on their left hand sides or we have two always rules both with conjunctions of propositions (or true) on their left hand sides. Applying the step resolution rule to either two initial rules or two always rules, the resolution of two Horn clauses on the right hand side produces a Horn clause, true or false. Rules with true on the right hand side are removed through simplification as they always hold. The generation of start ) false or true ) g false means that we have detected a contradiction. The generation of P ) g false from the resolution of two always rules means that the rule must be rewritten as start ) :P and true ) g :P.
Again these fit the rule structure as P was a conjunction of propositions (if P was true we would have terminated at the previous step) so :P is a disjunction of negated propositions and is therefore a Horn clause.
When applying the temporal resolution rule we search for a set of rules A i ) g B i for i = 0 : : : n that satisfy the conditions for being a loop given in x4.2. Each of these rules is made from combining several always rules where each left hand side is a conjunction of propositions.
Assume the sometime rule is Q ) }:l where from the R1 + restriction Q is a conjunction of propositions and l is a proposition. The resolvent in this case will be Q ) ( Our first observation is related to loops that can be detected in the R1 + restriction. Step resolution is now more efficient because we have Horn clauses on the right hand side of rules so strategies such as unit resolution may be applied. Unit resolution is complete for classical propositional Horn formulae [WCR64] , and algorithms have been developed that test for satisfiability of classical propositional Horn formulae based on unit resolution in polynomial time [JL77] . Thus although we must repeatedly perform classical style resolution proofs on the right hand side of rules (because when g false is detected the rule is rewritten) the resolution steps to derive each g false on the right hand sides of rules will be more efficient as less intermediate steps need to be carried out. So step resolution will be more efficient. Loop search is also more efficient as loops consist of sets of merged rules with conjunctions of propositions on the left and right hand sides. Carrying out Breadth-First Search will be more efficient for the following reasons.
1. From Lemmas 3 and 4 we know that for any loop in l we can find a more general loop that is constructed from merging rules with single propositions on the right hand side. Assuming all unit resolution possible has been carried out, in most cases the number of rules that loop search is applied to is reduced as we can ignore any always rules that do not fit into this class. To apply the Breadth-First Search algorithm we must find merged rules that satisfy certain criteria. In the worst case we must check all possible combinations of (always) rules, i.e. for m rules there are 2 m merged rules. Thus we reduce m. In particular, given n propositions there are 2 n possible left hand sides of rules in the required format. Similarly there are 2 n ?1 different right hand sides that are disjunctions of negated propositions and n 2 n?1 with exactly one proposition and zero or more negated propositions. Therefore given n propositions we may have of the order of n2 2n?1 rules. As we have the R1 restriction we need only consider rules that have a single proposition on the right hand side, i.e. n 2 n rules.
2. Given a Breadth-First Search node H j to expand using a merged rule A i ) g B i we must ensure that`B i ) H j . In the unrestricted form both these formulae are in DNF. So for n propositions we would need to check 2 n lines in a truth 3. The final governing factor in Breadth-First Search is the number of nodes that must be constructed. For unrestricted Breadth-First search the maximum will be 2 n?1 . This can be shown by construction a (behaviour) graph whose nodes are valuations of the set of propositions. Paths through the graph represent all possible models of the set of always rules. The set of nodes containing the required literal, l is identified and nodes with any edges leading out of this set deleted. Nodes that lead out of the new set are again deleted until the set is empty or no more nodes can be deleted. The latter represents a loop in l and each cycle of deletions corresponds to the construction of a node in the Breadth-First algorithm. Thus the worst case is when the behaviour graph constructed is a sequence of nodes and we need 2 n?1 deletion cycles for n propositions. For the R1 restriction this must be reduced as it is not possible to construct such a graph.
Other loop search algorithms have been given in [Dix96] . One of these, Depth-First Search becomes feasible in this setting. The Depth-First Search algorithm is similar to Breadth-First Search but instead of using all the rules to expand the graph we use them one at a time. The problem is that each rule we use with two or more disjuncts on the right hand side represents branching in the graph constructed and we must check that each branch leads back into the set of nodes already constructed. As we know loops are constructed from merged rules with conjunctions of propositions on the left and right hand sides we avoid the extra search required to check each branch.
Conclusions
In this paper we have considered particular restrictions of the SNF normal form related to Horn clauses (and their duals). While the overall complexity of the decision problem for the logic remains the same (see x3), we have shown that both execution and resolution can be implemented more efficiently in this restricted version. In particular, the complexity of executing one step of METATEM reduces from NP-complete to PTIME, as does the complexity of deriving P ) g false in step resolution, while the Breadth-First Search algorithm used in temporal resolution produces improved efficiency at each stage. Thus, our future work concerns the implementation and testing of both execution and resolution, together with further analysis of similar restrictions. Finally, in practical systems, it is likely to be the case that both R1 and R2 restricted rules would be utilised, but that separate mechanisms would be employed on each rule type.
