The quantum analogue of the constraint satisfaction problem is the fundamental physics question of finding the minimal energy state of a local Hamiltonian -each term of the Hamiltonian specifies a local constraint whose violation contributes to the energy of the given quantum state. However, in general it is not meaningful to ask for the probability that a given quantum state violates at least one constraint; the difficulty being that the terms of the Hamiltonian do not commute. We show how to make sense of this notion under mild restrictions on the form of the Hamiltonian. We then provide two main results. We first prove the quantum detectability lemma, which states that the probability of detecting a violation of a constraint in a local Hamiltonian system is bounded from below by some constant times the minimal energy of the system. The proof reveals some intrinsic structure of the Hilbert space of local Hamiltonians, which is captured in the "exponential decay" lemma, and formalized using a novel decomposition of the Hilbert space called the XY decomposition. As an application of the detectability lemma, we prove our second main result: a quantum analogue of the classical gap amplification lemma using random walks over expander graphs, which was the seed for Dinur's celebrated new proof of the PCP theorem [6] . We hope that these results will pave the way to better understandings of the computational properties of local Hamiltonians systems and Hamiltonian complexity.
INTRODUCTION
There is a close analogy between two fundamental notions from computational complexity theory and quantum physics: constraint satisfaction problems (CSPs) and the ground energy of local Hamiltonians. The quantum object corresponding to the CSP given by a max-k-SAT formula f = c1 ∧ . . .∧ cM , is a local Hamiltonian H = H1 + . . .+ HM , where each term Hj acts non-trivially on at most k qubits. We restrict attention in this paper to the case in which Hj = Qj for Qj some projection operator, so that Hj may be thought of as imposing the constraint that the quantum state should lie in the null space of Qj. Very roughly, then, there is an analogy between the total energy of a given n qubit state acted upon by H and the number of violated constraints in a k-SAT formula. In a nutshell, this is the content of Kitaev's quantum analog of the Cook-Levin theorem. Kitaev showed [11] that estimating the ground energy of a local Hamiltonian to within inverse polynomial accuracy (the quantum analogue of determining the minimal number of violated constraints) is complete for the quantum analog of NP, namely QMA.
But how accurate is this intuitive correspondence between the energy of a state and the number of violated quantum constraints? The first issue is that a quantum state can make an arbitrary angle with the null space of Qj, and therefore we can only speak of the degree to which it violates the constraint Qj. This is easily dealt with by speaking about the probability that each Qj is violated. A more serious problem is that the terms of the Hamiltonian may not commute in general. This means that it is not even meaningful to ask: what is the probability that a given state violates at least k constraints. Our first step in the paper is to present a setting in which one can make sense of and answer these questions in the quantum world.
Our first main result is the detectability lemma, which helps carry over some of our classical intuition about constraint satisfaction problems to the quantum context. The hope is that this will prove to be a useful tool in the newly evolving area of quantum Hamiltonian complexity, which provides a bridge between classical complexity theory and condensed matter physics. In this paper, we apply the detectability lemma to gap amplification using random walks on expanders, a technique first introduced in the context of randomness efficient amplification of the success probability of RP and BPP algorithms [2, 8] , and more recently applied by Dinur in the context of the PCP theorem [6] . Indeed, our research was originally motivated by the question of whether there is a quantum analog of the PCP theorem, a major problem in quantum Hamiltonian complexity theory, and quantum gap amplification translates one of several steps in Dinur's proof to a quantum setting.
To give meaning to the questions we ask in this paper, we use a partitioning of the terms Q i of the Hamiltonian into a constant number g of sets called layers, where in each layer of constraints, all constraints are mutually commuting (we simply choose them to act on different particles). Such a partitioning is possible under the mild restriction that the Hamiltonian is of constant degree: every particle (qubit) in the local Hamiltonian participates in a bounded number of the local constraints. We will also assume in this paper that the projections are taken from a finite possible list of projections; the reason for this will be clarified later. Let us denote by Πj the product of all the complements of the projections participating in the j'th layer (which is simply the projection on the common ground space of all projections in the layer). Notice that for a particular layer j, we can meaningfully talk about the probability that a given state |ψ violates at least one constraint, and indeed, this probability is simply 1 − Πj |ψ 2 . Now suppose that the ground state energy ψ|H|ψ of state |ψ is 0. We show that Π1 · · · Πg|ψ 2 ≤ 1 − δ( 0), for some function δ which is linear in 0 in the interesting range of 0 −→ 0. This means that if we sequentially test whether any constraint in layer j is violated, starting with j = g down to j = 1, then we will detect a violation with probability which is at least c 0. A more general version of this result lower bounds the probability that at least constraints are violated. As a corollary we derive our main result, the detectability lemma: for any state |ψ , there is some layer j, such that the probability that at least one constraint in layer j is violated by |ψ is at least c 0.
Significance, XY-decomposition and Exponential decay
It is trivial to show a weaker version of the detectability lemma, in which c(g) 0 is replaced by 0/M where M is the number of constraints (terms in the Hamiltonian). This is because the 0/M is the expected energy contribution of a random term in the Hamiltonian, and hence a lower bound on the probability that the corresponding constraint is violated. However this value is too small.
To prove the detectability lemma, we must work with the energy contribution of all the terms, and this creates difficulties as the following example illustrates. Let us assume, for the sake of this discussion, that the constraints are distributed evenly between the layers (so each layer contains M/g constraints). Suppose that the ground state is |ψ = α|ψ0 + β|ψ1 , where |ψ0 satisfies all constraints in some layer j, while |ψ1 violates all constraints of that layer. In this case, the contribution of the j'th layer to the energy of the ground state, 0, is exactly |β| 2 , the norm squared of the projection of |ψ onto at least one violated constraint, times M/g, the number of violated constraints in the projection. We thus have |β| 2 ≤ g 0/M . The probability to find a violated constraint in the j'th layer for |ψ , which is |β| 2 , is too small: it is of the order of 0/M and not 0.
To prove the lemma we need to somehow rule out the possibility that in all layers, the state looks as it does in the above example. To do this, some new insight about the behavior of local Hamiltonian systems is required; The extra factor of M is in fact an artifact of an intrinsic property of local Hamiltonians of constant degree, which prevents the above described counter example from occurring in all layers simultaneously. In the above example, very strong correlations between the different particles are exhibited in all layers simultaneously. However, our proof shows that in local Hamiltonians of constant degree, the correlations between the different constraints must somehow decay exponentially, which rules out such examples. This is accomplished through the XY -decomposition, which lies at the heart of the proof of the quantum detectability lemma. It resolves the Hilbert space into direct sums of tensor product spaces, which are invariant for a significant fraction of the constraints. This allows for local analysis of the action of sums and products of these constraints. To flesh this out a little more, consider a constraint Q in the q layer, together with all those constraints (projections Q j ) in the q − 1 layer that intersect it, and so on all the way down to layer 1. This defines a pyramid, as can be seen in Figure 1 . Then we can split that Hilbert space of qubits on which the pyramid acts non-trivially, into two orthogonal subspaces, one where all the constraints in the pyramid commute, which we call X, and the rest, which we call Y .
A key observation is that if we consider the product of those Qj in the pyramid, restricted to the Y component, we get an operator of norm θ strictly less than 1. When applied to each of the subspaces separately it essentially shows that Πg · · · Π1 produces a multiplicative decay factor of θ for each Y component. This phenomenon is captured in the Exponential Decay Lemma (see Lemma 4.2) , and is what helps rule out the example from the beginning of the section, and establish the bound in the detectability lemma.
We remark that the Exponential Decay Lemma may be viewed as a novel kind of uncertainty principle that applies when 0 > 0. We also remark that the = 0 with two layers can be viewed as the converse of a special case of Kitaev's geometrical lemma, crucial in his proof of the quantum CookLevin theorem [11] , in which he provides a lower bound on the ground energy of a sum of Hamiltonians in terms of the angle between their ground spaces (for more details on this connection see [1] ). 
Quantum Gap amplification
Classical gap amplification, first proved in the context of saving random bits in RP and BPP amplification [2, 8] , is a basic primitive in complexity theory. The idea is that if one is interested in amplifying the probability of hitting a given subset of the nodes (or edges) in a graph, then if the graph is an expander, a random walk would do almost as well as picking the nodes (or edges) independently. More generally a constraint satisfaction problem is represented by a hypergraph, with each hyperedge corresponding to a constraint. To amplify the gap between the acceptance and rejection probability, one considers the "t-step walk" on the hypergraph. Now, if the hypergraph is expanding, one can show that the gap gets amplified by a factor of Ω(t). This idea has since found many other important implications, for example, in Dinur's proof of the PCP theorem [6] .
In this paper we prove a quantum analogue of the classical amplification lemma: the hyper-constraints are also generated from t terms in the original Hamiltonian which form a walk in the interaction graph. Each new hyper-constraint is the projection on the intersection of the t constraints on the walk. We show that if the original interaction graph was an expander, the average ground energy per term of the new Hamiltonian (consisting of the hyper-constraints) is Ω(t) times the average ground energy per term of the original Hamiltonian, thus establishing a bound similar to the classical lemma. The proof relies critically on the quantum detectability lemma, along with the classical analysis of walks on expander graphs.
The idea of the proof is that the overall amplification is lower-bounded by the amplification of a single layer. But as the constraints of a layer commute, we can treat them classically and apply the classical amplification lemma to the distribution of violations at that layer. The amplification of a layer therefore depends on its distribution. This is exactly where the detectability lemma comes in handy, as it ensures that there is at least one layer with a distribution that allows substantial amplification.
Discussion and open problems
The results in this paper are related to several important open problems in quantum computation complexity. First, the study of the computational complexity of local Hamiltonians has blossomed over the last few years, and touches upon efficient simulation of quantum systems and theoretical condensed matter physics. The techniques developed in this paper, the XY-decomposition, the quantum detectability lemma, and the exponential decay lemma, can be expected to contribute to our understanding of this new area.
Second, the PCP theorem is arguably the most important development in computational complexity over the last two decades. Is there a quantum analogue? In Section 8 we provide a precise statement of a possible quantum PCP theorem. Our quantum gap amplification lemma can be viewed as a very weak form of such a statement. However, the problem is that the new t-walk constraints correspond to queries of size t, which are too large. Dinur's proof of the classical PCP theorem reduces the size of the constraints using clever techniques; it is unclear whether this can be done in the quantum setting.
Resolving whether or not a quantum PCP theorem holds is a major challenge in quantum complexity theory; Both directions are likely to have major implications, e.g., on our understanding of inapproximability results of quantum complexity problems and on the understanding of entanglement and notions such as no-cloning.
Gap amplification is also tightly connected to the basic notion of energy spectral gap central in condensed matter physics. In particular, it might have interesting relations to adiabatic quantum computation, a model which has attracted much attention recently and in which computation is performed using time-dependent Hamiltonians with nonnegligible spectral gap [7] . Despite work on the subject [12, 16, 17, 13] , a fault tolerance result for this model is still missing. Further understanding of quantum gap amplification might shed light on these questions.
As a benchmark open problem towards a quantum PCP theorem, we pose the following question: prove an exponential size quantum PCP, in analogy with the first classical PCP results [3] . Another related approach is to improve the parameters in current perturbation gadgets [10, 15, 5, 9] significantly.
A natural open question is to prove a quantum analogue of Impagliazzo-Zuckerman [2, 8] , which corresponds to amplification in a different range of parameters than the gap amplification lemma proved here. It would also be interesting to study other quantum Hamiltonian and computational complexity results in the light of our results e.g., the Marriott and Watrous result regarding amplification of QMA using a single witness [14] .
Finally, in this paper we handle the restricted case of onesided error. We leave the general case for future work.
Organization of Paper:
The remainder of the paper is organized as follows. Section 2 provides the background, with definitions of local Hamiltonians, energies, etc. Section 3 defines the XY decomposition and all its necessary ingredients, including the pyramids and Ponzis. Section 4 defines the parameter θ and states and proves the exponential decay lemma; Section 5 states and proves the Detectability lemma for the case = 0, and Sec. 6 provides all the definitions and statements of the general > 0 case without proofs (which are deferred to the archive or the journal version). In Sec. 7 we state and prove the quantum gap amplification lemma. Sec. 8 discusses quantum PCP; the proof of the relevant version of the classical amplification lemma is given in the appendix.
LOCAL HAMILTONIANS AND k-QSAT
⊗n ( is the one qubit Hilbert space) that can be written as a sum
Hi, where M = poly(n), and every Hi is a Hermitian operator that acts trivially on all but at most k qubits. We may assume that Hi are all projections.
For a given state |ψ , ψ|H|ψ is called the energy of the state. The minimal energy of H, called ground energy and denoted by 0, is thus the smallest eigenvalue of H, i.e. the minimum energy of H for any state. Clearly, H ≥ 0½.
The k-local Hamiltonian problem is to decide whether the ground energy of H is smaller than a or larger than b for some given a, b such that |b−a| ≥ 1/poly(n). Kitaev showed [11] that this problem is complete for the class QMA.
The local Hamiltonian problem can be viewed as the quantum analogue of the max-k-SAT problem (and Kitaev's result as the classical analogue of the classical Cook Levin theorem.) To see this, recall that in the max-k-SAT problem we are given a Boolean formula f (x1, . . . , xn) = c1 ∧. . .∧cM , where each clause ci depends on at most k input Boolean variables, for some constant k ≥ 2. To draw the analogy from the above instance to the local Hamiltonian problem, consider the Hamiltonian H acting on n qubits whose terms Hi are projections on the k-bit strings that do not satisfy the clause ci. The ground energy of H is then exactly the minimal number of clauses that must be violated in f by any assignment to the variables. Finding this number is equivalent to max-k-SAT.
In this paper we deal with a restricted version of the local Hamiltonian problem, in which a = 0. This is called the k-QSAT problem, and is a generalization of the k-SAT problem: Here we are interested in the problem of distinguishing whether the constraint system is completely satisfiable (in physics language, it is non-frustrated), or it is far from it (or, in physics language, frustrated). As before, we may assume the terms are projections. We write Hi = Qi for a projection term Qi. ψ|Qi|ψ is the energy of the state |ψ from the Qi constraint, which can be regarded as a penalty due to its violation. We note that under these restrictions, the local Hamiltonian problem is complete for the class QMA 1 , the one sided error version of QMA, as long as k ≥ 4 [4] .
An important though natural assumption that we make here is that the projections Qi belong to some finite set of projections, independent of n.
We say two projections Qi and Qj intersect if they share at least one qubit upon which they both act non-trivially; for a k-QSAT instance we further assume that each Qi intersects with only a bounded number of other Qj. We will refer to this last assumption as the constant degree assumption. We mention that this assumption is very natural in condensed matter physics.
The projections Qi in a k-local Hamiltonian of constant degree can be partitioned into a constant number of sets such that all the Qi within a set do not intersect. We will call each of these sets a layer and denote by Πj the projection on to the common accepting space of all the projections in the j'th layer. This is actually the product Q i (½ − Qi) of all projections Qi in the layer. For the remainder of this paper we fix an instance of k-QSAT with operator H and fix a partition of the set of projections {Qi} into g layers ordered from 1 to g, where each layer is associated with a product operator Πj . Notice that because the projections in a given layer do not intersect, they all commute among themselves.
THE XY DECOMPOSITION
We now describe the XY decomposition. We start with the notions of pyramids and Ponzis.
Pyramids
To each projection Q we associate a pyramid, which consists of a set Δ(Q) ⊂ {Qi} and space HQ, as follows. If Q lies in layer j we recursively construct the pyramid set as a "connected" set of constraints as follows. Begin with Q and add those projections in layer j − 1 that intersect Q. Then add those projections Qi in layer j − 2 that intersect any of the previous projections added. Continue to add those projections at each level that intersect any of the previously added projections. The pyramid set, denoted as Δ(Q), shall be the set of all these projections. We define the pyramid subspace HQ to be the tensor product of all qubits upon which some element of Δ(Q) acts non-trivially. Notice that this space should not be confused with the (smaller) space on which only Q is acting non-trivially. Finally, notice that |Δ(Q)| and the dimension of HQ are both finite due to the constant degree assumption.
A helpful way to understand the pyramid structure associated to a projection Q is as follows. Suppose Q appears somewhere in Πj. Now consider the product of projections Π1 · · · Πg. We can try to pass as many terms that lie to the left of Q past Q to the right. Obviously, those projections acting on different sets of qubits than Q commute with Q. It can be seen that we can pass to the right all terms that are not in Δ(Q). What will remain on the left are the projections that make up Δ(Q).
Local XY decomposition
For each HQ define XQ to be the subspace spanned by all mutual eigenvectors of all the operators of Δ(Q). Let YQ be the orthogonal subspace. We write HQ = XQ ⊕ YQ; we call this the local XY decomposition of Δ(Q). Notice both XQ and YQ are invariant subspaces for all the operators of Δ(Q).
Ponzis
We shall say a subset T = {Q1, . . . , Qm} of projections in a given layer is a Ponzi if the pyramid Hilbert spaces of any two distinct projections in T are disjoint (See Figure Fig. 1 ).
We will in fact use not one Ponzi, but a finite number (denoted f (k, g)) of them. These Ponzis define a partition of all constraints in the system; each constraint appears in exactly one Ponzi. It is easy to see that such a partition is possible for each individual layer (and hence for the entire system) because the projections Qi are k-local, and the system has only g layers. 
The XY decomposition for Ponzis
We also define the size of a sector ν, denoted |ν|, to be the number of Y's that appear in it:
This decomposition, which we call the XY decomposition with respect to T , is central to the proof of the detectability lemma: global operator norm bounds are shown using local analysis on each Hν . To do this, we state and prove the phenomenon of exponential decay.
EXPONENTIAL DECAY FOR = 0

The parameter θ
The exponential decay behavior is stated in terms of the important parameter θ, which we now define.
Fix a pyramid Δ(Q), and consider a product of all the projections or their complements in Δ(Q), in which each projection or its complement appears exactly once. The order of the projections in the product is set by their layer: the projections of the first layer are the left most, followed by the projections of the second layer etc. Since either a projection or its complement can appear in the product, it follows that there are 2 |Δ(Q)| products for every pyramid Δ(Q). We denote these products by O α Q , with α = 1, . . . , 2 |Δ(Q)| . A key observation is that the operator norm of O α Q restricted to YQ is always strictly less than 1. The reason for this is that any eigenvector with eigenvalue 1 is also an eigenvector of eigenvalue 1 of each of the projections in Δ(Q), and thus this vector is necessarily in XQ. We define 
The fact that the projections Qi come from a fixed finite set of constraints, and that H is of constant degree, means that the number of possible O α Q 's is constant, independent of n. This means that θ is independent of n, depending only on the set of possible projections, and the degree of H.
The detection operators D (j) and the operator RT
To state the exponential decay lemma, we require one final bit of notation. For a Ponzi T , we define the detection operators D (j) . These are projections that project on the subspace of states that do not violate any of the constraints of the j'th layer, and that are included in the pyramid sets of T . They can be written as the product of ½ − Qi for all the Qi constraints in the j'th layer that belong to one of the pyramid sets of T .
We define RT to be the operator that results from taking Π1 · · · Πg and removing all the terms in D (1) · · · D (q) . With this notation we have
To see why this definition makes sense, begin with Π1 · · · Πg, and while keeping the ½ − Qi terms for every Qi ∈ T fixed, commute as many terms that lie to the left of those in T to the right. Those projections not in ∪Q i ∈T Δ(Qi) will freely commute past all the elements of T and form the operator RT . What remains to the left will be
The exponential decay lemma
The norm of the product of the detection operators restricted to a given sector exhibits an exponential decay in the size of the sector, namely the number of Y's in the sector:
Lemma 4.2 (Exponential-decay lemma for = 0). Let T = {Q1, . . . , Qm} be a Ponzi in layer q. Then for any sector ν, we have
Proof. Using the fact that the projections from different pyramid sets of T commute, we can rewrite the product
Q∈T OQ, where OQ is the product of ½−Q terms for all Q ∈ Δ(Q), ordered according to their layer. Since XQ and YQ are invariant for OQ, then using the fact that ||OQ|| ≤ θ on YQ ( Def. 4.1) and the simple upper bound of ||OQ|| ≤ 1 on XQ, we immediately get
THE DETECTABILITY LEMMA, = 0
In this section we prove the detectability lemma for the special case of = 0, namely, when we are interested in the probability to violate one or more constraints (the complement of violating = 0 constraints). The general case is deferred to Section 6. We start with the following lemma:
and f = f (k, g) is the number of Ponzis that are needed to partition the set of constraints (see Sec. 3.3) . This lemma implies the detectability lemma.
Lemma 5.2 (The detectability lemma for = 0). For every normalized state |ψ , there is a layer j such that
We start with the proof of Lemma 5.1 and later show how to deduce the detectability lemma.
Proof of Lemma 5.1. Define the un-normalized state |Ω def = Π1 · · · Πg|ψ . We will show that |Ω 2 ≥ 1 − δ0. From Sec. 3.3, we know that it is possible to partition the constraints of the system into f (k, g) disjoint Ponzis. For each such Ponzi T = {Q1, . . . , Qm}, define
to be the energy of that Ponzi. It follows that the Hamiltonian of the system is given by H = P T ET . As the energy of |Ω must be greater than or equal to |Ω 2 0, there must be a Ponzi T such that
The idea of the proof is to upper bound Ω|ET |Ω by some function of k, g, θ, and this will upper-bound |Ω 2 . In fact, for the bound to be non-trivial for 0 → 0, the upperbound will also contain |Ω 2 itself. Nevertheless, from this inequality we will still be able to to extract an upper-bound for |Ω 2 . To bound Ω|ET |Ω , we use Eq. (3) to write
Here |φ def = RT |ψ , and as RT is a product of projections, it follows that |φ 2 ≤ 1. We now decompose |φ in terms of the XY-decomposition:
As all the operators inside the RHS of the above equation preserve the XY sectors, it is upper-bounded by
Observe that whenever νi = X , we have QiD 
and together with the exponential decay lemma (Lemma 4.2), this gives us
Setting |φs def = P |ν|=s |φν , we get
In principle, we could stop the proof here and use the above inequality together with the fact that P s>0 |φs 2 is a constant and Eq. (8), to derive an upper bound for |Ω 2 . However, it is easy to see that this bound would be meaningful (less than 1) only for 0 which is larger than some constant, and would be useless for 0 → 0, which is a crucial range for the gap amplification lemma (see Sec. 7). Fortunately, we can do better.
Let us write |φ = |φ0 + |φ ⊥ , where |φ0 is the component of |φ on the all X sector, and |φ ⊥ is its orthogonal complement: |φ ⊥ = P s>0 |φs . Using the fact that the detection operators D (j) preserve the ν sectors invariant, it follows that
By the exponential decay lemma for = 0, Lemma 4.2,
|ν ≤ θ on the sectors with |ν| > 0, hence
Therefore
Using the fact that φ ⊥ 2 = P s>0 |φs 2 , we can plug the last inequality into Eq. (14), and then by Eq. (8) we get an inequality for |Ω 2 . This inequality can be easily inverted, yielding
Proof of Lemma 5.2, given Lemma 5.1. To see how Lemma 5.2 follows from Lemma 5.1, assume that the latter holds, and assume that (1 − Πj)|ψ 2 < 1 2g 2 δ0 for every layer j.
Consider the following identity:
. Except for the identity, every term on the RHS has a Πj − ½ term on its right side. We want to have the same expressions also on the left side of each term. Hence we continue in the same fashion, and expand each term on the RHS as: and (½ − Πi) on both sides.W hen we "sandwich" the above equation with ψ| · |ψ , the absolute value of each of the g(2g − 1) terms will be smaller then δ0/(2g 2 ). This is due to the Cauchy-Schwartz inequality and the assumption that (½ − Πi)|ψ 2 < δ0/(2g 2 ). Therefore,
which is a contradiction.
THE > 0 CASE
The = 0 case provides some handle onto the understanding of the probability to violate constraints in local Hamiltonian systems. However, it is not detailed enough. One would like to also understand the behavior of the probability to violate more than a given number of constraints. For that, a generalization of all the above discussion is required. In general, what is done here is the same analysis and constructions as for the = 0 case, except that in order to consider violations of more than constraints, we need to run over all possible way to choose how many of those constraints will be violated in every one of the pyramids. This introduces some combinatorial factors into the picture. We now generalize the definition of D (j) to this case, and then provide the statements of the general exponential decay lemma and that of the general detectability lemma. The full proofs of these lemmas can be found in Ref. [1] .
The detection operators D (j)
Recall that given a Ponzi T , the detection operator D (j) was the projection onto the subspace of states that violate none of the constraints of the j'th layer that are inside the pyramid sets of T (see Sec. 4.2). We define the detection operator D (j) to be the projection onto the subspace of states that violate exactly constraints of the j'th layer that are inside the pyramids Δ(Qi) of the Ponzi. Note that it can be viewed as a sum of products of Q's and (½ − Q)'s with exactly Q's.
The general exponential decay lemma
Let us now state the exponential decay lemma in the general case. 
where we set def = maxi i.
Proof. Sketch: The proof follows essentially the lines of the proof of the exponential decay for = 0 case. The main difficulty in the general proof is the fact that when > 0, the projections D (j) are no longer a simple product of projections as in the = 0 case, but a sum over such products, where each such product projects into a certain possible configuration of violations. The details are given in the archive version of the paper [1] .
The general detectability lemma
The detectability lemma can be generalized too to > 0. This generalization gives us a more detailed picture of the energy distribution. This is important when 0 is much bigger than 1 but is still smaller than its maximal value M . In such a case, the (general) detectability lemma asserts that not only there exists a layer in which some violations are detectable -but that there must be a layer in which or more violations are detectable. In other words, there must be a layer in which the weight of the sectors with or more violations is larger than some constant which is independent on the system's size. For the lemma to hold, we require that , the number of violations, does not exceed some normalized version of the minimal energy 0. and every normalized state |ψ , there is at least one layer i in which:
δ is a function of , 0, θ, k, g, and is given by
) is the number of Ponzis in the partition of the system constraint (see Sec. 3.3) .
Once again, combinatorial factors make the proof in the general case somewhat more difficult technically; The details are given in [1] .
QUANTUM GAP AMPLIFICATION
The setting of the quantum amplification lemma is a natural generalization of the classical setting (see Appendix A). We consider a d-regular expander graph G = (V, E) with a second-largest eigenvalue 0 < λ(G) < 1. On top of G we define a k-QSAT system as follows. We identify every vertex with a qudit of dimension q. Every edge e ∈ E is identified with a projection Qe on the two qudits that are associated with the vertices of the edge. This defines a k-QSAT system with k = 2 log(q) and a Hamiltonian H = P e∈E Qe. For any state |ψ , we define the quantum UNSAT of the system with respect to |ψ as the average energy of the edges:
The UNSAT of the system, denoted by QUNSAT(G), is obtained by minimizing QUNSAT ψ (G) over all states. We now construct a new constraint system with an "amplified" QUNSAT using the notion of a t-walk. This is a set of t adjoint edges, denoted by e = (e1, . . . , et), that can be seen as the trajectory of t steps on G. We fix t and consider all possible t-walks. For each such walk we define a t log(q)-local projection Qe by taking the intersection of all the accepting spaces along the path and defining it to be the accepting space of Qe. In other words, Qe projects into the orthogonal complement of that space. We refer to the new system as G t , and define
We are now ready to state the quantum gap amplification lemma. It shows how QUNSAT(G t ) is amplified with respect to QUNSAT(G). The amplification is linear in t when QUNSAT(G) is far enough from 1, and then becomes saturated, just like in the classical case. K(q, d, θ) , c(λ), independent of the system size, such that
Proof. By definition, QUNSAT(G) = 0/|E| where 0 is the ground energy of G. Let |ψ be a state for which QUNSAT(G t ) = QUNSAT ψ (G t ). We first notice that our k-QSAT system can be written with at most g = 2d layers. We choose a layer i and expand |ψ in terms of its violations in that layer:
Here |ψj is the projection of |ψ to the space with j violations in the i'th layer. Note that |ψj has a well defined value of the number of violated constraints of the i'th layer. We consider an auxiliary k-QSAT system Gi that has same underlying graph G and the same constraints of the i'th layer, but the rest of the constraints are null -i.e., they are always satisfied. It is clear that for every state
Moreover, all the projections in G t i commute within themselves and with the original projections of the i'th layer, therefore
We will now show:
Proof. This claim follows almost immediately from the classical amplification lemma since the constraints in Gi are all commuting and can be considered classical. We expand |ψj as a superposition |ψj = P ν βν |ψν , where |ψν has a well-defined value (1 or 0, namely violating or not) at each edge of Gi, with the total number of violations being exactly j. Moreover, it is easy to see that as the projection into the state |ψν commutes with the projections of Gi,
Hence it is sufficient to prove Eq. (32) for QUNSAT ψν (G t i ). This, however, follows directly from the classical amplification lemma since under the state |ψν the constraints of Gi have well-defined, classical values. We can therefore treat the situation as a classical system Gc with some assignment σ and UNSATσ(Gc) = j/|E|. According to the classical amplification lemma, if
But as everything is classical for Gi and G t i in the ν sector,
and this proves the claim.
Let us now use it to estimate the amplification. Combining Eq. (32) with Eq. (31), we find
Therefore, as QUNSAT(G) = 0
|E|
, the amplification ratio we are looking for is
The above equation is central and can be derived for any layer (namely, for any i). However, without additional information, it cannot be used to show amplification. The reason is that the weights α 2 j can theoretically conspire in such a way that no amplification would occur. For example, 1/poly(|E|) of the weight can be concentrated on α 2 |E| and the rest on α 2 0 , and then there is no amplification since in these two sectors there is no amplification (one is completely satisfied and the other is completely saturated). Fortunately, we can use the detectability lemma to rule out the possibility that this sort of non-amplifying distribution appears simultaneously in all layers. Now we reach the last step in proving the quantum amplification by using Eqs. (36,37). The idea is to consider two possible cases: 
On the other hand, it is easy to see that Eq. (37) implies QUNSAT(G t ) Therefore,
QUNSAT(G) ≥ t c(λ)
Let us now lower bound the expression
. δ0 is a continuous function of 0 that is bounded between 0 and 1 for 0 ≥ 0. We have to worry about two cases: (i) if 0 becomes too large, the ratio might become small, and (ii) as 0 → 0, also δ0 → 0. The first worry is taken cared by fact that in the low-energy case 0 is upper bounded by 
7.2 The high energy case:
In the high-energy case, we use the detectability lemma with a particular to show the amplification. We choose as large as possible so that ( + 1)/ 0 will be lower-bounded by a positive function of q, d, θ. Specifically, the high energy condition implies 0 f − 2 1−θ ≥ 2r, and so we choose
Then on one hand,
and so ( 
On the other hand, Eq. (42) also implies
and so 
