I. INTRODUCTION
It has been observed that a high-intensity radiated field (HIRF) can produce upsets in digital electronics, and thereby degrade the performance of digital flight control systems [5, 6, 15, 23] . Such upsets, either from natural or man-made sources, can change data values on digital buses and in computer memories and even affect CPU instruction executions [1, 5, 23] . The specific nature of this degradation in performance is a complex function of the electromagnetic environment, the physical implementation of the electronic systems, the digital design choices, the aircraft dynamics, and the control law. HIRF environments are also known to trigger common-mode faults, affecting nearly simultaneously multiple fault containment regions, and hence reducing the benefits of n-modular redundancy, error correcting codes, and other fault-tolerant computing techniques [2, 3, 10, 14] . Thus, it is important to develop models which describe the integration of the embedded digital system, where the control law is implemented, and the dynamics of the closed-loop system. System designers and test engineers at all levels would benefit from the availability of such models for estimating the level of performance degradation in a given scenario.
The general goal of this paper is to develop theoretical tools to analyze the relationship between the design choices for a class of distributed recoverable computing platforms and the performance of a digital flight control system implemented on such a platform while operating in a HIRF environment. The specific objective is to develop a tractable hybrid performance model of a digital flight control system implemented on a distributed computing platform inspired largely by the NASA family of fault-tolerant, reconfigurable computer architectures known as SPIDER (scalable processor-independent design for enhanced reliability). The focus is on the SPIDER implementation which uses the computer communication system known as ROBUS-2 (reliable optical bus) [20, 24, 25] . Figure 1 shows a general distributed computing platform topology based on ROBUS-2 and subject to digital upsets [11, 12] . It consists of N controller processing elements (CPEs) dedicated to calculating the updates of the control law at each sample period (T) and M redundancy management units (RMUs), which coordinate the communications between the processing elements (PEs) by supplying full and reliable message transferring capability. The bus interface units (BIUs) are logical devices which provide the interfaces between the CPEs and the communication system. In the present application an additional PE called the I/O PE is employed as an input-output interface to the actuators and sensors. The upset processes μ i (k) and º ij (k) are binary random variables taking on the value "1" when an upset is injected into the ith PE or the jth channel of the ith RMU, respectively, and are "0" otherwise. The CPEs and RMUs in the current prototype are all constructed from off-the-shelf devices. More details concerning the hardware implementation and the underlying theory on which the design is based can be found in [20] , [24] , and [25] . The binary signal z v (k) can be viewed as a system availability process [4] . The value of 0 indicates that at least one CPE and one RMU were available during the kth control cycle so that the control update could be done successfully. Otherwise, no control update was possible. Figure 2 illustrates a closed-loop flight control system with an electromagnetic disturbance model [11, 12] . The dynamics of the closed-loop system under consideration are modeled by a switched linear system of the form
x(0) = x 0 (1a)
where (A 0 , B 0 , C 0 ) and (A 1 , B 1 , C 1 ) are the nominal and upset state space models, respectively, assuming straight and level flight at a cruising speed and altitude. Therefore, the control reference signal r ref (k) is set to zero. The state space models also include Dryden turbulence spectral shaping filters. The white Gaussian noise input w(k) drives these shaping filters, which in turn inject the process noise v(k) into the control loop. In the event that there are no upsets injected into the control computer, the nominal control system produces an acceptable tracking performance.
Once an upset interrupts the execution of the nominal control law, a different control law takes over, and the new closed-loop dynamics are significantly different.
To quantify any degradation of performance in the presence of upsets, the error system shown in Fig. 3 is utilized. It consists of two copies of system (1) that have the same input w(k). One system acts as a reference system and is never switched into the upset mode, while the other system is switched by the upset signal z º (k) to simulate digital upsets. The difference between their respective outputs produces the output error signal y e (k). Let x u (k) be the state vector of the upset system, x r (k) the state vector of the reference system, and
T . Then the error system is described by the jump-linear system
where
]
T , and C e,z º = [C z º , ¡C 0 ]. The overall performance model is, therefore, a cascade of three subsystems as shown in Fig. 4 . The input disturbances generated from the exosystem drive the interference model, and the closed-loop error system is, in turn, driven by the interference model, which describes how injected disturbances disrupt the operation of the distributed computing system. The performance index of interest is the mean power in the output tracking error
The limit exists provided the error system is mean-square stable (MSS). The specific goal is to characterize the quality of the tracking performance of a flight control system when the distributed computing platform is subject to intermittent upsets by computing J w,e as a function of the design choices N and M, and the upset probabilities for μ i (k) and º ij (k). In order to validate the theoretical predictions of performance degradation due to upsets, an experiment was conducted in NASA Langley's HIRF Chamber A. HIRF environments are characterized by a number of parameters, including frequency, field strength, modulation envelope, and duration of the disturbance. In this experiment a 3 PE £ 1 RMU SPIDER system was configured with one I/O PE, one CPE, and one RMU outside of the HIRF chamber and a single CPE subject to HIRF-induced errors inside the chamber. Therefore, the HIRF upset data collected from this CPE are a measurement of the signal z 1 (k) as shown in Fig. 1 . The statistics of this random process were used to provide both theoretical and empirical estimates of the tracking performance of this system. Moreover, an extrapolation of these results is presented to predict the tracking performance of system configurations that were not physically tested. The next logical step is a controlled experiment with multiple units in the HIRF chamber, but this significantly more difficult problem is beyond the scope of this paper.
The remainder of the paper is organized as follows. Section II describes the distributed computing system architecture under consideration, and, in parallel, its system level model is presented. The nature of the system's controller mode switches induced by Markov digital upsets is analyzed and verified by simulation. In addition a high-fidelity switched linearized Boeing 747 model is validated against a full nonlinear aerodynamic model [18, 30] . In Section III the main theory for the tracking performance model is presented. The tracking performance predictions for the Boeing 747 flight control system are, then, computed theoretically and compared against simulations for Markov digital upsets. Section IV provides a physical description of the HIRF experiment. Statistical analyses of the upset data are presented, and the corresponding parameterization of the upset model is derived. Finally, an extrapolation of the results for other distributed computing platforms is presented in this section. Section V summarizes the main results of this paper.
II. MODELING A DISTRIBUTED RECOVERABLE FLIGHT CONTROL SYSTEM
The typical flight control computer operates in a complex electromagnetic environment that consists of radiation at many different frequencies, powers, and angles of incidence. Two basic components in any disturbance model for a control problem are: a model for the exosystem (any part of the system which is not the plant, sensors, controller, or actuators) and an interference model, which describes exactly how the exosystem interferes with the normal operation of the closed-loop system (see Fig. 2 ). Each of these models is considered in more detail in the following sections.
A. Modeling Controller Upsets
As described in the Introduction, the CPEs execute the control law and perhaps other high-level system functions, the RMUs provide connectivity as network hubs, and the BIUs serve as the bus access ports. Throughout this paper the following assumptions are in place for the distributed control system shown in Fig. 1 . A1) Each processing unit is recoverable within one sample period, T = 1=130 s.
A2) The same control law is replicated in all N CPEs. A3) Each ROBUS-2 node (CPE-BIU, RMU) is fail-silent. So a node stops transmitting data when an internal upset is detected. The fail-silent detection is assumed not to fail, i.e., it has 100% coverage. A4) Each ROBUS-2 node forms an independent fault containment region.
A5) The state of each CPE, say z i (k), is identically broadcast to the ith channel of each RMU.
A6) The BIUs and the I/O PE are not subject to upset.
The model developed next is an abstraction from a control system point of view of how the information needed to compute control updates flows through the network. It is not a model of the actual digital layer of the communication system. As stated in Section I, the upset processes μ i (k) and º ij (k) are binary random variables. The BIU outputs z i (k) are also binary random variables that represent the state of their associated CPE at time k. When z i (k) is 0 the ith CPE and BIU are functioning properly at time k and therefore provide the correct update to the control law at that instant. Otherwise, it is upset, and by assumption A3 it does not transmit a control law update. The state transition table for a CPE with disturbance input μ i (k) is given in Table I 
of the ith channel of the jth RMU, namelyz ij (k), is also subject to upset, specifically from the disturbance input º ij (k A key hypothesis is that the upset processes μ i (k) and º ij (k) can be modeled as Markov processes. Since z i (k) is a delayed version of μ i (k) andz ij (k) is a delayed version of º ij (k), an alternative but equivalent view of the interference model is shown in Fig. 5 for the case where the channel states in the same RMU are perfectly correlated. Therefore,z ij (k) is abbreviated asz j (k) for j = 1,:::, M. The main block in Fig. 5 is now explained in more detail.
DEFINITION 1
The structure function Á, as shown in Fig. 5 , is the memoryless, binary-valued mapping Á : f0, 1g N+M ! f0, 1g given by
LEMMA 1 The binary random process z º (k) defined in Fig. 1 satisfies the identity
PROOF It is evident from Fig. 1 and the assumptions A4-A5 that
By the distributivity property of Boolean algebra, it follows that
This proves the lemma.
In general z º (k) is not a Markov chain [21, 36] , but the joint processes described below are known to always be Markov.
LEMMA 2 [4, 9] Let z i (k) andz j (k) be independent homogeneous Markov chains (HMCs) on a state space f0, 1g with the transition probability matrices ¦ z i and ¦˜z j , respectively, for i = 1,:::, N and j = 1,:::, M. Then the joint processẑ(k) := (z(k),z(k)) is an HMC with transition probability matrix
and state probability vector
where − denotes the Kronecker product. The joint processẑ(k) is irreducible and aperiodic if the processes z i (k) andz j (k) satisfy these properties.
HMCs on a state space f0, 1g with the transition probability matrices ¦ z i and ¦˜z j , respectively, for i = 1, :::, N and j = 1,:::
is an HMC, and its state space can be reduced to a proper subset of f0, 1g (N+M+1) such that its transition probability matrix is ¦ˆz. The joint process ½(k) is ergodic if z(k) andz(k) have invariant distributions and are irreducible and aperiodic.
Using the process ½(k) the model
is equivalent to (1) in the following sense.
DEFINITION 2 [36] Systems (1) and (4) are said to be model-equivalent ifÂ (ẑ,z º ) = A z º ,B (ẑ,z º ) = B z º , and
From this definition it is clear that, if (4) is model-equivalent to (1), then they have the same state and output processes. Therefore, the HMC ½(k) can be used instead of z º (k) to drive the switched linear model. This theory is essential in the tracking performance error analysis for Markov upset processes presented in Section III-B.
B. Switched Linearized Models for the Boeing 747
The nominal closed-loop flight control system shown in Fig. 2 was simulated with the software package FTLAB747 V6.1/V6.5 running under MATLAB 6.5. This software package was developed by Marcos and Balas at the University of Minnesota [18] . It is an enhanced version of the package Delft University Aircraft Simulation Model and Analysis Tool (DASMAT) written by van der Linden at Delft University of Technology [30] . The focus of the program is on the longitudinal dynamics of the aircraft. To run the simulation program, the lateral directional states are first set to trim values. The associated inputs, state variables, and outputs are summarized in Table II .
The nominal linearized longitudinal aircraft dynamics _ x air (t) = Ax air (t) + Bu(t)
were obtained about the straight and level equilibrium point described in Table III using the linearization routine provided by FTLAB747. This model has two command inputs, four disturbance inputs, four states and six outputs as shown in Table II . The state space model (A, B, C) is given explicitly in [31] . The actuator system variables are shown in Table IV . Each elevator is modeled by the first-order transfer function H e,a (s) = 37 s + 37 followed by a rate limiter set to 37 deg/s as specified in [13] , [19] . Each engine is modeled in a similar fashion except that the transfer function is
The longitudinal controller employs a continuous H 1 optimal control law described in [8] , [19] . The system variables for the controller are summarized in Table V . The sensor block is described by the constant gain matrix H s (s) = diagf1, 1, 0, 1, 1=9:8, 1g that corresponds to the system variables for the 
The matrices in the realization are computed directly by combining the linear models described above, except for the coupling matrix G cl , which is discussed below. This model has a total of 24 states.
The turbulence block is a linear model with three states and four outputs as shown in Table VII [35] . Equation (6) describes the two-channel turbulence block: Fig. 8 under light turbulence conditions. Normally, the system will not operate in the upset mode for more than a few sample periods, so the upset model was judged to be sufficiently accurate. The corresponding discrete-time, linear upset model was derived in the same fashion as its nominal counterpart. Figure 9 shows nearly perfect agreement between the continuous-time and discrete-time upset open-loop linear responses for light winds at the sample instants.
III. TRACKING PERFORMANCE ANALYSIS OF A RECOVERABLE BOEING 747 FLIGHT CONTROL SYSTEM
In this section a summary of the key theoretical tools needed to perform the analysis is given. Next, they are applied to the Boeing 747 tracking performance problem for environments which induce digital upsets.
A. Output Performance of a Digital Flight Control System with Upsets
Consider an arbitrary n dimensional jump-linear system
where the process ½(k) has states labeled by the symbols l = 0,1,:::,`¡ 1.
DEFINITION 3
The jump-linear system (7) is MSS if there exists a nonnegative real number ® such that Efkx(k)k 2 g ! ® as k ! 1 for any initial condition x 0 with a finite second-order moment.
The following theorems apply when the process ½(k) is a homogeneous first-order Markov chain [35, 36] . 
where ¦ is the transition probability matrix for ½(k) and r ¾ (¢) is the spectral radius.
A stationary distribution p is determined by solving the eigen-equation p = p¦. Both ¦ and p are needed to compute J w = lim k!1 Efky(k)k 2 g as described in the next theorem. 
with
and '
¡1 l denotes the inverse column stacking operator for the column array from ln to (l + 1)n ¡ 1.
Theorem 3 specifically applies to the error system (2) in Fig. 3 when`= 2.
B. Theoretical Analysis of Tracking Performance of a Boeing 747 with Digital Upsets
The performance analysis, as predicted by error system (2) for the Boeing 747 flight control system, when the CPEs and RMUs are subject to Markov upsets, is considered next. The distributed computing platform, in this case, is modeled as shown in Fig. 5 . Therefore, the switching signal ½(k) is the HMC based on Lemma 2 and Theorem 1. Theorem 3 can then be 
used to estimate the tracking performance error as shown in the following example.
EXAMPLE 1 Consider a 2 PE £ 1 RMU SPIDER system with both the CPE and RMU subject to upsets. Following the example in [4] , let z 1 (k) andz 1 (k) be two independent HMCs with transition probability matrices Table VIII provides the state table for z 1 (k),z 1 (k), z º (k), and ½(k). It is evident that ½(k) assumes only four states. By Lemma 2 and Theorem 1, the transition probability matrix and state probability vector of ½(k) are which is used in Theorem 3 to compute the theoretical value of J w,e as 0.0158. This prediction is compared next against a simulation estimate. Tracking performance simulation analysis was done by the Monte Carlo method. The simulation procedure was as follows. First, based on given transition probability matrices for the CPEs and the RMUs, namely ¦ z and ¦˜z, respectively, the stationary distribution for ½(k), p was determined by solving the eigen-equation p = p¦ˆz. Then, the corresponding HMC sample functions were generated using p as the initial condition and fed to the structure function Á given by (3) in order to obtain sample functions of the switching process z v (k). This switching process, in turn, was used to drive the switched linear error system (2). Finally, the simulated J w,e estimate was calculated by a time average of the steady-state part of the ensemble average of the sample functions ky e (k)k 2 over 200,000 Monte Carlo runs. The mean of the steady-state portion of the response tends to the ensemble average value as k ! 1, therefore, the process ky e (k)k 2 is mean-ergodic. The simulated J w,e estimate in this case was 0.0158. Therefore, this example indicates that the simulation result perfectly matched the theoretical value. Additional simulation results are presented in Section IV.
IV. EXPERIMENTAL VALIDATION OF A DISTRIBUTED
RECOVERABLE FLIGHT CONTROL SYSTEM In this section an experiment is described to validate the performance model described in the previous section. First, a physical description of the experiment is outlined, followed by the data analysis, and then a model extrapolation for system architectures that were not tested physically. Additional analysis appears in [32] .
A. Physical Description of the HIRF Experiment at the NASA Langley Research Center
There are several accepted test setups to determine the susceptibility of avionic electronics to radio frequencies. Under certain conditions an aircraft cavity is similar to that of a mode-stirred reverberation chamber [7, 17] . Chamber A at NASA Langley is a reverberation chamber used to create an electromagnetic environment for testing an electronic system's susceptibility to HIRF. The dimensions of this chamber are 2:90 m £ 7:01 m £ 14:33 m (height £ width £ depth). Inside the chamber are a transmitting antenna, a receiving antenna, two stirrers near opposite corners, and two cameras. Following the standards in RTCA/DO-160F Section 20 [22] , but with modifications for the mode-stirring operation described in [17] (see also [28] , [29] , [33] , [34] ), the objects inside the chamber were appropriately separated from each other and from the walls. For this experiment the transmitting antenna radiated CWs at a given frequency and field strength. The receiving antenna was connected to a measurement system that included a spectrum analyzer. The transmit antenna and continuously rotating stirrers created a time-varying electromagnetic field environment that can induce electrical currents, and thereby injected faults into the device under test. The two stirrers took 7 and 18 s per revolution, respectively. The testbed for this experiment was specifically designed to enforce the assumptions outlined in Section II. The design is described in detail in [29] , [33] and summarized in [34] . Specifically, a 3 PE £ 1 RMU SPIDER system configuration was chosen for the HIRF experiment with one I/O PE, one CPE, and one RMU outside of the HIRF chamber, as shown in Fig. 10 . A single CPE subject to HIRF-induced errors was placed on a nonconductive foam block inside the chamber. Therefore, the HIRF upset data collected from this CPE output corresponds to measurements of the signal z 1 (k) as shown in Fig. 1 . Since the devices outside the chamber are not subject to upsets, z v (k) = z 1 (k). The SPIDER system operates at 174 Hz. The test controller could communicate using non-ROBUS communication paths with each CPE-BIU node and each RMU node to monitor fault occurrences and coordinate the test execution. The test controller was broken apart into two parts, one for the CPE-BIU nodes, named the primary test controller (PTC), and one for the RMU nodes, called the secondary test controller (STC). The fiber-optic cables connecting the RMU and the PTC were not affected by HIRF. The probability of permanent damage to the node under test was minimized by an automatic shut down system that monitored network communications and the current drawn by the test node. No damage was ever detected by the monitoring system.
The frequency, field strength, and wave modulation determined the environment inside the chamber. Following [26] - [28] and preliminary testing, six pairs of frequencies and field strengths were considered: 
B. Parameterization of the Performance Model from the Experimental Upset Data
In order to use the Markov jump-linear performance model described in Section III, the switching signal z v (k) needs to be a first-order Markov chain. A procedure to determine if z v (k) has a Markov characteristic was applied based on Â 2 hypothesis testing. Specifically, Â 2 hypothesis tests were employed to analyze the homogeneity and estimate the order of the Markov chain. The two tests are described briefly as follows (see [16] , [37] for details). The test for homogeneity was performed using a Â 2 test statistic derived from estimated transition probabilities. Two hypotheses were considered for this test:
H 0 : the z v (k) sequence is homogeneous. the data was deemed to be homogeneous with a 5% error rate. The other five sets of upset data had a similar homogeneous nature.
To fit a homogeneous Markov chain model to the data, several pairs of hypotheses were considered:
H 0 : the z v (k) sequence can be fitted to an (r ¡ 1)th order Markov chain. H 1 : the z v (k) sequence can be fitted to an rth order Markov chain, where r = 1,2,:::. The hypothesis testing began from an upper bound r max for r. Then, on the next iteration, r decreased to r max ¡ 1, and the hypothesis test was applied again. This process continued until r = 1. The test statistic used for each hypothesis test was computed using the homogeneous transition probabilities estimates, and it had a distribution approaching a Â 2 distribution with 2 r¡1 DoF. The critical value Â Fig. 12 . The graph indicates, for ® = 0:05, that all the test statistic values for every hypothesis test were greater than the corresponding critical values. Therefore, all the H 0 hypotheses were rejected. That is, the data could not be fitted confidently with a fourteenth or lower order Markov model. All six sets of data had a similar non-Markov nature.
An examination of the upset data shown in Fig. 13 indicated that upsets tend to arrive in bursts. That is, they tended to arrive in short intervals, which were separated by comparatively long intervals with no upset activity. Thus, it was decided to filter the upset data to identify the bursts with the hypothesis that the bursts could be modeled as a Markov process. A burst filter which inputs upset data and outputs bursts of duration D separated by interarrival times I is described precisely by the following algorithm.
1) Fix an integer l min > 0, which is the minimum allowed distance between the arrivals of two adjacent bursts.
2) Determine the arrival times k i for the transitions from no upset (z v (k) = 0) to upset (z v (k) = 1). Let n a be the total number of such arrival times.
3)
From empirical analysis of the six sets of upset data available, it was determined that the value l min = 25 worked well. Figure 13 shows a sample of the upset data z º (k) with the burst signalz v (k) superimposed over it. The hypothesis tests for the homogeneity and Markov order of the burst data are shown in Figs. 14 and 15, respectively, for the 121.15 MHz, 140 V/m HIRF environment. While not strictly Markov, it appears that, in general, burst model data can be reasonably approximated as homogeneous first-order Markov. Note that the test statistic drops sharply from 0 versus 1 to 1 versus 2 and becomes relatively flat for the subsequent tests. Note, however, that the burst model in effect introduces additional upsets. That is, z v (k) is a random process defined to be one during a given burst interval and zero otherwise. Therefore, whenz v (k) is used as a switching process in the performance theory in Section III, it provides only an upper bound on J w,e , sayJ w,e , as explained in the next section.
Following [10] it is convenient to representz v (k) as a birth-death process. Specifically, the arrival of a burst in continuous-time is assumed to be a Poisson random variable with parameter¸. Equivalently, the interarrival times between bursts are samples of an exponential random variable I with parameter¸. The duration of a burst is taken to be an exponential random variable D with parameter ¹. If¸¿ ¹, then the bursts are rare events, and thus, they overlap with small probability. This process is then sampled at 174 Hz to producez v (k). The corresponding transition probability matrix is ¦ = e ¤T e = 2 6 6 4
nd T e = 1=174s. Estimates of¸and ¹ were computed from burst model data using the fact thaţ where N I and N D were the number of interarrival times and durations, respectively. In light of (10) it can be easily verified that ¦ in (9) does not depend explicitly on T e . Sample means for I and D are given in Table IX . Estimates of the density and characteristic functions for I and D are compared against the corresponding ideal exponential density and corresponding characteristic functions as shown in Figs. 16-19 . The error metric
was used to measure the difference between an ideal exponential density and the estimate of the density function, where f i andf i are the ideal and estimate densities, respectively, and N b is the number of bins in the estimate. For a good fit J mse is expected to be close to zero. The error metrics for I and D are given in Table X .
C. Tracking Performance Analysis from the Data
The SPIDER system tested in the HIRF chamber only broadcasted test messages and was not connected to any aircraft simulation system. Thus, to estimate Fig. 20 . An estimate of J w,e was derived by taking a time average of these ensemble averages. These results were identical to the sample means of the statistic J w,e , which was computed from a time average of each sample function of ky e (k)k 2 . An example of the density function of J w,e is shown in Fig. 21 . The corresponding sample means and standard deviations are given in Table XI .
It was shown in the previous section that the upset data is homogeneous but not Markov of any order. Consistent with this observation, if the transition probabilities are computed directly from the upset data and used in (8) , there is poor agreement between these theoretical estimates and those derived from simulation using the upset data as shown in Table XII .
By contrast the burst model data worked as expected. Using (8) with the ¦ in (9), the upper boundsJ w,e were computed as shown in Table XII . This statistic was a reliable upper bound for the J w,e computed from simulation with upset data. The estimates computed directly from the transition probabilities using the upset data consistently lower bounded J w,e . An estimate of a density function of the statisticJ w,e analogous to that in Fig. 21 (except using burst data) is shown in Fig. 22 .
D. Extrapolation of the Model for a General Distributed Computing Platform
Up to this point a suitable performance model and corresponding parametrization have been derived and validated for a distributed recoverable control system with one CPE node subject to upsets based on an experiment conducted in a real HIRF environment. As additional HIRF experiments were beyond the scope of the project, an obvious question is how to extrapolate these results to more general situations, such as when N 0 of the N CPEs and M 0 of the M RMUs in a given system are subject to upset. This extrapolation is predicated on certain additional assumptions beyond assumptions A1-A6 in Section II.
B1) Upsets in different CPEs are independent. B2) Upsets in different RMUs are independent.
B3) The correlation coefficient between channels in the same RMU is one. B4) Upsets in the CPEs are independent of upsets in the RMUs. B5) Each CPE and RMU in the HIRF environment has the same marginal upset probability.
Under these assumptions one can apply (9) and Theorems 1 and 3 to compute the upper performance error boundJ w,e as a function of N, N 0 , M, M 0 ,¸, and ¹. As an illustration of the method, consider two computing platforms: a 3 PE £ 2 RMU system and a 3 PE £ 1 RMU. Assume that each system has two CPEs and one RMU subject to a 100 MHz and a 200 V/m HIRF environment (N 0 =2 and M 0 =1). From the parameters given in Table IX, Table for 3 PE £ 2 RMU SPIDER System with two CPEs and one RMU in the HIRF Chamber (N 0 = 2 and M 0 = 1) Finally, the tracking performance error upper bounds were found, via (8) , to be 1.04 e-04 and 1.15 e-02, respectively. Comparing these bounds it is clear that the more redundancy available in the system, the less the performance error. Additional theoretical performance error bounds for different computing platform configurations are shown in Table XV . In order to verify the tracking performance error predictions described above, Monte-Carlo simulation estimates of Efky(k)k 2 for different platforms were derived via the procedure presented in Section III-B. For each simulation 200,000 Monte-Carlo runs were performed. Table XVI shows the performance simulation estimates for each configuration compared against the corresponding theoretical predictions shown in Table XV at a given frequency and field strength. Comparisons between the theoretical performance error predictions and the corresponding simulation estimates show good agreement, except for the case marked with a star. In this case r ¾ (A e,2 ) & 1, so the performance theory does not apply because the error system is not MSS.
V. CONCLUSIONS
In this paper theoretical tools were developed to analyze the relationship between the design choices for a class of distributed recoverable computing platforms inspired by NASA's ROBUS-2 communication system and the performance of a digital flight control system implemented on such a platform while operating in a HIRF environment.
In particular a methodology was developed for computing a mean-square tracking performance error as a function of the number of CPEs used, the number of RMUs employed, and the level of external disturbances that the digital system experienced. The tracking performance model was applied to a distributed recoverable Boeing 747 flight control system with a linearized Boeing 747 flight model. A physical HIRF experiment was then described to validate the performance model. While the upset data collected from the HIRF experiment did not appear to be Markov, it was found that a burst model for the upset process could be introduced so that a Markov jump-linear performance model could reliably provide an upper bound on the tracking error. An extrapolation of the model was presented to predict the performance of systems that were not physically tested.
