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CHAPTER I INTRODUCTION 
1.1 Problem Statement 
Transportation network is an irreplaceable component of people’s everyday lives. From 
the daily commute to tourism and commercial shipment, it is an intergral component to all 
citizens’ personal, communication, and economic activities. Disruption can seriously disturb 
society, making people’s daily life extremely difficult and creating lasting damage on a region’s 
economic productivity.  
After the terrorist attack of 9/11, air travel was immediately crippled and perhaps forever 
changed, visible in the numerous security precautions now a regular part of air travel in the U.S.. 
The terrorist attack on London’s subway and bus system also produced a tremendous disruption in 
the lives of London residents. Several months after the subway attack, weekend ridership was still 
down by 30% and between 5% to 15% on weekdays (Chen 2006).  
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 Figure 1-1 Surface Transportation Attacks: 1920-2010 (Jenkins and Butterworth 2010) 
Attacks on surface transportation infrastructure have fallen in the past 5 years but have not 
disappeared. Jenkins and Butterworth (2010) show that between 1920 and 1970 there were 15 
attacks against surface transportation infrastructure, whereas in 2007 alone there were nearly 120 
attacks using explosives or incendiary devices. Figure 1 illustrates surface transportation attacks 
in the past 90 years; the apparent of a drop in recent years owes to reflect a lag in official report. 
Fig. 2 is the global trends in “high casualty terrorist bombings” (HCTB) in recent two decades 
demonstrated by the Center for Systemic Peace (CSP). Each bar chart represents the total 
number of HCTB deaths in half year period. It is obvious that the fatality rate has dramatically 
increased in recent decade, though it has downward trend over the past 4 years. 
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Figure 1-2. High Casualty Terrorist Bombing in Recent Two Decades (Center for Systemic 
Peace (CSP) 2011) 
Given the dependence of society on transportation, it is therefore important to assess 
system vulnerability points to manage risk and reduce disruption. However, transportation 
network vulnerability is not limited to terrorist attacks, but also nature disasters and vehicle 
accidents. These disruptions decrease serviceability of transportation network or even paralyze 
certain portions.  
To address vulnerability, the analysis of risk would be first consideration. Berdica (2002) 
defines risk as generally associated with negative consequence for life, health and environment 
and address it as: “1) the probability for an event of negative impact to occur, and 2) the extent of 
the resulting consequence once this event has taken place”.  The evaluation of different risk 
consequence parameters depend on the decision maker’s view and the affected user’s view. These 
can be referred to the router’s link use probability and tester’s link failure probability which 
described in the following chapter. 
Laurentius (1994) defines vulnerability as: “a susceptibility for rare, though big, risk, 
while the victims can hardly change the course of events and contribute little or nothing to 
recovery”. In the specific case of transportation network vulnerability Berdica (2002) defines it as: 
“Vulnerability in the road transportation system is a susceptibility to incidents that can result in 
considerable reduction in road network serviceability”. Using the following framework in Figure 
3, Berdica presents a sequential definition of vulnerability in the transportation network.  
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Figure 1-3 Wheel Concept of Vulnerability in the Road Transportation System (Berdica 
2002) 
  Transportation network vulnerability terminology is found in other neighboring terms. The 
first is resilience, Goldberg (1975) addressed this as:” 1) maximum disturbance from which the 
system can recover and 2) speed of recovery”. It is clearly possible to transfer this concept to 
transportation network: the resilience is the capability of quickly reaching a new state of 
equilibrium with certain links cut off. If certain links’ failure would render the network unable to 
restore, it can be considered a serious system vulnerability. In traffic systems, these links would 
be those who carry high volume of traffic with few alternatives. 
 Redundancy is another related term that can help address system vulnerability. It is often 
implied in electronic/mechanics, meaning a duplication of components so that operations can 
continue even though part of the equipment fails (Berdica 2002). Use of this definition in the 
transportation area centers on the idea that the existence of alternative paths should result in less 
serious consequences in case of a disruption to a certain part of the network. The ability of 
alternative paths to carry disturbed links’ traffic is one means to characterize transportation 
network redundancy level. 
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 In this thesis transportation network vulnerability is define as: high volume edges with few 
alternative paths.  Quantifying those links with high vulnerability is the first step toward proactive 
prevention. In the transportation network, vulnerable links play a critical role in the network, 
disturbing any of these would seriously reduce the network accessibility, therefore these links will 
attract more attack.  
 
1.2 Scope of Study 
In this thesis, two straightforward approaches “The shortest path with entropy approach” 
(SPE) and “User equilibrium with interest function” (UEI) are presented utilizing practical 
measures of link activity within a game theoretic framework. The model builds upon the 
foundation laid by Bell (2002) and Bell et al. (2003), previous work in which a game is played 
between a benevolent network “router” and malevolent network “tester”. The router assign traffic 
between origin and destination with respect of tester’s strategy to minimize the travel risk while 
the tester seeks to disrupt edges in such a way as to maximize the deterioration of the network’s 
performance.  
Computational issues quickly arise as networks approach a realistic size, which has led to 
most game-theoretic approaches being applied to single origin-destination (O-D) pairs. The issues 
are centered on the need to maintain and update all-pairs shortest paths for each iteration to 
accommodate the increased costs of edges chosen for disruption by the router. This issue is 
exacerbated if the analyst attempts an equilibrium assignment by the router at each iteration, 
though equilibrium would provide a more realistic assignment. 
In general, this thesis presents a game-theoretic network vulnerability model that builds 
upon the foundation laid by previous work using games against malevolent opponents.  Here, the 
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consideration of all O-D pairs is first accomplished through the introduction of an all-pairs 
shortest path routine, then user equilibrium (UE) traffic assignment introduced to reflect the 
congestion issue. The result is a many-to-many edge-based measure of network vulnerability.  
The organization of this paper is as follows: a review of relevant literature and previous relevant 
studies is presented, followed by a description of the game framework and its components. Two 
solution approaches was discussed after, and they are both tested on a small example application 
to clarify the basic concepts of the solution methods, followed by comparison test applications on 
the well-known Sioux Falls network, and a large size network - Anaheim, CA.  A summary of the 
findings and discussion of the results concludes the final chapter. 
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CHAPTER II BACKGROUND & LITERATURE REVIEW 
2.1 Most Vital Nodes/Links 
The concept of most vital nodes/links has been studied for decades, and is defined as: 
"finding the node or link that on its removal results in maximum deterioration of the network 
performance” (Ukkusuri & Yushimito, 2009).  R.Wollmer (1964) first presented and defined the 
most vital arc as the one whose removal caused the greatest decrease in maximum flow from the 
source to sink. Corley and Sha (1982) interpreted the most vital links and nodes in a network as 
those whose removal would result in the greatest increase in the shortest path distance between 
two nodes. Ball et al. (1989) later defined this problem as the most vital arc problem (MVAP) in 
weighted networks and Bar-Noy (1995) proved it to be an NP hard problem.  
More recently, Latora and Marchiori (2005) proposed a general method to evaluate the 
most critical links/nodes of a network by measuring the network’s performance by deactivating 
certain components of a network. In their method, a generic infrastructure is modeled as a 
function to measure its performance, and the most critical damage as the one that minimizes the 
performance of this function. Ukkusuri and Yushimito (2009) adopted this idea and proposed a 
heuristic method incorporating a user equilibrium assignment procedure to assess the importance 
of highway transportation networks using travel time as the primary measure to assess criticality. 
This work benefits from a user equilibrium assignment procedure, giving results that they 
acknowledge are counterintuitive while being correct. Their procedure ranks edges based on a 
criticality function that is derived from the difference in system travel time with and without an 
edge. In the following chapter, we will compare this method with our two solution approaches. 
Generally, this approach allows for a comprehensive treatment of single edge removals, 
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however, the problem size grows exponentially if combinations of multiple edges are considered 
for removal.  
Another approach by Shen (1999) developed an algorithm to find the most vital links in a 
spanning tree, where the removal of links caused the greatest increase in the cost needed to keep 
the tree connect. Barton (2005) measured the performance of a network by increasing the 
distance between the origin nodes and sink nodes in a maximum flow graph. He also showed this 
problem can be simplified by constructing equivalence classes for all the input graphs. Scott et 
al. (2008) used the flexibility and reliability of the highway system to build a Network 
Robustness Index (NRI) to identify critical links and evaluate network performance. This 
system-wide approach considered network flows, link capacity, and network topology. In this 
thesis, we chose similar traffic network characteristics and incorporate them into the 
vulnerability measurement.  
In summary, previous research on the most vital node/link problem almost always 
focuses on preventing a drop in network performance that might result from specific damage to 
the nodes/links. 
 
2.2 Network Interdiction 
In the context of transportation network vulnerability, the network interdiction problem 
can be conceptualized as: a security agency attempts to maximize flow while an interdictor tries 
to minimize this maximum flow by an attack on an arc that destroys the arc or increase its 
effective length.  (Israeli & wood , 2002, Ukkusuri and Yushimito, 2009). Wood (1993) proved 
this problem is NP-hard and provided an integer programming model to solve it. Israeli and 
Wood (2002) redefine and translate the network-interdiction problem as “Maximizing the 
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Shortest Path” problem (MXSP) and create two players: a network user who wants to traverse 
the minimum length path, and an interdictor who tries to maximize the length of shortest path. 
He using a mixed-integer program combined with a decomposition algorithm to solve this 
problem. Myung and Kim(2004) successfully applied this problem to an undirected network with 
multiple O-D pairs by determining the upper and lower bound. Scaparra and Church (2008) 
provide a solution approach to minimize the cost of allocating protective resources to avert attack 
with respect to the shortest path network interdiction problem.  
Cormican et al. (1998) extended the network interdiction problem to the stochastic 
network. The problem is formulated as two-stage mixed-integer stochastic program with the 
“min-max” target,  and solve by sequential approximation algorithm. Church et al. (2004) shows 
an application can be apply to the supply-chain service other than the loss of capacity of a 
transportation links. They identify a set of facilities that their lost would affect service delivery 
the most.  
 In general, the former research analyzes the network interdiction problem with the 
assumption that the interdictor tries to attack the most important links. In our thesis, we use this 
assumption to build the tester’s strategy. 
 
2.3 Game Theory Approach 
Game theory, initially developed by Von Neumann (1928) is a study of the interaction 
between rational players. Each player has a number of strategies, which the opponents’ decision 
determines the game outcome and the pay-off from the game. Bell (2002, 2003) proposed a 
game theory approach to measure transportation network vulnerability, developing a mixed 
strategy stochastic game for vulnerability assessment. The approach envisions a game between 
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two players – the router who seeks minimum cost paths for vehicles and the tester who seeks to 
maximize the cost of the trip. The Nash-equilibrium point is the point at which no player can 
improve their benefit by unilaterally changing their strategy. 
Murray-Tuite and Mahmassani (2004) use a bi-level non-zero-sum game played between 
an evil entity and a traffic management agency to measure network vulnerability. In this 
approach, network vulnerability is defined in terms of the links whose removal would cause 
alternative paths to exceed their capacity. Their games are divided into four categories: ‘player 
has no information’, ‘player has some information’, ‘one move for each player’, and ‘multiple 
moves for both players’. Hollander and Prashkar (2006) provide a review of game theoretic 
approaches in transportation analysis.  They describe four categories of applications, easily 
distinguishable by the assumed players: games against a demon (tester), games between 
travelers, games between authorities and a single traveler, and games between all travelers and 
an authority. The game of Laporte et al. (2010) formulated the game between network operator 
and evil entity yields robust network designs to build a railway transit network to maximizing its 
minimum utility that results when links fail. Matisziw and Murray (2009) suggested an integer 
programming problem to solve the game between one player try to disrupt the network with 
limited resources and the other player seeking to maximize the flow and minimize travel time. 
In general, the work presented herein seeks to add to the existing literature by proposing a 
straightforward methodology for assessing vulnerability of transportation networks incorporating 
all O-D pairs in such a manner as to facilitate rapid computational times for near real-time 
applications.  This simple method will be used as a foundation for later works incorporating 
more realistic travel dynamics. 
 
 11 
 
 
CHAPTER III METHODOLOGY 
 
3.1 Game Framework 
Conflict between a terrorist organization/ nature disaster and a traffic management 
authority can be characterized as two opponents who compete with each other to win a game. 
Game theory mathematically simulates competition between rivals making it an appropriate tool 
to apply to these problems. In the game framework, the terrorist organization/ nature disaster was 
named as the ‘tester’ and traffic management authority as the ‘router’, which is similar with Bell 
(2002) and Bell et al. (2003) in which a game is played between a benevolent router and 
malevolent network tester. In this game, we assume each player has perfect information, which 
means the tester know all the router’s traffic information and traffic assignment strategy, and 
conversely the router has all information on the testers strategy. Transportation network 
vulnerability is modeled here as a non-zero sum game, a game in which player does not win 
exactly the amount of it opponents loses, that is the sum of gains by each player are greater or 
less than zero. The router and tester have their own individual strategies and an exponential 
number of possible moves during the game, this game is also combinatorial (especially if one 
were to consider moves by the tester in which multiple links could be disrupted). The research 
shows combinatorial games are NP-complete and practical solution requires computational 
heuristics.  
Table 3-1 displays the players’ goals and roles under the game framework. Two players 
(‘router’ and ‘tester’) compete with each other to win this game, and the “System” objectively 
observes their play. In every iteration the System measures the evolution of the game and it stops 
the game when it identifies little change in the revised strategies of the two players. The two 
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opponents are non-cooperative and possess symmetric information. The ‘router’, which refers to 
the traffic management authority, seeks to ensure maximum safety and efficiency on all paths for 
all travelers through a traffic assignment strategy. The ‘tester’, however, refers to the terrorist 
who wishes to disable certain links in the network to maximally disrupt network performance 
through a link failure strategy.  These two players’ knowledge and objectives directly affect each 
other strategy refinements. 
 
Table  3- 1: Players’ Goal & Tool. 
Role Router Tester System 
Goal 
Assign the travelers 
to the most efficient 
and safe road. 
Disable Link(s) that most 
significantly disrupt the 
traffic network. 
Measure each iteration 
and stop play when the 
players strategies stop 
changing. 
Tool 
Traffic assignment 
strategy. 
Link failure strategy. 
Vulnerability 
measurement. 
 
 
 
Figure 3-1: The procedure of game play 
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Figure 3-1 displays the detail of the game play procedure. As described previously, in 
each iteration these two players collect information and reformulate their strategies to defeat 
each other. In our assumption, the router will be more concerned about how link travel time, link 
volume, and system travel time are affected by traffic assignment. Controversially, the tester will 
be more interested in how much damage it could make, the difficult to successfully take certain 
link down, and how easy it will be to escape. Each of these issues affects each player’s decision 
making. Due to perfect information, the competitor’s former decision will most heavily influence 
its opponent’s next strategy revision.  Meanwhile, the system is monitoring the game and it stops 
the game when it finds each player does not change (or very slightly changes) their strategy. The 
Nash Equilibrium (NE) is exist in this game, and NE can find when satisfying the following 
definitions: 
A Set of two players’ game: 
        
Where player 1 is represented as the router and player 2 is represented as the tester. 
The router’s strategies set   : 
                                            
The tester’s strategies set   : 
                                            
   is the payoff for player 1, and    is the payoff for player 2 
Given a game                         , the game-stop-strategy pair    
    
   is a Nash Equilibrium 
for   because: 
1. Neither player has an incentive to unilaterally defect to another strategy. 
2.   
  is a best response to   
 
  and   
 
   is a best response to   
 . 
3.      
    
           
     for all      . and        
    
        
        for all      . 
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When the game stopped at NE, the final router’s game-stop-strategy   
 , is the best traffic 
assignment strategy to minimize the network disruption, and the high preference links in tester’s 
final strategy   
  are the vulnerability links of the whole network. However, due the heuristic 
approach implied in this game, the game stop point cannot be guarantee is NE, but it will be very 
close to strategy profile. The details of the game framework and underlying algorithms are 
presented in the following section.  
 
3.2 Game Model 
In the model, a directed graph G = (N, E) was used represents the transportation network, 
where N is the set of nodes and E the set of links. Table 3-2 summarizes notations. Assume those 
failed links experience an increase in travel time proportional to β, which is sufficiently large to 
present a disruption to the network after this link fails.  Two players engage in a game on this 
network to increase and decrease the system vulnerability V. The game stops when the change in 
system vulnerability from one iteration to the next is less than convergence criterion  .  
Table 3-2:  Notation Index 
      set of links 
      set of nodes 
      set of origin-destination (O-D) pairs 
    failed link penalty weight 
    iteration counter 
    sufficiently small convergence criterion 
  
    cost of link e in failure scenario F 
  
    cost of link e in a normal state 
  
    cost of link e in a failed state 
  
    statistical expected cost of link e at iteration n 
  
    link e link iteration cost 
  
    traffic flow on link e at iteration n 
  
     traffic flow on the path   connecting O-D pair r-s 
      trip rate between origin r and destination s 
  
    probability the tester disables link e at iteration n 
  
    probability the router chooses link e at iteration n 
     additional benefit derived by tester when link e fails 
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     difficulty factor to disable link e 
     system vulnerability 
 
In general, the objective of the game between the router and tester can be represented by 
the minimax formulation as shown below. Mini-max problems have been shown to be NP-Hard 
(Bar-Noy et al. 1995). Bell (2003) decomposed this mini-max problem into two constituent 
problems, with providing certain assumptions hold. This decomposition approach will be used 
and refer to the constituents as the “router problem” and “tester problem” hereafter.   
m nγm xρV
n γ ρ  ∑ γ 
nρ 
nT 
F n
  E                                    (3-1) 
subject to 
 
∑ ρ     E  ρ  0                                                      (3-2) 
∑ γ     E  γ  0                                                      (3-2) 
In the objective function, the system vulnerability value V is sum up by each link 
vulnerability, with respect of router’s “link flow assignment proportion”-γ and tester’s “link 
failure proportion”-ρ. The router want minimum the system vulnerability through its traffic 
assignment while the tester attends to maximize the system vulnerability by its link failure chose. 
For the constrain, the whole network router’s “link flow assignment proportion”-γ and tester’s 
“link failure proportion”-ρ is sum up to 1, and for each link these two value should be non-
negative. 
However, the router and tester problem is still present formidable challenges. The 
Objective function is presented as a link-based formulation, whereas most previous work has 
used a path-base model (Bell 2002, 2003, 2008). A definitional constraint is provided linking 
paths and edges. The edge-based formulation simply makes this link explicit.  However, a path-
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based router decision is still assumed and employed in the solution to the router problem, 
meaning that path enumeration is still an issue. As has been mentioned, the tester problem has 
been shown NP-Hard (Bar-Noy et al. 1995). 
 
3.3 Router’s Play Strategy 
In the game, the router’s goal is to assign traffic to the most efficient route while avoiding 
the tester’s attack to artery links to achieve the maximum disruption of the network. With the 
knowledge of tester strategy and the traffic network information, the router will calculate the 
traffic assignment strategy. In the first approach, we do not incorporate congestion effects, so the 
all pair shortest path algorithm was applied in this approach. In the second approach, we take 
addition consideration of congestion effects use Frank-Wolf Algorithm to calculate the traffic 
User Equilibrium assignment. 
 
3.3.1 Shortest Path Algorithm 
The shortest path problem has been studied extensively since the late 1950s. Nowadays it 
is widely used everywhere, from computer networks to the transportation problems. It appears in 
many forms and varieties of algorithms have been devised to solve it. For this specific 
implementation, we adopt an all-pairs shortest path implementation based on Djikstra algorithm 
for at each iteration. 
 
3.3.2 User Equilibrium  
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Assign the traffic to the shortest path, however, will not achieve a realistic because it 
would ignore congestion in the network. Thus, to better simulate the traffic management 
authority role, router should considering this affection and assign the traffic wisely.  
In Wardrop ‘s  first principle (1952) states that every user seeks minimum travel cost 
under their individual prospection. The network flow satisfies this condition where “no motorist 
can experience a lower travel time by unilaterally changing routes” (Sheffi 1985), is referred as 
the user equilibrium (UE). In the UE assignment, link-flow pattern can be obtained by solving 
the following mathematical program: 
        ∑ ∫    𝜔  𝜔
  
  
                                                   (3-4) 
subject to 
∑   
  
                                                                     (3-5) 
  
   0                                                                      (3-6) 
with definitional constraints 
   ∑ ∑ ∑   
      
  
                                                              (3-7) 
Where,   
   is the number of trips between O-D pair (r,s) that use path k;    is the cost of flow 𝜔 
using link e, and    is the total flow in link e;     
   equal to one if path k  between r and s uses 
link e and zero otherwise.  
 In this approach the BPR function, named for the Bureau of Public Roads (as recorded in 
the Federal Department of Transpiration’s Model Validation and Reasonableness Checking 
Manual, 2010), was used for calculate the edge congestion value. For each link actual travel time 
    is calculated by the original free flow travel time    , actual link flow    , and link capacity 
   . The relation between each parameter is present in the following equation. This function 
contains two constants   and   to fit the equation to various types of roadways and 
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circumstances. In our application we use   0   and     which is wildly used for the BPR 
function.   
             (
   
   
)
 
                                                   (3-8) 
   
3.4 Tester’s Play Methodology 
3.4.1 Entropy Function 
To calculate tester edge failure probability, Bell (2008) proposes introducing an entropy 
function to the tester’s level of this problem. Entropy is well known as a measure of the 
uncertainty associated with a random variable. Adding a weighted entropy function, the tester’s 
problem has an explicit solution that is unique in edge failure probability. The modified objective 
function is shown: 
 
m n m x  
       ∑   
   
   
   (
 
 
)   ∑   
  n     
                 (3-9) 
                        
To solve for ρ 
n, we primarily based on: 
 
     0                                                           (3-10) 
So the modified objective function transformed as: 
 
   (         )     (∑   
    
    
   (
 
 
)   ∑   
        
 )       (3-11) 
 
And the solution is: 
0    
    
   (
 
 
)                                                  (3-12)                       
With the following transformation: 
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                                                 (3-13) 
So the  ρ 
n solution is: 
  
      (    
    
    )                                        (3-14) 
 
In order to satisfy the constraint, all the link failure probability should be converge to one, so we 
scale the failure probability to one  
  
    
   (    
    
   )
∑   
 
   
                                              (3-15) 
 
Finally the  ρ 
F n
 will have an explicit solution: 
  
    
   (  γ 
    
   )
∑       γ 
    
 
      
                                           (3-16) 
And that equation can simplify as: 
 
  
    
   (   
   
  )
∑     (   
   
  )   
                                            (3-17) 
 Through the above procedure, the final calculate equation is represent the tester’s best 
reaction to the router’s update traffic assignment.  The parameter   has been called the 
aggressiveness of the tester, but could also be interpreted as the confidence of the tester in their 
strategy.  As     increases, the tester’s strategy coalesces around a small number of links 
demonstrated in result section.  If    decreases the strategy is less focused on a small set of 
edges.  In fact, as   goes to zero, the link failure probability approaches the initial value,  /| |, 
that means every link is equally preferred to be the tester’s strategy.  Introducing the entropy 
function results in a heuristic for the tester problem, in that the chosen strategy will no longer be 
the worst possible, but something approaching the worst possible, depending on the 
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confidence/aggressiveness of the tester.  From Table 5-2 to Table 5-6 provide test result based on 
different   value. 
 
3.4.2 Interest function 
In our game, we assume tester collect information on the difficulty of an attack and how 
much harm, both financial and psychological, an attack could produce. This information 
influences the relative attractiveness of the links to the tester as they deliberate on the best link to 
attack. Clearly, an alternative to the entropy function proposed by Bell (2008), which explicitly 
considers these relevant features will make the game more suitable for conducting terrorism-
specific risk assessment. To capture these key factors, we propose the following interest function 
to update the tester’s probabilities, where   represent additional benefit derived by tester when 
link e fails,D  represent difficulty factor to disable link e.                                  
 
  
  
𝛾 
  (𝑇 
 +𝜔 )
𝐷 
∑
𝛾 
  (𝑇 
 +𝜔 )
𝐷 
 
  00%                                          (3-15) 
Large values of γ 
n indicate a large volume of traffic. This increases the probability of 
attack. The MSA of the s-expected link cost, T 
n, represents the perfect knowledge the tester’s 
possesses of the routers strategy. The parameter    quantifies the impact of an attack beyond the 
traffic congestion that results. The difficult factor    in the denominator characterizes how hard 
it would be to perpetrate an attack due to protective technologies and other road characteristics. 
Thus, a link that traverses an unprotected or otherwise hazardous area will exhibit a low 
difficulty factor, which would do little to deter the tester from failing such links. The sensitivity 
analysis of parameter    and    will be illustrate in following result session. 
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 IV THE SHORTEST PATH WITH ENTROPY FUNCTION (SPE) APPROACH 
 
The first approach to solve many to many transportation network vulnerability is using 
Shortest Path algorithm combine with entropy function as discussed before. Here and after we 
use SP short for this approach. In the game framework, the network vulnerability measurement 
model contains two basic phases centered on the two players: in the first phase the router 
identifies paths and assigns the traffic to obtain the link use proportion,   
 , based on the tester’s 
previous strategy.  In the second phase, assuming perfect information, the tester then combines 
the routing information obtained from the router and other information identifies a strategy of 
edge disruption to induce the maximum cost to network travelers,   
 .  The method of successive 
averages (MSA) heuristic approach is applied here to simulate this scenario, progressively 
decreasing the weight on the router’s present strategy. The game continues until the change in 
the objective function   γ ρ  falls below a critical threshold. The critical steps in this process are 
shown below: 
Step 0:  Initialize network 
 
Step 1:  Update edge costs   
  
under failure scenario,   
  
 
Step 2:  Calculate s-expected edge costs,   
  
 
Step 3:  Identify shortest path(s)       for all p 
 
Step 4:  Calculate edge use probability differential,   
  for all e 
 
Step 5:  Update edge use probability   
  using MSA 
 
Step 6:  Calculate tester edge failure probability,   
    
 
Step 7:  Update         
 
Step 8:  If                    , stop.  Otherwise, goto Step 1 
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The following flow chart describes the programing present the programming running 
procedure: 
 
Figure 4-1: The SPE Solution Approach Flow Chart 
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In the flow chart above, the ‘Road Network Information’ data source is divided into three 
data files: ‘Network Structure’, ‘O-D Demand’ and ‘Free Flow Travel Time’ as the input for the 
programming. Also    
  0   ,   
  
 
| |
    ,   and   were primarily set in the ‘Initial Setting’ 
file. Link failure state function would calculate link failed state cost based on ‘Free Flow Travel 
Time’ and ‘Initial Setting’. The result would be used as information applied to the ‘Weighted 
Failure cost’ function. In addition, ‘Weighted Failure cost’ function would require the link 
failure information from the last iteration; the product of this function would combine with the 
‘Network Structure’ and ‘O-D Demand’ files to determine the router’s ‘All Pair Shortest Path’ 
assignment. Due to the perfect information between tester and router, the tester would directly 
collect route assignment information-‘Link Flow Proportion’-from the router and play his 
strategy-‘Entropy Function’- to choose links to fail. The product from the tester – ‘Link Failure 
Proportion’- the product from the router-‘Link Flow Proportion’ and the heuristic cost- 
‘Weighted Failure cost’ would all be input into the ‘Network System Vulnerability’ function. 
When the system vulnerability value meets the convergence criteria condition, the game loop 
would either end and output the ‘Critical Link Ranking’ file, or it would bring the current 
iteration link failure information to the beginning of the game loop. The detail of each steps are 
list blow: 
Step 0: Initialization 
At the beginning of the game, all parameters must be given an initial setting. Since no 
traffic is assigned, the router sets the initial link use probability to zero,    
  0   . The tester, 
not knowing how the router will attempt to evade attacks, uniformly distributes the initial link 
failure probability across the network,   
  
 
| |
    . The failed state penalty value and 
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convergence criterion value   and  , are specified by the user. Lastly, the value of the objective 
function is set to    0. This ensures the game does not prematurely converge during the first 
iteration. 
 
Step 1: Update Edge Cost 
Furthermore, link state costs are treated as binary parameters with normal and failed 
states. The cost of the link in the normal state,   
 , is set to the free flow travel time cost. 
However, the link’s cost in the failure state exacts the penalty according to the coefficient   as 
follows: 
  
   {
  
                       if     
    0 
  
      
        if     
    0
                                     (4-1)                                          
Larger values of   indicate that the router exercises greater caution sending less traffic on 
links that have a high probability of being attacked. A value of  =1/|E| reduces to the classical 
FW algorithm, where the router is indifferent to the threat of external attacks. 
 
Step 2: Calculate s-Expected Cost 
The assumption of perfect information allows the router to update the expected costs of 
the network based on knowledge of the tester’s most recent failure strategy. The s-expected cost 
of link e in iteration n is  
  
       
      
    
     
                                      (4-2) 
 
This s-expected cost is a weighted average of the link failure costs computed in Step 0. 
Note that increasing the failure probability of an link e increases the s-expected cost. At the 
extremes of the interval [0,1], a failure probability of   
    0 equates the s-expected cost to 
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the free flow travel time   
 , while   
      raises the cost to   
 , the cost of the link in the 
failed state. 
 
Step 3: Identify Shortest Paths  
We then identify the shortest path or paths       for all O-D pairs, p, in the network 
using the s-expected costs previously updated. For this specific implementation, we adopt an all-
pairs shortest path implementation based on Djikstra’s algorithm for path enumeration at each 
iteration.  
 
Step 4: Probability Differential 
We then introduce and calculate the edge use probability differential,   
 , a parameter 
allowing the router to assign traffic proportional to the shortest paths in the network of which e is 
a member.   
  
  {
∑
  
∑    
 
 
|  |
  if          {       }
0         otherwise       
                              (4-3) 
This method accommodates the existence of multiple shortest paths between an origin 
and destination through the inclusion of  |  |⁄  in the expression, by which an O-D pair with 
multiple shortest paths will have an equivalent probability differential across each of the paths.  
In baseline networks this is likely a rare problem, however, the proportional s-expected costs 
coupled with MSA updating of router probability may make this a more significant concern in 
later iterations. 
 
Step 5: Update Edge Use Probability 
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The practical solution of combinatorial game requires heuristics. (Hearn and  Erik, 2009) 
Method of Successive Average (MSA) is applied to update edge use probability using the 
probability differential, xe.   
  
  (
 
 
)   
     
 
 
   
                                            (4-4) 
 
Step 6: Edge Failure Probability 
As discussed before the tester edge failure proportion would be calculated by the 
following equation:  
  
    
   (   
   
  )
∑     (   
   
  )   
                  (4-5) 
For parameter   value - aggressiveness of the tester, different value of test and compare 
will discussed in the result section. 
 
Step 7: Update the System Vulnerability Value  
As the two players refine their respective strategies, the system vulnerability is calculated 
by objective function: 
         
       ∑   
   
   
  
                                     (4-6) 
 
Step 8: Check the Game Convergence Criteria  
The game is back-forth between the router and tester, the game continues until the change 
in the objective function V γ ρ  falls below a critical threshold.  
{
                               
                                  
                                         (4-7) 
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Notice that the difference between two consecutive iterations vulnerability values smaller 
than   indicates that the strategies of the two players have ceased to change significantly. Such a 
“stalemate” causes the game to terminate. The method of successive averages ensures that the 
game achieves this convergence criterion. 
In addition, networks of various sizes can assume widely different system vulnerability 
values. For example, small networks can take a long time to achieve convergence, while large 
networks can converge to quickly. Therefore, calculating    should be determined in a manner 
that facilitates convergence of the algorithm in terms of the network size and edge costs. In our 
approach, the following equation is used to calculate the convergence criteria   : 
  ∑
 
| 2| | 𝑚𝑎𝑥|
   
 
| | | 𝑚𝑎𝑥|
                                       (4-8) 
 
Here, the link-use-probability   and failure-probability   have been replaced with 
 
| 2|
 and 
the iteration cost   with the maximum link cost | 𝑚  |. This choice of convergence criteria 
improves performance without sacrificing accuracy significantly. 
Figure 4-2 present the whole procedure of SP solution approach. 
Initialization:   
   0;    ; 
For each of link e:    
  0,   
  
 
| |
 ; 
Begin  
Do 
Game Loop:  
For each link e:  
Failed State Link Cost:   
   {
  
                              
    0 
  
      
               
    0
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Weighted Failure Cost:    
       
      
    
     
                                    
Link historical cost: T 
n  (
 
n
)   
F n     
 
n
 T 
F n                                             
Begin  
Dijkstra All Pair Shortest Path Algorithm () 
Calculate each link use probability differential:       
  
  {
∑
  
∑    
 
 
|  |
                {       }
0                         
 
Update each link Edge Use Probability:   
  (
 
 
)   
     
 
 
   
    
End;                                                                            
Begin  
Calculate tester Entropy Function for each link e:    
    
   (   
   
  )
∑     (   
   
  )   
 
End; 
Calculate the System Vulnerability:         ∑   
   
   
  
    
While           , Set       ; 
Output the System Vulnerability and Critical Link Ranking 
End; 
Figure 4-2: The SPE pseudo code 
 
Generally there are two loops in this programming, the Dijkstra all pair shortest path 
algorithm would be the sub-loop of the whole game loop. The worsts case performance for the 
Dijkstra all pair shortest path algorithm would be O(|N|3), and the best case performance would 
be Ω(|N|3). 
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V SPE APPROACH RESULTS 
 
The SPE approach will be tested and demonstrated in two applications.  The first is a 
small, hypothetical network designed to provide basic intuition and understanding of the 
methodological components.  The other two applications are on the Sioux Falls network – with 
full O-D data and O-D data for comparison with an equilibrium-based method (Ukkusuri and 
Yushimito 2009). 
 
5.1 Hypothetical Network 
Figure 4-3 depicts the small example network; it contains four nodes and six edges, with 
edge identifier and edge cost noted in parenthesis above each edge.   Table 5-1 provides 
associated O-D data, dp.  The test would first based on the Shortest Path with Entropy Function 
Solution Approach and then apply to the User Equilibrium with Interested Function Solution 
Approach to compare the difference procedure approach. 
 
Figure 5-1:  Hypothetical network 
 
In moving through the example, the reader is directed to Tables 5-2 through 5-4, which 
provide information about the example problem as it steps through two iterations.  Table 5-2 
provides O-D data and a summary of the shortest path cost through each of the two iterations.  
1 
3 
2 
4 
(b, 3) 
(e, 1) 
(f, 3) 
(d, 1) 
(a, 5) (c, 4) 
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Table 5-3 provides edge cost, s-expected edge cost, edge use probability and edge failure 
probability when the tester confidence, θ = 0.5, whereas Table 4 presents the same information 
as Table 5-3 with θ = 10.   
This method is presented as many-to-many, or for all O-D pairs, so at any given iteration 
we are considering the shortest path(s) for every O-D pair, p.  The progression of shortest path 
cost can be seen in Table 5-2.  In the first iteration, the tester’s link failure probability is equal for 
all edges so the router simply chooses the free-flow shortest path for all O-D pairs.  In Table 3 it 
is shown that edge ‘a’ is the only edge that is not a member of a shortest path.  Its use probability 
is therefore zero along with the failure probability being essentially zero.  At the end of this first 
iteration, the router has chosen an edge use strategy, which in turn has led to the tester’s edge 
failure strategy.  Note here that ∑   
    , which is due to edges ‘b’ and ‘f’ being members of 
two shortest paths.  The simple modification    
   𝑏
  ⁄   𝑐
    
    
    
  ⁄   , yields 
the expected result, unity. 
 
Table 5-1:  Shortest Path Table 
  1
st
  Iteration 2
nd
 Iteration 
O-D 
pair, p 
dp Kp Cost of 
Kp 
Kp Cost of 
Kp 
(1, 2) 1 b-e 4 a 5 
(1, 3) 1 b 3 a-d 6 
(1, 4) 1 b-f 6 a-c 9 
(2, 3) 1 d 1 d 1 
(2, 4) 2 d-f, c 4 c 4 
(3, 4) 1 f 3 e-c 5 
 
During the second iteration, the edge costs and s-expected costs have been updated 
according to the link failure probabilities.  This causes a shift in the shortest path, and edge ‘a’ no 
longer has a zero probability of selection by either the router or the tester.   
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Table 5-2:  Edge Probability & Failure Probability Table, θ = 0.5 
  1
st
  Iteration 2
nd
  Iteration 
e   
    
     
    
      
     
    
    
a 5 5 0 0.001 5.036 0.214 0.371 
b 3 3 0.429 0.490 16.237 0.214 0.044 
c 4 4 0.143 0.014 4.496 0.286 0.531 
d 1 1 0.286 0.003 1.030 0.286 0.007 
e 1 1 0.143 0.002 1.015 0.143 0.004 
f 3 3 0.429 0.490 16.237 0.214 0.044 
 
The comparison between Tables 5-2 and 5-3 in this simple example demonstrates the 
effect of tester confidence/aggressiveness.  In Table 5-2, which has θ = 0.5, the tester’s strategy 
is spread more widely amongst the six edges – the focus being edge ‘c’, but edges ‘a’, ‘b’ and ‘f’ 
receiving non-trivial attention after two iterations.  When confidence is increased, θ = 10, the 
tester’s strategy becomes much more rigid, focusing only on edges ‘b’ and ‘f’, regardless of a 
shift by the router.  This rigidity is partially explained by the use of parameter   which severely 
penalizes any edges with a nonzero probability of failure. 
 
Table 5-3:  Edge Probability & Failure Probability Table, θ = 10  
 1
st
  Iteration 2
nd
  Iteration 
e   
    
     
    
  
   
     
    
  
 
a 5 5 0 ≈ 0 5 0.214 ≈ 0 
b 3 3 0.429 0.5 16.5 0.214 0.5 
c 4 4 0.143 ≈ 0 4 0.286 ≈ 0 
d 1 1 0.286 ≈ 0 1 0.286 ≈ 0 
e 1 1 0.143 ≈ 0 1 0.143 ≈ 0 
f 3 3 0.429 0.5 16.5 0.214 0.5 
 
5.2 Sioux Falls Network Applications 
 
Figure 5-2 depicts the well-known and well-studied Sioux Falls network.  While it has 
been noted that this network bears little physical resemblance to Sioux Falls today, the network 
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and its associated data have been used in a wide variety of network analysis studies.  The Sioux 
Falls network has 24 nodes and 76 edges, and the following will present results on the Sioux 
Falls network with a comparison findings in Ukkusuri and Yushimito (2009).   
 
Figure 5-2:  The Sioux Falls Network (Dashed Squares = Origins for Table 4-5, Dashed 
Diamonds = Destinations for Table 5) 
 
The reduced O-D data for comparisons with Ukkusuri and Yushimito (2009) is given in 
Table 5-5, and more clearly the effect of tester confidence is illustrates in this table.  As θ goes 
from 0.5 to 10, we see the tester (as displayed through edge failure probabilities) focusing the 
strategy on a progressively smaller set of links.  At θ = 10, the tester’s strategy comprises of only 
6 edges.  Qualitatively speaking, there is a good degree of correspondence between the strategies 
at the three levels of tester confidence, especially among the edges with the highest failure 
probability.  There is also a high degree of correspondence between the method presented in this 
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paper and previous work Ukkusuri and Yushimito (2009). 
Table 5-4:  Tester Confidence/Aggressiveness and Comparison with (8) 
               Ukkusuri & 
Yushimito (8) Iter = 9114 RT= 63.5 s Iter = 3442 RT = 23.0 s Iter = 5049 RT= 40.3 s 
Edge # Failure% Use % Edge # Failure% Use % Edge # Failure% Use % Edge # Critical 
4 31.51% 27.15% 4 34.08% 24.66% 4 34.78% 23.20% 39 80.34% 
6 13.97% 29.87% 39 16.62% 29.03% 39 20.55% 28.87% 4 71.78% 
12 13.96% 29.87% 6 15.69% 28.88% 6 17.66% 28.83% 75 67.87% 
39 10.99% 28.67% 12 15.65% 28.88% 12 16.87% 28.82% 64 50.02% 
20 4.93% 32.88% 36 5.23% 17.43% 36 8.32% 19.10% 20 46.23% 
7 4.74% 24.46% 20 2.89% 32.87% 64 1.81% 18.84% 16 42.96% 
2 2.98% 22.14% 2 2.87% 24.64%    1 30.43% 
64 2.89% 14.66% 7 2.68% 24.47%    2 26.19% 
75 2.62% 28.67% 64 1.95% 15.78%    60 20.17% 
36 2.60% 14.31% 32 0.91% 17.42%    50 19.09% 
32 1.27% 14.31% 75 0.91% 29.03%    7 17.61% 
68 1.18% 14.01% 29 0.16% 17.43%    54 16.08% 
16 0.95% 32.88% 68 0.11% 13.25%    37 12.65% 
9 0.70% 29.87% 16 0.11% 32.87%    6 11.02% 
29 0.62% 14.31% 9 0.05% 28.88%    26 9.02% 
37 0.47% 17.24% 37 0.03% 17.25%    12 7.84% 
60 0.35% 11.42% 60 0.02% 11.78%    9 7.79% 
38 0.33% 14.83% 38 0.01% 14.47%    3 7.71% 
50 0.20% 11.55%       68 4.63% 
56 0.18% 8.20%       76 4.61% 
18 0.18% 16.08%       72 4.48% 
35 0.17% 7.73%       30 4.06% 
65 0.14% 14.01%       52 3.99% 
1 0.14% 4.51%       32 3.84% 
47 0.07% 2.77%       10 3.30% 
All other Failure % < 0.07% All other Failure < 0.01% All other Failure < 0.01%   
 
Our method was run on the Medium Demand scenario in Ukkusuri and Yushimito (2009), 
in which the authors measure the criticality of a link by reporting the percentage increase in 
system travel time with the removal of a particular link.  The five most critical edges found by 
Ukkusuri and Yushimito (2009) are all near the top of the tester’s strategies, and throughout the 
list there is a high degree of agreement between the two methods.   Figure 5-4 depicts the origins 
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and destinations of the trips used in constructing this comparison. Unsurprisingly, many of the 
critical edges cluster around the origins and destinations, as this is where the travel is 
concentrated.  
The equilibrium method in Ukkusuri and Yushimito (2009) has a substantial number of 
non-incident edges in the critical set, though they tend to be clustered lower on the list than in the 
game-theoretic approach.  This may be caused by the tendency of the game-theoretic approach 
with a low θ to spread a strategy over a larger number of edges, regardless of the appropriateness 
of the assignment.  This loss in assignment realism is the price paid for the relatively quick 
solution time of the proposed algorithm with a convergence criterion of ε = 0.00001. 
Table 5-6 provides vulnerability results for the Sioux Falls network with the 552 nonzero 
demand pairs.  It is immediately apparent that the tester’s strategy is much broader, which makes 
sense given that every node is now an origin and destination.  It can be observed that for higher θ 
the tester does appear to have more confidence in the higher-ranking edges, and less confidence 
in the edges on the lower end of the list.   
An important note here is the link use percentages, which are much smaller than those of 
Table 5-5.  The link use probability is updated through the probability differential,  x 
n, which is a 
measure of the proportion of O-D demand that might pass through a link.  In the case of the full 
O-D matrix and its results in Table 6, the demand is spread much more evenly throughout the 
network, resulting in the router concentrating less on particular links clustered around limited 
origins and destinations, as in the previous example.   
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Table 5-5:  Full O-D Matrix Vulnerability Results 
             
Iter = 84 RT = 0.704 s Iter = 335 RT= 2.95 s Iter = 72 RT = 0.63 s 
Link # Failure% Link % Link # Failure% Link % Link # Failure% Link % 
48 5.34% 6.83% 27 12.04% 4.01% 27 12.27% 3.69% 
29 5.28% 6.80% 32 11.88% 4.00% 32 12.01% 3.69% 
27 3.68% 4.72% 43 10.21% 3.29% 43 11.86% 3.07% 
32 3.63% 4.69% 28 9.98% 3.28% 28 11.71% 3.07% 
28 2.92% 3.55% 29 5.98% 4.66% 40 6.23% 4.45% 
43 2.92% 3.55% 48 5.94% 4.66% 34 6.17% 4.44% 
46 2.42% 6.47% 46 4.82% 6.07% 46 5.73% 5.90% 
67 2.40% 6.44% 67 4.69% 6.05% 29 5.68% 4.42% 
22 2.20% 3.69% 22 4.27% 3.59% 48 5.66% 4.42% 
47 2.20% 3.69% 47 4.26% 3.59% 67 5.46% 5.89% 
40 1.81% 4.13% 40 4.00% 4.46% 22 4.29% 3.48% 
34 1.79% 4.10% 34 3.89% 4.45% 47 4.25% 3.48% 
45 1.77% 5.43% 45 1.99% 5.48% 45 1.75% 5.51% 
57 1.77% 5.43% 57 1.98% 5.48% 57 1.62% 5.48% 
49 1.57% 7.54% 74 1.07% 3.80% 74 0.76% 3.92% 
52 1.57% 7.54% 39 1.06% 3.80% 39 0.76% 3.92% 
33 1.43% 2.36% 56 0.91% 3.72% 23 0.69% 3.12% 
36 1.43% 2.36% 60 0.91% 3.72% 13 0.64% 3.10% 
74 1.41% 3.50% 15 0.78% 3.64% 15 0.32% 3.70% 
39 1.41% 3.50% 12 0.75% 3.62% 56 0.30% 3.69% 
26 1.38% 4.61% 36 0.53% 2.30% 12 0.28% 3.67% 
25 1.37% 4.58% 33 0.52% 2.29% 60 0.27% 3.67% 
12 1.36% 3.41% 23 0.52% 2.75% 36 0.17% 2.37% 
15 1.36% 3.41% 13 0.50% 2.74% 10 0.17% 2.37% 
13 1.29% 2.63% 10 0.43% 2.23% 31 0.16% 2.36% 
 
It is important to note that each application of this method will produce useful results 
relative to the particular application.  That is, a failure probability of 12% in Table 5-5 cannot be 
compared to a failure probability of 25% in Table 5-4.  Failure and Usage probabilities are a 
measure of the probability that the tester or router would include the edge in their strategy, 
respectively.  These numbers can be used to give a relative degree of criticality within a 
particular example, but offer no broad comparative measure across applications.   
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Figure 5-3: Full O-D Results with Tester/Failure Probabilities 
In Figure 5-3 we see the results from Table 5-6 in graphical form, with the boldest lines 
representing “High Criticality” edges with Failure  > 5%, dashed lines representing edges with 
1% < failure < 5%, and grey lines representing “Lower Criticality” with Failure < 1%.  In this 
application, the highly critical edges are clustered in the middle about node 10, which happens to 
be the highest activity node in the network in terms of O-D demand.  One might notice that both 
directions of edges between node pairs are identically coded in Figure 5-5.  This is likely due to 
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the fact that this method does not consider congestion effects, only the number of shortest paths 
an edge is a member of, and the relative activity of those paths.   
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VI USER EQUILIBRIUM WITH INTEREST FUNCTION SOLUTION 
APPROACH 
 
In the second approach traffic congestion is built into the router’s decisions to assign 
traffic based on an equilibrium assignment. Since this assignment is no longer the all-or-nothing 
assignment, the heuristic approach MSA is not used to update link flows.  The tester combines 
the routing information obtained and the extra cost of link failure, 𝜔  and difficulty factor to 
disable the link,    to calculate a disruption plan. The game iterates between router and tester 
until the change in the objective function for the network’s vulnerability    falls below a critical 
threshold .  The critical steps in this process are shown below: 
Step 0:  Initialize network 
Step 1:  Update link s-Expected costs   
  under failure scenario,   
  
Step 2:  Calculate Link Iteration cost   
   using MSA 
Step 3:  Find traffic assignment based on UE condition 
Step 4:  Calculate tester link failure probability,   
  
Step 5:  Update the system vulnerability value,    
Step 6:  If                    , stop.  Otherwise, goto Step 1 
 
The following flow chart depicts the algorithmic structure of the UEI procedure: 
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Figure 6-1: The UEI Solution Approach Flow Chart 
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In the flow chart above, similar to the SPE approach, the ‘Road Network Information’ 
data source is divided into three data files: ‘Network Structure’, ‘O-D Demand’ and ‘Free Flow 
Travel Time’ as input. Also, initialization sets    
  0   ,   
  
 
| |
    , and   and   to their user-
defined values.  . The link failure state function calculates link failed state cost based on ‘Free 
Flow Travel Time’ and ‘Initial Setting’. The resulting failed state cost is fed into the ‘Weighted 
Failure cost’ function. The ‘Weighted Failure cost’ function requires link failure information 
from the previous iteration and applies MSA to calculate “Link historical Cost”. The updated 
link cost would then combine with the ‘Network Structure’ and ‘O-D Demand’ files to determine 
the router’s ‘User Equilibrium Assignment’.  
Due to the assumption of perfect information between tester and router, the tester would 
directly collect route assignment information - ‘Link Flow Proportion’ - from the router and 
“Network Structure” information (the extra cost of link failure, 𝜔  and difficulty factor to disable 
the link,    ) to play his strategy-‘Interest Function’- to choose links to fail. The product from 
the tester – ‘Link Failure Proportion’- the product from the router - ‘Link Flow Proportion’  and 
the heuristic cost - ‘Weighted Failure cost’ are input into the ‘Network System Vulnerability’ 
function. When the system vulnerability value meets the convergence criteria condition, the 
game loop either ends and outputs the ‘Critical Link Ranking’ file, or it feeds the current 
iteration link failure information back to the beginning of the game loop.  
Due to using the same game framework, several steps of the UEI procedure are identical 
to the SPE approach, only the differences are noted below: 
 
Step 2: Calculate Link Historical Costs 
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 The solution of combinatorial games always involves computational heuristics, which 
make games more tractable in computing practice (Jones 2008). In the UEI model, the method of 
successive averages (MSA) heuristic was implemented.  
While the assumption of perfect information equips the router with the tester’s exact link 
failure probabilities, the router does not regard each of the tester’s possible attacks equally. As 
the game progresses, the router places greater emphasis on defending the links, which the tester 
found most attractive in previous iterations. The MSA heuristic approach is applied here to 
simulate this scenario, it progressively decreases the weight on the tester’s present strategy. This 
approach enables the router to filter out the tester’s potentially distracting behavior of shifting the 
threat of attack back and forth between links without ever actually taking action on these 
alternative threats. 
  
  (
 
 
)   
      
 
 
   
    
                                            (6-1) 
 
Step 3: User Equilibrium Assignment: Frank-Wolfe Algorithm  
In the game, the router’s goal is to assign the traffic to the  route with less risk exposure 
to compete with the tester’s strategy. Link capacity, traveler response, and other issues should 
also be considered by the router. The tester’s strategy, initiated in in Steps 1 and 2, requires the 
router to recalculate the cost of routing traffic. The router will now assign the traffic based on the 
current iteration’s link costs. Assignment of the traffic to the shortest path, however, will not 
achieve maximal realism because it would ignore the possibility of congestion in the network. 
Thus, the router identifies the UE assignment (Sheffi 1985), which assigns the travelers to the 
minimum cost path based on the congestion characteristics of the links in the network. The 
algorithm is based on the convex combination algorithm, also called the Frank-Wolfe algorithm 
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was applied here to simulate the router’s play. In this thesis, the target is to solve a many-to-
many network problem, so the following pseudo code has a slightly change from Sheffi (1985). 
Do: 
 Initialization:      
  set counter m:=1 
Set    
𝑚       
𝑚  
Perform all-or-nothing assignment based on all pair shortest path algorithm 
Begin Golden line search: 
Find    satisfy:  
             ∑ ∫    𝜔  𝜔
  
𝑚     
𝑚   
𝑚 
  
  
End; 
Set:    
𝑚     
𝑚      
𝑚    
𝑚  
While    0.001; 
Return each Link Flow value; 
End; 
Figure 6-2: The all pair Frank-Wolfe algorithm pseudo code 
 The Frank-Wolfe algorithm is an iterative process. At the beginning of the method, the 
initial network link cost    is updated by link historical cost   
 . Next, the algorithm performs an 
all-or-nothing (AON) assignment of demand to shortest paths. In each iteration, Golden Line 
Search finds the shift in assignment  , which minimizes the total travel cost     . The   value 
weights the current traffic flow   
𝑚  and auxiliary flow    
𝑚 . In this solution approach, the 
convergence criteria value for   was set to 0.001. 
 
Step 4: Link Failure Probability  
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As described before we use the following interest function to update the tester’s 
probabilities, where    represents the additional benefit derived by tester when link e fails, and 
D  represents the difficulty factor to disable link e. 
  
  
𝛾 
   𝑇 
 +𝜔  
𝐷 
∑
𝛾 
   𝑇 
 +𝜔  
𝐷 
 
  00%                                         (6-2) 
 The additional benefit derived by tester,   , and  the difficulty factor to disable link,D  
are not readily available, though these parameters can be viewed as relative – providing insight 
into system vulnerability given relative changes in the symbolic value of a target (such as the 
Golden Gate Bridge) or the difficulty of attack (the effects of increased monitoring or 
hardening) . Thus we set the    0 and D  0  for all links in the initial examples. A 
sensitivity analysis later in the document provides results with this restriction relaxed. 
Figure 6-3 presents the UEI solution approach. 
Initialization:   
   0;    ; 
For each of link e:    
  0,   
  
 
| |
 ; 
Begin Game Loop:  
Do:   
For each link e:  
Failed State Link Cost:   
   {
  
                              
    0 
  
      
               
    0
 
Weighted Failure Cost:    
       
      
    
     
                                    
Link historical cost:   
  (
 
 
)  
      
 
 
   
                                              
Begin Router UE Assignment:  
Do: 
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 Initialization:      
  set counter m:=1 
Set    
𝑚       
𝑚  
Perform all-or-nothing assignment based on on all pair shortest path algorithm 
Begin Golden line search: 
Find    satisfy:  
        ∑ ∫    𝜔  𝜔
  
𝑚     
𝑚   
𝑚 
  
  
End; 
Set:    
𝑚     
𝑚      
𝑚    
𝑚  
While    0.001; 
Return each Link Flow value; 
End; 
Calculate Link Flow Proportion:     
  
  
 
∑  
                                                                              
Begin  
Tester Interest Function:  
For each of link e:  ρ 
n  
  
     
 +   
  
∑
  
     
 +   
  
 
  00%  
Calculate the System Vulnerability: Vn γ ρ  ∑ γ 
nρ 
nT 
F n
  E  
End; 
While           , Set       ; 
Output the System Vulnerability and Critical Link Ranking 
End; 
Figure 6-3: The UEI pseudo code 
 
Generally there are two loops in this programming, the UEI Assignment algorithm would 
be the sub-loop of the whole game loop. The computational complexity of this approach 
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is  | |  . In the following chapter, the UEI approach is tested on small, medium, and large 
networks. These results are also compared with SPE approach.  
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CHAPTER VII UEI APPROACH RESULTS 
 
 
In this chapter, small, mediium and large networks were applied to test the performance 
of the UEI appraoch. First, a hypothetical network with four nodes and six links provides basic 
information and understanding of the methodological components. Second, the widely-known 
and well-studied Sioux Falls network was tested on two applications - with full O-D data and 
with reduced O-D data for comparison with Ukkusuri and Yushimito’s (reference) equilibrium-
based method.  Lastly, the test was applied to a large-scale city network - Anaheim, California, 
which consists of 416 nodes and 914 links. 
7.1 Simple Network Demonstration 
Figure 7-1 depicts the small example network; it contains a total of six O-D pairs, with 
link identifier, link capacity and link travel costs noted in parenthesis near each edge.    
 
Figure 7-1:  Sample network 
Table 7-1 walks the reader through the first few iterations of the game. Since this method 
is many-to-many, considering all O-D pairs, each iteration involves every O-D pair in parallel 
 47 
 
according to the traffic assignment. The progression of link iteration cost, link usage proportion, 
and link failure probability are provided in Table 7-1.  
Table 7-1:  Link iteration cost, use, and failure probabilities 
 Initial  Iteration 1st  Iteration 2nd  Iteration 
Links   
     
    
    
     
    
    
     
    
  
a 5 0 0.167 14.167 18.5% 26.5% 16.874 15.4% 24.1% 
b 3 0 0.167 8.500 18.1% 16.2% 8.3488 19.2% 15.8% 
c 4 0 0.167 11.333 31.1% 35.8% 15.547 29.1% 39.2% 
d 1 0 0.167 2.833 13.3% 4.8% 2.181 15.3% 4.2% 
e 1 0 0.167 2.833 0.01% 0.01% 1.940 0.01% 0.01% 
f 3 0 0.167 8.500 18.8% 16.2% 8.422 20.7% 16.7% 
 
 
 
Similar to the SPE, the tester’s link usage proportion is equal for all links, ρ 
  
 
|E|
 
 
6
  at 
the initial iteration, because he does not yet know how the router will attempt to route the traffic. 
Thus, the router’s link usage proportion is set to ‘0’ and the link traversal cost is equal to the link 
Free Flow Travel Time (FFTT). After the initial information is set, the router starts to assign 
traffic. During the first iteration, the link iteration cost T 
  is updated based on the failure 
probabilities ρ 
 , and the router assigns traffic using the Frank-Wolfe algorithm, treating T 
  as the 
FFTT to identify the UE assignment. After the traffic is assigned, the link-use-probability  γ 
  is 
calculated as the fraction of flow utilizing that link and the tester immediately becomes aware of 
this information to produce link failure strategy, ρ 
  .  
In the second iteration, the procedure repeats as in the first iteration. Note that during the 
progression from the first iteration to second iterations, the router tries to reduce the assignment 
of traffic to the most vulnerable links. As a result, link c’s usage probability γc
n, decreases from 
31.1% to 29.1% and link a’s link usage proportion γa
n is reduced from 18.5% to 15.4%. However, 
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the tester obtains this information and notices that even the link ‘c’ had a high risk, it still has 
relatively high usage, so the tester increase his attack probability of this link to 39.2%.  
7.2 Sensitivity Analysis 
In the previous chapter, the parameter 𝜔 and D were introduced in the “Interest function”. 
"𝜔" represents the additional benefit derived by tester when link e fails. Since this value is not 
unavailable in the test network, it was set “0” in the “Interest function”. To test the parameter 
sensitivity, the value of link f was increased to  𝜔    and compared with the initial “0”, 
producing the results in following table 7-2. 
Table 7-2:  Sensitivity Analysis on 𝝎 
 Initial Setting      
Links   
    
    
  …   
    
    
  …   
  
a 16.7% 26.5% 24.1% … 20.7% 23.9% 22.5% … 16.7% 
b 16.7% 16.2% 15.8% … 14.6% 15.2% 14.2% … 11.7% 
c 16.7% 35.8% 39.2% … 45.2% 32.5% 35.3% … 43.6% 
d 16.7% 4.8% 4.2% … 2.8% 4.16% 3.1% … 2.1% 
e 16.7% 0.01% 0.01% … 0.01% 0.01% 0.01% … 0.01% 
f 16.7% 16.2% 15.7% … 16.6% 24.2% 24.8% … 25.8% 
 
Table 7-2 shows the starting values of the network link failure proportions in the first 
iteration were slightly changed by an increase in 𝜔 . This increase raises the link f failure 
probability from 16.6% to 25.8%, while the other links failure probabilities subsequently 
decrease. Figure 7-2 illustrates these changes.  
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Figure 7-2:  Comparison of Sensitivity Analysis on  
Note from figure 7-2 that increasing 𝜔 , dramatically increases the link f failure probability. 
Furthermore, link a and b also change significantly, suggesting that they possess critical rankings similar 
to link f.  
P   m     " " represents the difficulty factor to disable certain link, since this value is 
also unavailable in the test network, it was set “1” in the “Interest function”. To test the 
parameter sensitivity, link f was to set to       and compared with the initial setting “0”, Table 
7-3 illustrates the results. 
Table 7-3:  Sensitivity Analysis on 𝐃 
 Initial Setting 𝐃    
Links   
    
    
  …   
    
    
  …   
  
a 16.7% 26.5% 24.1% … 20.7% 30.4% 28.0% … 28.6% 
b 16.7% 16.2% 15.8% … 14.6% 19.4% 20.3% … 20.6% 
c 16.7% 35.8% 39.2% … 45.2% 41.5% 44.6% … 44.0% 
d 16.7% 4.8% 4.2% … 27.9% 5.3% 4.3% … 4.6% 
e 16.7% 0.01% 0.01% … 0.01% 0.01% 0.01% … 0.01% 
f 16.7% 16.2% 15.7% … 16.6% 3.2% 2.69% … 2.2% 
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Similar to table 7-2, at the start of the first iteration, the network link failure probabilities 
were slightly changed with the    value increased. Increasing the difficulty of link f dramatically 
decreases the failure probability from 16.6% to 2.2%, and the other links failure probabilities 
increase, as shown in figure 7-3.  
 
  
Figure 7-3:  Comparison of Sensitivity Analysis on  
Similar to figure 7-2, figure 7-3 increasing   , decreases the failure probability of link f 
dramatically and the probability of failure increases for critical links a and link b. Unlike other links, the 
failure probability of the most critical link c also decreased with the change in   . Link c provides an 
alternative path for link f. Thus, decreasing the failure probability on both links suggests that the tester 
loses interest in this portion of network. It can also be concluded that increasing the failure difficulty 
of links may not increase the vulnerability of other links that are not highly vulnerability.  
 
7.3  Sioux Falls Network Applications 
The low, medium and high demand of Sioux Fall network was used to compare the UEI 
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approach with Ukkusuri and Yushimito (2009) result. The Table 7-2 lists the critical link ranking 
and link failure proportion. The Spearman’s rank correlation coefficient ρrank  also been 
calculated to measure the result similarity between the two link rankings, given by the following 
equation: 
      
∑   𝑖  ̅   𝑖  ̅ 𝑖
√∑   𝑖  ̅ 
2  𝑖  ̅ 
2
𝑖
                                             (7-1) 
The value of ρrank can lie in the range -1 to +1. A high absolute value of ρrank indicates a 
high degree of agreement between two rankings. A simpler procedure to calculate ρrank is to use 
the differences di = xi − yi between the ranks of each observation on the two variables to 
compute ρrank as: 
        
6∑ 𝑖
2
   2   
                                                        (7-2) 
 
In table 7-4, each link critical value and the total Spearman’s rank correlation coefficient 
      between two methods are given.  
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Table 7-4:  UEI Comparison with Ukkusuri & Yushimito (2009) 
Sioux Fall Reduced O-D Pair 
Low demand case Medium demand case High demand case 
UE Game 
Method 
U&Y Method UE Game 
Method 
U&Y Method UE Game 
Method 
U&Y Method 
Link Critical Link Critical Link Critical Link Critical Link Critical Link Critical 
4 12.36% 39 21.56% 4 11.04% 39 13.97% 39 11.02% 4 11.19% 
64 11.10% 64 11.16% 64 10.61% 4 12.48% 64 10.77% 75 8.51% 
39 8.69% 4 11.01% 36 9.52% 75 11.80% 4 9.96% 39 8.47% 
6 7.53% 75 8.02% 39 8.58% 64 8.70% 75 7.20% 20 8.33% 
12 7.33% 20 7.60% 7 7.70% 20 8.04% 6 6.17% 64 7.91% 
20 6.35% 1 5.10% 75 5.44% 16 7.47% 2 4.02% 1 6.96% 
7 5.95% 2 4.74% 12 4.38% 1 5.29% 20 3.98% 16 5.92% 
75 5.78% 16 3.87% 20 4.12% 2 4.55% 7 3.67% 6 4.52% 
16 4.27% 60 3.33% 2 3.98% 60 3.51% 24 3.60% 32 4.09% 
2 3.92% 37 3.20% 32 3.92% 50 3.32% 13 3.44% 12 3.83% 
9 3.58% 50 2.90% 60 3.30% 7 3.06% 60 3.27% 9 3.82% 
60 3.27% 30 2.90% 29 3.19% 54 2.80% 9 2.89% 10 3.69% 
37 2.79% 52 2.90% 16 2.96% 37 2.20% 16 2.88% 50 3.13% 
1 2.61% 7 2.50% 31 2.85% 6 1.92% 37 2.57% 2 2.53% 
36 2.21% 6 2.12% 37 2.62% 26 1.57% 1 2.41% 3 2.46% 
35 2.10% 54 1.78% 50 2.42% 12 1.36% 47 2.36% 60 2.45% 
18 1.85% 32 1.54% 1 2.39% 9 1.35% 12 2.01% 68 2.41% 
32 1.75% 3 1.38% 9 2.38% 3 1.34% 22 1.89% 52 2.05% 
38 1.66% 10 0.93% 6 2.21% 68 0.81% 59 1.58% 54 2.02% 
56 1.59% 9 0.73% 18 1.76% 76 0.80% 45 1.57% 37 1.65% 
29 1.44% 12 0.73% 54 1.62% 72 0.78% 67 1.51% 76 1.37% 
50 1.13%   38 1.54% 30 0.71% 29 1.41% 72 1.24% 
54 0.72%   56 1.47% 52 0.69% 50 1.12% 30 1.07% 
      32 0.67% 19 1.12% 7 0.39% 
      10 0.57% 52 1.12%   
      24 0.24% 58 1.11%   
        65 1.11%   
        25 0.99%   
        53 0.87%   
        49 0.87%   
        18 0.83%   
        54 0.72%   
       0.6163        0.654875       0.612955 
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Observed from the table 7, the      ’s value all above the 0.6 (considering      ’s value 
from -1 to +1) shows these two methodologies have high degree of similarity in all demand 
cases. Similar to the SPE approach, most critical edges are near origins and destinations, as this 
is where the travel is generated or destined. Although all        values are relatively high, the 
ranking results from the two methods still exhibit some differences. One possible explanation for 
these differences may be that the Ukkusuri and Yushimito (2009) model only considering 
removal of one link from the network to test the performance difference, meaning that this model 
assumes only one link can be disrupted during a certain period.  However, in the UEI method, 
the tester can choose more than one link to fail according to the link failure probabilities, 
suggesting that it can also address the events where one or more links fails at the same time.   
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VIII COMPARISON SPE VERSUS UEI TEST RESULTS 
 
8.1 Comparison with SPE Sioux Falls Network Applications 
Table 8-1 provides UEI vulnerability measurement results for the Sioux Falls network 
with the 552 non-zero O-D demand pairs. The comparison with SPE approach is also listed in 
this table.   
Table 8-1  SPE Approach versus UEI Approach on Sioux Fall Network 
 
SPE Game Method UEI Game Method 
Iter = 335 RT= 2.95 s Iter = 4 RT= 101.43 s 
Link # Failure% Link % Link # Failure% Link % 
27 12.04% 4.01% 43 4.09% 2.57% 
32 11.88% 4.00% 28 4.08% 2.56% 
43 10.21% 3.29% 27 2.54% 1.98% 
28 9.98% 3.28% 32 2.52% 1.97% 
29 5.98% 4.66% 60 2.28% 2.18% 
48 5.94% 4.66% 56 2.28% 2.17% 
46 4.82% 6.07% 23 2.24% 1.77% 
67 4.69% 6.05% 13 2.24% 1.77% 
22 4.27% 3.59% 26 2.03% 2.45% 
47 4.26% 3.59% 25 2.02% 2.45% 
40 4.00% 4.46% 21 1.80% 0.78% 
34 3.89% 4.45% 24 1.78% 0.78% 
45 1.99% 5.48% 57 1.74% 2.13% 
57 1.98% 5.48% 45 1.74% 2.12% 
74 1.07% 3.80% 30 1.72% 0.92% 
39 1.06% 3.80% 51 1.72% 0.92% 
56 0.91% 3.72% 46 1.69% 2.07% 
60 0.91% 3.72% 67 1.69% 2.07% 
15 0.78% 3.64% 6 1.63% 1.59% 
12 0.75% 3.62% 8 1.62% 1.59% 
36 0.53% 2.30% 55 1.43% 1.77% 
33 0.52% 2.29% 50 1.42% 1.77% 
23 0.52% 2.75% 36 1.36% 0.95% 
13 0.50% 2.74% 33 1.35% 0.95% 
10 0.43% 2.23% 39 1.28% 1.27% 
      0 379 
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Both approaches produce similar results. Through the list the top five most critical edges 
by UEI approach are all near the top of the SPE ranking. However, comparing the total ranking 
Spearman’s rank correlation coefficient value of 0.379 shows these two methods produce 
different critical links measurement. The running time and iterations necessary for the SPE 
approach are 335 iteration and 2.95 seconds, while the UEI approach takes 4 iteration and 101.43 
seconds. The SPE approach takes more iteration to converge, but because the computational 
complexity of the Shortest Path algorithm is much less, the SPE approach only use about 1/30 
time to finish the vulnerability measurement.  
  
Figure 8-1: UEI Test on Sioux Fall Network 
 
Comparing Figure 8-1 with SPE approach result Figure 5-5, both methods’ highly critical 
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edges are clustered towards the middle near node 10, which happens to be the highest activity 
node in the network in terms of O-D demand. Comparing with SPE, most of the high critical 
links are the same, however links #48 and #29 are highly critical links in the SPE approach but 
low in the UEI approach; links #56 and #60 are the highly critical in UEI approach but low in the 
SPE approach. One reason might be that the SPE approach does not consider congestion effects 
during each iteration of traffic assignment.  Thus, in the UEI, traffic assignment considers 
congestion in links 48 and 29, and reassigns some traffic to the alternative path through links 25, 
26, 13 and 23. Links 56 and 60 are the longest links in the network, and their repair would cost 
more if a failure were to occur. Taken together with the issue of congestion in alternative paths, 
may explain why the UEI identifies these links as vulnerable. 
 
8.2 Application to the Anaheim network  
To demonstrate the scalability of the game to conduct vulnerability assessment on large 
traffic networks, the algorithm was executed on the Anaheim, California test network. The 
Anaheim network contains 416 nodes, 38 of which are Origin-Destination pairs, and 914 links. 
Figure 8-2 shows only the major features of the network such as Interstate-5 running diagonally 
through the center of the map. The O-D matrix in this network is limited to nodes 1 to 38. These 
centroid nodes are connected to the physical network by dummy links that may be part of the 
critical link set, and therefore not representative of physical vulnerabilities. Thus the application 
to this network is more a test of computational efficiency than making a particular 
recommendation.  
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Figure 8-2:  The Anaheim Network 
 
 
Table 8-2 illustrates the results of SPE and UEI critical links ranking of the Anaheim 
network. Both approaches produce similar results. Through the list there is high degree of 
agreement between these two methods, especially the top four most vulnerability links in both 
approach are ranking exactly the same. In this test, the SPE tester’s aggressiveness parameter 
was set    , so the SPE result produce a more concentrated attack on #102 and #103 than UEI 
approach. The Spearman’s rank correlation coefficient value of 0.853 shows that both the SPE 
and UEI approaches produce similar results. However, the UEI approach requires over 200 times 
more running time than SPE, even when the SPE approach requires twice as many iterations to 
converge. 
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Table 8-2 SPE Approach versus UEI Approach on Anaheim Network 
 
SPE UEI 
Iter = 8    RT = 22.05 s Iter = 4    RT= 5572.52 s 
Rank Link Failure% Rank Link Failure% 
1 102 14.90% 1 102 0.98% 
2 103 14.90% 2 103 0.98% 
3 4 7.08% 3 4 0.87% 
4 349 7.08% 4 349 0.87% 
5 856 4.19% 5 350 0.73% 
6 214 3.45% 6 351 0.73% 
7 350 2.57% 7 2 0.69% 
8 351 2.57% 8 137 0.69% 
9 2 1.92% 9 223 0.68% 
10 137 1.92% 10 214 0.65% 
11 790 1.66% 11 856 0.62% 
12 223 1.63% 12 138 0.59% 
13 733 1.24% 13 139 0.59% 
14 138 0.96% 14 220 0.57% 
15 139 0.96% 15 3 0.54% 
16 422 0.73% 16 119 0.54% 
17 3 0.68% 17 217 0.52% 
18 119 0.68% 18 7 0.50% 
19 220 0.65% 19 378 0.50% 
20 110 0.57% 20 293 0.50% 
      0   3 
 
 
8.3 SPE versus UEI 
Both SPE and UEI produce similar critical link ranking results, especially for large 
networks. The following reason is hypothesized:  
At the beginning of the SPE, the router will ignore the traffic congestion and do all-or-
nothing traffic assignment based on an all-pair-shortest-path algorithm. Certainly, this router’s 
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assignment would make certain links over congested. Due to the tester’s link failure strategy 
“Entropy function”, these over congested links will have high explicit value and raise the tester’s 
failure proportion to choose these links to fail. Therefore, at next iteration, these over congested 
links’ travel cost would dramatically increase. Router then would notice these cost change and 
reroute traffic to the alternative paths. The heuristic approach MSA will weight after every 
iteration router reassign traffic. So after a few iterations, the router’s traffic assignment is more 
uniformly distributed among the network, which is close to the UE assignment. In general, both 
algorithms perform all-or-nothing assignment, and afterwards they both recalculate link cost and 
reassign traffic. In the SPE, however, the router assigns the traffic without considering 
congestion. The higher penalty cost created by the tester for high-volume edges combined with 
the heuristic method forces the router to assign the traffic more “equally” to all possible paths. 
However, the UEI has a higher degree of theoretical correctness due to explicit consideration of 
congestion. 
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CHAPTER IX CONCLUSION 
 
Identifying transportation network vulnerability is the first step to prevention. This 
research presents a many-to-many method for the estimation of the vulnerability of 
transportation network components.  
In this thesis, we adopt Bell’s (2002, 2003, 2008) game framework, built two-player, non-
zero-sum, perfect information combinational games with a “system” monitoring the game play. 
In the game, we named the router as the traffic management authority to minimize risk exposure 
while still assigning traffic to an efficient route from the traveler’s perspective; the malevolent 
player was named the tester, devising its strategy to maximally disrupt the network. The system 
calculates the object function vulnerability value, and it stops the game when the value changes 
smaller than the convergence criteria value  . 
Two solution approaches were proposed to quantify the transportation network 
vulnerability. The first approach – SPE is based on the router’s all pairs shortest path assignment 
and tester entropy function application; in the second approach – UEI approach, the router 
considers congestion and assigns traffic through the Frank-Wolfe algorithm to achieve the user 
equilibrium condition. The UEI approach further has the tester consider the extra cost of link 
failure,    and difficulty factor to disable the link, D  utilize the Interest function to calculate its 
failure strategy.  
Both solution approaches were tested on small, median and large transportation networks. 
In the first test, a 4-nodes 6-link sample network was tested to provide basic intuition and 
understanding of methodological components. Then, both approaches were applied to the well-
known and well-studied Sioux Falls network. Two performance tests were applied on this 
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network. The first one is a comparison with the Ukkusuri and Yushimito (2009) approach, the 
results showing a high degree of agreement. The second test using the Sioux Falls network was 
based on a complete 552 O-D demand-pair matrix, in which both approaches show the most 
vulnerable links clustered around the center of network (as would be expected). The 416 nodes 
and 914 links of the Anaheim network were also tested with both SPE and UEI approaches, and 
the vulnerability measurement for both method produced very similar results. However, the UEI 
running time is approximately 200 times the SPE running time. 
In general, both approaches provide solid and useful methodologies to qualify network 
vulnerability. Due to the lower computational complexity, SPE may be useful in real-time 
applications for large network when a quick solution would be most useful. If accuracy is the 
priority and the network size is small or medium, or more network infrastructure and human 
factor information is available, the UEI approach offers the flexibility to include these aspects 
through the interest function. 
There are numerous challenges in the future for this, or any, method that provides a 
network vulnerability measure. The model still has space to make improvement. For example, 
the model assumes the traveler has perfect information, and after the traffic authority reassign the 
traffic, they react immediately. Incorporating stochastic equilibrium assignment could be 
beneficial in long-term planning exercises. If the accuracy of traffic prediction is the goal 
dynamic traffic assignment may be an appropriate choice. Ultimately, a method that combines 
the tester’s two parameters “the extra cost of link failure” and “difficulty factor to disable the 
link” should provide the level of reliability and realism that this important topic deserves.  
Toward this end, the work presented in this paper describes a straightforward method (SPE) of 
incorporating all O-D pairs in a method that could be applied on-the-fly in applications where 
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response to changes in the network needs to be coordinated in near real-time.  These methods 
will assist DHS to assess transportation network vulnerability. Future application could be 
integrate the framework into an optimization procedure to identify technology and sensing 
deployments that minimize network vulnerability. 
  
 63 
 
REFERENCE 
 
Ahuja, R., Magnanti, T. and J. Orlin. (1993)  Network Flows: Theory, Algorithms, and 
Applications.  Pretice-Hall, Inc., New Jersey. 
Ardekani et al., 1997 Ardekani, S.A., Kazmi, A.M., Ahmadi, M.S., 1997. A PC-based tool 
for roadway incident management. Proceedings of the Conference on Traffic Congestion and 
Traffic Safety in the 21st Century, Chicago, June 8–11, 1997, pp. 361–367 
Ball, M.O., Golden, B.L, and R. V. Vohra (1989). Finding the Most Vital Arcs in a Network. 
Operations Research Letters, 1989. 8(April): pp.73-76  
Bar-Noy A, Kuller S. and Schieber B (1995) The complexity of finding the most vital arc and 
nodes. Technical Report CS-TR-3539, University of Maryland, Institute for Advanced 
Computer Studies. 
Barton A (2005) Addressing the problem of finding a single vital edge in a maximum flow 
graph. National Research Council Canada. Available online at http://iit-iti.nrc-cnrc.gc.ca/iit-
publications-iti/docs/NRC-48305.pdf Accessed on 1st March 2007 
 
Bell, M., and Cassir, C. (2002) Risk-averse user equilibrium traffic assignment: an 
application of game theory. Transportation Research Part B, 36(8), pp. 671–681. 
Bell, M., U Kanturska, J.-D Schmöcker and A Fonzone. (2008) Attacker-defender models 
and road network vulnerability, Phil. Trans. R. Soc. A, 366, 1893-1906. 
Bell, M.G.H., (2003) The Use of Game Theory to measure the Vulnerability of Stochastic  
Networks , IEEE Transactions on Reliability, 52(1), 63-68. 
Berdica K (2002) An introduction to road vulnerability: what has been done, is done and 
should be done. Transp Policy 9:117–12 
Chen A, Kongsomsaksakul S, Zhou Z (2006) Assessing network vulnerability using a 
combined travel demand model. CD-ROM Transportation Research Board of the National 
Academies,Washington, D.C 
Church RL, Scaparra MP, Middleton RS (2004) Identifying critical infrastructure: The 
median andcovering facility interdiction problems. Ann Assoc Am Geogr 94(3):491–502. 
doi:10.1111/j.1467- 8306.2004.00410.x 
 
Corley, H.W. and D. Y. Sha (1982). Most Vital Links and Nodes in Weighted networks. 
Operations Research Letters, 1(4): pp.157-160 
Cormican KJ, Morton DP, Wood RK (1998) Stochastic network interdiction. Oper Res 
46(2):184–197.doi:10.1287/opre.46.2.184 
 
Dalziell and Nicholson, 2001 E.P. Dalziell and A.J. Nicholson, Risk and impact of natural hazards 
on a road network. ASCE Journal of Transportation Engineering, 127 2 (2001), pp. 159–166.  
 64 
 
E. Israeli and R. Wood, Shortest-path network interdiction, Networks 40 (2002), 97–111. 
Goldberg, 1975 M.A. Goldberg, On the inefficiency of being efficient. Environment and 
Planning A, 7 (1975), pp. 921–939 
Hollander, Y. H. and Prashkar, J (2006). The applicability of non-cooperative game theory in 
transport analysis. Transportation 33:481–496  DOI 10.1007/s11116-006-0009-1.  
Jenkins, B. and Butterworth, B. (2010)  Explosives and Incendiaries Used in Terrorist 
Attacks on Public Surface Transportation: A Preliminary Empirical Examination.  Report 
CA-MTI-10-2875, USDOT, DHS. 
Laporte G. , Juan A. M. and Federico P., (2010)  A game theoretic framework for the robust 
railway transit network design problem, Transportation Research Part B, 44, pp. 447–459. 
Latora V, Marchiori M (2005) Vulnerability and protection of infrastructure networks. 
Physical Review E, 71:015103(R). doi:10.1103/PhysRevE.71.015103. 
Laurentius, 1994 Laurentius, G., 1994. The vulnerability of the city. In Weissglas, G. (Ed), 
Planning a High Resilience Society, Geographical Reports no. 11, Umeå 
LeBlanc, L.J. (1975) An algorithm for the Discrete Network Design Problem, Transportation 
Science, 9, pp. 183-199.5 
Matisziw TC, Murray AT, Grubesic TH (2007) Evaluating vulnerability and risk in interstate 
highway operation. Transportation Research Board of the National Academies, Washington, 
D.C 
 
Murray-Tuite, P. M, (2008) Transportation Network Risk Profile for an Origin–Destination 
Pair --Security Measures, Terrorism, and Target and Attack Method Substitution, 
Transportation Research Record: Journal of the Transportation Research Board, No. 2041, 
Transportation Research Board of the National Academies, Washington, D.C., pp. 19–28. 
Murray-Tuite, P. M, and H. S. Mahmassani. (2004) Methodology for Determining 
Vulnerable Edges in a Transportation Network. Transportation Research Record: Journal of 
the Transportation Research Board, No. 1882, Transportation Research Board of the 
National Academies, Washington,D.C., pp. 88–96. 
R.Wollmer, Removing arcs from a network, J Oper Res Soc Am 12 (1964), 934–940.K. 
Scott D.M., D.C. Novak, L. Aultman-Hall and F. Guo (2008) Network Robustness Index: A 
new method for identifying critical edges and evaluating the performance of transportation 
networks, Journal of Transport Geography, 14(3), pp. 215-227. 
Sheffi, Y. (1985) Urban Transportation Networks, Prentice-Hall, New Jersey. 
Shen H (1999) Finding the K most vital edges with respect to the minimum spanning tree. 
Acta Informatica 36:405–424. doi:10.1007/s002360050166 
 65 
 
Ukkusuri S. V., and W. F. Yushimito. (2009)  A methodology to assess the criticality of 
highway transportation networks, Journal of  Transportation Security,  2:29–46, DOI 
10.1007/s12198-009-0025-4. 
Wood KR (1993) Deterministic network interdiction. Math Comput Model 17:1–18. 
doi:10.1016/0895-7177(93)90236-R 
 
 
 
 
 
 
 
 
