Abstract-The study of Newton's method in complex-valued neural networks faces many difficulties. In this paper, we derive Newton's method backpropagation algorithms for complexvalued holomorphic multilayer perceptrons, and investigate the convergence of the one-step Newton steplength algorithm for the minimization of real-valued complex functions via Newton's method. To provide experimental support for the use of holomorphic activation functions, we perform a comparison of using sigmoidal functions versus their Taylor polynomial approximations as activation functions by using the algorithms developed in this paper and the known gradient descent backpropagation algorithm. Our experiments indicate that the Newton's method based algorithms, combined with the use of polynomial activation functions, provide significant improvement in the number of training iterations required over the existing algorithms.
I. INTRODUCTION
The use of fully complex-valued neural networks to solve real-valued as well as complex-valued problems in physical applications has become increasingly popular in the neural network community in recent years [1] - [3] . Complex-valued neural networks pose unique problems, however. Consider the problem of choosing the activation functions for a neural network. Real-valued activation functions for real-valued neural networks are commonly taken to be everywhere differentiable and bounded. Typical activation functions used for real-valued neural networks are the sigmoidal, hyperbolic tangent, and hyperbolic secant functions
, tanh(x) = e x − e −x e x + e −x , and sech(x) = 2 e x + e −x . For activation functions of complex-valued networks, an obvious choice is to use the complex counterparts of these realvalued functions. However, as complex-valued functions, these functions are no longer differentiable and bounded near 0, since they have poles near 0. Different approaches have been proposed in the literature to address this problem.
On the basis of Liouville's theorem, [4] asserts that an entire function is not suitable as an activation function for a complex-valued neural network and claims boundedness as an essential property of the activation function. Some authors followed this same reasoning and use the so-called "split" functions of the type f (z) = f (x+iy) = f 1 (x)+if 2 (y) where f 1 , f 2 are real-valued functions, typically taken to be one of the sigmoidal functions [5] - [7] . Such activation functions have the advantage of easily modeling data with symmetry about the real and imaginary axes. However, this yields complex-valued neural networks which are close to real-valued networks of double dimensions and are not fully complexvalued [1] . Amplitude-phase-type activation functions have the type f (z) = f 3 (|z|) exp(iarg(z)) where f 3 is a realvalued function. These process wave information well, but have the disadvantage of preserving phase data, making the training of a network more difficult [1] , [6] . Some authors forgo complex-valued activation functions entirely, choosing instead to scale the complex inputs using bounded real-valued functions which are differentiable with respect to the real and imaginary parts [8] - [10] . While this approach allows for more natural grouping of data for classification problems, it requires a modified backpropagation algorithm to train the network, and again the networks are not fully complex-valued. Other authors choose differentiability over boundedness and use elementary transcendental functions [6] , [11] , [12] . Such functions have been used in complex-valued multilayer perceptrons trained using the traditional gradient descent backpropagation algorithm and in other applications [13] - [15] . However, the problem of the existence of poles in a bounded region near 0 presents again. Though one can try to scale the data to avoid the regions which contain poles [16] , this does not solve the problem, since for unknown composite functions, the locations of poles are not known a priori. The exponential function exp(z) has been proposed as an alternative to the elementary transcendental functions for some complex-valued neural networks, and experimental evidence suggests better performance of the entire exponential function as activation function than those with poles [17] .
In this paper, we will study the backpropagation algorithm for fully complex-valued neural networks based on Newton's method. We compare the performances of using the complexvalued sigmoidal activation function and its Taylor polynomial approximations. Our results give strong supporting evidence for the use of holomorphic functions, in particular polynomial functions, as activation functions for complex-valued neural networks. Polynomials have been used in fully complex-valued functional link networks [18] , [19] , however their use is limited as activation functions for fully complex-valued multilayer perceptrons. Polynomial functions are differentiable on the entire complex plane and are underlying our computations due to Taylor's Theorem, and they are bounded over any bounded region. Moreover, the complex Stone-Weierstrass Theorem implies that any continuous complex-valued function on a compact subset of the complex plane can be approximated by a polynomial [20] . Due to the nature of the problems associated with the activation functions in complex-valued neural networks, different choices of activation functions can only suit different types of neural networks properly, and one should only expect an approach to be better than the others in certain applications. A desirable feature of our approach is that it allows us to perform rigorous analysis of the network, such as the guarantee of convergence of the learning process under certain conditions, which has been missing in the literature.
We will allow a more general class of complex-valued functions for activation functions, namely the holomorphic functions. There are two important reasons for this. The first one is that holomorphic functions encompass a general class of functions that are commonly used as activation functions. They allow a wide variety of choices both for activation functions and training methods. The second is that the differentiability of holomorphic functions leads to much simpler formulas in the backpropagation algorithms. For application purpose, we will also consider the backpropagation algorithm using the pseudoNewton's method, since it has computational advantage. Our main results are given by Theorem IV.1, Corollary V.1, and Theorem VI.1. Theorem IV.1 gives a recursive algorithm to compute the entries of the Hessian matrices in the application of Newton's method to the backpropagation algorithm for complex-valued holomorphic multilayer perceptrons, and Corollary V.1 gives a recursive algorithm for the application of the pseudo-Newton's method to the backpropagation algorithm based on Theorem IV.1. The recursive algorithms we developed are analogous to the known gradient descent backpropagation algorithm as stated in Section III, hence can be readily implemented in real-world applications. A problem with Newton's method is the choice of steplengths to ensure the algorithm actually converges in applications. Our setting enables us to perform a rigorous analysis for the one-step Newton steplength algorithm for the minimization of realvalued complex functions using Newton's method. This is done in Section VI. Our experiments, reported in Section VII, show that the algorithms we developed use significantly fewer iterations to achieve the same results as the gradient descent algorithm. We believe that the Newton's method backpropagation algorithm provides a valuable tool for fast learning for complex-valued neural networks as a practical alternative to the gradient descent methods.
II. HOLOMORPHIC MLPS: DEFINITION AND NETWORK ARCHITECTURE
We define holomorphic multilayer perceptrons and set up our notation for the network architecture we use throughout the rest of the paper. Definition II.1. A holomorphic MLP is a complex-valued MLP in which the activation function in the layer indexed by p of the network is holomorphic on some domain Ω p ⊆ C.
Most of the publications on complex-valued neural networks with holomorphic activation functions deal with functions that have poles. We will mainly focus on entire functions for the purpose of applying Newton's method. For these functions, we do not have to worry about the entries of a Hessian matrix hitting the poles, though the matrix itself can be singular. However, we will allow some flexibility in our setting and set up our notation for a general L-layer holomorphic MLP as follows (see Figure 1 ).
• The input layer has m = K 0 input nodes denoted
• There are L − 1 hidden layers of neurons, and the pth (1 ≤ p ≤ L − 1) hidden layer contains K p nodes. We denote the output of node j (j = 1, ..., K p ) in the pth layer by x (p) j . The inputted weights to the pth layer are denoted w
, where j denotes the target node of the weight in the pth layer and i denotes the source node in the (p − 1)th layer. With these conventions we define the weighted net sum and the output of node j of the pth layer by
where g p , which is assumed to be holomorphic on some domain Ω p ⊆ C, is the activation function for all the neurons in the pth layer.
C . We define the weighted net sum and the output of node l (l = 1, ..., C) by
where g L , which is assumed to be holomorphic on some domain Ω L ⊆ C, is the activation function for all the neurons in the output layer. To train the network, we use a training set with N data points {(z t1 , ..., z tm , d t1 , ..., d tC ) | t = 1, ..., N }, where (z t1 , ..., z tm ) is the input vector corresponding to the desired output vector (d t1 , ..., d tC ). As the input vector (z t1 , ..., z tm ) of the tth training point is propagated throughout the network we update the subscripts of the network calculations with an additional t subscript to signify that those values correspond to the tth training point. For example,
tj , y net tl , and y tl . Finally, we train the network by minimizing the standard sum-of-squares error function
III. THE GRADIENT DESCENT BACKPROPAGATION ALGORITHM We use the following vector notation. For 1 ≤ p ≤ L, we denote the weights that input into the pth layer of the network using a vector whose components correspond to the target nodes. Then the components of w (p−1) are
where j = 1, ..., K p , i = 1, ..., K p−1 . Using this notation the update steps for backpropagation look like
where w (p−1) (n) denotes the weight value after the nth iteration of the training algorithm, and µ(n) denotes the learning rate or steplength which is allowed to vary with each iteration.
Using the gradient descent method, the update for the (p − 1)th layer of a holomorphic complex-valued neural network is ( [21] , p. 60)
Suppose the activation function for the pth layer of the network, p = 1, ..., L, satisfies
We summarize the partial derivatives by
where l = 1, ..., C, t = 1, ..., N ; and for 1 ≤ p ≤ L − 1,
where j = 1, ..., K p , t = 1, ..., N . The gradient descent method is well known to be rather slow in the convergence of the error function. We next derive formulas for the backpropagation algorithm using Newton's method (compare with [16] , [22] ).
IV. BACKPROPAGATION USING NEWTON'S METHOD
The weight updates for Newton's method with complex functions are given by formula (111) of [21] (we omit the superscripts, which index the layers, to simplify our writing):
To apply the Newton algorithm we need to compute the Hessian matrices (again omitting the superscripts) 
where j, b = 1, ..., K p and i, a = 1, ..., K p−1 , and the entries of H ww are given by
where j, b = 1, ..., K p and i, a = 1, ..., K p−1 . The entries of the Hessian matrices H w (p−1) w (p−1) and H w (p−1) w (p−1) for p = 1, ..., L here can be computed using the CR-calculus. We omit the computations and summarize the formulas in the following theorem.
Theorem IV.1 (Newton Backpropagation Algorithm for Holomorphic Neural Networks). The weight updates for the holomorphic MLPs with activation functions satisfying
.., L, using the backpropagation algorithm with Newton's method are given by
where:
1) the entries of the Hessian matrices
for k, l = 1, ..., C, and for p = 1, ..., L − 1,
for j, b = 1, ..., K p+1 , 2) the entries of the Hessian matrices H w (p−1)
for j, b = 1, ..., K p and i, a = 1, ..., K p−1 , where the θ
for 
V. BACKPROPAGATION USING THE PSEUDO-NEWTON'S METHOD
To simplify the computation in the implementation of Newton's method, we can use the pseudo-Newton algorithm, which is an alternative algorithm also known to provide good quadratic convergence. For the pseudo-Newton algorithm, we take
3), thus reducing the weight updates to
Convergence using the pseudo-Newton algorithm will generally be faster than gradient descent. The trade off for computational efficiency over Newton's method is somewhat slower convergence, though if the activation functions in the holomorphic MLP are in addition onto, the performance of the pseudo-Newton versus Newton algorithms should be similar [21] .
Corollary V.1 (Pseudo-Newton Backpropagation Algorithm for Holomorphic Neural Networks). The weight updates for the holomorphic MLP with activation functions satisfying
.., L, using the backpropagation algorithm with the pseudo-Newton's method are given by
where the entries of the Hessian matrices H w (p−1) w (p−1) for 1 ≤ p ≤ L are given by (IV.4) in Theorem IV.1.
VI. THE ONE-STEP NEWTON STEPLENGTH ALGORITHM
FOR REAL-VALUED COMPLEX FUNCTIONS A significant problem encountered with Newton's method and other minimization algorithms is the tendency of the iterates to "overshoot." If this happens, the iterates may not decrease the function value at each step [23] . For functions on real domains, it is known that for any minimization algorithm, careful choice of the sequence of steplengths via various steplength algorithms will guarantee a descent method. Steplength algorithms for minimization of real-valued functions on complex domains have been discussed in the literature [11] , [24] - [26] . In [25] , the problem was addressed by imposing unitary conditions on the input vectors. In [26] , steplength algorithms were proposed for the BFGS method, which is an approximation to Newton's method. With regard to applications in neural networks, variable steplength algorithms exist for least mean square error algorithms, and these algorithms have been adapted to the gradient descent backpropagation algorithm for fully complex-valued neural networks with analytic activation functions [24] , [27] . Fully adaptive gradient descent algorithms for complex-valued neural networks have also been proposed [11] . However, these algorithms do not apply to the Newton backpropagation algorithm.
To provide a steplength algorithm that guarantees convergence of Newton's method for real-valued complex functions, we need the following definitions. Let f :
We then define a stationary point of f to be a stationary point in the sense of the function f (x, y) :
If f is twice R-differentiable, let H zz and H zz denote the Hessian matrices of f with respect to z given by (IV.2).
If Ω is open, we define the level set of z(0) under f on Ω to be
and let L 0 C k (f (z(0))) be the path-connected component of L C k (f (z(0))) containing z(0). To discuss rate of convergence, recall that the root-convergence factors (R-factors) of a sequence {z(n)} ⊆ C k that converges toẑ ∈ C k are
2) and the sequence is said to have at least an R-linear rate of convergence if R 1 {z(n)} < 1.
The following theorem gives the one-step Newton steplength algorithm to adjust the sequence of steplengths for minimization of a real-valued complex function using Newton's method. 
Assume f has a unique stationary pointẑ ∈ L 0
and fix ∈ (0, 1]. Consider the iteration
where the p(n) are the nonzero complex Newton updates
where z = z(n), the steplengths µ(n) are given by
and the underrelaxation factors ω(n) satisfy
where, letting p = p(n),
(VI.6)
Then lim n→∞ z(n) =ẑ, and the rate of convergence is at least R-linear.
Proof. We will just give a sketch of the proof here. The detailed proof is too lengthy to be included in this paper, and its details are in a full-length version available from the authors.
Let f : Ω ⊆ C k → R be twice-continuously Rdifferentiable on the open convex set Ω. Let z(0) ∈ Ω and assume that the level set L 0
This condition is equivalent to the positive definiteness of the real Hessian matrix H rr (x, y) of f for all (x, y) T ∈ D, where
Since f is twice-continuously R-differentiable, the Hessian operator
By Lemma (14.4.1) in [23] , there exists a constant C > 0
, y(0))). Equation (VI.7) is equivalent to the inequality
is obtained fromp(x, y) (where z = x + iy) using the coordinate and cogradient transformations [21] . Suppose f has a unique stationary pointẑ in L 0
where the p(n) are the nonzero complex Newton updates defined by p(n) =p(z(n)). Applying the complex version of the one-step Newton steplength algorithm (adapted from [23] , see the full version of this paper), we obtain that
so by the convergence of the complex version of the one-step Newton steplength algorithm, the sequence of iterates {z(n)} converges toẑ, and the rate of convergence is at least Rlinear.
To apply the one-step Newton steplength algorithm to the Newton's method or pseudo-Newton's method backpropagation algorithm for complex-valued holomorphic multilayer perceptrons, at the nth iteration in the training process, the one-step Newton steplength for the pth step in the backprop-
where ∆w = ∆w (p−1) is the weight update for the pth layer of the network given by Theorem IV.1 or Corollary V.1, respectively, and w = w (p−1) . (Recall (III.2), so that here p(n) = −∆w (p−1) in (VI.3).) For the pseudoNewton's method backpropagation, we set H w (p−1) w (p−1) = H w (p−1) w (p−1) = 0 in (VI.4) to obtain the pseudoNewton updates ∆w (p−1) given in Corollary V.1, but leave H w (p−1) w (p−1) as calculated in Theorem IV.1 in (VI.8). In theory, for the nth iteration in the training process, we should choose the underrelaxation factor ω p (n) for the pth step in the backpropagation (1 ≤ p ≤ L) according to (VI.5) and (VI.6). However, in practical application it suffices to take the underrelaxation factors to be constant and they may be chosen experimentally to yield convergence of the error function (see our results in Section VII). It is also not necessary in practical application to verify all the conditions of Theorem VI.1. In particular we may assume that the error function has a stationary point sufficiently close to the initial weights since the initial weights were chosen specifically to be "nearby" a stationary point, and that the stationary point is unique in the appropriate compact level set of the initial weights since the set of zeros of the error function has measure zero.
VII. EXPERIMENTS
To test the efficiency of the algorithms in the previous sections, we compare the results of applying the gradient descent method, Newton's method, and the pseudo-Newton's method to a holomorphic MLP trained with data from the real-valued exclusive-or (XOR) problem.
The XOR problem is frequently encountered in the literature as a test case for backpropagation algorithms [7] . A multilayer network is required to solve it: without hidden units the network is unable to distinguish overlapping input patterns which map to different output patterns, e.g. (0, 0) and (1, 0) [28] . We use a two-layer network with m = 2 input nodes, K = 4 hidden nodes, and C = 1 output nodes. Any Boolean function of m variables can be trained to a two-layered real-valued neural network with 2 m hidden units. Modeling after the real case we choose K = 2 m , although this could perhaps be accomplished with fewer hidden units, as 2 m−1 is a smaller upper bound for real-valued neural networks [29] . Some discussion of approximating Boolean functions, including the XOR and parity problems, using complex-valued neural networks is given in [30] .
In our experiments, the activation functions are taken to be the same for both the hidden and output layers of the network. The activation function is either the sigmoidal function or its third degree 1 Taylor polynomial approximation
Notice that while g(z) has poles near zero, the polynomial T (z) is analytic on the entire complex plane and bounded on bounded regions (see Figure 2) . For each activation function we trained the network using the gradient descent backpropagation algorithm, the Newton backpropagation algorithm, and the pseudo-Newton backpropagation algorithm. The real and imaginary parts of the initial weights for each trial were chosen randomly from the interval [−1, 1] according to a uniform distribution. In each case the network was trained to within 0.001 error. One hundred trials were performed for each activation function and each backpropagation algorithm (note that the same set of random initial weights was used for each set of trials). For the trials using the gradient descent backpropagation algorithm, a constant learning rate (µ) was used. It is known that for the gradient descent algorithm for real-valued neural networks, some learning rates will result in nonconvergence of the error function [31] . There is experimental evidence that for elementary transcendental activation functions used in complex-valued neural networks, sensitivity of the gradient descent algorithm to the choice of the learning rate can result in nonconvergence of the error function as well, and this is not necessarily affected by changes in the initial weight distribution [17] . To avoid these problems, a learning rate of µ = 1 was chosen both to guarantee convergence and to yield fast convergence (as compared to other values of µ). For the trials using the Newton and pseudoNewton backpropagation algorithms, a variable learning rate (steplength) was chosen according to the one-step Newton steplength algorithm (Theorem VI.1) to control the problem of "overshooting" of the iterates and nonconvergence of the error function when a fixed learning rate was used. For both the Newton and pseudo-Newton trials, a constant underrelaxation factor of ω = 0.5 was used; this was chosen to yield the best chance for convergence of the error function. The results are summarized in Table I .
Over the successful trials, the polynomial activation function performed just as well as the traditional sigmoidal function for the gradient descent backpropagation algorithm and yielded more successful trials than the sigmoidal function for the Newton and pseudo-Newton backpropagation algorithms. We define a successful trial to be one in which the error function dropped below 0.001. We logged four different types of unsuccessful trials. Convergence of the error function to a local minimum occurred when, after at least 50,000 iterations for gradient descent and 5,000 iterations for the Newton and pseudo-Newton algorithms, the error function remained above 0.001 but had stabilized to within 10 −10 between successive iterations. This occurred more frequently in the Newton's method trails than the gradient descent trials, which was expected due to the known sensitivity of Newton's method to the initial points. A blow up of the error function occurred when, after the same minimum number of iterations as above, the error function had increased to above 10 10 . The final value of the error function was sometimes an undefined floating point number, probably the result of division by zero. This occurred less frequently with the polynomial activation function than with the sigmoidal activation function. Finally, the last type of unsuccessful trial resulted from a singular Hessian matrix (occurring only in the Newton and pseudoNewton trials). This, necessarily, halted the backpropagation process, and occurred less frequently with the polynomial activation function than with the sigmoidal activation function.
As for efficiency, the Newton and pseudo-Newton algorithms required significantly fewer iterations of the backpropagation algorithm to train the network than the gradient descent method for each activation function. In addition to producing fewer unsuccessful trials, the pseudo-Newton algorithm yielded a lower average number of iterations than the Newton algorithm for the polynomial activation function and the same average number of iterations as the Newton algorithm for the sigmoidal activation function. The network with polynomial activation function trained using the pseudo-Newton algorithm produced the fewest unsuccessful trials. Overall, we conclude that the use of the polynomial activation function yields more consistent convergence of the error function than the use of the sigmoidal activation function, and the use of the Newton and pseudo-Newton algorithms yields significantly fewer training iterations than the use of the gradient descent method.
VIII. CONCLUSION
We have developed the backpropagation algorithm using Newton's method for complex-valued holomorphic multilayer perceptrons. The extension of real-valued neural networks to complex-valued neural networks is natural and doing so allows the proper treatment of the phase information. However, the choice of nonlinear activation functions poses a challenge in the backpropagation algorithm. The usual complex counterparts of the commonly used real-valued activation functions are no longer bounded: they have poles near zero, while other choices are not fully complex-valued functions. To provide experimental evidence for the choice of holomophic functions as activation functions in addition to mathematical reasoning, we compared the results of using the complex-valued sigmoidal function as activation functions and the results of using its Taylor polynomial approximation as activation functions. Our experiments showed that when Newton's method was used for the XOR example, Taylor polynomial approximations are better choices. The use of holomorphic functions as activation functions enables us to derive a condition for choosing the step lengths which guarantee the convergence of the iteration process, and the use of polynomials as activation functions allows the possibility of rigorous analysis of performance of the algorithm, as well as making connections with other topics of complex analysis, which are virtually nonexistent in complexvalued neural network studies so far. Our experimental results (see Table II ) suggest that, for practical purposes, one needs to address the failing rate problem of the training process for complex-valued neural networks. Using our approach, it is possible to derive conditions to guarantee nonsingularity of the Hessian matrices and convergence of the iterates to a local minimum. Preliminary results show that if these conditions are incorporated in the algorithm, the success of a trial is guaranteed. Due to the page limitation, these and other results will be reported in a different paper.
