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ABSTRACT
A single channel speech-music separation algorithm based on
nonnegative matrix factorization (NMF) with spectral masks
is proposed in this work. The proposed algorithm uses train-
ing data of speech and music signals with nonnegative matrix
factorization followed by masking to separate the mixed sig-
nal. In the training stage, NMF uses the training data to train
a set of basis vectors for each source. These bases are trained
using NMF in the magnitude spectrum domain. After observ-
ing the mixed signal, NMF is used to decompose its magni-
tude spectra into a linear combination of the trained bases for
both sources. The decomposition results are used to build a
mask, which explains the contribution of each source in the
mixed signal. Experimental results show that using masks
after NMF improves the separation process even when calcu-
lating NMF with fewer iterations, which yields a faster sepa-
ration process.
Index Terms— Source separation, single channel source
separation, semi-blind source separation, speech music sep-
aration, speech processing, nonnegative matrix factorization,
and Wiener filter.
1. INTRODUCTION
The performance of any speech recognition system is very
sensitive to the added music or any other signals to the speech
signal. It is preferable to remove the music from the back-
ground of the speech to improve the recognition accuracy.
Single channel source separation (SCSS) is a very chal-
lenging problem because only one measurement of the mixed
signal is available. Recently, there are many ideas proposed
to solve this problem. Most of these ideas rely on the prior
knowledge, that is “training data” of the signals to be sepa-
rated. NMF has been found to be an interesting approach to
be used in source separation problems, especially when the
nonnegativity constraint is necessary. In [1], sparse NMF was
used with trained basis vectors to separate the mixture of two
speech signals. In [2], NMF with trained basis vectors and
a prior model for the weights’ matrix from the training data
was proposed to denoise the speech signal. In [3], different
NMF decompositions were done for both training and testing
data and SVM classifiers were used to decide on the corre-
spondence of the basis vectors to different source signals. An
unsupervised NMF with clustering was used in [4], to sepa-
rate the mixed signal without any training data or any prior
information about the underlying mixed signals. In [5], NMF
was used to decompose the mixed data by fixed trained basis
vectors for each source in one method, and in another method
the NMF was used without trained basis vectors to decompose
the mixing data, but it requires human interaction for cluster-
ing the resulting basis vectors. The idea of using Wiener filter
as a soft mask for SCSS problem has been proposed in many
studies before. In [6, 7], a short-time power spectral density
dictionary of each source is developed and the mixed signal
spectrum is represented as a linear combination of these dic-
tionary entries, then the Wiener filter was used to estimate the
source signals. In [8], the training data was modeled in power
spectral density domain by a Gaussian mixture model (GMM)
for each source, then every model was adapted to better rep-
resent the source signals in the mixed signal, and finally the
adaptive Wiener filter was used with the adapted models to
estimate the source signals. Various types of spectral masks
were used with matching pursuit in [9] to separate speech sig-
nals from background music signals.
This paper proposes a supervised speech music separa-
tion algorithm, which combines NMF with different masks.
There are two main stages of this work, a training stage and
a separation stage. In the training stage, the NMF is used to
decompose the training data of each source in the magnitude
spectrum domain into a basis vectors matrix and a weights
matrix. In the separation stage, the NMF decomposes the
mixed signals as a linear combination of the trained basis vec-
tors from each source. The initial estimate for each source is
found by combining its corresponding components from the
decomposed matrices. Then these initial estimates are used to
build various masks, which are used to find the contribution
of every source in the mixed signal.
Our main contribution in this paper is using NMF with
different types of masks to improve the separation process,
which leads to a better estimate for each source from the
mixed signal. It also gives us the facility of making the sepa-
ration process faster by working with NMF with fewer itera-
tions.
The remainder of this paper is organized as follows: In
section 2, a mathematical description of the problem is given.
We give a brief explanation about NMF and how we use it to
train the basis vectors for each source in section 3. In sec-
tion 4, the separation process is represented. In the remaining
sections, we represent our observations and the results of our
experiments.
2. PROBLEM FORMULATION
Single channel speech-music separation problem is defined as
follows: Assume we observe a signal 𝑥(𝑡), which is the mix-
ture of two sources speech 𝑠(𝑡) and music 𝑚(𝑡). The source
separation problem aims to find estimates for 𝑠(𝑡) and 𝑚(𝑡)
from 𝑥(𝑡). Algorithms presented in this paper are applied in
the short time Fourier transform (STFT) domain. Let 𝑋(𝑡, 𝑓)
be the STFT of 𝑥(𝑡), where 𝑡 represents the frame index and
𝑓 is the frequency-index. Due to linearity of the STFT, we
have:
𝑋(𝑡, 𝑓) = 𝑆(𝑡, 𝑓) +𝑀(𝑡, 𝑓), (1)
∣𝑋(𝑡, 𝑓)∣ 𝑒𝑗𝜙𝑋(𝑡,𝑓) = ∣𝑆(𝑡, 𝑓)∣ 𝑒𝑗𝜙𝑆(𝑡,𝑓)+∣𝑀(𝑡, 𝑓)∣ 𝑒𝑗𝜙𝑀 (𝑡,𝑓).
(2)
In this work, we assume the sources have the same phase an-
gle as the mixed signal for every frame, that is 𝜙𝑆(𝑡, 𝑓) =
𝜙𝑀 (𝑡, 𝑓) = 𝜙𝑋(𝑡, 𝑓). This assumption was shown to yield
good results in earlier work. Thus, we can write the magni-
tude spectrogram of the measured signal as the sum of source
signals’ magnitude spectrograms.
𝑿 = 𝑺 +𝑴 . (3)
Here 𝑺 and 𝑴 are unknown magnitude spectrograms, and
need to be estimated using observed data and training speech
and music spectra. The magnitude spectrogram for the ob-
served signal 𝑥(𝑡) is obtained by taking the magnitude of the
DFT of the windowed signal.
3. NON-NEGATIVE MATRIX FACTORIZATION
Non-negative matrix factorization is an algorithm that is used
to decompose any nonnegative matrix 𝑽 into a nonnegative
basis vectors matrix𝑩 and a nonnegative weights matrix𝑾 .
𝑽 ≈ 𝑩𝑾 . (4)
Every column vector in the matrix 𝑽 is approximated by
a weighted linear combination of the basis vectors in the
columns of𝑩, the weights for basis vectors appear in the cor-
responding column of the matrix𝑾 . The matrix 𝑩 contains
nonnegative basis vectors that are optimized to allow the data
in 𝑽 to be approximated as a nonnegative linear combination
of its constituent vectors. 𝑩 and𝑾 can be found by solving
the following minimization problem:
min
𝑩,𝑾
𝐶 (𝑽 ,𝑩𝑾 ) , (5)
subject to elements of𝑩,𝑾 ≥ 0.
Different cost functions 𝐶 lead to different kinds of NMF.
In [10], two different cost functions were analyzed. The first
cost function is the Euclidean distance between 𝑽 and 𝑩𝑾
given as follows:
min
𝑩,𝑾
(
∥𝑽 −𝑩𝑾 ∥22
)
, (6)
where
∥𝑽 −𝑩𝑾 ∥22 =
∑
𝑖,𝑗
(
𝑽 𝑖,𝑗 − (𝑩𝑾 )𝑖,𝑗
)2
.
The second cost function is the divergence of 𝑽 from
𝑩𝑾 , which yields the following optimization problem:
min
𝑩,𝑾
𝐷 (𝑽 ∣∣𝑩𝑾 ) , (7)
where
𝐷 (𝑽 ∣∣𝑩𝑾 ) =
∑
𝑖,𝑗
(
𝑽 𝑖,𝑗 log
𝑽 𝑖,𝑗
(𝑩𝑾 )𝑖,𝑗
− 𝑽 𝑖,𝑗 + (𝑩𝑾 )𝑖,𝑗
)
.
The second cost function was found to work well in audio
source separation [2], so we only use it in this paper. The
NMF solution for equation (7) can be computed by alternating
updates of𝑩 and𝑾 as follows:
𝑩 ← 𝑩 ⊗
𝑽
𝑩𝑾𝑾
𝑇
1𝑾 𝑇
, (8)
𝑾 ←𝑾 ⊗
𝑩𝑇 𝑽𝑩𝑾
𝑩𝑇1
, (9)
where 1 is a matrix of ones with the same size of 𝑽 , the
operations⊗ and all divisions are element wise multiplication
and division respectively.
3.1. Training the bases
Given a set of training data for speech and music signals, the
STFT is computed for each signal, and the magnitude spec-
trogram 𝑺train and 𝑴 train of speech and music signals are
calculated respectively. The goal now is to use NMF to de-
compose these spectrograms into bases and weights matrices
as follows:
𝑺train ≈ 𝑩speech𝑾 speech. (10)
𝑴 train ≈ 𝑩music𝑾music. (11)
We use the update rules in equations (8) and (9) to solve
equations (10) and (11). 𝑺train and 𝑴 train have normalized
columns, and after each iteration, we normalize the columns
of 𝑩speech and 𝑩music. All the matrices 𝑩 and 𝑾 are ini-
tialized by positive random noise. The best number of basis
vectors depends on the application, the signal type and dimen-
sion. Hence, it is a design choice: Larger number of basis vec-
tors may result in lower approximation error, but may result in
overtraining and/or a redundant set of basis and require more
computation time as well. Thus, there is a desirable number
of bases to be chosen for each source .
4. SIGNAL SEPARATION AND MASKING
After observing the mixed signal 𝑥(𝑡), the magnitude spec-
trogram𝑿 of the mixed signal is computed using STFT. The
goal now is to decompose the magnitude spectrogram 𝑿 of
the mixed signal as a linear combination with the trained basis
vectors in 𝑩speech and 𝑩music that were found from solving
equations (10) and (11). The initial estimates of the under-
lying sources in the mixed signal are then found as shown in
section 4.1. We use the decomposition results to build differ-
ent masks. The mask is applied on the mixed signal to find
the underlying source signals as shown in section 4.2.
4.1. Decomposition of the mixed signal
The NMF is used again here to decompose the magnitude
spectrogram matrix 𝑿 , but with a fixed concatenated bases
matrix as follows:
𝑿 ≈ [𝑩speech 𝑩music]𝑾 , (12)
where 𝑩speech and 𝑩music are obtained from solving equa-
tions (10) and (11). Here only the update rule in equation
(9) is used to solve (12), and the bases matrix is fixed. 𝑾
is initialized by positive random noise. The spectrogram of
the estimated speech signal is found by multiplying the bases
matrix 𝑩speech with its corresponding weights in matrix 𝑾
in equation (12). Also the estimated spectrogram of the mu-
sic signal is found by multiplying the bases matrix 𝑩music
with its corresponding weights in matrix𝑾 in (12). The ini-
tial spectrograms estimates for speech and music signals are
respectively calculated as follows:
?˜? = 𝑩speech𝑾 𝑆 . (13)
?˜? = 𝑩music𝑾𝑀 . (14)
Where 𝑾 𝑆 and 𝑾𝑀 are submatrices in matrix 𝑾 that
correspond to speech and music components respectively in
equation (12).
4.2. Source signals reconstruction and masks
Typically, in the literature ?˜? and ?˜? are directly used as final
estimates of the source signal spectrograms. However, the
two estimated spectrograms ?˜? and ?˜? may not sum up to the
mixed spectrogram𝑿 . Especially since we enforce the NMF
algorithm to deal with fixed bases, we usually get nonzero
decomposion error. So, NMF gives us an approximation:
𝑿 ≈ ?˜? + ?˜? .
Assuming noise is negligible in our mixed signal, the compo-
nent signals’ sum should be directly equal to the mixed spec-
trogram. To make the error zero, we use the initial estimated
spectrograms ?˜? and ?˜? to build a mask as follows:
𝑯 =
?˜?
𝑝
?˜?
𝑝
+ ?˜?
𝑝 , (15)
where 𝑝 > 0 is a parameter, (.)𝑝, and the division are element
wise operations. Notice that, elements of𝑯 ∈ (0, 1), and us-
ing different 𝑝 values leads to different kinds of masks. These
masks will scale every frequency component in the observed
mixed signal with a ratio that explains how much each source
contributes in the mixed signal such that
?ˆ? =𝑯 ⊗𝑿, (16)
?ˆ? = (1−𝑯)⊗𝑿, (17)
where ?ˆ? and ?ˆ? are the final estimates of speech and music
spectrograms, 1 is a matrix of ones, and ⊗ is element-wise
multiplication. By using this idea we will make the approx-
imation error zero, and we can make sure that the two esti-
mated signals will add up to the mixed signal. The value of
𝑝 controls the saturation level of the ratio which can be seen
in Figure 1. The case of 𝑝 = 1 is the linear ratio which is in
the 𝑥-axis of the plot. When 𝑝 > 1, the larger component will
dominate more in the mixture, as can be seen in the figure. At
𝑝 = ∞, we achieve a binary mask (hard mask), which will
choose the larger source component for the spectrogram bin
as the only component in that bin.
Two specific values of 𝑝 correspond to special masks as
we elaborate in the following.
4.2.1. Wiener filter
Wiener filter, which is optimal in the mean-squared sense, can
be found by:
𝑯Wiener =
?˜?
2
?˜?
2
+ ?˜?
2 , (18)
where (.)2 means taking square of every element in the ma-
trix, also division here is element-wise. Here we use the
square of the magnitude spectrum as an estimate of the power
spectral density which is required in the Wiener filter. The
contribution of the speech signal in the mixed signal is
?ˆ? =𝑯Wiener ⊗𝑿.
Wiener filter works here as a soft mask for the observed
mixed signal, which scales the magnitude of the mixed signal
at every frequency component with values between 0 and 1 to
find their corresponding frequency component values in the
estimated speech signal.
4.2.2. Hard mask
A hard mask is obtained when 𝑝 =∞. It rounds the values in
𝑯Wiener to ones or zeros, so we can see it as a binary mask.
𝑯hard = round
(
?˜?
2
?˜?
2
+ ?˜?
2
)
. (19)
We also experimented with the linear ratio mask, that is
𝑝 = 1 and higher order masks corresponding to 𝑝 = 3 and
𝑝 = 4.
After finding the contribution of the speech signal in the
mixed signal, the estimated speech signal 𝑠(𝑡) can be found
by using inverse STFT to the estimated speech spectrogram
?ˆ? with the phase angle of the mixed signal.
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Fig. 1. The value of the mask versus the linear ratio for dif-
ferent values of 𝑝.
5. EXPERIMENTS AND DISCUSSION
We simulated the proposed algorithms on a collection of
speech and piano music data at 16kHz sampling rate. For
training speech data, we used 540 short utterances from a
single speaker, we used other 20 utterances for testing. For
music data, we downloaded piano music from piano society
(a) The spectrogram of the mixed signal.
(b) The spectrogram of the estimated speech signal.
(c) The spectrogram of the original speech signal.
Fig. 2. The spectrograms of the mixed signal, the estimated
speech signal, and the original speech signal.
web site [11]. We used 38 pieces from different composers
but from a single artist for training and left out one piece for
testing. The magnitude spectrograms for the training speech
and music data were calculated by using the STFT: A Ham-
ming window was used and the FFT was taken at 512 points,
the first 257 FFT points only were used since the remaining
points are the conjugate of the first 257 points. We trained a
different number of bases 𝑁𝑠 for the training speech signal
and 𝑁𝑚 for the training music signal. 𝑁𝑠 and 𝑁𝑚 take the
values 32, 64, 128, and 256. The test data was formed by
adding random portions of the test music file to the 20 speech
utterance files at different speech-to-music ratio (SMR) val-
ues in dB. The audio power levels of each file were found
using the ”audio voltmeter” program from the G.191 ITU-T
Table 1. Source distortion ratio (SDR) in dB for the speech signal using NMF with Wiener filter for different numbers of bases.
SMR 𝑁𝑠 = 256 𝑁𝑠 = 128 𝑁𝑠 = 256 𝑁𝑠 = 128 𝑁𝑠 = 64 𝑁𝑠 = 256 𝑁𝑠 = 128 𝑁𝑠 = 64
dB 𝑁𝑚 = 256 𝑁𝑚 = 128 𝑁𝑚 = 64 𝑁𝑚 = 64 𝑁𝑚 = 64 𝑁𝑚 = 32 𝑁𝑚 = 32 𝑁𝑚 = 32
-5 5.13 5.34 2.93 4.07 4.59 0.52 1.5 1.89
0 8.85 9.68 8.14 8.9 8.98 6.04 6.73 7.02
5 9.96 11.15 10.09 10.73 10.41 8.39 9.22 9.16
10 12.89 15.33 15.9 15.99 14.24 14.71 15.24 14.49
15 14.32 17.21 19.56 18.84 16.04 18.99 18.74 17
20 14.82 18.15 22.12 20.68 16.94 22.07 21.32 18.54
STL software suite [12]. For each SMR value, we obtained
20 test utterances this way.
Performance measurement of the separation algorithms
was done using the source distortion ratio metric that is in-
troduced in [13]. Source distortion ratio (SDR) is defined as
the ratio of the target energy to all errors in the reconstruction.
The target signal is defined as the projection of the predicted
signal onto the original speech signal.
Table 1 shows the separation performance of using NMF
with different numbers of bases 𝑁𝑠 and 𝑁𝑚. We got good
results at low SMR with 𝑁𝑠 = 128 and 𝑁𝑚 = 128. We got
these results by using Wiener filter as a mask, the maximum
number of iterations in NMF was 1000. The NMF iterations
were stopped when the rate of change in the cost function
value to the initial cost function value was less than 10−4.
Table 2 shows the performance of using NMF without
masks and the performance of using NMF with different
kinds of masks; which shows that, we got better results when
𝑝 ≥ 2 in equation (15). These results indicate that NMF
under-estimates the stronger source signal, so that boosting
the stronger source component yields better performance as
can be seen in Figure 1. However, one should not use hard
mask since it makes binary decisions, which does not result
in good performance as compared to using 𝑝 with values
between two to four.
In Table 3, we argue that using Wiener filter after NMF
with half the number of iterations as compared to the regular
NMF gives similar or better results in some cases. In other
words, using Wiener with NMF with a small number of iter-
ations can lead to the same or even better results than using
NMF only with a large number of iterations. This leads to a
speed up in the separation process.
Figure 2(a) shows the spectrogram of a mixture of speech
and music signals, which are mixed at SMR=0dB. Figure 2(c)
shows the spectrogram of the original speech signal. Fig-
ure 2(b) shows the spectrogram of the estimated speech signal
from the mixture with 𝑁𝑠 = 128, 𝑁𝑚 = 128, and 𝑝 = 4. As
we can see from Figure 2(b), the proposed algorithm success-
fully suppresses the background music signal from the mixed
signal even when the music level is high, and yields a good
approximation of the speech signal with some distortions, es-
pecially at low frequencies. Audio demonstrations of our ex-
periments are available at
http://students.sabanciuniv.edu/grais/speech/scsmsunmfasm/
Table 2. Source distortion ratio (SDR) in dB for the speech
signal in case of using NMF with different masks, with 𝑁𝑠 =
𝑁𝑚 = 128.
SMR No Wiener Hard
𝑝 = 1 𝑝 = 3 𝑝 = 4dB mask filter mask
-5 4.1 5.34 4.69 4.11 5.41 5.35
0 8.79 9.68 9.05 8.81 9.72 9.66
5 10.29 11.15 10.59 10.31 11.22 11.17
10 14.45 15.33 14.93 14.5 15.52 15.52
15 16.33 17.21 16.84 16.4 17.45 17.48
20 17.1 18.15 18.08 17.19 18.49 18.56
Table 3. Source distortion ratio (SDR) in dB for the speech
signal in case of using NMF without a mask and with Wiener
filter for a different number of iterations 𝑅, and with 𝑁𝑠 =
𝑁𝑚 = 128.
SMR NMF without mask NMF with Wiener filter
dB 𝑅 = 200 𝑅 = 100
-5 2.32 3.55
0 7.18 7.33
5 8.66 8.44
10 11.55 11.32
15 14.26 12.60
20 14.79 12.93
6. CONCLUSION
In this work, we studied single channel speech-music sep-
aration using nonnegative matrix factorization and spectral
masks. After using NMF to decompose the mixed signal, we
built a mask from the decomposition results to find the contri-
bution of each source signal in the mixed signal. We proposed
a family of masks, which have a parameter to control the sat-
uration level. The proposed algorithm gives better results and
facilitates to speed up the separation process.
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