Abstract. By introducing the information entropy H(X) and mutual information I(X;Y) of information theory into swarm intelligence, the Interaction Optimization Model (IOM) is proposed. In this model, the information interaction process of individuals is analyzed with H(X) and I(X;Y) aiming at solving optimization problems. We call this optimization approach as interaction optimization. In order to validate this model, we proposed a new algorithm for Traveling Salesman Problem (TSP), namely Route-Exchange Algorithm (REA), which is inspired by the information interaction of individuals in swarm intelligence. Some benchmarks are tested in the experiments. The results indicate that the algorithm can quickly converge to the optimal solution with quite low cost.
Introduction
As a new way of treating systems, swarm intelligence was noticed decades ago. In 1991, Marco Dorigo was inspired by the forage behaviors of ants, and proposed Ant Colony Optimizer (ACO) [1] for distributed optimization problems. After that, J. Kennedy and R. C. Eberhart were inspired by the forage behaviors of birds and fish, and proposed Particle Swarm Optimizer (PSO) [2] for continuous optimization problems. These methods have been applied to many problems and proved successful. Generally speaking, the Genetic Algorithm (GA) [3] is relevant to swarm intelligence, in that many individuals cooperate to solve problems by evolution. In addition, there are many analogous methods [4] [5] [6] [11] [12] .
In the swarm systems, environment, individual and behavior rule are all sufficiently considered [7] . Based on them, however, systematical and general theory still cannot be established. In the past years, the information interaction of the individuals was ignored to some extend. At least there is not very elaborate analysis about it yet.
In this paper, we introduced the information entropy of Shannon [8] to depict the information of interaction among individuals, and proposed an interaction optimization model. Based on this model, a new algorithm is proposed to prove the model valid and effective. The rest of this paper is organized as follows. Section 2 gives a brief introduction to the swarm intelligence. Section 3 applies information entropy and mutual information to analyze the information interaction. Section 4 describes the interaction optimization model. The new algorithm is proposed in section 5. Section 6 tests it on the benchmarks, and gives out the results. Finally, section 7 outlines the conclusions.
Swarm Intelligence
Swarm intelligence is defined as any attempt to design algorithm or distributed problem-solving devices inspired by the collective behaviors of the social insect colonies and other animal societies [9] . More generally speaking, swarm intelligence denotes that more complex intelligence emerges from the interactions of individuals who behave as a swarm. [1] [9] .
In a swarm intelligence model, environment, individual and behavior rule of individuals are three basic elements. All the individuals behave in given environments according to the rules. They are usually characterized by self-organization, and complex collective behavior emerges from the interaction of individuals. In social insects, individuals are self-autonomous. They obtain local information, and interact with their geographical neighbors. They also change the local environments or mark in the local environments to interact with the remote individuals indirectly, namely stigmergy.
When solving problems, however, there may be a lot of information each individual has. Some may be useful to his neighbors, while others not. Some given information may be useful to neighbor a, but it may be useless to neighbor b. As a result, the quality of information should be evaluated before interaction. This is the reason why information entropy must be applied.
Information Entropy and Information Interaction
Originally, the concept of entropy in thermodynamics referred to the amount of energy that is inaccessible for work. Shannon applied the concepts of information entropy and mutual information to the development of information theory of communication. High information entropy is equivalent to high levels of uncertainty or variability in a system. Information entropy has been broadly used to infer the uncertainty, disorganization, or variability in a physical system. Basically, probabilities are the foundation of information entropy. Let
be a finite set and p be a proper probability density function on S. The amount of information needed to fully characterize all of the elements of this set consisting of M discrete elements is defined by
and is known as Hartley's formula. Shannon built on Hartley's formula, within thecontext of communication process, to develop his information criterion. His criterion, called entropy, is 
Their mutual information ) ; ( Y X I is defined as:
If the information of Y is given, then it can be deduced as:
The result (5) indicates that the mutual information
is the decrease of uncertainty for X when Y is given.
Since the information is finite in given environments, as for an individual, the smaller his information entropy is, the more information he has, and the more certain his behavior is. In other words, the information entropy is a measure for the quantity and quality of information. For a given individual, selecting which one to interact with can be determined by the mutual information besides time and position. Interaction with those who can remarkably decrease uncertainty can accelerate to solving the problems. 
Interaction Optimization Model
The selection of the next state may depend not only on the current state, but also the past state the individual has experienced, namely the system is not necessarily Markovian. In this paper we treat on the general stochastic process. Fig.1 shows the two kinds of stochastic process. 
It should be noticed that
Now we can give the definition of mutual information. is, the more influence the kth individual has on the lth. In this way, the individuals can be more and more intelligent to find the solution. The process is illustrated in Fig. 2 
The Route-Exchange Algorithm
The route-exchange algorithm is designed for solving Traveling Salesman Problem (TSP). The problem is to find the shortest route for a traveling salesman to visit all the cities once and only once, and return to the starting city, which is also known as a Hamiltonian cycle. Because the exchange of route information is the most important idea in the algorithm, it is called route-exchange algorithm. The problem can be described as follows. The route-exchange algorithm is a heuristic approach inspired by the behaviors of people, in which every individual searches the state space independently and simultaneously. As far as people are concerned, if a number of them are asked to fulfill the same task independently, they would learn from each other to improve their own performances when encountering. This mechanism is applied to the route-exchange algorithm. visited by itself or others ever encountered in the current repetition, where n q ≤ . For the convenience of depiction, we denote the former with route-storage-A, RS_A for short, and the latter with RS_B. When two individuals encounter each other, they would compare the quality of the two routes visited in the current repetition with each other, put the better one into RS_B, and continue to tour. In the next repetition, the individual would prefer to RS_B of previous repetition and follow it first, then previous RS_A.
As for the kth individual, if he is at node i sometime, then the probability that he selects the node j as his next node is defined as (13), where 
where kt H is the information entropy of the kth individual at time t . The smaller the value of G is, the better the quality of the route is.
A positive feedback mechanism is designed to avoid vibrations. After each repetition, the individual having the best results in the current repetition saves his experience, and take the same tour in the next repetition. In this way, the best individual can keep his capability of influence on others, and accelerate others to improve their fitness. The pseudo-code of route-exchange algorithm is illustrated in Fig. 3 .
Step 1 Initia lize , put all individua ls on different nodes randomly, NC=1
Step 2 Take the nodes as the starting nodes, tour the cities by (13) 
Experiments and Results
The route-exchange algorithm was tested on some TSP instances defined in the TSPLIB [10] . The experiments were conducted on several Windows XP Pentium IV 1.60 GHz PCs with 256 Mbytes of memory. The results of the instances are summarized in Table 1 . The first column stands for the names of the test instances, the second for exact optimal tour length for each problem given in the TSPLIB. The third column stands for the best results we have obtained, the fourth to the sixth for the results in each run time, the seventh for the average results, and the eighth for the relative error (Err) respectively, where the relative error is calculated as
The ninth column denotes the repetition times required, and the last denotes the number of individuals employed in the program. Table 1 indicates that the proposed route-exchange algorithm can be used to solve symmetric TSP effectively. It can be seen that among 8 test problems, the maximum relative error is 8.22% (of the test problem Eil51) and the average relative error of all is easily calculated to be 4.71%. While the number of nodes increases, the repetition times required doesn't increase remarkably. In other words, the results can converge quickly to good solutions, and the complexity of the computation can be kept quite low. 
Conclusions
In the biological world, information interaction phenomenon exists widely in most species from insects to mammals. It is necessary for them to fulfill tasks cooperatively. In this paper we introduced the information entropy and mutual information into the artificial intelligence system, which can be applied to analyze this phenomenon mathematically. On the basis, the interaction optimization model is proposed as a general model for swarm intelligence. This is also an endeavor to descript the swarm intelligence theoretically. Then a new algorithm is proposed to validate it. As can be seen in the experiments and results, this algorithm can converge quickly to a good solution with quite low computing complexity. The stagnancy in local optimum, which is generally existent as a defect in the analogous other algorithms, can be effectively avoided. Also, the positive feedback mechanism we designed plays a very important role in this algorithm, which helps to attract other individuals to the global optimum step by step.
