Natural images in the colour space Y U V have been observed to have a non-Gaussian, heavy tailed distribution (called 'sparse') when the filter
Introduction
Colorization of natural images has been a long standing problem in image processing. The initial process was invented by Wilson Markle and Brian Hunt and first used in 1970 to add colour to monochrome footage of the moon from the Apollo mission. One of the main drawbacks of this and subsequent techniques has always been the labour intensity involved and hence the associated costs. This is due to the time-consuming tasks of segmentation, object tracking and assignment of colour, that all require substantial user involvement.
However, a recent state of the art method has been proposed by Levin et al. in the classical paper [5] where colorization is performed by optimization. In the mentioned work a fundamental hypothesis is that areas of similar luminance should have similar colours. This assumption, together with additional colour scribbles placed on the interior regions of objects in the gray image, is used to propagate colour to the rest of the image by minimisation of a quadratic cost function. The result is a visually pleasing image with a reduction in user input.
A number of recent advancements have since been made to improve the quality and efficiency of the colorization process. These works can roughly be divided into scribble based and example-based colorization. The former technique is used in [6] where a computationally simple, yet effective, approach is presented which works very fast and can be conveniently used 'on the fly', permitting the user to promptly get the desired results after providing a set of chrominance scribbles. [7] presents an interactive colorization system that makes it easy to colorize natural images of complex scenes. Their energy optimization propagates colour labels to intensity-continuous and texture-similar regions that may be far apart in image space and disconnected. This labeling scheme drastically reduces the amount of interaction in scribbling the strokes. The paper [8] develops the method of transferring colour from a segmented example image, and uses the method in [5] to produce the finished colorized image. This method has the advantage of not relying upon the user's skill or experience in choosing suitable colours and strokes for a convincing colorization.
Partially inspired by the work in [5] we study the colorization problem using Bayesian analysis, where we use the response of the filter observed in [1] as a regularization term;
where r represents a two dimensional point, N (r) a neighborhood (e.g. 3x3 window) of points around r, and w(Y ) rs a weighting function. For our purpose we define two weights:
and
1 978-1-4244-5498-3/09/$25.00 ©2009 IEEE where µ r and σ 2 r are the weighted mean and variance of the intensities in a window around r. The w(Y ) rs sum to one over s and are large when Y (r) is similar to Y (s) yet small when the two intensities are different.
The filter is applied to the chromacity channel U (and equivalently V ) in the colour space Y U V . This space was chosen as it allows the decoupling of the luminance and chromacity components of an image. These types of filters arose from the colorization problem in [5] and are compatible with the hypothesis that the essential geometric contents of an image are contained in its level lines (see [9] for more details). Figure 1 shows a sample of images that were filtered and modeled using the filter (1) in the study [1] . These images were chosen to cover a wide spectrum of natural scenery in order to give some measure of robustness to the findings. The filter response histograms were constructed from the single pixel intensities of the response image. An example is illustrated in Figure 2 (in blue) where the U component of image 'balloons' has been filtered and a histogram constructed on a vertical log scale. This non-Gaussian distribution has been observed across all the images in the dataset, and indeed our own arbitrarily chosen images, empirically showing it to be a typical response of natural images.
These results have pointed to a Generalised Gaussian Distribution (GGD) model for the filter response;
where Z is a normalising constant so that the integral of J α (x) is 1, s the scale parameter and α the shape parameter. The GGD gives a Gaussian or Laplacian distribution when α = 2 or 1, respectively. When α < 1 we have a 'heavy tailed' distribution which we call 'sparse'. Figure  2 also shows the fitting of the GGD that takes the form of a sparse distribution function. We further overlay on the figure the classical parabola shaped Gaussian distribution which clearly shows the difference in the tails between the two. The statistics for the set of images in Figure 1 are summarised in Table 1 where we have used the first weighting function (2) . Here the numerical constants obtained for the GGD model illustrate the non-Gaussianity of the filter response, with kurtosis always greater than three, i.e. that of the Gaussian distribution, and 0 < α < 1 but rarely α > 1.
This analysis of natural images has highlighted the importance of choosing the correct distribution as a priori knowledge. In this paper we extend on these results to present our key contribution: the Bayesian analysis of the colorization problem with the sparse distribution of the filter response on natural images acting as a regularization term. This leads to the formulation of a non-convex optimisation problem that takes the form of a GGD with shape parameter α < 1. Interestingly, our regularization term indicates that the quadratic cost function (i.e. using α = 2 in the GGD model) minimised in [5] is in fact a Gaussian approximation to the true objective function.
Bayesian Analysis of the Colorization Problem
Our colorization problem is posed as follows: We are given a gray level natural image Y and additional coloured markings U o on S, where S denotes a subset of pixels of the image. We would like find to a U on the whole image s.t.
and the resulting colour image looks natural.
(We note here that since the U and V elements are similar, our work is only explained for the U component where analysis of the V component is obtained by substitution.) Formally we have the following: For any A let us denote by P Y (A) the conditional probability P (A|Y ). Then we wish
under condition (c1).
We model P Y (U ) by analysing the filter response in [1] . More precisely we use the following expression:
where g i is the filter operating on the i'th pixel in the image.
Taking logs leads to an equivalent minimisation objective,
With α = 2, we arrive at the same optimization problem solved by Levin et al. in [5] . Moreover, this shows that their model gives colorization with Gaussian behavior of the response g i * U . However, for all natural images that we have studied, we found that 0 < α < 2 but rarely α > 1 implying the distribution of the filter response to generally be sparse, thus arriving at the correct optimization function.
Optimization using the L 1 Norm
Solving (7) for α < 1 leads to a non-convex optimization problem that unlike least squares regression has no explicit formula for the solution. We defer the case α < 1 for future work and instead convexify the problem using L 1 optimization which often gives the same results for sparse signals, especially if the size of |S| is small compared to the size of the image [4] . Integrating the constraints U | S = U o into the objective function this problem can be reformulated as an unconstrained one where we seek to minimise,
with i running over all image pixels and S the set of pixels that have been marked by colour. This can be constructed into the vectorial form
where || · || 1 represents the L 1 norm and the i'th row of the sparse matrix A corresponds to the filter response of the i'th pixel in the image, with b constructed such that (8) and (9) agree.
Using slack variables ν i and µ i , minimisation of (9) can be expressed as the linear program,
The idea here is to find the smallest pairwise addition ν i + µ i , such that their difference is equal to b(i) − A i→ U . This occurs precisely when one of the ν i or µ i are zero and the other equal to b(i) − A i→ U , handling both the positive and negative cases.
Results
We solve the linear programs using the package 'LIP-SOL' [10] which is available through high-level programming environments Scilab and Matlab. Images in the region of 250 × 250 pixels each take a few minutes to colorize, hence our method is slower than the solvers used in [5] . However, our goal here is not to efficiently solve such problems, but only to state the correct optimization problem and to show that when such a problem is solved, the resulting colorized image is of a higher quality.
The results shown in the figures compare the quality of the colorization using L 1 optimisation against the approach of Levin et al. (L 2 optimization). Marking large regions of pixels gives similar results, however, using a much smaller set of marked pixels highlights the differences between the two methods. (We note here that since we are only concerned with the correct propagation of colour, and not the choosing of colour, we use the original colour channels of the images for marking colour points.) Figure 3 shows an example where we colorize using a sparse set of marked pixels placed arbitrarily on the image regions. (a) shows the gray image with the marked colour pixels and (b) the original image for reference. (d) shows the improvement in colorization using L 1 optimization over the L 2 approach in (c). We observe more vibrancy in the colours in (d) against the general 'washed out' look of the colorization in (c). Colour blending is also apparent, especially in the green leaves (at the bottom and centre left) which have taken a red tinge from the pink petals and the red roses. Overall we have a sharper result and not an oversmoothed output as usually is the case for assuming a Gaussian prior. Figure 4 shows another example where L 1 minimisation gives a sharper colorization compared to the L 2 approach. Here the latter method incorrectly colorizes the red balloon in the centre of the picture as purple. We also observe more vibrancy in the colours in (d) over (c). Figure 5 shows similar results where colorization using L 2 optimization produces artifacts of 'washed out' colour against the sharper results of the L 1 approach. Here we see for example that the central red pepper has its colour blended with the surrounding green peppers resulting in an incorrectly colorized image. L 1 has given an almost indistinguishable image from the original. Figure 6 shows an example image taken from the paper [5] where we now colorize using a sparse set of marked pixels. Again we observe an overall 'washed out' result using the L 2 approach against the L 1 minimisation. As examples we see that the cushion in the background has had its blue colour blended with the brown from the boys hair and the yellow from the t-shirt. The child's left eye is also incorrectly colorized brown instead of blue, this has all resulted in an overall loss of colour vibrancy.
Finally Figure 7 illustrates the oversmoothed output obtained using a Gaussian prior against the L 1 optimization. We observe in particular that the blue feathers of the bird on the left have had their colours blended with the green and yellow, also the red feathers of the bird on the right exhibit much more colour vibrancy. The example illustrates the colour sharpness and vibrancy obtained when using L 1 optimization over L 2 .
Interestingly our findings coincide with the results obtained in [11] , where the authors explore the use of colorization as a means for compression. Here the gray image and colour seed pixels are stored as a compressed representation of the original image. Levin et al.'s algorithm is then used for decompression by colorizing the gray image. Good levels of compression are achieved but at the cost of 'washed out' colour artifacts. Similarly in [12] and [13] the given examples illustrate these artifacts when using colorization as a tool for compression.
Our technique has some interesting consequences where few seed pixels are chosen for colorization. As a means for compression this is an interesting and natural avenue Table 1 . Here we show the statistics of the non-linear filter response for the sample images using the first weighting function (2) . α is the shape parameter of the GGD fitting and k is the kurtosis of the filter response with subscript notation representing the U or V component parameters. The statistics highlight the fact that α almost always lies within the range [0, 1] and kurtosis is always greater than the Gaussian distribution i.e. three. These statistics empirically justify the notion that the distribution of the filter response for natural images is non-Gaussian and heavy tailed i.e. sparse. to pursue and develop. However, the technique is still a working progress and we are currently improving on the efficiency and quality of the colorization. In future we hope to further improve the sharpness and accuracy of the output images whilst significantly reducing the user marked pixels required in the optimization scheme.
Summary
The problem of colorizing natural images is tackled using Bayesian analysis where the sparse distribution of the filter response in [1] is used as a regularization term. This leads to a non-convex optimisation problem taking the form of a GGD with shape parameter α < 1. Our regularization term indicates that the quadratic cost function (i.e. using α = 2) minimised in [5] is in fact a Gaussian approximation to the true objective function.
We convexify the non-convex problem using L 1 optimization which is often found to give the same results for sparse signals. This problem is formulated as a linear program that can be solved using any standard method; we chose to use the software package 'LIPSOL' available through the programming environments Scilab and Matlab.
It is observed that L 1 optimization, particularly when a sparse set of pixels are marked, over-performs the colorization algorithm by Levin et al. [5] . At present minimising L 1 takes longer than L 2 for an equivalent sized image. However, our aim here is not find the most efficient solvers, but only to state the correct formulation of the colorization problem. 25 images that were used in the study [1] . In order to give some measure of robustness to the findings pictures were chosen to cover a wide spectrum of natural scenes, ranging from natural landscapes to urban environments. Images are all truecolour RGB obtained by a Canon digital SLR camera of varying resolutions in uncompressed bitmap format, and reduced to sizes in the region of 200x200 pixels using Adobe photoshop. Again we observe an overall 'washed out' result using the L 2 approach against the sharper and more accurate result using L 1 minimisation. As examples we see that the cushion in the background has had its blue colour blended with the brown from the boys hair and the yellow from the t-shirt. The child's left eye is also incorrectly colorized brown instead of blue. There is an overall loss of colour vibrancy in the image.
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