This paper addresses multi-agent control under an environment where both agent-to-agent communication and one-to-all broadcast are available. The problem studied here is a consensus problem for a pre-specified location, i.e. collecting the agents at a desired location in an n-dimensional space, with a limited communication range and an unlimited broadcast range, which is a nice example to be solved under the mixed environment. For solving this, we first introduce a concept of the connected agent group. Using this notion, the problem is reduced to a consensus problem for the group-to-group relation and that for the agent-to-agent relation in the groups, from which we derive a controller achieving the consensus with probability 1. Finally, the performance of the proposed controller is demonstrated by numerical simulation.
Introduction
Multi-agent control has received much attention in the control community. The reason lies in its great potential for socially beneficial applications, such as smart buildings, smart transportation, and smart grids. In fact, as easily imagined, one of the key techniques to realise such applications is the control of systems involving numerous components.
The problem setting mainly considered in this community is summarised as follows. Suppose that a number of agents are given and assume that the agent-to-agent communication is available as shown in Figure 1 . The problems of interest are (i) to analyse the agent actions and the network topology and (ii) to design them (or some of them) for achieving a given global objective. A number of results have been obtained for these types of problems (see, e.g. Abdallah & Tanner, 2007; Martinez, Cortés, & Bullo, 2007; Mesbahi & Egerstedt, 2010; Olfati-Saber, Fax, & Murray, 2007; Sundaram & Hadjicostis, 2008, and references therein) . Meanwhile, a different setting, which is illustrated in Figure 2 , has been proposed most recently (Bretl, 2007; Ueda, Odhner, & Asada, 2007) . It is assumed there that the one-to-all broadcast is available instead of the agent-to-agent communication. Namely, the system is assumed to be controlled by sending the same signal to all the agents in an indiscriminate manner. Under this setting, analysis and design problems with respect to the agent actions and/or the broadcast signal have been considered (Azuma, Baba, & Sugie, 2012; Azuma, Yoshimura, & Sugie, 2013; Bretl, 2007; Das & Ghose, 2009; Julius et al., 2008; Ueda et al., 2007; Wood, Das, & Asada, 2008) . * Corresponding author. Email: sazuma@i.kyoto-u.ac.jp These two settings are addressed from different standpoints, and so they have been studied independently. On the other hand, there are cases where both the agent-to-agent communication and the one-to-all broadcast are available at the same time (or can be set to available). However, the mixed setting has never been handled so far, although the synergy could be expected.
This paper thus addresses a multi-agent problem under a mixed environment of communication and broadcast, as shown in Figure 3 . In particular, we consider here a consensus problem for a pre-specified location, i.e. collecting the agents at a desired location in an n-dimensional space, with a limited communication range and an unlimited broadcast range. In the case of Figure 1 where only the communication is available, the consensus can be accomplished only if all the agents are connected in terms of information flow (Olfati-Saber et al., 2007) . That is, the problem cannot be solved if the agents are initially placed far away from each other. On the other hand, the problem can be solved even if only the broadcast is available, as shown in Figure 2 , while it is known that it takes an impractically long time (Azuma et al., 2013) . So a practical solution cannot be obtained only with the broadcast. Under the above circumstances, the problem is a nice example to be solved under the mixed environment.
In this paper, we solve the problem based on the decomposition into global consensus and local consensus. To this end, we introduce a concept of the connected agent groups. Using this notion, the problem is reduced into a consensus problem for the group-to-group relation and that for the agent-to-agent relation in the groups. Our solution is then presented as a combination of a group-to-group consensus controller and an agent-to-agent consensus controller. The subcontrollers fully utilise the broadcast and the communication, respectively. The proposed controller is proved to achieve the consensus with probability 1 (w.p.1). Finally, the performance is demonstrated by numerical simulation. This paper is based on our earlier preliminary version , published in a conference proceedings, and contains full explanations, proofs, and extensions omitted there.
Notation: Let R, R + , and R 0 + be the real number field, the set of positive real numbers, and the set of non-negative real numbers, respectively. We denote by 0, 1 n , and I n the zero scalar/vector, the n × 1 vector whose elements are 1, and the n × n identity matrix. The signum function used here is defined as
where a ∈ R. For the vector x, let x and sign(x) be the Euclidian norm and the vector obtained by applying the above signum function elementwise. For the vector x with non-zero elements, we use x (−1) to represent the elementwise inverse, e.g. x (−1) = [1/4 1/3] for x = [4 3] . The gradient of the differentiable function J: R n → R is expressed by ∇J(x) (note ∇J(x) ∈ R n ), and the Kronecker product for the matrices A and B is represented by A⊗B. Let E(a|b) be the conditional expectation for the random variables a and b. For the stochastic process z 0 , z 1 , . . . , if the probability that lim t → ∞ z t = z * is 1, then we say that the stochastic process converges to z * almost surely. This type of convergence is called the almost-sure convergence and expressed as "lim t → ∞ z t = z * w.p.1". We denote by |S|, min (S), and P(S) the cardinality, the minimum element, and the power set of the set S. For the sets S 1 and S 2 , the relation S 1 ⊂ S 2 (S 1 ⊆ S 2 ) means that S 1 is a strict subset (a subset) of S 2 , and S 1 ⊕ S 2 represents the Minkowski sum, i.e. S 1 ⊕ S 2 = {x 1 + x 2 | x 1 ∈ S 1 , x 2 ∈ S 2 }. For the multiset M of scalars (whose elements are allowed to appear more than once), let abmax(M) be the maximum element in absolute value. If there are multiple maximum elements in this sense, abmax(M) takes the maximum positive element. For example, abmax(M) = −6 for M = {−6, 5, 1, 2} and abmax(M) = 6 for M = {−6, 6, 1, 2}. The function is similarly defined for the multi-set of column vectors. More precisely, for 
. , x i m } ∈ P(R n ). Similar notations are often used, e.g. {x i − y} i∈I for {x i 1 − y, x i 2 − y, . . . , x i m − y}. Finally, consider the finite set A := {a 1 , a 2 , . . . , a m } ⊂ R. Let θ A be the maximum element of A not more than the number θ ∈ R, and let vec n (A) be the vector a := [ã 1ã2 · · ·ã m 0 0 · · · 0] ∈ R n such that {ã 1 ,ã 2 , . . . ,ã m } = A for n ∈ {m, m + 1, . . .}. Conversely, for the vector a := [a 1 a 2 · · · a m 0 0 · · · 0] with a i = 0 (i = 1, 2, . . . , m), we use S(a) to express the set {a 1 , a 2 , . . . , a m }. Note here that S(vec n (A)) = A if a i = 0 (i = 1, 2, . . . , m).
Problem formulation

System description
Consider the feedback system in Figure 3 , composed of N agents and a broadcast controller. Agent i is a mobile robot embedding a local controller, as shown in Figure 4 . The physical dynamics is described 
by
where x i (t) ∈ R n is the position, u i (t) ∈ R n is the control input, and t ∈ {0, 1, . . .} is the discrete time. The embedded local controller is of the form
where ξ i (t) ∈ R ν is the state (corresponding to a memory),
is the index set of the neighbours, i.e. the agents whose information is available to agent i. The functions α, β 1 , and β 2 are assumed to be the same for all the local controllers L i (i = 1, 2, . . . , N), which means that the agents are handled indiscriminately.
On the other hand, the broadcast controller B is given by
where J(x(t)) ∈ R 0 + is the input, w(t) ∈ R is the output, which is called the broadcast signal, and γ : R 0 + → R is a function. The vector x(t) ∈ R nN is the collective position of the agents, i.e. x(t) := [x 1 (t) x 2 (t) · · · x N (t)] , and J: R nN → R 0 + is the performance index which quantifies the global performance x(t) of the system . In the system , the agents move in the n-dimensional space according to both the local information through the communication with the neighbours (or the sensing of the neighbours) and the global information through the broadcast. Then, the broadcast controller B observes the global performance J(x(t)) and broadcasts the signal w(t) to govern the global behaviour. The local controllers L i (i = 1, 2, . . . , N), on the other hand, determine the local actions of the agents with the relative positions to the neighbours (i.e. {x j (t) − x i (t)} j ∈N i (t) ), the information sent by the neighbours (i.e. {v j (t)} j ∈N i (t) ), and the broadcast signal w(t). Note here that agent i can know the relative positions {x j (t) − x i (t)} j ∈N i (t) without knowing its own position x i (t) in the world coordinate frame, because the difference between x j (t) and x i (t) can be directly measured in the body fixed frame of agent i.
Consensus problem under a broadcast-communication mixed environment
In this paper, we consider the following neighbour set:
where r ∈ R + is a given constant. Agent j ∈ N i (t) is the agent that has entered in the r-ball of agent i before time t. The constant r then corresponds to the distance to establish the communication. By definition, the elements of N i (t) is non-decreasing with respect to t, i.e.
for every i ∈ {1, 2, . . . , N} and t ∈ {0, 1, . . .}. We address here the consensus problem for a prespecified location, that is, the problem of collecting the agents at the desired location x d ∈ R n . The achievement of the task can be quantified by
for which J(x(∞)) = 0 implies that the consensus x i (∞) = x d (i = 1, 2, . . . , N) is completed. Then, our problem is formulated as follows. Problem 1: For the system in Figure 3 , the distance r ∈ R + and the desired location x d ∈ R n are given. Find local controllers L i (i = 1, 2, . . . , N) and a broadcast controller B (i.e. find functions α, β, and γ ) such that lim t→∞ J (x(t)) = 0
for every initial state
Several remarks on the problem are given. First, there is no trivial solution though the consensus point is pre-specified. In fact, as seen in (2), the agents have the information not on their positions in the world coordinate frame, but on the relative positions {x j (t) − x i (t)} j ∈N i (t) to the neighbours, and so they do not know where the desired location x d is. Meanwhile, the agents can obtain the global information through the broadcast signal containing the information of J(x(t)); however, J(x(t)) is highly compressed information on the agents' positions. In this sense, Problem 1 is challenging.
Second, the neighbour set defined above is different from the so-called r-disk proximity neighbour set, i.e.
which may fit more realistic situations. However, the following results can be straightforwardly extended to the case with the r-disk proximity neighbour set. This will be detailed in Section 4.
Finally, in the problem, no specification is given for the trajectory x(t) (t ∈ {0, 1, . . .}) except for the convergence (7). This implies that, for instance, collisions among agents and roundabout trajectories are allowed in the solution. Such phenomena are not addressed in this paper in order to focus on the fundamental solution as the first step, while they have to be taken into account in practice and should be considered as the next step of this study.
Consensus controllers
In this section, we give a solution to Problem 1.
The idea of the solution is outlined as follows. We assume that the local controllers L i (i = 1, 2, . . . , N) are composed of two subcontrollers, as shown in Figure 5 . The subcontrollers are given by
where u i1 (t) ∈ R n and u i2 (t) ∈ R n are the outputs, and α 1 :
In addition, it is assumed that the agents are grouped according to a connection-based rule. Then, the controllers L i1 (i = 1, 2, . . . , N) and B are used for governing the group-to-group relation, while L i2 (i = 1, 2, . . . , N) are for the agent-toagent relation in the groups. That is, we propose a controller set governing the global behaviour and the local behaviour separately.
Group-to-group controllers
For deriving controllers L i1 (i = 1, 2, . . . , N) and B, we first introduce the notion of the group.
. . , N} be the number and the index sets of agents such that
The set G k (t) is called the group (at time t), and M(t) and G k (t) (k = 1, 2, . . . , M(t)) are always uniquely determined. Roughly speaking, the group G k (t) corresponds to an agent set in which each agent has a connection to the others. For example, in Figure 6 , we have M(t) = 3, G 1 (t) = {1, 3, 4, 6, 8}, G 2 (t) = {2, 5}, and G 3 (t) = {7}. The conditions (i)-(iv), respectively, imply that the index set {1, 2, . . . , N} of agents is divided into disjoint sets, the agents in each group are connected, two connected agents do not belong to different groups, and the groups G k (t) (k = 1, 2, . . . , M(t)) are unique. Note in the system (with any controllers L i and B) that
for every t ∈ {0, 1, . . .} and (t 1 , t 2 ) ∈ {0, 1, . . .} 2 . These are straightforward consequences of (5) and the definition of the groups. Also, note from (10) and the fact M(t) ∈ {1, 2, . . . , N} that there exists a finite time t ∈ {0, 1, . . .} such that
The time t depends on r, L i (i = 1, 2, . . . , N), B, and x(0).
Next, the time set {0, 1, . . .} is divided into the disjoint sets
These are convenient to express periodic switching controllers of period N + 3. Now, our controllers L i1 (i = 1, 2, . . . , N) and B are given by
where ξ i1 (t) ∈ R n and ξ i2 (t) ∈ R are the components of the state ξ i (t) such that
is a random vector whose elements are not zero w.p.1, and a(t) ∈ R + and c(t) ∈ R + are the time-varying gains of the controllers L i1 (i = 1, 2, . . . , N).
The controllers L i1 (i = 1, 2, . . . , N) play a role to steer the groups according to the broadcast signals. This is performed in five steps. Assume t ∈ T 1 . In Step 1 (t ∈ T 1 ), L i1 generates a random vector i (t) and receives the broadcast signal w(t), which are, respectively, saved to ξ i1 (t + 1) and ξ i2 (t + 1). Next, in Step 2 (t + 1, t + 2, . . . , t + N − 1 ∈ T 2 ), it synchronises the random vectors in the same group by exchanging the information on i (t). Since N agents are contained in the system , this step is done in (at most) N − 1 time steps. The synchronised random vector is quantised by the signum function in Step 3 (t + N ∈ T 3 ) and saved to ξ i1 (t + N + 1). In Step 4 (t + N + 1 ∈ T 4 ), it moves agent i to a point determined by the synchronised vector. Finally, in Step 5 (t + N + 2 ∈ T 5 ), it receives the broadcast signal w(t + N + 2) and generates an input to move agent i to a point determined by the state ξ i (t + N + 2) and the broadcast signal w(t + N + 2). In Steps 4 and 5, note that the agents in the same group move in the same direction and to the same distance. The above five steps are repeated for each t ∈ T 1 .
The global controller B, on the other hand, broadcasts the value of J(x(t)).
The following result is obtained for the controllers.
Lemma 1: For the system , suppose that r ∈ R + and x d ∈ R n are given. Suppose also that L i1 (i = 1, 2, . . . , N) and B are given by (3), (8), (13), (14), (15), and (16), and L i2 (i = 1, 2, . . ., N) are arbitrarily given so as to satisfy
Let also ij (t) denote the jth element of i (t). If (A1) a(t) = a(t + 1) = · · · = a(t + N + 2) and c(t)
random variables from a probability distribution which is continuous and symmetric about zero (and ij (t) = 0 w.p.1 as stated above), (19) is a straightforward consequence of the following three facts (a), (b), and (c) which are proved in Appendix B.
(a) If (A0) and (A1) hold,
Note in (20) (A1) From Lemma 1, it turns out that the proposed controllers L i1 (i = 1, 2, . . . , N) and B attain the consensus for the groups formed at time τ . The idea behind this result is as follows. As shown in the proof, the groups (the centroids z k (k = 1, 2, . . . , M(τ ))) evolve according to (20) for t ∈ T 1 (τ ). Then, for the second term on the right-hand side of (20), it can be shown by a simple calculation that Next, let us comment on the conditions (A1) and (A2). The conditions are given for the parameters designed by users, i.e. the gains a(t) and c(t) and the probability distribution of i (t). The conditions for a(t) in (A1) mean that a(t) changes every N + 3 steps and a(t) decreases neither too fast nor too slow in order to avoid precocious convergence in the early stage of the control and to get fast convergence in the final stage. The conditions for c(t) and for both a(t) and c(t) are technical ones to guarantee the almost-sure convergence in (19), which imply that c(t) also changes every N + 3 steps and c(t) converges to zero but more slowly than a(t). Examples of a(t) and c(t), which satisfy (A1), are shown in Section 3.4. On the other hand, (A2) specifies the probability distribution for (t). For example, it is satisfied if each element of (t) is drawn from the uniform distribution on [−1, 1]. It should be noticed that the choice of the probability distribution does not affect the controller output u i1 , because, for any probability distribution satisfying (A2), each element of ξ i1 (t + 1) for t ∈ T 3 is equivalent to the random variables drawn from the Bernoulli distribution with outcome ±1 and equal probabilities (see (8) and (13)).
Agent-to-agent controllers
Next, the controllers L i2 (i = 1, 2, . . . , N) are given by
where ε ∈ R + is the gain of the controllers. The above controllers work as a standard consensus controller based on the relative positions to the neighbours (see, e.g. Olfati-Saber et al., 2007) at time t ∈ T 5 and do not work at time t ∈ T 5 . So, the agents in each group are expected to approach each other at t ∈ T 5 . This is formalised as follows.
Lemma 2: For the system , suppose that r ∈ R + is given. Suppose also that L i2 (i = 1, 2, . . ., N) are given by (9) and (24), L i1 (i = 1, 2, . . ., N) are arbitrarily given so as to satisfy
where t 1 := t T 1 and B is arbitrarily given. If
for every s ∈ {0, 1, . . .} and k ∈ {1, 2, . . ., M(s)}.
Proof: Let τ ∈ {0, 1, . . .} be time t ∈ T 1 satisfying s ≤ t and (12). First, consider the dynamics of the agents in G l (τ ) for l ∈ {1, 2, . . . , M(τ )}. By the definition of τ and (11), we have G l (τ ) = G l (τ + 1) = · · · = G l (∞). Using this property with (1), (9), (24), (B0), and Figure 5 , we obtain
for t ∈ T 1 (τ ) and i ∈ G l (τ ), where x (l) (t) ∈ R n|G l (τ )| is the vector composed of x i (t) for i ∈ G l (τ ) and L (l) ∈ R |G l (τ )|×|G l (τ )| is the graph Laplacian for the agents in G l (τ ). Note here that t + N + 3 ∈ T 1 (τ ) for t ∈ T 1 (τ ). If (B1) holds (under which the corresponding Perron matrix is primitive), (26) is a discrete-time consensus algorithm (see, e.g. Olfati-Saber et al., 2007) 
In addition, (1), (9), (24), (B0), and Figure 5 provide
Meanwhile, it is straightforward by s ≤ τ and the definition of the groups that, for each k ∈ {1, 2, . . . , M(s)}, there exists an l ∈ {1, 2, . . . , M(τ )} such that G k (s) ⊆ G l (τ ).
The above two facts prove (25).
This lemma shows that the controllers L i2 (i = 1, 2, . . . , N) achieve the local consensus in the groups for any time.
Convergence result
From (8), (9), (13), (14), (15), (24), and the fact that
for t ∈ T 4 ∪T 5 (which is given by Lemma 4 in Appendix B), it is clear that (A0) and (B0) hold for the proposed controllers L i1 and L i2 (i = 1, 2, . . . , N). So, combining Lemmas 1 and 2, we obtain a solution to Problem 1.
Theorem 1: For the system , suppose that r ∈ R + and x d ∈ R n are given. Let L i1 , L i2 (i = 1, 2, . . ., N), and B be given by (3), (8), (9), (13), (14), (15), (16), and (24). If (A1), (A2), and (B1) hold, (7) holds w.p.1.
Two remarks are given. First, this theorem shows that the proposed controller is an almost-sure solution due to the stochastic controllers L i1 (i = 1, 2, . . . , N) (which include the random variables i (t)). Such a solution is quite reasonable in our problem setting because, as shown in Azuma et al. (2013) , the use of stochastic controllers is essential in the broadcast-based multi-agent control.
Second, conditions (A1), (A2), and (B1) are imposed for the tuning parameters of L i1 and L i2 . Thus, they are not restrictive in practice.
Example
Consider the system with N := 20 and n := 2. The neighbour sets N i (t) (i = 1, 2,. . ., 20) are defined for r := 0.25 and the desired location x d is assumed to be the origin, i.e. x d := 0.
We use the controllers L i (i = 1, 2,. . ., 20) and B given in Section 3. The gains of L i1 are given by
for t ∈ T 1 and a(t) := a(t − 1) and c(t) := c(t − 1) for t ∈ T 1 . They are selected according to the guideline (Spall, 2003) for the simultaneous perturbation stochastic approximation, by considering Fact (b) in the proof of Lemma 1. Each element of i (t) (t = 0, 1, . . .) is drawn from the uniform distribution on [−1, 1], which is a standard distribution as stated in Section 3.1. The gain ε of L i2 is set as ε := 0.03. Then, (A1), (A2), and (B1) in Theorem 1 hold. Figure 7 illustrates the snapshots of the agent positions x i (t) at t = 0, 500, . . . , 2500, where the circles express the agents and the solid lines, connecting circles, represent the relation j ∈ N i (t). Figure 8 , on the other hand, exhibits the time evolution of the function J(x(t)) (by the thick line). These show that the proposed controllers achieve the consensus at the origin via the consensus among the groups and that in the groups.
For comparison, the existing broadcast control technique (Azuma et al., 2013) is applied to the same system assuming that only the broadcast can be used (i.e. without communication). The thin line in Figure 8 depicts the time evolution of J(x(t) ). We see that the convergence is much slower than that by the proposed controllers, that is, higher performance is realised under the mixed environment of communication and broadcast.
Finally, we discuss the performance of the proposed controller under several conditions. Table 1 shows the relation between the number N of agents and the convergence time, where ε := 1/(N + 1) (which satisfies (B1)) and the other conditions are the same as above. Here, the convergence time means the time t required for the value of J(x(t)) to fall to the 10% value of J(x(0)) (more precisely, the minimum t ∈ {0, 1, . . .} such that J(x(t)) ≤ 0.1J(x(0))). In the table, it is seen that the convergence time grows with the number N, which is the same property as observed for many communication-based consensus controllers and the broadcast control in Azuma et al. (2013) . Next, Table 2 shows the convergence times for several initial configurations x(0), where the initial positions x i (0) (i = 1, 2, . . . , N) are randomly generated by the uniform distribution on the spaces [−0.5, 0.5] 2 , [−1, 1] 2 , and [−2, 2] 2 . The other conditions are the same as above. In the table, it turns out that the convergence time increases as the dispersion of the initial positions increases. This is a reasonable result for the consensus problem because the consensus is regarded as minimising the spatial dispersion.
Extension to the case with an r-disk proximity neighbour set
The proposed framework can be extended to the case where the neighbours are defined by the spatial proximity property. Consider the feedback system in Figure 3 in the continuous-time domain. Let t c ∈ R 0 + be the continuoustime variable. We use here the same symbols as introduced in Sections 2 and 3, but the signals, the time-varying sets, and the time-varying gains are denoted with the brackets , in order to distinguish from those in the discrete-time domain. For example, x i t c represents the position of agent i in the continuous-time domain. The neighbour set considered here is given by
for which the groups G k t c (k = 1, 2, . . . , M t c ) and the number M t c are defined in the same way.
A solution to the continuous-time version of Problem 1 is given as follows. Assume that the physical dynamics of agent i is given by 29) and the local controllers L i (i = 1, 2, . . . , N) are in the form of Figure 5 . The subcontrollers L i1 (i = 1, 2, . . . , N) and B are given by 
where h ∈ R + is the sampling period, t ∈ {0, 1, . . .} is the sampling number (i.e. ht (t = 0, 1, . . .) are the sampling times), and α 1 , β 11 , β 21 , and γ are given by (13), (14), (15), and (16), respectively, but where '(t)' is replaced with ' ht '. On the other hand, the subcontrollers L i2 (i = 1, 2, . . . , N) are given by
where ζ i t c ∈ R N is the state (i.e. a memory) and T 5c :
The subcontrollers L i2 are based on the consensus controller developed in Ji and Egerstedt (2007) . Note in (32) that S(ζ i t c ) ⊆ N i t c as shown later and so u i2 t c depends only on the information of the neighbours of agent i. Then, the following result is obtained.
Theorem 2: For the feedback system in the continuoustime domain, suppose that r ∈ R + and x d ∈ R n are given. Assume that the neighbour set is given by (28) and let L i1 , L i2 (i = 1, 2, . . ., N) , and B be given in the above way. Then, the following statements hold.
(i) S(ζ i t c ) ⊆ N i t c holds for every t c ∈ R 0+ (i.e. L i2 are distributed controllers with the information of their neighbours). (ii) If (A1 ) the continuous-time version of (A1), which is given by replacing '(t)', '(t + 1)', . . . ,
the continuous-time version of (A2), which is given by replacing '(t) ' with ' ht ' in (A2) hold, then
Proof. Statement (i) is proved in Appendix C2.
On the other hand, (ii) can be proved in the same way as Theorem 1 but with the following facts (which are proved in Appendix C1).
(a) For every i ∈ {1, 2, . . . , N} and t ∈ T 1 , 1, 2, . . . , N) , (A0 ) i∈G k ht 1 u i2 t c = 0 (k = 1, 2, . . . , M ht 1 ) for t c ∈ T 5c , and u i2 t c = 0 (i = 1, 2, . . . , N) for t c ∈ T 5c , where t 1 := t c /h T 1 holds. (c) For every s ∈ T 1 and k ∈ {1, 2, . . . , M hs }, lim t→∞ x i ht − x j ht = 0 (∀(i, j ) ∈ G k hs × G k hs ).
In fact, since N i t c is a finite set and t + N + 3 ∈ T 1 for t ∈ T 1 , (a) implies that there exists a t ∈ T 1 such that
From this, (30), and (31), it turns out that L i1 and B are equivalent to those in Section 3.1 under the correspondence between time ht in the continuous-time domain and time t in the discrete-time domain. Thus, it follows from Lemma 1 that, if (b), 1 (A1'), and (A2') hold, lim t → ∞ z k ht = x d w.p.1 for every k ∈ {1, 2, . . . , M hτ }, where τ ∈ {0, 1,  . . .} is a t ∈ T 1 satisfying (35). This convergence and (c) establish (33).
Conclusion
This paper has presented a consensus control method under a mixed environment of communication and broadcast. By decomposing the consensus problem into a global problem and a local problem, we have derived a consensus controller utilising the broadcast and the communication. The almostsure convergence for the proposed controller has been also proved. Finally, it has been shown by numerical simulation that the consensus is satisfactorily achieved by the proposed controller.
As the first step to multi-agent control under the mixed environment, this paper has focused on a consensus problem. In the future, this framework should be extended to other multi-agent problems such as the coverage problem and the formation problem. Moreover, it is expected to extend the results to a more general class of agents, such as with non-holonomic dynamics.
zero, and there exists aθ ∈ R 0+ such that |θ i (k)| ≤θ, |θ −1 i (k)| ≤θ, and |θ −2 i (k)| ≤θ w.p.1, (C5) sup k∈{0,1,...} 
B Proofs of Facts (a)-(c) in the Proof of Lemma 1 B1 Preliminary
A preliminary result is provided.
Lemma 4: For the system , suppose that r ∈ R + is given. Suppose also that L i1 (i = 1, 2, . . ., N) are given by (8), (13), (14), and (15), L i2 (i = 1, 2, . . . , N) are arbitrarily given so as to satisfy (A0), and B is arbitrarily given. Then,
holds for every t ∈ T 1 and k ∈ {1, 2, . . ., M(t)}.
Proof: The first equality is trivial from (8), (13), and t + N + 1 ∈ T 1 ∪T 2 ∪T 3 for t ∈ T 1 .
Meanwhile, the second equality is proved as follows. For t ∈ T 1 , consider time s ∈ {t, t + 1, . . . , t + N}. Let ξ i11 (s) and j1 (s) be the first element of ξ i1 (s) and of j (s), respectively. Let us also divide the group G k (s) into G k1 (s) := {i ∈ G k (t) | ξ i11 (s) = abmax({ j 1 (t)} j ∈G k (t) )} and G k2 (s) := G k (s)\G k1 (s). If G k1 (t + N) = G k (t) is proved, the 'first-row' part of the second equality holds for every i ∈ G k (t) (since ξ i11 (t + N + 1) = sign(ξ i11 (t + N)) from (8) and (13)). On the other hand, it can be shown from (8), (13), (14), (15), (17), (A0), and the definition of the group that the following statements hold for s ∈ {t, t + 1, . .
Therefore, the first-row part of the second equality holds for every i ∈ G k (t). In a similar way, we can prove that the other-row parts hold for every i ∈ G k (t). In this way, the second equality is obtained.
B2 Proof of Fact (a)
For t ∈ T 1 (τ ), we have B2.1 Proof of (B.2)
Consider t ∈ T 1 (τ ). Equations (8), (13), and (17) imply
In addition, (1), (8), (14), (A0), and Figure 5 provide
Using these relations with (1), (8), (14), Figure 5 , (A1), and Lemma 4, we obtain
Since the definition of τ and (11) imply that
for every t ∈ T 1 (τ ), (B.8) can be rewritten in the centroid form as
by (18), (A0), Lemma 4, and t + N + 2 ∈ T 5 for t ∈ T 1 . Note here that i∈G k (τ ) u i2 (t + N + 2) = 0 due to (A0) and the relation G k (τ ) = G k (t + N + 2) which is given by the definition of τ , (11), and (12). Putting (B.10) for k = 1, 2, . . . , M(τ ) together and using (21), we get (B.2).
B2.2 Proof of (B.3)
Trivial from (3) and (16).
B2.3 Proof of (B.4)
The performance index J(x(t)) in (6) is expressed as
Then, since (8), (14), (27), (B.9), and (A0) imply
for s ∈ {t, t + 1, . . . , t + N + 1} and t ∈ T 1 (τ ), it follows from (1), (18), and Figure 5 that
Applying (22), (B.11), (B.12), and (B.13) to J(x(t + N + 2)) − J(x(t)) (for t ∈ T 1 (τ )), we obtain
In this equation, the first equality is derived by (B.11), (B.13), and the fact that z k (t + N + 2) − x d 2 and z k (t) − x d 2 are independent of i ∈ G k (τ ) and the second equality is given by (22) and (B.12) (note that (B.12) implies
B2.4 Proof of (B.5)
Consider again t ∈ T 1 (τ ). From (18), (B.7), (B.9), (A1), and Lemma 4, the following relation holds:
Thus, (B.5) is given by putting (B.14) for k = 1, 2, . . . , M(τ ) together.
B3 Proof of Fact (b)
We prove that conditions (C1)-(C7) in Lemma 3 are satisfied for the dynamics in (20) subject to (A1) and (A2).
First, it is trivial that (22) and (A1) imply (C1)-(C3). Next, from (21), (A2), and the definitions of 'sign' and 'abmax', it turns out that the random vectors (t) (t = 1, 2, . . .) are independent of each other, and the elements of (t) are equivalent to i.i.d. random variables from the Bernoulli trial with outcome ±1 and equal probabilities. So (C4) is satisfied.
Finally, (22) and Theorem 7 in Borkar (2008) give (C5). Moreover, (C6) and (C7) are proved by (C5) and (22) (in particular, the convexity of J c ).
B4 Proof of Fact (c)
It is trivial from (22).
C Proof of Theorem 2 (i) and Facts (a)-(c) in the proof
We show the proofs in order of Facts (a)-(c) and Statement (i).
C1 Proofs of the three facts
C1.1 Proof of Fact (a)
Suppose that i ∈ {0, 1, . . . , N} and t ∈ T 1 are arbitrarily given. If N i ht = ∅, then (34) obviously holds.
On the other hand, if N i ht = ∅, (34) is proved in the following way. Consider the group G l ht satisfying i ∈ G l ht . Let x (l) t c ∈ R n|G l ht | be the collective vector composed of x j t c for all j ∈ G l ht , and let . In a similar way to defining the vector x (l) t c , let u (l) t c , u (l)1 t c , and u (l)2 t c be the collective vectors of u j t c , u j1 t c , and u j2 t c for the group G l ht . Since
for k ∈ G l ht , we obtain ht, h(t + N + 3) ).
In this way, Fact (a) is proved.
C1.2 Proof of Fact (b)
In (32), S(ζ i t c ) = N i ht 1 holds. This and the definition of the groups provide (b).
C1.3 Proof of Fact (c)
Let τ be a t ∈ T 1 satisfying s ≤ t and (35). Since Fact (a) implies that G k hτ = G k h(τ + N + 3) = G k h(τ + (N + 3)2) = · · · = G k ∞ for every k ∈ {1, 2, . . . , M hτ }, it follows from (29) and (C.20) that the collective dynamics of the group G l hτ is expressed aṡ (l) if t c ∈ T 5c 1 |G l ht | u i1 t c otherwise (C.21)
for t c ∈ [hτ , ∞). This corresponds to a consensus algorithm, because the input term 1 |G l ht | u i1 t c keeps the relative positions x i t c − x j t c constant for every (i, j) ∈ G l hτ × G l hτ , the input term −∂V i t c /∂x (l) achieves the consensus as proved in Ji and Egerstedt (2007) , and the supremum of T 5c is infinity. Meanwhile, in a similar way to the proof of Lemma 2, it turns out from s ≤ τ and the definition of the groups that, for each k ∈ {1, 2, . . . , M hs }, there exists an l ∈ {1, 2, . . . , M hτ } such that G k hs ⊆ G l hτ .
These complete the proof.
C2 Proof of (i)
In (32), S(ζ i t c ) = N i ht holds for every t c ∈ [ht, h(t + N + 3)). This and Fact (a) imply (i).
C3 Proof that (C.17) implies (C.18)
Finally, we prove that (C.17) implies (C.18). Let φ(d) := d 2 /(r − d) for d ∈ R\{r}. From (28) and the definition of the groups, there exists an ε ∈ R + such that x j ht − x k ht ≤ r − ε for every (j, k) ∈ G l ht × G l ht . Moreover, φ is a monotonically increasing function with respect to d ∈ [0, r). These and (C.17) imply
for every t c ∈ [ht, h(t + N + 3)), where E := k∈G l ht |N k ht |.
Here, φ( x j t c − x k t c ) ≥ 0 for every (j, k) ∈ G l ht × G l ht , and so (C.22) provides
Since E ≥ 1 (under N i ht = ∅) and φ is monotonically increasing, (C.23) and (C.24) establish
for every t c ∈ [ht, h(t + N + 3) ). This and (29) prove (C.18).
