Humans are capable of zooming in on the right range of scale, but it is not clear, yet, whether this processing involves either spatial variables, or two-dimensional spatial-frequency variables, or both spatial and spatial-frequency variables in the image description. The main motivation of this work is to show that at least it is possible in each domain to formulate algorithms giving solutions to this problem of scale selection. We also propose that in situations where no information is available about appropriate scales for analysis, a reasonable approach is to consider descriptions at the spatial scales for active sensors under a data-driven multisensor organization, with the sensors being orientation and spatial-frequency selective. Of course, the sensor scales are de ned as those of patterns with frequency components in the sensor.
INTRODUCTION
The task of only selecting signi cant spatial scales for processing the given image having no prior information is frequently too inconsistent and subjective to ensure repeatability when using manual means. The scale detection poses a problem in that a non-trained human operator is generally unable to obtain only wellenhanced images isolating spatial structure with a very speci c spectrum content (high, medium or low frequency components). This may a ect the results for any visual system which uses these images for processing and analysis. Objectivity and repeatability would be assured if scale selection could be automated.
The human visual system accomplishes the object location task on an image by blurring the image, while it decreases the scale in order to analyze the object's ner structure. Therefore, to be capable of deriving an automatic visual system by simulating such a behavior, it will be important to analyze the dependence of image structure on the level of scale. In short, the problem we refer to is how to automatically extract the signi cant scales of shape without knowing either what kind of structure we are analyzing or where such a structure is located. As shown in 1], once both the image intensity change models arising from distinct physical processes have been located and the scale information about such change models is extracted, later stage processing tasks may be simpli ed.
In many applications the structures of interest occur at a variety of spatial scales, and in order to detect them, multiscale analysis was proposed by Rosenfeld and Thurston 2] and Witkin 3] . By applying operators of di erent neighborhood size to an image, multiscale analysis captures information at a range of scales. Nevertheless, the problem is that without knowledge about the desired features, explicitly selecting signi cant scales is a di cult task, the same as combining all the information from multiple scales. In fact, in nature surfaces usually have a hierarchical organization that consists of a small number of levels. For instance, at the nest level, a tree is composed of leaves with a very complex structure of veins. At the next level, each leaf is replaced by a single region, and at the highest level there is a single blob corresponding to the treetop. There is a natural range of resolutions corresponding to each of these levels of description. Furthermore, at each level of description, the regions have well-de ned boundaries. This naturally leads to a situation where one thing may represent several di erent objects at di erent times, since its image is processed for di erent purposes: a tree may give rise to several di erent psychological objects, depending on whether it is to be avoided, climbed or felled, for example.
This work is intended to automatically extract only signi cant scales at which di erent structures occur under a multisensor organization, using three di erent representations of images: the rst, a 2D space domain representation; the second, a representation for images implying only 2-D spatial-frequency variables; and the third, an intermediate representation between the one derived from the 2-D space domain and the 2-D frequency domain. Perhaps the most important conclusion which may be drawn is the possibility of performing the scale selection on multiple sensors acting in parallel but selectively sensitive to spatial frequency and orientation, by means of any of these three representations for images.
What motivated this approach was twofold: rstly, the notion that orientation and spatial-frequency selectivity are fundamental dimensions in the visual analysis of shape 5, 6] ; and secondly, the possibility of that the visual system might act as either a spatial analyzer, or a spatial-frequency analyzer, or between the spatial sampling and the Fourier transformation.
In order to extract the spatial scales of the given image under the scheme proposed, rstly the multisensor organization for this image is derived, and the active sensors, under this organization, tuned to signi cant orientation and spatial-frequency components are detected. In this initial stage, the target is to nd a set of units that are as independent from each other as possible. In this study, we have done this inspired by both the quanti cation of about 45 o for the average orientation bandwidths in cat and monkey's striate cells, achieved by a number of researchers 8], as well as the possibility of automatically determining spatialfrequency channels by isolating homogeneous data in terms of an objective criterion, instead of using a xed number of empirically tuned channels 9].
Secondly, to detect the global scales of the image, the approach used depends on the particular representational model selected: (i) for the spatial model, a band-pass lter based autofocusing criterion which measures the image sharpness in each channel; (ii) for the frequency representational model for images, the ltering index measuring the amount of deviation in each spectrum parcellation between two smoothed images at successive scales across a discrete range; (iii) for the intermediate model, a Gabor lter based autofocusing criterion, which measures the relative sharpness of the image ltered with a Gabor lter attuned to the sensor under analysis.
The layout of this paper is as follows: In Section 2, the proposed decomposition of the image spectrum into a number of sensors is presented, as well as how the active sensors are distinguished under this multisensor organization. In Section 3, the global scale selection method is motivated and introduced. A comprehensive analysis of the derived criteria is presented using a set of experiments and discussion in Section 4. Finally, the main conclusions of this work are summarized.
A DATA-DRIVEN MULTISENSOR ORGANIZATION
We consider one image coding in which there have been a number of data-driven units that function as lters in order to selectively detect structures corresponding to particular 2-D spatial frequency components. That is, instead of using an in nite number of detectors for all the possible visual patterns, we consider a sparsely distributed coding in which the number of units may be as large as the number of image pixels, but only a small proportion of those units are active in any particular image. For this purpose, a coding is used that does not reduce redundancy, but transforms it. The units (hereafter referred to as the sensors) in the organization derived are orientation and spatial-frequency selective, meaning that they are attuned to shape in a preferred orientation and spatial-frequency, which allows the image structure to be extracted and represented with optimal economy. Consequently, the so-called sensors explain the patterns of activation within the image, regarding a variety of spatial-frequency and orientation data. The role of the sensors is inspired by that of simple cells in mammals' primary visual cortex.
MULTISENSOR ORGANIZATION DESIGN
The rst problem to be solved is the selection of an appropriate set of sensors, which is a central issue in multi-channel approaches. On the 2-D spatial frequency plane, the superposition of a number of data-driven spatial-frequency channels on a set of orientation channels produces the desired organization. Following the e ciency of the model human image code given by a number of authors 14], as well as the biological evidence that demonstrates that the median orientation bandwidth of visual cortex cells is about 40 deg 8], the orientation channels are selected with orientations of 0 o ; 45 o ; 90 o ; and 135 o , namely C 0 ; C 1 ; C 2 ; and C 3 , which correspond to an orientation bandwidth of 45 deg. Due to conjugate symmetry, the sensor design is only carried out on half of the 2-D frequency plane. On the other hand, instead of using a xed number of spatial-frequency channels empirically tuned within each orientation band, in the following we propose a heuristic principle for determining them by isolating homogeneous spectral data, from the viewpoint of each orientation band, in terms of an objective criterion.
Let the Fourier transform of the image r(x; y) smoothed with a Gaussian at scale be R (u; v); ? < u; v <
(1) with = 2 n?1 . Since r(x; y) is real, its Fourier transform, R(u; v), has conjugate symmetry in u; v. In the remainder, instead of the orthogonal u and v indices, the polar coordinates will be used. Thus (1) 
To derive the sensors, each of the four orientation channels C i , i = 0; 1; 2; 3, with an orientation of i 45 deg, respectively, need to be partitioned into a number of spatial-frequency bands. This is accomplished by using the antialiasing index for the orientation channel C i , noted as Ci ( sup ), that indicates the relative amount of spectrum folded back into the 2-D Fourier domain, given by the spatial-frequency band (0; sup ) within that orientation channel, C i , after the sampling rate reduction to sup :
where j R =1 ( ; ) j denotes the Fourier transform magnitude of the image smoothed at scale = 1; the
is over all coordinates ( ; ) for the 2-D spectral sector corresponding to the spatialfrequency channel (0; sup ) upon the orientation band C i ; and the double integral R R Ci is over all polar coordinates for the entire band, C i . In the equation (3), to calculate the transform magnitude of the reference picture, this image is previously smoothed at scale level = 1 in order to avoid very high frequencies from quantization noise.
For each orientation band C i , i = 0; 1; 2; 3, let the position of the extremes of the second-derivative of the antialiasing function Ci ( sup ) be 0 < 1 < < n which correspond to the locations of change in the rate of increment in Ci ( sup ) as sup increases. A heuristic principle is proposed that the spatial-frequency channel ( j?1 ; j ) upon C i , for each j = 1; 2; ; n, determines a sensor for the orientation band C i .
Since the spectrum content of the data is generally located at a certain number of frequencies, there will be certain spatial-frequency channels ( j?1 ; j ) in the orientation band C i , which are comprised of consecutive spatial-frequency components exhibiting close resemblance, without being identical in its importance for describing the spectral content within the orientation band C i . Hence, in order to simplify later stage processing, each orientation band C i may be segmented into a number of spatial-frequency channels ( j?1 ; j ) such that frequencies from di erent domains are not alike with respect to their relevance for explaining the data spectral information. In fact, when the radial frequency sup decreases to 0 within C i , di erent frequency components of the data are removed, and so there are values of sup marking a change in the rate of spectrum attenuation. Such values of sup may be used in deriving a natural splitting of the orientation band C i into a number of spatial-frequency channels|the sensors|which are alike in the importance of the respective frequency components isolated. Of course, the problem is what is a sup value determining a mark of the change in the rate of spectrum attenuation as sup decreases. To answer this question, the antialiasing index is used by analyzing how the spectrum distortion evolves over the di erent 2-D spectrum domains (identi ed using radial frequency channels) within the band C i under analysis. Once the orientation band C i under consideration is xed, the antialiasing index Ci ( sup ) de ned in equation (3), may be considered to be a function of the radial frequency sup . Such a function Ci ( sup ) determines a monotonic increasing function as sup increases. This function undergoes a signi cant rise in its value at locations sup such that the corresponding 2-D spectrum domain incorporates some important frequency components to the spectral content of the orientation band C i . On the other hand, such a rise will be more or less abrupt, depending on the relative importance (to explain the data spectrum) of the frequency components that are added. In order to detect the locations sup at which Ci undergoes a change in the rate of increment, a technique based on the extrema of the second-derivative, noted as 00 Ci , will be used. The extremes of the second derivative, both maxima and minima, correspond to positions marking a change in the rate of the increase in Ci , and so, they are positions dividing the entire band C i , for each i = 0; 1; 2; 3, into a number of sequences (the desired sensors) which are relatively alike in the importance of the respective isolated frequency components.
THE ACTIVE SENSORS IN THE ORGANIZATION
Once the partition of the 2-D Fourier plane into a number of sensors has been carried out, the signi cance of the sensor response is analyzed by classifying sensors into two classes: the active sensors and the non-active ones. The only sensors worth noting regarding the detection of spatial scales, are those that exhibit a strong response from the signi cant structures in the image, namely the active sensors. In fact, with relatively few sensors we may still obtain excellent extraction of parameters of activity pro les in the images. Furthermore, if there is little time or processing capacity available, it is possible to settle for a rough extraction of structure parameters localizing the major structures by picking the most actively responding sensors. There is an additional advantage: since such a subset of active sensors regarding particular objects will have a high response relative to that of sensors out of this subset, the coding into a low number of active sensors may increase the signal-to-noise ratio.
Each sensor should be described by a sensor measure (feature) that can successfully characterize it. Here, we propose one feature derived from the summation of the normalized 2-D power spectrum over the sensor. Of course other measures intended to capture relevant characteristics of the sensor spectra are conceivable: measures such as location, size and orientation of peaks and entropy of the normalized spectrum in sensors. To evaluate these frequency domain features according to their ability to discriminate active sensors, a method of successive selection and deletion based on Wilks criterion may be used 15]. Finally, we have found that the summation of the normalized 2-D power spectrum over the sensor provides an e ective feature for discriminating the set of sensors on training sets. Normalization is a non-linear operation, where each sensor's 2-D power spectrum|the sensor response to the stimulus|is divided by the total power spectrum of the image. The e ect of normalization is that the response of each sensor is rescaled with respect to the pooled activity of all the sensors. This sensor feature, noted as w(Ch i ), is given by is over the entire frequency domain. According to this model, a given sensor might be suppressed by the other sensors, including those with perpendicular orientation tunings. In the formulation proposed, cluster analysis is then used to group sensors together, since unsupervised learning may exploit the statistical regularities of the sensors by using the available sensor responses. We determine the two classes of sensors by the square-error clustering method which is implemented here as the k-means algorithm. The motivation behind our sensor selection scheme is to use only, in the detection of spatial scales, the active sensors which together explain a very signi cant portion of the power spectrum of the image.
THE NATURAL SCALES OF THE IMAGE
In situations where no information is available about appropriate scales for analysis, a reasonable approach is to only consider descriptions at the spatial scales for active sensors under the organization derived. The sensor scales are de ned as those of patterns with components in the sensor. So the complex problem of extracting scale levels in analyzing generic gray-level shape has been reduced to the simpler one of detecting scales of interest at which structure with very speci c spectrum content (high, medium or low frequency content) would be described. In the following we introduce three scale selection criteria, the rst regarding a representation for images that involves spatial variables in its description; the second that involves only two-dimensional spatial-frequency variables; and the third, involving both 2-D spatial and spatial-frequency variables.
In the 2-D space domain
Let's suppose we have the image of a treetop with the sky as a background. A sequence of coarser images obtained by Gaussian blurring across a range of regularly separated scales would result in a number of images in which the green of the leaves would be mixed up with the blue of the sky, long before the treetop emerges as a distinguishable structure, which happens after the leaves have been blurred together. Hence there is a natural range of resolutions corresponding to each of those meaningful levels of description. The important point will be that at each signi cant level of resolution, the meaningful structures at that level should be sharp as well as have well-de ned boundaries. And a`focus' function may be used for measuring the sharpness of an enhanced image through smoothing with a gaussian kernel at the scale level , after band-pass ltering to only consider the structure concerning the active sensor under investigation. Such a criterion function, based on a measure of`focus', returns a value determining the relative sharpness of`focus', or to put it in our context, a value indicating the relative sharpness of a band-pass lter image smoothed at scale . Hence, a level of smoothing corresponding to the maximum local value is taken to be a scale level at which meaningful structure concerning frequencies isolated in the corresponding channel would be represented. As follows, the criterion functions are described in the terms in which they have been used to solve our problem. In this study, four criterion functions were evaluated due to their computational simplicity and their well-known properties (Yeo et al, 1993): the Tenengrand, Brenner, squared gradient and variance functions. They were selected in order to represent two di erent kinds of autofocus methods: the gradient functions and the gray-level variance. As a general consideration concerning all of them, they are applied on the discrete image, noted as J i (x; y; ), smoothed across a range of scales and after the band-pass ltering that selects only that part of the spectrum corresponding to active sensor Ch i . A heuristic principle for scale selection in each active sensor is proposed, based on one physical observable, which is the relative sharpness of the band-pass lter image smoothed at successive smoothing levels as a function of scale. Since we are dealing with a physical entity, in order to be able to express a physical relation in a unit free form, such a function relating physical observables must be independent from the choice of dimensional units (Florack et al. 16] ). Henceforth, an alternative formulation of the multiscale representation is employed by considering normalized coordinates, x= and y= , with the reason for introducing such dimensionless coordinates being scale invariance (Lindeberg and Garding 10] ). Given the discrete input f(x; y); 0 x; y < K, let such a ltered image noted as J i (x; y; ) be de ned as: J i (x; y; ) = g (x; y) h Chi (x; y) where denotes the convolution operator; with g (x; y) being the given input smoothed with a Gaussian kernel G(x; y; ) of scale , i.e., g (x; y) = f(x; y) G(x; y; ) and h Chi (x; y) noting the band-pass lter corresponding to sensor Ch i .
The resulting`focus' criteria de ned for each Ch i may be detailed as follows:
Variance function. It is noted that signi cant scales describing structure concerning a sensor Ch i , should be capable of producing the resultant band-pass image smoothed at such a scale, having more intensity variation than one smoothed at no signi cant scale in relation to any gray-level shape in particular. This suggests that the gray-level variance of the corresponding smoothed band-pass image might be a suitable candidate as a criterion function for selecting scale levels. The resulting`focus' criterion is given by: 
where G 2 h (x; y; ), and G 2 v (x; y; ) are the convolution of J i (x; y; ) with the Sobel's horizontal and vertical operator, respectively.
Squared gradient function. This also exploits the relationship between a`well-focused' image and its information content, but using the intensities of adjacent pixels to approximate the gradient of a point. So the criterion function is de ned as: Brenner function. This is the simplest criterion which is gradient related, and it is de ned as:
Comparison among them should be made bearing in mind that a suitable criterion for extracting scales should meet several criteria: (1) It has to be e cient so that scale selection may be completed quickly; (2) it has to be such that its value peaks at scales corresponding to structure with frequencies in the analyzed channel; (3) it has to be relatively robust in the presence of image noise.
For each active sensor Ch i xed, the local-maxima locations of the criterion function F i ( ) are extracted over a range of separate scale levels, with increasing by a constant from one level to the next, and with starting at 1. Of course, once Ch i is xed, a location producing local-maximum value in the criterion function over scales, determines a signi cant scale concerning gray-level shape with frequency components within sensor. In conclusion, given an active sensor Ch i under investigation, a scale level would be signi cant in order to represent structure with frequency components within such an active sensor, if location had produced local maxima for the criterion function F i ( ) across scales.
In the 2-D spatial-frequency domain
An heuristic principle for scale selection in each active sensor is proposed based on one physical observable, that is the distortion between spectrum information for input at successive smoothing levels as a function of scale. Again, because we are dealing with a physical entity, in order to be capable of expressing a physical relation in a unit free form, such a function relating physical observables must be independent of the choice of dimensional units (Florack et al. (32) ). Henceforth an alternative formulation of the multiscale representation is also employed through considering normalized coordinates, x= and y= , with the motivation for introducing such dimensionless coordinates being scale invariance. Given an active sensor Ch i , a ltering index noted as (Ch i ; ) indicates the amount of distortion between Fourier transform magnitude of the normalized input at scale and that of the normalized input smoothed at next scale + , from the viewpoint of such active sensor Ch i :
where j R ( ; ) j denotes the Fourier transform magnitude of the normalized input smoothed at scale ; and the integration domain R R Chi corresponds to frequencies upon this active sensor Ch i . The ltering index can be utilized to measure the amount of deviation between the spectrum content of the normalized input at consecutive scales, over a range of scale levels. When such a dissimilarity measure is plotted against the scale level, a sharp growth in that deviation plot would indicate relatively important spectrum information being removed. A scale worth noting attention in analyzing information concerning the active sensor Ch i are the values of producing local maxima for (Ch i ; ).
In the Gabor domain
The sensor center location determines the central frequency Chi and orientation Chi of the respective sensor. But the important point is how the spatial scales of the active sensor might be determined. Due to the size of the sensor scales inversely with its central spatial frequency, an initial crude estimate of the sensor scale might be chosen from the bandwidth of the sensor. In order to improve such an initial estimate of , a Gabor lter based autofocusing criterion may used for sensor scale selection, with the underlying motivation of this approach being the notion that at each signi cant level of resolution for the sensor Ch i , the meaningful structures at that level, and with components in the sensor, should be relatively sharp as well as have well-de ned boundaries. And, of course, a`focus' function might be used for measuring the sharpness of an enhanced image through ltering with a 2-D Gabor lter at the scale level , spatial-frequency Chi , and orientation Chi . This function would return a value indicating the relative sharpness of the ltered image at scale . Hence, a level corresponding to the maximum local value is taken to be a scale level at which meaningful structure concerning frequencies isolated in the corresponding sensor Ch i would be represented. To sum up, a heuristic principle for scale selection in each active sensor is proposed, based on one physical observable, which is the relative sharpness of the ltered image at successive smoothing levels as a function of scale. We consider normalized coordinates, x= and y= , with the reason for introducing such dimensionless coordinates being scale invariance. Given the image r(x; y), let the ltered image, noted as J Chi (x; y; ), be de ned as: J Chi (x; y; ) = r(x; y) g(x; y; ; Chi ; Chi ) (10) where denotes the convolution operator; with g(x; y; ; Chi ; Chi ) being a 2D Gabor function which in complex notation represents the modulation product of a Gaussian envelope of arbitrary scale , and a sine wave with arbitrary frequency ! 0 = (! x0 ; ! y0 ) such that ! y0 ! x0 = tan Chi ; and q ! 2 y0 + ! 2 x0 = Chi The impulse response of a 2D Gabor signal can be represented by the equation g(x; y; ; Chi ; Chi ) = exp ? x 2 + y 2 2 2 exp fj(! x0 x + ! y0 y)g
The criterion of scale selection de ned for each sensor Ch i may be detailed as follows. It is noted that a signi cant scale describing spatial structure with frequency components in the sensor, should be capable of producing a ltered image at such a scale having more intensity variation than one smoothed at no signi cant scale in relation to any gray-level shape in particular. This suggests that the variance of the amplitude of the corresponding ltered image might be a suitable candidate as a criterion function for selecting scale levels. The resulting criterion is given by: Table 1 : Data of spatial-fequency and orientation corresponding to the ve active sensors where jJ Chi (x; y; )j denotes the amplitude of the ltered image. Note that the amplitude image is the low-pass envelope of the convolution output.
In conclusion, in the absence of further information, given a sensor Ch i under investigation, a scale level would be signi cant in order to represent the structure with frequency components in the sensor, if location had produced local maxima for the criterion function F i ( ) across scales.
Experimental Results
To examine the performance of the proposed scale selection methods using the three di erent representations for images described in section 3, we us an example of synthetic image with 256 gray levels (see Fig. 1 .A). The corresponding active sensors for the multisensor organization are presented in Fig. 1 .B. Table 1 , shows the description of the ve active sensors. The R-min and R-max columns show the minimum and maximum radial frequency. The A-min and A-max columns give the angles of the orientation.
For extracting signi cant scales in analyzing the gray-level structure with frequencies in one sensor, each level of smoothing corresponding to local-maximum value of bandpass lter based autofocusing criterion is taken to be a scale level at which the structure concerning the corresponding sensor should be represented. The performance for each of the criteria when applied to the original image is analyzed and the Variance function is selected (see 11] for further details about the comparative performance of each of the criteria when applied to di erent images)
In Fig. 2 the bandpass images were smoothed by using a Gaussian kernel with scale level set up to the most signi cant scale levels corresponding to each active sensor obtained in the 2-D space domain. By simply viewing the smoothed images it may be noted how contiguous balls become to be conected forming greater structures with speci c orientation (If we look the original image in a speci c orientation we observe similar structures that ones shown in Fig 2) . In Fig. 3 we repeat the same experiment with the scales obtained in the spatial-frequency domain. It seems that the isolated structures obtained are more clearly de ned than in the space domain when we grow in the scale-space. In this case we can observe that there are two signi cant scales for each sensor, so we show the bandpass images corresponding to each active sensor smoothed at the two scales.
In Fig. 4 , we lter images with Gabor functions instead of bandpass and smoothing lters, so we convolve the original image with the Gabor lters associated to each active sensor and with the signi cant scales obtained in the Gabor domain. In this case, we obtain more information and better localization in space. By simply viewing the ltered images it may be noted that we have structures that do not appear in the other two domains (see right image 4.A in Fig. 4 ) and the structures looks more like the original ones.
Viewing the images, we miss sometimes a better de ned structure (for example in gure 4.B.left). Probably, this fact is due to that the central axe of the two ball groups it is not aligned, and the proposed method (in the Gabor domain) looks for the scale at which the two axes looks like to be the same structure. Another additional problem to detect well de ned structures in a speci c orientation (for example in gure 4.C.left) is that we are taking a xed orientation partition of the image spectrum and the structures may be aligned in an orientation that isn't exactly any of the xed orientations, so it is suitable to think about a non-xed-orientation partition scheme. Table 2 summarized the spatial scales obtained in the three considered domains (space domain, spatialfrequency domain and Gabor domain)
Finally, Fig 5, shows a reconstruction of the original image according the following criteria: 5.A summation of all smoothed bandpass images in Fig. 2 ., 5.B summation of all smoothed bandpass images in Fig. 3 ., 5.C optimal reconstruction ( 12] ) using the information provided by the only active sensors.
With this experiment we show that it is possible to obtain reasonable spatial scales in three di erent domains: space domain, spatial-frequency domain and gabor domain and it looks better the scales obtained in the gabor domain. Additionally, the gabor ltered images are more informative than the band-pass images and the scales obtained are lower, so when we lter the original image we are loosing less information at the same time that we are selecting structures with those signi cant scales.
Conclusions
In absence of further information, we consider that the natural scales for images should be those corresponding to features with frequency components within active units selective to both orientation and spatial-frequency. On the other hand, the scale selection might be accomplished using a representation of the image that involves either spatial, or spatial, or both spatial and spatial-frequency variables in its description, and by means of an objective criterion producing local maxima in sharpness of this image representation across scales. 
