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Linear codes from projective spaces
Michel Lavrauw, Leo Storme, and Geertrui Van de Voorde
Abstract. The linear code Cs,t(n, q) of s-spaces and t-spaces in a projective
space PG(n, q), q = ph, p prime, is defined as the vector space spanned over
Fp by the rows of the incidence matrix of s-spaces and t-spaces. This code
generalises the code of points and lines in a projective plane, which has been
intensively studied since the 1970’s. In this paper, we give an overview of what
is currently known about the codes Cs,t(n, q) and their duals.
1. Introduction
One of the important subjects in coding theory is the study of linear codes. A
linear code C of length n and dimension k over a finite field F is a k-dimensional
subspace of Fn, and is often called a linear [n, k] code over F. Linear codes are
block codes and besides their easy to grasp description, the advantages of linear
codes lie in the algebraic structure of the code. In particular, they allow more
efficient encoding and decoding algorithms compared to most other codes. The
linear codes considered in this article are the codes that are generated by the rows
of the incidence matrix of s-spaces and t-spaces of a projective space over a finite
field (see Section 2.4). As a consequence, these codes inherit interesting properties
from the geometric and combinatorial structure of the projective space they are
constructed from.
The linear code of points and lines in a projective plane (s = 0 and t = 1) has
been intensively studied and the nature of the codewords of minimum weight in this
code has been known since the 1970’s. In the late 1980’s, the study of codewords of
small weight and of the weight enumerator of codes from a projective plane turned
out to be very useful in the computer proof of the non-existence of a projective
plane of order 10 (see [31] for an overview of how Lam, Swiercz and Thiel found
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this proof). After that, codewords of small weight of (not necessarily Desarguesian)
projective planes were studied and the minimum weight of the dual code arising
from them was investigated.
Already in the 1970’s, the code of points and t-spaces (s = 0) was studied
in a similar way, but apart from the determination of the codewords of minimum
weight, not much was known. In 2002, the codes of points and t-spaces in PG(n, q)
were generalised to codes of s-spaces and t-spaces in PG(n, q). In this article, we
summarise what is presently known for these codes. We discuss the parameters of
the code of s-spaces and t-spaces and of its dual code, and we give an overview of
what is known about the codewords of small weight in the case that s = 0. We
present a new upper bound on the minimum weight of the dual code of points and
t-spaces in PG(n, q). For the planar case, we discuss the weight enumerator of
the small planes, the codes of non-Desarguesian projective planes and the unitals
contained in the code.
There are many open problems in the general case s 6= 0, but also in the easiest
case (of points and lines in a projective plane) some important questions remain
unanswered. For instance, the minimum weight of the dual code of the Desarguesian
projective plane PG(2, q) is not known (except for the cases where q is prime or q
is even).
2. Background and terminology
In this section, the necessary background for this survey is provided. Most of
this is standard and can be found in the books [24] for projective spaces, [25] for
projective planes, [38] for linear codes in general and [2] for linear codes from a
projective space. The reader familiar with codes from projective spaces, may want
to skip this introductory section.
2.1. Projective spaces over finite fields. In this paper, Fq will always
denote the finite field with q elements where q = ph, p prime, h ≥ 1, and the
symbols q, p and h will always be used in this sense. Let V(n + 1, q) denote the
vector space of dimension n+ 1 over Fq.
The projective space PG(n, q) is the incidence structure with as points the
vector spaces of rank 1 of V(n + 1, q) and as lines the vector spaces of rank 2
of V(n + 1, q). The m-dimensional subspaces of PG(n, q) correspond to vector
subspaces of rank m+ 1 of V(n+ 1, q). The number of points in PG(n, q) is equal
to (qn+1 − 1)/(q − 1) and will be denoted by θn. The Gaussian coefficient
[
t
s
]
q
denotes the number of (s− 1)-subspaces in PG(t− 1, q), i.e.,[
t
s
]
q
=
(qt − 1)(qt−1 − 1) · · · (qt−s+1 − 1)
(qs − 1)(qs−1 − 1) · · · (q − 1) .
The subspaces of PG(n, q) of dimension 0, 1, 2, and n−1 are called points, lines,
planes, and hyperplanes respectively. A t-dimensional subspace is often called a t-
space.
A Baer subspace of PG(n, q2) is a subset isomorphic to PG(n, q).
2.2. Projective planes. A projective plane is a set of points and lines satis-
fying the following three axioms.
(A1) Through every two points, there is exactly one line.
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(A2) Every two lines meet in exactly one point.
(A3) There exist four points, no three of which are collinear.
It is easy to prove that the number of points on a line in a projective plane is a con-
stant; the order of a projective plane Π is the number of points on a line of Π minus
one. The plane PG(2, q), arising from a 3-dimensional vector space over Fq, is an
example of a projective plane of order q. There are many kinds of projective planes,
some of which will be defined later in this section. Here we introduce the notion of
Desarguesian and non-Desarguesian projective planes. Two triangles P1P2P3 and
R1R2R3 are said to be in perspective if the lines P1R1, P2R2 and P3R3 are concur-
rent, say in the point S. A plane is Desarguesian if for any two triangles P1P2P3
and R1R2R3 that are in perspective, the points P1P2 ∩ R1R2, P1P3 ∩ R1R3 and
P2P3∩R2R3 are collinear. The Desarguesian planes are precisely the planes arising
from a 3-dimensional vector space over a division ring, a result that dates back to
Hilbert [23]. In the finite case, using the theorem of Wedderburn [37] which states
that a finite division ring is a field, this yields that a finite Desarguesian projective
plane is necessarily a plane PG(2, q).
2.2.1. Translation planes. An elation with axis L and center P is a collineation
(a mapping preserving incidence) that fixes all points on the line L and all lines
through a point P , where P lies on L. The group of all elations with axis L and
center P is denoted by El(P,L). If for all lines M 6= L through P , El(P,L) acts
transitively on the points of M \ {P}, El(P,L) is (P,L)-transitive. A projective
plane Π is called a translation plane if there exists a line L such that El(P,L) is
(P,L)-transitive for all points P on L. Translation planes are linked to spreads of
the projective space via the Andre´/Bruck-Bose construction [1], [9]. A (t−1)-spread
of PG(n− 1, q) is a partition of the projective space PG(n− 1, q) in (t− 1)-spaces.
It can be proven that PG(n − 1, q) admits a (t − 1)-spread if and only if t|n [47].
Let S be a (t− 1)-spread in PG(2t− 1, q). Embed PG(2t− 1, q) as a hyperplane H
in PG(2t, q). Let P be the set of points of PG(2t, q) \H, together with the qt + 1
elements of S. Let L be the set of t-spaces of PG(2t, q) intersecting H exactly in
an element of S, together with the space H itself. It is easy to check that if we take
the elements of P as points, and the elements of L as lines and let a point P lie on
a line L if P ⊆ L, we get a translation plane of order qt.
A (t − 1)-regulus is a set R of q + 1 mutually skew (t − 1)-spaces with the
property that a line which meets three (t− 1)-spaces of R meets all (t− 1)-spaces
of R. The Desarguesian projective plane of order qt is obtained from a regular
(t − 1)-spread S of PG(2t − 1, q), which is a spread satisfying the condition that
the regulus through any three elements of S is completely contained in S. It is
well-known that the Desarguesian projective planes are precisely those obtained
from the Andre´/Bruck-Bose construction starting from a regular spread [9].
For t = 2, there is a technique, called derivation, that enables us, starting from
a translation plane of order q2, to construct another projective plane of order q2.
This method is due to Ostrom [41] and works as follows. Let Π be a translation
plane of order q2, constructed via the Andre´/Bruck-Bose construction from a spread
S contained in PG(3, q). It is easy to see that, if t = 2, the transversal lines, which
are the lines meeting all lines of a regulus R, form a regulus too, called the opposite
regulus Ropp of R. If S is a 1-spread containing a regulus R, then let DS(R) be the
spread obtained from S by replacing the lines of the regulus R by Ropp. The plane
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of order q2 obtained via the Andre´/Bruck-Bose construction of the spread DS(R)
is again a translation plane, called the derived plane of Π.
2.2.2. Figueroa planes. Consider the plane PG(2, q3). Applying the automor-
phism σ : x 7→ xq to all coordinates induces a collineation of PG(2, q3), fixing a
subplane pi = PG(2, q). Let S be the set of points P such that P, P σ, Pσ
2
are not
collinear (these are exactly the points lying on no secant lines to pi) and let T be
the set of lines L of PG(2, q3) such that L,Lσ and Lσ
2
are not concurrent. We now
define a bijection µ between the points of S and the lines of T . Let
Pµ = PσPσ
2
,∀P ∈ S,
Lµ = Lσ ∩ Lσ2 ,∀L ∈ T.
Let P be the set of points of PG(2, q3) and let L be the set of lines of PG(2, q3).
We change the incidence relation I of PG(2, q3) to the following relation:
P I′L ⇐⇒
{
LµIPµ if P ∈ S and L ∈ T ,
P IL otherwise. .
The set of points and lines of PG(2, q3), together with the incidence relation I′,
yields a projective plane of order q3. This plane is called the Figueroa plane [16]
of order q3 and is non-Desarguesian for q > 2.
2.2.3. Projective planes of order 9. It is known that the projective planes of
orders 2, 3, 4, 5, 7, 8 are unique, and hence, Desarguesian (for the planes of order 7
or 8, see [21], [22]). Lam, Kolesova and Thiel obtained a computer assisted proof
of the fact that there are exactly 4 projective planes of order 9 [33]. Obviously,
PG(2, 9) is one of these four planes. The derived plane of PG(2, 9) is called the Hall
plane, which is non-Desarguesian (see e.g. [25, p. 210]). When switching points
and lines in the Hall plane, we obtain the dual Hall plane, which can be shown
to be non-Desarguesian and non-isomorphic to the Hall plane itself. The fourth
plane of order 9 is the Hughes plane of order 9. For the description of the Hughes
planes Hu(q2) of order q2, where q is odd, we follow [14, p. 725]. Consider the set
V = {(x, y, z)|x, y, z ∈ Fq2}. Define addition + on V componentwise and define a
left scalar multiplication by the elements of Fq2 by k ◦ (x, y, z) = (k ◦x, k ◦ y, k ◦ z),
where x ◦ y = xy if xy is a square and x ◦ y = xyq if xy is a non-square. Both the
points and the lines of Hu(q2) are subsets of F3q2 \{(0, 0, 0)} and 〈x, y, z〉 represents
{(k ◦x, k ◦y, k ◦z)|k ∈ F∗q2}. The points of Hu(q2) can be identified with the points
of PG(2, q2). Incidence is determined as follows. Fix a basis {1, t} for Fq2 as a
vector space over Fq. Let 〈x, y, z〉 be a point of PG(2, q2) and let 〈u, v, w〉 be a line
of Hu(2, q2), with u = u1 + tu2, v = v1 + tv2, w = w1 + tw2. Then 〈u, v, w〉 and
〈x, y, z〉 are incident if and only if xu1 + yv1 + zw1 + (xu2 + yv2 + zw2) ◦ t = 0.
The Hughes plane of order 9 was already introduced in 1907 in [50], it is not a
translation plane and it is self-dual. By the result of Lam, Swiercz and Thiel, there
are no other projective planes of order 9 [32].
2.3. Some subsets of projective spaces.
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2.3.1. k-Blocking sets. A k-blocking set B in PG(n, q) is a set of points such
that any (n − k)-dimensional subspace intersects B and B is called trivial when a
k-dimensional subspace is contained in B. A k-blocking set is also referred to as a
blocking set with respect to (n − k)-spaces. A 1-blocking set in PG(n, q) is simply
called a blocking set in PG(n, q).
If an (n − k)-dimensional space contains exactly one point of a k-blocking set
B in PG(n, q), it is called a tangent (n−k)-space to B, and a point P ∈ B is called
essential when it belongs to a tangent (n − k)-space of B. A k-blocking set B is
called minimal when no proper subset of B is also a k-blocking set, i.e., when each
point of B is essential. A k-blocking set B is called small if |B| < 3(qk + 1)/2.
A Re´dei-type k-blocking set in PG(n, q) is a blocking set B such that there
exists a hyperplane with |B| − qk points.
The construction of a codeword of low weight in the dual code of points and
t-spaces in PG(n, q) in Theorem 4.13 relies on the following theorem.
Theorem 2.1. [49, Theorem 2.7] Let B be a small minimal k-blocking set of
PG(n, q). Then any subspace that intersects B, intersects it in 1 mod p points.
2.3.2. Ovals and hyperovals. An oval O in PG(2, q) is a set of q + 1 points, no
three of which are collinear. A tangent line to an oval O is a line containing exactly
one point of O, a secant line is a line meeting O in two points and an external line
is a line not containing a point of O. The following lemma is well known.
Lemma 2.2. [24, Lemma 8.6] The tangent lines to an oval O in PG(2, q) are
concurrent if and only if q is even.
Using Lemma 2.2, we see that every oval O in PG(2, q), q = 2h, can be extended
by the common point n (called the nucleus of O) of all tangent lines to O to a set
of q + 2 points, no three of which are collinear. Such a set is called a hyperoval. It
is easy to see that hyperovals only exist for q even.
It is clear that a non-degenerate conic is an oval. The following famous theorem
is due to Segre and states that if q is odd, the converse is true, thus linking the
intersection properties of an oval to its algebraic properties.
Theorem 2.3. [46] If q is odd, every oval of PG(2, q) is a conic.
From Lemma 2.2, it follows that a conic in PG(2, q), q = 2h, together with its
nucleus, form a hyperoval. The hyperovals arising in this way are called regular
hyperovals (or hyperconics). A regular hyperoval can be written as the set of points
{(1, t, t2)|t ∈ Fq}∪ {(0, 0, 1)}∪ {(0, 1, 0)}. Replacing t2 by t2v , where gcd(v, h) = 1,
yields a class of hyperovals, called translation hyperovals. Other infinite families of
hyperovals are known. Classifying hyperovals is a hard problem and the classifica-
tion of hyperovals remains open for q ≥ 64 [42].
2.3.3. Unitals. A unital of PG(2, q), q square, is a set U of q√q+ 1 points such
that every line contains 1 or
√
q + 1 points of U . Let q be a square and let
H(X) =
2∑
i,j=0
aijXiX
√
q
j ,
with aij = a
√
q
ji , a Hermitian form over Fq. A Hermitian curve in PG(2, q), denoted
by H(2, q), is a set of points whose coordinates, with respect to a fixed basis,
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satisfy H(X) = 0. A non-degenerate Hermitian curve is an example of a unital,
and a unital arising from a Hermitian curve is called a Hermitian unital (or classical
unital).
2.4. The linear code of s-spaces and t-spaces in PG(n, q). A p-ary linear
code C of length m and dimension k is a k-dimensional linear subspace of V (m, p),
where V (m, p) denotes them-dimensional vector space over Fp, p prime. A codeword
is a vector of C. A generator matrix G for a linear code C is a matrix whose rows
form a basis of C.
The support of a codeword c, denoted by supp(c), is the set of all non-zero
positions of c. The weight of c is the number of non-zero positions of c and is
denoted by wt(c). The minimum weight of a linear code C is equal to min{wt(c)|c ∈
C\{0}}. The weight distribution of a code C with length n is the set {A0, . . . , An},
where Ai denotes the number of codewords in C with weight i. The (Hamming)
distance between two codewords c and c′, denoted by d(c, c′), is equal to the number
of positions in which the corresponding coordinates are different. The minimum
distance d(C) of C is equal to min{d(c, c′)|c, c′ ∈ C, c 6= c′}. The minimum distance
determines the number of errors that can be detected and corrected using this code,
when using nearest-neighbour-decoding. This method decodes a received vector to
the codeword that is nearest to it in terms of Hamming distance. If C is a linear
code with minimum distance d, then C can detect up to d−1 errors and correct up
to b(d − 1)/2c errors. It is easy to see that in a linear code, the minimum weight
and the minimum distance are equal. A linear code C with length m, dimension k
and minimum distance d is often called an [m, k, d]-code.
The dual code C⊥ of a p-ary linear code C of length m is the set of all vectors
orthogonal to all codewords of C, hence
C⊥ = {v ∈ V (m, p)|(v, c) = 0, ∀c ∈ C}.
We define the incidence matrix A = (aij) of s-spaces and t-spaces (s < t) in
the projective space PG(n, q) as the matrix whose rows are indexed by the t-spaces
of PG(n, q) and whose columns are indexed by the s-spaces of PG(n, q), and with
entry
aij =
{
1 if s-space j is contained in t-space i,
0 otherwise.
The p-ary linear code of s-spaces and t-spaces of PG(n, q), q = ph, p prime, h ≥ 1,
is the code generated by the rows of the incidence matrix of s-spaces and t-spaces in
PG(n, q) and is denoted by Cs,t = Cs,t(n, q). In the particular case that s = 0, we
denote the p-ary linear code of points and t-spaces of PG(n, q), q = ph, by Ct(n, q).
The p-ary linear code of points and lines of a projective plane Π will be denoted by
C(Π), and in the case that Π = PG(2, q), by C(2, q).
In what follows, we often identify the support of a codeword of Ct(n, q) with
the corresponding set of points of PG(n, q). Furthermore, if T is a set of points of
PG(n, q), then the incidence vector of this set is also denoted by T .
The parameters s, t and n will always satisfy n ≥ 2, 0 ≤ s < t ≤ n− 1, unless
indicated differently.
The code Cs,t was introduced as a generalisation of the code of points and lines
in a projective plane. Another code C′s,t of s-spaces and t-spaces in PG(n, q) can
be obtained if we change the definition of the incidence matrix. We can put a 1
in the position aij if s-space j and t-space i have a non-trivial intersection. This
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code has known dimension [48], but no other results are known, except for the case
s = 0, where C′s,t coincides with Ct(n, q).
Open Problem 2.4. Determine the minimum weight of the code C′s,t defined
above, for s 6= 0.
The code Cs,t(n, q) is always taken p-ary (if q = ph), and one might wonder
why these codes are not always defined over F2, or over some other finite field. The
reason why the only interesting codes are the p-ary codes, where p divides the order
of the projective space, is shown in the following theorem. The proof given here is
a straightforward extension of the proof given in [11, Proposition 8] for the case
of finite projective planes. This theorem also holds for non-Desarguesian planes
and for (putative) planes of which the order is not a prime power. Recall that θt
denotes the number of points in PG(t, q), i.e. θt = (qt+1 − 1)/(q − 1).
Theorem 2.5. Let C be the p-ary code of points and t-spaces in a projective
space Π = PG(n, q) of order q, where p 6 |q. Then C is either the [θn, θn− 1, 2]-code
which is the dual of the all-one vector 1, or C is the [θn, θn, 1]-code which is the
entire vector space.
Proof. Let pii be the t-spaces contained in PG(n, q), then c =
∑
i pii =
[
n
t
]
1
is a codeword of the p-ary code C of points and t-spaces of PG(n, q). Let cx be the
symbol of c in the coordinate position of x. Let cx be the codeword which is the
sum of all t-spaces through a point x. The codeword cxy := cx − cy, for x 6= y, has
cxyx =
[
n
t
]
−
[
n− 1
t− 1
]
, cxyy = −
[
n
t
]
+
[
n− 1
t− 1
]
and cxyz = 0 for all z 6= x, y.
Hence, codewords cxy, with x 6= y, clearly belong to the code 1⊥. It is easy to see
that the code 1⊥ has dimension at most θn− 1. Since {cxy|y 6= x} is a set of θn− 1
independent codewords, contained in 1⊥, the dimension of 1⊥ is equal to θn − 1.
The generators cxy, y 6= x, of the code 1⊥, are contained in C, hence, 1⊥ ⊆ C and
the theorem follows. 
3. The code Cs,t(n, q)
3.1. The parameters of Cs,t(n, q). As seen in Section 2.4, the length m of
the linear code C determines the number of symbols that are used to transmit
one codeword, the dimension k determines how many different codewords there are
in C, and the minimum distance d determines the number of errors that can be
corrected using the code C. One of the main problems in the theory of linear codes
is to find the parameters m, k and d of a certain code. In this section we discuss the
parameters of the code Cs,t(n, q). It follows from the definition that the dimension
of the code Cs,t(n, q) is equal to the rank of the incidence matrix of s-spaces and
t-spaces, considered over Fp, i.e. the p-rank of this incidence matrix.
Clearly, the length of Cs,t(n, q) is the number of s-spaces in PG(n, q), i.e.[
n+ 1
s+ 1
]
q
. In 2002, Bagchi and Inamdar determined the minimum weight and
the nature of the minimum weight codewords of Cs,t(n, q) resulting in the following
theorem. Let ∆s,t denote the incidence system whose points and blocks are the
s-spaces and t-spaces in PG(n, q), respectively, and the incidence is inclusion.
8 MICHEL LAVRAUW, LEO STORME, AND GEERTRUI VAN DE VOORDE
Theorem 3.1. [6, Theorem 1] The minimum weight of Cs,t(n, q) is
[
t+ 1
s+ 1
]
q
,
and the minimum weight vectors are the scalar multiples of incidence vectors of the
blocks of ∆s,t.
For Ct(n, q), this result was known since the 1970’s in which Theorem 3.1
reduces to the following theorem.
Theorem 3.2. [2, Proposition 5.7.3] The minimum weight codewords of Ct(n, q)
are the scalar multiples of the incidence vectors of the t-spaces.
The dimension of this code is only known for the case of points and t-spaces
in PG(n, q). The dimension of Ct(n, q) is determined by Hamada in [20], where he
gives the following formula.
Theorem 3.3. [20] The dimension of the p-ary code Ct(n, q), q = ph, is given
by: ∑
s0
· · ·
∑
sh−1
h−1∏
j=0
L(sj+1,sj)∑
i=0
(−1)i
(
t+ 1
i
)(
t+ sj+1p− sj − ip
t
)
,
where sh = s0 and summations are taken over all integers sj (for j = 0, . . . , h− 1)
such that
t+ 1 ≤ sj ≤ n+ 1, and 0 ≤ sj+1p− sj ≤ (n+ 1)(p− 1),
and
L(sj+1, sj) = bsj+1p− sj
p
c.
In [26], the authors prove the following slightly easier formula for the dimension
of the code Ct(n, q).
Theorem 3.4. [26, Theorem 2.13] The dimension of the p-ary code Ct(n, q),
q = ph, is given by:
1 +
n−t∑
i=1
∑
1 ≤ r1, . . . , rh−1 ≤ n− t
r0 = rh = i
h−1∏
j=0
rj+1−1∑
s=0
(−1)s
(
n+ 1
s
)(
n+ prj+1 − rj − ps
n
)
.
In the case of points and hyperplanes, this formula simplifies to the following
formula, which was already deduced by Goethals and Delsarte [18].
Theorem 3.5. [18] The dimension of the p-ary code Cn−1(n, q), q = ph, is(
n+ p− 1
n
)h
+ 1.
It follows from the previous theorem that the p-rank of the incidence matrix
of points and lines of PG(2, q), q = ph, is
(
p+1
2
)h
+ 1. This was already proved
in 1966 by Graham and MacWilliams [19]. Hamada and Sachar conjecture that
Desarguesian projective planes can be characterised by this property.
Open Problem 3.6. Show that the incidence matrix of every projective plane
pi of order ph has p-rank at least
(
p+1
2
)h
+ 1 and that equality holds if and only if
the plane pi is Desarguesian.
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Moreover, Salwach showed that the p-rank of the incidence matrix of an arbi-
trary projective plane of order p, p prime, is
(
p+1
2
)
+ 1 [45]. Thus, if one can prove
the Hamada-Sachar conjecture, one has proved another - more famous - conjecture,
namely the conjecture that the projective plane of order p is unique.
Open Problem 3.7. Determine the dimension of Cs,t(n, q), s 6= 0.
For the binary code Cs,s+2(n, q), q even, McClurg derived an upper bound on
the dimension in [39].
3.2. Codewords of small weight in Cs,t(n, q). For some small planes, the
entire weight distribution of the code C(2, q) is known. Recall that Ai denotes the
number of codewords with weight i.
3.2.1. The projective plane of order 2. This code has parameters [7, 4, 3] and
A0 = 1, A3 = 7, A4 = 7, A7 = 1 and all other Ai = 0. This code is the well-known
Hamming code Ham(3, 2).
3.2.2. The projective plane of order 3. This code has parameters [13, 7, 4] and
A0 = 1, A4 = 26, A6 = 156, A7 = 624, A9 = 494, A10 = 780, A12 = 78, A13 = 28 and
all other Ai = 0.
3.2.3. The projective plane of order 4. This code has parameters [21, 10, 5]. Its
weight distribution is A0 = A21 = 1, A5 = A16 = 21, A8 = A13 = 210, A9 = A12 =
280 and all other Ai = 0.
3.2.4. The projective plane of order 5. This code has parameters [31, 16, 6]. The
weight enumerator was determined by hand in [40]. They found that the weight
distribution is:
A0 = 1 A16 = 41085540 A24 = 24062665000
A6 = 124 A17 = 148242000 A25 = 27302369724
A10 = 1860 A18 = 465620000 A26 = 25006057620
A11 = 5580 A19 = 1279819500 A27 = 18607471000
A12 = 62000 A20 = 3020794380 A28 = 10587941500
A13 = 604500 A21 = 6454257660 A29 = 4408386000
A14 = 1767000 A22 = 11506425000 A30 = 1165216220
A15 = 11895940 A23 = 18365221500 A31 = 151980976,
and all other Ai = 0.
3.2.5. The projective plane of order 8. This code has parameters [73, 28, 9].
Prange [43] calculated its weight enumerator by computer in 1959, and Chouinard
[11] by hand in 2000. They found:
A0 = A73 = 1 A28 = A45 = 6671616
A9 = A64 = 73 A29 = A44 = 10596096
A16 = A57 = 2628 A32 = A41 = 29369214
A21 = A52 = 56064 A33 = A40 = 36301440
A24 = A49 = 784896 A36 = A37 = 49056000
A25 = A48 = 1379700, and all other Ai = 0.
In all other cases, only partial results are known. The search for small weight
codewords started in the 1990’s, and the first results were obtained for the code
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of points and lines in planes of prime order. McGuire and Ward [40] proved that
there are no codewords of C(2, p), p an odd prime, in the interval [p+2, 3(p+1)/2].
This result was extended by Chouinard in [11], [12], where he proved the following
theorem.
Theorem 3.8. [11], [12] There are no codewords in C(2, p), p prime, with
weight in the closed interval [p+ 2, 2p− 1].
In [15], the result of Chouinard was extended by Fack et al. to a larger interval
for p prime.
Theorem 3.9. [15, Theorem 4] The only codewords c, with 0 < wt(c) ≤ 2p+
(p− 1)/2, in C(2, p), p ≥ 11, are:
(i) codewords with weight p+ 1: α`, with ` a line of PG(2, p), α ∈ Fp \ {0},
(ii) codewords with weight 2p : α(`1 − `2), with `1 and `2 two distinct lines of
PG(2, p), α ∈ Fp \ {0},
(iii) codewords with weight 2p + 1: α`1 + β`2, β 6= −α, α, β ∈ Fp \ {0}, with
`1 and `2 two distinct lines of PG(2, p).
Very recently, this theorem was improved by Ga´cs, Szo˝nyi and Weiner in [17]
who proved the following result.
Theorem 3.10. [17] A codeword c in C(2, q), q = ph, with wt(c) < d√qeq +
1 + (q− d√qe2) is a linear combination of dwt(c)q+1 e lines, when q is large and h > 2.
We believe that the techniques developed by Ga´cs, Szo˝nyi and Weiner to prove
Theorem 3.10 might be extendable to find similar results for the code Ct(n, q).
This makes it very plausible that in the near future, codewords of small weight in
Ct(n, q) will be characterised up to much larger weights. The following result is
already known.
Theorem 3.11. [36, Theorem 12] There are no codewords in Ct(n, q)\Cn−t(n, q)⊥,
q = ph, with weight in the open interval ]θt, 2qt[, p > 5.
Theorem 3.11 does not say anything about the codewords that are contained in
Ct(n, q)∩Cn−t(n, q)⊥. In the next theorem, this kind of codewords are permitted.
Theorem 3.12. There are no codewords in Ct(n, q), q = ph, with weight in the
open interval ]θt, 2( q
n−1
qt−1 (1− 1p ) + 1p )[.
Proof. This is a corollary of Theorem 3.11 and Theorem 4.1. 
Open Problem 3.13. Characterise codewords in Ct(n, q), n > 2, of weight
smaller than a certain constant as a linear combination of a small number of code-
words of minimum weight.
The following theorem shows that there is an empty interval on the size of small
weight codewords of Cn−1(n, q). This interval is sharp since θn−1 is the weight of a
codeword arising from the incidence vector of a hyperplane and 2qn−1 is the weight
of a codeword arising from the difference of the incidence vectors of two distinct
hyperplanes.
Theorem 3.14. [36, Corollary 20] There are no codewords with weight in the
open interval ]θn−1, 2qn−1[ in the code Cn−1(n, q), q = ph, p > 5.
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Also in the prime case, we have a sharp interval.
Theorem 3.15. [36, Corollary 21] There are no codewords with weight in the
open interval ]θt, 2pt[ in the code Ct(n, p), p > 5.
Open Problem 3.16. Determine whether there is a gap in the weight enumer-
ator of the code Cs,t(n, q).
3.3. The Hermitian unitals as codewords. It follows from the following
result that Hermitian unitals are codewords in C(2, q2).
Theorem 3.17. [2, Theorem 6.6.1] The code of points and Hermitian unitals
in PG(2, q2) equals the code of points and lines in PG(2, q2).
This theorem shows the sharpness of the bound in Theorem 3.10. In [7],
Blokhuis et al. prove the following theorem, conjectured by Assmus and Key in [3].
Theorem 3.18. Let U be a unital embedded in Π = PG(2, q2), then U is
Hermitian if and only if the incidence vector of U is in C(Π).
It follows from this theorem that a Hermitian unital can be written as a sum
of lines.
Open Problem 3.19. Determine a linear combination of lines that gives the
Hermitian unital.
In 2003, Baker and Wantz extended this theorem for a particular class of unitals
in the Hughes plane [5].
4. The code Cs,t(n, q)⊥
4.1. The parameters of Ct(n, q)⊥. In this section, we summarise the known
results on the parameters of the dual code Cs,t(n, q)⊥ of Cs,t(n, q). In contrast to
the previous case, the minimum weight of the dual code Cs,t(n, q)⊥ is not known
in general, and even for the case C(2, q)⊥, only bounds on the minimum weight are
known (unless q is even or prime).
We first give a construction of a codeword of Cs,t(n, q)⊥ of small weight. Recall
that by hypothesis, s < t. Let µ1 and µ2 be two (n − t + s)-spaces in PG(n, q)
intersecting in an (n−t+s−1)-dimensional space µ. Let pi be an (s−1)-dimensional
subspace of µ. Let S be the set of s-spaces through pi contained in (µ1 ∪ µ2), not
lying in µ. Then S corresponds to a codeword of weight 2qn−t in PG(n, q). This
observation gives an upper bound on the minimum weight of Cs,t(n, q)⊥. In [6],
Bagchi and Inamdar derive the following lower bound on d(Cs,t(n, q)⊥).
Theorem 4.1. [6, Theorem 3] The minimum weight d of Cs,t(n, q)⊥ satisfies:
2
(
qn−s − 1
qt−s − 1 (1−
1
p
) +
1
p
)
≤ d ≤ 2qn−t.
If the lower bound is attained, then t = s+ 1.
It is easy to see that for q prime and t = s+1, the upper and lower bound in the
previous theorem coincide, hence, the minimum weight of Cs,s+1(n, p)⊥, p prime,
is equal to 2pn−s−1. In the case that s = 0, Bagchi and Inamdar also determine
the nature of the codewords of minimum weight 2pn−1 in C1(n, p)⊥.
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Theorem 4.2. [6, Proposition 2] The minimum weight of C1(n, p)⊥, p prime,
is 2pn−1. Moreover, the codewords of minimum weight are precisely the scalar
multiples of the difference of two hyperplanes.
The fact that the minimum weight of C(2, p)⊥, p prime, is 2p was known since
the 1970’s, when Assmus and Key derived the following bounds on the minimum
weight of C(2, q)⊥.
Theorem 4.3. [2, Theorem 6.4.2] The minimum weight d of C(2, q)⊥ satisfies
q + p ≤ d ≤ 2q,
and the lower bound is attained if p = 2.
The sharpness of the lower bound follows from the existence of hyperovals in
the projective plane PG(2, q), q even. If q is odd, other lower bounds were known.
In 1979, Sachar proved the following result for C(2, q)⊥.
Theorem 4.4. [44, Proposition 2.3] The minimum weight of C(2, q)⊥, p > 2,
is at least 4q/3 + 2.
Theorem 4.5. [44, Proposition 2.4] Let c be a codeword of C(2, q)⊥, with p 6 |
wt(c). If p = 5, then wt(c) ≥ 4(2q + 3)/5 and if p > 5, then wt(c) ≥ (12q + 18)/7.
The bounds derived by Sachar hold for the non-Desarguesian case as well. The
divisibility condition in this latter theorem was proven to be unnecessary in [35];
the same ideas are used to extend these lower bounds to the code of Ct(n, q)⊥.
Theorem 4.6. [35, Theorem 14] [35, Theorem 15] If p 6= 2, then d(Ct(n, q)⊥) ≥
(4θn−t + 2)/3, if p = 7, then d(Ct(n, q)⊥) ≥ (12θn−t + 2)/7 and if p > 7, then
d(Ct(n, q)⊥) ≥ (12θn−t + 6)/7.
In 1999, Calkin, Key and de Resmini [10] extended Theorem 4.3 to general
dimension.
Theorem 4.7. [10, Proposition 1] The minimum weight d of Ct(n, q)⊥ satisfies
the following:
(q + p)qn−t−1 ≤ d ≤ 2qn−t.
They show again that for p = 2, this lower bound is sharp.
Theorem 4.8. [10, Theorem 1] The minimum weight of Ct(n, q)⊥, q even, is
(q + 2)qn−t−1.
If q = p, it follows from Theorem 4.7 that the minimum weight of Ct(n, p)⊥
is 2pn−t. In [35], this result is derived in a different way; it is shown that finding
the minimum weight of Ct(n, q)⊥ can be reduced to finding the minimum weight
of C1(n− t+ 1, q)⊥.
Theorem 4.9. [35, Theorem 10] d(Ct(n, q)⊥) = d(C1(n− t+ 1, q)⊥).
Using Theorem 4.2 of Bagchi and Inamdar for C1(n, p)⊥, p prime, they derive
the following result for Ct(n, p)⊥. Note that it was already shown that the minimum
weight of Ct(n, p)⊥ was 2pn−t, but the nature of the minimum weight codewords
was not known.
Theorem 4.10. [35, Theorem 12] The minimum weight of Ct(n, p)⊥, p prime,
is equal to 2pn−t, and the codewords of weight 2pn−t are the scalar multiples of the
difference of two (n− t)-spaces intersecting in an (n− t− 1)-space.
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Bagchi and Inamdar conjecture that, if p is prime, the minimum weight of the
dual code Cs,t(n, p)⊥ is 2pn−t too and that the minimum weight codewords are
exactly the codewords constructed in the beginning of this section. This conjecture
is still open, except for the cases s = 0 and t = s+ 1 [6].
Open Problem 4.11. Show that the minimum weight of Cs,t(n, p)⊥, p prime,
equals 2pn−t or construct a codeword of Cs,t(n, p)⊥ that has smaller weight.
Open Problem 4.12. Determine the minimum weight of Cs,t(n, q)⊥.
4.2. A new upper bound on the minimum weight of Ct(n, q)⊥. When
q is not a prime, there are counterexamples to Theorem 4.10 (with p replaced by
q). In [6, p. 130], the authors write that they have no examples of codewords
of C(2, q)⊥, with weight smaller than 2q, where q is odd. The following theorem,
proved in [35], provides numerous examples of such codewords for even and odd q.
Theorem 4.13. [35, Theorem 13] Let B be a minimal (n − t)-blocking set in
PG(n, q) of size qn−t + x, with x < (qn−t + 1)/2, such that there exists an (n− t)-
space µ intersecting B in x points. The difference of the incidence vectors of B and
µ is a codeword of Ct(n, q)⊥ of weight 2qn−t + θn−t−1 − x.
Proof. If x < (qn−t+1)/2, then B is a small minimal (n−t)-blocking set. If µ
is an (n−t)-space intersecting B in x points, then (B−µ, pi) = (B, pi)−(µ, pi) = 0 for
all t-spaces pi since (µ, pi) = 1 and Theorem 2.1 shows that (B, pi) = 1. Hence, B−µ
is a codeword of Ct(n, q)⊥, with weight |B|+θn−t−2|B∩µ| = 2qn−t+θn−t−1−x. 
We will use this theorem to improve on the upper bound for the minimum
weight of codewords of Ct(n, q)⊥. To do this, we need to find a small minimal
(n− t)-blocking set B of size qn−t+x such that there exists an (n− t)-space µ with
|µ∩B| = x where x is taken as large as possible. The following theorem corrects a
wrong upper bound, derived earlier in [35, Theorem 13].
Theorem 4.14. There exists a small minimal (n − t)-blocking set B of size
qn−t + x such that there is a (n − t)-space µ with |B ∩ µ| = x and with x =
qn−t−1(q − 1)/(p− 1) + θn−t−2.
Proof. Let B′ be the set of points in PG(2, q) of the following form:
{(1, x, xp)|x ∈ Fq} ∪ {(0, x, xp)|x ∈ Fq \ {0}}.
Now 〈(0, x, xp)〉 = 〈(0, 1, xp−1)〉 and xp−1 takes (q − 1)/(p − 1) different values,
since xp−1 = yp−1 if and only if x = a · y with a ∈ Fp \ {0}. This implies that
|B′| = q+(q−1)/(p−1). The set B′ is a blocking set of Re´dei-type since the line L
with equation X0 = 0 contains (q−1)/(p−1) points of B′. Embed ν = PG(2, q) in
PG(n−t+1, q) and let ψ be an (n−t−2)-dimensional space skew to ν. Let B be the
cone with vertex ψ and base B′, then B has size qn−t−1(q+(q−1)/(p−1))+θn−t−2 =
qn−t + x with x = qn−t−1(q − 1)/(p− 1) + θn−t−2. The (n− t)-space 〈ψ,L〉 meets
B in x points. Embed PG(n− t + 1, q) in PG(n, q). It is clear that the set B is a
minimal (n− t)-blocking set in PG(n, q). 
Using this, together with Theorem 4.13, yields the following corollary.
Corollary 4.15. The minimum weight of Ct(n, q)⊥ satisfies the following
inequality:
d(Ct(n, q)⊥) ≤ 2qn−t − qn−t−1(q − p)/(p− 1).
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For n = 2, i.e. the case of a Desarguesian projective plane, the codeword
constructed was also found in [29].
4.3. The minimum weight of the hull. The hull of a linear code C is de-
fined as C∩C⊥. The minimum weight vectors of the hull of C(2, q) are characterised
in the following theorem.
Theorem 4.16. [2, Corollary 6.4.4] The hull C(2, q) ∩ C(2, q)⊥ has minimum
weight 2q and the minimum weight vectors are the scalar multiples of the differences
of the incidence vectors of any two distinct lines of PG(2, q).
This was extended to the code of points and hyperplanes in [34].
Theorem 4.17. [34, Theorem 5] The minimum weight of the hull of Cn−1(n, q)
is equal to 2qn−1.
Open Problem 4.18. Determine the minimum weight of the hull of the code
Cs,t(n, q), where (s, t) 6= (0, n− 1).
4.4. The minimum weight of the dual code of a non-Desarguesian
projective plane. As seen in Section 2.2, there exist non-Desarguesian projective
planes, and also for these planes, the code of points and lines can be defined. The
minimum weight of the dual code of a projective plane depends on the structure
of this projective plane: projective planes of the same order can have dual codes
with different minimum weights. The minimum weight of the dual code of arbitrary
planes of orders 9, 25 and 49, was studied, and for translation planes and Hughes
planes, upper bounds on the minimum weight of the dual code were derived by
constructing examples of small weight codewords.
As seen in Section 2.4, the smallest non-Desarguesian projective planes have
order 9. For these cases, Key and de Resmini prove the following theorem.
Theorem 4.19. [27] Let Π be a projective plane of order 9. The minimum
weight of the dual ternary code of Π is 15 if Π is PG(2, 9), the Hall plane or the
dual Hall plane, and 14 if Π is the Hughes plane.
Clark, Key and de Resmini [13] proved the following result for planes of order
25.
Theorem 4.20. [13] If Π is a projective plane of order 25 and C is the code of
Π over F5, then the minimum weight d of C⊥ is either 42 or 44, or 45 ≤ d ≤ 50.
Moreover,
(1) if Π has a Baer subplane, then the minimum weight is either 42, 44 or 45;
(2) if the minimum weight is 42, then a minimum weight word has a support
that is the union of two projective planes pi1 and pi2, of order 4, that are
totally disjoint and the word has the form pi1 − pi2;
(3) if the minimum weight is 44, then the support of a minimum weight word
is the union of two disjoint complete 22-arcs that have 11 2-secants in
common;
(4) if the minimum weight is 45, then pi−L, where pi is a Baer subplane and
L is a line of the subplane pi, is a minimum weight word.
In particular, the dual 5-ary code of the Desarguesian projective plane PG(2, 25)
has minimum weight 45.
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For the dual 7-ary codes of the projective planes of order 49, the minimum
weight is not known, but Ngwane and Key derived the following bounds.
Theorem 4.21. [30] If C is the 7-ary code of a projective plane of order 49,
then the minimum weight d of C⊥ is in the range 88 ≤ d ≤ 98. If the projective
plane contains a Baer subplane, then 88 ≤ d ≤ 91.
For translation planes of order q2 and q3, the following theorem gives an upper
bound on the minimum weight.
Theorem 4.22. [13, Theorem 1] Let Π be a projective translation plane of
order qm, where m = 2, 3, q = ph and p is prime. Then the dual code of the
p-ary code of Π has codewords of weight 2qm − (qm−1 + qm−2 + · · · + q). If Π is
Desarguesian, this also holds for m = 4.
A similar construction to that used in the previous theorem was applied to
Figueroa planes by Key and de Resmini in [28].
Theorem 4.23. [28, Proposition 1] Let Π be the Figueroa plane Fig(q3) where
q = ph, p prime. Let C denote the p-ary code of Π. Then C⊥ contains words of
weight 2q3 − q2 − q. Furthermore, if d denotes the minimum weight of C⊥, then
(1) d = q3 + 2 if p = 2,
(2) 43q
3 + 2 ≤ d ≤ 2q3 − q2 − q if p = 3,
(3) 32q
3 + 2 ≤ d ≤ 2q3 − q2 − q if p > 3.
Open Problem 4.24. Determine the minimum weight of the dual code of
other classes of projective planes.
Open Problem 4.25. Derive a non-trivial upper bound on the minimum
weight of the dual code of a projective plane that holds for arbitrary projective
planes.
Open Problem 4.26. Prove or disprove the conjecture that the minimum
weight of the binary hull of a non-Desarguesian plane of order n is 2n.
The previous conjecture is already proved in the Desarguesian case (see The-
orem 4.16) and for the translation planes (see [2, p. 231]). If this were true in
general, it would follow, if n = 2 mod 4, n > 2, that there exist no hyperovals in
this particular (putative) projective plane of order n (see [4, p. II-1]).
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5. Summary
Table 1. Known values and bounds on the dimension and minimum
weight of linear codes from projective spaces (q = ph, p prime)
Code dimension k minimum weight d Theorem
Cs,t(n, q)
[
t+ 1
s+ 1
]
q
3.1
Ct(n, q) See Theorems θt 3.2, 3.3, 3.4
Cn−1(n, q)
(
n+p−1
n
)h
+ 1 θn−1 3.2, 3.5
Cs,s+2(n, q) upper bound [39]
[
s+ 3
s+ 1
]
q
3.1
Cs,t(n, q)⊥ 2
(
qn−s−1
qt−s−1 (1− 1p ) + 1p
)
≤ d
d ≤ 2qn−t 4.1
Cs,s+1(n, p)⊥ 2pn−s−1 4.1
C(2, q)⊥ q + p ≤ d ≤ 2q 4.3
C(2, q)⊥, p > 2 4q/3 + 2 ≤ d 4.4
Ct(n, q)⊥, p > 2 (4θn−t + 2)/3 ≤ d 4.6
Ct(n, q)⊥ (q + p)qn−t−1 ≤ d ≤ 2qn−t, 4.7
d = d(C1(n− t+ 1, q)⊥) 4.9
Ct(n, q)⊥, p = 2 (q + 2)qn−t−1 4.8
Ct(n, p)⊥ 2pn−t 4.10
Ct(n, q)⊥ d ≤ 2qn−t − qn−t−1 q−pp−1 4.15
Cn−1(n, q)∩
Cn−1(n, q)⊥ 2qn−1 4.17
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