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第１章 序  


















考えられている Fenna-Mat thews -Olson（ FMO）タンパク質複合体 [6 ]において（図
１ (a )）、Engel と Fleming は近年、著しく長寿命の励起子分布の量子ビートを観
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図１ .  ( a)  光合成におけるエネルギー移動の模式図 .  
(b )  FMO タンパク質複合体の 2 次元フーリエ変換電子分光で得られた励起子分
布の量子ビート .   
（ G. S.  Engel  e t .  a l . ,  Nature  446 ,  12  (2007)より Figure  2 を一部改変）  
( c)  FMO タンパク質複合体の狭帯域レーザー誘起蛍光実験から得られた 4  K に
おけるフォノン‐振電スペクトル（実線）と計算によって得られた 1 フォノン -
振動プロファイル（破線） .  















Feynman と Vernon は経路積分法に基づいて、量子系の時間発展における環境か
らの影響を、影響汎関数と名づけられた量子系の経路に依存した重み付けとし
て記述できることを示した [21]。この方法も一般化マスター方程式同様、数値




比較的数値的に扱いやすい形式となることを示した [12]。  
   このカルデラ‐レゲットモデルを数値的に解くためにも、さらにさまざまな
手法が開発された。 Caldeira と Legget t 自身は、スペクトル密度 𝐽(𝜔)が周波数に
対して線形 (∝ 𝜔)な場合に、環境の時間応答（非マルコフ性）を無視したマルコ
フマスター方程式が得られることを示した。 Kubo と Tanimura はスペクトル密
度がドルーデ‐ローレンツ型 𝐽(𝜔) = 2𝜆𝜔𝛾/(𝜔2 + 𝛾2)の場合に、環境の緩和関数と
応答関数が単純な時間の指数関数として減衰することを利用して、階層型量子
マスター方程式と呼ばれる、連立方程式によって縮約密度行列の時間発展を解



































ている（カットオフ周波数 𝜔𝐶は量子系を特徴づける周波数より十分大きい）。  
   以上のカルデラ‐レゲットモデルにおける数値計算手法は、スペクトル密度





















ル密度をもつことを報告している  （図 1(c)） [40]。この分子内モードとのカッ
プリングは、近年、大きな注目を集めている。Nalbach ら [41]は、Wendl ing らの
スペクトル密度 [40]を、ブロードな環境のモードと鋭い単一の色素振動モード
のピークの組み合わせとしてフィッティングしたスペクトル密度 [42]の下での
QUAPI 法に基づくダイナミクスを計算し、実験的に得られたもの [7 ]に比べて過
小評価されたコヒーレンス時間を得た。Nalb ach と Thorwar t [43]や、Mühlbacher
と Kleinekathöfer [44]は、分子動力学計算によって求められたタンパク質環境の
スペクトル密度 [45]の下でのシミュレーションを、複数の熱浴を導入できるよ








ナミクスを半古典的もしくは量子力学的に解き、それぞれ 1  ps を超えた非常に
長い電子コヒーレンスが生じることを見出した。 Kreisbeck と Kramer [51]は
Wendl ing らのスペクトル密度 [40]を 3 個もしくは 11 個のローレンツ型スペクト
ル密度の和として表し、階層的量子マスター方程式によってダイナミクスのシ











































第２章 理論  








= {𝐻𝑆(𝑝, 𝑞) + 𝐻𝑅(𝑄, 𝑃) + 𝐻𝐼(𝑞, 𝑄)}𝜓𝑡𝑜𝑡𝑎𝑙(𝑡)                                                   (2. 1) 
 
と書ける。ここで 𝐻𝑆(𝑞, 𝑝)は全系のエネルギーのうち、興味ある系の観測可能量
に関する座標 𝑞とその共役運動量 𝑝のみによるエネルギーを表し、𝐻𝑅(𝑄, 𝑃)はその
他の環境の座標 𝑄と運動量 𝑃によるエネルギー、 𝐻𝐼(𝑞, 𝑄)は興味ある系と環境の間
の相互作用によって生じるエネルギーを表している。Feynman と Vernon [21]は、
興味ある系の観測可能量の期待値を表現できる縮約密度行列の時間発展が、興




∗ (𝑞𝑖 , 𝑄𝑖)𝜓𝑡𝑜𝑡𝑎𝑙(𝑞𝑖
′, 𝑄𝑖






′ ; 𝑡) ≡ Tr𝑅[𝜌total(𝑞𝑓 , 𝑄𝑓; 𝑞𝑓
′ , 𝑄𝑓
′ ; 𝑡)] ≡ ∫𝑑𝑄𝑓 𝜌total(𝑞𝑓 , 𝑄𝑓; 𝑞𝑓













(𝑆𝑆[𝑞1] − 𝑆𝑆[𝑞2])} 𝐹[𝑞1, 𝑞2]𝜌𝑆(𝑞𝑖 , 𝑞𝑖
′; 0) 
                                                                                                                                                               (2. 2) 
ここで 𝑆𝑆[𝑞1]は興味ある系の座標経路 𝑞1(𝜏)に沿った作用であり、  
 












(𝑆𝑅[𝑄1] − 𝑆𝑅[𝑄2] + 𝑆𝐼[𝑞1, 𝑄1] − 𝑆𝐼[𝑞2, 𝑄2])} 𝜌𝑅(𝑄𝑖 , 𝑄𝑖





ときには、影響汎関数はガウス型となりその値が計算できる [3 ]（ Ap pendix  A）。
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さらに Caldei ra と Legget t [12]は、環境が非常に多くの調和振動子からなり、系
と環境が線形相互作用する、すなわち  
 











                                                                                         (2. 4a) 













に（ 𝜌𝑅(𝑡 = 0) = 𝜌𝑅
𝑒𝑞
∝ 𝑒−𝛽𝐻𝑅）影響汎関数が  
 




































2(𝑡′)]}                                                                                      (2. 5) 
 

















































𝛿(𝜔 − 𝜔𝛼)                                                                                                  (2. 7) 
 
縮約密度行列の時間発展 𝜌𝑆(𝑡)は系のハミルトニアン 𝐻𝑆とスペクトル密度 𝐽(𝜔)と
温度から決定される。  
影響汎関数は系と環境の相互作用がないとき（ 𝐽(𝜔) = 0）には 𝐹[𝑞1, 𝑞2] = 1とな
り、式 (2 .2)の時間微分は、 ∂𝑆𝑆/𝜕𝑡 = −𝐻𝑆[3 ,55]によって、系の量子リウビル方程






















(𝑆𝑆[𝑞1] − 𝑆𝑆[𝑞2])} 𝐹[𝑞1, 𝑞2]𝜌𝑆(𝑞𝑖 , 𝑞𝑖
′; 0) 






























′ ]Im𝐿(𝑡 − 𝑡′)[𝑞1(𝑡
′) + 𝑞2(𝑡
′)]} 
= [𝐻𝑆, 𝜌𝑆(𝑞𝑓 , 𝑞𝑓
′ ; 𝑡)] +
𝜇
2
[𝑞2, 𝜌𝑆(𝑞𝑓 , 𝑞𝑓








Re𝐿(𝑡 − 𝑡′)∫ 𝑑𝑞𝑚 ∫𝑑𝑞𝑚
































Im𝐿(𝑡 − 𝑡′)∫𝑑𝑞𝑚 ∫𝑑𝑞𝑚
























′ ; 𝑡′) 
 
最後の式の第３、４項は系の時刻 𝑡現在の座標 𝑞1(𝑡) = 𝑞𝑓と 𝑞2(𝑡) = 𝑞𝑓
′だけではなく
途中の時刻 𝑡′での座標 𝑞1(𝑡









2 .2 .  確率的リウビル -フォン・ノイマン方程式  




2 .2 .1 .  影響汎関数の確率的展開  
ガウス型確率測度𝑊[Ω]を持つ平均値 0 の確率過程 Ω(𝑡)の特性汎関数は一般に
次のように書かれる [5 6]（ Appendix B）：  
 
∫𝐷[Ω] 𝑊[Ω] exp (𝑖 ∫ 𝑑𝑡′
𝑡
0










                                                                                                                                                              (2. 8) 
ただし 𝑋(𝑡)は任意の関数であり、また、  
 
〈Ω(𝑡′)Ω(𝑡′′)〉𝑊 ≡ ∫𝐷[Ω]𝑊[Ω]Ω(𝑡




𝑋(𝑡)Ω(𝑡) → [𝑞1(𝑡) − 𝑞2(𝑡)]𝜉(𝑡)/ℏ + [𝑞1(𝑡) + 𝑞2(𝑡)]𝜈(𝑡)/ℏ                                              (2. 10) 
 
とおくと、式 (2 .5 )と式 (2 .8)から  
 



















2(𝑡′)])                                                                                      (2. 11) 
 




































































2(𝑡′)])                                                                                        (2. 12) 
 
との比較から、確率測度𝑊[𝜉, 𝜈]は条件  
 
〈𝜉(𝑡′)𝜉(𝑡′′)〉𝑊 ≡ ∫𝐷[𝜉, 𝜈] 𝑊[𝜉, 𝜈]𝜉(𝑡
′)𝜉(𝑡′′) = Re𝐿(𝑡′ − 𝑡′′)                                            (2. 13a) 
〈𝜉(𝑡′)𝜈(𝑡′′)〉𝑊 = 𝑖Θ(𝑡
′ − 𝑡′′)Im𝐿(𝑡′ − 𝑡′′)                                                                                 (2. 13b) 
〈𝜈(𝑡′)𝜈(𝑡′′)〉𝑊 = 0                                                                                                                             (2. 13c) 
 
を満たす必要がある。ここで 〈𝜉(𝑡′)𝜈(𝑡′′)〉𝑊 = 〈𝜈(𝑡
′′)𝜉(𝑡′)〉𝑊とおいた。また、Θ(𝑡)はヘ
ヴィサイドのステップ関数である。式 (2 .11)は影響汎関数が、式 (2 .13)を満たす
確率汎関数積分として表せることを示している。ただしこの特性汎関数は正定
値性を満たしていないことに注意する（ 𝐹[−𝑞1, −𝑞2] ≠ (𝐹[𝑞1, 𝑞2])
∗）。このため確率
測度𝑊[𝜉, 𝜈]が一意に存在すること（ボホナーの定理 [57]）は示せなくなる。  
式 (2 .11)を式 (2 .2 )に代入すると縮約密度行列は  
 
𝜌𝑆(𝑞𝑓 , 𝑞𝑓
































′)]𝜈(𝑡′)}) 𝜌𝑆(𝑞𝑖 , 𝑞𝑖
′; 0) 
= ∫𝐷[𝜉, 𝜈] 𝑊[𝜉, 𝜈]𝜌𝑆(𝑞𝑓 , 𝑞𝑓
′ ; 𝑡) ≡ 〈?̃?𝑆(𝑞𝑓 , 𝑞𝑓







































′)]𝜈(𝑡′)}) 𝜌𝑆(𝑞𝑖 , 𝑞𝑖
′; 0)          (2. 15) 
 





?̃?𝑆(𝑡) = [𝐻𝑆, ?̃?𝑆(𝑡)] +
𝜇
2
[𝑞2, ?̃?𝑆(𝑡)] − 𝜉(𝑡)[𝑞, ?̃?𝑆(𝑡)] − 𝜈(𝑡){𝑞, ?̃?𝑆(𝑡)}                    (2. 16) 
 
という簡単な形を得ることができる。すなわち式 (2 .15)は、関数形 𝜉(𝑡)と 𝜈(𝑡)ごと
に、式 (2 .16)の単純な時間積分（初期値 𝜌𝑆(0)）として計算できる。  
 
2 .2 .2 .  確率過程のモンテカルロサンプリング  
確率汎関数積分形式の縮約密度行列 (2 .14)は式 (2 .15)の重み付き平均であり、
これはモンテカルロサンプリングとして表現できる。  
 







≡ 〈?̃?𝑆(𝑡)〉                                  (2. 17) 
 




























= 0                                                           (2. 18c) 
 
ここで 𝜏は任意の時刻であり確率過程 𝜉(𝑡)と 𝜈(𝑡)が定常であることを表している。
𝑘はサンプルの番号を表している。  







?̃?𝑆𝑘(𝑡) = [𝐻𝑆, ?̃?𝑆𝑘(𝑡)] +
𝜇
2





















′)                                                                                       (2. 20a) 






′)                                                                                      (2. 20b) 
 


















= 𝛿𝑎𝑏𝛿(𝑡 − 𝑡







𝑛𝑎,𝑘(𝑡𝑗) = √−2 ln𝑋𝑘,𝑗 cos(2𝜋𝑌𝑘,𝑗) /√Δ𝑡                                                                               (2. 22a) 
𝑛𝑏,𝑘(𝑡𝑗) = √−2 ln 𝑋𝑘,𝑗 sin(2𝜋𝑌𝑘,𝑗) /√Δ𝑡                                                                                (2. 22𝑏) 
 
で表される（ボックス＝ミューラー法） [5 8]。ここで 𝑋𝑘,𝑗と 𝑌𝑘,𝑗  (𝑘 = 1,2, … , 𝐾;  𝑗 =
0, 1, 2, ….)は区間 (0,1]で一様分布する独立な乱数の対である（ C 言語では倍精度の
擬似乱数を生じる関数 drand48()を用いる）。必要な白色ノイズの数が 2 つより
多いときには独立な一様乱数の対を増やせばよい（ 𝑋𝑘,𝑗
′ , 𝑌𝑘,𝑗
′ , …）。  
式 (2 .20)、 (2 .21)を式 (2 .18)に代入すると  
 





′ − 𝑡′′) = Re𝐿(𝑡 − 𝑡′)                                       (2. 23a) 





′ − 𝑡′′) = 𝑖Θ(𝑡 − 𝑡′)Im𝐿(𝑡 − 𝑡′)                   (2. 23b) 











= ?̃?′(𝜔)                                                                                                           (2. 24a) 
∑ 𝑓𝑎(𝜔)?̃?𝑎(−𝜔)
𝑎
= 𝑖?̃?′′(𝜔)                                                                                                       (2. 24b) 
∑ ?̃?𝑎(𝜔)?̃?𝑎(−𝜔)
𝑎




?̃?′(𝜔) ≡ ∫ 𝑑𝑡
∞
−∞
e𝑖𝜔𝑡Re𝐿(𝑡)                                                                                                         (2. 25a) 
?̃?′′(𝜔) ≡ ∫ 𝑑𝑡
∞
−∞
e𝑖𝜔𝑡Θ(t)Im𝐿(𝑡)                                                                                               (2. 25b) 
 
とおき、 𝑓𝑎(𝜔) ≡ ∫𝑑𝑡 e




式 (2 .23)を満たす 𝑓𝑎(𝑡)と 𝑔𝑎(𝑡)の組み合わせは 1 つではない。 Stockb urger によ
って示された組み合わせは、簡単な計算により  
 




















𝑒𝑖𝜔𝑡√?̃?′′(𝜔)/2 = −𝑖𝑔3(𝑡)                                                           (2. 26b) 
 
と置いたものであることがわかる。Stockb urger はこの組み合わせによって、環
境の緩和時間が非常に短い場合の計算を行った [34 ,35 ]。一方、我々はこれとは
別の直感的な組み合わせとして  
 

















= 𝑖𝑔2(𝑡),                                                                       (2. 27b) 
 
を見出した。これらの組み合わせの間に物理的な違いは見出せないが、数値計
算結果の収束性に違いが存在する。特に Set  B は、ドルーデ‐ローレンツ型ス
ペクトル密度において緩和時間のパラメータ 𝛾−1が大きいとき（ 𝛾が小さいとき）
や高温のときによい収束性となる傾向があった（ Appendix D）。  
経験的に、 𝜈(𝑡)の振幅  
 












∗(𝜔)                          (2. 28) 
 
がこの収束性に影響を与える重要な量の一つとなっていることを見出すことが


































𝑒𝑖𝜔𝑡√𝐴(𝜔)?̃?′′(𝜔) 2⁄ = −𝑖𝑔4(𝑡),                                               (2. 29b) 
 
も可能であることを見出した。𝐴(𝜔)は任意の正定値関数（ 𝐴(−𝜔) = (𝐴(𝜔))∗）をと
ることができ、とくに 𝐴(𝜔) = 1とおけば Set  A に、𝐴(𝜔) = 0とおけば Set  B に一致
する。式 (2 .29)の下で 𝜈(𝑡)の振幅（式 (2 .28)）を最小化することを考えると  
 
Se t  C  
𝐴(𝜔) = {
0                 (?̃?′(𝜔) ≥ |?̃?′′(𝜔)|)
1                 (?̃?′(𝜔) < |?̃?′′(𝜔)|)
                                                                                (2. 30) 
 





















あった（ Appendix D）。以上の定式化において ?̃?′(𝜔)は非負の実対称関数（ ?̃?′(𝜔) =
?̃?′(−𝜔) ≥ 0）、 ?̃?′′(𝜔)は正定値関数（ ?̃?′′(−𝜔) = (?̃?′′(𝜔))∗）であることに注意する。ま
た、複素関数 ?̃?′′(𝜔)の平方根は２価関数であるが、正負の符号を適当に取ること
で √?̃?′′(𝜔)が１価の連続な複素関数となるように取り扱う。このように取り扱う
と、Re?̃?′′(𝜔 = 0) < 0なので、√?̃?′′(−𝜔) = −(√?̃?′′(𝜔)) ∗となる。フーリエ変換は ∫𝑑𝑡 𝑒𝑖𝜔𝑡 =
𝛿(𝜔), ∫ 𝑑𝜔 𝑒−𝑖𝜔𝑡 = 2𝜋𝛿(𝑡)を満たすとした。数値計算におけるノイズ生成の実装手法
については Appendix C で述べる。  
   元来の有色ノイズの定式化 [59]では、過去の過程から未来の過程を推測する
という工学的な興味を前提として、畳み込まれる（フィルタリング）関数に因
果律、𝑓𝑎(𝑡 < 0) = 𝑔𝑎(𝑡 < 0) = 0、が仮定されていた。現在の数学領域における確率













𝑓𝑎(𝑡 − 𝑡0 − 𝑡
′)𝑛𝑎,𝑘(𝑡
′)                                                                           (2. 20a′) 




𝑔𝑎(𝑡 − 𝑡0 − 𝑡
′)𝑛𝑎,𝑘(𝑡
′)                                                                           (2. 20b′) 
 
を 𝑡0 ≪ 0として与えても、例えば、  
 
〈𝜉(𝑡)𝜉(𝑡′)〉 ≡ ∑∫ 𝑑𝑡′′
𝑡
−∞𝑎
𝑓𝑎(𝑡 − 𝑡0 − 𝑡
′′)𝑓𝑎(𝑡







′ − 𝑡′′) → Re𝐿(𝑡 − 𝑡′)                                                      (2. 23a′) 
 




   また、本研究では、ノイズとしてガウス型のものしか考えていない。これは
影響汎関数 (2 .3 )がガウス型の場合 (2 .4 )に限定された状況を表現できればよい
ためである。一般に、ガウス型のノイズに任意の線形変換を行ってもノイズの
ガウス性は保たれることが知られている [70]。このことから逆に、影響汎関数
がガウス型でない、すなわち、式 (2 .5 )の 2 次形式の指数関数の代わりに、







変換を行うという戦略が考えられる。   
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第３章 ２サイトのフレンケル励起子モデル  
   本章では確率的リウビル‐フォン・ノイマン方程式を２サイトのフレンケル
励起子モデルへと適用し、正しい結果が得られることを確認する。  
 







７個の BChl  a 色素サイトに、環境フォノンはタンパク質土台に対応する。  
   I shizak i と Fleming は最も単純な励起エネルギー移動系である、２色素サイ
トの場合のフレンケル励起子モデルについて議論した [36 ,37 ]。  
 
𝐻 = 𝐻𝑆 + 𝐻𝑅 + 𝐻𝐼 ,                                                                                                                             (3. 1) 
𝐻𝑆 = ∑ |𝑒𝑚⟩ 𝑚⟨𝑒𝑚|
𝑚=1,2
+ Δ(|𝑒1⟩⟨𝑒2| + |𝑒2⟩⟨𝑒1|),                                                                       (3. 2a) 
𝐻𝑅 = ∑ 𝐸𝑚
𝑝ℎ
𝑚=1,2
,                                                                                                                                  (3. 2b) 











2 /2𝑀𝛼 + 𝑀𝛼𝜔𝛼
2𝑄𝑚𝛼
2 /2)𝛼 はサイト𝑚と相互
作用する環境フォノンのエネルギーであり、 𝜔𝛼 , 𝑀𝛼は 𝛼番目のフォノンモードの
周波数、質量を表している。 𝑢𝑚 = − ∑ 𝑀𝛼𝜔𝛼
2𝑑𝑚𝛼𝑄𝑚𝛼𝛼 は電子‐フォノンカップリン
グエネルギー、 𝜆𝑚 = ∑ 𝑀𝛼𝜔𝛼
2𝑑𝑚𝛼
2 /2𝛼 はサイト𝑚の再配置エネルギーであり、 𝑑𝑚𝛼は
サイト𝑚の電子基底状態と電子励起状態の間のモード 𝛼における平衡位置のず
れを表している。  
   このハミルトニアンはカルデラ‐レゲットモデルにおいて、観測可能量をパ
ウリ行列へと置き換え 𝑞 → (|1⟩⟨1| − |2⟩⟨2|)/2 = 𝜎𝑍/2、カップリング定数やフォノン
座標、運動量をベクトル型とした、 𝑐𝛼 → 𝑀𝛼𝜔𝛼
2𝑑1𝛼𝒊1 − 𝑀𝛼𝜔𝛼
2𝑑2𝛼𝒊2,  𝑄𝛼 → (𝑄1𝛼 −
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𝑑1𝛼/2)𝒊1 + (𝑄2𝛼 − 𝑑2𝛼/2)𝒊2,  𝑃𝛼 → 𝑃1𝛼𝒊1 + 𝑃2𝛼𝒊2に等しい。ただし、 𝒊𝑚は正規直行ベクト
ル 𝒊𝑚 ∙ 𝒊𝑚′ = 𝛿𝑚𝑚′であり、𝒊𝑚と |𝑚





























{𝜎𝑍, ?̃?𝑆𝑘(𝑡)}.   (3. 4) 
 
ただし、 = 1 − 2はサイトエネルギーの差である。もし存在するならば、再配
置エネルギーのサイト間の差もこの項に含める（ = 1 − 2 + λ1 − λ2）。  
 
3 .2 .  階層的量子マスター方程式との比較  
ここで I shizak i と Fleming による階層的量子マスター方程式の結果 [37 ]との
比較のために、各サイトのスペクトル密度が等しく、ドルーデ‐ローレンツ型  
 
𝐽1(𝜔) = 𝐽2(𝜔) = 𝜆
2𝜔𝛾
𝜔2 + 𝛾2
                                                                                                           (3. 5) 
 
であると仮定した。サイトエネルギーの差 は 100  cm - 1、サイト間カップリング
強度 Δは 100 cm - 1、温度は 300  K とし、再配置エネルギーのパラメータ 𝜆を 2  cm - 1、
20  cm - 1、 100  cm - 1 と 500  cm - 1、緩和時間のパラメータ 𝛾−1を 100  f s と 500  f s とし
て、計 8 通りでのサイト１における励起子分布ダイナミクスを計算した。フィ
ルタリングの組み合わせとして Set  B（式 (2 .27)）を用い、サンプル数 𝐾 = 106と
した結果を図 2  (a) -(h)の赤実線で示す。これらのサンプリングにかかる CPU 時
間は、 Inte l ®  Xeon ®  X5482 (3.20 GHz)を用いて 5 分程度であった。青破線は Ref.  
32 における階層型量子マスター方程式を用いた計算結果の図（ Figure  4 (a) -(d)
と Figure  6(a) -(d)）を数値データとして抽出して、プロットし直したものである。


















































階層型量子マスター方程式による計算結果 [A.  I shizaki  and  G.  R.  Fleming,  J .  
Chem. Phys .  130 ,  234111 (2009) .の Figure  4 と Figure  6 から Digi ta l CurveTracer（フ
リーソフト）によりデータを抽出 ]（青破線）の比較。スペクトル密度のパラメ
ータ (𝜆, 𝛾−1)はそれぞれ (a )  (2 cm−1, 100 fs),  (b )  (20 cm−1, 100 fs),  ( c )  (100 cm−1, 100 fs),  
(d )  (500 cm−1, 100 fs),  ( e )  (2 cm−1, 500 fs),  ( f )  (20 cm−1, 500 fs),  (g)  (100 cm−1, 500 fs),  
(h)  (500 cm−1, 500 fs)、温度は 300  K、初期分布 (𝜌𝑆(0))11 = 1である。  







































































図 2 続き   











































































ン・ノイマン方程式 (3 .4 )において 𝜈(𝑡) = 0と置くことで、反交換子の項を無視し
た計算によっても再現された。解析的な議論においても、この反交換子項を無
視した方程式は、影響汎関数 𝐹[𝑞1, 𝑞2]が 𝑞1(𝑡) − 𝑞2(𝑡)のみの汎関数として表現され
る状況 ( Im𝐿(𝑡′ − 𝑡′′) = 0)を確率的に展開した場合（第 2 章 B1 節参照）に対応して
おり、影響汎関数理論の規則Ⅴ [3 ]によって、古典的な不確定な力 𝜉(𝑡)が系に作
用していることを表している。したがって、一般の確率的リウビル‐フォン・
ノイマン方程式 (2 .19)における 𝜉(𝑡)を古典的なノイズ、𝜈(𝑡)を量子的なノイズとし
て分類することにしよう。  
今回のようなドルーデ‐ローレンツ型スペクトル密度の環境を持つ高温の















𝜈(𝑡)の振幅のみを変化させることができる。図 3 (a)と (b )は摩擦核の実部と虚部
を示しており、赤、緑、青線は再配置エネルギーと温度がそれぞれ、 (𝜆, 𝛽) =
(60 cm−1, 100 K), (20 cm−1, 300 K), (2 cm−1, 3000 K)の場合のものである。図 3(c)と (d)
はこれらのパラメータにおける古典的なノイズの実部と量子的なノイズの虚部
の Set  B によるサンプルの１つを示している。 Set  B で 𝜆/𝛽を一定値に保つと、
量子的なノイズ 𝜈(𝑡)の振幅のみが再配置エネルギーに比例して変化する。図 3 
(e)の実線は上記のパラメータの下での分布ダイナミクスを示している。これら






量 子 系 の ハ ミ ル ト ニ ア ン の も と で の カ ノ ニ カ ル 分 布 ⟨𝑒1| exp(−𝛽𝐻𝑆) |𝑒1⟩/
Tr𝑆{exp(−𝛽𝐻𝑆)}に近い値となっている。真に得られるべき熱平衡値は、ハミルト





















𝜈(𝑡)Tr{𝜎𝑍?̃?𝑆𝑘(𝑡)}                                                                                                 (3. 8) 
 













図 3(a) ,  (b )  摩擦核の実部と虚部 Re𝐿(𝑡), Im𝐿(𝑡)Θ(𝑡)。赤、緑、青線はスペクトル密
度と温度のパラメータが (𝜆, 𝑇) = (60 cm−1, 100 K), (20 cm−1, 300 K), (2 cm−1, 3000 K)の



































































図 3(c) ,  (d )  ノイズ 𝜉(𝑡), 𝜈(𝑡)の Set B によるサンプルの例。赤、緑、青線のパラメ
ータは図 3(a) ,  (b)と同じ。(e )  同じパラメータの下での分布ダイナミクスの違い。
水色破線は 𝜈(𝑡) = 0の場合。黒、茶紫点線は 100 K,  300  K,  3000  K における量子
系のハミルトニアン 𝐻𝑆の下でのサイト 1 のカノニカル分布。   
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(e)  = 60 cm-1, T = 100 K
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3.4 .  複雑なスペクトル密度の場合  
   次に、より複雑なスペクトル密度として、 Ref.  35 の狭帯域レーザー誘起蛍
光実験で得られたスペクトル 𝐽𝑒𝑥𝑝(𝜔)を利用した結果を示す。簡単のため、各サ
イトのスペクトル密度は等しいと考える。分光実験で直接得られる 1 フォノン
‐振動プロファイル 𝜙(𝜔)（図 1(c)）は 𝐽𝑒𝑥𝑝(𝜔)/𝜔
2に比例し、面積１に規格化され
ている。この関数に 𝜔2をかけて、さらに適当な係数 ℎをかけることで、スペクト
ル密度 𝐽𝑒𝑥𝑝(𝜔) = ℎ𝜔




るように調節する。 𝜆 = 20 cm−1と仮定したスペクトル密度 𝐽𝑒𝑥𝑝(𝜔)が図 4(a)の青線
で示されている。ここで、元となる 1 フォノン‐振動プロファイル 𝜙(𝜔)には、
図 1(c)の破線を目測で 𝜔 = 0 cm−1から 500 cm−1までフィッティングしたものを用
いている。赤線、緑線は同じ再配置エネルギーのドルーデ‐ローレンツ型スペ
クトル密度の 𝛾−1 = 100 fs, 500 fsの場合をそれぞれ示している。これらのスペクト
ル密度の下での分布ダイナミクスが図 4(b)にそれぞれ青線、赤線、緑線で示さ
れている。ここで、青線の分布ダイナミクスの結果は Set  C のフィルタリング
関数形を用いて計算している。このとき Set  B のフィルタリング関数形を用い
ると 𝑔1(𝑡)（式 (2 .27b)）が無限大に発散するために数値計算が不可能であり、一
方 Set  A のフィルタリングは計算可能であるが、 Set  C よりも収束性が悪い
（ Appendix D）。  












図 4(a)  ドルーデ‐ローレンツ型スペクトル密度（赤線 :𝜆 = 20 cm−1, 𝛾−1 = 100 fs、
緑線 :𝜆 = 20 cm−1, 𝛾−1 = 500 fs）と、狭帯域レーザー誘起蛍光実験で得られたスペ
クトル関数 [40]をフィッティングして再配置エネルギーが 𝜆 = 20 cm−1となるよ
うに規格化して得られたスペクトル密度（青線）。(b )  これらのスペクトル密度
の下での分布ダイナミクス。  
































































𝐽1(𝜔) = 𝐽2(𝜔) = 𝜆
(1)
𝜔𝛾(1)
(𝜔 − 𝜔(1))2 + 𝛾(1)
2                                                                                 (4. 1) 
 




図 5(a)にそのいくつかの例を示す。中心周波数は 𝜔(1) = 75, 200, 225, 250, 375 cm−1 
(緑、紫、赤、水色、青 )の 5 通り、その他のパラメータは 𝜆(1) = 0.25 cm−1, 𝛾(1) = 10 cm−1
としている。これらのスペクトル密度の下でのダイナミクスを図 5(b)に示す。
𝜔(1) = 75, 375 cm−1では環境の影響がない場合とほとんど同じ単振動のダイナミ
クスとなり、 𝜔(1) = 200, 225, 250 cm−1では振動の減衰が見られた。赤破線は 𝜔(1) =








−𝑖𝛬𝑆𝑡/ℏ𝑈†,                                          (4. 2) 
 
に変換したものを図 5(c)に示す。ここで 𝛬𝑆 = 𝑈
†𝐻𝑆𝑈は量子系のハミルトニアン
(3 .2a)を対角化したものであり、𝑈はユニタリ行列である。これによって環境の
影響は 𝜔(1)が 225 cm−1から離れるほど小さくなっていることがわかる。この
225 cm−1という値は孤立した量子系の固有振動数、すなわちハミルトニアン
(3 .2a)の２つの固有値の差 |Λ1 − Λ2| = 2√
2/4 + Δ2 ≅ 223.6 cm−1の付近となっている。 
このような挙動は式 (3 .4 )におけるノイズの特性から理解することができる。




のある、部分的にインコヒーレントな振動 [6 3,64]となっている。𝜔(1) = 225 cm−1の
ときの 𝜉(𝑡)の１次コヒーレンス度 𝑔𝜉
(1)(𝑡 − 𝑡′) = ⟨𝜉∗(𝑡)𝜉(𝑡′)⟩/⟨|𝜉(𝑡)|2⟩を図 5(e)に示す。
これはローレンツ型周波数分布をもつカオス光源の 1 次コヒーレンス度（の実







   再配置エネルギー 𝜆(1)をより大きい値、 10 cm−1としたときには、量子系の固
有振動数から少し離れたピーク周波数 𝜔(1)の場合でも、ダイナミクスが孤立系の
ものから大きく変化するようになる（図 5(f) , (g)）。 𝜉(𝑡)の平均の振幅は 𝜆(1)の平
方根に比例するので、変調を無視すれば、ラビ振動の理論によりこれを理解す
ることができる（同じ離調に対するラビ周波数の違い）。再配置エネルギーが大
きい場合には、量子力学的なノイズ 𝜈(𝑡)を 0 とおくと（図 5(f)赤破線）、 𝜈(𝑡)を 0
とおかないとき（図 5(f)赤実線）と比べてダイナミクスが大きく異なり、特に









図 5(a)  ピーク周波数 𝜔(1)を変え、 𝜆(1) = 0.25 cm−1としたローレンツ型スペクトル
密度。  
(b )  図 5(a)のスペクトル密度の下での分布ダイナミクス。赤破線は 𝜔(1) = 225 cm−1
のスペクトル密度の下で、 𝜈(𝑡) = 0とおいたもの。  

























































図 5(c)  図 5(b)を相互作用表示に書き換えたもの。 (d )  𝜔(1) = 75, 225, 375 cm−1にお
ける 𝜉(𝑡)のサンプルの例。 (e)  𝜔(1) = 225cm−1における一次コヒーレンス度。  




















































図 5(f)  図 5(a)と同じピーク周波数 𝜔(1)で 𝜆(1) = 10 cm−1としたローレンツ型スペク
トル密度の下での分布ダイナミクス。𝜔(1) = 200, 250 cm−1はこれら以外の 𝜔(1)の見
やすさのために細線で示している。赤破線は 𝜔(1) = 225 cm−1のスペクトル密度の
下で、 𝜈(𝑡) = 0とおいたもの。 (g)  図 5(f)の相互作用表示。   



















































4.2 .  ドルーデ‐ローレンツ型＋ローレンツ型のスペクトル密度の場合  










(𝜔 − 𝜔(1))2 + 𝛾(1)
2                                                                   (4. 3) 
 
このときの再配置エネルギーは（ほぼ）𝜆(0) + 𝜆(1)で表される。図 6(a)赤線はパラ
メータを 𝜆(0) = 18 cm−1, 𝜆(1) = 2 cm−1, 𝛾(0)
−1
= 100 fs (𝛾(0) ≅ 53 cm−1), 𝛾(1) = 10 cm−1,
𝜔(1) = 225 cm−1としたものを、黒線は類似の単純なドルーデ‐ローレンツ型スペ
クトル密度 𝜆 = 20 cm−1, 𝛾−1 = 100 fsを示している。これらのスペクトル密度の下で
の分布遷移ダイナミクスを図 6(b)の赤、黒実線でそれぞれ示している。最初の
200  fs 程度まではこれらの分布遷移は類似しているが、それ以降では違いが現
れ、ドルーデ‐ローレンツ型＋ローレンツ型のスペクトル密度の場合では 500  




ンツ型スペクトル密度の場合には、 𝜈(𝑡) ≠ 0と 𝜈(𝑡) = 0との間では、平衡値がカノ
ニカル分布とミクロカノニカル分布で異なるだけで、分布振動の減衰の仕方は
変化しない一方、ドルーデ‐ローレンツ型＋ローレンツ型のスペクトル密度の
場合には、 𝜈(𝑡) ≠ 0と 𝜈(𝑡) = 0の間で分布振動の振幅が再生するか否かが異なって
いる。図 6(c)のように、スペクトル密度のローレンツ型成分の周波数幅 𝛾(1)を変
えると、この分布振動の再生の強度が変わる様子が見られ、またそれらの減衰















スペクトル密度全体の再配置エネルギーをより大きい値、𝜆(0) = 90 cm−1, 𝜆(1) =
10 cm−1としたときには（図 6(g)）、量子系の固有振動数 225 cm−1から少し離れた
ピーク周波数 𝜔(1)の場合でも、100  fs 付近で分布振動の変調がはっきりと現れた
（図 6  (h)）。これらの分布ダイナミクスを比較すると、変調後の振動の周期が
異なっていることが目測ではっきりとわかる。この分布ダイナミクス (𝜌𝑆(𝑡))11を
0 ps から 1  ps まででフーリエ変換したパワースペクトル |?̃?𝑆(𝜔)|
2（図 6( i )）は、
ドルーデ‐ローレンツ型のみの場合（黒線）と比べてローレンツ型ピークの周
波数に対応した成分が増減する傾向が見られた。しかし、この結果では周波数
分解能が低く (~33  cm - 1 )、また、始時刻付近の寄与が大きすぎるために、直感的








𝑒𝑞) cos2(𝜋(𝑡 − 𝑡𝑐)/𝑡𝑤)                   (0 ps < 𝑡 < 2 ps) 
0                                                                                                     (𝑡 > 2 ps)
            (4. 4) 
 
を作用させて、これをフーリエ変換して得たパワースペクトル |?̃?𝑆
′ (𝜔)|2を図 6(j )
実線で示す。ここで、𝑡𝑐は窓関数の中心時刻１ ps、𝑡𝑤は窓関数の時間幅パラメー
タ 2  ps、 𝜌𝑒𝑞は平衡値に近い値 0 .39 とした。 𝜔1は 75-450  cm
- 1 の範囲で 75  cm - 1
ずつ変えている。これによって分布振動の周波数が 𝜔(1)に対応して変化している
ということが広い範囲で成り立つことが高い分解能 (~2  cm - 1 )で確認でき、さら


















(𝜔 − 𝜔(𝑗))2 + 𝛾(𝑗)
2
𝑗
                                                            (4. 5) 
 
ドルーデ‐ローレンツ型と 2 つのローレンツ型ピークが合わさったスペクトル
密度 𝜆(0) = 90 cm−1, 𝛾(0)
−1
= 100 fs, 𝜆(1) = 𝜆(2) = 5 cm−1, 𝛾(1) = 𝛾(2) = 5 cm−1, 𝜔(1) =
38 
 

















図 6(a)  ドルーデ‐ローレンツ型＋ローレンツ型のスペクトル密度（赤線）とド
ルーデ‐ローレンツ型スペクトル密度（黒線）。  (b )  図 6(a)のスペクトル密度
の下での分布ダイナミクス (赤線と黒線 )。紫破線と灰色破線はこれらのスペク
トル密度の下でそれぞれ、量子力学的なノイズ 𝜈(𝑡)を 0 とおいたときの分布ダイ
ナミクス。  





















































図 6(c)  ドルーデ‐ローレンツ型＋ローレンツ型のスペクトル密度のローレン
ツ型ピークの周波数幅 𝛾(1)を 20 cm - 1（緑線、𝛾(1)
−1
≅ 270 fs）、10  cm - 1（赤線、𝛾(1)
−1
≅
530 fs）、 5  cm - 1（青線、 𝛾(1)
−1
≅ 1060 fs）とおいたもの。  (d)  図 6(g)のそれぞれの
スペクトル密度の下での分布ダイナミクス。  




















































図 6(e)  ドルーデ‐ローレンツ型＋ローレンツ型のスペクトル密度のローレン
ツ型ピークの周波数 𝜔(1)を 150  cm - 1（緑線）、2 25  cm - 1（赤線）、300 cm - 1（青線）
とおいたもの。黒破線は同じ再配置エネルギーのドルーデ‐ローレンツ型スペ
クトル密度。  ( f )  図 6(e)のそれぞれのスペクトル密度の下での分布ダイナミク
ス。   



















































図 6(g)  図 6(e)のスペクトル密度の再配置エネルギーを大きくしたもの。  
(h)  図 6(g)のそれぞれのスペクトル密度の下での分布ダイナミクス。  






















































図 6( i )  図 6(h)の分布ダイナミクス（ 0 -1 0 0 0  f s）のパワースペクトル（緑、赤、
青線）。黒線は図 2 (c )の赤実線（ 𝜆 = 100 cm−1, 𝛾−1 = 100 fs）のパワースペクトル。
矢印はローレンツ型ピークの周波数 𝜔1に対応している。  ( j )  𝜔
(1)を 75-450  cm - 1
で変えたときの分布ダイナミクスの 1000  fs 付近に着目した窓関数 (4 .4)を作用
させたもののパワースペクトル。破線は図 6 ( f )の場合を 1 /1 0 スケールで示す。 






























































図 6(k)  赤線：ローレンツ型ピークが複数ある場合のスペクトル密度。青線：図
4(a)と同じ実験的に得られたスペクトル密度。  ( l )  これらのスペクトル密度の
下での 2  ps までの分布ダイナミクスをそれぞれ上下に分けて示している。  
  






















































図 6(m)  図 6( l )に窓関数 (4 .4 )を作用させてパワースペクトルを取ったもの。   





























4.3 .  スペクトル密度のピーク構造とデコヒーレンス  
ドルーデ‐ローレンツ型＋ローレンツ型スペクトル密度の下での分布ダイ
ナミクスに現れた分布振動の再生やうなりのふるまいは、確率的リウビル‐フ
ォン・ノイマン方程式（式 (3 .4)）において 𝜈(𝑡) = 0と置くことで消失する。この
ことは、第 3 章 3 節で議論したドルーデ‐ローレンツ型スペクトル密度におい



















間の量子コヒーレンスが現れることになる。   
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5 .1 .  𝑀サイトのフレンケル励起子モデルと確率的リウビル‐フォン･ノイマン
方程式  
𝑀サイトのフレンケル励起子ハミルトニアンは、式 (3 .1 )、 (3 .2 )と同様に、  
 
𝐻 = 𝐻𝑆 + 𝐻𝑅 + 𝐻𝐼 ,                                                                                                                             (5. 1) 






,                                                                          (5. 2a) 











,                                                                                  (5. 2c) 
 




2 /2𝑀𝛼 + 𝑀𝛼𝜔𝛼
2𝑄𝑚𝛼
2 /2)𝛼 , 𝑢𝑚 = −∑ 𝑀𝛼𝜔𝛼
2𝑑𝑚𝛼𝑄𝑚𝛼𝛼 , 𝜆𝑚 = ∑ 𝑀𝛼𝜔𝛼
2𝑑𝑚𝛼
2 /2𝛼
は 2 サイトの場合と同様である。  
   このハミルトニアンはカルデラ‐レゲットモデルにおいて、観測可能量を
𝑞 → ∑ |𝑒𝑚⟩⟨𝑒𝑚| ⊗ 𝒊𝑚
𝑀
𝑚=1 というテンソル積の形におくことで表現できる。ここで
𝒊𝑚(𝑚 = 1 − 𝑀)は正規直行ベクトルとしている。このような一見奇妙な形に見え
る演算子は多次元の観測可能量を考えるときに便利である（例： 3 次元座標ベ
クトルの演算子 ?̂? = ?̂?𝒊𝑥 + ?̂?𝒊𝑦 + ?̂?𝒊𝑧）。カップリング定数やフォノン座標、運動量も
同様にテンソル型やベクトル型。 𝑐𝛼 → ∑ 𝑀𝛼𝜔𝛼
2𝑑𝑚𝛼|𝑒𝑚⟩⟨𝑒𝑚| ⊗ 𝒊𝑚
𝑀
𝑚=1 ,  𝑄𝛼 →
∑ 𝑄𝑚𝛼|𝑒𝑚⟩⟨𝑒𝑚|
𝑀














2 𝛿(𝜔 − 𝜔𝛼)|𝑒𝑚⟩⟨𝑒𝑚| ≡ ∑ 𝐽𝑚(𝜔)
𝑀
𝑚=1














                           − ∑ 𝜉𝑚𝑘(𝑡)
𝑀
𝑚=1
[|𝑒𝑚⟩⟨𝑒𝑚|, ?̃?𝑆𝑘(𝑡)] − ∑ 𝜈𝑚𝑘(𝑡)
𝑀
𝑚=1
{|𝑒𝑚⟩⟨𝑒𝑚|, ?̃?𝑆𝑘(𝑡)}           (5. 4) 
 
となる。ただし 𝜉𝑘(𝑡) → ∑ 𝜉𝑚𝑘(𝑡)
𝑀
𝑚=1 𝒊𝑚、 𝜈𝑘(𝑡) → ∑ 𝜈𝑚𝑘(𝑡)
𝑀
𝑚=1 𝒊𝑚と置き、  
 
⟨𝜉𝑚𝑘(𝑡)𝜉𝑛𝑘(𝑡
′)⟩ = 𝛿𝑚𝑛Re𝐿𝑚(𝑡 − 𝑡
′)                                                                                          (5. 5a) 
⟨𝜉𝑚𝑘(𝑡)𝜈𝑛𝑘(𝑡
′)⟩ = 𝛿𝑚𝑛Im𝐿𝑚(𝑡 − 𝑡
′)Θ(𝑡 − 𝑡′)                                                                        (5. 5b) 
⟨𝜈𝑚𝑘(𝑡)𝜈𝑛𝑘(𝑡
′)⟩ = 0                                                                                                                        (5. 5c) 
Re𝐿𝑚(𝑡) = ∫ 𝑑𝜔
∞
0
𝐽𝑚(𝜔) coth(𝜔𝛽ℏ 2⁄ ) cos(𝜔𝑡)                                                                    (5. 6a) 
Im𝐿𝑚(𝑡) = ∫ 𝑑𝜔
∞
0
𝐽𝑚(𝜔) sin(𝜔𝑡)                                                                                              (5. 6b) 
 
を満たすとした。これによってノイズ 𝜉𝑚𝑘(𝑡)と 𝜈𝑚𝑘(𝑡)は各サイト𝑚で独立な形とな
り、𝑚, 𝑎, 𝑘についてそれぞれ独立なガウス型白色ノイズ過程 𝑛𝑚𝑎𝑘(𝑡)に関数 𝑓𝑚𝑎(𝑡)と
𝑔𝑚𝑎(𝑡)を畳み込み、 𝑎について和をとることで、 𝑘番目のサンプルが生成できる。
このときの関数 𝑓𝑚𝑎(𝑡)と 𝑔𝑚𝑎(𝑡)の組み合わせは、 2 サイトのときと同様に Set  A、
Set  B、 Set  C をとることができる。  
   式 (5 .4 )を用いた確率的リウビル‐フォン ･ノイマン方程式の数値計算にお
ける計算複雑性は 𝑂(𝐾𝑀3𝑁′) + 𝑂(𝐾𝑀𝑁 log𝑁)となる。この第 1 項は式 (5 .4)の𝑀行𝑀列
の行列の交換子・反交換子の計算を終時刻 𝑁′Δ𝑡まで 𝐾回計算することによる寄与




のハミルトニアン 𝐻𝑆の行列要素の値への依存性は小さい（ Appendix D）。  
   また、式 (5 .4 )は ?̃?𝑆𝑘(𝑡) = |?̃?𝑠𝑘
(1)(𝑡)⟩⟨?̃?𝑠𝑘
(2)(𝑡)|とおくことで、計算複雑性が 𝑂(𝐾𝑀2𝑁′) +






(1)(𝑡)⟩ = {𝐻𝑆 + ∑ 𝜆𝑚
𝑀
𝑚=1


























5 .2 .  ドルーデ‐ローレンツ型スペクトル密度の下の７サイトフレンケル励
起子のダイナミクス  
   階層型量子マスター方程式によって、各サイトが等しいドルーデ‐ローレン
ツ型スペクトル密度をもつ７サイトフレンケル励起子のダイナミクスを計算し
た先行研究は既に存在する [65]。この先行研究におけるハミルトニアン 𝐻𝑆のパ
ラメータとして緑色硫黄細菌の一種 Chlorobaculum tep idum の FMO３量体のも
の [42]が用いられており、サイトエネルギー 𝑚は 6  K における光吸収、直線偏
光二色性、円偏光二色性のスペクトルから数値フィッティングによって与えら




ン･ノイマン方程式による結果を、図 7(a) ,  (b)に破線と実線でそれぞれ示す。図
7(a)はドルーデ‐ローレンツ型スペクトル密度のパラメータが 𝜆𝑚 =
35 cm−1, 𝛾𝑚
−1 = 166 fs 、温度は 300  K であり、 2 つの手法による結果はよく一致し
ていることがわかる。図 7(b)はドルーデ‐ローレンツ型スペクトル密度のパラ
メータが 𝜆𝑚 = 35 cm
−1, 𝛾𝑚
−1 = 50 fs、温度は 77  K であり、サンプル数が 𝐾 = 108のと
きの各サイトの分布を実線で示しており、黒縦線でサイト 1 の分布の標準誤差




式における標準誤差が十分小さくなっていないために 500 f s 以降にずれが生じ
た。  
7 サイトの場合でも、 2 サイトの場合と同様に、長時間のダイナミクスがカ




















を示している。ここで 𝛬𝑆は量子系の 7 サイトのハ
ミルトニアン 𝐻𝑆を対角化したものであり、 𝑈は 𝛬𝑆 = 𝑈
†𝐻𝑆𝑈を満たすユニタリ行列
である。一方、同じハミルトニアン、スペクトル密度のパラメータの下で、式
(5 .4)の 𝜈𝑚(𝑡)を 0とおいたものを図 7(d)に実線で示す。このダイナミクスは、黒点
線で示した値 1/7、すなわちミクロカノニカル分布（ 𝛽 = 0のカノニカル分布）へ
と漸近する様子が見られ、カノニカル熱分布が量子力学的なノイズによって達






図 7(a)  𝜆𝑚 = 35 cm
−1, 𝛾𝑚
−1 = 166 fs, 𝑇 = 300 K、(b)  𝜆𝑚 = 35 cm
−1, 𝛾𝑚
−1 = 50 fs, 𝑇 = 77 K とし
たドルーデ‐ローレンツ型スペクトル密度の下での 7 サイトの励起子分布ダイ
ナミクス。実線は式 (5 .4 )を用いてサンプル数 𝐾 = 108まで計算したもの。破線は
A. I sh izaki  and  G.  R.  Fleming,  Proc .  Nat l .  Acad .  Sc i .  USA  106 ,  17255  (2009) .の
Figure  4A と Figure  2A を Digi ta lCurveTracer を用いて数値的に抽出したもの。(b )
の黒縦線はサイト１の励起子分布の 𝐾 = 108におけるエラーバーを示している。   






























































図 7(c)  実線は図 7(a)の分布ダイナミクスを 2  ps まで計算したもの。点線は式
(5 .8)を用いて計算した各サイトのカノニカル分布の値。(d )実線は図 7(c)の分布
ダイナミクスの計算において 𝜈(𝑡) = 0とおいたもの。点線は 7 サイトのミクロカ
ノニカル分布を表す値 1/7。  
  






















































5.3 .  複雑なスペクトル密度の下の７サイトフレンケル励起子のダイナミク
ス  
第 3 章 4 節と同様に狭帯域レーザー誘起蛍光実験で得られたスペクトルの下
でのダイナミクスを図 8(a)に示す。ここで各サイト（𝑚 = 1 − 7）のスペクトル
密度は同一の関数形 𝐽𝑚(𝜔) = 𝐽𝑒𝑥𝑝(𝜔)であると仮定しており、再配置エネルギー





畳み込み関数の組み合わせには Set  C を用いた。黒縦線はサンプル数が 𝐾 = 108の
ときのサイト 1 の分布の標準誤差を示しており、この結果は 700 fs 付近までは
十分信頼できるものである。この標準誤差を 1 ps まで 0 .01 以下に抑えるために
は 𝐾 = 1010程度のサンプル数が必要となり、達成は困難であった（並列化なしで、
𝐾 = 108あたり 1 週間程度必要）。  
   600 fs 付近までの結果をよく見ると、 2 サイトの場合と同様に、複数の振動
成分が含まれているようである。実際、図 8(b)で示している 𝜈(𝑡) = 0とおいた場












図 8(a)  実験的に得られたスペクトル密度の下での 7 サイトの分布ダイナミク
ス。黒縦線は 𝐾 = 108におけるサイト 1 のエラーバーを示している。  
(b )  同じスペクトル密度で 𝜈(𝑡) = 0とおいた場合。  
  


















































































































Appendix A 調和振動子環境における影響汎関数  
   影響汎関数は一般に、式 (2 .3 )のように  
 












(𝑆𝑅[𝑄1] − 𝑆𝑅[𝑄2] + 𝑆𝐼[𝑞1, 𝑄1] − 𝑆𝐼[𝑞2, 𝑄2])} 𝜌𝑅(𝑄𝑖 , 𝑄𝑖
′; 0),                               (A. 1) 
 
と書けるが、式 (2 .4 )のように調和振動子の集まった熱浴  
 











,                                                                                         (A. 2a) 







,                                                                                     (A. 2b) 
 











′⟩,                                                                    (A. 3) 
 
と書きなおせる。ただし、 𝑍は分配関数 𝑍 = Tr𝑅{𝑒
−𝛽𝐻𝑅}である。これは時刻 𝜏 = 0か
































′ 2) cosh(𝛽ℏ𝜔𝛼) − 2𝑄𝑖𝛼𝑄𝑖𝛼
′ ]
2ℏ sinh(𝛽ℏ𝜔𝛼)
},      (A. 4) 
 
と書ける。 𝑄𝑖𝛼 , 𝑄𝑖𝛼
′ は熱浴振動の始時刻における座標をノーマルモードでベクト


































(𝑆𝑅𝛼[𝑄1𝛼] − 𝑆𝑅𝛼[𝑄2𝛼] + 𝑆𝐼𝛼[𝑞1, 𝑄1𝛼] − 𝑆𝐼𝛼[𝑞2, 𝑄2𝛼])} 𝜌𝑅𝛼














































)},                                                                                     (A. 5) 
 
と、熱浴座標のベクトル成分ごとに分離した形に書ける。これらの成分はそれ
ぞれ、左右の波動関数にソース項 𝐽1(𝑡) = 𝑐𝛼𝑞1(𝑡), 𝐽2(𝑡) = 𝑐𝛼𝑞2(𝑡)を加えた生成母関数
[69]と等しくなり、  
 
𝐹[𝑞1, 𝑞2] = ∏  
𝛼



















































































′ − 𝑡′′)] − 𝑖[𝑞1(𝑡
′′) + 𝑞2(𝑡
′′)] sin[𝜔𝛼(𝑡












2(𝑡)]},                                                                                    (A. 6) 
 














′ − 𝑡′′)] − 𝑖 sin[𝜔𝛼(𝑡







,                                                                                                                                  (A. 7b) 
 
とおくことで、式 (2 .5)が得られる。  
 




































2(𝑡′)]}.                                                                                      (A. 8) 
 
ただし、左右の波動関数にソース項 𝐽1, 𝐽2を加えた生成母関数は  
 




























































) cos𝜔(𝑡′ − 𝑡′′) − 𝑖(𝐽1(𝑡
′′) + 𝐽2(𝑡
′′)) sin 𝜔(𝑡′ − 𝑡′′)]}. 
                                                                                                                                                               (A. 11)  
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Appendix B 確率過程のキュムラント展開  
一般に、確率過程 Ω(𝑡)に対して、以下のキュムラント展開を用いることがで
きる [56 ,70 ] :  

















































𝑋𝑘(𝑡1)𝑋𝑘(𝑡2)𝑋𝑘(𝑡3)Ω𝑘(𝑡1)Ω𝑘(𝑡2)Ω𝑘(𝑡3) + ⋯ } 












































〈Ω(𝑡1)〉 = 〈Ω(𝑡1)〉𝑐                                                                                                                               (B. 2a) 
〈Ω(𝑡1)Ω(𝑡2)〉 = 〈Ω(𝑡1)Ω(𝑡2)〉𝑐 + 〈Ω(𝑡1)〉𝑐〈Ω(𝑡2)〉𝑐                                                                     (B. 2b) 
〈Ω(𝑡1)Ω(𝑡2)Ω(𝑡3)〉 = 〈Ω(𝑡1)Ω(𝑡2)Ω(𝑡3)〉𝑐 + 〈Ω(𝑡1)〉𝑐〈Ω(𝑡2)Ω(𝑡3)〉𝑐 
+〈Ω(𝑡2)〉𝑐〈Ω(𝑡1)Ω(𝑡3)〉𝑐 + 〈Ω(𝑡3)〉𝑐〈Ω(𝑡1)Ω(𝑡2)〉𝑐 + 〈Ω(𝑡1)〉𝑐〈Ω(𝑡2)〉𝑐〈Ω(𝑡3)〉𝑐                 (B. 2c) 
             ⋮. 
 
を用いている。もし、確率過程 Ω(𝑡)がガウス型で平均が 0 であるならば、2 次の
キュムラントは 2 次のモーメントに等しく（ 〈Ω(𝑡1)Ω(𝑡2)〉𝑐 = 〈Ω(𝑡1)Ω(𝑡2)〉）、その他
のキュムラントはゼロとなり（ 〈Ω(𝑡1)Ω(𝑡2) ⋯Ω(𝑡𝑛)〉𝑐 = 0）、  
 


















   特に、もし確率過程 𝑋(𝑡)Ω(𝑡)が平均ゼロのガウス型確率過程の和 𝑋(𝑡)𝜉(𝑡) +
𝑌(𝑡)𝜈(𝑡)として書けるなら、式 (B .1)の線形性から  
 
⟨exp (𝑖 ∫ 𝑑𝑡′
𝑡
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𝑌(𝑡1)𝑌(𝑡2)⟨𝜈(𝑡1)𝜈(𝑡2)⟩}                                                                      (B. 4) 
 
が得られ、𝑋(𝑡)と 𝑌(𝑡)に [𝑞1(𝑡) − 𝑞2(𝑡)]/ℏと [𝑞1(𝑡) + 𝑞2(𝑡)]/ℏをそれぞれ代入すると、式
(2 .12)の 2 重積分部分が再現される。さらに確率過程 𝜉(𝑡)と 𝜈(𝑡)が式 (2 .13)を満た
すなら  
 























′ = 𝐻𝑆 + 𝜇𝑞
2となっていることに注意する。  
特に、式 (2 .20)において 𝑓1(𝑡) = 𝜂
1/2𝛿(𝑡), 𝑓𝑎≠1(𝑡) = 𝑔𝑎(𝑡) = 0と仮定するならば、𝜉(𝑡)






′ , 𝜌𝑆(𝑡)] −
𝜂
2
















],                                                                          (B. 7) 
 
という、非対角項の減衰の式となっている。  
また同様に、式 (2 .20)において 𝑓1(𝑡) = 𝜂
1 2⁄ 𝑒−𝛾𝑡Θ(𝑡), 𝑓𝑎≠1(𝑡) = 𝑔𝑎(𝑡) = 0と仮定する
ならば、𝜉(𝑡)はドリフト項がゼロのオルンシュタイン‐ウーレンベック過程とな
り、自己相関は ⟨𝜉(𝑡)𝜉(𝑡′)⟩ = (𝜂/2𝛾)𝑒−𝛾|𝑡−𝑡
′|という指数減衰型（式 (3 .6 )と同じ）とな
り、運動方程式 (2 .19a)が平均場エーレンフェスト法（量子 /古典混合の波束計算）












さ ら に 同 様 に 、 式 (2 .20) に お い て 𝑓1(𝑡) = 𝜂
′1 2⁄ 𝑡𝑒−𝛾𝑡Θ(𝑡), 𝑓2(𝑡) = 𝑔2(−𝑡) = 𝑖𝑓3(𝑡) =
−𝑖𝑔3(−𝑡) = 𝜂
′′1 2⁄ 𝑒−𝛾𝑡Θ(𝑡)と 仮 定 す る な ら ば 、 自 己 相 関 ・ 相 互 相 関 は ⟨𝜉(𝑡)𝜉(𝑡′)⟩ =
(𝜂′/4𝛾3)(1 + 𝛾|𝑡 − 𝑡′|)𝑒−𝛾|𝑡−𝑡
′|, ⟨𝜉(𝑡)𝜈(𝑡′)⟩ = 2𝜂′′(𝑡 − 𝑡′)𝑒−𝛾(𝑡−𝑡
′)Θ(𝑡 − 𝑡′), ⟨𝜈(𝑡)𝜈(𝑡′)⟩ = 0 
と な り 、 こ れ ら は 係 数 𝜂′, 𝜂′′を 適 切 に 与 え る こ と で 、 ス ペ ク ト ル 密 度 𝐽(𝜔) =
𝜂𝜔𝛾4/(𝜔2 + 𝛾2)2[33 ,35]の下で満たすべき相関となっている。これらの関数形はラ




Appendix C 数値計算におけるノイズ実装と相関関数  
式 (2 .20)の畳み込み積分は数値計算においては高速フーリエ変換アルゴリ
ズムを用いて周波数領域で実行すると、計算複雑性が 𝑂(𝑁2) → 𝑂(𝑁 log𝑁)（𝑁は畳
み込み積分における離散化した時間刻みの数）となり、直接計算よりも早く計
算が可能である [35,73]。  
 
𝜉𝑘(𝑡𝑖) = ∑ ∑ Δ𝑡
𝑁−1
𝑗=0𝑎







),              (C. 1a) 
𝜈𝑘(𝑡) = ∑ ∑ Δ𝑡
𝑁−1
𝑗=0𝑎







),             (C. 1b) 
𝑓𝑎(𝜔𝑙) = ∑ Δ𝑡
𝑁/2−1
𝑖=−𝑁/2
e𝑖𝜔𝑙𝑡𝑖𝑓𝑎(𝑡𝑖),                                                                                                       (C. 2a) 
?̃?𝑎(𝜔𝑙) = ∑ Δ𝑡
𝑁/2−1
𝑖=𝑁/2
e𝑖𝜔𝑙𝑡𝑖𝑔𝑎(𝑡𝑖),                                                                                                       (C. 2b) 
?̃?𝑎,𝑘(𝜔𝑙) = ∑ Δ𝑡
𝑁−1
𝑖=0
e𝑖𝜔𝑙𝑡𝑖𝑛𝑎,𝑘(𝑡𝑖).                                                                                                     (C. 2c) 
 
時間刻み幅 Δ𝑡とスペクトル密度の分解能 Δ𝜔の間には Δ𝜔 = 2𝜋/𝑁Δ𝑡の関係があり、
非常に鋭いスペクトル密度ピークを表現する必要があるときには Δ𝑡を固定して
𝑁を増やすことで、非常に長時間のノイズの相関も表せるようにするとよい。
ここに出てくる時間の関数 𝑓𝑎(𝑡𝑖), 𝑔𝑎(𝑡𝑖), 𝑛𝑎,𝑘(𝑡𝑖), 𝜉𝑘(𝑡𝑖), 𝜈𝑘(𝑡𝑖)はすべて周期が 𝑁Δ𝑡の
周期関数であることにも注意する。  



























図 C1(a ,b)にこれらの相関関数をそれぞれの実部と虚部に分けて Set  B を用
いて計算した 𝐾 = 102, 104, 106での結果を示す。ただし式 (C.3)の第 1 ,2 項において、
𝑡𝑖 − 𝑡𝑗 ≥ 0では 𝑡𝑗 = 0、𝑡𝑖 − 𝑡𝑗 < 0では 𝑡𝑖 = 0とおいた。ここではスペクトル密度のパラ
メータとして図 2(c)のものを用いている。サンプル数 𝐾が増えると、相関関数
が摩擦核 𝐿(𝑡𝑖 − 𝑡𝑗)に収束することが確認できる。また、 Set  A を用いて相関関数
を計算した場合についても同様に図 C1(c ,d )に示す。相関関数の収束の仕方には
Set  A と Set  B の間で大きな違いはないことがわかる。図 C1(e , f )は、図 4(a)青線




る。このようにして生成した一つのノイズサンプルの組 𝜉𝑘(𝑡), 𝜈𝑘(𝑡)から、式 (2 .19a)
を用いて、一つのサンプル密度行列の時間発展 𝜌𝑆𝑘(𝑡𝑖)を範囲 0 ≤ 𝑡𝑖 ≤ 𝑁Δ𝑡で得るこ
とができる。レシピの 1 と 2 を繰り返すことで、十分大きなサンプル数 𝐾のと
きに、縮約密度行列を 𝜌𝑆(𝑡𝑖) = ∑ 𝜌𝑆,𝑘(𝑡𝑖)/𝐾
𝐾





0 .  式 (2 .24a-c)を満たす関数の組み合わせ {𝑓𝑎(𝑡𝑖), 𝑔𝑎(𝑡𝑖)}を−𝑁𝛥𝑡/2 ≤ 𝑡𝑖 < 𝑁𝛥𝑡/2の
範囲で数値的に計算する。（式 (2 .26) ,  (2 .27)や (2 .29)などのうちのどれか
を用いるとよい。）  
1 .  白色ノイズの組（ 𝑎 = 1,2, …）の 𝑘 番目のサンプルをボックス‐ミューラー
法を各時刻 𝑡𝑖で用いることで生成する。範囲は 0 ≤ 𝑡𝑖 < 𝑁Δ𝑡とする。  
 
𝑛1,𝑘(𝑡𝑖) = √−2 log 𝑋𝑖,𝑘 cos(2𝜋𝑌𝑖,𝑘) /√Δ𝑡,                                                                         (C. 4a)  
𝑛2,𝑘(𝑡𝑖) = √−2 log 𝑋𝑖,𝑘 sin(2𝜋𝑌𝑖,𝑘) /√Δ𝑡,                                                                         (C. 4b)  
𝑛3,𝑘(𝑡𝑖) = √−2 log 𝑋𝑖,𝑘
′ cos(2𝜋𝑌𝑖,𝑘
′ ) /√Δ𝑡,                                                                         (C. 4c)  
𝑛4,𝑘(𝑡𝑖) = √−2 log 𝑋𝑖,𝑘
′ sin(2𝜋𝑌𝑖,𝑘
′ ) /√Δ𝑡,                                                                         (C. 4d)  
⋮ .  
 
ただし、 𝑋𝑖,𝑘 , 𝑌𝑖,𝑘, 𝑋𝑖,𝑘
′ , 𝑌𝑖,𝑘
′ , …は区間 (0,1]で一様分布する独立な乱数である。  
2 .  高速フーリエ変換アルゴリズム（式 (C.1) , (C.2)）を用いて式 (2 .20)を解く。 
 
{?̃?𝑎,𝑘(𝜔𝑙); −𝑁𝜔/2 ≤ 𝜔𝑙 < 𝑁Δ𝜔/2} = FFT{𝑛𝑎,𝑘(𝑡𝑖); 0 ≤ 𝑡𝑖 < 𝑁Δ𝑡}                        (C. 5a)  
{𝜉𝑘(𝑡𝑖); 0 ≤ 𝑡𝑖 < 𝑁Δ𝑡} = IFFT{∑ 𝑓𝑎(𝜔𝑙)?̃?𝑎,𝑘(𝜔𝑙)𝑎 ; −𝑁𝜔/2 ≤ 𝜔𝑙 < 𝑁Δ𝜔/2},      (C. 5b)  







図 C1 .  相関関数 (C .3 )をそれぞれの実部と虚部に分けて Se t  B で計算したもの。
スペクトル密度のパラメータは図 2(c)のものを用いている。赤、緑、青実線は
𝐾 = 102, 104, 106での結果を示しており、紫破線は摩擦核 𝐿(𝑡)に対応。 (a )は
⟨𝜉(𝑡𝑖)𝜉(𝑡𝑗)⟩ = Re 𝐿(𝑡𝑖 − 𝑡𝑗)、 (b)は Im⟨𝜉(𝑡𝑖)𝜈(𝑡𝑗)⟩ = Im 𝐿(𝑡𝑖 − 𝑡𝑗)Θ(𝑡𝑖 − 𝑡𝑗)を表している。  










































































図 C1(c ,d) .  図 C1(a ,b)で示したものを、 Set  A で同様に計算したもの。  










































































図 C1(e , f) .  図 C1(a ,b)で示したものを、スペクトル密度のパラメータを図 4 の青
線のものに変えて、 Set  C で同様に計算したもの。  
 
  









































































Appendix D 標準偏差によるエラーバーの評価  
D1. ドルーデ‐ローレンツ型スペクトル密度をもつ２サイト系の場合  
図 2(d)で用いたスペクトル密度パラメータにおいて、図 D1(a)と (b )の赤実線
のようにサンプル数を 𝐾 = 106から 𝐾 = 109まで増やしたときに、両者の一致が多
少改善することが見出せる。同図の黒縦線は、 𝐾個のサンプルを標本平均した
ときに生じる標準誤差 √𝑠2(𝑡)/𝐾に基づくエラーバーである。ここで 𝑠2(𝑡)は数値計























線は図 2(b) -(d)のパラメータにおける標本分散 𝑠2(𝑡)を対数表示でプロットした
ものである。滑らかでない実線はサンプル数の不足のためである。これらの値
は時刻 𝑡に対して指数関数的に増加し、特に図 2(d)のパラメータの場合の 𝑡 = 1 ps
での分散は 𝑠2(𝑡)~109程度に収束すると考えられる。この値からエラーバー
√𝑠2(𝑡)/𝐾が 0 .01 以下となるためのサンプル数の推定値は 𝐾~1013程度となり、こ
れは CPU 時間で約 1 ,000 年程度という、非現実的な収束可能性をもつことがわ
かる。また、図 D1(c)の破線は、これらの分散の値が指数関数 exp(𝜆𝛽𝛾𝑡)でおおま
かに推定できることを示している。図 2(a) ,  (e ) -(h)のパラメータでもこの推定は
成り立った。この指数係数 𝜆𝛽𝛾はドルーデ‐ローレンツ型スペクトル密度の下で
Set  B を用いた場合で経験的に発見したものであり、解析的な根拠は得られてい
ない。Set  A のフィルタリング関数の組み合わせの場合でも、図 D1(d)の実線の
ように標本分散 𝑠2(𝑡)が指数関数 exp(𝜆𝑡/ℏ)でおおまかに推定でき、今回のように高
温で長い緩和時間のパラメータ (𝛽𝛾ℏ < 1)では Set  B による推定値よりも常に大
きな値となる（収束性が悪い）が、分布遷移の始時刻付近での（エラーバーの
十分小さい）計算結果は両者でと完全に一致した。また Set  C のフィルタリン
グ関数の場合、ほとんどの 𝜔に対して ?̃?′(𝜔) ≥ |?̃?′′(𝜔)|となるため、 Set  B と同じ収































































図 D1(c) ,  (d)  標本分散の時間変化。 (c ) ,  (d)はノイズ生成における畳み込み関数
の組み合わせ Set  B ,  Se t  A に対応している。それぞれの赤、緑、青実線はスペ
クトル密度のパラメータは図 2(b) ,  (c ) ,  (d)に対応している。破線は (c)  exp(𝜆𝛽𝛾𝑡),  
(d )  exp(𝜆𝑡/ℏ)によるフィッティング。  
 































































図 D1(e)  ドルーデ‐ローレンツ型スペクトル密度におけるノイズ生成のフィル
タリング関数の組み合わせ Set  A,  Se t  B ,  Se t  C の違い。  ( f )  摩擦核 𝐿(𝑡)の周波数
成分 ?̃?′(𝜔), |?̃?′′(𝜔)|の例。  
 
  
































































D2. 複雑なスペクトル密度の場合  
   スペクトル密度がより複雑な関数形であっても、標本分散（式 (D.1)）を用
いてサンプル数に依存したエラーバーの推定ができる。このとき第 3 章 4 節で
述べたように、ノイズ生成のフィルタリングの組み合わせによって、標本分散
の増加の仕方が異なる（図 D2(a)、ハミルトニアン、スペクトル密度などのパ
ラメータはすべて第 3 章 4 節と同じ）。これによって、 Set  A（赤線）のフィル
タリングは Set  C（青線）よりも収束性が悪いことがわかる。一方、 Set  B のフ
ィルタリング関数形を用いると 𝑔1(𝑡)の計算に含まれる ?̃?
′′(𝜔)/√?̃?′(𝜔)が 𝜔 = 0にお
いて無限大に発散するために数値計算が不可能である。このような発散はスペ
クトル密度が低周波数極限においてスーパーオーミック（ 𝐽(𝜔) ∝ 𝜔𝛼 , 𝛼 > 1） [2 ]











𝑒−𝑖𝜔𝑗𝑡𝑖√?̃?′(𝜔𝑗),                                                                                         (D. 2a) 













(1 − 𝛿𝑗0),                                                  (D. 2b) 
 
を導入して時間発展を計算すると、Set  C とほとんど変わらない標本分散を得る
ことはできた（緑線）。しかし、これらのフィルタリングの組み合わせでそれぞ
れ計算した分布ダイナミクス（図 D2(b)）において、Set  B ’によって計算された
ダイナミクスでは、サンプル数 𝐾 = 108 で 2  ps までのエラーバーが 10 - 3  以下と
なるにもかかわらず、 Set  C によって計算された本来のダイナミクスから 10 - 2  
のオーダーでずれることが見出された。このようなずれは Set  A では（エラー
バーが大きくなる時刻を除いて）見出されない。このように、複雑なスペクト
ル密度の場合では、 Set  C のフィルタリングを用いると、 Set  A や Set  B より収
束性が良く、正確な計算ができることが示唆される。  
 
D3 .  ローレンツ型スペクトル密度の場合  
𝜆(1)の大きいローレンツ型スペクトル密度の場合には、ノイズの畳み込みの組み
合わせとして Set  C を用いることで、確率的リウビル‐フォン･ノイマン方程式




図 D2(a)  実験的に得られたスペクトル密度の下でのダイナミクスの数値計算に
おける、フィルタリングの組み合わせごとの標本分散。  (b )  図 D2(a)のフィル
タリングの組み合わせの下でのサンプル数 𝐾 = 108での分布ダイナミクスの計算
結果。 Set  A で生じるエラーバーは省略している。  























































図 D3(a-c)  図 5( f)のダイナミクスの計算における、フィルタリング関数を変え
た標本分散を 𝜔(1) = 75, 225, 375 cm−1でそれぞれ示したもの。   
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D4. ７サイトの場合  
2 サイトの場合と同様に、結果の標準誤差をサンプル密度行列のサイト 1 の実
部の分散 𝑠2(𝑡)とサンプル数 𝐾から√𝑠2(𝑡) 𝐾⁄ と推測することができる。これによっ
て図 7(b)の標準誤差が 0 .01 以下となるようにするためには、 𝐾 = 1011程度のサ
ンプル数が必要であると推定される。図 D4(a)の実線で示したのは、いくつか
のスペクトル密度、温度パラメータの下での分散である。ここで赤線は 𝜆 =
40 cm−1、緑線は 𝜆 = 160 cm−1、青線は 𝜆 = 320 cm−1、紫線は 𝜆 = 640 cm−1であり、す
べて 𝛾−1 = 100 fs、温度 300  K である。分散のフィッティングは 2 サイトの場合と
異なり、ノイズ生成の組み合わせが Set  B の場合に、ある係数 𝜅 ≤ 2を用いて
𝑠2(𝑡)~ exp(𝜅𝜆𝛽𝛾𝑡)で与えられ、𝜆𝛽𝛾が十分大きいときに 𝜅 = 2へと収束する（図 D4(a)
破線）。また、ノイズ生成の組み合わせが Set  A の場合には（図 D4(b)実線）、
𝑠2(𝑡)~ exp(3𝜆𝑡/ℏ)となり（図 D4(b)破線）、 Set  B よりも収束性が悪い。 Set  B の場
合をさらに調べると、このフィッティングは 𝜆𝛽𝛾が十分大きいときにはサイト数
𝑀に依存しないが（ 𝜅 = 2、図 D4(c)）、𝜆𝛽𝛾がより小さいときには𝑀が大きいほど 𝜅
が小さくなる（ 𝜅 ≤ 2、図 D4(d)）。サイト数が𝑀 = 2の場合は式 (5 .4)ではなく、分
散が小さくなるうえに、交換子と反交換子の計算が高速になる式 (3 .4 )を用いた
ほうがよい。なぜなら式 (5 .4 )の場合には、式 (3 .4)には含まれない、
𝜉?̅?(𝑡)[∑ |𝑒𝑚⟩⟨𝑒𝑚|
𝑀
𝑚=1 , ?̃?𝑆𝑘(𝑡)]と ?̅?𝑘(𝑡){∑ |𝑒𝑚⟩⟨𝑒𝑚|
𝑀
𝑚=1 , ?̃?𝑆𝑘(𝑡)}の自由度が含まれているという
違いがあるためである（ただし 𝜉?̅?(𝑡) = ∑ 𝜉𝑚𝑘(𝑡)/𝑀
𝑀
𝑚=1 , ?̅?𝑘(𝑡) = ∑ 𝜈𝑚𝑘(𝑡)/𝑀
𝑀





図 D4(a) ,  (b )  7 サイトの場合の、スペクトル密度のパラメータを変えたときの標
本分散の変化。破線は指数関数によるフィッティング。 (a ) :  exp (𝜅𝜆𝛽𝛾𝑡)、
(b ) :  exp (3𝜆𝑡/ℏ)。 (a )には一致のよい  𝜅の値も示している。  

































 = 40,  = 1
 = 160,  = 1.8
 = 320, 






















図 D4(c) ,  (d)  𝑀サイトの励起子系における Set  B による標本分散。 (d )は (c)より
も 10 倍 𝜆が大きい。破線は exp (𝜅𝜆𝛽𝛾𝑡)によるフィッティングであり、一致のよい
𝜅の値も示している。  
  































































Appendix E 初期ダイナミクスと再配置エネルギー  
















int(𝑡)},                                           (E. 1) 
𝜎𝑧
int(𝑡) = e𝑖𝐻𝑆𝑡 ℏ⁄ 𝜎𝑧𝑒
−𝑖𝐻𝑆𝑡 ℏ⁄ .                                                                                                               (E. 2) 
 































































































int(0)}].                                           (E. 4) 
 


















int(0).                                 (E. 5) 
 
が成り立つ。  
   ここで式 (3 .2a)を 𝜎𝑧








































































𝑡4,                                                                                                  (E. 7) 
 
と初期ダイナミクスが再配置エネルギー 𝜆に依存した形に書けることがわかる。
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