ABSTRACT
INTRODUCTION
'Problems in harmonic analysis and synthesis are intertwined with their applications in signal and image processing. Some recent advances in this analysis have used number theory to extend existing theories (e.g., sampling theory, fast transform computations) and develop new approaches to problems (e.g., interpolation). Number theoretic methods have also been successfully applied to the analysis of periodic point processes. The purpose of this note is to discuss several recent developments in which number theory has been used to develop algorithms for several classes of parameter estimation problems.
We first present modifications of the Euclidean algorithm which determine the period from a sparse set of noisy measurements [l, 21. The elements of the set are the noisy occurrence times of a periodic event with (perhaps very many) missing measurements. The proposed algorithms are computationally straightforward and converge quickly. A robust version is developed that is stable despite the presence of arbitrary outliers. The Euclidean algorithm approach is justified by a theorem which shows that, for a set of randomly chosen positive integers, the probability that they do not all share a common prime factor approaches one quickly as the cardinality of the set increases. The theorem is in essence a probabilistic interpretation of the Riemann Zeta Function. In the noise-free case this implies convergence with only ten data samples, independent of the percentage of missing measurements. In the case of noisy data simulation results show, for example, good estimation of the period from one hundred data samples with fifty percent of the measurements missing and twenty five percent of the data samples being arbitrary outliers.
We then use these algorithms in the analysis of periodic pulse trains, getting an estimate of the underlying period 16, 71. This estimate, while not maximum likelihood, is used as initialization in a three-step algorithm that achieves the Cramer-Rao bound for moderate noise levels, as shown by comparing Monte Carlo results with the Cramer-Rao bounds. An approach using multiple independent data records is also developed that overcomes high levels of contamination.
We close by discussing our work on the deinterleaving of multiple periodic pulse trains. Here we give a variation on Weyl's Equidistribution Theorem, which shows that noisy phase-wrapped data is equidistributed on [0, 1) almost surely. We then use periodogram-like operators in a multistep procedure to isolate fundamental periods.
MODIFIED EUCLIDEAN ALGORITHMS
Our problem begins with a set of noisy occurrence times of a periodic event with (perhaps very many) missing measurements. We have developed modifications of the Euclidean algorithm for determining the period from this set [l], [2]. This problem arises in radar pulse repetition interval (PRI) analysis, in bit synchronization in communications, in biomedical applications, and other scenarios. We assume our data is a finite set of real numbers
where 7-(the period) is a fixed positive real number, the kj's are non-repeating positive integers, q5 (the phase) is a real random variable uniformly distributed over the interval [O,T) , and the qj's are zero-mean independent identically distributed (iid) error terms. We assume that the qj's have a symmetric probability density function (pdf), and that 1qj.1 < $ for all j. We develop an algorithm for isolating the period of the process from this set, which we shall assume is (perhaps very) sparse. In the noise-free case our basic algorithm, given below, is equivalent to the Euclidean algorithm and converges with very high probability given only n = 10 data samples, independent of the number of missing measurements. WE: assume that the original data set is in descending order, i.e., sg 2 sj+l.
Modified Euclidean Alnolrithm 1.) After the first iteration, append zero.
2.)
Form the new set with elements .sj -sj+l.
3.) Sort in descending order.
We then show that our procedure almost surely converges to the period by proving the following result. The Riemann Zeta Function is defined on the complex
Euler demonstrated the connection of C with number theory by showing (in 1736) that where P = {pl,p2,p3,. . .} = { 2 , 3 , 5 , . . .} is the set of all prime numbers. In the following, we let P { . } denote probability, card{.} denote the cardinality of the set {.}, and let (1,. . . , E } . denote the sublattice of positive integers in R" with coordinates c such that 1 5 c 5 E. simulation examples demonstrate successful estimation Therefort:, given (n 2 2) randomly positive of T for n = 10 with 99.991% of the possible measurements missing. In fact, with only 10 data samples, it is possible to have the percentage of missing measurements arbitrarily close to 100%. There is, of course, a cost, in that the number of iterations the algorithm ing measurements. In the presence of noise and false integers ,pl,. . . , kn},
Also, needs to converge increases with the percentage of miss-
data (outliers), there is a tradeoff between the number convergirLg to * from faster than l / ( l -21-n).
of data samples, the amount of noise, and the percentage of outliers. The algorithm will perform well given low noise for n = 10, but will degrade as noise is increased. However, given more data, it is possible to reduce noise effects and speed up1 convergence by binning the data, and averaging across bins. Binning can be effectively implemented by using an adaptive threshhold with a gradient operator, allowing convergence in a single iteration in many cases. Simulation results show, for example, good estimation of the period from one hundred data samples with fifty percent of the measurements missing and twenty five percent of the data samples being arbitrary outliers [l] , [2] .
Our algorithm is based 011 several theoretical results, which we now present. The first leads to a modification of the basic Euclidean algorithm, allowing a reformulation using subtraction rather than division.
Proposition 1 ([I])
Thus, from (4) and (5), as n grows it quickly becomes very likely that n randomly selected integers have a gcd of 1. This fact, together with Proposition 1, make estimation of T via our algorithm possible.
PRI ANALYSIS
The plarameter estimation techniques given above lead to an effective method for periodic pulse interval analysis (see [6] , 171). We assume time is highly resolved and ignore any time quantization error. We are primarily concerned with a single periodic pulse train with (perhaps very many) missing observations that mqy be contaminated with outliers. Our data model for this case, in terms of the arrival times t j , is given by (l), with the additional assumption that qj is zero-mean additive white Gaussian noise. Outliers are included as arbitrary arrival times. The problem, again, is to recover the period 7 and possibly the phase 4. With Gaussian noise the minimum variance unbiased estimates for this linear regression problem take a least-squares form. However, this requires knowledge of the 5%. We therefore propose a multi-step procedure that proceeds by (i) estimating r directly, (ii) estimating the kj's, and (iii) refining the estimate of r using the estimated kj's in the least-squares solution. This estimate is shown to perform well, achieving the Cramer-Rao bound in many cases, despite many missing observations and contaminated data. The direct estimate of r (step (i)) is obtained using the modified Euclidean algorithms described above. While not maximum-likelihood (ML), the modified Euclidean algorithm performs well under difficult conditions.
We now give the maximum likelihood solution and
Cramer-Rao bounds for estimating r and #J. Our analysis has led us to work with the data set { t j + l -tj}yzt, so as to avoid estimating #J (which can be unreliable). Given the sample data set S from (1) we may write where k j + l > kj. In compact form this is t = x p + q ,
where p = [4,r] ' and the definitions of t, q , and X follow from (6). We eliminate 4 by forming the dif-
where Sj = q j + l -qj. Similar to ( 7 ) we may write (8) compactly
Equations (7) and (9) are linear regression problems whose least squares solutions yield the minimumbe expressed element-wise as [ R S 1 ] 
and is therefore easily computed. Although optimal, use of (10) requires knowledge of x d . This is not a problem if there are no missing observations for then k j = j for j = 1 , 2 , . . .n. However, when observations are arbitrarily missing then the 5 ' s are not known in general, and one is faced with more unknowns than equations in (9).
The pdf of the noise 7 in (7) is multivariate Gaussian, leading to the Cramer-Rao bound (CRB) for (10) var{r -S> 2 a z (~, T i i , '~d ) -' , (11) with a6 = 2a,. Generally, the CRB is reduced for smaller 0 : . Also, for fixed n, it is reduced when the spread of the kj's increases. Now, if r were known then X d could be estimated using (1/r) y. Ideally, this estimate is composed of positive integers, but imperfect knowledge of r and the presence of noise will generally yield an estimate of X d that has non-integer components. We therefore propose to estimate x d via This result approaches the optimal minimum variance performance when X d is close to x d . The refinement algorithm is summarized as follows. 
Refined Estimation Aleorithm

DEINTER.LEAVING
We close by discussing our work on deinterleaving. Our data model is the union of M copies of (l), each with different periods or "generators" r = { T~} , kij's and phases. Let T = maxi(7,:). Then our data is where ni is the number of elements from the ith generator, { k i j } is a linearly increasing sequence of natural numbers with missing observations, (pi is a random variable uniformly distributed in [ O , T~) , and the qij's are zero-mean iid Gaussian with standard deviation 3uij < 7/2. We think of the data, as events from @,,(a,) is essentially uniformly distributed in the sense of Weyl. Moreover, the set of p's for which this is not true are rational multiples of { T C } . Therefore, except for those values, ' P, (aij) is essentialby uniformly distributed in [0,1). Moreover, the values at which @,(aij) = 0 almost surely are p E {T& : 'ru E N}. These values of p cluster at zero, but spread out for lower values of n.
We then map the phase wrapped daka by non-linear variations on the periodogratm, for T = 2,,3,. . .. Now, the periodicity of sin and cos gives us that ~os~~-'(27r@,,(al)) = COS^"-^ (27rF) and sin2'-' (2~'P,(az)) = sin2'-'(27r?).
By Theorem 2, the random variables ' P , ( q ) are uniformly distributed on [0, 1) for almost every choice of p. We can then compute the distributions of the real and imaginary parts of F. The "noise-like" behavior of @,(q) for a.e. p leads to a "flat" range for F . However, at p E { q / n : n E N}, we have increasingly strong peaks as n decreases. In turn, this gives the following. Let i o denote the index of the most prolific generator, and %, S denote the real and iinaginary parts.
Theoremi 3
We then isolate the data generated by ri0 by convolution with a pulse train of width ria, and subtract it out. We then repeat the process, terminating when A equals the empty set.
