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Abstract
This paper proposes a physical-statistical modeling approach for spatio-temporal
data arising from a class of stochastic convection-diffusion processes. Such processes
are widely found in scientific and engineering applications where fundamental physics
imposes critical constraints on how data can be modeled and how models should be in-
terpreted. The idea of spectrum decomposition is employed to approximate a physical
spatio-temporal process by the linear combination of spatial basis functions and a mul-
tivariate random process of spectral coefficients. Unlike existing approaches assuming
spatially- and temporally-invariant convection-diffusion, this paper considers a more
general scenario with spatially-varying convection-diffusion and nonzero-mean source-
sink. As a result, the temporal dynamics of spectral coefficients is coupled with each
other, which can be interpreted as the non-linear energy redistribution across multiple
scales from the perspective of physics. Because of the spatially-varying convection-
diffusion, the space-time covariance is non-stationary in space. The theoretical results
are integrated into a hierarchical dynamical spatio-temporal model. The connection
is established between the proposed model and the existing models based on Integro-
Difference Equations. Computational efficiency and scalability are also investigated to
make the proposed approach practical. The advantages of the proposed methodology
are demonstrated by numerical examples, a case study, and comprehensive comparison
studies. Computer code is available on GitHub.
Key words: Convection-diffusion processes, spatio-temporal modeling, hierarchical dynam-
ical spatio-temporal models, spectral method, radar-based precipitation nowcasting
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1 Introduction
Digitization of the physical space has led to an explosive growth of spatio-temporal data
from physical convection-diffusion processes. Examples span multi-disciplinary areas includ-
ing environmental science, meteorology, remote sensing, geology, engineering, etc. For such
processes, fundamental physics imposes critical constraints on how data can be modeled
and how models should be interpreted. This paper proposes a statistical modeling ap-
proach for spatio-temporal data arising from a generic class of convection-diffusion processes
described by a Stochastic Partial Differential Equation (SPDE). By considering spatially-
varying convection-diffusion, the proposed modeling approach makes critical extensions to
the recent advances on the PDE-based statistical modeling of spatio-temporal data.
1.1 Motivation and Background
Convection-diffusion equations have been widely used to describe how physical quantities
(e.g., particles, air pollutant, energy, rain cells, heat, etc.) are transferred inside a physical
system due to two processes: convection and diffusion. Interdisciplinary examples include,
but are not limited to, urban air pollution processes, remote sensing of extreme weather sys-
tems such as hurricanes, decomposition of polymer in space and time, propagation of smoke
from wildfires, regional epidemics of infectious diseases, etc.(Stroud et al., 2010; Guinness
and Stein, 2013; Sigrist et al., 2015; Liu et al., 2016; Zhuk et al., 2017; Liu et al., 2018; Guan
et al., 2020).
For spatio-temporal data arising from physical convection-diffusion processes, determin-
istic physics-based numerical models are less effective for real-time operations due to the
high computational cost and the ineffectiveness in utilizing real-time sensor data streams—a
major source of information in the era of Big Data. For many complex physical processes, it
is not only challenging to build the physics models from the first principles but also difficult
to handle the high-degree uncertainty associated with model parameters and model inputs.
Statistical spatio-temporal models, on the other hand, have been proven useful for short-
term prediction and space-time interpolation using observations (Wikle et al., 2001; Guin-
ness and Stein, 2013; Liu et al., 2016; Kuusela and Stein, 2017; Reich et al., 2018; Guan
et al., 2020). For spatio-temporal data arising from physical processes, however, govern-
ing physics imposes critical constraints on how data can be modeled and interpreted. For
example, the space-time covariance structures, to a great extent, are determined by the
convection-diffusion equations from which the data are generated. When the critical con-
nection to fundamental physics is missing, the capabilities of pure data-driven approaches
may not be fully appreciated by domain experts for monitoring, prediction and planning
purposes. In addition, for non-stationary and highly dynamic processes, the specification of
statistically-adequate and physically-meaningful space-time covariance structures is known
to be extremely challenging (Nychka and Wikle, 2002; Cressie and Wikle, 2011; Simpson
et al., 2012). Assumptions, such as isotropic, stationary and space-time separable, have
been widely adopted which make the models mathematically tractable but too simple (or
too abstract) to acknowledge the full complexity of the underlying physical processes.
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Hence, there is an urgent demand for intepretable models and computationally efficient al-
gorithms tailored for large-scale spatio-temporal data arising from physical processes. When
operational insights are required based on domain knowledge, our engagement with industry
indicates that pure data-driven approaches could be limited even in data-rich scientific and
engineering environments. As the volume of data increases, this issue appears to be more
crucial than ever when statistical models are inevitably becoming more complex but seem-
ingly less interpretable. Hence, data intensive physical analytics–an emerging field which
resides at the intersection of physical modeling and statistics (Hamann, 2016; Qian et al.,
2019)–is being actively pursued in both academia and industry.
1.2 Literature Review
The pioneering work of statistical modeling of spatio-temporal data can be found in
Banerjee et al. (2004), Schabenberger and Gotway (2005) and Cressie and Wikle (2011).
The mainstay approach models spatio-temporal processes by random fields with fully speci-
fied space-time covariance. This approach is referred to as the geostatistical paradigm and
has gained tremendous popularity and success over the past decades. However, the specifi-
cation of space-time covariance structures is known to be challenging for non-stationary and
highly dynamic processes. Consider, for example, the modeling of urban air quality data col-
lected by monitoring stations (Liu et al., 2016). The space-time correlation of the pollutant
dispersion process depends on wind, temperature, solar radiation and traffic, and is too com-
plex to be directly specified and validated. Similar examples can be found in the modeling of
dynamic weather systems where the space-time covariance is non-stationary and depends on
highly dynamic factors such as wind, small-scale localized convection, etc. (Liu et al., 2018).
Hence, there have been prolonged research interests to provide flexible and effective ways
to construct non-stationary covariance functions (Cressie and Huang, 1999; Gneiting, 2002;
Fuentes et al., 2005; Gneiting et al., 2006; Ghosh et al., 2010; Reich et al., 2011; Lenzi et al.,
2019). Moreover, the geostatistical modeling paradigm can be computationally expensive for
large spatio-temporal data sets due to the prohibitive cubic operations O((TN)3), where T
and N are the number of samples in time and space (Cressie and Wikle, 2011; Banerjee and
Fuentes, 2012; Simpson et al., 2012; Yan et al., 2018). For example, a standard dual polar-
ization meteorological Doppler weather radar image contains 230,400 pixels and new images
are generated every 5 minutes. Due to the high computational cost, approximations are com-
monly used for large problems; for example, Gaussian Markov Random Fields representation
(Lindgren and Rue, 2011), Nearest-Neighbor Gaussian Process (Datta et al., 2016; Banerjee,
2017), kernel convolution (Higdon, 1998), low rank representation (Cressie and Johannesson,
2002; Nychka and Wikle, 2002; Banerjee et al., 2008), approximation of likelihood functions
(Stein et al., 2004; Fuentes, 2007; Guinness and Fuentes, 2015), Bayesian inference for la-
tent Gaussian models based on the integrated nested Laplace approximations (Rue et al.,
2009; R-INLA, 2019), Lagrangian spatio-temporal covariance function (Gneiting et al., 2006),
matrix-free state-space model (Mondal and Wang, 2019), Vecchia approximations of Gaus-
sian processes (Katzfuss et al., 2020), as well as the multi-resolution approximation (M -RA)
of Gaussian processes observed at irregular spatial locations (Katzfuss, 2017).
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A powerful modeling framework, known as the Hierarchical Dynamical Spatio-Temporal
Models (DSTM), has been proposed (Wikle and Cressie, 1999; Berliner, 2003; Cressie and
Wikle, 2011; Stroud et al., 2010; Katzfuss et al., 2020). The power of the DSTM comes from
the dynamical model specification by a series of conditional models that lead to a complex
joint space-time covariance structures which can hardly be directly specified. Stroud et al.
(2001) investigated a Gaussian state space framework where the mean function at each time
is modeled by a locally weighted mixture of linear regressions. The use of Monte Carlo
approaches makes the dynamical model more computable with very large data sets and for
non-linear non-Gaussian models (Carlin et al., 1992; Banerjee et al., 2004).
The SPDE-based modeling approach of large spatio-temporal data has also drawn much
attention due to its connection to many physical convection-diffusion processes. Jones and
Zhang (1997) developed statistical models for unequally spaced data arising from continuous
stationary space-time processes described by a SPDE with white noise. Spectral density
functions were obtained for the stationary space-time process and the inverse Fourier trans-
form was employed to obtain the covariance functions. Brown et al. (2000) proposed a
blur-generated non-separable space-time models and showed the explicit link of the pro-
posed model to a convection-diffusion SPDE in the limiting case. Hooten and Wikle (2008)
proposed a hierarchical Bayesian model for the spread of invasive species with spatially-
varying diffusion coefficients as well as a logistic population growth term based on a com-
mon reaction-diffusion equation. Stroud et al. (2010) proposed a methodology for combining
spatio-temporal satellite images with advection-diffusion models for interpolation and pre-
diction of environmental processes. Lindgren and Rue (2011) investigated the explicit con-
nection between a convection-diffusion SPDE and Gaussian Markov random field. Sigrist
et al. (2015) proposed a systematic approach to obtain a Gaussian process by solving a
SPDE with a convection-diffusion operator that does not vary in space and time. In the lit-
erature of computational mechanics, Qian et al. (2019) proposed a physics-informed method
for learning low-dimensional models for large-scale dynamical systems govern by PDE. It is
noted that a DSTM can also be motivated by special types of partial differential equations
(e.g., diffusion, reaction-diffusion, or simplified convection-diffusion equations) under special
conditions (e.g., spatially- and temporally-invariant convection-diffusion). A summary of the
latest advances in the spatial modeling with SPDE can be found in Cressie and Wikle (2011)
and Krainski et al. (2019).
1.3 Overview of the Paper
This paper proposes a statistical modeling approach for spatio-temporal data arising from
a generic class of convection-diffusion SPDE with a spatially-varying convection-diffusion op-
erator and a nonzero-mean spatio-temporal source-sink term. We employ the important idea
of spectrum decomposition to approximate the spatio-temporal process governed by a SPDE.
Unlike the existing results based on spatially- and temporally-invariant convection-diffusion,
the proposed model has two critical differences: (i) the temporal dynamics of spectrum coeffi-
cients is coupled when the convection-diffusion operator varies in space. Such a phenomenon
is interpreted as the non-linear energy transfer or redistribution across multiple scales from
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the perspective of physics; (ii) while spatially- and temporally-invariant convection-diffusion
leads to a stationary process in the limiting case, the proposed spatio-temporal model has
a non-stationary space-time covariance structure due to the spatially-varying convection-
diffusion. To our best knowledge, such a statistical modeling methodology is not yet available
in the literature.
In Section 2, we describe the general modeling framework and present the key theoretical
results. Section 3 focuses on real-valued processes under discrete sampling—a typical scenario
in scientific and engineering applications. In Section 4, a systematic approach is presented to
integrate the established theoretical results into the DSTM framework. Section 5 provides a
numerical example, and a case study of radar-based precipitation nowcasting to demonstrate
the advantages of the proposed method.
2 The General Modeling Framework
Consider a spatio-temporal convection-diffusion process governed by the following SPDE:
Aξ(t, s) = Q(t, s) + ε(t, s) (1)
where ξ(t, s) is a spatio-temporal process in space s and time t, Q(t, s) is the source-sink
term, ε(t, s) is a spatio-temporal error process, and A is the convection-diffusion operator:
Aξ(t, s) = ∂
∂t
ξ(t, s) + ~vTt,sOξ(t, s)− O · [Dt,sOξ(t, s)] + ζt,sξ(t, s) (2)
where ~vt,s, Dt,s, ζt,s, O and O· represent the velocity, diffusivity, decay, gradient and diver-
gence, respectively.
The SPDE (1) describes the transport of particles, energy, or other physical quantities
by convection and diffusion processes. The second term on the right hand side of (2) models
the convection of a physical quantify by an ambient flow, while the third and the last terms
represent diffusion and decay, respectively. Depending on the applications, (1) is referred to
as the convection-diffusion, advection-diffusion, drift-diffusion, or scalar transport equations.
When applied to model real data, the SPDE (1) is not exactly satisfied due to the uncer-
tainties in the model parameters. For example, the measurement errors or noises introduce
aleatoric uncertainties in the velocity ~vt,s and diffusivity Dt,s (see Proposition 1), while our
incomplete knowledge on the forcing term, Q(t, s), often leads to epistemic uncertainties
(see the case study in Section 5). Hence, by incorporating the error process ε(t, s) into the
SPDE (1), one can exploit the capability of statistical approaches to quantify the sources of
uncertainty for complex physical processes.
The spectral decomposition of ξ(t, s) is given by the linear combination of spatial basis
functions and random spectral coefficients (Wikle and Cressie, 1999; Cressie and Wikle, 2011;
Sigrist et al., 2015; Mak et al., 2018; Qian et al., 2019):
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ξ(t, s) ≈ ξ˜(t, s) =
K∑
j=1
αj(t)fj(s) ≡ fT (s)α(t). (3)
Here, α(t) = (α1(t), ..., αK(t))
T is a multivariate temporal process of spectral coefficients,
fj(s) = exp(ik
T
j s) is the deterministic Fourier basis function, kj is the spatial wavenumber,
and f(s) = (f1(s), ..., fK(s))
T . The choice of Fourier spatial basis function is appropriate if
ξ(t, s) is periodic. The spectral decomposition (3) provides some key advantages in modeling
the spatio-temporal data arising from the physical process (1):
• Once the spatial basis functions have been fixed, the modeling of a spatio-temporal
process ξ(t, s) can be converted to the modeling of a multivariate stochastic process
α(t). The latter problem is often more tractable.
• If it is possible to find a multivariate stochastic process α(t) such that the approxi-
mated process generated by (3) also satisfies the SPDE (1), the fundamental physics
in (1) can be naturally built into the statistical model (Wikle and Cressie, 1999; Sigrist
et al., 2015; Qian et al., 2019). Alternatively, one may choose to model α(t) by pure
data-driven approaches, if incorporating physics into statistical models is not a major
modeling concern (Yeo and Melnyk, 2018).
• Once the temporal dynamics of α(t) has been established, the space-time covariance
structure of ξ˜(t, s) can be derived from the spectral decomposition (3), where ξ˜(t, s) is
a linear combination of α(t) and known basis functions f(s).
• Dimension reduction is possible by retaining only the low-frequency components in
(3), which helps to achieve a tremendous computational advantage without significantly
sacrificing the modeling accuracy. This is often a critical step that ensures the proposed
model to be practical for certain applications as shown in the case study.
• The model based on (3) can be integrated into the framework of DSTM (Wikle et al.,
1998; Berliner, 2003; Cressie and Wikle, 2011), which enables computationally efficient
algorithms for statistical inference, monitoring and prediction.
We firstly show, in Proposition 1, that a multivariate stochastic process α(t) does exist
such that the approximated process generated by (3) satisfies the SPDE (1). The follow-
ing assumptions are made: (A1 ) the convection-diffusion operator A in (2) is spatially-
varying but temporally-invariant (i.e., ~vt,s = ~vs, Dt,s = Ds, ζt,s = ζs); (A2 ) the source-
sink process Q(t, s) admits a spectral representation Q(t, s) = fT (s)β(t) with β(t) =
(β(1)(t), ..., β(K)(t))T dynamically evolving over time; (A3 ) the error process ε(t, s) = fT (s)ε˜(t)
is a white-in-time stationary spatial process where ε˜(t) is a K-dimensional random vector;
(A4 ) the initial condition is given by ξ˜(0, s) = fT (s)α(0) where α(0) ∼ N(0, diag{h˜0(kj)})
and h˜0(kj) is the spectral density.
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Proposition 1. For spatially-varying convection-diffusion (i.e., A1), if the initial condition
ξ˜(0, s), source-sink process Q(t, s) and error process ε(t, s) are in a space S spanned by a
finite number of Fourier functions fT (s) (i.e., A2∼A4), then, there exists a multivariate
temporal process α(t) such that ξ˜(t, s) remains in S and satisfies the SPDE (1). The process
α(t) is characterized by a stochastic Ordinary Differential Equation (ODE) as follows:
α˙(t) = Gα(t) + β(t) + ε˜(t). (4)
Here, the (i, j)th entry of the non-diagonal matrix G is given by
gi,j = C
−1
j
∫
S
{−kTj Dskj − ζs − ı(~vTs kj − [O ·Ds]Tkj)} fj(s)f ∗i (s)ds (5)
where ı is the imaginary unit, Cj =
∫
fj(s)f
∗
j (s)ds, ·∗ represents the complex conjugation,
and the covariance of the error process ε˜(t) is given by cov(ε˜(t), ε˜(t′)) = δt,t′diag{h˜(kj)} with
δt,t′ and h˜(·) respectively being the Kronecker delta and spectral density function.
Remark. The proof of Proposition 1, using the Galerkin method, is provided in Ap-
pendix A. The temporal evolution of α(t) described by the ODE (4) has interesting interpre-
tations: the first term on the right hand side, Gα(t), captures the transition of the spectral
coefficients α(t) due to the convection-diffusion operator A; the second term, β(t), captures
the additional change to α(t) due to the source-sink Q(t, s); and the third term ε˜(t) captures
the uncertainty associated with the evolution of α(t) due to the error process ε(t, s) in (1).
Note that the process α(t) defined in (4) differs from the existing result in the literature.
Since G is non-diagonal given a spatially-varying convection-diffusion operator A, the ODE
(4) immediately implies that the temporal evolution of the components in α(t) are coupled:
at any time t, the transition of each component in α(t) depends not only on itself, but
also on all other components in α(t). If the Fourier coefficients are viewed as the energy
distributed to different frequencies, the coupling of Fourier coefficients can be naturally
interpreted as the energy transfer across multiple scales, i.e., the spatially-varying convection-
diffusion redistributes the energy across different frequencies. Under a special case when
the convection-diffusion operator does not vary in space and time, and the source-sink is
negligible (i.e., Q(t, s) = 0, ~vt,s = ~v and Dt,s = D), the ODE (4) degenerates to the result
in Sigrist et al. (2015) where the temporal evolution of the components in α(t) are completely
de-coupled (i.e., G becomes diagonal), leading to a stationary solution of (1) in the limiting
case; also see Brown et al. (2000). When the velocity field ~vs and diffusivity Ds vary in
space, however, the process considered in our model becomes non-stationary in space.
Once the temporal dynamics of α(t) has been established, the space-time covariance of
ξ˜(t, s) is derived from the spectral decomposition (3), where ξ˜(t, s) is a linear combination
of α(t) and fixed basis functions f(s). It follows from (3) that
cov(ξ˜(t+ ∆, s), ξ˜(t, s′)) = fT (s)cov(α(t+ ∆),α(t))f(s′). (6)
Hence, it is sufficient to obtain the covariance structure of the multivariate temporal process
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α(t) given by the following proposition.
Proposition 2. For the multivariate temporal process α(t) defined in (4), we have
cov(α(t+∆),α(t)) = exp(G∆)
(
exp(Gt)H0 exp
∗(GT t) +
∫ t
0
exp(G(t− τ))H exp∗(GT (t− τ))dτ
)
(7)
where H = diag(h˜(kj)) and H0 = diag(h˜0(kj)) are respectively the spectral density of ε˜(t)
and α(0). When t→∞, the effect of the initial condition α(0) vanishes and we have
lim
t→∞
cov(α(t+ ∆),α(t)) = exp(G∆)
∫ t
0
exp(G(t− τ))H exp∗(GT (t− τ))dτ. (8)
Remark. The derivation of (7) is provided in Appendix B. To generate some insights on
Proposition 2, we first consider the discrete-time representation of the ODE (4), α(t+ ∆) =
exp(G∆)α(t) + q(∆), where
q(∆) ∼ N
(∫ t+∆
t
β(t)dt,
∫ ∆
0
exp(G(∆− τ))H exp∗(GT (∆− τ))dτ
)
(9)
represents the amount of shift applied to α(t) over a time interval ∆ due to both the source-
sink and error processes in (1). Then, under a special case with constant convection, diffusion
and decay (i.e., ~vs = ~v, Ds = diag(d) and ζs = ζ), G becomes a diagonal matrix with its
(i, i)th entry being given by gi,i = −dkTi ki−ζ−ı~vTs ki, and the (i, i)th entry of the covariance
matrix of q(∆) becomes
h˜(ki)
∫ ∆
0
exp(−(dkTi ki + ζ + ı~vTs ki)(∆− τ)) exp∗(−(dkTi ki + ζ + ı~vTs ki)(∆− τ))dτ
=
h˜(ki)
2dkTi ki + 2ζ
[
1− exp(−(2dkTi ki + 2ζ)∆)
]
.
(10)
Equation (10) indicates that: (i) the uncertainty associated with q(∆) does not depend
on convection; (ii) for small ∆, d and ζ, (10) can be approximated by h˜(ki)∆ which indicates
that the effects of diffusion and decay are small on q(∆) within a small time interval ∆; (iii)
when ∆ → ∞, (10) becomes h˜(ki)(2dkTi ki + 2ζ)−1 which indicates that the diffusion and
decay force the spectrum of the noise to decay.
3 Real-Valued Processes on Space-Time Grids
In Section 3, we restrict our attention to an important scenario in scientific and engineer-
ing applications: real-valued spatio-temporal processes on space-time grids. For example,
the temperature field in a data center server room is sampled by thermal sensors at discrete
spatial locations and time intervals, radar or remote sensing images are taken at fixed time
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intervals and over fixed-size image pixels, etc.
We consider a real-valued process ξ(t, s) defined on a N1 × N2 regular spatial grid and
at time points t1, t2, ..., tT . In particular, the rectangular spatial mesh system is defined by
a tensor product of two one-dimensional collocation sets,
S = s1 ⊗ s2, (11)
where s1 and s2 are s1 = (s
(i)
1 ; s
(i)
1 =
i
N1
, i = 0, · · · , N1 − 1) and s2 = (s(i)2 ; s(i)2 = iN2 , i =
0, · · · , N2 − 1). Without loss of generality, N1 and N2 are assumed to be even numbers.
3.1 2D Discrete Fourier Transform
The proposed approach is deeply rooted in the 2D discrete Fourier transform (DFT). For
a 2D process x(n1, n2) at grid points (n1, n2), n1 = 0, 2, ..., N1 − 1 and n2 = 0, 2, ..., N2 − 1,
the DFT of x(n1, n2) is defined as
X(k1, k2) =
1
N1N2
N1−1∑
n1=0
N2−1∑
n2=0
x(n1, n2)e
−ı( 2pi
N1
n1k1+
2pi
N2
n2k2)
=
1
N1N2
∑
n1
∑
n2
x(n1, n2) cos(
2pi
N1
n1k1 +
2pi
N2
n2k2))
− ı 1
N1N2
∑
n1
∑
n2
x(n1, n2) sin(
2pi
N1
n1k1 +
2pi
N2
n2k2) ≡ α(R)k1,k2 − ıα
(I)
k1,k2
(12)
for k1 = −N1/2 + 1,−N1/2 + 2, ..., N1/2 and k2 = −N2/2 + 1,−N2/2 + 2, ..., N2/2. The
inverse transform is also obtained as:
x(n1, n2) =
N1/2∑
k1=−N1/2+1
N2/2∑
k2=−N2/2+1
X(k1, k2)e
ı( 2pi
N1
n1k1+
2pi
N2
n2k2)
=
∑
k1
∑
k2
(α
(R)
k1,k2
− ıα(I)k1,k2)
{
cos(
2pi
N1
n1k1 +
2pi
N2
n2k2) + ı sin(
2pi
N1
n1k1 +
2pi
N2
n2k2)
}
=
∑
k1
∑
k2
α
(R)
k1,k2
cos(
2pi
N1
n1k1 +
2pi
N2
n2k2) +
∑
k1
∑
k2
α
(I)
k1,k2
sin(
2pi
N1
n1k1 +
2pi
N2
n2k2).
(13)
For real-valued x(n1, n2), it is well known that (i.e., rotational symmetry)
|X(k1, k2)| = |X(−k1,−k2)|, argX(k1, k2) = − argX(−k1,−k2). (14)
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Figure 1: Illustrations of 2D DFT for real-valued processes (top row: the original radar
image and the recovered image from the inverse DFT; mid row: the real and imaginary
parts of the FFT, X(k1, k2); bottom row: the low-frequency region of the real and imaginary
parts of X(k1, k2), i.e., a zoomed-in view).
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As an illustration, Figure 1 shows a 80× 80 pixel weather radar image and its 2D DFT.
The first row of this figure shows the original image (left) and the recovered image (right) from
the inverse DFT; the second row shows the real and imaginary parts of the FFT, X(k1, k2),
for k1, k2 = −39,−38, ..., 40; and the bottom row presents a zoomed-in view of the real and
imaginary parts of X(k1, k2) by only keeping the low-frequency components. For such a
real-valued process, the rotational symmetry of the real and imaginary parts of X(k1, k2)
is clearly seen, i.e., |X(k1, k2)| = |X(−k1,−k2)| and argX(k1, k2) = − argX(−k1,−k2).
One key observation from Figure 1 is that the Fourier coefficients corresponding to the
high-frequency terms (approximately k > 15) are practically zero, which strongly suggests
the possibility of dimension reduction by keeping only the low-frequency components. If it
is assumed that the image in Figure 1 is band-limited within [−15, 15], then, the spatial
sampling rate in this example (i.e., 1/80) far exceeds the Nyquist rate, which explains why
the image can be well reconstructed by inverse FFT.
3.2 The Statistical Model for Real-Valued Processes
The 2D DFT motivates us to approximate a real-valued spatio-temporal process ξ(t, s)
by allowing α
(R)
k1,k2
and α
(I)
k1,k2
to vary over time. Hence, we have
ξ(t, s) ≈
N1/2∑
k1=−N1/2+1
N2/2∑
k2=−N2/2+1
α
(R)
k1,k2
(t)f
(R)
k1,k2
(s) + α
(I)
k1,k2
(t)f
(I)
k1,k2
(s) (15)
where f
(R)
k1,k2
(s) = cos(2pis1k1 + 2pis2k2), f
(I)
k1,k2
(s) = sin(2pis1k1 + 2pis2k2). Recall that, ξ(t, s)
is a real-valued process on the rectangular mesh system (11) at time points t1, t2, ..., tT .
Because of the rotational symmetry (14), we obtain the following constraints:
α
(R)
k1,k2
(t) = α
(R)
−k1+iN1,−k2+jN2(t), α
(I)
k1,k2
(t) = −α(I)−k1+iN1,−k2+jN2(t), i, j ∈ N (16)
and
α
(I)
0,0(t) = α
(I)
0,
N2
2
(t) = α
(I)
N1
2
,0
(t) = α
(I)
N1
2
,
N2
2
(t) = 0. (17)
The constraints (16) and (17) enable us to re-write (15) as
ξ(t, s) =
∑
k∈Ω1
α
(R)
k (t)f
(R)
k (s) + 2
∑
k∈Ω2
(
α
(R)
k (t)f
(R)
k (s) + α
(I)
k (t)f
(I)
k (s)
)
(18)
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where k = (k1, k2), and the two sets of spatial wavenumbers, Ω1 and Ω2, are defined as:
Ω1 = {(0, 0), (0, N2
2
), (
N1
2
, 0), (
N1
2
,
N2
2
)}
Ω2 = {(k1, k2); k1 = 0, 1, ..., N1
2
, k2 = 0, 1, ...,
N2
2
}
∪ {(k1, k2); k1 = −1, ...,−N1
2
+ 1, k2 = −1, ...,−N2
2
+ 1} \ Ω1.
(19)
It is easy to see that the dimension of the Fourier coefficients is N1 × N2, i.e., the total
number of α(R) and α(I) to be determined in (18). In spectral analysis, it is a common
practice to further drop the terms corresponding to the highest frequencies, N1
2
and N2
2
, in
order to achieve the rotational symmetry between all pairs in the wavenumber space. Hence,
an alternative approach to (18) is:
ξ(t, s) =
[
α
(R)
k (t)f
(R)
k (s)
]
k=(0,0)
+ 2
∑
k∈Ω3
(
α
(R)
k (t)f
(R)
k (s) + α
(I)
k (t)f
(I)
k (s)
)
(20)
where
Ω3 ={(k1, k2); k1 = 0, 1, ..., N1
2
− 1, k2 = 0, 1, ..., N2
2
− 1}
∪ {(k1, k2); k1 = −1, ...,−N1
2
+ 1, k2 = −1, ...,−N2
2
+ 1} \ {(0, 0)}.
(21)
and the dimension of (20) is reduced to N1×N2−N1−N2 +1. For example, if N1 = N2 = 80
as shown in Figure 1, the dimensions of (18) and (20) are respectively 6,400 and 6,241. It
is also shown in Figure 1 that the Fourier coefficients corresponding to the high-frequency
components are close to zero (i.e., the energy is concentrated in the low-frequency region).
Hence, the approximation (20) is well justified.
Figure 2: Fourier basis functions at selected frequencies: f
(R)
40,40(s),f
(R)
1,0 (s),and f
(I)
1,10(s).
12
For the same radar image shown in Figure 1, Figure 2 illustrates the Fourier basis func-
tions at selected frequencies. The left panel shows f
(R)
40,40(s) with k1 = k2 = 40 (the last entry
in Ω1), the middle panel shows f
(R)
1,0 (s) with k1 = 1 and k2 = 0 (the 40
th entry in Ω2), and
the right panel shows f
(I)
1,10(s) with k1 = 1 and k2 = 10 (the 50
th entry in Ω2).
Similar to Proposition 1, Proposition 3 establishes the temporal dynamics of α
(R)
k (t) and
α
(I)
k (t) such that the approximated process (18) satisfies the SPDE (1). In the case that the
process is approximated by (20), the extension of Proposition 3 is trivial and thus omitted.
Proposition 3. Let α(t) = ({α(R)k (t);k ∈ Ω1}, {α(R)k (t);k ∈ Ω2}, {α(I)k (t);k ∈ Ω2})T be a
collection of spectral coefficients; let ξ˜(0, s) be the initial condition where α(0) ∼ N(0,H0)
with H0 = diag(h˜0(k)) being a spectral density; let
Q(t, s) =
∑
k∈Ω1
β
(R)
k (t)f
(R)
k (s) + 2
∑
k∈Ω2
{
β
(R)
k (t)f
(R)
k (s) + β
(I)
k (t)f
(I)
k (s)
}
(22)
be the spectral representation of the deterministic source-sink process; let
ε(t, s) =
∑
k∈Ω1
ε˜
(R)
k (t)f
(R)
k (s) + 2
∑
k∈Ω2
{
ε˜
(R)
k (t)f
(R)
k (s) + ε˜
(I)
k (t)f
(I)
k (s)
}
(23)
be the spectral representation of the white-in-time stationary error process, and let ε˜(t) =
({ε˜(R)(t);k ∈ Ω1}, {ε˜(R)(t);k ∈ Ω2}, {ε˜(I)(t);k ∈ Ω2})T be a random noise vector with
spectral density H = diag(h˜(k)). Then, the temporal dynamics of α
(R)
k (t) and α
(I)
k (t) is
given as follows such that the approximated process (18) satisfies the real-valued SPDE (1):
For k′ ∈ Ω1,
α˙
(R)
k′ (t) =C
−1
k
∑
k∈Ω1
α
(R)
k (t)Ψ1,5,9(k,k
′) + 2C−1k
∑
k∈Ω2
α
(R)
k (t)Ψ1,5,9(k,k
′)
+ 2C−1k
∑
k∈Ω2
α
(I)
k (t)Ψ2,6,10(k,k
′) + β(R)k′ (t) + ε˜
(R)
k′ (t)
(24)
For k′ ∈ Ω2,
α˙
(R)
k′ (t) =(2Ck)
−1 ∑
k∈Ω1
α
(R)
k (t)Ψ1,5,9(k,k
′) + C−1k
∑
k∈Ω2
α
(R)
k (t)Ψ1,5,9(k,k
′)
+ C−1k
∑
k∈Ω2
α
(I)
k (t)Ψ2,6,10(k,k
′) + β(R)k′ (t) + ε˜
(R)
k′ (t)
(25)
α˙
(I)
k′ (t) =(2Ck)
−1 ∑
k∈Ω1
α
(R)
k (t)Ψ3,7,11(k,k
′) + C−1k
∑
k∈Ω2
α
(R)
k (t)Ψ3,7,11(k,k
′)
+ C−1k
∑
k∈Ω2
α
(I)
k (t)Ψ4,8,12(k,k
′) + β(I)k′ (t) + ε˜
(I)
k′ (t)
(26)
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where Ψ1,5,9 = Ψ1 + Ψ5 + Ψ9, Ψ2,6,10 = Ψ2 + Ψ6 + Ψ10, Ψ3,7,11 = Ψ3 + Ψ7 + Ψ11, Ψ4,8,12 =
Ψ4 + Ψ8 + Ψ12, and
Ψ1(k,k
′) =
∫
~vTs k˜f
(I)
k (s)f
(R)
k′ (s)ds, Ψ2(k,k
′) = − ∫ ~vTs k˜f (R)k (s)f (R)k′ (s)ds,
Ψ3(k,k
′) =
∫
~vTs k˜f
(I)
k (s)f
(I)
k′ (s)ds, Ψ4(k,k
′) = − ∫ ~vTs k˜f (R)k (s)f (I)k′ (s)ds,
Ψ5(k,k
′) =
∫
(−k˜TDsk˜f (R)k − [O ·Ds]T k˜f (I)k )f (R)k′ ds,
Ψ6(k,k
′) =
∫
(−k˜TDsk˜f (I)k − [O ·Ds]T k˜f (R)k )f (R)k′ ds,
Ψ7(k,k
′) =
∫
(−k˜TDsk˜f (R)k − [O ·Ds]T k˜f (I)k )f (I)k′ ds,
Ψ8(k,k
′) =
∫
(−k˜TDsk˜f (I)k − [O ·Ds]T k˜f (R)k )f (I)k′ ds,
Ψ9(k,k
′) = − ∫ ζsf (R)k f (R)k′ ds, Ψ10(k,k′) = − ∫ ζsf (I)k f (R)k′ ds, Ψ11(k,k′) = − ∫ ζsf (R)k f (I)k′ ds,
Ψ12(k,k
′) = − ∫ ζsf (I)k f (I)k˜ ds,
Ck =
∫
f
(R)
k f
(R)
k ds =
∫
f
(I)
k f
(I)
k ds, and k˜ = 2pik.
Remark 1 (nonlinear energy transfer between multiple scales). The proof of Proposition
3 can be obtained using the Galerkin method and is provided in Appendix C. In Proposition
3, Ψ1, ...,Ψ4 determine the transition of the Fourier mode α
(R)
k (t)− ıα(I)k (t) due to convection
under the velocity field ~vs. In a special case when ~vs is constant while the diffusion and
source-sink are ignored, the magnitude (i.e., “energy”) of each Fourier mode is conserved
under Ψ1, ...,Ψ4 only with shifted argument. This can be clearly shown by letting ~vs = ~v,
Ds = 0, β
(R)
k = β
(I)
k = ε˜
(R)
k′ (t) = ε˜
(I)
k′ (t) = 0. Then, for k
′ ∈ Ω2, we have Ψ1 = Ψ4 = 0 and
Ψ2 = −Ψ3 = −2Ck′pi~vk′. It follows from (25) and (26) that
α˙
(R)
k′ (t) = −2Ck′piα(I)k′ (t)~vk′, α˙(I)k′ (t) = 2Ck′piα(R)k′ (t)~vk′. (27)
Hence,
d
dt
{
(α
(R)
k′ (t))
2 + (α
(I)
k′ (t))
2
}
= 2α
(R)
k′ (t)α˙
(R)
k′ (t) + 2α
(I)
k′ (t)α˙
(I)
k′ (t)
= 4Ck′pi~vk
′(−α(I)k′ (t)α(R)k′ (t) + α(I)k′ (t)α(R)k′ (t)) = 0
(28)
which implies the conservation of energy at each Fourier mode α
(R)
k (t) − ıα(I)k (t) under the
special case with constant convection, and zero diffusion and source-sink.
However, ~vs varies in space in our paper, and the evolution of multiple Fourier modes
must interact with each other as clearly shown in (24)∼(26) (also see the remark under
Proposition 1). Hence, although the convection under a spatially-varying velocity field ~vs
does not increase nor decrease the total energy within the system, it re-distributes the energy
to different Fourier modes causing the non-linear energy transfer between multiple scales.
Remark 2 (The IDE-based representation). One important modeling approach to cap-
ture the spatio-temporal dynamics relies on the stochastic Integro-Difference Equation (IDE)
models (Wikle and Cressie, 1999; Wikle, 2002; Brown et al., 2000; Liu et al., 2016). Assum-
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ing discrete time steps with lag ∆, the key idea of the IDE-based model is to describe the
spatio-temporal dynamics through integral operations in space:
ξ(t, s) = λ∆
∫
S
ωs(x)ξ(t−∆,x)dx+ noise (29)
where λ∆ is a scaling factor and ω is a redistribution kernel. For example, if (29) is a
convolution operation, then, ω is the convolution kernel.
Under spatially and temporally invariant convection-diffusion, the link between an IDE-
based model (in its limiting case) and the convection-diffusion equation has been established
(Brown et al., 2000; Sigrist et al., 2015). Under spatially and temporally varying convection-
diffusion, Liu et al. (2016) adopted the IDE-based model without explicitly establishing the
connection between the IDE-based model and convection-diffusion equations.
The following proposition provides the (discretized) IDE-based representation of the
SPDE (1) with a spatially-varying convection-diffusion operator As. As shown by this
proposition, the IDE-based representation can no longer be seen as a spatial convolution
operation due to the nonlinear energy transfer between multiple scales discussed in Remark
1 above.
Proposition 4 (a discretized IDE-based representation). For a spatially-varying but temporally-
invariant convection-diffusion operator A, the convection-diffusion operation Aξ˜(t+∆, s) on
the approximated process ξ˜(t+ ∆, s) admits a discretized IDE-based representation:
ξ˜(t+ ∆, s) =
1
N
N∑
i=1
ωs(xi)ξ˜(t,xi) (30)
where N = N1 ×N2, s ∈ S, xi ∈ S for i = 1, ..., N , and
ωs(xi) =
N∑
j
N∑
j′
[
eG∆
]
j,j′ e
ı(kjs−kj′xi). (31)
The proof of Proposition 4 is given in the Appendix D. Note that:
• Although ωs(xi) in (30) can still be interpreted as the re-distribution kernel, (30) is no
longer a convolution operation as is often the case in the literature. This is due to the
interesting non-linear energy re-distribution across different frequencies. The matrix
exponential, eG∆, is non-diagonal when A varies in space, and the temporal evolution
of the components in α(t) is coupled.
• In a special case when the convection-diffusion operator A does not vary in space and
time, the discrete IDE-based representation in Proposition 4 reduces to a convolution
operation. Note that when A does not vary in space and time, G becomes a diagonal
matrix and ωs(xi) =
∑N
j=1 Gjeıkj(s−xi) with Gj = −kTj Dkj − ζ − ı~vTkj being the ith
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diagonal component. Hence, (30) reduces to
ξ˜(t+ ∆, s) =
1
N
N∑
i=1
[
N∑
j=1
Gjeıkj(s−xi)
]
ξ˜(t,xi)
=
1
N
N∑
i=1
ωs(xi)ξ˜(t,xi).
(32)
In such a special case, the dynamics of ξ˜(t, s) is captured by spatial convolution and is
consistent with the existing results in the literature (Wikle and Cressie, 1999; Brown
et al., 2000; Liu et al., 2016). In fact, it is easy to see that ωs(xi) is the inverse Fourier
transform of Gj, and ωs(xi) is a Gaussian kernel (Section 3.2.1 in Liu et al. (2016)). Of
course, in a general case where A varies in space, the dynamics of ξ˜(t, s) is captured
by (30), which is no longer a convolution operation in space.
Proposition 4 links the proposed model to a large body of literature and provides a
different perspective on how the proposed model can be interpreted.
4 Integration with a Dynamical Model
The results obtained in Sections 2 and 3 enable us to embed the physics, governed by the
convection-diffusion process (1), into the framework of Hierarchical Spatio-Temporal Models
(DSTM) described in Wikle et al. (1998); Cressie and Wikle (2011); Katzfuss et al. (2020).
The DSTM has been shown to be effective in handling non-stationary, irregular complex
processes with either continuous, discrete or multivariate data, and provides computational
advantages for inference, monitoring, prediction and dynamic network design. The DSTM
framework consists of a data model, a process model, and a parameter model. The data
model can be directly obtained from the spectral decomposition (3) and is given by:
Data Model: Y (t) = Fα(t) + V (t) (33)
where Y (t) = (Ys1(t), ..., YsN (t))
T is a N×1 vector that contains the data observed at time t,
α(t) is a K × 1 vector that contains the spectral coefficients, F = (f(s1),f(s2), ...,f(sN))T
is a N × K observation matrix of Fourier functions, and the noise term V (t) is added to
capture the unexplained variation such as observation error.
The process model, which captures the temporal dynamics of α(t), can be obtained from
the discrete-time representation of the ODE (4):
Process Model: α(t) = exp(G∆)α(t−∆) + β(t−∆)∆ +Wα(t) (34)
where Wα(t) ∼ N(0,
∫ ∆
0
exp(G(∆− τ))H exp∗(GT (∆− τ))dτ).
If necessary, a parameter model can also be included to incorporate prior information
or regularizations obtained from other sources, especially the outputs from physical models
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which are widely available for many spatio-temporal modeling problems. For example, when
modeling the temperature field in a data center, information on the velocity field (i.e., air
flow) and diffusion matrix can usually be derived from the CFD model and flow sensors.
Another example is the modeling of urban air pollution process or the motion of extreme
weather systems, information on wind field is usually available from the Numerical Weather
Prediction (NWP) models (Liu et al., 2016, 2018; Zhuk et al., 2017).
In the convection-diffusion process (1), Q(t, s) is the deterministic source (i.e., genera-
tion) and sink (i.e., destruction) of the quantify of interest. As discussed in Section 2, Q(t, s)
admits a spectral representation Q(t, s) = fT (s)β(t) with β(t) = (β(1)(t), ..., β(K)(t))T dy-
namically evolving over time. If an AR(1) process is considered for β(t), we obtain
Proposition 5. Under the assumptions A1∼A4 made in Proposition 1 and consider an AR(1)
process for β(t) such that β(t) = M∆β(t − ∆) + Wβ(t) where Wβ(t) ∼ N(0, τ 2βIK) and
M∆ = ρ∆IK, a dynamical model with local linear growth can be written as:
Y (t) = (F ,0N,K)θ(t) + V (t)
θ(t) = G˜θ(t−∆) +W (t) (35)
where
G˜ =
(
exp(G∆) ∆IK
0K M∆
)
(36)
and θ(t) = (α(t),β(t))T , V (t) ∼ N(0, τ 2V IN), W (t) = (Wα(t),Wβ(t))T .
It is easy to see that W (t) ∼ N(0,ΣW ), and
ΣW =
( ∫ ∆
0
exp(G(∆− τ))H exp∗(GT (∆− τ))dτ
τ 2βIK
)
. (37)
For large spatio-temporal data, the traditional geostatistical modeling paradigm is lim-
ited due to the prohibitive O((TN)3) operations associated with factorizing the dense covari-
ance matrices. The conditioning structure of the proposed DSTM reduces the cubic time
complexity to O(TN3) if the Kalman filter and FFBS (Forward Filtering and Backward
Sampling) are used (Carter and Kohn, 1994). More importantly, since the data process
(33) is based on the spectral representation of a spatial process, Sigrist et al. (2015) noted
that the Kalman filter can be efficiently performed in the spectral space for gridded data
by converting Y (t) from the physical space to Y˜ (t) in the spectral space using FFT which
requires O(TN log(N)). Hence, the dynamical model (35) in the spectral space is given by
Y˜ (t) = F˜ θ(t) + V˜ (t)
θ(t) = G˜θ(t−∆) +W (t) (38)
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where Y˜ (t) is the Fourier transform of Y (t) obtained from FFT, F˜ = (IK ,0K), and V˜ (t) ∼
N(0, τ 2
V˜
IK).
Note that the dimensions of Y˜ (t), θ(t) and F˜ are respectively K × 1, 2K × 1 and
K × 2K. In practice, it is possible to only keep the low frequency components and make
K much smaller than N (see Figure 1). Therefore, the choice of K in (3) controls both the
dimension and computational cost of the problem.
The Kalman Filter in the spectral domain can be obtained from the classical iterations
(West and Harrison, 1997; Petris et al., 2009). Consider a dynamical model specified by (38).
Letmt|t−∆ andmt|t respectively be the one-step-ahead predictive and filtering means of θ(t),
let Qt|t−∆ and Qt|t respectively be the one-step-ahead predictive and filtering covariance
matrices of θ(t), and let θ(0) ∼ N (m0|0,Q0|0), then, the following statements hold:
The one-step-ahead predictive mean and covariance matrix of θ(t) are
mt|t−∆ = G˜mt−∆|t−∆
Qt|t−∆ = G˜Qt−∆|t−∆G˜T + ΣW ,
(39)
and the filtering mean and covariance matrix of θ(t) are
mt|t = G˜mt|t−∆ +Q
[1:2K,1:K]
t|t−∆ (Q
[1:K,1:K]
t|t−∆ + τV˜ IK)
−1(Y˜ (t)−m[1:K,1]t|t−∆ )
Qt|t = Qt|t−∆ −Q[1:2K,1:K]t|t−∆ (Q[1:K,1:K]t|t−∆ + τV˜ IK)−1Q[1:K,1:2K]t|t−∆ .
(40)
Here, ·[1:K1,1:K2] returns the first K1 rows and K2 columns of a matrix, F˜Qt|t−∆F˜ T =
Q
[1:K,1:K]
t|t−∆ , Qt|t−∆F˜
T = Q
[1:2K,1:K]
t|t−∆ , F˜Qt|t−∆ = Q
[1:K,1:2K]
t|t−∆ and F˜mt|t−∆ = m
[1:K,1]
t|t−∆ .
The dynamical models (35) and (38) can be extended to non-Gaussian models, and the
Sequential Monte Carlo (SMC) method can then be used; see Appendix E for a GPU-
accelerated SMC algorithm.
The dynamical model (38) contains a large number of unknown parameters: (i) the
velocity field ~vs, diffusivity Ds, and decay ζs which vary in space; (ii) ρ∆ and τβ defined
above (35); (iii) the spectral density H = diag(h˜(kj)) of ε˜(t); and (iv) τV˜ . Here, ~vs, Ds,
ζs and ρ∆ are needed for computing G˜ in (36), ρ∆ and H are needed for evaluating the
covariance matrix ΣW , and τV˜ determines the covariance matrix of V˜ .
The log-likelihood function can be constructed based on the one-step-ahead predictive
distribution of Y˜ (t) obtained from the Kalman Filter iterations:
l =− 1
2
T∑
t=1
log det(Q
[1:K,1:K]
t|t−∆ + τV˜ IK)
− 1
2
(Y˜ (t)−m[1:K]t|t−∆)T (Q[1:K,1:K]t|t−∆ + τV˜ IK)−1(Y˜ (t)−m[1:K]t|t−∆).
(41)
Note that the problem apparently becomes intractable if we allow the velocity ~vs, dif-
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fusivity Ds, and decay ζs to arbitrarily vary in the spatial domain. Hence, it is necessary
to impose some assumptions (such as spatial smoothness) on ~vs, Ds and ζs. In this paper,
we consider a flexible locally weighted mixture of linear regression models (Stroud et al.,
2001) for the velocity ~vs, although other modeling approaches are possible depending on the
problem of interest. Let v
(x)
s and v
(y)
s respectively be the horizontal and vertical components
of the velocity vector ~vs at s, and let v
(max) > 0 be the specified maximum speed magnitude,
we assume
v(x)s = v
(max) tanh
{
J∑
j=1
pij(s)b
T
j (s)γ
(x)
j
}
, v(y)s = v
(max) tanh
{
J∑
j=1
pij(s)b
T
j (s)γ
(y)
j
}
(42)
where bj(s) is a column vector of known basis functions, γ
(x)
j and γ
(y)
j are column vectors of
unknown parameters, and pij is a non-negative kernel centered at chosen locations. Note that,
the hyperbolic tangent, tanh(·), is used to bound both |v(x)s | and |v(y)s | within [−v(max), v(max)].
Let v(x) = (v
(x)
s1 , ..., v
(x)
sN )
T , v(y) = (v
(y)
s1 , ..., v
(y)
sN )
T , Bj = (bj(s1), ..., bj(sN)) and pij =
(pij(s1), ..., pij(sN)), we have
v(x) = v(max) tanh
(diag(pi1)B1, ..., diag(piJ)BJ)
 γ
(x)
1
...
γ
(x)
J


v(y) = v(max) tanh
(diag(pi1)B1, ..., diag(piJ)BJ)
 γ
(y)
1
...
γ
(y)
J

 .
(43)
Similarly, it is possible to model the decay ζs based on the same idea. The diffusivity Ds
usually depends on the velocity field ~vs through some functions motivated by fundamental
physics. For some applications, prior information about ~vs, Ds, and ζs is available. For
example, in the modeling of weather systems, the velocity, diffusivity and decay can be
generated from the Numerical Weather Prediction models. For another example, in the
modeling of the temperature field in a DC computer room, the air flow can be obtained
from the Navier-Stokes equations. Hence, it is sometimes possible to treat ~vs, Ds and ζs as
known, or, incorporate the prior knowledge on these parameters in a Bayesian framework.
Compared with existing approaches, such as Stroud et al. (2010), the proposed approach
can be viewed as a more intrusive statistical version of a reduced-order physics model. The
proposed model is built upon the solution (in the frequency domain) of the convection-
diffusion equations, and the output from our statistical model remains within the solution
space of the physical model (i.e., the SPDE (1)). The physical model is integrated into
a statistical modeling framework with all parameters being estimated from data. A less
intrusive approach that integrates the physical model outputs and measurement data are
available in Stroud et al. (2010), which requires some key physical parameters (velocity,
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diffusion and forcing) to be found before they are integrated into the statistical model.
Figure 3: The data set (simulated from (1)) used for the numerical example. The panel on
the left shows the initial condition and a spatially-varying velocity field. The figures on the
right show the images for t = 1, 2, ..., 10.
5 Numerical Example and Case Study
A numerical example is presented in Section 5.1 to investigate the basic properties and
generate some critical insights of the proposed approach. A case study is followed in Section
5.2 to illustrate the application of the proposed method on the modeling of weather radar
image data for tropical thunderstorms.
5.1 Numerical Example
The numerical example is based on a simulated spatio-temporal data set shown in Figure
3. The data are generated from the SPDE (1) on a 20 × 20 gridded spatial area for t =
0, 1, ..., 10. Both the initial condition (t = 0) and velocity field ~vs are shown on the left
panel of Figure 3. The velocity vectors vary over the spatial domain, and a small vortex is
created in the southeast region to test the capabilities of the proposed model in capturing
such complexities. The diffusivity Ds is set to an identify matrix. The decay ζ is set to
a constant 0.9. The error process ε(t, s) is generated by fT (s)ε˜(t) where ε˜(t) is a random
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vector with the spectral density 0.05IK . A spatially-varying source-sink term Q(s, t) is also
included in the process.
The model parameters are estimated by MLE. Here, the velocity field is modeled by (43)
with J = 4 and v(max) = 0.19, which is approximately one fifth of the width of the spatial
domain in the horizontal or vertical direction. Note that, in the absence of any prior knowl-
edge on the velocity field, the four kernels are uniformly allocated over the spatial domain:
(0.225, 0.225), (0.725, 0.725), (0.225, 0.725), (0.725, 0.225). When prior knowledge on the ve-
locity field is available as in some applications, such knowledge can guide us to appropriately
place the kernels. In radar-based precipitation nowcasting, for example, information on wind
field can be obtained from Numerical Weather Predictions and more kernels can be placed
to areas where the variability of wind is expected to be high.
Figure 4 shows the actual and estimated velocity fields. The centers of the four kernels
in (43) are also shown in the figure. We see that the proposed approach accurately esti-
mates the velocity field which varies in the spatial domain. In particular, the small vortex
in the southeast region is successfully captured, demonstrating the capabilities of the pro-
posed approach in modeling spatio-temporal data arising from a physical process (1) under
a spatially-varying velocity field. The Kalman Filter in spectral domain (Proposition 5) is
used to obtained the filtered θ, which is a 361×1 vector in the dynamical model (38). Then,
inverse Fourier transform is applied to construct the filtered images, and the reconstructed
images at times t = 2, 4, 6, 8, 10 are shown in Figure 5.
Figure 4: Actual (left) and estimated (right) velocity fields
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Figure 5: Actual (top row) and filtered (bottom row) images at times 2, 4, 6, 8 and 10.
5.2 Case Study: Radar-Based Weather System Modeling
Following the numerical example, a case study is presented in which the proposed method
is used to model highly chaotic weather systems—tropical thunderstorms—based on weather
radar images. Weather radar echoes, correlated in both space and time, provide a rich source
of information for short-term precipitation nowcasting. In the meteorological community,
the methods which are used to perform spatio-temporal extrapolation/advection of radar
reflectivity (echo) field are collectively known as the radar-based Quantitative Precipitation
Forecasts (QPF) (RMI, 2008).
5.2.1 Basic Settings and Data Processing
Figure 6 (the top row) shows a sequence of radar images obtained from a dual polarization
Meteorological Doppler Weather Radar (MDWR) system. Each image contains the standard
Constant Altitude Plan Position Indicator (CAPPI) reflectivity data at 1 km above the mean
sea level. The legend shows the precipitation rate (mm/hr) converted from the CAPPI data
using the Marshall-Palmer relationship. It is possible to see that the thunderstorm is moving
from west to east driven by a velocity (wind) field, which is not directly observable.
The images are generated at 5-min intervals and on a Cartesian 2D grid of 200×200 pixels.
The centers of two neighboring pixels are approximately 0.5km apart, and the spatial area
covered by an image is approximately 100 × 100km2. The radar images are obtained from
Singapore—a tropical island city-state which occupies approximately a 40 × 20km2 spatial
area in the center of the image; see Figure 7. Hence, in the horizontal and vertical directions,
the dimensions of the area covered by a radar image are respectively 2.5 and 5 times larger
than the dimensions of the spatial area of interest. There are three reasons why this setting
is necessary: 1) It is known that the 2D DFT suffers from the edge-effects when it is applied
to non-periodic images, such as the cross-shaped artifacts in the frequency domain due to
spectral leakage. This issue has been extensively discussed in Guinness and Fuentes (2017)
and Guinness (2019) from the perspective of statistical modeling; 2) Since the radar-based
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Figure 6: A tropical thunderstorm system on a doppler weather radar system at t = 1, 2, ..., 6.
Top row: original CAPPI reflectivity data at 1 km above the mean sea level; Bottom row:
low-pass filtered images (threshold: 30 radians per unit distance)
QPF in the meteorological society essentially relies on the spatio-temporal extrapolation of
radar reflectivity field, it is impossible to predict the reflectivity at the (influx) boundaries,
where the weather system moves into the range of a radar image; 3) If the entire spatial
area covered by a radar image is of interest, then, it is necessary to consider the boundary
conditions of the SPDE (1) which are unknown and uncontrollable in this case study. For the
three reasons above, the modeling and prediction results are less reliable at the boundaries
of the images, and embedding the spatial area of interest (which is much smaller) at the
center of the radar image (computational domain) effectively mitigates this boundary issue
in practice.
As tropical storms are highly chaotic with small-scale localized convective cells, radar
images at pixel levels are noisy and non-smooth. Hence, we perform FFT on the original
images and reconstruct the low-pass filtered images by only retaining the low-frequency
components whose (absolute) angular wavenumber is less than or equal 30 radians per unit
distance in both directions. The low-pass filtered images, shown in the bottom row of Figure
6, are used for estimating the unknown model parameters including the wind field. Note
that, the original DSTM framework does not necessarily require such a pre-processing of
input images (Cressie and Wikle, 2011). For this particular application, the computational
bottleneck is to estimate the spatially-varying wind field which determines the matrix G.
Given the large spatial coverage of a radar image (10,000km2 in this example), the small-scale
chaotic local wind patterns are usually not of our main concern. Hence, keeping only the
low-frequency terms reduces the computational time and allows us to capture the dominant
motion of the weather system over a relatively large spatial domain. Appendix E provides
detailed discussions on the computational aspects of the proposed approach.
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Figure 7: The spatial area of interest (covered by the rectangle) and the area covered by a
radar image. The dimensions of the area covered by a radar image are approximately 2.5
and 5 times larger than the dimensions of the spatial area of interest, respectively in the
horizontal and vertical directions.
Figure 8: Observed and filtered images at selected times, t = 1, 3, 5, with the estimated
spatially-varying wind field (km/5 min).
5.2.2 Numerical Results
Figure 8 shows both the observed and filtered images at selected times, t = 1, 3, 5. The
estimated spatially-varying wind field is also included in the filtered images. It can be seen
24
that the estimated wind field explains the west-to-east motion of the weather system, which
is consistent with our initial observation. It is important to note that, for tropical areas
where trade winds from both hemispheres meet (known as the Inter-tropical Convergence
Zone), the wind fields near the equator are typically highly variable in space and is captured
by the proposed approach.
For tropical thunderstorms, the growth and decay of radar reflectivity become more
prominent due to the presence of many small-scale localized convective storm cells embedded
in the storm systems. The strong solar heating of land areas in tropical areas causes a
phenomenon known as the convective heating, which causes the land areas to become heated
more than its surroundings, and leads to significant evaporation that creates the small-scale
localized convective weather cells. For such a weather system, heavy thunderstorms can
develop, grow, and dissipate very suddenly in a random manner. The lifetime of convective
thunderstorm cells can be as short as tens of minutes, posing a tremendous challenge to the
spatio-temporal modeling of radar reflectivity data. It has been pointed out that the errors
in the linear extrapolation of radar echo fields assuming a persistent reflectivity level are
mainly due to the growth and decay of reflectivity (Browning et al., 1982). In addition, the
rapid growth-decay of weather systems also makes the NWP models ineffective in predicting
the exact location and intensity of individual thunderstorms (RMI, 2008). The proposed
spatio-temporal model, on the other hand, has the capability to capture the growth-decay
of radar reflectivity in space and time. Note that, the proposed approach is motivated
from the SPDE (1) with a source-sink component Q(s, t), and the dynamical model (38)
incorporates the source-sink component as an AR(1) process. Figure 9 shows the estimated
spatial growth-dissipation of the weather system at selected times, t = 2, 4, 6. These images
are reconstructed by the inverse Fourier transform using the filtered θ(t).
The dynamical model (38) also enables us to perform short-term spatio-temporal ex-
trapolation of the radar reflectivity, i.e., short-term precipitation nowcasting. Note that, in
tropical areas, radar images are not used for mid-range or long-term predictions as tropical
thunderstorm systems develop quickly and are of very short lifespan. For example, the of-
ficial lead time for heavy storm warnings is usually between 15 and 45 minutes in tropical
countries such as Singapore (NEA, 2017). Figure 10 shows both the actual and 5-, 15- and
25-minute-ahead nowcasting based on our model. The spatio-temporal extrapolation of the
weather system reasonably matches with the observed reflectivity fields. The nowcasting
accuracy gradually deteriorates as the prediction horizon increases, which is expected given
the chaotic nature of tropical weather systems.
Comparison studies are performed between the proposed method and two other methods
in the literature. The first method is a well-known radar-based short-term precipitation
prediction approach known as COTREC (Tracking Radar Echoes by Correlation), and has
been widely implemented by the meteorological community (Li and Lai, 2004). COTREC
is a typical pattern-based method based on the concept of area tracking. Tracking areas
(image pixel arrays) are defined around all pixel grid points, and corresponding areas are
searched in the next image by maximizing the cross-correlation between areas. Then, the
velocity field can be constructed given the spatial lags between areas and the time lag between
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Figure 9: Observed images (top) and estimated growth-dissipation (bottom) of the weather
system in space and at selected times, t = 2, 4, 6.
Figure 10: Actual and predicted images for 5-, 15-, and 25-minute-ahead nowcasting.
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two images. Unlike the first-order-variation-based methods (e.g. Optical Flow (Horn and
Schunck, 1981)), pattern-based methods assume that the shape of image brightness patterns
within defined areas do not change over short time intervals. The second method in the
comparison study is a recently proposed spatio-temporal conditional autoregressive model
under the Lagrangian integration scheme (Liu et al., 2018). We respectively denote these
two methods by COTREC2004 and LGK2018.
Table 1: MSE for 5- to 30-minute-ahead nowcasting based on 199 storm events
Methods 5-min-
ahead
10-min-
ahead
15-min-
ahead
20-min-
ahead
25-min-
ahead
30-min-
ahead
The proposed approach
(spatially-varying A)
8.015 11.220 16.619 19.208 26.739 32.936
The proposed approach
(spatially-invariant A)
8.223 13.721 20.127 25.930 34.027 41.255
LGK2018 8.769 13.045 18.281 23.287 29.413 35.346
COTREC2004 8.301 13.062 18.157 22.136 28.462 34.877
Table 1 presents the comparison between the proposed methods (assuming both spatially-
varying and spatially-invariant convection-diffusion operators), COTREC2004 and LGK2018.
The Mean-Squared-Error (MSE) is reported for 5-minute- to 30-minute-ahead nowcasting of
the (low-pass) radar images based on 199 tropical storm events recorded in 2010 and 2011.
It is seen that the proposed method assuming spatially-varying convection-diffusion outper-
forms the same approach assuming spatially-invariant convection-diffusion, COTREC2004,
and LGK2018. This advantage is primarily due to the improvement in estimating the wind
field by the proposed method. Both COTREC2004 and LGK2018 estimate the wind field
using the pattern-based methods that require the shape of radar images do not change
over short time intervals within the defined tracking areas. This assumption is often vio-
lated by highly dynamic tropical thunderstorms. In addition, the assumption of spatially-
invariant convection-diffusion is obviously inappropriate, causing a rapid increase of MSE as
the nowcasting horizon grows. Such observations demonstrate the significance of incorpo-
rating spatially-varying convection-diffusion in this work.
5.2.3 Discussions on the Periodicity Assumption
When the proposed method is implemented, it is important to note that the choice of the
Fourier basis functions is only optimal when the process ξ(t, s) is periodic. Hence, for the
three reasons discussed in Section 5.2.1, it is always necessary to embed the spatial area of
interest into a larger computational spatial domain. In this section, we provide the readers
with additional insights on the effect of the periodicity assumption, if the spatial domain of
interest is not embedded into a larger computational domain.
At a chosen point of time t0, Figure 11 shows the actual (top row) and forecast (bottom
row) weather radar images after 5, 20 and 35 minutes. The time t0 is so chosen that the
weather system is moving out of the boundary of the spatial domain from the southeast
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corner (as seen in the first row). However, due to the periodicity assumption, the predicted
weather system moves back into the spatial domain as indicated by the red arrows. This
numerical example strongly justifies the importance of embedding the spatial domain of
interest into a bigger computational domain when the proposed approach is adopted. In
fact, the extrapolation nature of radar-based precipitation forecast determines that it is
impossible to predict the radar reflectivity at the influx boundaries of the spatial domain.
Figure 11: Illustration of the effect of the periodicity assumption when the spatial domain
of interest is not embedded into a bigger computational domain. The top and bottom rows,
respectively, show the actual and predicted radar images after 5, 20 and 35 minutes. The
red arrows indicate that the predicted weather system moves back into the spatial domain
precisely due to the periodicity assumption, while the actual weather system leaves the
spatial domain.
6 Conclusions
This paper proposed a statistical modeling approach for spatio-temporal data arising
from a class of physical convection-diffusion processes. Motivated by existing results in the
literature, the proposed approach is rooted in the spectrum decomposition of spatio-temporal
processes. However, unlike existing results, this paper obtained the statistical model by con-
sidering spatially-varying convection-diffusion and nonzero-mean source-sink. Due to the
spatially-varying convection-diffusion, the temporal evolution of individual spectrum coef-
ficients is coupled, which extends the existing results to a more complicated but realistic
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scenario. This phenomenon is known as the non-linear energy transfer across multiple scales
due to spatially-varying convection-diffusion. As a result, the proposed spatio-temporal
model has a non-stationary covariance structure which has been established by our the-
oretical investigation. A dynamical model, in the spectral domain, has been constructed
and the conditional structure of the dynamical model leads to tremendous advantages in
statistical inference and computation. The proposed approach has been illustrated by a
numerical example as well as a case study based on real datasets. The advantages of
the proposed method have been demonstrated through a comparison study involving 199
storm events. Note that, since the convection-diffusion processes can be widely found in
interdisciplinary domains including environmental sciences, image analysis, geology, mate-
rial science, reliability engineering, etc., the proposed method has the potential to impact
a spectrum of scientific and engineering applications. The R code is available at GitHub:
https://github.com/dnncode/Spatio-Temporal-Model-for-SPDE.
7 Appendices
A Proof of Proposition 1
Since ~vTsOfj(s) = ı~vTs kjfj(s) and O · [DsOfj(s)] = (−kTj Dskj + ı[O · Ds]Tkj)fj(s),
substituting the spectral decomposition (3) into the SPDE (1) yields:
K∑
j
fj(s)α˙j(t) =−
K∑
j
ı~vTs kjfj(s)αj(t) +
K∑
j
(−kTj Dskj + ı[O ·Ds]Tkj)fj(s)αj(t)
− ζs
K∑
j
fj(s)αj(t) +
K∑
j
fj(s)βj(t) +
K∑
j
fj(s)ε˜j(t).
(44)
Using the Galerkin method, we multiply both the left hand side (LHS) and right hand side
(RHS) of (44) by the complex conjugate f ∗l (s) (l = 1, 2, ..., K), and integrate the product over
the spatial domain. Because the Fourier basis functions are orthogonal, i.e.,
∫
fj(s)f
∗
l (s)ds =
0 if j 6= l, the LHS of (44) becomes∫
S
K∑
j
fj(s)f
∗
l (s)α˙j(t)ds = α˙l(t)
∫
S
fj(s)f
∗
j (s)ds ≡ α˙l(t)Cj (45)
for l = 1, 2, ..., K.
Similarly, for any l = 1, 2, ..., K, we multiply the complex conjugate f ∗l (s) to the RHS of
(44) and integrate the product over the spatial domain. Then, the five terms on the RHS
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are respectively given by∫
S
−
K∑
j
ı~vTs kjfj(s)f
∗
l (s)αj(t)ds =
K∑
j
(
−ı
∫
~vTs kjfj(s)f
∗
l (s)ds
)
αj(t) ≡
K∑
j
g
(1)
l,j αj(t)
(46)∫
S
K∑
j
(−kTj Dskj + ı[O ·Ds]Tkj)fj(s)f ∗l (s)αj(t)ds
=
K∑
j
(∫
(−kTj Dskj + ı[O ·Ds]Tkj)fj(s)f ∗l (s)ds
)
αj(t)
≡
K∑
j
g
(2)
l,j αj(t)
(47)∫
S
K∑
j
ζsfj(s)f
∗
l (s)αj(t)ds =
K∑
j
(∫
ζsfj(s)f
∗
l (s)ds
)
αj(t) ≡
K∑
j
g
(3)
l,j αj(t) (48)
∫
S
K∑
j
fj(s)f
∗
l (s)βj(t)ds = Cjβl(t) (49)
∫
S
K∑
j
fj(s)f
∗
l (s)ε˜j(t)ds = Cj ε˜l(t) (50)
Let gi,j = C
−1
j (g
(1)
i,j + g
(2)
i,j + g
(3)
i,j ), we obtain
α˙l(t) =
K∑
j
gl,jαj(t) + βl(t) + ε˜l(t) (51)
which implies α˙(t) = Gα(t) + β(t) + ε˜(t), as was to be proved 
B Proof of Proposition 2
Solving the ODE (4) for discrete time points yields
α(t+ ∆) = exp(G∆)α(t) + q(∆) (52)
where
q(∆) ∼ N
(∫ t+∆
t
β(t)dt,
∫ ∆
0
exp(G(∆− τ))H exp∗(GT (∆− τ))dτ
)
. (53)
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Hence, the covariance matrix of α(t) is
var(α(t)) = exp(Gt)H0 exp
∗(GT t) +
∫ t
0
exp(G(t− τ))H exp∗(GT (t− τ))dτ. (54)
It is also noted that
cov(α(t+ ∆),α(t)) = cov(exp(G∆)α(t) + q(∆),α(t))
= exp(G∆)var(α(t)).
(55)
Substituting (54) into (55) immediately implies (7).
C Proof of proposition 3
Note that, ~vTsOf
(R)
k (s) = −~vTs k˜f (I)k (s), ~vTsOf (I)k (s) = ~vTs k˜f (R)k (s), O · [DsOf (R)k (s)] =
−k˜TDsk˜f (R)k (s)−[O·Ds]T k˜f (I)k (s), and O·[DsOf (I)k (s)] = −k˜TDsk˜f (I)k (s)+[O·Ds]T k˜f (R)k (s).
Then, based on the Galerkin projection, we respectively multiply the LHS of the SPDE (1)
by f
(R)
k′ (s) and f
(I)
k′ (s) for k
′ ∈ Ω1 ∪ Ω2, and integrate the product over the spatial domain.
Then, the LHS of (1) becomes∫
S
∂
∂t
ξ(t, s)f
(R)
k′ (s)ds
=
∫
S
(∑
k∈Ω1
α˙
(R)
k (t)f
(R)
k (s) + 2
∑
k∈Ω2
(α˙
(R)
k (t)f
(R)
k (s) + α˙
(I)
k (t)f
(I)
k (s))
)
f
(R)
k′ (s)ds
=
{
Ckα˙
(R)
k′ (t) for k
′ ∈ Ω1
2Ckα˙
(R)
k′ (t) for k
′ ∈ Ω2
(56)
and ∫
S
∂
∂t
ξ(t, s)f
(I)
k′ (s)ds
=
∫
S
(∑
k∈Ω1
α˙
(R)
k (t)f
(R)
k (s) + 2
∑
k∈Ω2
(α˙
(R)
k (t)f
(R)
k (s) + α˙
(I)
k (t)f
(I)
k (s))
)
f
(I)
k′ (s)ds
=
{
0 for k′ ∈ Ω1
2Ckα˙
(I)
k′ (t) for k
′ ∈ Ω2
(57)
Similarly, we respectively multiply the RHS of the SPDE (1) by f
(R)
k′ (s) and f
(I)
k′ (s) for
k′ ∈ Ω1 ∪ Ω2, and integrate the product over the spatial domain. Then, the first term
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−~vTsOξ(t, s) on the RHS of (1) becomes:
− ~vTsOξ(t, s) =
∑
k∈Ω1
~vTs k˜f
(I)
k (s)α
(R)
k (t) + 2
∑
k∈Ω2
{
~vTs k˜f
(I)
k (s)α
(R)
k (t)− ~vTs k˜f (R)k (s)α(I)k (t)
}
.
(58)
Hence, for any k′ ∈ Ω1 ∪ Ω2, we have
−
∫
S
~vTsOξ(t, s)f
(R)
k′ (s)ds =
∑
k∈Ω1
α
(R)
k (t)Ψ1(k,k
′)+2
∑
k∈Ω2
{
α
(R)
k (t)Ψ1(k,k
′) + α(I)k (t)Ψ2(k,k
′)
}
(59)
−
∫
S
~vTsOξ(t, s)f
(I)
k′ (s)ds =
∑
k∈Ω1
α
(R)
k (t)Ψ3(k,k
′)+2
∑
k∈Ω2
{
α
(R)
k (t)Ψ3(k,k
′) + α(I)k (t)Ψ4(k,k
′)
}
(60)
The second term O · [DsOξ(t, s)] on the RHS of (1) becomes:
O · [DsOξ(t, s)] =
∑
k∈Ω1
α
(R)
k (t)(−k˜TDsk˜f (R)k − [O ·Ds]T k˜f (I)k )
+ 2
∑
k∈Ω2
α
(R)
k (t)(−k˜TDsk˜f (R)k − [O ·Ds]T k˜f (I)k )
+ 2
∑
k∈Ω2
α
(I)
k (t)(−k˜TDsk˜f (I)k − [O ·Ds]T k˜f (R)k ).
(61)
Hence, for any k′ ∈ Ω1 ∪ Ω2, we have∫
S
O·[DsOξ(t, s)]f (R)k′ (s)ds =
∑
k∈Ω1
α
(R)
k (t)Ψ5(k,k
′)+2
∑
k∈Ω2
{
α
(R)
k (t)Ψ5(k,k
′) + α(I)k (t)Ψ6(k,k
′)
}
(62)∫
S
O·[DsOξ(t, s)]f (I)k′ (s)ds =
∑
k∈Ω1
α
(R)
k (t)Ψ7(k,k
′)+2
∑
k∈Ω2
{
α
(R)
k (t)Ψ7(k,k
′) + α(I)k (t)Ψ8(k,k
′)
}
.
(63)
The third term −ζsξ(t, s) on the RHS of (1) becomes:
− ζsξ(t, s) = −ζs
(∑
k∈Ω1
α
(R)
k (t)f
(R)
k (s) + 2
∑
k∈Ω2
(α
(R)
k (t)f
(R)
k (s) + α
(I)
k (t)f
(I)
k (s))
)
. (64)
Hence, for any k′ ∈ Ω1 ∪ Ω2, we have∫
S
−ζsξ(t, s)f (R)k′ (s)ds =
∑
k∈Ω1
α
(R)
k (t)Ψ9(k,k
′)+2
∑
k∈Ω2
{
α
(R)
k (t)Ψ9(k,k
′) + α(I)k (t)Ψ10(k,k
′)
}
.
(65)
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∫
S
−ζsξ(t, s)f (I)k′ (s)ds =
∑
k∈Ω1
α
(R)
k (t)Ψ11(k,k
′)+2
∑
k∈Ω2
{
α
(R)
k (t)Ψ11(k,k
′) + α(I)k (t)Ψ12(k,k
′)
}
.
(66)
as was to be proved 
D Proof of Proposition 4
For a spatially-varying but temporally-invariant convection-diffusion operator A, the
convection-diffusion operation Aξ˜(t, s) on the approximated process ξ˜(t, s) = fT (s)α(t)
leads to
α(t+ ∆) = exp(G∆)α(t− 1) ≡ Gα(t− 1) (67)
for discrete time steps with lag ∆. Note that, α(t) is a vector of Fourier coefficients at fre-
quencies k1,k2, ...,kN . Here, we explicitly write α(t) as α(t) = (αk1(t), αk2(t), ..., αkN (t))
T .
Applying discrete inverse Fourier transform to both sides of (67), the left side becomes
F−1(α(t+ ∆)) =
N∑
j=1
αkj(t+ ∆)e
ıkTj s = ξ˜(t+ ∆, s), (68)
while the right side of (67) yields:
F−1(Gα(t)) =
N∑
j=1
N∑
j′=1
Gj,j′αkj′ (t)eık
T
j s (69)
where Gi,j is the (j, j′)th entry of the matrix G.
Note that, αkj′ (t) = N
−1∑N
j=1 ξ˜(t,xi)e
−ıkT
j′xi from the discrete Fourier transform. Hence,
(69) can be written as
N∑
j=1
N∑
j′=1
Gj,j′αkj′ (t)eık
T
j s =
1
N
N∑
i=1
[
N∑
j=1
N∑
j′=1
Gj,jeıkjs−ıkj′xi
]
ξ˜(t,xi)
=
1
N
N∑
i=1
ωs(xi)ξ˜(t,xi)
(70)
and
ξ˜(t+ ∆, s) =
1
N
N∑
i=1
ωs(xi)ξ˜(t,xi) (71)
as was to be shown 
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E Discussions on the Computation Aspects
For spatially-varying convection, the computational bottle neck of the proposed model
is the computation of a N1N2 × N1N2 dense and non-symmetric matrix G in (4). The
evaluation of each component of G requires the numerical integration of complex functions
over the spatial domain. Note that, when the convection-diffusion does not vary in space
and time, G reduces to a diagonal matrix and the evaluation of each component of G does
not require numerical integration.
For example, our case study considers radar images with 200 × 200 pixels. Hence, G is
a 40, 000× 40, 000 matrix, and the evaluation of each element of G, i.e., gi,j in (4), requires
a numerical integration of complex functions over the spatial domain. A total number of
1.6 × 109 numerical integrations are needed for evaluating the dense and non-symmetric
matrix G. Since G contains unknown parameters, the statistical inference requires G to be
computed repeatedly, which is computationally expensive.
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Figure 12: Computational scalability for evaluating the matrix G
Figure 12 provides the readers with some insights on the scalability of the computation
of G as the dimension of G grows. In this figure, the first horizontal axis shows the cut-off
frequency for low-pass filtering. For example, if the cut-off frequency equals 4, then, only
those frequency components with their (absolute) angular wavenumber less than or equal 4
radians per unit distance are retained. The second horizontal axis shows the dimension of G
corresponding to each chosen cut-off frequency. The vertical axis shows the relative growth
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of computational time. The computational time for a cut-off frequency of 2 radians per unit
distance is used as the baseline for calculating the relatively growth in computational time.
Our code is written in R, and the evaluation of the components in G are performed in
parallel using the foreach packages (i.e., parallel for loop). The code is implemented on a
Dell workstation with 8 logical processors (Intel Xeon E3-1505M v6 3GHz), as well as the
High Performance Computer (HPC) facilities with 16 nodes (Intel E5-2670 2.6GHz).
Because the statistical inference of the model parameters requires G to be repeatedly
computed, we adopt a more practical two-step procedure in the case study in Section 5:
1) Step 1: estimate the unknown parameters (especially the wind field) using the low-pass
filtered images by keeping only a relatively small number of low-frequency coefficients; 2) Step
2: perform Kalman Filter with known parameters. This two-step procedure is justified as
follows: the most important parameter to be estimated is γ that determines the velocity field;
see (43). The (macro-scale) velocity field can be well estimated from the dynamics/transition
of the low-frequency terms which dominate the large-scale dynamics of the spatio-temporal
process. Hence, in Step 1, only the low-frequencies coefficients are used (which maintains a
low dimension of G) to estimate the unknown parameters. In our code, the evaluation of G
is approximately half a second for a cut-off frequency of 4 radians per unit distance. After
the unknown parameters have been estimated, the Kalman Filter with known parameters is
relatively fast.
References
Banerjee, S. (2017), “High-Dimensional Bayesian Geostatistics,” Bayesian Analysis, 12, 583–
614.
Banerjee, S., Carlin, B. P., and Gelfand, A. E. (2004), Hierarchical Modeling and Analysis
for Spatial Data, 2nd ed., Boca Raton, Florida: CRC Press.
Banerjee, S. and Fuentes, M. (2012), “Bayesian Modeling for Large Spatial Datasets.” WIREs
Computational Statistics, 4, 59–66.
Banerjee, S., Gelfand, A. E., Finley, A. O., and Sang, H. (2008), “Gaussian Predictive Proess
Models for Large Spatial Data Sets,” Journal of the Royal Statistical Society: Series B,
70, 825–848.
Berliner, L. M. (2003), “Physical-Statistical Modeling in Geophysics,” Journal of Geophysical
Research-Atmospheres, 108, 3–10.
Brown, P. E., Karesen, K. F., Roberts, G. O., and Tonellato, S. (2000), “Blur-Generated
Non-Separable Space-Time Models,” Journal of the Royal Statistical Society: Series B,
62, 847–860.
Browning, K. A., Collier, C. G., Lark, P. R., Menmuir, P., Monk, G. A., and Owens, R. G.
(1982), “On the Forecasting of Frontal Rain Using a Weather Radar Network,” Monthly
Weather Review.
35
Carlin, B. P., Polson, N. G., and Stoffer, D. S. (1992), “A Monte Carlo Approach to Non-
normal and Nonlinear State-Space Modeling,” Journal of the American Statistical Asso-
ciation, 87, 493–500.
Carter, C. K. and Kohn, R. (1994), “On Gibbs Sampling for State Space Models,”
Biometrika, 81, 541–553.
Cressie, N. and Huang, H. C. (1999), “Classes of Nonseparable, Spatio-Temporal Stationary
Covariance Functions,” Journal of the American Statistical Association, 94, 1330–1340.
Cressie, N. and Johannesson, G. (2002), “Fixed Rank Kriging for Very Large Spatial Data
Sets,” Journal of the Royal Statistical Society: Series B, 70, 209–226.
Cressie, N. and Wikle, C. (2011), Statistics for Spatio-Temporal Data, Hoboken, New Jersey:
John Wiley & Sons.
Datta, A., Banerjee, S., Finley, A. O., and Gelfand, A. E. (2016), “Hierarchical Nearest-
Neighbor Gaussian Process Models for Large Geostatistical Datasets,” Journal of the
American Statistical Association, 111, 800–812.
Fuentes, M. (2007), “Approximate Likelihood for Large Irregularly Spaced Spatial Data,”
Journal of the American Statistical Association, 102, 321–331.
Fuentes, M., Chen, L., Davis, J. M., and Lackmann, G. M. (2005), “Modeling and Predicting
Complex Space-Time Structures and Patterns of Coastal Wind Fields,” Environmetrics,
16, 449–464.
Ghosh, S. K., Bhave, P. E., Davis, J. M., and Lee, H. (2010), “Spatio-Temporal Analysis of
Total Nitrate Concentrations using Dynamic Statistical Models,” Journal of the American
Statistical Association, 105, 538–551.
Gneiting, T. (2002), “Nonseparable, Stationary Covariance Functions for Space-Time Data,”
Journal of the American Statistical Association, 97, 590–600.
Gneiting, T., Genton, M. G., and Guttorp, P. (2006), “Geostatistical space-time models,
stationarity, separability, and full symmetry.” in Statistical Methods for Spatio-Temporal
Systems, eds. Finkenstadt, B., Held, L., and Isham, V., Boca Raton: Chapman & Hall,
pp. 151–175.
Guan, Y., Johnson, M., Katzfuss, M., Mannshardt-Hawk, E., Messier, K. P., Reich, B. J.,
and Song, J. J. (2020), “Fine-scale spatiotemporal air pollution analysis using mobile
monitors on Google Street View vehicles,” Journal of the American Statistical Association
(to appear).
Guinness, J. (2019), “Spectral density estimation for random fields via periodic embeddings,”
Biometrika, 106, 267–286.
36
Guinness, J. and Fuentes, M. (2015), “Likelihood Approximations for Big Nonstationary
Spatial-Temporal Lattice Data,” Statistica Sinica.
— (2017), “Circulant Embedding of Approximate Covariances for Inference From Gaussian
Data on Large Lattices,” Journal of Computational and Graphical Statistics, 26, 88–97.
Guinness, J. and Stein, M. (2013), “Interpolation of Nonstationary High Frequency Spatial-
Temporal Temperature Data,” Annals of Applied Statistics.
Hamann, H. F. (2016), “Cognitive Internet of Things,”
Presentation given at EE392b at Stanford University,
http://web.stanford.edu/class/archive/ee/ee392b/ee392b.1166/lecture/apr26/IBM.html.
Higdon, D. (1998), “A Process-Convolution Approach to Modeling Temperatures in the
North Atlantic Ocean,” Environmental Ecology Statistics, 5, 173–190.
Hooten, M. B. and Wikle, C. K. (2008), “A hierarchical Bayesian non-linear spatio-temporal
model for the spread of invasive species with appliation to the Eurasian Collared-Dove,”
Environmental and Ecological Statistics, 15, 59–70.
Horn, B. K. P. and Schunck, B. G. (1981), “Determining optical flow,” Artificial Intelligence,
17, 185–203.
Jones, R. H. and Zhang, Y. (1997), “Models for Continuous Stationary Space-Time Pro-
cesses,” in Modelling Longitudinal and Spatially Correlated Data, eds. Gregoire, T. G.,
Brillinger, D. R., Diggle, P. J., Russek-Cohen, E., Warren, W. G., and Wolfinger, R. D.,
New York: Springer, pp. 289–298.
Katzfuss, M. (2017), “A multi-resolution approximation for massive spatial datasets,” Jour-
nal of the American Statistical Association, 112, 201–214.
Katzfuss, M., Stroud, J. R., and Wikle, C. K. (2020), “Ensemble Kalman methods for high-
dimensional hierarchical dynamic space-time models,” Journal of the American Statistical
Association, 115, 866–885.
Krainski, E. T., Gomez-Rubio, V., Bakka, H., Lenzi, A., Castro-Camilo, D., Simpson, D.,
Lindgren, F., and Rue, H. (2019), Advanced Spatial Modeling with Stochastic Partial Dif-
ferential Equations Using R and INLA, Boca Raton: Chapman and Hall/CRC.
Kuusela, M. and Stein, M. (2017), “Locally stationary spatio-temporal interpolation of Argo
profiling float data,” in Proceedings of The Royal Society A Mathematical Physical and
Engineering Sciences, vol. 474.
Lenzi, A., Castruccio, S., Rue, H., and Genton, M. G. (2019), “Improving Bayesian Local
Spatial Models in Large Data Sets,” arXiv:1907.06932.
37
Li, P. and Lai, S. T. (2004), “Short-range quantitative precipitation forecasting in Hong
Kong,” Journal of Hydrology.
Lindgren, F. and Rue, H. (2011), “An Explicit Link between Gaussian Fields and Gaussian
Markov Random Fields: the Stochastic Partial Differntial Equation Approach,” Journal
of the Royal Statistical Society: Series B, 73, 423–498.
Liu, X., Gopal, V., and Kalagnanam, J. (2018), “A Spatio-Temporal Modeling Framework for
Weather Radar Image Data in Tropical Southeast Asia,” The Annals of Applied Statistics,
12, 378–407.
Liu, X., Yeo, K. M., Hwang, Y. D., Singh, J., and Kalagnanam, J. (2016), “A Statistical
Modeling Approach for Air Quality Data Based on Physical Dispersion Processes and Its
Application to Ozone Modeling,” The Annals of Applied Statistics, 10, 756–785.
Mak, S., Sung, C. L., Wang, X. J., Yeh, S. T., Chang, Y. H., Joseph, V. R., Yang, V., and
Wu, C. F. J. (2018), “An Efficient Surrogate Model for Emulation and Physics Extraction
of Large Eddy Simulations,” Journal of the American Statistical Association, 113, 1443–
1456.
Mondal, D. and Wang, C. (2019), “A matrix-free method for spatial-temporal Gaussian
state-space models,” Statstica Sinica (to appear), 29, 2205–2227.
NEA (2017), Challenges in Weather Forecasting, http: // www. nea.
gov. sg/ training-knowledge/ weather-climate/ weather-forecast/
challenges-in-weather-forecasting/ , National Environmental Agency Singa-
pore.
Nychka, D. and Wikle, C. Royle, J. A. (2002), “Multiresolution Models for Nonstationary
Spatial Covariance Functions,” Statistical Modeling, 2, 315–331.
Petris, G., Petrone, S., and Campagnoli, P. (2009), Dynamic Linear Models with R, Springer.
Qian, E., Karamer, B., Peherstorfer, B., and Willcox, K. (2019), “Lift & Learn: Physics-
informed machine learning for large-scale nonlinear dynamical systems,” Oden Institute
Report 19-18.
R-INLA (2019), The R-INLA Project, http: // www. r-inla. org/ .
Reich, B., Guinness, J., Vandekar, S., Shinohara, T., and Staicu, A. M. (2018), “Fully
Bayesian Spectral Methods for Imaging Data,” Biometrics, 74, 645–652.
Reich, B. J., Eidsvik, J. Guindani, M., Nail, A. J., and Schmidt, A. M. (2011), “A Class
of Covariate-Dependent Spatiotemporal Covariance Functions for the Analysis of Daily
Ozone Concentration,” The Annals of Applied Statistics, 5, 2425–2447.
38
RMI (2008), Quantitative Precipitation Forecasts based on radar observations: principles,
algorithms and operational systems, Royal Meteorological Institute of Belgium.
Rue, H., Martino, S., and Chopin, N. (2009), “Approximate Bayesian inference for latent
Gaussian models by using integrated nested Laplace approximations,” Journal of the Royal
Statistical Society, B.
Schabenberger, O. and Gotway, C. A. (2005), Statistical Methods for Spatial Data Analysis,
Chapman & Hall/CRC.
Sigrist, F., Kunsch, H. R., and Stahel, W. A. (2015), “Stochastic Partial Differential Equation
based Modelling of Large Space-Time Data Sets,” Journal of the Royal Statistical Society:
Series B, 77, 3–33.
Simpson, D., Lindgren, F., and Rue, H. (2012), “In Order to Make Spatial Statistics Compu-
tationally Feasible, We need to Forget about the Covariance Function,” Environmetrics,
23, 65–74.
Stein, M. L., Chi, Z., and Welty, L. J. (2004), “Approximating Likelihoods for Large Spatial
Data Sets,” Journal of the Royal Statistical Society: Series B, 66, 275–296.
Stroud, J. R., Muller, P., and Sanso, B. (2001), “Dynamic Models for Spatiotemporal Data,”
Journal of the Royal Statistical Society: Series B, 63, 673–689.
Stroud, J. R., Stein, M. L., L. B. M., Schwab, D. J., and Beletsky, D. (2010), “An Ensem-
ble Kalman Filter and Smoother for Satellite Data Assimilation,” Journal of American
Statistical Association, 105, 978–990.
West, M. and Harrison, P. (1997), Bayesian Forecasting and Dynamical Models, Springer.
Wikle, C. (2002), “A kernel-based spectral model for non-Gaussian spatio-temporal pro-
cesses,” Statistical Modelling, 2, 299–314.
Wikle, C. K., Berliner, L. M., and Cressie, N. (1998), “Hierarchical Bayesian Space-Time
Models,” Environmental and Ecological Statistics, 5, 117–154.
Wikle, C. K. and Cressie, N. (1999), “A Dimension-Reduced Approach to Space-Time
Kalman Filtering,” Biometrika, 86, 815–829.
Wikle, C. K., Milliff, R. F., Nychka, D., and Berliner, L. M. (2001), “Spatiotemporal Hi-
erarchical Bayesian Modeling: Tropical Ocean Surface Winds,” Journal of the American
Statistical Association, 96, 382–397.
Yan, H., Paynabar, K., and Shi, J. (2018), “Real-time Monitoring of High-Dimensional Func-
tional Data Streams via Spatio-Temporal Smooth Sparse Decomposition,” Technometrics,
60, 181–197.
39
Yeo, K. and Melnyk, I. (2018), “Deep learning algorithm for data-driven simulation of noisy
dynamical system,” Journal of Computational Physics, 376, 1212–1231.
Zhuk, S., Tchrakian, T., Akhriev, A., Lu, S. Y., and Hamann, H. F. (2017), “Where computer
vision can aid physics: dynamic cloud motion forecasting from satellite images,” CoRR
abs/1710.00194, arXiv:1710.00194.
40
