Many statistical procedures assume that the underling distribution is normal. In this paper, we consider the popular and powerful tests for normality and investigate the power values of these tests to detect deviations from normality. The family of fourparameter generalized lambda distributions (FMKL) for its high flexibility is considered as alternative distributions. We then compare the power values of normality tests against these alternatives and for different sample sizes. The considered tests are Kolmogorov-Smirnov, Anderson-Darling, Kuiper, Jarque-Bera, Cramer von Mises, Shapiro-Wilk and Vasicek. These tests are popular tests which are commonly used in practice and statistical software. The tests are described and then power values of the tests are compared against FMKL family by Monte Carlo simulation. The results are discussed and interpreted. Finally, we apply some real data examples to show the behavior of the tests in practice.
INTRODUCTION
Ramberg and Schmeiser [1] introduced the four-parameter generalized lambda distribution (GLD) as Q (u) = 1 + u 3 − (1 − u) 4 
2
, where Q(u) is the quantile function, 0 ≤ u ≤, 1 , 2 are the location and scale parameters, and 3 , 4 are shape parameters jointly related to the strengths of the lower and upper tails, respectively. For its high flexibility it is used in many fields such as modeling financial data.
Because of the limitations of the Ramberg and Schmeiser (RS) parameterizations, Freimer et al. [2] proposed a new parameterization called FMKL as
where 0 ≤ u ≤ 1, 1 , 2 are the location and scale parameters, respectively. Also 3 and 4 determine the shape characteristics and for a symmetric distribution 3 = 4 .
The five different shapes of the FMKL are: unimodal, U-shaped, J-shaped, S-shaped, and monotone, which may be symmetric and asymmetric with smooth, abrupt, truncated, long, medium or short tails.
In many situations, a goodness of fit test about the distribution of the population using observations is necessary. Since the normal distribution is widely used in many statistical procedures and also is the most fundamental distribution, test for the normal hypothesis is indispensable. Moreover, testing normality is one of the most areas of statistical research. For example in statistical modeling the normal assumption of the underlying error distribution must be checked. Therefore, many tests for normality are proposed by authors. A fair of normality tests can be found in the statistical literature. In many situations, a goodness of fit test about the distribution of the population is necessary. Since the normal distribution is the most basic distribution and use widely in statistics, test for the normal hypothesis has been studied by many authors. See for example, D' Agostino and Stephens [3] , Huber-Carol et al. [4] , Thode [5] .
In this article, we consider seven popular (like Kolmogorov-Smirnov, Anderson-Darling) and powerfulness (like Shapiro-Wilk, Vasicek) normality tests and compare power values of these tests against the GLD (FMKL) with different parameters. We show that no single test procedure is uniformly more powerful than others. However, the powerful tests can be determined based on type of alternatives. Thus, tests for normality based on type of alternatives are classified.
The methodologies of the considered tests are presented in Section 2. Power values of the tests are compared with each other against the FMKL family by Monte Carlo simulation in Section 3. In Section 4, the applicability of the tests in practice is shown by real data. Finally, some conclusions are given in Section 5.
TESTS FOR NORMALITY
Given a random sample X 1 , ..., X n from a continuous probability distribution F with a density f(x), over the real line and with mean and variance 2 < ∞, the hypothesis of interest is
} , for some ( , ) ∈ Θ , x ∈ ℝ where and are unspecified and Θ = ℝ × ℝ + . The alternative to H 0 is
for any ( , ) ∈ Θ .
In this section, we consider seven popular tests for the above hypothesis. The considered tests are Cramer von Mises [13] , KolmogorovSmirnov [14] , Anderson-Darling [15] , Kuiper [16] , Shapiro-Wilk [17] , Vasicek [18] and Jarque-Bera [19] . These tests are commonly used in practice and software. For example, the Shapiro-Wilks test is used in SAS software for testing normality. The description of each normality tests is presented in Table 1 .
From the aforementioned tests, Vasicek's test, Shapiro-Wilk and Jarque-Bera test are specific in the sense that the null hypothesis is normal, while the rest are suitable for any null family of distributions. For further study about this tests, see D' Agostino and Stephens [3] and references there in.
SIMULATION STUDY
In this section, Type I error of the tests are obtained and then power values of the tests against flexible FMKL family are computed through a Monte Carlo simulation. Table 1 Tests of normality.
Test of normality Test statistic Notations

1-Cramer von Mises
where Φ is the cdf of standard normal distribution.
2-Kolmogorov-Smirnov
3-Kuiper
The coefficients a i are tabulated in Pearson and Hartley [20] 5-Anderson-Darling
6-Vasicek
Pdf_Folio:62
Type I Error of the Tests
Through a Monte Carlo simulation, we compute Type I error of the tests. Table 2 presents Type I error probabilities (the actual size of the tests), which have been obtained by 20 000 simulations. As is evident from Table 2 the actual size of the tests are quite acceptable.
Power Comparison
To comparison of the power values of the tests, we select alternatives from FMKL family with different parameters. We compute the power values of the tests based on CH, D, V, W, A 2 , KL mn and JB statistics against FMKL family by means of Monte Carlo simulations. As mentioned above, the alternatives can divide into five groups (Class I to V).
Power values of the tests were obtained by simulation in the following manner.
Under each alternative we generated 20 000 samples of size 10, 20, 30, 50. We calculated for each sample the statistics (CH, D, V, W, A 2 , KL mn , JB) and the power value of the corresponding test was computed by the frequency of the event "the value of the test statistic is in the critical region". The required critical regions are given in the corresponding articles, but we obtained them by simulation, before power Finally, in group V, the test based on KL mn statistic has generally the most power. We can see that when 4 > 5, the KL mn test dose not achieve the most power, but when sample size increases the power of KL mn test increases and the difference powers between KL mn test and the other tests become small. Therefore, we can conclude that the KL mn test is powerful in this group.
Briefly, the best test in term of power for different groups is presented in Table 10 .
It should be noted that the KS and JB tests have the least power values in groups Ia, Ib, II and Ic, III, IV, V, respectively.
ILLUSTRATION WITH SOME REAL DATA
In this section, we apply some real data examples to show the behavior of the tests. Puig and Stephens [22] used the Empirical distribution function (EDF) tests for fitting a normal distribution for these data. They concluded that all the test statistics have significance levels below 0.01 so that the normal assumption is rejected at this level of significance.
We apply the tests for testing the assumption that the data are from a normal distribution. We obtain the maximum likelihood estimator of FMKL family aŝ1 Table 11 .
Therefore, the normal assumption is rejected by the EDF statistics. Also, the tests KL mn , W and JB reject the normal assumption.
Example 2. Bain and Engelhardt [23] presented the following dataset, consisting of 33 difference in flood levels between stations on a river: They suggested that the Laplace distribution might provide a good fit. Puig and Stephens [22] concluded that D and W 2 reject the Laplace distribution for the data at 0.05 level and the other tests accept the Laplace assumption.
We apply the tests for testing the assumption that the data are from a normal distribution. We obtain the maximum likelihood estimator of FMKL family aŝ1 Table 12 .
Therefore, the normal assumption is accepted by all tests at the significance level of 0.05. Based on our simulation results presented in Section 3, we can accept the result obtained by KL mn test. von Alven [24] fitted the lognormal distribution for these data. Chhikara and Folks [25] fitted the Inverse Gaussian (IG) distribution and justified it by the Kolmogorov-Smirnov statistic. Finally, Lee et al. [26] tested the lognormal and IG distributions which were both accepted.
We obtain the maximum likelihood estimator of FMKL family aŝ 1 = 1.2184,̂2 = 0.6639,̂3 = 1.4792,̂4 = −0.6779.
Sincê3 > 1 and̂4 < 1, density of these data belong to class II. Based on our simulations, in this class the test based on KL mn statistic has the most power and we should use this test.
In Table 13 .
Therefore, the normal assumption is rejected by all tests at the significance level of 0.05. Based on our power study, we accept the result obtained by KL mn test. 
