This paper presents a method of independent component analysis which assesses the most probable number of source sequences from a larger number of observed sequences and estimates the unknown source sequences and mixing matrix. The estimation of the number of true sources is regarded as a model-order estimation problem and is tackled under a Bayesian paradigm. The method is shown to give good results on both synthetic and real data.
Introduction
Over the last decade in particular there has been much interest in methods of blind source separation and deconvolution (see 1] for an excellent review). The issues involved have traditionally fallen as problems in higher-order statistics. More recently, however, this problem (which for source separation is often referred to as Independent Component Analysis -ICA) has been recast in a neuro-mimetic framework 2] which did much to simplify and popularise the technique. More recently still the ICA problem has been shown to be a maximum-likelihood approach of a latent-variable model 3, 4, 5, 6].
Theory
Consider a system of n = 1:::N observations x (n) 2 < No which are believed to be produced via an unknown mixture of source signals s (n) 2 < Ns , i.e. x = As where A is the unknown mixing matrix. 1 The aim of source separation is to nd some inverse process,ŝ = Wx which estimates the original sources. Maximising the informativeness (in an entropic sense) of this set of estimated sources may be achieved by making W as large as possible. Without constraint, then, such an approach is not useful. An alternative is to consider a linear mapping to a set of latent variables, a, of the form a = Wx, followed by a non-linear transform from this latent space to a set of source estimates,ŝ = (a). If this transform is a component monotone`squashing' function (such as a sigmoidal function) then information-maximisation arguments may be used. Bell & Sejnowski 2] used this as the basis of their ICA algorithm. Note that in this form the system appears similar to a single-layer neural network. Cardoso 4] o ers an elegant proof that such infomax methods are alternatively seen as maximumlikelihood problems. The concept of independence is de ned here via the Kullback-Liebler divergence and follows a proof similar to that of Pham 5] . The information divergence between two probability density functions, p 1 (x); p 2 (x) is given by:
1 Recent re-formulations of the ICA problem have incorporated an explicit noise term, such that x = As + n 7]. The noiseless case is considered here for ease of development. This is commented upon further later in the paper.
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This measure is strictly non-negative and is zero i p 1 = p 2 . Independence between the components of the estimated sources is de ned as K(fŝ i g kŝ) = 0. If we choose to be smooth, invertible and component monotone then this measure is the same as that in the latent variable space i.e.
K(fŝ i g kŝ) = K(fa i g k a)
By writing the sample likelihood function of p(a) as L(a) = hp(a)i = R p(a) log p(a)da we obtain:
where H(a i ) are the marginal entropies of the latent variable components. As the form of is de ned so this speci es the assumed form of the latent densities and hence the marginal entropies. Minimising the KL measure (to give maximally independent components) is hence equivalent to maximising the latent-space (log) likelihood function. 
where 1=Z = ( =2 ) No=2 . Making the assumption that the integral is dominated by a sharp peak 2 at a =â enables a Laplace approximation of the marginal integral to be made (see 9] for example).
De ning h(a) = (x (n) ? Aa) 
2 Empirically, the likelihood function, evaluated via numerical methods, is observed to be very sharpy peaked around the maximum-likelihood solution.
2 where = @ 2 h(a) @a 2 ?1=2 . Combining Equations (5-7) gives an estimate to the (log) likelihood (evidence) of: Equation (8), however, takes no account of the fact that the matrix of model parameters, A, should be speci ed as drawn from a density function. We wish now to re-formulate the problem such that we integrate over the density function of the model parameters themselves, i.e.
From Equation (8) we may hence write: (10) where
jA T Aj 1=2 (11) This integral may be evaluated once more using the Laplace approximation, under the assumption that the density function of A is sharply peaked around some most probable parameter set,Â say.
and using the Laplace approximation once more gives:
The hessian matrix is a N o N s N o N s matrix and for computational reasons its determinant will be approximated using its diagonal elements only. Only second-order terms of the form @ 
Upon substitution into Equation (12) this leads to an estimate of the predictive density of the form:
The nal stage of the analysis involves performing the marginal integral over the variance parameter, . This parameter may be regarded as a hyper-parameter in the Bayesian approach. By careful choice of the prior over a closed-form approximation to the integral of p(x (n) j ; )P( ) may be obtained (see 9] for example). This approach is computationally more costly than estimating the parameter using its maximum-likelihood value. I follow Rajan & Rayner 10], who take this latter approach in a Bayesian analysis of PCA. Note that this is equivalent to assuming that the posterior distribution over is very sharply peaked around^ . The parameter^ will be sucessively re-estimated during optimisation of A and thus the estimate^ is obtained from
Note that this form is consistent with the fact that, if N s = N o , there will be no error in the reestimation of x, i.e. the Gaussian of Equation (6) collapses to a Dirac. Note once more that this collapse gives the standard ICA approach (see 3]). Taking logarithms of Equation (15) with =^ gives a data log-likelihood function of the form of L pen = L ? P where L is given by Equation (8) Once we have obtained a distribution of L pen with N s we may use Bayes' theorem one last time and write P(H Ns j X) = p(X j H Ns )P(H Ns ) P allH p(X j H)P(H)
where H Ns is the hypothesis that there are N s true sources.
Notes on implementation
An error functional, E say, may be de ned as E = ?L = ? P N n=1 log p(x normalise data set to zero-mean, unit variance; = init (unity, say); tolerance = init ; while ( > final ) do f 3 This seems like choosing the prior after seeing the data. What it actually represents is collapsing an in nite prior space (all values of are possible) to just one form of prior distribution (a speci c value for ). optimise A on E to tolerance ; re-estimate maximum-likelihood value for ; decrease ; g The form of must still be speci ed, however. There is strong evidence to suggest that this choice is not critical 2] and in 3] a partial proof is o ered that a tanh function is likely to give good results for any sources which are heavier in the tails than a Gaussian (which includes many naturally-occurring signals, such as speech for example). Cardoso 4] proves, in general, that so long as the assumed form of the latent density is not wildly wrong, then results from an ICA approach will at worst be modi ed by a diagonal matrix i.e. the estimated sources are`correct' within some unknown scaling factors. The non-linearity is hence de ned as:
(a i ) = ? tanh( a i ) (22) where is a scaling factor. As (a i ) = d log (a i )=da i this choice also de nes the latent variable 
Results
In all cases the data evidence function is evaluated over a set of ten runs, each with A randomly initialised with values drawn from a zero-mean unit variance Gaussian distribution. The observed data set was furthermore component-wise normalised to zero-mean and unit variance. Results are rst presented from a synthetic data set for which the true number of sources is three.
A six-dimensional observations set, fxg, is generated (i.e. A is a 6 3 matrix). This method is now applied to an observations set of eight channels of human brain activity (EEG), recorded during an epileptic seizure. Figure (4a ' and`wave' activity respectively whilst the third appears as a phase-shifted combination of the former two (a shift of around 0.06 seconds).
As a nal example of the utility of this approach a deconvolution problem is presented. A single observations sequence is constructed via convolution of a single source sequence with an 11-point Hanning lowpass lter. A multiple observations set is produced using delayed versions of the observation sequence. 6 Figure (5a) shows the original source (upper plot), the ltered observation (middle plot) and the estimated deconvolved source (lower plot). Note that, although the estimated source is not identical to the true one it has similar characteristics. This is further shown in Figure (5b) in which the power spectral densities (from an FFT) are shown (true source -upper trace, estimated source -middle trace and observation -lower trace). Plot (c) of the same gure shows the estimated lter (left) and true lter (right).
Conclusions / discussion
In this paper a method of ICA is presented which does not assume that the number of sources is equal to the number of observations. The ICA problem is cast as one of maximum-likelihood in a latent variable space and a likelihood functional is derived. Integrating over the latent variables and the posterior parameter distributions in a hierarchy of marginal integrals leads to an approximation of the Bayesian evidence for the observed data. The distribution of this evidence with increasing source-number hypotheses enables the probable number of sources to be inferred. Estimation of the source sequences is also obtained with good results.
As was pointed out earlier in this paper, recent developments in ICA have looked at the noisy case in which observations are corrupted by a noise process n such that x = As + n 7]. The distance measure in the exponential of Equation (6) is the variance of n. Clearly, however, without a more sophisticated noise model intrinsic noise and reconstruction error cannot be separated using this approach and the estimated sources will be contaminated with a linear transform of n. More traditional noise elimination methods may thence be used, however, though the author feels that such noise cleaning may best be performed on the observation sequences themselves.
The results presented in this paper were obtained for xed (slope of ). This parameter may be part of the optimisation procedure although an alternative approach which does not assume the form of the latent densities is a preferred focus for future research (see also 5]). It is also pointed out in 3] that alternative algorithms may exist which do not assume the existence of A + . Lastly, the real cocktail-party problem' (N o < N s ) is yet to be solved in a general manner.
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