Abstract. In this paper, We focus on conditional quantile regression learning algorithms based on the pinball loss and l q -regularizer with 1≤q≤2. Our main goal is to study the consistency of this kind of regularized quantile regression learning. With concentration inequality and operator decomposition techniques, we obtained satisfied error bounds and convergence rates .
1INTRODUCTION
Let X be a compact subset of n  and Y=  , ρ be a Borel probability distribution on Z=X×Y which governs the relationship between the input data x and the response y. The set of samples , see [12] .
Let K be a Mercer kernel, i.e., a continuous, symmetric, and semi-definite function defined on X×X. The reproducing kernel Hilbert space H K is defined to be the completion of span Here H K is taken as the hypothesis space, and the penalty term is based on the norm of functions in H K . The error bound and asymptotic convergence of this learning scheme have been discussed, see [18, 12] and references therein.
To balance the approximation ability and sparsity of the algorithm (2), the ε-insensitive pinball 
is studied in [19] . Now, we restrict our attention to coefficient-based regularization schemes in a data dependent hypothesis space. The hypothesis space here is determined by a kernel function R X X : K →  and the sample set z,
Here the kernel K is only asked to be uniformly bounded and continuous. Since we don't require a Hilbert or Banach space norm for functions in the hypothesis space, the penalty term 
Mathematical analysis of coefficient-based regression learning (4) has been established, include, framework of analysis for coefficient-based regression learning is proposed in [17] , for coefficient-based regression learning with l 1 -norm penalty see [20, 8, 13] , for coefficient-based regression learning with l 2 -norm penalty see [7, 14] , also for l q -norm penalty see [6] . In the quantile regression learning, Li and Sun takes more general kernels and ε-insensitive pinball loss with l 2 -norm and l 1 -norm regularizer respectively, see [4, 5] . In this paper, we consider the following quantile regression learning scheme with ε-insensitive pinball loss and coefficient-based We will prove the asymptotic convergence of this learning scheme, i.e., how the output function  . In fact, we extend the existing results of this learning schemes from l 1 and l 2 regularization to more general l q regularization (1≤q≤2). The rest of this paper is organized as follows. In section 2, we give the assumptions and main result. In Section 3, we give the estimates for hypothesis errors and sample errors. In Section 4 we give the error bound and learning rate by iteration method.
Assumptions and Main Result
The projection operator (see [2] ) deals with heavy tailed noise well, that is helpful in obtaining our main result of (7) and that the function ] [0, X :
Under the p-average type p' condition with
. It is proved in [11] that for any measurable function f on X,
By this conclusion, we can bound the error in learning theory scheme. Note that we define the regularization function 
By the fact that
(11)
Through introducing continuous
we can decompose the excess generalization error as the following.
Proposition 1. Let λ>0 and
The left hand side of (12) can be decomposed as . The last item is also at most zero due to Our approximation condition is given as
Proposition 2. Under the approximation condition (13) , and 0<λ≤1 . Then there holds
It follows from (13), Our sample error is estimated through a concentration inequality, so the capacity of the hypothesis space plays an important role. Covering numbers are often utilized to measure the capacity which have been well studied in [21] .
Let F be a set of functions on X,
The sampling operator 
Estimates for hypothesis errors and sample errors
In this section, we firstly estimate the hypothesis error H 1 and H 2 by the following probability inequality in [9] . Lemma 1. Let H be a Hilbert space and ξ be a random variable on a probability space (Z, 
Apply Lemma 1 to the random variables 
Here C 1 is the constant dependent on the constants μ,θ,c μ,K ,C θ .
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Error Bound and Convergence Rates by Iteration
In this section, we deduce the error bound and convergence rate by the iteration technique. is rough, to obtain a tighter bound we shall apply iteration technique that has been widely used in learning error estimate, see [11, 16] . 
Since the measure of 
