A top-down approach using classical thermodynamics is presented in this paper to deduce size and shape dependencies of different material properties. Particular attention is focused on the thermal expansion coefficient. The theory developed here can also be used to deduce information on surface energies.
INTRODUCTION
Understanding how materials behave at tiny length scales is crucial for developing future nanotechnologies. The advances in nanomaterials modeling coupled with new characterization tools are the key to study new properties and capabilities and then to design devices with improved performance [1] . This study of size and shape effects on material properties has attracted enormous attention due to their scientific and industrial importance [2] [3] [4] . Nanomaterials have different properties from the bulk due to their high surface area to volume ratio and possible appearance of quantum effects at the nano-scale [5] [6] [7] . The determination of nanomaterials properties is still in its infancy and many materials properties are unknown or illcharacterized at the nano-scale [8, 9] . Therefore, thermodynamics can be particularly helpful at the nano-scale where traditional methods as molecular dynamics simulations and density functional theory (DFT) techniques are very computationally demanding and thus are size limited. Indeed, molecular dynamics generally consider less than 10 5 atoms in order to keep calculations time within reasonable values [10] . Predictions using DFT is generally limited to a few nanometers [11] . Generally, thermodynamics and computational techniques are not competing but complementary [11] .
THEORY
Thermodynamics implies that we are dealing with a large number of particles and therefore we require a size limit on the applicability of thermodynamics at the nano-scale. A first answer can be given by the fact that thermodynamics describes a material in thermodynamic equilibrium, defined as a volume where thermal fluctuations are small i.e. fluctuate by less than 1% and this occurs for sizes higher than ~4nm [12, 13] . A second answer can be given by the appearance of quantum effects at the nano-scale which signifies that classical thermodynamics is no more applicable when the discrete character of the energy levels appears. It occurs when the energy bandgap between two successive levels becomes larger than the thermal energy. Approximately, energy level spacings of about 1K can be found in particles with sizes around ~10nm. This size depends on the material and varies only within a range of about 50% [14] .
To describe a system thermodynamically, we have to use a thermodynamic potential, depending on the constraints imposed on the system. Let us note, as the number of atoms present in nanostructures is limited, we have to use a thermodynamic potential developed for a closed system i.e. fixed particle number but varying energy. The Gibbs free energy corresponds to closed systems, coupled thermally and mechanically to the outside world and is therefore well suited to describe nanostructures [15] . The statistical mechanical ensemble linked to the Gibbs free energy is the constant-pressure ensemble [16] . It has been shown by one of the pioneers studying thermodynamics at the nano-scale, Terrell Hill that the rules describing stable equilibrium states remain the same for nanostructures [17 317 ]. When the size of a material is reduced, the excess free energy induced by the surface has to be considered [18] . The Gibbs free energy of a nanostructure can then be expressed as a sum of the bulk Gibbs free energy, G , with another term considering the effect of the surface at the nano-scale, surface G .
Assuming that the surface may be characterized by a single value of surface energy, , the surface term can be expressed as surface G AV where A and V are the surface area and volume of the nanostructure respectively.
To describe the solid-liquid phase transition at the nano-scale, the Gibbs free energy difference between the liquid and the solid phases of a nanostructure, which is given by Eq. 2, should be equal to zero.
Then, at the temperature, T , corresponding to melting at the nano-scale i.e. S are the bulk melting enthalpy and bulk melting entropy, respectively. Therefore, the melting temperature at the nano-scale, m T , for free-standing nanostructures can be expressed as function the size of the structure, D , and one shape parameter, shape [19] . 
The shape parameter, shape , is defined as
is the bulk melting enthalpy (J/m 3 ), whereas l and s are the surface energy in the liquid and solid phases (J/m²), respectively. l and s are considered size independent. This is justified by the fact that the size effect on the surface energies is less than 4% for sizes higher than 4nm [20, 21] . Indeed, below this size, edges and corners of the structures begin to play a significant role in the surface energy [22] . To be complete, a lot of shape values are given in Ref. [23] .
Considering the spin of the particles involved in the material property, S , Eq. 3 can be extended to describe other material properties as proved in Refs. [12, 13] 
Where represents the size/shape-dependent material property and represents the bulk material property. The material properties considered here are the melting temperature, melting enthalpy, Curie temperature, Debye temperature, superconducting temperature, cohesive energy, activation energy of diffusion, vacancy formation energy. Let us now prove that this equation can also describe the size and shape effects on the thermal expansion coefficient.
DISCUSSION
Since the melting temperature is proportional to the square of the Debye's temperature [12, 13] and the thermal expansion coefficient is inversely proportional to the square of the Debye's temperature ( 
As mentioned by Eq. 5, the thermal expansion coefficient of nanoparticles increases when the size is reduced. The theory is compared with experimental data in Figures 1 and 2 for lead and selenium nanomaterials respectively. Good agreement is obtained over the full size range for lead while for selenium divergence appears for sizes below ~25nm between theory and experiment. One possible reason is that the solid surface energy of selenium is not around 0.175 J/m² as announced by Ref. [25] . To fit the experimental data, we proposed the following solid surface energy for selenium: 0.285±0.022 J/m². According Refs [12, 13] , the material properties can be distinguished as fermionic or bosonic properties regarding the spin (S) of the particles involved in the material property. Eq. 5 can then be rewritten as Eq. 6 by considering S=-1/2 which means that thermal expansion is controlled by the electrons constituting the chemical bond. 
CONCLUSIONS
In conclusion, it has been shown that thermodynamics can determine the properties of materials from the bulk-scale to the nano-scale where the size of the considered nanomaterials is higher than ~4nm. Particularly, the size dependency of the thermal expansion coefficient has been studied. The thermal expansion coefficient of nanomaterials is directly proportional to the inverse size of the particle and a new method to determine the solid surface energy of material has been proposed through the shape determination. Then, the solid surface energy of selenium has been re-evaluated.
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INTRODUCTION
The novel properties of matter at the nanoscale have motivated a growing interest in the study and development of new materials and devices at this scale, opening a route to potential applications in medicine, materials, communications, electronics and construction, among others, as well as solutions to problems related to environmental, health and energy issues, all critical to society [1] . A particular case is the widespread use of silver nanoparticles, whose antimicrobial properties are exploited for personal care products, clothing, appliances and others. Also, a large number of high-impact publications have been carried out on production, functionalization, characterization and application of nanostructures [2] [3] [4] [5] .
In order to take full advantage of the wide spectrum of properties that nanostructured materials present, it is important not only to develop new materials but also being able to synthesize them under specifications of shape, size and properties at an enough high production yield. One accustomed approach to achieve this goal is to conduct a number of experiments varying only one parameter at a time and analyzing how several properties are affected by this change, ignoring possible important interactions among parameters that could influence greatly the synthesis results. However, there are powerful statistical tools that attempt to obtain the greater quantity of useful information from a reduced set of experiments. Such tools for planning and analyzing, included into the "Design of Experiments" area, are particularly helpful for supporting the interpretation of results (or rejecting wrong interpretations) as well as calculating candidate optimal sets of parameter values for specific goals [6] . Therefore, the effect of modifying the most important parameters in a polyol method can be analyzed, looking for producing specific silver nanostructures.
EXPERIMENT
The polyol method was first developed by Fiévet and coworkers [7] as a simple route for obtaining coloidal particles of metals and alloys. Briefly, the method is based on the reduction of a metalic salt in a polyol solution at about 160°C (AgNO 3 and ethylenglycol for the present work). Due to polyol reduction capacity depends on temperature, it can be used to control silver particles growth. A reaction to explain the process has been previously proposed by Sun and Xia [8] .
The silver nanostructures discussed in the present work were synthesized by means of the polyol method, following the process presented by Wiley and coworkers [9] , although with different parameter values. Two solutions were mixed, the first of 5 ml. of polivinilpirrolidone (PVP) in ethylenglycol (Aldrich) and the second of 2.5 ml. of silver nitrate (AgNO 3 ) in ethylenglycol (Baker). In a separated reactor, a solution of ethylenglycol was heated (160°C -180°C) and stirred with an agitation speed of 200 rpm. Once the target temperature was reached, both solutions were injected using an injection pump at the selected speed (375 μl min -1 or 750 μl min -1 ) with an injection time between 6 and 8 minutes and, finally, the reaction is allowed to proceed for 30 or 60 minutes. The solution is washed using ethanol (EtOH) in order to remove the residues from excess of reactants (PVP, EG and some AgNO 3 ). This process was used for performing 32 experiments under different synthesis conditions, and products were characterized as indicated at Figure 1 . The 32 sets of values for the experiments were determined using a common scheme 2 k from the design of experiments theory. There were considered two levels (termed low and high) for each of the most important factors on the synthesis: temperature, concentration, time of reaction, injection speed and time of addition for the two solutions with EG (one with PVP and the second with AgNO 3 ). Therefore, the complete set of experiments is formed by 32 experiments (2 5 , two levels, five factors) resulting from all possible combinations of the values shown in Table I . X-ray diffraction characterization (XRD, Bruker AXS DX8 Advance) determined that products are formed mainly by pure silver structures, as shown in Figure 2 . Optical microscope (OM, Olimpus BX 60), UV-vis (Shimadzu UV-2401) and Scanning electron microscopy (SEM, Philips FEI XL30-SFEG) studies were performed in order to determine the morphologies of the silver structures, being SEM studies the most determinant and the only shown here. Most representative and populated SEM images were selected and analyzed to create a table of data that relates the quantity and size of nanostructures for each kind of morphology. These data were analyzed using conventional statistical software to obtain the individual effect of parameter variation, the effect coming from interactions between them and also an approximated mathematical behavior inside the parameter space determined by the 32 experiments. Because of the large extension of the complete study, we only report here some results related with the production of decahedral and icosahedral nanostructures. Different morphologies are observed such as triangular, hexagonal, tetrahedral, decahedral, and icosahedral shapes. After multiple observations it is possible to suggest development paths for nanostructure growth from the smaller structures (that could act as seeds) to structures at the scale of micrometers. One possible path is depicted in Fig. 3 (right) . From statistical analysis it was determined that for both decahedra and icosahedra the most influential parameter variations, inside the numerical ranges of experiments, are reaction time and temperature. For both morphologies diminishing the reaction time or the temperature promotes the number of decahedrons and icosahedrons that can be obtained during the experiment. This could be explained by the fact that these morphologies can be seeds for larger structures. So, a higher temperature or a larger reaction time do not inhibit decahedra or icosahedra production but promotes their growth into larger structures by adding free silver atoms. Figure 4 shows the interaction plots for the ten possible interactions among pairs of synthesis variables. Points come from averaging the production data of experiments that share the same values for the two parameters involved. For instance, the higher point at the square in the top right represents the average for the eight experiments made with a reaction time of 30 min. and a temperature of 160°C. If resulting lines are parallel, it indicates that there is not interaction between parameters, their effects are independent and additive. On the other hand, while lesser parallel are the lines stronger is the interaction between parameters, a result that can be interpreted as numerically multiplying effects [6] .
