Introduction
Tile present paper extends tile treatment in Smorynski [ 1 1 ] of arithmetic, by means of Kripke models, to the theory of species. In Section 5.7.3 of that paper, a special type of model of the theory of species is defined, but not studied. We study this model in Section t, below. In Section 2, we define the species analogue of the basic operation for construtting models. This gives several applications, but not the full explicit definability property. We use a trick of Friedman in Section 3 to obtain this result (as well as two related results). In Section 4, we consider some applications of ff~rmalizing the construction by means of the HilbertBernays Completeness Theorem. The use of Reflection Principles to add free variables to proof-theoretic closure results is discussed in Section 5. Finally, Section 6 contains a few comments on and corrections to [ 1 1 ].
It should be mentioned that S. Weinstein has independently discovered a method of treating higher order systems by means of Kripke models. His method applies to such problematic schemata as AC-NF.
Before beginning the technical work, we should discuss some natationai conventions. First, as this paper is to be viewed as a continuation of [ 111, which is the fifth chapter of Troelstra [ 14] , we will freely use the notations of these two references. In case of confl~-t, we follow [ 11 ] . Our first conflict is the following: The theory of species HAS is here assumed to be given to us as HA together with unary species variables X 0. X I ..... and some axioms, e.g. the scheme X not |¥ee in A. In the presence of arithmetical pairing functions, n-are species variables ca~l be conservatively added. For convenience, we co~-sider n-ary species variables, )(n yn ..... as being used only as abbreviations.
Two notational singularities worth mentioning are: (i) we use x ~ X and X:c interchangeably for unary s~ecies, but stick to Xx I ... x n for n-ary species;
(ii) we do not bother distinguishing between olLiects and constants denoting them, as the failure to make such a distinctioa can only cause confusion when one is discussing the distinction (e.g., in giving a truth definition or a G6del numbering). (An example of the latter notational point is the abbreviation ProofT(x,r-Ay -1 ).)
With respect to references, let us simply note that ! 13, 141 contain fairly detailed references to the literature and that we shall not cite the references to specific results unless they cannot be found in these works of Troelstra or unless we regard the result and reference as being particularly noteworthy.
Finally, we wish to thank Professors Friedman and Troelstra for suggesting that Friedman's trick might be applicable in 3ur study.
A model for HAS
Let (K, <) be a partially ordered set of nodes, with least node a0" To define a model of HAS, we will need two domain functions -one for individuals and one for species. Let the first, D 1 , be constant: D I a = ~ = {0, 1 .... ). This will automatically guarantee that indu :tion holds in the model and that all classically true sentences of arithm~:tic are forced by all nodes. For the second domain function, we first define a system of sets to be ~ .:!ass of subsets of the set cf natural numbers indexed by the nodesofK, {T : ~ ~ K}, such that
We now let D2a be the family of all systems of sets.
Having defined (K, <, D i , D 2 ), we define a forcing relation on it to obtain a model ~ = (K, <, D 1 , D 2 , II--) as follows: The connectives and quantifiers are handled in the usual manner.
Strictly s~:u~'aking, we have defined a model lbr ever,, partially ordered set (K, ~) with an origin. When we refer to a "'mode!", we shall mean any such model. Some models are better than others aad we shall refer to such better mode~s by descriptions of their partial orders.
We now consider some properties of the model.
Thevrem ! ,I. The model .~atis, fies HAS.
Proof. Obviously, the crucial verifications are Extensionality and Comprehension, Because species variables occur in sentences only in context (x 6 X) the substitutivity of equality (i.e., extensionality) is immediate. Consideril~ Comprehension, let A have only x free and define
tX not free in A). The argument still applies when parameters are allowed. [] If K consists only of %, then S~ is just the standard model of classical analysis. If K has at least one node other than %, then membersh;p in species is not decidable, % tb ~ Vx VX(Xx v-1Xx).
If (K, <) has no terminal nodes, then in fact,
We generalize this as followz: 
n"i D Looking at ~i ' as systems of sets, we easily see that a 0 l# A(D}(Q~ '' ¢)nk) (Simply prove by induct!on on the length of a formula that it is forced at a given not,¢ of the original counten~lodel to A iff the rclativizcd trans. lation is forced at the given node of the model of HAS.) Since each node a of K is tim origin of its own fidl S0-ary tree, we can repeat the process to get a courtermodei at a. Thus (ii) The proof of Theorem 1,2 is similar, but only needs (K, ~<) to be binary since every unprovable sentence of the propositional calculus has a countermodel in this tree. (Obviously, one can also use the full b~0-ary tree.) (iii) As with naembership, if (K, ~) has no terminal nodes, extensional equality is undecidable: is valid in the model.
We show m = n. Let U = { Ua: 13 ~ K } be defined by Let, for each n, a species (i.e., system of sets) S, be given such that lb L A(S., n). is valid in the model (where A has only the free variables indicated).
(b) The full Uniformity Principle (i.e., the Principle with species parameters allowed) does not hold in the model. Using the fact that disjunction can be defined in terms of existential quantification, it suffices to show that VX does not distributg over disjunctions. Summarizing what has been shown so far, the modei on lhe ~0-ary tree is a model of the theory tt=HAS+AC-NS+UP!+UP c+MP+IP 0 .
We mention some consequences: (i) It is consistent; (ii) H 9 UP; (iiil H is conservative over the first-order intuitionistic predicate calculus (in the :ense of Tt,,eorem 1.3). (A modification shows that the pure theory of species with choice, UP!, and UP c is conservative (in the usual sense) over ~he first-order fragment.)
We should mention that further results of these forms can be R~und in [2, 13, 141.
Another observation is the toilowing: UP! and UW both conflict with classical logic, but the conflict is properly second-order as H does not Remark. (i)The proof of (b) does not carry over to H + AC--NS and H, AS + AC-NS because the axiom of choice does not imply its own negative translation.
(ii) To prove (c) in the presence of AC-NS, it would suffice to know that HAS + AC-NS is closed under Markov's Rule.
Digression on Functions:
The model can trivially be extended to a model of analysis by simply adding a new domain function, D 3 , defined by D3ot = 60 t° , or, equivalently,
D3~ = {XE D2~: ot 0 I~ Vx 3! y((x,y)~ X)) .
One can tl~en expand the language by adding function variables f, g, h ..... and function quantifiers. With respect to the analytic fragment of the language (i.e., that part without species variables), the model reduces to the classical model (¢o, 2 ~). With respect to the full language, however, several interesting schemata are valid: (i) AC-NF is valid:
AC-NF Vx 3f A(x,f) ~ 3g Vx A(x, ~v'g((x,y))).
(ii) UP 1 ! is valid in the binary, ~o-ary, and large trees:
(iii) Closed instances of UP l are valid in the 2So-ary tree:
The validity of the last two schemata is e~:ablished a~ i~, tile first-order case, using the fact that functions are very discrete objects in the model. Since functT)ns are so discrete (in tl~e model), it is natural to consider species of fwwtions. (We ignore the question whether or not species of functions should be quantified over in an intuitionistic context at all.) Thus, one ca~ add variables ~I,, q, .... , for species of hmctions and appropriate quantifiers (or, equivalent, one can take "'mixed" species -species whose members can be either functions or individuals). The above schemata and the axiom schemata of H are still valid.
The behavior of fimctions marks the essential difference between the above model and the model resulting from [9] by using Kripke's schema to define species. (See 12] .) Both models satisfy' the basic (i.e., drop MP, 'D 0) axiom schemata of H, as well as AC-NF. The present model also satisfies UP 1 ! and UP t ~. The Moschovakis-van Dalen model satisfies KS, WC-N!, and WC-N c, where
'where g ~ fx means g t" x = f t'x), as well as some stronger continuity s,'hemata. We refer the reader to [9] for details. W : might also mention that Troelstra has given two more models of the mixed theory using reatizability. Both satisfy UP l , AC-NF, and a strong continuity axiom.
2.( )-*(Z )'
Tile exist ,ce of models of HAS has certain applications. Some results, nonetheless, require us to apply certain operations to models to obtain new models. That is, we start with a large stock of models (given by a Completeness Theorem), apply the operation, and look to see what is and what is not preserved.
We hasten to point out the following: In the previous section, we considered a specific type of model (the existence of which had some interesting applications). From here on, when we speak of "model", we mean an an arbitrary Kripke model of the given formal system. We give an intuitive description of such models for HAS below.
The main operation we have in mind is the analogue for models of HAS of the operation ( )~(E )' of [ l l]. In the discussion of [l l, §5.7.3] it is stated that the problem of defining an analogous operation for models of HAS is difficult. If S~ is a model of HAS, ~ ~ K, and TE D~, then we can a.~sume that T is a partial system of sets. For, we may first assume that (K, -<<) is a tree. Let T~ D2a and let/3 be the minimum node for which 7~ D213. Define, for 3, ~ > fl, T v = {xE Dl~: 7 11--x~ T).
Using extensionality, it is easily seen that T can be replaced by the system T* = (T~" ? 1>/3), and defining ~llf-xE T* *~ xE T .
?
Remark. (i) Note that the condition T G ~o has been replaced by the condition T c__ DI a.
(ii) D2a is not necessarily the collection of all partial systems of sets.
To define tile operation ( ) ~ (Z )', let 9 ~ be a fal.fily of Kripke models whose species are systems of sets. Xcy is the disjoint sum and is defined exactly as in [ 1 1, §5.1.19~5.1.2 1 I, Thus, suppose we have a Kripke mot~A ,~l of HAS (neglecting/'or the moment our assumption on the existence of a minimum node). We define ,~i by adding a new node s o as the origin and extending D l by defining Dta 0 = to. Remark. This proof does not work for
ED 1 HAS t-:IX A(X) ~ for some B, HAS H A(B),
where A has only X free and B has only x free, The reason is simple:
We've added too many species to D~ a0 in order to verify Comprehension. In Section 3, we show how a trick of Friedman [5] can be used to get around this. MR c
IPR~ HAS I--Vx(Ax vTAx) ^ 773xAx ~ HAS t-3xAx : HAS F" Vx(Ax v TAx) ^ (Vx Ax -~ ]y By) '~ HAS b" ] y(Vx Ax-* By)
The proof is identical to that in the arithmetical case and we omit it. 
Corollary. 2.6. Let B be Eta, imhT~emtent uf HAS c. and let Pp k/-A(p). lTlen HAS ~ A(B),
Corollary 2.7. HAS h ~ -q'q3x ..,Ix -~ 3xAx jbr some pr#,litive ~"ecursive Ax.
The proofs of these are identical to the proofs of their arithmetic counterparts and we omit them.
For theories HAS + 1-', we must discuss sets F which are preserved under the operation ( )--~ (X )'. 
. The class 5 D of sets r of sentences such that HAS + 1" is preserved under the operatio~t ( ) -* (~, )' has the,following closure propertics: (i) 9 is closed under arbitrary union; (ii) If [' ~ 5o and A i.,: a Harrop sentence, then V u {A} ~ 9; (iii) lf r ~ 9, A has c,~dy x free, and HAS + £ t--An Jbr each n, then ru{VxA}e ~,
The proof is identical to that of [ 11, Theorem 5.2.11 ] and we omit it.
Remark. There is no condition for VXA(X) analogous to (iii). Observing that we add so many new ~pecies in forming (2;H)', this should not be very surprising. 
UP! VX3!yA(X,y)~ 3!3' VXA(X~y).
Here, ~ is a primitive recursive wel!-ordering, T is assumtxt to be in ~, and the notations of RF, RFN 0 are as explained in [ 1 l ] (below 5.2.1 7). The proofs of the preservation of TI(-< ), RF(T), and RFN 0 (T) are as in the arithmetical case and the only comment we need make is that, if the reader checks the proof of the preservation of RFNo(T), the restriction to numerical variables will become clear. Thus, consider UP!. By Condition (iii), we need not consider free individual variables. We should consider free species variables, but it will be notationally more convenient to consider only UPV. Let ~ be a family of models of HAS + UP! c and consider (Z 5r) '. Suppose
% II-VX3!yA(X,y), o o lk/-3!3, VXA(X,y).

Arguing as usual, there are species S, T ~ D2t~ 0 and n-~mbers m, it stlch that m :# n and % II-A(S,m), A(T,n). Lettin~ a > %, we have a II--VX3 !yA(X,y), whence," ~ tt-~!3' VXA(X y). But a I~ A(S,m),
A(T. n), g-~d m ¢ n, a contradiction. By Corollary 2.7, MP is not preserved under the operation (-<) ~ (22 -7 )' In arithmetic, one establishes results on MP by adding a copy of the standard model, i.e., considering the operation Y ~ (Z7 + to)'. The preservation of Markov's Principle,
under 5 r-~ E'-7 ,~)' ( . + will be guaranteed by any 3~ for which D 1 is constant: Dic~ = ¢.o. Thus. if we define a model ,~ to be an co-model ifDla =w for all e ~ K, then we can define the operation 9-* (Z~Y + w)' to be that which adds some w-model to ff before summing and tacking on the extra node:
We haslen to mention that the models of Section 1 are co-models.
The basic results are: The proofs of Theorems 2.11 and 2.12 are identical to those in tile arithmetic case and we omit them. We might mention that any F which is true in some ~o-model is in 9'~. For example, the schemata Tit-<), RF(T). RFN0(TL and UP! are in '9 w. Some applications of Tlleorems 2.1 1 -2.12 are tile following: Corollary 2.13. Let P E 9~. HAS + P has DPand ED 0 .
Theorem 2.1 I. HAS + MP is preserved under the operation ( ) -~ (~ + w)
Theorem 2. i 2. For a~o' fixed o~-model ,~, the class 9~(~ ) of sets P preserved under the operation ( ~ ) -~ (~, + ~ )' has the following closure properties: (i) 9~'(,~ ) is closed under a~'bitrao' union: (ii) l fF~ 9~(~t)and (A') ~ 7~ is such that P u (A) is true in ~, then
Corolhry 2.14. Let P ~ 9 ~. HAS + F is closed under UR c.
D.It.J. de Jongh, C Sm~'.:ry~,~'i / Keipkc models
Corollary 2.15, Let P ¢-9 ~'. HAS + P is closed u~,,der MR c and 1PR~. Coroilaries 2.6, 2.7 do not hold fi)r all r E 9 '~ -e.g,, let 1-' = MP, The proof of Corollary 2.5 requires the technique of Section 4, below.
As .,.,., / (i)]).
The explicit definability property
't heorems 2. I and 2.1 1 yield, as corollaries, ED o but not EDI:
ED~
HAS + i' i-3XA(X) ~ 3B HAS + D ~-A(B).
The proof of the present section depends on a trick of 
H is conservative over HAS T, whence HAS T I--A(T, ~x.B(T, x)) ,
where we rewrite B to emphasize the fact that T may occur in it. Finally, since we have not assumed anything about T, it behaves like a free variable and
HAS I-VXA(X, ~'.B(X,x)). []
We can define classes 7~ 1 , 7~, analogous to the classes 5a, :9 ~ of Section 2, for the operation given here. :91 , 7~] ° have the closure properties listed there for 9, 9~. Further, the examples ~,f P ~ 9, E 9 "~ given above are also in 91, resp. 9'i °.
One application of the classes 91 9]o is the fact that Tkeorems "~ and 3.2 hold for HAS + IF' for r ~ 91 ~9"~ Another is the followin~ form of the Independence of Premises Rule: (
b) Let HAS I---]A(X) -~ :3 YB(X, Y). Then HAS ~-:3 Y(-]A(X) -~ B(X, Y)).
where A, B have only the fi"ee variables indicated.
As in the proof of Theorem 3.2, one adds a new constant T to HAS. The proof mimics that of the closure of HAS under IPR~, using the Pact that negations are in 7' 1 .
Applications of definability in models of HAS c
In this section, we indicate briefly how certain improvements of some of the results of Section 2 can be obtained by definability considerations, As in the arithmetical case, our chief tool is the ltilbert -Bernays Completeness Theorem. Remark. If we t onsider HAS c as a two-sorted first-order theory, the notion of the definability of A in w+ will offer us no difficulty.
We may also refer to related results on consiste~at intvitionistic theories T.
Beyond the initial assignment of non-standard models to terminal nodes, we will need definitions in the second-order language. Thus, a Kripke model ,~t of HAS will be said to be definable in a non-standard model ( As in Section 2, we get a model (ZSr) *, The necessary formal work verifyiI~ definability is left to tile more ambitious reader. 
Then (Y. ~)* ~ HAS and is definable in (~+, A ).
The proof requires no new ideas and we omit it. 
. B n ).
The proofs of these results are identical to those in tile arithmetic case and we omit them. We might mention that Corollary 4.4 is due to Friedman, who proved it by means of realizability [51.
We could now consider the classes 9 a , 9au* of sets r Freserved under the operatio~is ( ) ~ (~ )*, ( ) -+ (5; + w+)*. For example: UP! ~ ~d, ~dto÷; MP ~ 9dr°*; TI(-<) E 9 a : TI('<) E ~aw*. if (co*. A) I-TI(-<). We no longer have the third closure condition on 9 a , 9 a'~" since we now have ~+ and not co at the origin of the new model.
Applications of reflection prhiciples
Sections 1-~5 of [ 11 ] and Sections ! -3 above are primarily algebraic in character anff yield quick proofs of many results. Section 6 of [ 11 l and Section 4 above indicate how improvements can be obtained by 
Vx -3-3 ?]y Axy ,
This result is announced in [ 7, § 2a (ii;] and discussed in [ 13, 2.12 ] . For a detailed proof, see [ 6 l,
The result without the variable x is a trivial corollary to DP. The method for adding the tree variable is to observe that, if HAS t--"3-33yAxy, then T t--t"13yAxy for some finite T ~ HAS. Next, one observes that (~o, 2 '~) is a model of T satisfying 3y Axy, This, the decidability of A, and a formalization of the proof of DP lbr T yields
Now (*) is proven in HAS c rather than HAS for two reasons: (i) it uses the fact that (¢o, 2 w) is a model, (ii) the proof of DP by means of Kripke models must be carried o,~t within the classical system.
As remarked in [ 7] , normalization allows one to replace (i) with ,.n intuitionistic step. AI~, other proofs of DP are intuitionistic and (ii) for some e. Using the preservation of sets r E 9, 91,9w 91o under the various forms of the operation t )-+ (X)', we can add tree numeri~t variables to the Independence of Premises Rule (stated here in a stronger form than in Section 2). 
