ABSTRACT Motivation: There is not a widely applicable method to determine the sample size for experiments basing statistical significance on the false discovery rate (FDR). Results: We propose and develop the anticipated FDR (aFDR) as a conceptual tool for determining sample size. We derive mathematical expressions for the aFDR and anticipated average statistical power. These expressions are used to develop a general algorithm to determine sample size. We provide specific details on how to implement the algorithm for a k-group (k 5 2) comparisons. The algorithm performs well for k-group comparisons in a series of traditional simulations and in a real-data simulation conducted by resampling from a large, publicly available dataset. Availability: Documented S-plus and R code libraries are freely available from www.stjuderesearch.org/depts/biostats
INTRODUCTION
The false discovery rate (FDR; Benjamini and Hochberg, 1995) , positive FDR (pFDR; Storey, 2002) and conditional FDR (cFDR; Tsai et al., 2003) are now recommended measures of statistical significance in the analysis of gene expression data (Storey and Tibshirani, 2003) . Each of these measures can roughly be interpreted as the proportion of significant results that are expected to actually be false discoveries. There are now several useful approaches to control or estimate these measures Hochberg, 1995, 2000; Benjamini and Yekutieli, 2001; Storey, 2002; Allison et al., 2002; Pounds and Morris, 2003; Reiner et al., 2003; Tsai et al., 2003; Pounds and Cheng, 2004; Liao et al., 2004; Cheng et al., 2004) . However, at present, there is very limited guidance on determining how many replicates a planned microarray study needs to detect a given proportion of truly differentially expressed genes when the final statistical analysis uses of these procedures to determine statistical significance.
Several methods for determining sample sizes for microarray studies have been proposed (Pan et al., 2002; Lee and Whitmore, 2002; Simon et al., 2002; Cui and Churchill, 2003; Mukherjee et al., 2003; Gadbury et al., 2004; Müller et al., 2004; Tsai et al., 2005; Hu et al., 2005) . However, only a few of these methods determine the sample size when the FDR is the final measure of statistical significance (Gadbury et al., 2004; Müller et al., 2004; Hu et al., 2005) . Unfortunately, those methods that base sample size calculations on FDR control are very difficult to implement or limited to planning experiments making a simple two-group comparison. Gadbury et al. (2004) extrapolate p-values obtained from applying a two-sample t-test to background data, i.e. data collected in a preliminary or pilot study of the experimental conditions of interest, to a value that might be expected if a larger sample size were used. They do not describe whether or how their algorithm utilizes the non-centrality parameter of the non-central t-distribution. Therefore, it is unclear how to generalize their approach to a k-group comparison or other types of experiments. also describes a method for determining the sample size when the two-sample t-test is used to perform each hypothesis test but does not discuss how to extend the method to a more complex setting. The method of Müller et al. (2004) is very computationally complex and demanding. Hu et al. (2005) fit a three-component mixture model to determine the sample size for a two-group comparison using pFDR as the final measure of significance. The remaining methods base sample size determination on other measures of statistical significance or experimental efficiency. There is a definite need to develop a broadly applicable and readily implemented method to determine the sample size for an experiment that uses the FDR, pFDR or cFDR as the ultimate measure of statistical significance.
We have developed a widely applicable and an easily implemented method to determine a sample size that is required to achieve a desired expected discovery rate, which we call average power, while limiting the FDR, pFDR or cFDR below a specified threshold. Based on observations of how the FDR control procedures operate, we propose the anticipated FDR (aFDR) and anticipated average power as conceptual tools to mathematically pose the problem of sample size determination. We then develop an iterative algorithm to solve the sample size problem, as formulated in terms of the aFDR and anticipated average power. We give a detailed description of how to implement the algorithm to determine the sample size for a k-group comparison (k ! 2). In simulation studies, the algorithm exhibits desirable properties for choosing the sample size for experiments that perform a k-group comparison. Additionally, the algorithm performs well in a 'real-data simulation' of a three-group comparison performed by resampling from a real dataset. Finally, some concluding remarks are offered. studies, i indexes the m features represented on the array, and the null hypothesis H 0 : i ¼ 0 typically implies that the expression of feature i is not associated with some phenotype of interest such as clinical response. Moreover, the alternative hypothesis H A : 6 ¼ 0 implies that the expression of feature i is associated with the phenotype of interest. For example, i could be the difference between the mean expression of feature i across two experimental groups or the correlation of the expression of feature i with another continuous variable. Benjamini and Hochberg (1995) and others (Allison et al., 2002; Storey, 2002; Pounds and Morris, 2003; Tsai et al., 2003) note that each of these m hypothesis tests results in one of four distinct outcomes: incorrectly declaring the result significant (i.e. a Type I error, false positive or false discovery), correctly declaring the result significant (i.e. a true positive or true discovery), incorrectly declaring a result to be insignificant (i.e. a false negative or Type II error) or correctly declaring a result to be insignificant (i.e. a true negative). One statistical challenge in this setting is to define a meaningful error metric to address the multiple-testing issue.
The FDR, pFDR and cFDR are now widely regarded as useful multiple-testing error metrics for microarray experiments (Storey and Tibshirani, 2003) . Letting V represent the number of false discoveries and R represent the total number of results declared significant (correctly or incorrectly), Benjamini and Hochberg (1995) define the FDR as
The pFDR (Storey, 2002) and cFDR (Tsai et al., 2003) are similar measures of statistical significance. The FDR, pFDR and cFDR can be loosely interpreted as the expected proportion of significant results that are false discoveries. Although not explicit in the notation, the FDR, pFDR and cFDR clearly depend on the procedure used to determine which results are significant. Hochberg (1995, 2000) and Benjamini and Yekutieli (2001) have developed procedures to control the FDR at a prespecified level. Storey (2002) has developed a procedure to control the pFDR at a prespecified level. Others (Allison et al., 2002; Pounds and Morris, 2003; Pounds and Cheng, 2004; Liao et al., 2004; Cheng et al., 2004) have developed methods to estimate the FDR, pFDR or cFDR as a function of the threshold a used to determine which p-values will be declared significant. Some additional notation is now introduced. Let
represent the probability that the p-value p i for test i is less than or equal to a fixed a, given a sample size n and a value of the parameter i . Throughout this article, subscripts and arguments that are clear by context or superfluous to the context may be omitted to simplify the notation. For example, we may write F i (a) instead of F i (a j i , n). Note that for continuously distributed test statistics, F i (a j i ¼ 0, n) ¼ a by the definition of a p-value and that F i (a j i , n) is the statistical power of the a-level test for u i 6 ¼ 0. Furthermore, let u ¼ { 1 , . . . , m }, assume a common sample size n is used for all tests and define 
The original FDR-control procedure developed by Benjamini and Hochberg (1995) can be expressed in this framework by conservatively usingp p ¼ 1 in its operations (Benjamini and Hochberg, 2000) . Some methods (Allison et al., 2002; Pounds and Morris, 2003; Tsai et al., 2003; Pounds and Cheng, 2004; Liao et al., 2004; Cheng et al., 2004) simply report t (i) as an estimate of the proportion of results with a p-value less than or equal to p (i) that are false discoveries. Other methods Hochberg, 1995, 2000; Benjamini and Yekutieli, 2001; Storey, 2002; Reiner et al., 2003) are developed to control the FDR, pFDR or cFDR at a prespecified level t and perform a few additional operations. These control methods compute
t is then declared significant. Of note, the control procedures use the p-values to determine a thresholdâ a in such a manner that declaring all results with a p-value less than or equal toâ a ensures that the desired level t of FDR, pFDR or cFDR control is maintained (Benjamini and Hochberg, 1995; Storey, 2002) . In particular, a a ¼ max fp ðiÞ : q ðiÞ tg:
That is,â a is equal to the largest p (i) such that q (i) t. If none of the q (i) is less than or equal to t, then no results are declared significant.
Power in the multiple-testing setting
Sample size calculations for microarray experiments must be based on a metric of statistical power that is appropriate for the multipletesting setting. We define the average power of the multiple-testing procedure W by
whereâ a W is the p-value threshold determined by the procedure W. The average power has been considered in previous work; Gadbury et al. (2004) call G(·) the expected discovery rate and Cheng et al. (2004) call 1 À G(·) the false non-discovery proportion. When W is the procedure that declares significant all p-values less than a common fixed threshold a, the average power is written G(a) instead of G(W).
The anticipated false discovery ratio
Now, consider planning an experiment in which m hypothesis tests will be performed and a particular procedure W will be used to control the FDR, pFDR or cFDR at a desired level t. Also, suppose that one wants the procedure W to have average power d across the tests examining a false null hypothesis. Assume that all hypotheses will be tested using a common sample size n. Additionally, assume that the power of each statistical test strictly increases with increasing n. Most classical hypothesis-testing procedures satisfy this assumption. Clearly, under these assumptions, the average power increases monotonically with n. However, this relationship must be expressed in a mathematically useful way to guide the sample size selection process. In particular, one needs to be able to describe the anticipated properties of the procedure W in terms of the number of hypothesis tests resulting in each of the four distinct outcomes (false positives, true positives, false negatives, true negatives) as a function of the sample size n. This is non-trivial, because the p-value thresholdâ a used to declare significance is determined by properties of the observed p-value distribution, henceâ a is a random variable. However, it is feasible to derive expressions for the FDR and power of the fixed a procedure. The expressions for the fixed a procedure may yield useful approximations to determine the sample size when the FDR, pFDR or cFDR will be controlled using (5) and (6). Therefore, we proceed by deriving expressions for the fixed a procedure which will provide useful approximations for purposes of sample size determination. The computation of an anticipated value forF Fða j nÞ is straightforward when a power formulaF F Ã i ða j i ‚nÞ that represents or approximates Pr(p i a j i , n) is available for each hypothesis test i ¼ 1, . . . , m. In particular, the power formulas can be used to evaluate (2) for each i, hence (3) can also be evaluated. Therefore, we defineF
as the anticipated significant proportion at the p-value threshold a, given a value u ¼ f 1 ‚ 2 ‚ . . . ‚ m g of u that is specified for purposes of sample size determination. Assuming thatũ u is accurate, the definition in (9) gives a reasonable approximation of F(a) as a function of n. Thus, (9) is an estimate of (3). Each FDR procedure that operates on p-values uses an estimateF FðaÞ of F(a) in the denominator of (5). Subsequently, because the different procedures are estimating the same quantity, each procedure should yield a similar value of the denominator. Therefore, for each FDR procedure that operates on p-values, (9) is used to define the anticipated significant proportion at the threshold a for a sample size n. Additionally, an anticipated value ofp p is easily computed, given a power formula for each hypothesis test i. The value ofp p used in (5) depends heavily on the FDR procedure W to be used in the final analysis. If W is the original FDR control procedure proposed by Benjamini and Hochberg (1995) , then clearlyp p W ¼ 1. Other methods base their estimatep p on properties of the observed p-value distribution. We now derive an expression to compute an anticipated value ofp p given a sample size n for most of the other methods.
and letf
In particular, several methods rely on the inequality
as expressed by Pounds and Morris (2003) , where f(·) is the derivative of F(·) with respect to a, to motivate using the minimum of f f Ã ð·Þ as the valuep p in (5). It is easy to evaluate (11) given the formulas for the distributions of the test statistics under the null and alternative hypotheses (Section S1, Supplementary materials). Therefore, the anticipated null proportion estimate, given a specifiedũ u and n, is defined as
for each procedure W that uses inequality (12) as the aFDR of the procedure W at the threshold a given n andũ u. The aFDR represents the anticipated value of the ratios in (5) corresponding to p-values close to a assuming thatũ u % u and the experiment will use a sample size of n. If a is chosen so that aFDR(a) ¼ t, then (6) and (7) imply that the thresholdâ a determined by the procedure W will tend to be greater than or equal to a wheñ u u % u. Therefore, basing power estimates on this well-chosen a should tend to produce sample size estimates that achieve or exceed a desired level of statistical power.
The anticipated average power
As previously mentioned, the FDR, pFDR and cFDR control procedures do not prespecify the p-value significance threshold. Hence, it is difficult to derive an analytical expression for G(W) for those procedures. However, for the fixed a procedure, it is straightforward to evaluate (8) for any n and u, given a power formula for each hypothesis test i ¼ 1, . . . , m. Therefore, given a specified valueũ u of u for purposes of sample size calculations, definẽ G Gða jũ u‚nÞ ¼ Gða jũ u‚nÞ ð 15Þ
as the anticipated average power of the fixed a procedure with sample size n. When a is chosen so that aFDR(a) ¼ t and u u % u, then it follows that GðWÞ %G GðWÞ !G GðaÞ becauseâ a tends to be greater than or equal to a, as previously discussed at the end of Section 2.3.
METHODS

The general sample size algorithm
Our objective is to choose a sample size n so that using a particular procedure W to control the FDR, pFDR or cFDR at a prespecified level t has average power d or greater. An approximate objective is to find n and
and aFDRðã a jũ u‚ nÞ t‚ ð17Þ
given a valueũ u of u specified for purposes of determining the sample size. The valueũ u can be specified to correspond to a setting of particular interest or estimated from background data when it is available. In Section 3.3, we discuss how to use background data to specify a value ofũ u for the one-way k-group comparison. A simple iterative algorithm can be used to findã a and n that satisfy the requirements in (16) and (17). ALGORITHM 1. Sample Size Determination.
(1) For each hypothesis test to be performed, specify a formula for its statistical power at the a-level.
(2) Determine the procedure W to be used for FDR, pFDR or cFDR control.
(3) Specify the desired average power d and the desired level t of FDR, pFDR or cFDR control.
(4) Specifyũ u for purposes of sample size determination.
(5) Set n to some initial minimum sample size n 0 (e.g. n 0 ¼ 3).
(6) ComputeG Gða jũ u‚ nÞ.
(7) Letã a n be the smallest value of a such thatG Gða jũ u‚nÞ ! d.
(9) Compute aFDR ðã a n jũ u‚ nÞ.
(10) If aFDR ðã a n Þ t, stop and report n as the sample size estimate. Otherwise, increase n by 1 and return to Step 6.
In the Supplementary materials (Section S2), we show that Algorithm 1 converges to a solution of the requirements in (16) and (17). Additionally, if the specifiedũ u accurately reflects u, it follows that G(W) should be greater than or equal toG GðaÞ ! d because the finalã a n satisfies the relation aFDRðã a n Þ t (see the end of Section 2.3). Furthermore, we show that Algorithm 1 avoids several technical difficulties that an alternative algorithm could possibly encounter (Section S3, Supplementary materials).
The k-group comparison
Algorithm 1 is very general. To implement it in practice, application-specific details must be provided. We now elaborate on how to implement Algorithm 1 for a one-way comparison of k-groups. Suppose that the expression of each of i ¼ 1, . . . , m features is to be compared across k-groups. Each group will be represented by n independent experimental subjects, and each feature will be measured exactly once per subject. In the context of microarray experiments, this means that n biological replicates per group will be performed with only one technical replicate per biological replicate. We show how to use Algorithm 1 to determine the number of biological replicates n to be performed for each experimental group. Suppose that the (possibly transformed) expression values of each feature satisfy the assumptions of one-way ANOVA. All measurements of the feature are statistically independent and normally distributed with equal variance and (possibly unequal) group-specific means. For i ¼ 1, . . . , m and j ¼ 1, . . . , k, let m ij be the mean (transformed) expression of feature i in group j. Also, for i ¼ 1, . . . , m, let s 2 i be the common variance of the (transformed) expression measurements of feature i within each of the k-groups. Then, for i ¼ 1, . . . , m, let
e. mean expression of at least two groups differs or m ij 6 ¼ m ij Ã for some j and j Ã ).
Step 1 of Algorithm 1 requires us to obtain a power formula for each hypothesis test. We can use the standard one-way ANOVA power formula (Scheffe', 1959) for this purpose, because one-way ANOVA will be used to perform each hypothesis test. In the setting described above, the one-way ANOVA F-statistic F i for feature i follows an F-distribution with k À 1 numerator degrees of freedom, k(n À 1) denominator degrees of freedom, and non-centrality parameter
for i ¼ 1, . . . , m. Thus, given u = { 1 , . . . , m }, the power of the ANOVA test for each feature is easily computed.
Steps 2 and 3 of Algorithm 1 require the investigator to choose the procedure used to control the FDR, pFDR or cFDR, the desired level t of control for the selected error metric and the desired average power d. Certainly, these choices are application specific. In our simulation studies and the example below, we choose the q-value procedure (Storey, 2002) to control the pFDR and examine various choices of t and d.
Step 4 requires one to specify values ofũ u to use in later calculations. This is typically done in one of two ways: either to specifyũ u that corresponds to values that are of particular interest or to use background data to obtainũ u. Clearly, the first approach is application specific and subject to arbitrary determinations of what is 'of particular interest.' The second approach requires careful statistical considerations; our proposed method for using background data to obtainũ u is outlined in Section 3.3.
Step 5 of Algorithm 1 simply requires setting a minimum sample size to start the iterative portion of the algorithm (steps 6 through 10).
Step 6 of Algorithm 1 is easily implemented, given the specified value ofũ u. Each component of the sum in (15) can be computed using the classical one-way ANOVA power formula. There is a unique solution to the constraint specified in Step 7 of Algorithm 1 becauseG GðaÞ satisfies the properties of a cumulative distribution function.
Step 8 of Algorithm 1 is easily implemented for the k-group comparison. We have shown that e Àl is the minimum of the probability density function of the ANOVA p-value (Section S4, Supplementary materials), where l is the non-centrality parameter of the distribution of the one-way ANOVA F-statistic. Therefore, for each procedure W that uses inequality (12) to motivate its estimator of p, (19) suggests that
can be used in Step 8 of Algorithm 1. For the original FDR control procedure proposed by Benjamini and Hochberg (1995) ,p p W ¼ 1, as previously indicated.
Recall that each component of the sum in (9) is given by the level a of each test i such that i ¼ 0 and the power of the tests for all other i. Therefore, Step 9 of Algorithm 1 is easily computed by substituting (9) and (20) into (14). Finally, Step 10 simply compares the result of Step 9 to the preselected t to determine whether the algorithm should be terminated or further iterations are necessary.
Using background data
We propose a simple and effective method that uses background data to obtainũ u. To simplify the presentation, assume that the background data have an equal sample size n´representing each experimental group. The approach can be modified to a more general setting by straightforward modification of the formulas derived below. Suppose that the background data can be used to perform one-way ANOVA for each feature i. For i ¼ 1, . . . , m, let F F i and p p i be the F-statistics and p-values obtained by applying one-way ANOVA to the background data. For each feature i, an estimate u u i of i can be obtained by proper scaling of F F i . Patnaik (1949) notes that the non-central F-distribution with n 1 and n 2 degrees of freedom and non-centrality parameter l can be approximated by a central F-distribution with n Ã ¼ (n 1 + 2l) 2 /(n 1 + 4l) and n 2 degrees of freedom and scaled by a factor (n 1 + 2l)/n 1 . The approximation suggests that
and motivates
as a moment-based estimator of i for i ¼ 1, . . . , m. The estimates produced by (22) must be adjusted for multiplicity; clearly each test i yielding a small p-value p p i will also yield large u u i . An FDR, pFDR or cFDR estimation or control procedure can be applied to p p ¼ f p p 1 ‚ . . . ‚ p p m g to perform a useful multiplicity adjustment for the purpose of sample size estimation. Suppose that application of an FDR estimation or control procedure to p p i yields an estimate p p of p and values1 ‚ . . . ‚m as in (6). For i ¼ 1, . . . , m, the absence of parentheses in the subscript indicates thati corresponds to the p-value of the test i, as originally indexed (i.e. prior to ordering the p-values in ascending order). Then, for i ¼ 1, . . . , m, let
The adjustment in (23) sets the dm p pe components of with the largest background data p-values equal to 0, consistent with the interpretation of the value of p p that follows from definition (4). The remaining components are scaled in a manner that capitalizes on the Bayesian interpretation of the q-value as the probability that a rejection is a false discovery (Storey, 2003) . Given this interpretation, the term ð1 Ài Þ i in (23) is an estimate of the expected value of i in the Bayesian framework. While this property has not been explicitly proven for FDR estimates produced by other procedures, we proceed under the assumption that the values ofi produced by similar methods should work reasonably well for the purpose of computing an estimate for use in sample size calculations.
Our algorithm that uses background data to determineũ u can be summarized as follows: ALGORITHM 2. Using k-group comparison background data to obtainũ u for Step 4 in Algorithm 1.
(1) Apply one-way ANOVA to the background data to compute an F-statistic F F i and p-value p p i for each feature i ¼ 1, . . . , m.
(2) Use (22) to obtain (4) Use (23) to obtainũ u ¼ f 1 ‚ . . . ‚ m g.
In our simulation and example below, we use the spacing loess histogram (SPLOSH; Pounds and Cheng, 2004 ) to implement Step 3 of Algorithm 2. Pounds and Cheng (2004) show that the values of q 1 , . . . , q m produced by SPLOSH are more stable than those produced by the q-value procedure (Storey, 2002) . Additionally, if the values of q 1 , . . . , q m are interpreted as estimates of the cFDR, Pounds and Cheng (2004) show that those produced by SPLOSH are more accurate than those produced by the q-value procedure.
In simulation studies, Pounds and Cheng (2004) note that the values ofi produced by Storey's (2002) procedure tend to underrepresent the proportion of false discoveries among those results deemed significant because he applies the right-sided minimization operation in (6) to unsmoothed values of t i in (5). Pounds and Cheng (2004) reduce the bias by proposing a method that results in more stable t i before applying the right-sided minimization operation. Certainly, alternatives to Step 3 of Algorithm 2 should be further explored in future research. Nevertheless, using SPLOSH to implement
Step 3 of Algorithm 2 results in desirable performance characteristics in the simulation studies described below.
RESULTS
Traditional simulation studies
Two series of traditional simulation studies were performed to evaluate the performance of Algorithms 1 and 2. The first simulation series considers the setting in whichũ u is arbitrarily chosen and happens to equal the actual u. The second simulation series examines the performance of Algorithm 1 when Algorithm 2 is applied to background data to determineũ u. Each simulation series considers settings in which the expressions of m ¼ 1000 features are compared across k ¼ 2 or k ¼ 3 groups. Additionally, for each feature i, the true value of i is either zero or some h > 0. In each setting, mp of the features are not differentially expressed across groups, and the remaining components of u equal a common value h. Additionally, in both simulation series, it is assumed that the one-way ANOVA F-tests are statistically independent and that the standard assumptions of one-way ANOVA hold. Each simulation performs 1000 independent repetitions of the assumed setting. In both series, Storey's (2002) q-value is used to control the pFDR in the final analysis of each repetition.
In the first simulation series,ũ u is fixed and assumed equal to u. For each setting studied in the first simulation series, Algorithm 1 was used to determine the per-group sample size n for the planned experiment. In each repetition, the first simulation series generated a collection F ¼ {F 1 , . . . , F m } of F-statistics according to the assumed setting, obtained the corresponding p-values p ¼ {p 1 , . . . , p m }, applied the q-value procedure (Storey, 2002) to p to determine significance, counted the number of each outcome (false positive, false negative, true positive, true negative), calculated the ratio D of true positives to the number of features with ¼ h > 0 and calculated the ratio Q ¼ V/R of the number V of false positives to the number R of significant results. The results for each setting were summarized across repetitions. For computational efficiency, the simulation generated F-statistics directly without first generating data and applying one-way ANOVA. Under the assumptions of one-way ANOVA, the information inũ u and n provides sufficient information to generate the F-statistics without first generating datasets. Additionally, this assumption and (18) imply that the effect sizes are smaller for a setting with k ¼ 3 than for a setting with k ¼ 2 when both settings have equal values of h. Table 1 gives the simulation estimates of the expected value (EV) and standard error (SE) ofâ a and D. Table 1 shows thatâ a tends to be greater thanã a n . The simulation estimate of the expected value (EV) ofâ a is greater thanã a in all settings. Additionally, the simulation estimates of the average power (i.e. the expected value of D) exceeded d in all settings. Furthermore, in all settings, the proportion D of differentially expressed features that were declared significant exceeded d in each repetition (data not shown). Thus, in the settings considered, Algorithm 1 finds a sample size so that the performed experiment is almost certain (i.e. has probability very near 1) to declare more than d of the truly differentially expressed features as significant. These results support our conjectures of Sections 2.3 and 2.4 thatâ a should tend to be greater thanã a n and that G(W) should tend to be greater thanG Gðã a n Þ ! d. Additionally, simulation estimates of the expected value of Q were very near the specified level t in all settings (data not shown), in agreement with known properties of the q-value procedure (Storey, 2002) .
The second simulation series studies the performance of Algorithm 1 when Algorithm 2 is applied to background data to determineũ u. In each repetition, a set of background one-way ANOVA F-statistics F F was generated according to the assumed setting and then Algorithm 2 was used to determineũ u and Algorithm 1 used to determine a sample size n Ã . Each repetition yielding a feasible sample size (n Ã > 50) generated a set of F-statistics F , computed the corresponding p-values, applied the q-value procedure and tabulated the number of tests resulting in each of the four outcomes. For each setting, the results were summarized across repetitions with a feasible sample size. Table 2 gives the results of the second simulation series. In most cases, the simulation estimates of the expected sample size (conditioned on a feasible sample size) were similar to or greater than what would be obtained if the true u were used. In all cases considered, the expected value (given a feasible sample size n) of the proportion D of differentially expressed probes declared significant exceeds the desired average power d. The properties of Q were consistent with previously proven control properties of the q-value procedure (data not shown; Storey, 2002) .
A real-data simulation
The above simulations show the utility of Algorithms 1 and 2 only in the considered settings (Mehta et al., 2004) . Some aspects of the considered settings are unrealistic, particularly the assumption that the one-way ANOVA F-tests are statistically independent. Therefore, we conducted what we term a real-data simulation to explore the performance of our method in a more realistic setting. We first give the background about the dataset used in the real-data simulation, then explain how the real-data simulation was performed and finally describe the results. Ross et al. (2004) profiled the gene expression of pediatric acute myleoid leukemia in diagnostic bone marrow samples. Numerous objectives were considered by Ross et al. (2004) ; here we use the dataset to explore the utility of Algorithms 1 and 2 for determining the sample size necessary to have at least 50% average power to identify features that are differentially expressed across three disease subtypes (core-binding karyotype, MLL rearrangement and others) while keeping the pFDR at or below 5%. The real data simulation used the log-transformed signals obtained from the Microarray Analysis Software 5.0 normalization algorithm (Affymetrix, 2002, (www.affymetrix.com) . Pounds and Cheng (2005) have questioned the value of probe filtering in the analysis of microarray data; thus no probe filtering was applied.
In each repetition, a set of n´¼ 4 samples were drawn from each class with replacement to serve as a background dataset D D. Algorithm 2 was then applied to D D to determine the sample size n Ã . A sample of n ¼ min(n Ã , 50) was then drawn from each class with replacement to form a dataset D. One-way ANOVA and the a-value procedure were applied to D to determine significance and SPLOSH (Pounds and Cheng, 2004 ) was used to estimate the proportion D of truly differentially expressed features that were declared significant. Results were then summarized across repetitions.
The mean of the SPLOSH estimates of the proportion of truly differentially expressed features declared significant was 0.611. This is greater than the desired d ¼ 0.5. Furthermore, the SPLOSH estimate of the proportion of truly differentially expressed features declared significant was greater than d ¼ 0.5 in 794 of the 1000 repetitions. In 148 repetitions out of 1000 (14.8%), Algorithms 1 and 2 found n Ã > 50, but n ¼ 50 was used instead. In each of these 148 repetitions, the SPLOSH estimate of the proportion of differentially expressed features declared significant was greater than the desired average power d. Figure 1 shows the results of each replication of the real-data simulation. The figure shows the variability of the sample size estimates produced by Algorithm 2 across generated background datasets and the variability of the SPLOSH estimate of the ratio D across repetitions yielding equal sample size estimates. The figure suggests that the average power estimates increase with sample size, as would be expected under standard statistical theory. These results suggest that Algorithms 1 and 2 perform well in this real-data setting.
DISCUSSION
We have introduced the aFDR and anticipated average power as conceptual tools to mathematically frame the problem of sample size determination for an experiment using the FDR, pFDR or cFDR as the final measure of statistical significance. Furthermore, we have developed a general algorithm (Algorithm 1) to solve the sample size problem as posed in terms of the aFDR and average power. This algorithm is very general and can potentially be implemented for any setting in which one can find an existing power formula for each hypothesis test to be performed. We have derived details to implement Algorithm 1 for the specific setting of using one-way ANOVA to identify features that are differentially expressed across k experimental groups. The method could be extended to compute the sample size when non-parametric methods, such as the KruskalWallis test, are used by considering the asymptotic relative efficiencies of those procedures (Hettmansperger, 1984) . With minimal efforts, application-specific details could be derived for many other types of experiments. For example, to determine the sample size needed to accurately identify features associated with survival, we could adapt published methods for determining the sample size for a Cox regression analysis (Hsieh and Lavori, 2000) for use in Algorithm 1. Similarly, if expression is to be examined in a linear or logistic regression analysis, we could use power formulas for those methods (Hseih et al., 1998) in Algorithm 1 as well. Finally, the algorithm does not require computationally involved and intensive calculations such as Markov chain Monte Carlo simulations or the bootstrap. The ease of implementation should facilitate the rapid development of application-specific details for many classes of experiments.
We derived application-specific details to implement Algorithm 1 for the purpose of planning an experiment in which the objective is to identify features that are differentially expressed across k ! 2 experimental groups. To our knowledge, Algorithm 1 is the first to be shown useful for planning an experiment other than a simple twogroup comparison. Our algorithm performs very well in our traditional simulation studies, when the parameter valuesũ u are correctly specified by the user. Excellent performance was also noted when Algorithm 2 is applied to background data to determine a value forũ u. Additionally, Algorithms 1 and 2 performed well in the realdata simulation; in almost 80% of the repetitions, the SPLOSH estimate of the proportion of differentially expressed features identified as significant exceeded the desired average power of 50%. 
Sample size determination
These simulation studies suggest that the algorithm will be dependable in practice, at least for planning k-group comparisons. Additionally, we have considered some components of the sample size problem not explored by previous works proposing methods to determine the sample size for studies using the FDR in the final analysis. We have proposed a simple and an effective way to adjust estimates of effect size for multiplicity (Algorithm 2). We have made some initial progress in mathematically expressing the relationship between statistical power and the properties of the estimatê p p of the proportion p of tests with a true null hypothesis. Moreover, we have used a real-data simulation as a technique to examine the effectiveness of a proposed method in practice. Others Hu et al., 2005) have used simulations of data with block correlation structures to study the reliability of their methods under those types of dependency. It would be of interest to study the performance of our method under those correlation structures as well. It would also be interesting to compare the performance of the various methods in traditional and real-data simulation studies.
The performance of Algorithm 1 may depend on the choice of the procedure W used to control the FDR, pFDR or cFDR in the final analysis. Thus, we included reference to the procedure W in our formulas and algorithms. We only explored the performance of our algorithm when Storey's (2002) q-value is used for the final analysis. Nevertheless, we anticipate that the algorithm will perform well for the family of methods that operate on p-values by using Equations (5) and (6), because of the striking similarities of these methods. We have not yet explored the performance of Algorithm 1 in planning an experiment when resampling-based methods, such as that of Yekutieli and Benjamini (1999) , are used to control the FDR. These resampling methods are most useful when the results of the individual tests are strongly correlated. However, in the absence of alternative methods developed for these settings, Algorithm 1 may still prove to be a useful tool for purposes of experimental planning. If dependency among test statistics is of special concern, Benjamini and Yekutieli (2001) have shown that a simple modification of the original FDR control procedure (Benjamini and Hochberg, 1995) can control the FDR under any dependence structure. This modification can be stated as scaling the ratios in (5) by the constant P m i¼1 ði À1 Þ. Therefore, it is quite possible that this constant can be incorporated into Algorithm 1 to reliably determine the sample size for an experiment that will use the Benjamini and Yekutieli (2001) procedure to control the FDR in the final analysis. The utility of Algorithm 1 for planning experiments in such settings is yet to be explored.
The performance of Algorithm 1 may also depend on the choice and basis of the power formula for the individual hypothesis tests. For example, if a large-sample power approximation is used to compute the power of the individual tests then the sample size estimates produced by Algorithm 1 should be considered reliable only when those power approximations hold.
The performance of Algorithm 2 for using background data to determineũ u may depend on the choice of the procedure applied to the background p-values to obtain p p and1 ‚ . . . ‚m . In this paper, we selected SPLOSH for this purpose because Pounds and Cheng (2004) have shown that it provides accurate and stable estimation of the cFDR in simulation studies. Although Storey and Tibshirani (2003) have hinted that the q-value can be interpreted as an estimate of the pFDR, Storey (2002) has only shown the q-value to be an effective pFDR control procedure. Pounds and Cheng (2004) have described how the operation defined by (6) introduces bias to the ratios in (5), which Benjamini and Hochberg (2000) suggest are reasonable estimates of the FDR. The bias is clearly downward, therefore, interpreting the q-value [or any other value obtained from a right-sided minimization operation as in (6)] as an estimate of the FDR may tend to understate the actual prevalence of false positives in the set of results declared significant. However, Storey (2002) has proven desirable properties of the q-value when used as a control procedure, and the operation in (6) clearly gives Storey's procedure greater power than SPLOSH when both are applied as control procedures. This insight motivates our choices to use SPLOSH to compute (6) for purposes of adjusting background estimates of the effect size for multiplicity and to use the q-value as the control procedure in the final analysis. Further research is needed to determine the relative value of the various FDR, pFDR and cFDR procedures for Step 3 of Algorithm 2.
The aFDR differs from the realized FDR described by Genovese and Wasserman (2002) . Given a fixed p-value significance threshold a and sufficient information to determine the truth of each null hypothesis and the power of each hypothesis test, the aFDR represents the ratio of the expected number of false positives to the expected number of significant results. As such, the aFDR is simply a conceptual tool for performing power and sample size calculations. In this respect, the aFDR differs markedly from the realized FDR, which is the ratio of the number of false positives to the number of significant results for a particular realization of an experiment.
Some simple modifications may improve the performance of Algorithm 1. As presented, Algorithm 1 computes an anticipated null proportion estimatep p, which is a function of the sample size n. Conceptually, however, the null proportion p is a population parameter that does not depend on the sample size. Therefore, it may be worthwhile to consider lettingp p equal the background estimate p p for all n. This modification would simplify the calculations and should lead to slightly smaller sample size estimates becausẽ p pðnÞ ! p p for all n (section S5, Supplementary materials). However, the performance of the modified algorithm needs to be evaluated in further research.
