We survey the CFOs of 1500 largest companies from Norway, Denmark and Sweden (500 from each country) about their capital budgeting process with focus on the real options analysis. Only 6% of the respondents use real options, whereas the most used technique, the net present value, is used by 74% of the CFOs. Real options are more often used by companies in the energy and biotech sectors, large companies and companies with high capital and R&D expenditures. Lack of familiarity is the most important reason for non-use, where 70% of respondents report to not be familiar with real options concepts and techniques. For the respondents familiar with the framework, the complexity of real options is the main hinder for implementation.
Introduction
The business environment faced by today's managers is characterized by increased uncertainty and rapid changes. Traditional valuation techniques such as net present value (NPV) are adequate for valuing relatively safe and certain cash flows, but they do not account properly for the value of flexibility. This might lead companies to undervalue opportunities and misallocate resources (Myers, 1984; Schwartz & Trigeorgis, 2001) . Therefore, numerous academics recommend the use of real options analysis for valuation of the projects under consideration (e.g. Trigeorgis 1988 Trigeorgis , 1993 van Putten & MacMillan, 2004) .
Since the introduction of real options in the 1970s and 1980s, academics developed analytical valuation models and demonstrated real options' applicability to a broad range of industries and managerial decisions (e.g. McDonald and Siegel, 1986; Dixit & Pindyck, 1994; Trigeorgis, 1996; Amram and Kulatilaka, 1999) . Copeland & Antikarov (2001) argued: "Real options will become the central paradigm for investment decisions within ten years." However, surveys of financial executives show that real options rank behind almost all other capital budgeting techniques in terms of popularity in corporate world (e.g. Graham & Harvey, 2001; Ryan & Ryan, 2002; Baker, Dutta, & Saadi, 2011) .
Only two large-scale surveys dedicated to real options practices have been conducted in the past, both in North America (Block, 2007; Baker et al., 2011a) 2 . We study companies from Denmark, Norway and Sweeden. Our survey is the first large-scale survey dedicated to real options practice outside North America and one of the largest surveys overal. Furthermore, past surveys seldom address respondents' reasons and motivations for applying or discarding the techniques. We combine widelydistributed questionnaires with follow-up interviews of selected CFOs to study whether companies use real options and why they do or do not do so. Contribution of our paper is twofold. Practitioners can learn how their peers use real options and this might motivate them to start using real options themselves. Academics can learn what are the main hinders in real options use and therefore search for such real options techniques which are more likely to be used by practitioners. 
Survey Design and Respondent Characteristics
The main objective of this survey is to identify to what extent larger Scandinavian companies use real options in their capital budgeting decisions. The term "real options can refer to either an analytical tool, or just a way of thinking, as defined by Triantis and Borison's (2001) . Since grasping the way of thinking through a selfadministered questionnaire might be challenging, we study real options defined as an analytical or organizational tool CFOs are using. Following Block (2007) and Baker (2011a) we further investigate if there is a relationship between use of real options and different parameters such as size of companies, education of the CFO and R&D intensity of the company.
We select our population from the most recently compiled lists ranking firms by 2010 revenue, similar to the Fortune 1000. Eligible companies for these lists are all firms that are authorized to do business in Sweden, Norway and Denmark, including companies in the public sector. The list of Sweden's 500 largest companies, VA500, was obtained from the financial media firm Veckans Affärer. Eniro, a leading Nordic search company, provided us with the list of the 500 largest Norwegian companies. In Denmark we selected the first 500 companies in top1000.dk's recognized list of Denmark's 1000 larges companies 3 .
We refine the lists by removing subsidiary companies under the same management as a parent company on the list. Furthermore, companies that have either merged or gone bankrupt since the lists were compiled in 2011, and companies from which we are unable to collect the CFO's contact information, are excluded 4 . The final sample consists of 405 Norwegian companies, 382 Danish companies and 390 Swedish companies, and a total of 1177 Scandinavian companies.
Following Graham and Harvey (2001) , we aim for the CFO to respond on behalf of the company. In the case where CFO is not an employed title, we target the highest ranked financial officer. We refer to the highest ranked financial official as the CFO throughout the paper. 
Designing and Developing the Survey Instrument
All CFOs receive a personally addressed e-mail with a cover text and a link to the web-based questionnaire. Following Brounen et al. (2004) and Block (2007) , we supplement the web survey with follow-up phone calls to selected companies. CFOs are provided with both an English and a native language version of the questionnaire.
To increase the response rate we offer all respondents a copy of the final report. The English version of the final questionnaire is attached in Appendix B.
The survey was e-mailed to the Norwegian CFOs at the beginning of October 2012, and to Swedish and Danish CFOs in early February 2013. In order to increase the response rate, we sent non-respondents a reminder two weeks after the first e-mailing.
We set a cutoff for responses two weeks after this reminder.
Testing for Non-Response Bias
We use a three-fold approach to test for non-response bias: (1) Comparing the characteristics of respondents and non-respondents, (2) comparing responses from the surveys returned on time with those returned after the second e-mail, and (3) comparing responses of respondents to the responses from randomly selected and interviewed non-respondents. Statistical testing of independence was performed by Fisher's exact test. In the first bias test, proposed by Moore and Reichert (1983) , we compare company size and industry classification of responding and non-responding firms. In the second approach, proposed by Wallace and Mellor (1988) , we compare responses from the officials that complete the survey on time with the managers that respond after the second e-mail. The latter group is viewed as a sample from the nonresponse group, and if the two groups' answers are similar, non-response bias is unlikely to be a major problem. In both cases we conclude that non-response bias is non-existent or very weak in our data. 5 In addition to these two tests, we conduct a telephone follow-up of 25 randomly selected non-respondents, similar to Block (2007) . Only five of these companies answer our inquiry. Telephone follow-ups do not indicate any non-response bias either.
Response
We received a total of 384 completed 
Respondent Characteristics
Comparing with Block's (2007) U.S. respondents, the most prominent difference in industry classification is the lower percentage of technology companies in Scandinavia (5% to Block's 13%). As a measure of company size, we use the firms' revenues, similar to most previous capital budgeting surveys (e.g. Graham and Harvey, 2001; Ryan and Ryan, 2002; Block, 2007; Baker et al., 2011a) . Median revenue among the Scandinavian respondents is $368 million, which is significantly smaller than for the respondents in Block's survey who had a median revenue between $4 and $6 billion. Regarding the R&D intensity of Scandinavian companies, we find that 59% of the respondents spend less than 1% of revenues on R&D. This is notably lower than the R&D intensity of Block's respondents, where only 5% of companies report to spend less than 1%. The low number of technology companies in Scandinavia may explain the comparatively lower R&D intensity. Concerning CFOs' level of education, we separate between MBA and non-MBA master's degrees 8 , similar to Graham and Harvey (2001) and Baker et al. (2011a The quantitative surveys at the lower end have around 50 responding firms (Oblak & Helm, 1980; Kester & Chong, 1998) , while the very largest ones have between 300 and 400 respondents (Graham & Harvey, 2001; Brounen et al., 2004) . 8 In Scandinavia, the major business schools offer 5-year programs leading to a Master of Science in Business and Administration degree. This might resemble the North American MBA degree, but in Scandinavia MBAs are typically marketed towards more experienced professionals.
Results and Discussion
We present a discussion on the use of real options in Scandinavia, characterictics of real options users, real options applications and techniques, real options familiarity, as well as reasons for not adopting the techniques. Additionally, we examine the use of standard capital budgeting techniques. Finally, we extend the analysis by performing multivariate regressions on the dataset in order to further investigate relationships between real options use and familiarity and different industry characteristics.
Use of Real Options
We asked respondents: "Does your company use real options analysis to evaluate projects/investments?" Only 23 of the 384 respondents answered "yes" to this question, corresponding to a real options utilization rate of 6.0% in Scandinavia. This is lower than findings in recent studies, notably 14.3% in Block's (2007) survey of U.S. companies and 16.8% in Baker et al.'s (2011a) survey of Canadian firms. As we will see next, Scandinavian companies are smaller in size, have lower R&D intensity, and a lower fraction of technology companies, all of which are expected to negatively effect real options use. Our results are more in line with earlier findings by Rigby (2001) , who reports a utilization rate of 6.5% among U.S. companies. We do, however, find that real options seem to be advancing in Scandinavia, as the use has increased from 0% in Sweden during the past decade (Sandahl & Sjögren, 2003) . 
Characteristics of Real Options Users
Next we analyze the use of real options conditional on firm characteristics. To test for possible relationships we apply the same Fisher's exact test as for the non-response bias investigation.
6 Triantis and Borison (2001) find that users of real options often come from industries featuring large investments and uncertain returns, such as oil and gas or biotech. Block's (2007) survey results strongly support these notions, as 75% of real options users came from the technology, energy, or utilities sectors. Our survey results align well with these earlier findings, as a majority of the users come from energy, oil and gas, and healthcare. We find a significant relationship between real options use and industry classification. In the financial sector however, we find surprisingly low adoption of real options. This is in line with Block (2007) , who was surprised to find only two users within the industry. Triantis and Borison (2001) were likewise perplexed by the apparently low interest for real options within the banking and insurance industry, as one would expect a greater financial expertise from these companies. Survey literature however, e.g. Baker et al. (2011a) , find that large companies are more likely to use real options than smaller ones. This effect is attributed to the size of the capital budget, which is strongly correlated with company size. A large capital budget implies more resources at stake, hence companies are willing to devote more resources to this process and use more advanced and time-consuming techniques. 7 Thus, even though smaller firms may have a higher intensity of growth options, they might not have the necessary resources to evaluate those options formally. In line with previous findings, our results suggest that there is positive relationship between real options utilization and company size in Scandinavia as well. We also find a strong positive relationship between R&D intensity and real options use. In the most R&D-intensive group, 20% of respondents use real options, compared to only 3% among companies spending less than 1% of revenues on R&D. Graham and Harvey (2001) find that the use of real options is independent of the CEO's education. Baker et al. (2011a) report that firms managed by CEOs with an MBA are in fact less likely to use real options. The authors suggest that this can be attributed to MBA programs focusing primarily on traditional techniques, covering less of real options. Our results show no significant relationship between CFOs' highest level of education and real options use. However, it is worth noting that a quarter of firms whose CFO has a PhD use real options. 
Real Options Applications and Techniques
The Scandinavian real options users state that real options are largely a supplemental tool, and no respondents use them as their primary capital budgeting technique. In comparison, Block's (2007) survey found that almost half of users indicated major utilization. Through the interviews we do, however, find evidence that real options have a very strong position with some of the companies who report to use real options as one of several techniques. "I don't think we have realized it yet, but we have probably reached a point where real options have taken over as the leading technique," one CFO elaborates.
Real options users were further asked to specify which decision problems they apply real options analysis to. The most frequent application is found in mergers and acquisitions, followed by new product introductions and R&D. Smith and Triantis (1995) argue that many of the strategic synergies in an acquisition should be seen as growth options that are acquired, developed, and potentially exercised in the future if they prove fruitful. Yet we are surprised to find that 83% of Scandinavian real options users apply the technique to M&A decisions, as this is relatively novel phenomenon (Triantis, 2005) . In comparison, respondents to Block's survey only ranked M&A as the third most frequent type of application. Triantis and Borison (2001) found that several managers were using real options techniques as part of their M&A processes, but most of them found a conceptual approach more useful than a numerical analysis. Similarly, one of the Scandinavian CFOs states that real options are especially helpful as a qualitative tool to clarify uncertainties in M&A investment opportunities.
Users of real options were asked to select which techniques they use in their analysis. The categories were the same as those offered by Block (2007) , who asked only for the primary method of utilization, whereas we allow for multiple choices. 
Familiarity with Real Options
Before investigating participants' reasons for not using real options, we wish to determine whether respondents have any knowledge of the methodology. The issue of real options familiarity is not addressed in Block's (2007) survey, although Baker et al. (2011a) find that the dominant reason for non-use is a "lack of expertise and knowledge". In order to distinguish between respondents unfamiliar with the techniques and those who feel that real options are too complex, we ask: "Are you familiar with the principles and techniques for real options analysis?" 70% of all our respondents gave a negative answer to this question. This finding sheds new light on the limited utilization of real options, which has largely been attributed to top management attitudes or the complexity of the techniques (Teach, 2003; Block, 2007; Baker et al., 2011a) . Due to top management's limited knowledge of real options, most companies in our survey might never have actively considered applying the technique to their business. One CFO reports reading up on the subject after our inquiry, and finding that real options would be highly applicable to their capital budgeting process.
Familiarity with real options varies strongly between countries. The lower familiarity among Swedish CFOs could be attributed to the high fraction of retail and transportation companies, where sophisticated analysis might be less common. Furthermore we test for relationships between CFO's familiarity of real options and different company and CFO characteristics. We find that company size is significantly associated with the familiarity, where CFOs from large companies are more likely to be aquainted with real options than those from smaller companies. Real options familiarity is also significantly associated with the companies' industry classification. Banking/finance and insurance, healthcare, and oil and gas display familiarity rates between 46% and 56%, while only 20% of CFOs in construction is aquainted with real options. We further find that CFOs in firms with high R&D intensity are more likely to be familiar with real options. Regarding CFOs level of education we also uncover a significant and positive relationship. In light of Baker et al.'s (2011a) findings that companies managed by CEOs with an MBA degree were less likely to apply real options, we investigate real options familiarity among CFOs with non-MBA master's degrees compared with those with only MBAs (and no other master's degree). The familiarity rate in the former group is 38%, while only 28% in the latter, which may indicate that CFOs with only an MBA are in fact less likely to be familiar with real options than those with another master's degree. As Baker et al. argue, this might be a reflection of MBA programs focusing more on the traditional capital budgeting techniques and less on the more complex ones. 
Reasons for Not Using Real Options
The non-users familiar with real options were asked to give their reasons for not adopting the approach. Respondents could select from three alternatives or write their own answer. Among other reasons was suggested e.g. that real options lack clarity and transparency, and considers them a "black box". This echoes the criticism raised by Teach (2003) . Managers will be hesitant to implement real options if they fear that the complexity may cause deliberate or unintentional misuse that is difficult to detect. However, the main reason for not using real options is clearly that they require too much sophistication. Our results align with Block (2007) and Baker et al. (2011a) , who find that real options' required level of knowledge among practitioners is a hinder for further implementation.
Similar to the findings of Block (2007) and Baker et al. (2011a) , four respondents state that the more traditional DCF techniques are proven and sufficient methods. The high portion of non-users unfamiliar with real options suggests that the majority of Scandinavian CFOs share this view.
Several CFOs from public-sector companies state that real options concepts are not applicable to their capital budgeting process, as they have very limited investment mandates. In general, both the size and timing of investments are determined at a higher political or bureaucratic level. Since these organizations have little managerial flexibility, real options analysis offers very little additional value. This observation aligns with Graham and Harvey's (2001) findings that regulated firms were less likely to use real options than unregulated firms.
Although they don't formally use real options analysis, seven surveyed companies state that they use real options as a way of thinking. In a paper by Teach (2003), Triantis argues that real options as a concept is already ubiquitous among managers: "Discounted cash flow is going to look at an average scenario. But if you talk to any manager, that's not how they think. They think about contingencies-what's going to happen, how would we react?" Our telephone interviews add support to this notion, as most of the managers we spoke to incorporated flexibility in their capital budgeting considerations.
Use of Standard Capital Budgeting Techniques
In order to learn more about respondents' capital budgeting processes we ask them to select which traditional techniques their company applies. In line with the most recent North American surveys (e.g. Graham & Harvey, 2001; Ryan & Ryan, 2002; Baker et al., 2011a) , we find that NPV is the most popular capital budgeting technique. When comparing with previous European surveys from around a decade ago (Arnold & Hatzopoulos, 2000; Brounen et al., 2004) , it appears that the practices of capital budgeting are becoming more sophisticated and better aligned with the recommendations of finance theory. In Sweden for instance, we find that utilization of DCF methods (IRR and NPV) has increased from 65% in 2003 (Sandahl & Sjögren) to 82%.
Similar to previous research (eg. Graham & Harvey, 2001; Brounen et al., 2004) we find that large companies are more likely to use DCF techniques than smaller firms. We further find, like Graham and Harvey (2001) , that companies whose CFO has an MBA are more likely to use present value techniques than those with non-MBA master's degrees. As pointed out, this might be a result of MBA programs focusing more on standard capital budgeting techniques. Furthermore, industry is related to DCF use. In the oil/gas and oil service industry, 95% of respondents report use of DCF, while the number is only 69% among the respondents from the retail sector.
Regarding the interaction between real options and other capital budgeting techniques, van Putten and MacMillan (2004) argue that managers are reluctant to apply real options because they believe that real options and DCF methods are mutually exclusive. Along with Triantis (2003) , they stress that real options need not be viewed as a stand-alone approach, but rather an addition to passive NPV estimates. Users certainly seem to have adopted this theoretically recommended approach, as 21 of 23 real options users also use NPV. One official states: "We first calculate the static NPV. We then calculate the real option value, and we add this value to the passive NPV." Such an approach also reduces unnecessary complexity in situations with little uncertainty and limited managerial flexibility. If the real option value is negligible, a traditional NPV analysis is sufficient for making a decision.
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An important observation in the context of this section is that real options rank far behind all other capital budgeting techniques in terms of utilization. This has largely been the case in almost all survey research to date.
Multivariate Regression Analysis
Through independence testing we have uncovered several relationships between respondent characteristics and factors such as real options use and familiarity. Although our findings mostly align well with academic theory and previous survey findings, independence tests alone cannot provide a complete picture of the relationships between factors. Real options use appears to be influenced by industry, company size, and R&D intensity, yet it is unlikely that these variables are independent of each other. To address these issues, we run multivariate regressions on our dataset.
We run regressions with three different dependent variables: use of real options, familiarity with real options 10 , and use of DCF techniques. As these three dependent variables are binary, we use a binary response probit model. Our regression models incorporate as regressors all the company and CFO characteristics discussed throughout the chapter, which have been converted to dummy variables. Industry is treated as a binary variable, where oil and gas, energy, technology, and healthcare are assigned value 1. These industries were selected based on the real options literature, which emphasises their suitability for real options analysis. The R&D variable is also binary, taking on value 1 for respondents spending more than 3% of revenues on R&D. Education is treated as a categorical variable, where respondents with either a bachelor degree or "other" as their highest education are grouped together.
Respondents with a master's degree form a second category, and MBAs and PhDs are grouped together in a third category. Besides the survey variables, we also analyse differences between countries. Revenue 11 is a continuous variable. Among the 384 survey respondents, six did not respond to the question on real options familiarity, and have been excluded from the regression dataset.
10 Even though we ask question about familiarity only non-users, we implicitly assume that users of real options are familiar with them. Therefore, we have the same number of observations for each question. 11 We use the natural logarithm of revenue in our analysis. Coefficient estimates marked with *, **, *** are statistically significant at a 10%, 5%, and 1% confidence level. Each regression is estimated on complete set of N=378 observations.
In the first regression, use of real options is the dependent variable. The results show that revenue and R&D intensity both have a significant and positive effect on real options use. We also find a relationship with industry association where the hypothesized real options industries are more likely to use real options than the other industry group. We do not find evidence that firms run by higher educated CFOs are more likely to use real options. Nor do we find any significant difference in real options use between the three Scandinavian countries. The findings from the probit regression are the same as those from the independence tests earlier in the chapter. This indicates that the previously observed and discussed relationships between real options use and company and manager characteristics hold, and were not caused by cross-correlations.
Secondly, we perform the same regression on real options familiarity, and find significant, positive effects from all regressors. A larger company size and high R&D intensity is associated with greater knowledge of real options, as do higher levels of education. CFOs from companies within the hypothesized real options-industries are also more familiar with real options. Furthermore, we find differences between countries, as Danish and Norwegian respondents are more likely to be familiar with real options than their Swedish counterparts. Again the findings from the probit regression are consistent with the observations from the independence tests on real options familiarity discussed earlier. As argued previously, it makes intuitive sense that highly educated CFOs in large, R&D-intensive high-tech firms have greater knowledge of real options. Yet it is remarkable that every single one of these factors has a positive and statistically significant impact.
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Our final regression is on the use of DCF techniques. There is a significant and positive relationship between DCF use and company size. Additionally, we find a positive effect from respondents having an MBA or PhD. Apart from these factors, we find no significant effects from any other survey variable or nationality. The results from the regression are again consistent with the independence tests that we have elaborated on. Moreover, we observe that the regression of DCF use has lower explanatory power than the regressions of real options use or familiarity.
However, revenue is not always an accurate descriptor of company size, particularly for multinational firms whose core operations and decision-making are performed elsewhere, with only sales and distribution in Scandinavia. Within the empirical finance literature, the book value of assets is sometimes considered a more appropriate measure of company size. Thus, we attempt to gather asset data from the firms in our sample in order to further investigate the relationship between company size and real options. In order to strengthen our analysis we also attempt to collect capex data from the firms in our sample from financial statements and annual reports 12 . Reliable data is obtained from 212 respondents. Results of regressions remain basically the same when we replace revenue by assets or capital expenditures (CAPEX). All these three variables are highly correlated and reflect mostly size of the company. Moreover, CAPEX intensity (CAPEX/assets) variable is not significant either. These results are therefore not included in the paper and are available upon request and in previous versions of this paper.
Conclusion
We survey the CFOs of the largest companies of Scandinavia about their capital budgeting process. Real options are the least utilized technique from all the considered methods. Among 384 respondents, only 23 use real options. The utilization rate found is lower than in recent studies from the U.S. and Canada. This finding can be explained by smaller firm size, lower R&D intensity, and lower fraction of technology companies among the Scandinavian firms. Larger companies and companies with higher R&D intensity and capital expenditures are more likely to use real options analysis. The use of real options depends also on industry classification, with higher usage among companies in the energy, oil and gas, healthcare and technology industries. The dominant reason for non-use is a lack of familiarity, where 70% of respondents report to not be familiar with real options concepts and techniques. This sheds new light on the limited use of real options, which has largely been attributed to a lack of top management support and complexity of the techniques. We find that highly educated CFO's from large companies with high R&D-and capex intensity are more likely to be familiar with real options. Additionally, we find that CFOs with MBAs are less likely to be acquainted with real options than those with non-MBA master's degrees. Among non-users familiar with real options, the complexity of the techniques is the greatest hinder for implementation. However, several of the non-users apply real options informally as a way of thinking. Reducing the complexity of the real options approach would help to increase use of real options among practitioners. Our findings support Triantis's (2005) hypothesis that practitioners require simplified real options heuristics rather than advanced computational methods.
