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Abstract
We discuss an analog of the AGT relation in five dimensions. We define a
q-deformation of the β-ensemble which satisfies q-WN constraint. We also show
a relation with the Nekrasov partition function of 5D SU(N) gauge theory with
Nf = 2N .
1 Introduction
In [1], Alday Gaiotto and Tachikawa discovered remarkable relations between the 4D
N = 2 super conformal gauge theories and the 2D Liouville CFT. Some explanations
have been addressed from β-ensemble (generalized matrix model) [2][3] in [4]–[7].
In the pure SU(2) case, the AGT relation [8] between the instanton part of the
partition functions of the gauge theory and correlation functions of the Virasoro algebra
is extended naturally to 5D in [9].1 The instanton counting [10]–[13] of the 5D gauge
theory [14] can be viewed as a q-analog of 4D cases [15]–[17], and there also exists a
natural q-deformation of the Virasoro/WN algebra [18]–[21].
In this article, we will study a 5D extension of the AGT relation with Nf = 2N . The
AN−1 type quiver matrix model (the ITEP model) [22] was generalized as a β-ensemble
[2] satisfying the WN constraint by [3]. Under the strategy of [3], we will introduce q-
deformed β-ensemble which automatically satisfies q-WN constraint and show a relation
with the 5D Nekrasov partition function of SU(N) gauge theory with Nf = 2N .
This paper is organized as follows: In section 2, we start with recapitulating the
result of the q-WN algebra and also define primary fields. In section 3, we introduce
q-deformed β-ensemble which automatically satisfies q-WN constraint. Section 4 deals
with the N = 2 case. Finally in section 5, we explain a reduction of the 5D Nekrasov
partition function to the q-hypergeometric function and show a coincidence with the
partition function of our q-deformed β-ensemble. Appendix A contains a definition of
the Macdonald polynomial and several useful formulas. Proof of the key equation is
shown in appendix B. Relations with the Kaneko’s integral formula and the Jackson
integral formulas are given in appendices C and D, respectively. In appendix E, we
review the 4D case. Appendix F is devoted to a list of notations for bosons.
Notation. Let [n ]p := (p
n
2 − p−n2 )/(p 12 − p− 12 ). Parameters are q := e~/√β = egsR,
t := qβ = e~
√
β = egsβR, p := q/t = e−~(
√
β−1/√β), u := tγ and v := (q/t)
1
2 . We will use
the same letter p also for the set of power sums p := (p1, p2, · · · ), but this appears only
at Pλ(x[ p ]) or Z2(p).
2 Quantum deformation of WN algebra
We start with recapitulating the results of the q-WN algebra [20] [21] and define primary
fields.
1The recursion relation for the 5D partition functions is derived recently in [38].
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2.1 Bosons
We use three kinds of basis for bosons. First we define fundamental bosons hin and Q
i
h
for i = 1, 2, · · · , N and n ∈ Z such that
[hin, h
j
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 ) [ δijN − 1 ]pn
[N ]pn
p
n
2
Nsgn(j−i)δn+m,0,
[hin, Q
j
h] =
(
δij − 1
N
)
δn,0, [Q
i
h, Q
j
h] = 0,
N∑
i=1
pinhin = 0,
N∑
i=1
Qih = 0 (2.1)
with q, t := qβ ∈ C, p := q/t, [n ]p := (p
n
2 −p−n2 )/(p 12 −p− 12 ) and sgn(i) := 1, 0 or −1 for
i > 0, i = 0 or i < 0, respectively. Here [A,B] := AB − BA. This bosons correspond to
the weights ~hi of the vector representation whose inner product is (~hi · ~hj) = δij − 1/N .
This algebra is invariant under the following involutions: ω2± = 1,
ω+ :
√
β 7→ 1/
√
β, (q, t) 7→ (t, q), hin 7→ hN−i+1n , Qih 7→ QN−i+1h , (2.2)
ω− :
√
β 7→ −
√
β, (q, t) 7→ (q−1, t−1), hin 7→ hN−i+1n , Qih 7→ QN−i+1h . (2.3)
Next let us introduce root type bosons αan := h
a
n − ha+1n and Qaα := Qah − Qa+1h for
a = 1, 2, · · · , N − 1. Then they satisfy
[αan, α
b
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 )Ca,b(pn)δn+m,0,
[αan, Q
b
α] =C
a,b(1)δn,0, [Q
a
α, Q
b
α] = 0 (2.4)
and
[hin, α
b
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 )Bi,b(pn)δn+m,0,
[hin, Q
b
α] =B
i,b(1)δn,0 = [α
b
n, Q
i
h], [Q
i
h, Q
b
α] = 0. (2.5)
Here
Bi,b(p) := p
1
2 δi,b − p− 12 δi−1,b,
Ca,b(p) :=−p− 12 δa−1,b + [ 2 ]pδa,b − p
1
2 δa+1,b. (2.6)
Note that [han + p
nha+1n , α
a
m] = 0.
Finally we define weight type bosons Λan :=
∑a
b=1 h
b
np
(b−a− 1
2
)n and QaΛ :=
∑a
b=1Q
b
h for
a = 1, 2, · · · , N − 1. Note that han = p
n
2Λan − p−
n
2Λa−1n with Λ
0
n := 0. Then they satisfy
[αan,Λ
b
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 )δa,bδn+m,0,
2
[αan, Q
b
Λ] = δa,bδn,0 = [Λ
b
n, Q
a
α], [Q
a
α, Q
b
Λ] = 0, (2.7)
[hin,Λ
b
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 )Ai,b(p−n)δn+m,0,
[hin, Q
b
Λ] =A
i,b(1)δn,0 = [Λ
b
n, Q
i
h], [Q
i
h, Q
b
Λ] = 0 (2.8)
and
[Λan,Λ
b
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 )(C−1)a,b(pn)δn+m,0,
[Λan, Q
b
Λ] = (C
−1)a,b(1)δn,0, [QaΛ, Q
b
Λ] = 0. (2.9)
Here
Ai,b(p) :=
[Nθ(i ≤ b)− i ]p
[N ]p
p
1
2
(b−Nθ(i>b)),
(C−1)a,b(p) =
[min(a, b) ]p[N −max(a, b) ]p
[N ]p
p
b−a
2 (2.10)
with θ(P ) := 1 or 0 if the proposition P is true or false, respectively. Note that by ω±,
ω± : αan 7→ −αN−an , Qaα 7→ −QN−aα ,
ω± : Λan 7→ −ΛN−an p(a−N−
1
2
)n, QaΛ 7→ −QN−aΛ . (2.11)
2.2 q-WN algebra
Let us define fundamental vertices Λi(z) and q-WN generators W i(z) for i = 1, 2, · · · , N
as follows:
Λi(z) := •• exp
{∑
n 6=0
hinz
−n
}
•
• q
√
βhi0p
N+1
2
−i,
W i(zp
1−i
2 ) :=
∑
1≤j1<···<ji≤N
•
•Λj1(z)Λj2(zp
−1) · · ·Λji(zp1−i) •• (2.12)
and W 0(z) := 1. Here •• ∗ •• stands for the usual bosonic normal ordering such that the
bosons hin with non-negative mode n ≥ 0 are in the right. Note that
WN(zp
1−N
2 ) = ••Λ1(z)Λ2(zp
−1) · · ·ΛN(zp1−N ) •• = 1. (2.13)
These generators are obtained from the following quantum Miura transformation:
N∑
i=0
(−1)iW i(zp 1−i2 )p(N−i)Dz = ••
(
pDz − Λ1(z)
) (
pDz − Λ2(zp−1)
) · · · (pDz − ΛN(zp1−N )) ••
(2.14)
with Dz := z
∂
∂z
. Remark that pDz is the p-shift operator such that pDzf(z) = f(pz). The
mode n generator W in is defined by W
i(z) =:
∑
n∈ZW
i
nz
−n.
3
2.3 Screening currents
By using root type bosons we define screening currents Sa±(z) as follows:
Sa±(z) := •• exp
{
∓
∑
n 6=0
αan
ξ
n
2± − ξ−
n
2±
z−n
}
•
• e
±√β±1Qaαz±
√
β
±1
αa0 , ξ+ = q, ξ− = t. (2.15)
Note that the Langlands duality ω−ω+Sa+(z) = S
a
−(z). We denote the negative mode
part of Sa±(z) by (S
a
±(z))− := exp
{
∓∑n<0 αan
ξ
n
2
± −ξ
−n2
±
z−n
}
. The screening currents satisfy[
•
•
(
pDz − Λ1(z)
) (
pDz − Λ2(zp−1)
) · · · (pDz − ΛN(zp1−N )) •• , Sa±(w)]
= (q
1
2 − q− 12 )(t 12 − t− 12 ) d
dξ±w
•
•
(
pDz − Λ1(z)
) · · · (pDz − Λa−1(zp2−a))
×wδ
(w
z
pa−1
)
Aa±(w)p
Dz
(
pDz − Λa+2(zp−1−a)
) · · · (pDz − ΛN(zp1−N )) •• (2.16)
with
Aa±(w) := •• exp
{∑
n 6=0
ξ
±n
2± h
a+1
n − ξ∓
n
2± h
a
n
ξ
±n
2± − ξ∓
n
2±
w−n
}
•
• e
±√β±1Qaαw±
√
β
±1
αa0ξ
1
2
√
β
±1
(ha0+h
a+1
0 )
± p
N
2
−a
(2.17)
and d
dξw
f(w) := (f(ξ
1
2w)− f(ξ− 12w))/((ξ 12 − ξ− 12 )w). Here we use the identity
exp
{∑
n>0
1− tn
n
xn
}
− t exp
{∑
n>0
1− t−n
n
x−n
}
= (1− t)δ(x) (2.18)
with the multiplicative δ-function δ(z) :=
∑
n∈Z z
n satisfying δ(z)f(z) = δ(z)f(1). There-
fore the screening currents Sa±(z) commute with any q-WN generators up to total differ-
ence. Thus screening charges
∮
dzSa±(z) commute with any q-WN generators
[
∮
dzSa±(z),W
b(w)] = 0, a, b = 1, 2, · · · , N − 1. (2.19)
For a Laurent series f(z) :=
∑
n∈Z fnz
n in z, the integral
∮
dz
2πiz
f(z) stands for the
constant term in f(z), i.e.,∮
dz
2πiz
∑
n∈Z
fnz
n := CT{z}
∑
n∈Z
fnz
n := f0. (2.20)
If f is multivalued function, we should choose an appropriate cycle or need to introduce
a pseudo-constant to make it single-valued one. (see (2.32)).2
2One can replace the integral
∮
dz by any linear map which satisfies
∮
dz ddξz f(z) = 0 with ξ = ξ±,
for example, by the Jackson integral, provided f(0) = f(1).
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2.4 Primary fields and degenerate operators
For parameters u and γ with u := tγ, let us define the following vertex operators
V au (z) := •• exp
{∑
n 6=0
(u
n
2 − u−n2 )Λan
(q
n
2 − q−n2 )(tn2 − t−n2 )z
−n
}
•
• e
−γ√βQaΛz−γ
√
βΛa0 . (2.21)
They satisfy
ga,Lu,p
(w
z
)
Λi(z)V
a
u (w)− V au (w)Λi(z)ga,Ru,p
( z
w
)
= (u−1 − 1)
a∑
b=1
δi,bδ
(
w
zu
1
2
)
•
•Λi(z)V
a
u (w)••,
(2.22)
where ga,Lu,p (x) and g
a,R
u,p (x) are inverse of the OPE factors,
ga,Lu,p (x) :=
•
•Λj(z)V
a
u (w)••
Λj(z)V au (w)
= exp
{∑
n>0
u−
n
2 − un2
n
[ a ]pn
[N ]pn
p
n
2
(a−N)xn
}
u−
a
N ,
ga,Ru,p (x) :=
•
•V
a
u (w)Λj(z)••
V au (w)Λj(z)
= exp
{∑
n>0
u
n
2 − u−n2
n
[ a ]pn
[N ]pn
p
n
2
(N−a)xn
}
(2.23)
for any j > a. Since pDz commutes with V au (w),(
pDz − ga,Lu,p
(w
z
)
Λi(z)
)
V au (w)−V au (w)
(
pDz − Λi(z)ga,Ru,p
( z
w
))
= (1− u−1)
a∑
b=1
δi,bδ
(
w
zu
1
2
)
•
•Λi(z)V
a
u (w)••. (2.24)
Remark that ΛN−a+1(z) and V N−au (w) satisfy same relation with replacing p↔ p−1 and
u↔ u−1. By using (2.24) and ω−, we have
Proposition. The vertex operators V 1u (w) and V
N−1
u (w) enjoy the following relations:
•
•
(
pDz − g1,Lu,p
(w
z
)
Λ1(z)
)
· · ·
(
pDz − g1,Lu,p
(
w
zp1−N
)
ΛN(zp
1−N )
)
•
•V
1
u (w)
−V 1u (w)••
(
pDz − Λ1(z)g1,Ru,p
( z
w
))
· · ·
(
pDz − ΛN(zp1−N )g1,Ru,p
(
zp1−N
w
))
•
•
= (1− u−1)δ
(
w
zu
1
2
)
•
•Λ1(z)V
1
u (w)
(
pDz − Λ2(zp−1)
) · · · (pDz − ΛN(zp1−N )) ••,(2.25)
•
•
(
pDz − g1,L1/u,1/p
(w
z
)
Λ1(z)
)
· · ·
(
pDz − g1,L1/u,1/p
(
w
zp1−N
)
ΛN(zp
1−N )
)
•
•V
N−1
u (w)
−V N−1u (w)••
(
pDz − Λ1(z)g1,R1/u,1/p
( z
w
))
· · ·
(
pDz − ΛN(zp1−N )g1,R1/u,1/p
(
zp1−N
w
))
•
•
5
= (1− u)δ
(
wu
1
2
zp1−N
)
•
•
(
pDz − Λ1(z)
) · · · (pDz − ΛN−1(zp2−N ))ΛN(zp1−N )V N−1u (w)••.
Expanding (2.25) gives the relation with the q-WN generators W i(z).
When u = t or q−1, let V a+(z) := V
a
t (z) and V
a
−(z) := V
a
q−1(z), i.e.,
V a±(z) := •• exp
{
±
∑
n 6=0
Λan
ξ
n
2± − ξ−
n
2±
z−n
}
•
• e
∓√β±1QaΛz∓
√
β
±1
Λa0 (2.26)
with ξ+ := q, ξ− := t. As a generalization of the the (ℓ+1, k+1) operators in the N = 2
case [23], we can define a q-deformation of the degenerate operators for ℓ, k ∈ Z≥0,
V aℓ+1,k+1(z) := ••
ℓ∏
i=1
V a+(q
ℓ+1−2i
2ℓ z)
k∏
j=1
V a−(t
k+1−2j
2k z)••
= •• exp
{∑
n 6=0
(
1
q
n
2ℓ − q− n2ℓ −
1
t
n
2k − t− n2k
)
Λanz
−n
}
•
• e
αQaΛzαΛ
a
0 (2.27)
with α := −ℓ√β + k/√β and 1/(q n2ℓ − q− n2ℓ )|ℓ=0 := 0.
2.5 Boson Fock space
Next we refer to the representation of the q-WN algebra. Let Fα be the boson Fock
space generated by the highest weight state |α〉 such that αan|0〉 = 0 for n ≥ 0 and
|α〉 := exp{∑N−1a=1 αaQaΛ}|0〉. Note that αa0|α〉 = αa|α〉. The dual module F∗α is generated
by 〈α| such that 〈0|αa−n = 0 for n ≥ 0 and 〈α| := 〈0| exp{−
∑N−1
a=1 α
aQaΛ}. The bilinear
form F∗α ⊗Fα → C is uniquely defined by 〈0|0〉 = 1.
2.6 Highest weight module of q-WN algebra
Let |λ〉 be the highest weight vector of the q-WN algebra which satisfies W an |λ〉 = 0 for
n > 0 and a = 1, 2, · · · , N − 1 and W a0 |λ〉 = λa|λ〉 with λa ∈ C. Let Mλ be the Verma
module over the q-WN algebra generated by |λ〉. The dual module M∗λ is generated by
〈λ| such that 〈λ|W an = 0 for n < 0 and 〈λ|W a0 = λa〈λ|. The bilinear form M∗λ ⊗Mλ → C
is uniquely defined by 〈λ|λ〉 = 1. A singular vector |χ〉 ∈ Mλ is defined by W an |χ〉 = 0
for n > 0 and W a0 |χ〉 = (λa +Na)|χ〉 with Na ∈ C.
The highest weight vector |α〉 ∈ Fα of the boson algebra is also that of the q-WN
algebra, i.e., W an |α〉 = 0 for n > 0 and a = 1, 2, · · · , N − 1. Note that W a0 |0〉 = [N ]ap|0〉
with [N ]p := (p
N
2 − p−N2 )/(p 12 − p− 12 ).
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2.7 Singular vectors
For a set of non-negative integers sa and ra ≥ ra+1 ≥ 0 with a = 1, · · · , N − 1, let
± α±,ar,s := (1 + ra − ra−1)
√
β
±1 − (1 + sa)
√
β
∓1
, r0 := 0,
±α˜±,ar,s := (1− ra + ra+1)
√
β
±1 − (1 + sa)
√
β
∓1
, rN := 0. (2.28)
The singular vectors |χ±rs〉 ∈ Fα±rs are realized by the screening currents as follows:
|χ±r,s〉 =
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
· S1±(z11) · · ·S1±(z1r1) · · ·SN−1± (zN−11 ) · · ·SN−1± (zN−1rN−1)|α˜±r,s〉
=
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
(zaj )
−sa(Sa±(z
a
j ))− ·∆qW (za; ξ±, ξ∓)Π
(
za, pza+1; ξ±, ξ∓
) |α±r,s〉 (2.29)
with zN := 0, z := 1/z, ξ+ := q and ξ− := t. Note that ω−ω+|χ+r,s〉 = |χ−r,s〉. Here
Π(z, w) := Π(z, w; q, t) :=
∏
i,j
exp
{∑
n>0
1
n
t
n
2 − t−n2
q
n
2 − q−n2 p
−n
2 zni w
n
j
}
=
∏
i,j
∏
ℓ≥0
1− qℓtziwj
1− qℓziwj , |q| < 1, (2.30)
∆qW (z) := ∆qW (z; q, t) :=
∏
i<j
exp
{
−
∑
n>0
1
n
t
n
2 − t−n2
q
n
2 − q−n2 (p
n
2 + p−
n
2 )
znj
zni
}
·
r∏
i=1
z
(r+1−2i)β
i
=
∏
i<j
(1− zj/zi)
∏
ℓ≥0
1− qℓpzj/zi
1− qℓtzj/zi ·
r∏
i=1
z
(r+1−2i)β
i , |q| < 1 (2.31)
with β := log t/ log q. Note that ∆qW (cz) = ∆qW (z).
When β /∈ Z, ∆qW (z) becomes a multivalued function but we can replace it with the
following single valued one
∆˜qW (z) := ∆qW (z)
∏
i<j
F (zj/zi) (2.32)
with the pseudo-constant F (x) = F (qx) defined by
F (x) := xβ−1
ϑq(tx)
ϑq(qx)
. (2.33)
Here
ϑq(x) :=
∏
ℓ≥0
(1− qℓx)(1− qℓ+1/x)(1− qℓ+1) (2.34)
is the ϑ-function with the multiplicative period q.
7
3 Quantum deformation of β-ensemble
Note that the singular vector in (2.29) is naturally mapped to the Macdonald polynomial
[24] defined in the appendix A [25][21]. As a generalization of this map one can define,
under the strategy of [3], a quantum deformation of the generalized matrix model, i.e.,
q-deformed β-ensemble.
3.1 Isomorphisms between bosons
With a new parameters p(a) := (p
(a)
1 , p
(a)
2 , · · · ) let us define the following vertex operator
VN :=
N−1∏
a=1
exp
{∑
n>0
Λan
q
n
2 − q−n2 p
(a)
n
}
. (3.1)
Note that [Λan,Λ
b
m] = 0 for n,m > 0. Then 〈α|VN defines the isomorphism between the
boson algebras 〈han〉1≤a<Nn∈Z and 〈p(a)n , αa, ∂∂p(a)n 〉
1≤a<N
n∈N by
t
n
2 − t−n2
n
p(a)n 〈α|VN = 〈α|VNαa−n,
(q
n
2 − q−n2 ) ∂
∂p
(a)
n
〈α|VN = 〈α|VNΛan (3.2)
for n > 0 and αa〈α|VN = 〈α|VNαa0. Since hin =
∑N−1
b=1 A
i,b(pn)αbn =
∑N−1
b=1 B
i,b(pn)Λbn, we
have
t
n
2 − t−n2
n
N−1∑
b=1
Ai,b(p−n)p(b)n 〈α|VN = 〈α|VNhi−n,
(q
n
2 − q−n2 )
N−1∑
b=1
Bi,b(pn)
∂
∂p
(b)
n
〈α|VN = 〈α|VNhin (3.3)
for n > 0 and hi〈α|VN = 〈α|VNhi0 with hi =
[∑N−1
b=i −
∑N−1
b=1 b/N
]
αb.
The vector |S+r,s〉 :=
∏N−1
a=1
∏ra
k=1(S
a
+(z
a
k))− · |α+r,s〉 in (2.29) also defines another linear
map from 〈han〉1≤a<Nn∈N to 〈
∑ra
k=1(z
a
k)
n〉1≤a<N by
Λan|S+r,s〉 = |S+r,s〉
t
n
2 − t−n2
n
ra∑
k=1
(zak)
n, n > 0. (3.4)
Then
hin|S+r,s〉 = |S+r,s〉
t
n
2 − t−n2
n
N−1∑
b=1
Bi,b(pn)
rb∑
k=1
(zbk)
n, n > 0. (3.5)
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3.2 q-deformed β-ensemble
Let us define the following partition function
Definition. Let ZN := ZN
({p(a)}N−1a=1 ) := 〈α+r,s|VN |χ+r,s〉.
Then by (2.29), (2.15) and (3.2), we have
ZN =
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
〈α+r,s|VNS1+(z11) · · ·S1+(z1r1) · · ·SN−1+ (zN−11 ) · · ·SN−1+ (zN−1rN−1)|α˜+r,s〉
=
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
(zaj )
−sa exp
{∑
n>0
1
n
t
n
2 − t−n2
q
n
2 − q−n2 (z
a
j )
np(a)n
}
·∆qW (za)Π (za, pza+1)
=
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
·
N−1∏
a=1
∆qW (za)eW (z
a,za+1), (3.6)
W (za, za+1) :=
∑
n>0
1
n
t
n
2 − t−n2
q
n
2 − q−n2
ra∑
i=1
{
(zai )
np(a)n +
ra+1∑
j=1
(
p
1
2 za+1j
zai
)n}
− (sa + 1)
ra∑
i=1
log zai .
(3.7)
Here zN := 0. This ZN is regarded as a q-deformation of the partition function of the
generalized matrix model [3], i.e., β-ensemble. One can define other type of partition
functions by acting involutions (2.2), (2.3) and (A.10).
We can calculate this integral by using the Macdonald polynomials Pλ(x) with the
Young diagram λ, their fusion coefficient f νλ,µ and the inner products 〈∗, ∗〉, 〈∗, ∗〉′r and
〈∗, ∗〉′′r defined in the appendix A. By the Cauchy formula (A.9), the Galilean boost (A.18)
and (A.12) we have
ZN =
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
· P(sraa )(z¯a)
∑
λa
Pλa(z
a)Pλa(x[ p
a ])
〈 λa 〉 ∆
qW (za)
∑
µa
Pµa(z¯
a)Pµa(pz
a+1)
〈µa 〉
=
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
·
∑
λa,µa,νa
f νaµa−1,λaPνa(z
a)
Pλa(x[ p
a ])
〈 λa 〉 ∆
qW (za)p|µa|
Pµa+(sraa )(z¯
a)
〈µa 〉 (3.8)
with µ0 = µN−1 := (0). Here λa, µa and νa are Young diagrams such that λa,i ≥ λa,i+1,
and so on. Pλ(x[ p ]) denotes the Macdonald function in power sums p := (p1, p2, · · · ).
By the orthogonality with respect to the inner product 〈∗, ∗〉′′r in (A.7), we obtain
Proposition.
ZN =
N−1∏
a=1
∑
λa,µa
f
µa+(s
ra
a )
µa−1,λa
Pµa+(sraa )(z
a)
Pλa(x[ p
a ])
〈 λa 〉 p
|µa| ra!〈µa + (sraa ) 〉′′ra
〈µa 〉 (3.9)
with 〈 0 〉 := 1.
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For any λ with λ1 ≤ s, let λ̂ be its complements with respect to (sr), i.e., λ̂i =
s− λr−i+1. The fusion coefficient f νλ,µ defined in (A.12) satisfies f νλ,(0) = δλ,ν and f (s
r)
λ,µ =
δµ,λ̂f
(sr)
λ,λ̂
. Since µ0 = µN−1 = (0), we have λ1 = µ1 + (s
r1
1 ) and λN−1 = µ̂N−2 with respect
to (s
rN−1
N−1 ). Therefore (3.9) is summed over (N −2)+(N −3) Young diagrams for N ≥ 3.
For any function O in zaj ’s, the correlation function with respect to O is defined by
〈〈O 〉〉 := 1
ZN
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
· O
N−1∏
a=1
∆qW (za)eW (z
a,za+1). (3.10)
The effective action Seff defined by ZN =:
∮ ∏N−1
a=1
∏ra
j=1
dzaj
2πi
· eSeff is now
Seff =
N−1∑
a=1
W (za, za+1)−
∑
n>0
[ 2 ]pn
n
t
n
2 − t−n2
q
n
2 − q−n2
N−1∑
a=1
∑
i<j
(
zaj
zai
)n
+β
N−1∑
a=1
ra∑
i=1
(ra+1−2i) log zai .
(3.11)
The saddle point condition is ∂Seff
∂za
k
= 0 with
zak
∂Seff
∂zak
=
∑
n>0
t
n
2 − t−n2
q
n
2 − q−n2
{
(zak)
np(a)n − [ 2 ]pn
(∑
i<k
(
zak
zai
)n
−
∑
j>k
(
zaj
zak
)n)
+
ra−1∑
i=1
(
p
1
2 zak
za−1i
)n
−
ra+1∑
j=1
(
p
1
2za+1j
zak
)n}
+ ((ra + 1− 2k)β − sa − 1). (3.12)
3.3 q-WN constraint
Next let us define Λˆi(z) and W i(z) as follows, which are the power sum realization of
fundamental vertices Λi(z) and q-WN generators W i(z), respectively:
Λˆi(z) := exp
{∑
n>0
t
n
2 − t−n2
n
zn
N−1∑
b=1
Ai,b(p−n)p(b)n
}
× exp
{∑
n>0
(q
n
2 − q−n2 )z−n
N−1∑
b=1
Bi,b(pn)
∂
∂p
(b)
n
}
q
√
βhir,sp
N+1
2
−i, (3.13)
N∑
i=0
(−1)iW i(zp 1−i2 )p(N−i)Dz := ••
(
pDz − Λˆ1(z)
)(
pDz − Λˆ2(zp−1)
)
· · ·
(
pDz − ΛˆN(zp1−N )
)
•
•
(3.14)
and W i(z) =: ∑n∈ZW inz−n. Here •• ∗ •• stands for the normal ordering such that the
differential operators ∂
∂p
(a)
n
are in the right. Then by the isomorphism (3.3),
Λˆi(z)〈αr,s|VN = 〈αr,s|VNΛi(z), W i(z)〈αr,s|VN = 〈αr,s|VNW i(z). (3.15)
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Therefore the highest weight condition for the singular vector W an |χ〉 = 0 for n > 0 is
equivalent to the following q-WN constraint:
Theorem.
WanZN = 0, n > 0. (3.16)
3.4 Loop equation and quantum spectral curve
Let us define Λ˜i(z) and W˜ i(z) as follows, which correspond to fundamental vertices Λi(z)
and q-WN generators W i(z), respectively:
Λ˜i(z) := exp
{∑
n>0
t
n
2 − t−n2
n
zn
N−1∑
b=1
Ai,b(p−n)p(b)n
}
× exp
{∑
n>0
t
n
2 − t−n2
n
z−n
N−1∑
b=1
Bi,b(pn)
rb∑
k=1
(zbk)
n
}
q
√
βhir,sp
N+1
2
−i, (3.17)
N∑
i=0
(−1)iW˜ i(zp 1−i2 )p(N−i)Dz :=
(
pDz − Λ˜1(z)
)(
pDz − Λ˜2(zp−1)
)
· · ·
(
pDz − Λ˜N(zp1−N )
)
(3.18)
and W˜ i(z) =:∑n∈Z W˜ inz−n. Then by linear maps (3.3) and (3.4), we have
〈α+r,s|VNΛi(z)|S+r,s〉= 〈α+r,s|VN |S+r,s〉Λ˜i(z),
〈α+r,s|VNW i(z)|S+r,s〉= 〈α+r,s|VN |S+r,s〉W˜ i(z). (3.19)
Hence
1
ZN
〈α+r,s|VNW i(z)|χ+r,s〉 =
〈〈
W˜ i(z)
〉〉
. (3.20)
Therefore the highest weight condition for the singular vector W an |χ〉 = 0 for n > 0 is
equivalent to the following loop equation:
Theorem. 〈〈
W˜an
〉〉
= 0, n > 0. (3.21)
Note that, although the variables z
(a)
j , z and x
(a)
j are all formal parameters, one can
treat them as complex parameters with
∞ > |x(a)j |−1 > |z| > |z11 | > · · · > |z1r1 | > · · · > |zN−11 | > · · · > |zN−1rN−1 | > 0. (3.22)
Here |zai | > |zai+1| and |zai | > |za+1j |.
The quantum spectral curve should be〈〈(
pDz − Λ˜1(z)
)(
pDz − Λ˜2(zp−1)
)
· · ·
(
pDz − Λ˜N(zp1−N )
)〉〉
= 0 (3.23)
which regularity in z is guaranteed by the loop equation (3.21).
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3.5 Large ra case
Let (q, t) =: (eRǫ2 , e−Rǫ1) =: (egsR, egsβR) with the radius R of the 5th dimensional circle
S1. Let us rescale the variables as p˜
(a)
n := gsp
(a)
n , r˜a := gsra and s˜a := gssa. Then
Λ˜i(z) = exp
{∑
n>0
t
n
2 − t−n2
ngs
zn
N−1∑
b=1
Ai,b(p−n)p˜(b)n
}
× exp
{∑
n>0
t
n
2 − t−n2
ngs
z−n
N−1∑
b=1
Bi,b(pn)
∫
dwwnr˜bρb(w)
}
q
√
βhir,sp
N+1
2
−i (3.24)
with ρa(w) :=
1
ra
∑ra
k=1 δ(w − zak). Note that by (3.22),∑
i<k
(
zak
zai
)n
−
∑
j>k
(
zaj
zak
)n
= ra
[∫
|w|>|za
k
|
dw
(
zak
w
)n
−
∫
|w|<|za
k
|
dw
(
w
zak
)n]
ρa(w),
∑
n>0
{∑
i<k
(
zak
zai
)n
−
∑
j>k
(
zaj
zak
)n}
= ra
[∫
|w|>|za
k
|
dw +
∫
|w|<|za
k
|
dw
]
zakρa(w)
w − zak
+ ra − k
= ra−
∫
dw
zakρa(w)
w − zak
+ ra − k. (3.25)
Under the limit gs → 0 and ra, sa, k → ∞ with fixed r˜a := gsra, s˜a := gssa and
k˜ = gsk, the saddle point condition becomes
0= β
∑
n>0
{
znp˜(a)n − 2r˜a
[∫
|w|>|z|
dw
( z
w
)n
−
∫
|w|<|z|
dw
(w
z
)n]
ρa(w)
+ r˜a−1
∫
dwρa−1(w)
( z
w
)n
− r˜a+1
∫
dwρa+1(w)
(w
z
)n}
+ β(r˜a − 2k˜)− s˜a
= β
[
r˜a−1
∫
dwρa−1(w)− 2r˜a−
∫
dwρa(w) + r˜a+1
∫
dwρa+1(w)
]
z
w − z
+β
∑
n>0
znp˜(a)n + β(r˜a+1 − r˜a)− s˜a (3.26)
with z := limk→∞ zk and ρa(w) := limra→∞
1
ra
∑ra
j=1 δ(w − zaj ). Under this limit, the sift
operator pDz tends to a commutative variable, say z˜, and the spectral curve reduces to
N∏
i=1
(
z˜ − Λ˜i(z)
)
= 0, (3.27)
Λ˜i(z) = exp
{
βR
{∑
n>0
zn
[
N−1∑
a=i
−
N−1∑
a=1
a
N
]
p˜(a)n +
∫
dww
z − w (r˜iρi(w)− r˜i−1ρi−1(w))
}}
with the solution ρa(w) of (3.26). Note that the parameter β appears only in the com-
binations βr˜a and βp˜
(a)
n .
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3.6 q-deformed Liouville correlation function
In the relation with the Macdonald polynomial in [21], the parameter pn is mapped to
the power sum pn =
∑r
i=1 x
n
i . On the other hand, the principal specialization xi = t
i−1,
i.e., pn = (1− trn)/(1− tn), has a natural generalization pn = (1− un)/(1− tn) with
u ∈ C. By these mapping and specialization, we can identify our partition function with
a q-deformed Liouville correlation function.
With parameters x
(a)
j , y
(a) and u(a) for a = 1, 2, · · · , N − 1 and j = 1, 2, · · · ,Ma, let
us consider the case that
p(a)n =
Ma∑
j=1
(x
(a)
j )
n +
(u(a))
n
2 − (u(a))−n2
t
n
2 − t−n2 (y
(a))n. (3.28)
Then
VN =
N−1∏
a=1
exp
{∑
n>0
Λan
{
Ma∑
j=1
(x
(a)
j )
n
q
n
2 − q−n2 +
(u(a))
n
2 − (u(a))−n2
(q
n
2 − q−n2 )(tn2 − t−n2 )(y
(a))n
}}
(3.29)
is the positive mode part
(
V a
u(a)
(1/y(a))
)
+
and
(
V a+(1/x
(a)
j )
)
+
of the primary fields V a
u(a)
(1/y(a))
in (2.21) and the (2, 1) operator V a+(1/x
(a)
j ) in (2.26), respectively. Thus the partition
function
ZN =
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
· 〈α+r,s|
N−1∏
a=1
(
V au(a)(1/y
(a))
)
+
Ma∏
j=1
(
V a+(1/x
(a)
j )
)
+
×S1+(z11) · · ·S1+(z1r1) · · ·SN−1+ (zN−11 ) · · ·SN−1+ (zN−1rN−1)|α˜+r,s〉(3.30)
is nothing but the integral part of the q-deformed Liouville correlation function of them,∮ N−1∏
a=1
ra∏
j=1
dzaj
2πi
· 〈α+r,s|
N−1∏
a=1
V au(a)(1/y
(a))
N−1∏
a=1
Ma∏
j=1
V a+(1/x
(a)
j )
×S1+(z11) · · ·S1+(z1r1) · · ·SN−1+ (zN−11 ) · · ·SN−1+ (zN−1rN−1)|α˜+r,s〉
= f(x, y)ZN . (3.31)
To recover the hole correlation function, one just need to multiply the OPE factor f(x, y)
coming from the negative mode part. Note that if u(a) = 0 and Ma <∞ then {p(a)n }n∈N
is linearly dependent and thus q-WN constraint (3.16) should be modified but the loop
equation (3.21) and the spectral curve (3.23) are unchanged.
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4 N = 2 case
Here we give an example when N = 2, i.e., the q-deformed Virasoro case. The funda-
mental bosons are
[h1n, h
1
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 )
p
n
2 + p−
n
2
δn+m,0, [h
1
n, Q
1
h] =
1
2
δn,0, (4.1)
h2n := −p−nh1n and Q2h := −Q1h. The root type and the weight type bosons are α1n :=
(1 + p−n)h1n, Q
1
α := 2Q
1
h, Λ
1
n := h
1
np
−n
2 and Q1Λ := Q
1
h. Note that A
1,1(p) = 1/(1 + p−1),
B1,1(p) = p
1
2 and C1,1(p) = [ 2 ]p.
The q-Virasoro generator, the screening currents and the vertex operators are now
W 1(z) = •• exp
{∑
n 6=0
h1nz
−n
}
•
• q
√
βh10p
1
2 + •• exp
{
−
∑
n 6=0
h1np
−nz−n
}
•
• q
−√βh10p−
1
2 ,
S1±(z) = •• exp
{
∓
∑
n 6=0
1 + p−n
ξ
n
2± − ξ−
n
2±
h1nz
−n
}
•
• e
±2√β±1Q1
hz±2
√
β
±1
h10 , ξ+ = q, ξ− = t,
V 1±(z) = •• exp
{
±
∑
n 6=0
h1n
ξ
n
2± − ξ−
n
2±
p−
n
2 z−n
}
•
• e
∓√β±1Q1
hz∓
√
β
±1
h10,
V 1u (z) = •• exp
{∑
n 6=0
(u
n
2 − u−n2 )h1n
(q
n
2 − q−n2 )(tn2 − t−n2 )p
−n
2 z−n
}
•
• e
−γ√βQ1
hz−γ
√
βh10,
V2=exp
{∑
n>0
h1n
q
n
2 − q−n2 p
−n
2 pn
}
. (4.2)
For non-negative integers s and r ≥ 0, the singular vectors |χrs〉 ∈ Fαrs are
|χ+r,s〉=
∮ r∏
j=1
dzj
2πi
· S1+(z1) · · ·S1+(zr)|α˜+r,s〉
=
∮ r∏
j=1
dzj
2πizj
z−sj (S
1
+(zj))− ·∆qW (z)|α+r,s〉 (4.3)
with α+,1r,s :=
√
β(1 + r) − 1√
β
(1 + s). Here ∆qW (z) is same as (2.31). The partition
function Z2 is now
Z2(p)=
∮ r∏
j=1
dzj
2πizj
z−sj exp
{∑
n>0
1
n
t
n
2 − t−n2
q
n
2 − q−n2 z
n
j pn
}
·∆qW (z)
= p
rs
2
r!〈 sr 〉′′r
〈 sr 〉 P(sr)(x[ p ]). (4.4)
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If we divide the power sum pn as pn =: p
(1)
n + p
(2)
n then by (A.13) and (A.16) we have
Z2(p
(1) + p(2)) = p
rs
2
∑
λ⊂(sr)
r!〈 sr 〉′′r
〈 λ 〉〈 λ̂ 〉
f
(sr)
λ,λ̂
Pλ(x
[
p(1)
]
)Pλ̂(x
[
p(2)
]
)
= p
rs
2
r!〈 sr 〉′′r
〈 sr 〉′r
∑
λ⊂(sr)
〈 λ 〉′r
〈 λ 〉〈 λ̂ 〉
Pλ(x
[
p(1)
]
)Pλ̂(x
[
p(2)
]
). (4.5)
Here λ ⊂ (sr) means λ1 ≤ s and ℓ(λ) ≤ r.
Let us consider the case that p
(2)
n := (1− un)yn/(1− tn) and denote its function by
f(x
[
1−u
1−t y
]
). Then we have
Pλ̂
(
x
[
1−u
1−t y
])
〈 λ̂ 〉y|λ̂|
=
P(sr)
(
x
[
1−u
1−t y
])
〈 sr 〉yrs
∏
(i,j)∈λ
(1− qjtr−i)(1− qs−j+1ti−1)
(tr−i − uqs−j)(1− qλi−j+1tλ′j−i) , (4.6)
which is proved in the appendix B. Next, (A.6) shows that
〈 sr 〉
〈 sr 〉′r
〈 λ 〉′r
〈 λ 〉 =
∏
(i,j)∈(sr)
1− qjtr−i
1− qj−1tr−i+1
∏
(i,j)∈λ
1− qj−1tr−i+1
1− qjtr−i . (4.7)
From the above two equations,
1
〈 sr 〉′r
〈 λ 〉′r
〈 λ 〉
Pλ̂
(
x
[
1−u
1−t y
])
〈 λ̂ 〉y|λ̂|
=
P(sr)
(
x
[
1−u
1−t y
])
〈 sr 〉yrs
∏
(i,j)∈λ
(1− qj−1tr−i+1)(1− qs−j+1ti−1)
(tr−i − uqs−j)(1− qλi−j+1tλ′j−i) ,
(4.8)
hence we obtain
〈 sr 〉
r!〈 sr 〉′′r
Z2
(
p(1) +
1− u
1− t y
)
= p
rs
2 P(sr)
(
x
[
1− u
1− t y
])
×
∑
λ⊂(sr)
y−|λ|Pλ(x
[
p(1)
]
)
∏
(i,j)∈λ
q
u
(ti−1 − qj−1tr)(ti−1 − qj−1−s)
(ti−1 − tr−1qj−s/u)(1− qλi−j+1tλ′j−i) . (4.9)
The involution ωq,t is defined in (A.10) as ωq,t(pn) = (−1)n−1pn(1− qn)/(1− tn). If
we act ωq,t on the variables pn in (4.4) and denote it as ωq,tZ2(p
(0)) := ωq,tZ2(p)|p=p(0),
then we get another type of formula
1
r!〈 sr 〉′′r
ωq,tZ2(p)=
1
r!〈 sr 〉′′r
∮ r∏
j=1
dzj
2πizj
z−sj exp
{∑
n>0
(−1)n−1
n
vnznj pn
}
·∆qW (z)
= p
rs
2 P(rs)(x[ p ]; t, q)
=
〈 sr 〉
r!〈 sr 〉′′r
Z2(p)| q↔t
r↔s
(4.10)
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which is just (4.4) with the replacement q ↔ t and r ↔ s.
Therefore when p
(1)
n :=
∑M
i=1 x
n
i we obtain
Proposition. The partition function Z2(p) substituting pn =
∑
i x
n
i +
1−un
1−tn y
n and
1−tn
1−qnpn = (−1)n−1(
∑
i x
n
i +
1−un
1−tn y
n) are
Z2
(∑
i xi +
1−u
1−t y
)
Z2
(
1−u
1−t y
) = 2ϕ(q,t)1 [ q−s, trq1−str−1/u ; qxuy
]
, (4.11)
ωq,t
Z2
(∑
i xi +
1−u
1−t y
)
Z2
(
1−u
1−t y
) = 2ϕ(t,q)1 [ t−r, qst1−rqs−1/u ; txuy
]
. (4.12)
Here 2ϕ
(q,t)
1
[
a,b
c
; x
]
is the multivariate q-hypergeometric function [33]
2ϕ
(q,t)
1
[
a, b
c
; x
]
:=
∑
λ
ℓ(λ)≤M
Pλ(x)
∏
(i,j)∈λ
(ti−1 − aqj−1)(ti−1 − bqj−1)
(ti−1 − cqj−1)(1− qλi−j+1tλ′j−i) . (4.13)
Since Pλ(x; q, t) = Pλ(x; q
−1, t−1), 2ϕ
(q,t)
1
[
a,b
c
; x
]
satisfies
2ϕ
(q,t)
1
[
a, b
c
; x
]
= 2ϕ
(q−1,t−1)
1
[
a−1, b−1
c−1
;
ab
qc
x
]
. (4.14)
When M =∞,
ωq,t2ϕ
(q,t)
1
[
a, b
c
; x
]
= 2ϕ
(t,q)
1
[
a, b
c
;
ab
c
x
]
, M =∞. (4.15)
When M = 1, 2ϕ
(q,t)
1
[
a,b
c
; x
]
reduces to the usual q-hypergeometric function
2ϕ
(q,t)
1
[
a, b
c
; x
]
:= 2ϕ1
[
a, b
c
; q, x
]
:=
∑
n≥0
xn
n−1∏
ℓ=0
(1− aqℓ)(1− bqℓ)
(1− cqℓ)(1− qℓ+1) , M = 1. (4.16)
In the next section we will show a relation between our Z2
(
x+ 1−u
1−t y
)
and the 5-
dimensional SU(2) Nekrasov partition function.
5 Five-dimensional Nekrasov partition function
Let Q = (Q1, · · · , QN) and Q± = (Q±1 , · · · , Q±N) be sets of complex parameters. The
instanton part of the five-dimensional SU(N) Nekrasov partition function with Nf = 2N
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fundamental matters3 is written by a sum over N Young diagrams λi (i = 1, 2, · · · , N)
as follows [26][17]:4
Z inst(Q) :=
∑
{λi}
∏
i,j
√∏
ǫ=±Nλi•(vQi/Q
ǫ
j)N•λi(vQ
ǫ
j/Qi)
Nλiλj (Qi/Qj)
·
∏
i
(
Λ2
v
)N |λi|
(5.1)
with v := (q/t)
1
2 and
Nλµ(Q) := Nλµ(Q; q, t) :=
∏
(i,j)∈λ
(
1−Qqλi−jtµ′j−i+1
) ∏
(i,j)∈µ
(
1−Qq−µi+j−1t−λ′j+i
)
=
∏
(i,j)∈µ
(
1−Qqλi−jtµ′j−i+1
) ∏
(i,j)∈λ
(
1−Qq−µi+j−1t−λ′j+i
)
.(5.2)
Here λ = (λ1, λ2, · · · ) is a Young diagram such that λi ≥ λi+1. λ′ is its conjugate Young
diagram and |λ| = ∑i λi. Z inst(Q;Q+;Q−) is symmetric in masses Q±j ’s. Note that
Nλµ(Q; q, t) satisfies
Nλµ(vQ; q, t) = Nµλ(Q/v; q
−1, t−1) = Nµ′λ′(Q/v; t, q) (5.3)
and
Nλ•(vQ)N•λ(vQ′) = N•λ(v/Q)Nλ•(v/Q′)(QQ′)|λ|. (5.4)
Using (5.4), (5.1) is rewritten to the following two ways (double-sign corresponds):
Z inst(Q) =
∑
{λi}
∏
i,j
Nλi•(vQi/Q
±
j )N•λi(vQ
∓
j /Qi)
Nλiλj (Qi/Qj)
·
∏
i
(
Λ±α
vN
)|λi|
(5.5)
with
Λ±α := Λ
2N
N∏
j=1
(
Q±j
Q∓j
) 1
2
. (5.6)
3The parameters (q, t) are related with those (ǫ1, ǫ2) of the Ω background through (q, t) =
(eRǫ2 , e−Rǫ1) where R is the radius of the 5th dimensional circle. The parameter Q is related with
the vacuum expectation value a of the scalar fields in the vector multiplets and the mass m of the
fundamental matter as Qi = q
ai , Q+i = q
−mi and Q−i = q
−mN+i .
4In [17], there are typos in (9.4) and (9.5). For α < β, Qα,β and Q
′
α,β should be replaced with
v1+
(−1)α+(−1)β
2 Qα,β and v
−1− (−1)
α+(−1)β
2 Q′α,β, respectively. Furthermore we change the definition of Λα
in [17] as follows
Λα := Λ
2N
α−1∏
β=1
Qβ√
Q+βQ
−
β
N∏
β=α
√
Q+βQ
−
β
Qβ
.
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Note that for λ or µ = (0),
Nλ•(Q) =
∏
(i,j)∈λ
(1−Qqj−1t1−i), N•λ(Q) =
∏
(i,j)∈λ
(1−Qq−jti) (5.7)
and N••(Q) = 1. Here • denotes (0). Hence for a special value of Q, Nλ•(1) = δλ,• and
Nλ•(t) =
∑
n≥0
δλ,n
n−1∏
ℓ=0
(1− qℓt), Nλ•(1/q) =
∑
n≥0
δλ,1n
n−1∏
ℓ=0
(1− t−ℓ/q). (5.8)
Therefore one can adjust the parameter Q so that a factor of numerator of (5.1), Nλ•(Q),
vanishes except for λ = (0), (n) or (1n). Namely for some j, if vQi/Q
±
j = 1, t or q
−1
then the right hand side of (5.1) is summed over only λi = (0), (n) or (1
n) with n ∈ Z≥0,
respectively. Note also that for λ, µ = (0), (n) or (1n),
Nnn(Q) =
n−1∏
ℓ=0
(1−Qqℓt)(1−Qq−ℓ−1), N1n1n(Q) =
n−1∏
ℓ=0
(1−Qtℓ+1)(1−Qt−ℓ/q),
Nn•(Q) =
n−1∏
ℓ=0
(1−Qqℓ), N•n(Q) =
n−1∏
ℓ=0
(1−Qq−ℓ−1t),
N1n•(Q) =
n−1∏
ℓ=0
(1−Qt−ℓ), N•1n(Q) =
n−1∏
ℓ=0
(1−Qtℓ+1/q) (5.9)
and
Nn•(t)
Nnn(1)
=
n−1∏
ℓ=0
1
1− q−ℓ−1 ,
N1n•(1/q)
N1n1n(1)
=
n−1∏
ℓ=0
1
1− tℓ+1 . (5.10)
Hence one can adjust N out of Nf = 2N parameters Q
±
i’s so that (5.5) reduces
to all λi = (0) but a λj = (n) or (1
n) with n ∈ Z≥0 same as [27]. For example, if
(Q1, · · · , QN−1, QN) = v−1 × (Q±1 , · · · , Q±N−1, tQ±N ) then the right hand side of (5.5) is
summed over only (λ1, · · · , λN−1, λN) = ((0), · · · , (0), (n)) with n ∈ Z≥0 and thus
Z inst(Q±1 /v, · · · , Q±N−1/v, tQ±N/v)
=
∑
n≥0
(
Λ±N
vN
)n
Nn•(vQN/Q±N )N•n(vQ
∓
N/QN)
Nnn(QN/QN)
N−1∏
j=1
Nn•(vQN/Q±j )
Nn•(QN/Qj)
N•n(vQ∓j /QN)
N•n(Qj/QN)
=
∑
n≥0
(
Λ±N
vN
)n n−1∏
ℓ=0
1− q−ℓQN/vQ∓N
1− q−ℓ−1
N−1∏
j=1
1− q−ℓQN/vQ∓j
1− tq−ℓ−1QN/Qj . (5.11)
On the other hand, if (Q1, · · · , QN−1, QN ) = v−1 × (Q±1 , · · · , Q±N−1, Q±N/q) then only
(λ1, · · · , λN−1, λN) = ((0), · · · , (0), (1n)) contributes. Therefore we obtain
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Proposition.
Z inst(Q±1 /v, · · · , Q±N−1/v, tQ±N/v)=NϕN−1
 Q∓1vQN , · · · , Q∓NvQN
tQ1
qQN
, · · · , tQN−1
qQN
; q−1,
Λ±N
vN

=NϕN−1
 vQNQ∓1 , · · · , vQNQ∓N
qQN
tQ1
, · · · , qQN
tQN−1
; q, vNΛ∓N
 ,
Z inst(Q±1 /v, · · · , Q±N−1/v,Q±N/qv)=NϕN−1
 Q∓1vQN , · · · , Q∓NvQN
tQ1
qQN
, · · · , tQN−1
qQN
; t,
Λ±N
vN
 (5.12)
with
rϕs
[
a1, · · · , ar
b1, · · · , bs ; q, x
]
:=
∑
n≥0
xn
n−1∏
ℓ=0
(−qℓ)s+1−r∏ri=1(1− qℓai)
(1− qℓ+1)∏si=1(1− qℓbi) . (5.13)
Note that
rϕr−1
[
a1, · · · , ar
b1, · · · , br−1 ; q, x
]
= rϕr−1
[
a−11 , · · · , a−1r
b−11 , · · · , b−1r−1
; q−1, x˜
]
, x˜ :=
x
∏r
i=1 ai
q
∏r−1
i=1 bi
. (5.14)
When N = 2, Z inst coincides with the M = 1 case of the partition function Z2 of the
q-deformed β-ensemble (4.11) similar to [6]
Z inst(Q±1 /v, tQ
±
2 /v)= 2ϕ1
[
v Q2
Q∓1
, v Q2
Q∓2
qQ2
tQ1
; q, v2Λ∓2
]
=
Z2
(
x+ 1−u
1−t y
)
Z2
(
1−u
1−t y
) , (5.15)
Z inst(Q±1 /v,Q
±
2 /qv)= 2ϕ1
 Q∓1vQ2 , Q∓2vQ2
tQ1
qQ2
; t,
Λ±2
v2
 = ωq,tZ2 (∑i xi + 1−u1−t y)
Z2
(
1−u
1−t y
) (5.16)
with
qs =
Q∓1
vQ2
, t−r =
Q∓2
vQ2
, u =
qQ1Q2
tQ∓1 Q
∓
2
,
qx
y
=
Q∓1 Q
∓
2
Q1Q2
Λ∓2 (5.17)
for (5.15) and
q−s = v
Q2
Q∓1
, tr = v
Q2
Q∓2
, u =
tQ∓1 Q
∓
2
qQ1Q2
,
tx
y
=
Q1Q2
Q∓1 Q
∓
2
Λ±2 (5.18)
for (5.16). In the SU(N) case, the Nekrasov partition function (5.12) may coincide with
our partition function ZN by using the formulas (D.5) and (A.20).
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Appendix A: Macdonald polynomial
Here we recapitulate basic properties of the Macdonald polynomial [24]. Let λ :=
(λ1, λ2, · · · , λr) with λi ≥ λi+1 ≥ 0 be a Young diagram. λ′ is its conjugate. For any λ
with λ1 ≤ s, λ̂ is complements of λ with respect to (sr), i.e., λ̂i = s−λr−i+1. |λ| :=
∑
i λi.
Let x := (x1, · · · , xr) and p := (p1, p2, · · · ) with the power sum pn := pn(x) :=
∑r
i=1 x
n
i .
For any symmetric function f in x with r = ∞, f(x[ p ]) stands for the function f
expressed in the power sum p.
The Macdonald polynomials Pλ(x) := Pλ(x; q, t) are degree |λ| homogeneous symmet-
ric polynomials in x defined as eigenfunctions of the Macdonald operator H as follows:
HPλ(x) = ελPλ(x),
H :=
r∑
i=1
∏
j(6=i)
txi − xj
xi − xj · q
Dxi , ελ :=
r∑
i=1
qλitr−i (A.1)
with a normalization condition Pλ(x) = x
λ1
1 x
λ2
2 · · ·xλrr + · · · . Where qDx with Dx := x ∂∂x
is the q-shift operator such that qDxf(x) = f(qx). Note that P•(x) := P(0)(x) = 1.
Two kinds of inner products are known in which the Macdonald polynomials are
orthogonal each other. For any symmetric functions f and g in x, let us define inner
product 〈∗, ∗〉 and another one 〈∗, ∗〉′r as follows:
〈f, g〉 :=
∮ ∏
n>0
dpn
2πipn
· f(x[ p∗ ]) g(x[ p ]), p∗n := n
1− qn
1− tn
∂
∂pn
, (A.2)
〈f, g〉′r :=
1
r!
∮ r∏
j=1
dxj
2πixj
·∆Mac(x) f(x) g(x), xj := 1
xj
(A.3)
with
∆Mac(x) :=
r∏
i 6=j
exp
{
−
∑
n>0
1
n
1− tn
1− qn
xnj
xni
}
=
r∏
i 6=j
∏
ℓ≥0
1− qℓxj/xi
1− tqℓxj/xi , |q| < 1. (A.4)
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Here we must treat the power sums pn as formally independent variables, i.e.,
∂
∂pn
pm =
δn,m for all n,m > 0. The inner products of Macdonald polynomials are given by
〈Pλ, Pµ〉= δλ,µ〈 λ 〉, 〈 λ 〉 :=
∏
(i,j)∈λ
1− qλi−j+1tλ′j−i
1− qλi−jtλ′j−i+1 , (A.5)
〈Pλ, Pµ〉′r= δλ,µ〈 λ 〉′r,
〈 λ 〉′r
〈 λ 〉 :=
∏
(i,j)∈λ
1− qj−1tr−i+1
1− qjtr−i
r∏
k=1
Γq(kβ)
Γq(β)Γq((k − 1)β + 1) .(A.6)
Here Γq(x) is the q-deformed Γ function Γq(x) := (1 − q)1−x
∏
ℓ≥0
1−qℓ+1
1−qℓ+x . Since the
Macdonald operator is self-adjoint for the another inner product 〈∗, ∗〉′r, that is to say
〈H f, g〉′r = 〈f,H g〉′r (eq. (VI.9.4) in [24]), the Macdonald polynomials are orthogonal for
this product 〈Pλ, C Pµ〉′r ∝ δλ,µ with an arbitrary pseudo-constant C(x), i.e., qDxiC(x) =
C(x). Since ∆qW (x)/∆Mac(x) is a pseudo-constant, the other inner product replacing
∆Mac(x) with ∆qW (x) as
〈f, g〉′′r :=
1
r!
∮ r∏
j=1
dxj
2πixj
·∆qW (x) f(x) g(x), xj := 1
xj
(A.7)
also has orthogonality, i.e., 〈Pλ, Pµ〉′′r = δλ,µ〈 λ 〉′′r . Let us denote by f(x
[
1−u
1−t
]
) the
function f(x[ p ]) in the specialization pn := (1− un)/(1− tn) with u ∈ C, then [24]
Pλ
(
x
[
1− u
1− t
])
=
∏
(i,j)∈λ
ti−1 − uqj−1
1− qλi−jtλ′j−i+1 . (A.8)
The following Cauchy formula is especially important:∑
λ
1
〈 λ 〉Pλ(x; q, t)Pλ(y; q, t) = Π(x, y) := exp
{∑
n>0
1
n
1− tn
1− qnpn(x)pn(y)
}
. (A.9)
With the involution ωq,t,
1
〈 λ 〉ωq,tPλ(x; q, t) = Pλ′(x; t, q), ωq,t(pn) = (−1)
n−11− qn
1− tn pn. (A.10)
If we act ωq,t on x of Π(x, y), it becomes
Π0(x, y) := exp
{∑
n>0
(−1)n−1
n
pn(x)pn(y)
}
. (A.11)
Let us denote a symmetric function f in the set of variables (x1, x2, · · · , y1, y2, · · · )
by f (x, y) or f ({x, y}). Let f νλ,µ be the following fusion coefficient
Pλ(x)Pµ(x) =:
∑
ν
f νλ,µPν(x), (A.12)
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i.e., f νλ,µ := 〈PλPµ, Pν〉/〈Pν , Pν〉. Then we have
Lemma.
Pν(x, y)
〈 ν 〉 =
∑
λ,µ
λ,µ⊂ν
Pλ(x)
〈 λ 〉 f
ν
λ,µ
Pµ(y)
〈µ 〉 . (A.13)
Proof. By the Cauchy formula (A.9),∑
ν
Pν(x, y)Pν(z)
〈 ν 〉 =Π({x, y}, z) = Π(x, z)Π(y, z)
=
∑
λ,µ
Pλ(x)Pλ(z)
〈 λ 〉
Pµ(z)Pµ(y)
〈µ 〉
=
∑
λ,µ,ν
Pλ(x)
〈 λ 〉 f
ν
λ,µPν(z)
Pµ(y)
〈µ 〉 . (A.14)
The fusion coefficient satisfies [28]
f νλ,µ = f
λ̂
µ,ν̂
〈 λ 〉′r
〈 ν 〉′r
(A.15)
where λ̂ is the complements of λ with respect to (sr) with λ1 ≤ s. Thus when ν = (sr),
f
(sr)
λ,λ̂
=
〈 λ 〉′r
〈 sr 〉′r
. (A.16)
Note that 〈 λ 〉′r = 〈 λ̂ 〉′r. For abbreviation, let 〈 sr 〉 := 〈 (sr) 〉 and 〈 n̂ 〉 := 〈 (̂n) 〉, then we
have
〈 sr 〉
〈n 〉〈 n̂ 〉f
(sr)
(n),(̂n)
=
n−1∏
ℓ=0
(1− qs−ℓ)(1− qℓt)
(1− qℓ+1)(1− qs−ℓ−1t) . (A.17)
For the r variables x := (x1, · · · , xr), (eq. (VI.4.17) in [24]),
Pλ+(sr)(x) = Pλ(x)P(sr)(x), P(sr)(x) =
r∏
j=1
xsi . (A.18)
Let us denote the Young diagram decomposing into rectangles as λ =
∑N−1
i=1 (s
ri
i ),
ri ≥ ri+1, i.e., λ′ = (rs11 rs22 · · · rsN−1N−1 ),
s1 s2 sN−2 sN−1
λ = r1 r2
· · · · · · rN−2 rN−1 .
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Then we have the following integral representation of the Macdonald polynomial [25]
Pλ(x) =
N−1∏
a=1
〈 λ(a) 〉
ra!〈 λ(a) 〉′ra
·
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
(zaj )
−sa ·Π(x, z1)
N−1∏
a=1
Π(za, za+1)∆Mac(za)
(A.19)
with zNi := 0 and λ
(1) := λ, λ(a) :=
∑N−1
i=a (s
ri
i ), i.e., λ
(a)′ = (rsaa r
sa+1
a+1 · · · rsN−1N−1 ). By
replacing ∆Mac(x) and za with ∆qW (x) and paza, respectively, we also have [21]
Pλ (x) = C˜
+
λ
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
(zaj )
−sa · Π (x, pz1)N−1∏
a=1
Π
(
za, pza+1
)
∆qW (za)
= C˜+λ 〈α+r,s| exp
{
−
∑
n>0
h1n
1− qn
M∑
i=1
xni
}
|χ+r,s〉, C˜+λ :=
N−1∏
a=1
p−arasa〈 λ(a) 〉
ra!〈 λ(a) 〉′′ra
(A.20)
with a singular vector |χ+r,s〉 in (2.29).5 Acting ω−ω+ωq,t on (A.20) gives
Pλ′ (x) = C˜
−
λ 〈α−r,s| exp
{
−
∑
n>0
h1n
1− qn
M∑
i=1
(−qxi)n
}
|χ−r,s〉, C˜−λ := ω−ω+
C˜+λ
〈 λ 〉 . (A.21)
Appendix B: Proof of (4.6)
Here we prove (4.6). We have the following formulas for the Young diagrams, which
translate the summation in squares into that in lows [17]:
Lemma.
(1− q)
∑
(i,j)∈λ
qj−1t1−i =
r∑
i=1
(
1− qλi) t1−i, r ≥ ℓ(λ), (B.1)
(1− q)
∑
(i,j)∈µ
qλi−jtµ
′
j−i =
[
r∑
i=1
r∑
j=i
−t−1
r∑
i=1
r+1∑
j=i+1
]
qλi−µj tj−i, r ≥ ℓ(µ). (B.2)
In the following let us denote by (B.1)(λ; q, t) and (B.2)(λ, µ) the equations (B.1) and
(B.2), respectively. Using these we obtain
Lemma. For any integer r ≥ ℓ(λ), ℓ(µ),
r∑
i=1
qµitr−i − qs−λiti−1
1− q =
∑
(i,j)∈(sr)
qj−1ti−1 −
∑
(i,j)∈λ
qs−jti−1 −
∑
(i,j)∈µ
qj−1tr−i (B.3)
=
∑
(i,j)∈µ̂
qλ̂i−jtµ̂
′
j−i −
∑
(i,j)∈λ
qµi−jtλ
′
j−i. (B.4)
5(A.20) can be written also by the Jackson integral [29].
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Proof. First, qs×(B.1)(λ; q−1, t−1)−tr−1×(B.1)(µ; q, t) and∑ri=1 (tr−1 − qsti−1)/(1− q) =∑r
i=1
∑s
j=1 q
j−1ti−1 gives (B.3). Next, by (B.2)(λ̂, µ̂) and λ̂i := s− λr−i+1 with λ0 := 0,
(1− q)
∑
(i,j)∈µ̂
qλ̂i−jtµ̂
′
j−i=
[
r∑
i=1
r∑
j=i
−t−1
r∑
i=1
r+1∑
j=i+1
]
qλ̂i−µ̂j tj−i
=
[
r∑
i=1
r∑
j=i
−t−1
r−1∑
i=0
r∑
j=i+1
]
qµi−λj tj−i (B.5)
=
[
r∑
i=1
r∑
j=i
−t−1
(
r∑
i=1
r+1∑
j=i+1
−
r∑
i=1
∑
j
δj,r+1 +
r∑
j=1
∑
i
δi,0
)]
qµi−λj tj−i.
Thus (B.2)(λ̂, µ̂)− (B.2)(µ, λ) gives (B.4).
Note that µ̂′ 6= µ̂′. From (B.3) and (B.4) and their µ = λ̂ cases we have∑
(i,j)∈(sr)
qj−1t1−i=
∑
(i,j)∈λ
qs−jti−r +
∑
(i,j)∈λ̂
qj−1t1−i, (B.6)
∑
(i,j)∈(sr)
qj−1ti−1=
∑
(i,j)∈λ
qs−jti−1 +
∑
(i,j)∈µ
qj−1tr−i +
∑
(i,j)∈µ̂
qλ̂i−jtµ̂
′
j−i −
∑
(i,j)∈λ
qµi−jtλ
′
j−i.(B.7)
For any equation f(q, t) = 0 we define a mapping by exp
{−∑n>0 1nf(qn, tn)} = 0.
Acting this mapping on u× (B.6) and (B.7) gives∏
(i,j)∈(sr)
(1− uqj−1t1−i) =
∏
(i,j)∈λ
(1− uqs−jti−r)
∏
(i,j)∈λ̂
(1− uqj−1t1−i), (B.8)
∏
(i,j)∈(sr)
(1− qjti−1) =
∏
(i,j)∈λ
(1− qs−j+1ti−1)
∏
(i,j)∈µ
(1− qjtr−i)
∏
(i,j)∈µ̂(1− qλ̂i−j+1tµ̂
′
j−i)∏
(i,j)∈λ(1− qµi−j+1tλ
′
j−i)
.
(B.9)
Thus∏
(i,j)∈(sr)
(1− uqj−1t1−i)
(1− qjti−1) =
∏
(i,j)∈λ
(1− uqs−jti−r)
(1− qs−j+1ti−1)
∏
(i,j)∈λ̂(1− uqj−1t1−i)∏
(i,j)∈µ(1− qjtr−i)
∏
(i,j)∈λ(1− qµi−j+1tλ
′
j−i)∏
(i,j)∈µ̂(1− qλ̂i−j+1tµ̂
′
j−i)
.
(B.10)
When µ = λ,∏
(i,j)∈(sr)
(1− uqj−1t1−i)
(1− qjti−1) =
∏
(i,j)∈λ
(1− uqs−jti−r)
(1− qs−j+1ti−1)
(1− qµi−j+1tλ′j−i)
(1− qjtr−i)
∏
(i,j)∈λ̂
(1− uqj−1t1−i)
(1− qλ̂i−j+1tλ̂′j−i)
.
(B.11)
(A.8) and (A.5) completes the proof of (4.6).
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Appendix C: Relation with Kaneko’s integral formula
When β ∈ N we can use Kaneko’s integral formula [30]. Let us define the following
another kernel, which has the same q = 1 limit with ∆qW (z),
∆qH(z) :=
∏
i<j
exp
{
−
∑
n>0
1
n
tn − t−n
q
n
2 − q−n2 q
n
2
znj
zni
}
·
r∏
i=1
z
(r+1−2i)β
i
=
∏
i<j
∏
ℓ≥1
1− qℓzj/tzi
1− qℓtzj/zi ·
r∏
i=1
z
(r+1−2i)β
i , |q| < 1. (C.1)
In this section, we concentrate on the case of β ∈ N with t = qβ. Then
Π(z, w)=
∏
i,j
β−1∏
ℓ=0
(1− qℓziwj)−1,
∆qW (z) =
∏
i<j
β−1∏
ℓ=0
(1− q−ℓzj/zi)(1− qℓzj/zi) ·
r∏
i=1
z
(r+1−2i)β
i
=
(
−q 1−β2
) βr(r−1)
2
∏
i<j
β−1∏
ℓ=0
(1− qℓzi/zj)(1− qℓzj/zi),
∆qH(z) =
∏
i<j
β∏
ℓ=1−β
(1− qℓzj/zi) ·
r∏
i=1
z
(r+1−2i)β
i
=
(
−q 1−β2
) βr(r−1)
2
∏
i<j
β−1∏
ℓ=0
(1− qℓzi/zj)(1− qℓ+1zj/zi). (C.2)
Let z := (z1, · · · , zr) and x := (x1, · · · , xM). We have the following Kaneko’s integral
formula for the multivariate q-hypergeometric function in (4.13)
Lemma. [30][31]∮ r∏
j=1
dzj
2πizj
a−1∏
ℓ=0
(1−qℓzj)
b−1∏
ℓ=0
(1−qℓ+1/zj)
M∏
k=1
(1−zjxk)·∆qH(z) = 2ϕ(t,q)1
[
t−r, qb
q−a−1t1−r
; q−atx
]
c
(q,t)
a,b,r
(C.3)
with
c
(q,t)
a,b,r :=
r−1∏
j=0
∏a+b+jβ
ℓ=0 (1− qℓ+1)
∏(j+1)β
ℓ=0 (1− qℓ+1)∏a+jβ
ℓ=0 (1− qℓ+1)
∏b+jβ
ℓ=0 (1− qℓ+1)
∏β
ℓ=0(1− qℓ+1)
. (C.4)
Note that the right hand side of (C.3) is summed over all Young diagrams λ with λ1 ≤ r
and ℓ(λ) ≤ b.
25
For any symmetric Laurent polynomial f(z), we have
Lemma. [28]∮ r∏
j=1
dzj
2πizj
·∆qW (z)f(z) = r!
r∏
ℓ=1
1− t
1− tℓ
∮ r∏
j=1
dzj
2πizj
·∆qH(z)f(z). (C.5)
This follows from
∆qH(z) = ∆qW (z)
∏
i<j
1− tzj/zi
1− zj/zi (C.6)
and ∑
ω∈Sr
ω
(∏
i<j
1− tzj/zi
1− zj/zi
)
=
r∏
i=1
1− ti
1− t . (C.7)
Let x := (x1, · · · , xM). When
− t
n
2 − t−n2
q
n
2 − q−n2 pn =
M∑
k=1
xnk +
qc
n
2 − q−cn2
q
n
2 − q−n2 q
−n
2
(1+2s−c), (C.8)
the partition function Z2 in (4.4) is
Z2 =
∮ r∏
j=1
dzj
2πizj
z−sj
∏
ℓ≥0
1− qℓ−szj
1− qℓ+c−szj
M∏
k=1
(1− zjxk) ·∆qW (z) =: Z(x)2 . (C.9)
When c ∈ N, this reduces to
Z
(x)
2 = (−1)sq−
s(s−1)
2
∮ r∏
j=1
dzj
2πizj
c−s−1∏
ℓ=0
(1− qℓzj)
s−1∏
ℓ=0
(1− qℓ+1/zj)
M∏
k=1
(1− zjxk) ·∆qW (z).
(C.10)
Therefore, from (C.3) and (C.5) we obtain
Proposition.
Z
(x)
2
Z
(0)
2
= 2ϕ
(t,q)
1
[
t−r, qs
qs−c−1t1−r
; qs−ctx
]
. (C.11)
Note that the right hand side of (C.11) is nothing but that of (4.12) with y = q−s and
u = tc. Thus when N = 2 and M = 1, (C.11) coincides with the 5-dimensional SU(2)
Nekrasov partition function (5.16)
Z
(x)
2
Z
(0)
2
= Z inst(Q±1 /v,Q
±
2 /qv) (C.12)
with (5.18).
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Appendix D: Relation with Jackson integral
In this section we assume 0 < q < 1. In this article
∮
dz
2πiz
f(z) denotes the constant term
in f(z), i.e.,
∮
dz
2πiz
∑
n∈Z fnz
n := CT{z}
∑
n∈Z fnz
n := f0. But to define the q-deformed
β-ensemble (3.6), one can replace it by the Jackson integral which may have more natural
q → 1 limit. The Jackson integral is defined by∫ 1
0
dqz
z
f(z) := (1− q)
∑
n≥0
f(qn),
∫ ∞
0
dqz
z
f(z) := (1− q)
∑
n∈Z
f(qn). (D.1)
For a Laurent polynomial f , the relation between the Jackson integral and the constant
term map is [32]
CT{z}f(z) = lim
ǫ→0
1− qǫ
1− q
∫ 1
0
dqz
z
zǫf(z). (D.2)
For some special cases, one can calculate the partition function of the q-deformed β-
ensemble (3.6) by using following formulas: For β ∈ Z≥0, ℜ(x) > 0 and y 6= 0,−1,−2, · · ·
[33],∫ 1
0
r∏
j=1
dqzj
zj
zxj
∏
ℓ≥0
1− qℓ+1zj
1− qℓ+yzj ·
∏
i<j
2β∏
ℓ=1
(zi − qℓzj/t) ·
∏
i,j
(1− zixj)
= tAr
∏
i
Γq(iβ + 1)
Γq(β + 1)
Γq(x+ (r − i)β)Γq(y + (r − i)β)
Γq(x+ y + (2r − i− 1)β) 2ϕ
(t,q)
1
[
t−r, q−xt1−r
q−x−yt2−2r
; q−ytx
]
(D.3)
with
Ar :=
r(r − 1)
2
x+
r(r − 1)(r − 2)
3
β. (D.4)
And also for β ∈ N and ℜ(x) > −λr (Cor. 1.6 in [28]),6∫ 1
0
r∏
j=1
dqzj
zj
zxj
β∏
ℓ=0
(1− qℓ+1zj) ·
∏
i<j
2β∏
ℓ=1
(zi − qℓzj/t) ·
∏
i,j
(1− zixj) · Pλ(z; q, t)
= tArPλ(1, t, · · · , tr−1; q, t)
∏
i
Γq(iβ + 1)Γq(iβ)
Γq(β + 1)
Γq(x+ λi + (r − i)β)
Γq(x+ λi + (2r − i)β)
× r+1ϕ(t,q)r
[
t−r, q−x−λ1t2−2r, q−x−λ2t3−2r, · · · , q−x−λrt1−r
q−x−λ1t1−2r, q−x−λ2t2−2r, · · · , q−x−λrt−r ; x
]
. (D.5)
Note that If β /∈ Z then for any regular function f(z) in |z| ≤ 1, using the pseudo
constant F (z) in (2.32), we can rewrite the contour integral to the Jackson integral∮
|z|=1
dz
2πi
F (z)z−βf(z) =
∑
n≥0
qn(1−β)f(qn)resz=1F (z) =
1
Γq(β)Γq(1− β)
∫ 1
0
dqzz
−βf(z).
(D.6)
6The first factor
∏β
ℓ=0(1− qℓ+1zj) can be generalized to
∏
ℓ≥0 (1− qℓ+1zj)/(1− qℓ+yzj) [34].
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Appendix E: Four-dimensional case
E.1 q → 1 limit
Here we give an example when q = 1, i.e., four-dimensional case [3]. Let us change the
normalization of bosons by7
hin
old
=
√
(q
n
2 − q−n2 )(tn2 − t−n2 )
n2
hin
new
=
q
n
2 − q−n2
n
√
[β ]qnh
i
n
new
, n 6= 0 (E.1)
with hi0
old
= hi0
new
and Qih
old
= Qih
new
unchanged. Using the notation defined in the next
subsection, let q = e~/
√
β, hin
new
= (~hi · ~an) +O(~) and Qihnew = (~hi · ~Q) +O(~).8 Then
pDz − Λi(zp1−i) = −~zN+12 −i+1(α0∂z + (~hi · ∂z~φ(z)))z−N+12 +i +O(~2) (E.2)
with α0 :=
√
β − 1/√β and ∂z := ∂∂z . By letting ~ → 0 we obtain the four-dimensional
case. Note that limq→1 [n ]q = n.
E.2 WN algebra
Let {~ei}Ni=1 to be an orthonormal basis, i.e., ~ei ·~ej = δij . The weight space of AN−1 is the
hyper-surface perpendicular to
∑N
i=1 ~ei. The weights of the vector representation
~hi, the
simple roots ~αa and the fundamental weights ~Λa for i = 1, · · · , N and a = 1, · · · , N−1 are
given by ~hi := ~ei − 1N
∑N
j=1 ~ej , ~α
a := ~ha −~ha+1 and ~Λa :=∑ai=1 ~hi. Their inner-products
are
(~hi · ~hj) = δi,j − 1
N
, (~αa · ~αb) = Cab := 2δa,b − δa−1,b − δa+1,b,
(~hi · ~αb) =Bi,b := δi,b − δi−1,b, (~αa · ~Λb) = δa,b, (E.3)
(~hi · ~Λb) =Ai,b := θ(i ≤ b)− b
N
, (~Λa · ~Λb) = (C−1)ab = min(a, b)
(
1− max(a, b)
N
)
.
We define the boson field in the weight space by
~φ(z) := ~Q+ ~a0 log z −
∑
n 6=0
1
n
~anz
−n, [(~αa · ~Q), (~Λb · ~Q)] = 0,
[(~αa · ~an), (~Λb · ~am)] = nδa,bδn+m,0, [(~αa · ~a0), (~Λb · ~Q)] = δa,b. (E.4)
7Then
hin
old
q
n
2ℓ−q−
n
2ℓ
= 1n
√
[β ]
qn
[ 1/ℓ ]
qn
hin
new
,
hin
old
t
n
2k−t−
n
2k
= 1n
hin
new
[ 1/k ]
tn
√
[β ]
qn
and
(u
n
2 −u−
n
2 )hin
old
(q
n
2 −q−
n
2 )(t
n
2 −t−
n
2 )
=
[ γ ]tn
n
√
[β ]qnh
i
n
new
for u = tγ .
8O(~) is a linear combination of (~hj · ~an)’s and (~hj · ~Q)’s with j = 1, · · · , N [35].
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Then for any vectors ~u and ~v in the weight space,
(~u · ~φ(z))(~v · ~φ(w)) = (~u · ~v) log(z − w) + ••(~u · ~φ(z))(~v · ~φ(w))••. (E.5)
From (E.2) the WN generators W icℓ(z) can be defined by
N∑
i=0
W icℓ(z)(α0∂z)
N−i := ••(α0∂z+(~h
1 · ∂z~φ(z)))(α0∂z+(~h2 · ∂z~φ(z))) · · · (α0∂z+(~hN · ∂z~φ(z)))••.
(E.6)
Note that W icℓ(z) 6= lim~→0W i(z). W 2cℓ(z) is the Virasoro generator with the central
charge c = N − 1− 12α20~ρ 2,
−W 2cℓ(z) = 12 ••(∂~φ(z) · ∂~φ(z))••+ α0(~ρ · ∂2~φ(z)) (E.7)
where ~ρ is the half-sum of positive roots, ~ρ :=
∑N−1
a=1
~Λa, and ~ρ
2 = 1
12
N(N2−1). Screening
currents (2.15) and primary fields (2.21), (2.26) and (2.27) are now
Sa±(z) := ••e
±√β±1(~αa·~φ(z))•
•, V
a
±(z) := ••e
∓√β±1(~Λa·~φ(z))•
•, (E.8)
V aℓ+1,k+1(z) := ••e
(−ℓ√β+k/√β)(~Λa·~φ(z))•
•, V
a
γ (z) := ••e
−γ√β(~Λa·~φ(z))•
•. (E.9)
E.3 β-ensemble
The vertex operator in (3.1) is now
VN :=
N−1∏
a=1
exp
{√
β
∑
n>0
1
n
(~Λa · ~an)p(a)n
}
. (E.10)
Then, as (3.2), 〈α|VN defines the isomorphism by√
β p(a)n 〈α|VN = 〈α|VN(~αa · ~a−n),
n√
β
∂
∂p
(a)
n
〈α|VN = 〈α|VN(~Λa · ~an) (E.11)
for n > 0 and ~α〈α|VN = 〈α|VN~a0. Here 〈α| is an abbreviation of 〈~α|. As (3.4) the vector
|S+r,s〉 also defines another linear map by
(~Λa · ~an)|S+r,s〉 = |S+r,s〉
√
β
ra∑
k=1
(zak)
n, n > 0. (E.12)
The partition function ZN , the potential W (z
a, za+1) and the effective action Seff in
(3.6), (3.7) and (3.11), respectively, are now
ZN :=
∮ N−1∏
a=1
ra∏
j=1
dzaj
2πizaj
(zaj )
−sa exp
{
β
∑
n>0
1
n
(zaj )
np(a)n
}
·∆qW (za)Π (za, za+1) ,
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W (za, za+1) :=
ra∑
i=1
(
β
∑
n>0
1
n
(zai )
np(a)n − β
ra+1∑
j=1
log
(
1− z
a+1
j
zai
)
− (sa + 1) log zai
)
,(E.13)
Seff :=
N−1∑
a=1
(
W (za, za+1) + 2β
∑
i<j
log
(
1− z
a
j
zai
)
+ β
ra∑
i=1
(ra + 1− 2i) log zai
)
with zN := 0 and
Π(z, w) :=
∏
i,j
exp
{
β
∑
n>0
1
n
zni w
n
j
}
=
∏
i,j
(1− ziwj)−β, (E.14)
∆qW (z) :=
∏
i<j
exp
{
−2β
∑
n>0
1
n
znj
zni
}
·
r∏
i=1
z
(r+1−2i)β
i =
∏
i<j
(1− zj/zi)β(zi/zj − 1)β.(E.15)
ZN is written as (3.9) by the Jack polynomial Pλ(x) := Pλ(x; β) defined in appendix E.6.
The saddle point condition is ∂Seff
∂za
k
= 0 with
zak
∂Seff
∂zak
= β
∑
n>0
(zak)
np(a)n + β log
∏
i<k (1− zak/zai )2∏
j>k
(
1− zaj /zak
)2
∏ra+1
j=1
(
1− za+1j /zak
)∏ra−1
i=1
(
1− zak/za−1i
)
+ ((ra + 1− 2k)β − sa − 1). (E.16)
As (3.14) let us define ∂z
~ˆ
φ(z) and W icℓ(z) by
∂z
~ˆ
φ(z) := z−1~α +
√
β
∑
n>0
N−1∑
b=1
(
zn−1~Λbp(b)n + z
−n−1~αb
n
β
∂
∂p
(b)
n
)
, (E.17)
N∑
i=0
W icℓ(z)(α0∂z)N−i := ••(α0∂z+(~h1 · ∂z ~ˆφ(z)))(α0∂z+(~h2 · ∂z ~ˆφ(z))) · · · (α0∂z+(~hN · ∂z ~ˆφ(z)))••
(E.18)
and W icℓ(z) =:
∑
n∈ZW icℓnz−n. Similarly, ∂z~˜φ(z) and W˜ icℓ(z) are defined by replacing
n
β
∂
∂p
(b)
n
with
∑rj
k=1(z
b
k)
n. Then we have the WN constraint WacℓnZN = 0 and the loop
equation
〈〈
W˜acℓn
〉〉
= 0 for n > 0. The quantum spectral curve (3.23) is now〈〈
(α0∂z + (~h
1 · ∂z~˜φ(z)))(α0∂z + (~h2 · ∂z~˜φ(z))) · · · (α0∂z + (~hN · ∂z~˜φ(z)))
〉〉
= 0.
(E.19)
For large ra this reduces to (3.27) with R = 0. When p
(a)
n =
∑Mi
j=1(x
(a)
j )
n + (γ(a)y(a))n,
VN =
N−1∏
a=1
exp
{√
β
∑
n>0
1
n
(~Λa · ~an)
{
Mi∑
j=1
(x
(a)
j )
n + (γ(a)y(a))n
}}
(E.20)
is the positive mode part of V a
γ(a)
(1/y(a)) and V a+(1/x
(a)
j ).
9
9The Toda theory/W-gravity duality is discussed in [36].
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E.4 N = 2 case
When N = 2, i.e., the Virasoro case, ~Λ1 = ~h1 = −~h2, ~α1 = 2~h1, (~h1 · ~h1) = A1,1 = 1/2,
B1,1 = 1 and C1,1 = 2. Let pn := p
(1)
n then the partition function Z2 is now
Z2(p) =
∮ r∏
j=1
dzj
2πizj
z−sj exp
{
β
∑
n>0
1
n
znj pn
}
·∆qW (z) = r!〈 s
r 〉′′r
〈 sr 〉 P(sr)(x[ p ]). (E.21)
As (4.11) the partition function Z2(p) substituting pn =
∑
i x
n
i + (γy)
n is
Z2 (
∑
i xi + γy)
Z2 (γy)
= 2ϕ
β
1
[ −s, rβ
1− s+ (r − 1− γ)β ;
x
y
]
. (E.22)
Here 2ϕ
β
1
[
a,b
c
; x
]
is the multivariate hypergeometric function
2ϕ
β
1
[
a, b
c
; x
]
:=
∑
λ
ℓ(λ)≤M
Pλ(x; β)
∏
(i,j)∈λ
(a + j − 1 + (1− i)β)(b+ j − 1 + (1− i)β)
(c+ j − 1 + (1− i)β)(λi − j + 1 + (λ′j − i)β)
.
(E.23)
If we substitute βnpn = (−1)n−1(
∑
i x
n
i + (γy)
n) to Z2(p) then the right hand side
2ϕ
β
1
[
a,b
c
; x
y
]
of (E.22) is replaced by 2ϕ
1/β
1
[
−a,−b
−c ;
x
y
]
.
E.5 Four-dimensional Nekrasov partition function
Let a = (a1, · · · , aN) and m = (m1, · · · , m2N) be sets of complex parameters. mk
corresponds to the mass of the fundamental matter. Then by (5.2) and (5.5),
Z inst(a) :=
∑
{λi}
N∏
i=1
(−Λ2)N |λi|
∏2N
k=1Nλi•(
ai+mk√
β
− α0/2)∏N
j=1Nλiλj (
ai−aj√
β
)
, α0 :=
√
β − 1√
β
,
Nλµ(a) := Nλµ(a;
√
β) := (−1)|λ|+|µ|
×
∏
(i,j)∈λ
(
a +
λi − j√
β
+
√
β(µ′j − i+ 1)
) ∏
(i,j)∈µ
(
a− µi − j + 1√
β
−
√
β(λ′j − i)
)
,(E.24)
which satisfies
Nλµ
(
a− α0
2
;
√
β
)
=Nµλ
(
a+
α0
2
;−
√
β
)
= Nµ′λ′
(
a +
α0
2
;
1√
β
)
=(−1)|λ|+|µ|Nµλ
(
−a− α0
2
;
√
β
)
. (E.25)
When N = 2, Z inst coincides with the M = 1 case of the partition function Z2
Z inst(−m1 + β−12 ,−m2 + 3β−12 ) = 2ϕ1
[
a2 +m3 +
1−β
2
, a2 +m4 +
1−β
2
a2 − a1 + 1− β ; Λ
4
]
=
Z2 (x+ γy)
Z2 (γy)
(E.26)
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with s = −a2 −m3 − 1−β2 , rβ = a2 +m4 + 1−β2 , γβ = a1 + a2 +m3 +m4 + 1− β and
x/y = Λ4. Similarly, Z inst(−m1 + β−12 ,−m2 + β−32 ) is given by changing the sign of the
variables a, b and c of 2ϕ1
[
a,b
c
; Λ4
]
in (E.26).
E.6 Jack polynomial
Finally the Jack polynomials Pλ(x) := Pλ(x; β) are defined by
HPλ(x) = ελPλ(x), ελ :=
r∑
i=1
λi(λi + (r + 1− 2i)β),
H :=
r∑
i=1
D2i + β
∑
i<j
xi + xj
xi − xj (Di −Dj), Dx := x
∂
∂x
(E.27)
with a normalization condition Pλ(x) = x
λ1
1 x
λ2
2 · · ·xλrr + · · · . Inner products 〈f, g〉 and
〈f, g〉′r are the same with (A.2) and (A.3), respectively, but p∗n := nβ ∂∂pn and ∆Mac(x) :=∏r
i 6=j exp
{−β∑n>0 xnj /nxni } =∏ri 6=j(1− xj/xi)β = (−1) r(r−1)2 β∆qW (x). The inner prod-
ucts of Jack polynomials are given by
〈Pλ, Pµ〉= δλ,µ〈 λ 〉, 〈 λ 〉 :=
∏
(i,j)∈λ
λi − j + 1 + (λ′j − i)β
λi − j + (λ′j − i+ 1)β
, (E.28)
〈Pλ, Pµ〉′r= δλ,µ〈 λ 〉′r,
〈 λ 〉′r
〈 λ 〉 :=
∏
(i,j)∈λ
j − 1 + (r − i+ 1)β
j + (r − i)β
r∏
k=1
Γ(kβ)
Γ(β)Γ((k − 1)β + 1) .(E.29)
The specialization pn := γ with γ ∈ C is
Pλ (x[ γ ]) =
∏
(i,j)∈λ
j − 1 + (γ + 1− i)β
λi − j + (λ′j − i+ 1)β
. (E.30)
We have the following integral representation of the Jack polynomial [37]
Pλ(x; β)= C˜
+
λ 〈α+r,s| exp
{
−
√
β
∑
n>0
h1n
n
M∑
i=1
xni
}
|χ+r,s〉, C˜+λ :=
N−1∏
a=1
(−1) r
(a)(r(a)−1)
2
β〈 λ(a) 〉
ra!〈 λ(a) 〉′ra
Pλ′ (−x; β) = C˜−λ 〈α−r,s| exp
{
−
√
β
∑
n>0
h1n
n
M∑
i=1
xni
}
|χ−r,s〉, C˜−λ := ω−ω+
C˜+λ
〈 λ 〉 (E.31)
with zNi := 0.
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Appendix F: Notation
Here we list up the notation of bosons.
hin and Q
i
h (i = 1, 2, · · · , N) : Fundamental (weight) bosons.
∑N
i=1 p
inhin =
∑N
i=1Q
i
h = 0.
Λan and Q
a
Λ (a = 1, 2, · · · , N − 1) : Weight bosons. Λ0n = ΛNn = Q0Λ = QNΛ = 0.
αan and Q
a
α (a = 1, 2, · · · , N − 1) : Root bosons.
F.1 Relations
hjn Λ
b
n α
b
n
hin =
N−1∑
b=1
Bi,b(pn)Λbn =
N−1∑
b=1
Ai,b(pn)αbn,
Qih = Q
i
Λ −Qi−1Λ =
(
N−1∑
b=i
−
N−1∑
b=1
b
N
)
Qbα,
Λan :=
N−1∑
b=1
(B−1)a,b(pn)hbn =
N−1∑
b=1
(C−1)a,b(pn)αbn,
QaΛ =
a∑
b=1
Qbh =
(
a∑
b=1
b
N − a
N
+
N−1∑
b=a+1
a
N − b
N
)
Qbα,
αan := h
a
n − ha+1n =
N−1∑
b=1
Ca,b(pn)Λbn,
Qaα = Q
a
h −Qa+1h =−Qa−1Λ + 2QaΛ −Qa+1Λ .
Here
Ai,b(p) :=
[Nθ(i ≤ b)− b ]p
[N ]p
p
b−Nθ(i>b)
2 , (A−1)a,b(p) = δa,b − δa+1,b + pb−Nδa,N−1,
Bi,b(p) := p
1
2 δi,b − p− 12 δi−1,b, (B−1)a,b(p) = pb−a− 12 θ(a ≥ b),
Ca,b(p) := [ 2 ]pδa,b − p−
1
2 δa−1,b − p 12 δa+1,b, (C−1)a,b(p) =
[min(a, b) ]p[N −max(a, b) ]p
[N ]p
p
b−a
2 .
(F.1)
33
F.2 Commutation relations between bosons
[X in, Y
j
m] =
1
n
(q
n
2 − q−n2 )(tn2 − t−n2 )δn+m,0Z i,jn .
X in\Y j−n hj−n Λb−n αb−n
hin
[ δijN − 1 ]pn
[N ]pn
p
n
2
Nsgn(j−i) Ai,b(pn) Bi,b(pn)
Λan A
j,a(p−n) (C−1)a,b(pn) δa,b
αan B
j,a(p−n) δa,b Ca,b(pn)
F.3 Commutation relations between boson zero modes
[X in, Q
j ] = δn,0Z
i,j.
X i0\Qj Qjh QbΛ Qbα
hi0 δi,j −
1
N
θ(i ≤ b)− b
N
δi,b − δi−1,b
Λa0 θ(j ≤ a)−
a
N
min(a, b)
(
1− max(a, b)
N
)
δa,b
αa0 δa,j − δa+1,j δa,b 2δa,b − δa−1,b − δa+1,b
34
References
[1] L. Alday, D. Gaiotto and Y. Tachikawa, Lett. Math. Phys. 91 (2010) 167-197,
arXiv:hep-th/0906.3219.
[2] G.R. Harris, Nucl. Phys. B356 (1991) 685–702.
[3] H. Awata, Y. Matsuo, S. Odake and J. Shiraishi, Soryushiron Kenkyu 91 (1995)
A69-A75, arXiv:hep-th/9503028.
[4] R. Dijkgraaf and C. Vafa, “Toda Theories, Matrix Models, Topological Strings, and
N = 2 Gauge Systems,” arXiv:0909.2453.
[5] H. Itoyama, K. Maruyoshi and T. Oota, “Notes on the Quiver Matrix Model and
2d-4d Conformal Connection,” arXiv:0911.4244.
[6] R. Schiappa, N. Wyllard, “An Ar threesome: Matrix models, 2d CFTs and 4d N=2
gauge theories,” arXiv:0911.5337.
[7] Shoichi Kanno, Yutaka Matsuo, Shotaro Shiba, Yuji Tachikawa, Phys. Rev. D81
(2010) 046004, arXiv:0911.4787.
T. Eguchi, K. Maruyoshi, “Penner Type Matrix Model and Seiberg-Witten Theory,”
arXiv:0911.4797.
A. Mironov, A. Morozov, Sh. Shakirov, JHEP 02 (2010) 030 arXiv:0911.5721.
G. Giribet, JHEP 01 (2010) 097 arXiv:0912.1930.
V. Alba and A. Morozov, “Check of AGT Relation for Conformal Blocks on Sphere,”
arXiv:0912.2535.
M. Fujita, Y. Hatsuda, T. Tai, JHEP 1003 (2010) 046 arXiv:0912.2988.
M. Taki, “On AGT Conjecture for Pure Super Yang-Mills and W-algebra,”
arXiv:0912.4789.
P. Su lkowski, “Matrix models for β-ensembles from Nekrasov partition functions
arXiv:0912.5476.
Sh. Shakirov, “Exact solution for mean energy of 2d Dyson gas at beta = 1,”
arXiv:0912.5520.
A. Mironov, A. Morozov, Sh. Shakirov, “Conformal blocks as Dotsenko-Fateev In-
tegral Discriminants,” arXiv:1001.0563.
H. Itoyama, T. Oota, “Method of Generating q-Expansion Coefficients for Con-
formal Block and N=2 Nekrasov Function by beta-Deformed Matrix Model,”
arXiv:1003.2929.
A. Mironov, Al. Morozov, And. Morozov, “Matrix model version of AGT conjecture
35
and generalized Selberg integrals,” arXiv:1003.5752.
A.Morozov, Sh.Shakirov “The matrix model version of AGT conjecture and CIV-DV
prepotential,” arXiv:1004.2917.
[8] D. Gaiotto, “Asymptotically free N=2 theories and irregular conformal blocks,”
arXiv:hep-th/0908.0307.
[9] H. Awata and Y. Yamada, JHEP 1001 (2010) 125, arXiv:0910.4431.
[10] N. Nekrasov, Adv. Theor. Math. Phys. 7 (2003) 831, arXiv:hep-th/0206161.
[11] R. Flume and R. Poghossian, Int. J. Mod. Phys. A18 (2003) 2541,
arXiv:hep-th/0208176.
[12] N. Nekrasov and A. Okounkov, The unity of mathematics, Progr. Math. 244 (2006)
525, arXiv:hep-th/0306238.
[13] H. Nakajima and K. Yoshioka, Invent. Math. 162 (2005) 313,
arXiv:math.AG/0306198.
[14] H. Nakajima and K. Yoshioka, “Instanton Counting on Blowup II. K-theoretic Par-
tition Function,” arXiv:math.AG/0505553.
[15] H. Awata and H. Kanno, JHEP 0505 (2005) 039, arXiv:hep-th/0502061.
[16] A. Iqbal, C. Kozcaz and C. Vafa, “The Refined Topological Vertex,”
arXiv:hep-th/0701156.
[17] H. Awata and H. Kanno, Int. J. Mod. Phys. A24 (2009) 2253,
arXiv:0805.0191[hep-th].
[18] J. Shiraishi, H. Kubo, H. Awata and S. Odake, Lett. Math. Phys. 38, pp33–51,
arXiv:q-alg/9507034.
[19] H. Awata, H. Kubo, S. Odake and J. Shiraishi, Les Publications CRM, Proceedings
of the Canada-China meeting on theoretical physics (Edited by L. Lapointe et.al.)
2003, pp. 154–188, arXiv:hep-th/9612233.
[20] B. Feigin and E. Frenkel, Commun. Math. Phys. 178 (1996) 653–678.
arXiv:q-alg/9508009.
[21] H. Awata, H. Kubo, S. Odake and J. Shiraishi, Commun. Math. Phys. 179 (1996)
401–416, arXiv:q-alg/9508011.
[22] S. Kharchev, A. Marshakov, A. Mironov and A. Morozov, Nucl. Phys. B404 (1993)
717–750, arXiv:hep-th/9208053.
36
[23] H. Awata, H. Kubo, Y. Morita, S. Odake and J. Shiraishi, Lett. Math. Phys. 41
(1997) 65–78, arXiv:q-alg/9604023.
[24] I.G. Macdonald, Symmetric functions and Hall polynomials, Second Edition, Oxford
University Press, 1995.
[25] H. Awata, S. Odake and J. Shiraishi, Commun. Math. Phys. 179 (1996) 647–666,
arXiv:q-alg/9506006
[26] A. Iqbal and A.-K. Kashani-Poor, Adv. Theor. Math. Phys. 10 (2006) 317,
arXiv:hep-th/0410174.
[27] A. Mironov, A. Morozov Phys. Lett. B680 (2009), 188-194, arXiv:0908.2190.
[28] S. Warnaar, The Ramanujan J. 10 (2005), 237-268.
[29] J. Shiraishi, Private communication.
[30] J. Kaneko, Discrete Math. 173 (1997), 79-90.
[31] D. Zeilberger, J. of Combinatorial Theory A66 (1994), 311-312.
[32] R. Askey, SIAM J. Math. Anal. 11 (1980), 938-951.
[33] J. Kaneko, Ann. Sci. E´cole Norm. Sup. (4) 29 (1996), 583-637.
[34] S. Warnaar, Private communication.
[35] H. Awata, H. Kubo, S. Odake and J. Shiraishi, Les Publications CRM, Proceedings
of the Canada-China meeting on theoretical physics (Edited by L. Lapointe et.al.)
2003, pp. 112–130, arXiv:hep-th/9612001.
[36] G. Bonelli and A. Tanzini, “Hitchin systems, N = 2 gauge theories and W-gravity,”
arXiv:0909.4031.
[37] K. Mimachi and Y. Yamada, Commun. Math. Phys. 174 (1995) 447-455;
RIMS Kokyuroku 919 (1995) 68-78 (in Japanese).
H. Awata, Y. Matsuo, S. Odake and J. Shiraishi, Nucl. Phys. B449 (1995) 347-374
arXiv:hep-th/9503043
[38] S. Yanagida, “Five-dimensional SU(2) AGT conjecture and recursive formula of
deformed Gaiotto state,” arXiv:1005.0216[math.QA].
37
