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Povzetek
Delo obravnava analizo merilne negotovosti tridimenzionalnega skenerja Photoneo
PhoXi 3D. Ker je skener med drugim lahko uporabljen kot merilni sistem, je
pomembno zavedanje o njegovi merilni negotovosti. V delu je tako za namen
izpeljave analize predstavljen elektromehanski sistem za izvedbo potrebnih meritev.
Opisani so posamezni gradniki sistema, ki poleg elektromehanskega dela zajema
tudi programski del.
Za izvedbo analize je predlagan postopek z linearnim pomikanjem skenerja
in uporabo linearnega dajalnika pomika kot referencˇnega merilnega instrumenta.
Analiza merilne negotovosti temelji na uporabi kalibracijskega vzorca, sˇahovnice,
za dolocˇitev karakteristicˇnih tocˇk v oblaku tocˇk, na mestu katerih so izvedene
meritve.
Na podlagi rezultatov analize smo ugotovili, da merilna negotovost ob pomiku
skenerja proti koncu merilnega obmocˇja narasˇcˇa. Vse bolj je ocˇiten raztros meritev
od srednje vrednosti. Kljub temu vrednost merilne negotovosti ostaja znotraj
meja v specifikacijah podane globinske locˇljivosti skenerja.
Kljucˇne besede: merilna negotovost, tridimenzionalni skener, strukturirana
svetloba, oblak tocˇk, strojni vid, kalibracijski vzorec, linearni dajalnik pomika
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Abstract
The thesis presents an analysis of measurement uncertainty of a three-dimensional
scanner Photoneo PhoXi 3D. Awareness of the measurement uncertainty is im-
portant as the scanner can also be used as a measuring system. We present an
electromechanical system which is utilized to conduct necessary measurements.
We also describe individual elements of the system, including software parts.
For the analysis, we propose a process with linear movements of the scanner
and usage of a linear displacement encoder as a reference measuring instrument.
The analysis of the measurement uncertainty is based on the usage of a calibration
pattern, chessboard, to determine locations of characteristic points in a point
cloud.
Based on the results of our analysis we can conclude that the measurement
uncertainty rises when the scanner approaches the end of its measurement range.
We also observe the scattering of measurements around their mean value. Despite
that, the measurement uncertainty remains within the specified limits of the
scanner’s depth resolution.
Key words: measurement uncertainty, three-dimensional scanner, structured
light, point cloud, machine vision, calibration pattern, linear encoder
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1 Uvod
Strojni vid je v industriji uporabljen za razlicˇne naloge, kot so dolocˇanje lege
predmetov, vizualna kontrola kakovosti izdelkov, metrologija ter vodenje strojev
oziroma robotov in tehnolosˇkih procesov. S prodorom sodelujocˇih robotov v
proizvodne procese ima pomembno vlogo tudi pri interakciji cˇloveka z robotom.
Izvedba vecˇine nalog strojnega vida temelji na zajemu in obdelavi dvodimenzi-
onalnih (2D) slik. Pri zajemu slik je kljucˇnega pomena izbira nalogi primernega
sistema strojnega vida. Ta vsebuje tako napravo za zajem slike in pripadajocˇe
opticˇne elemente kot tudi morebitne dodatne vire osvetlitve. V postopku obde-
lave se nato iz zajetih slik izlocˇi znacˇilke, s pomocˇjo katerih je mozˇno pridobiti
informacije o slikanem predmetu ter na podlagi teh opredeliti kvalitativne ali
kvantitativne lastnosti predmeta. Pri tem pa lahko pride do izgube koristnih in-
formacij, saj je okolje, v katerem se nahajamo, tridimenzionalno. Ob racˇunalniˇski
analizi dvodimenzionalnih slik namrecˇ v nekaterih primerih s tezˇavo locˇimo objekt
zanimanja od ozadja. Dodatno oviro predstavlja uspesˇnost prepoznave objekta ob
razlicˇnih orientacijah le tega glede na vidno polje kamere. Na uspesˇnost analize,
predvsem pri merjenju, vpliva tudi spreminjajocˇa oddaljenost objekta do kamere.
Prav tako pa ima spreminjajocˇa osvetlitev velik vpliv na prepoznavnost znacˇilk
objekta. Posledicˇno se skladno s potrebami v industriji uveljavljajo sistemi stroj-
nega vida za zajem tridimenzionalnih (3D) slik. Uporaba tridimenzionalnih slik
omogocˇa kakovostnejˇso izvedbo nalog strojnega vida, predvsem zaradi dodatne
informacije o tretji dimenziji, globini. Dodatna dimenzija je sˇe posebej pomembna
pri vzvratnem inzˇenirstvu (ang. reverse engineering) in racˇunalniˇsko podprtem
nacˇrtovanju (ang. computer aided design - CAD).
Poleg uvodoma omenjenih nalog so na podrocˇju industrijske robotike vse bolj
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aktualni sistemi tridimenzionalnega strojnega vida za avtomatizirano vodenje
robotov v procesu pobiranja predmetov, ki se v prostoru nahajajo v nakljucˇnih
legah in se med seboj delno ali v celoti prekrivajo. Ti predmeti se lahko nahajajo v
zaboju, robot pa jih pobira in podaja drugemu manipulatorju v nadaljnjo obdelavo
ali zlaga na zˇeleno mesto. Gre za tako imenovani bin-picking problem.
Sistem strojnega vida ponavadi sestavljata senzor, s katerim se zajema slike,
ter programska oprema, ki omogocˇa nastavljanje parametrov zajema, obdelavo
zajetih podatkov in prikaz podatkov koncˇnemu uporabniku ali posredovanje teh
dalje v tehnolosˇkem procesu. Eden takih sistemov tridimenzionalnega strojnega
vida je PhoXi 3D slovasˇkega podjetja Photoneo. Sistem je zaradi univerzalnega
formata izhodnih podatkov primeren za razlicˇne namene uporabe, podjetje pa
se s programsko opremo posvecˇa predvsem resˇevanju problema dolocˇanja lege
predmetov.
Za izvedbo robotske manipulacije pobiranja predmetov je potrebno dolocˇiti
lego vsakega predmeta v prostoru oziroma v obmocˇju pobiranja. Senzor strojnega
vida je uporabljen kot merilni sistem, ki z merjenjem razdalje do predmeta omogocˇi
dolocˇanje lege predmeta v prostoru glede na koordinatni sistem senzorja ali glede
na koordinatni sistem dolocˇen s strani uporabnika. Preden pa je senzor lahko
uporabljen kot merilni sistem, je potrebno izvesti njegovo kalibracijo. Ker so
to v vecˇini primerov kamere, se v postopku kalibracije z izracˇunom oziroma
dolocˇitvijo notranjih in zunanjih parametrov kamere dolocˇi matematicˇni model, ki
opisuje projekcijo tridimenzionalnih tocˇk v prostoru na dvodimenzionalno ravnino
slikovnega senzorja kamere.
Tudi po izvedeni kalibraciji kamere zaradi razlicˇnih dejavnikov, ki vplivajo
na meritev, posameznemu merilnemu rezultatu ni mozˇno pripisati absolutno
prave vrednosti. Dobljenemu rezultatu lahko pripiˇsemo merilno negotovost, ki
je posledica razlicˇnih vplivov tako na notranje kot zunanje parametre kamere.
Dodatno na merilno negotovost vplivata izbira kalibracijske metode in njena
izvedba. Zavedanje o merilni negotovosti rezultata je sˇe posebej pomembno, ko je
senzor oziroma kamera uporabljen kot ena od komponent obsezˇnejˇsega sistema, v
katerega vsak gradnik vnasˇa svojo merilno negotovost. V primeru omenjenega
robotskega pobiranja predmetov so ti gradniki senzor, programska oprema za
obdelavo zajetih podatkov senzorja ter robot.
1.1 Zgradba magistrskega dela 3
Namen tega dela je predstaviti podrocˇje tridimenzionalnega strojnega vida
s teoreticˇnim pregledom obstojecˇih metod zajema 3D slik, predvsem z obzirom
na industrijske namene uporabe. V prakticˇnem delu pa je na osnovi ene od kali-
bracijskih metod izvedena implementacija sistema za analizo merilne negotovosti
senzorja Photoneo PhoXi 3D M, pri cˇemer smo se osredotocˇili na analizo merjenja
globine oziroma oddaljenosti.
1.1 Zgradba magistrskega dela
V poglavju 2 so predstavljene najpogosteje uporabljene pasivne in aktivne metode
zajema tridimenzionalnih slik. Pasivne metode so povzete z bistvenimi karakte-
ristikami, poglavje pa se osredotocˇa na opis aktivnih metod, saj na eni od teh
temelji delovanje v tem magistrskem delu obravnavanega senzorja.
Poglavje 3 je namenjeno pregledu osnovnih surovih izhodnih podatkov sistemov
za tridimenzionalni stroji vid ter datotecˇnih formatov za shranjevanje teh podatkov.
Merilni sistem, s katerim smo izvedli prakticˇno nalogo tega dela, je z vsemi
gradniki opisan v poglavju 4. Predstavljeni so posamezni gradniki sistema, tako
senzor kot preostala strojna in programska oprema ter postavitev celotnega sistema.
Opisani so tudi programi, ki smo jih pripravili za izvedbo zajema meritev in njihovo
obdelavo oziroma analizo - celotna programska koda je izpisana v dodatku A.
Dodatno je predstavljen potek izvedbe meritev.
Temu sledi poglavje 5, kjer graficˇno in racˇunsko predstavimo rezultate meritev
ter njihovo analizo.
Magistrsko delo se zakljucˇi s poglavjem 6 in interpretacijo dobljenih rezultatov.
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2 Metode zajema tridimenzionalnih slik
Najvecˇji izziv pri zajemu tridimenzionalnih slik je pridobitev globinske informa-
cije, ki se izgubi v postopku projekcije slike iz tridimenzionalnega prostora na
dvodimenzionalno ravnino senzorja kamere. Metode zajema tridimenzionalnih slik
namrecˇ v osnovi temeljijo na klasicˇnem modelu kamere s tocˇkasto odprtino (ang.
pinhole camera). Ta je tudi osnova za pripravo matematicˇnega modela pri izvedbi
kalibracije 3D kamere in je opisan v nadaljevanju.
Kljub temu, da so se prvi sistemi za telemetrijo na osnovi triangulacije pojavili
zˇe 50 let nazaj, pa je sˇele razvoj modernih racˇunalnikov omogocˇil ucˇinkovito
obdelavo zajetih tridimenzionalnih informacij in s tem tudi razmah razlicˇnih
metod za zajem tridimenzionalnih slik [1]. Razdelimo jih na pasivne in aktivne.
2.1 Model kamere s tocˇkasto odprtino
Model kamere s tocˇkasto odprtino je geometrijski model, ki predstavlja preslikavo
tocˇk iz 3D prostora na 2D ravnino [2] in s tem modelira obnasˇanje vecˇine sodobnih
slikovnih senzorjev za zajem dvodimenzionalnih slik. Model predpostavlja kamero
brez lecˇe z infinitezimalno majhno zaslonko skozi katero prehajajo svetlobni zˇarki
posameznih tocˇk v prostoru. Graficˇna ponazoritev modela je prikazana na sliki
2.1.
Srediˇscˇe projekcije si izberemo za izhodiˇscˇe Evklidskega koordinatnega sistema,
imenovano goriˇscˇe. Ravnina, skozi katero poteka projekcija, je slikovna ali goriˇscˇna
ravnina. Razdalja med slikovno ravnino in goriˇscˇem je goriˇscˇna razdalja, oznacˇena
z f . V modelu se tocˇka v prostoru s koordinatami X = (X, Y, Z)T preslika
5
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Slika 2.1: Graficˇna ponazoritev geometrijskega modela kamere s tocˇkasto odprtino.
na slikovno ravnino v tocˇko, ki je presecˇiˇscˇe slikovne ravnine in premice od
tocˇke do goriˇscˇa. Iz izreka o podobnosti trikotnikov je razvidno, da je to tocˇka
x = (f X
Z
, f Y
Z
, f)T . Preslikava preslika tocˇko s tremi koordinatami v dve koordinati.
Dano preslikavo zapiˇsemo s transformacijsko matriko (2.1) kot
⎡⎢⎢⎢⎣
X
Y
Z
1
⎤⎥⎥⎥⎦ ↦→
⎡⎢⎣fXfY
Z
⎤⎥⎦ =
⎡⎢⎣f 0 0 00 f 0 0
0 0 1 0
⎤⎥⎦
⎡⎢⎢⎢⎣
X
Y
Z
1
⎤⎥⎥⎥⎦ (2.1)
ali poenostavljeno v obliki (2.2)
x = PX (2.2)
kjer je P projekcijska matrika kamere dimenzij 3× 4.
Ker srediˇscˇe slikovne ravnine v praksi ni vedno poravnano z goriˇscˇem, je v
zapisu preslikave potrebno uposˇtevati sˇe odmik srediˇscˇa slikovne ravnine po oseh
x in y. To zapiˇsemo kot (2.3)
⎡⎢⎢⎢⎣
X
Y
Z
1
⎤⎥⎥⎥⎦ ↦→
⎡⎢⎣fX + ZpxfY + Zpy
Z
⎤⎥⎦ =
⎡⎢⎣f 0 cx 00 f cy 0
0 0 1 0
⎤⎥⎦
⎡⎢⎢⎢⎣
X
Y
Z
1
⎤⎥⎥⎥⎦ (2.3)
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pri cˇemer sta cx in cy koordinati goriˇscˇa.
Iz zapisa (2.3) izlusˇcˇimo kalibracijsko matriko K (2.4). Ta opisuje geometrijsko
preslikavo tocˇk prostora na slikovno ravnino kamere oziroma senzorja [3].
K =
⎡⎢⎣f 0 cx0 f cy
0 0 1
⎤⎥⎦ (2.4)
V matriko lahko vkljucˇimo sˇe faktor nagiba s (ang. skew) slikovnih elementov
ter parametra mx in my, ki oznacˇujeta neenakost viˇsine in sˇirine posameznih
slikovnih elementov. Parametra mx in my opisujeta enacˇbi
mx =
Mx
W
(2.5)
my =
My
H
(2.6)
V enacˇbah (2.5) ter (2.6) sta Mx in My sˇtevili slikovnih elementov po oseh x in
y, W in H pa sˇirina in viˇsina slikovne ravnine. Ti parametri sicer v modelu kamere
s tocˇkasto odprtino ne nastopajo, saj kamera nima nagiba slikovnih elementov
(s = 0), prav tako pa so slikovni elementi kvadratne oblike (mx = my = 1).
Koncˇna oblika matrike K je zapisana kot (2.7)
K =
⎡⎢⎣fmx s cxmx0 fmy cymy
0 0 1
⎤⎥⎦ (2.7)
in v celoti opisuje notranje parametre kamere, kot so goriˇscˇna razdalja, srediˇscˇe
slikovne ravnine in distorzijski parametri.
Za opis lege kamere glede na nek izhodiˇscˇni koordinatni sistem v prostoru
podamo sˇe matriko zunanjih parametrov (2.8)
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[︂
R t
]︂
=
⎡⎢⎣r11 r12 r13 t1r21 r22 r23 t2
r31 r32 r33 t3
⎤⎥⎦ (2.8)
Sestavljata jo rotacijska matrika R in translacijski vektor t. Uposˇtevaje
notranje in zunanje parametre kamere zapiˇsemo preslikavo (2.9)
x = K
[︂
R t
]︂
X (2.9)
ki opisuje preslikavo tocˇke v prostoru na slikovno ravnino kamere, uposˇtevaje
lego kamere.
2.2 Pasivne metode
Pasivne metode za zajem tridimenzionalnih slik ne uporabljajo dodatnega vira
svetlobe ali drugega vira elektromagnetnega sevanja in se zanasˇajo na v prostoru
oziroma v okolju prisotno svetlobo [1]. Izhodna tridimenzionalna slika tako vsebuje
le informacije, ki so pridobljene iz ene ali vecˇ dvodimenzionalnih slik.
Podatek o obliki objekta preko globinske informacije lahko pridobimo s prilaga-
janjem fokusa kamere [4]. S tem spreminjamo globinsko ostrino izhodnih slik, na
podlagi cˇesar je nato mozˇno oceniti globino posamezne slikovne tocˇke. Dodatno
lahko informacijo o globini pridobimo tudi z uporabo sivinskih slik in modela
odbojnosti povrsˇine objekta [5]. Model odbojnosti povrsˇine namrecˇ povezuje
svetlost slikovnih elementov z orientacijo povrsˇine ob dani smeri svetlobnega vira.
Kot svetlobni vir se v tem primeru smatra vir, ki je zˇe prisoten v prostoru oziroma
okolju in ni del sistema strojnega vida. Prav tako pa je globinsko informacijo
mozˇno pridobiti iz teksture povrsˇine objekta, cˇe je tekstura ponovljiva. Metoda je
znana tudi kot prostorsko klesanje. Razdalja do kamere je ocenjena s pomocˇjo
spreminjajocˇe se perspektive teksture in perspektivicˇnih transformacij.
Poleg omenjenih pasivnih metod se v praksi najpogosteje uporablja metoda
stereo vida. Ta posnema vid, ki je prisoten v naravi pri ljudeh in zˇivalih, ime-
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novan binokularni vid. Metoda stereo vida temelji na konceptu stereoskopije in
paralaksi, ki se pojavi pri zajemu dveh slik enakega prizora z dvema medsebojno
razmaknjenima kamerama [6]. Paralaksa v tem primeru predstavlja razliko na-
videzne lege objekta, ki se pojavi ob pogledu na objekt z dveh razlicˇnih glediˇscˇ.
Tridimenzionalna slika je pridobljena z resˇevanjem problema korespondence in
problema rekonstrukcije. Pri problemu korespondence se dolocˇi elemente slik
leve in desne kamere, ki so projekcija enakih elementov v prostoru na ravnini
kamer. V postopku rekonstrukcije pa se na podlagi korespondenc ter neskladnosti
(ang. disparity) med zajetima tocˇkama v paru slik dolocˇi 3D koordinate elementov
oziroma objektov.
Slabost pasivnih metod je nezmozˇnost kvalitetne zaznave delov objektov s slabo
zaznavnimi povrsˇinskimi lastnostmi, kot so tekstura, robovi ipd. Na uspesˇnost
zaznave teh lastnosti ima velik vpliv svetlobna jakost - svetloba, ki pade na povrsˇino
objekta. V postopku 3D rekonstrukcije se zaradi tega na tridimenzionalni sliki
objekta pojavijo artefakti ali luknje. Cˇeprav lahko vse bolj zmogljivi slikovni
senzorji z viˇsjimi locˇljivostmi zaznajo manjˇse nepravilnosti na povrsˇini objekta,
je to na racˇun vecˇje kolicˇine zajetih podatkov ter racˇunske tezˇavnosti potrebne
za obdelavo teh podatkov in pretvorbo v tridimenzionalne slike. Nekatere od teh
slabosti odpravljajo aktivne metode.
Kljub temu so pasivne metode primernejˇse za zajem oddaljenih in hitro
premikajocˇih se objektov. Pasivni sistemi so manj kompleksni in posledicˇno
cenejˇsi. Ker ne vsebujejo dodatnega svetlobnega vira za osvetlitev objekta, so
manj invazivni. Omogocˇajo tudi hkraten zajem informacij o barvah objekta.
2.3 Aktivne metode
Za razliko od pasivnih metod zajema tridimenzionalnih slik je pri aktivnih metodah
uporabljen dodaten svetlobni vir, najpogosteje v infra-rdecˇem ali vidnem spektru
elektromagnetnega valovanja [1]. Svetlobni vir je lahko koherenten (na primer laser)
ali nekoherenten (na primer sijalka). Uporaba dodatne umetne osvetlitve omogocˇa
zajem 3D slik objektov, ki so brez teksture ali povrsˇinskih nepravilnosti, kar pri
pasivnih metodah onemogocˇa zanesljiv zajem informacij o objektu. Dodatna
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prednost je neobcˇutljivost na druge vire svetlobe v prostoru ter na barvo povrsˇine
predmeta.
Znacˇilne aktivne metode, ki se uporabljajo predvsem v raznolikih industrijskih
aplikacijah, so:
• metoda s cˇasom preleta (ang. time of flight - ToF ),
• interferometrija,
• triangulacija,
• metoda z uporabo strukturirane svetlobe.
2.3.1 Metoda s cˇasom preleta
Metoda s cˇasom preleta temelji na principu merjenja cˇasa leta svetlobe od sve-
tlobnega vira do objekta in nazaj do slikovnega senzorja kamere [7]. Ker je hitrost
svetlobe konstantna, je razdaljo do objekta, od katerega se je odbila svetloba,
mozˇno izracˇunati z merjenjem pretecˇenega cˇasa med oddanim in prejetim svetlob-
nim signalom. Kot svetlobni vir sta najpogosteje uporabljena svetlecˇa dioda (ang.
light-emitting diode - LED) delujocˇa v blizˇnje infrardecˇem spektru elektromagne-
tnega valovanja z valovno dolzˇino 850 nm ali laser. Ker je za izgradnjo 3D slike
potrebno dolocˇiti razdaljo od objekta do kamere za vsako tocˇko na senzorju kamere,
obicˇajen CMOS senzor, ki se nahaja v fotoaparatih in kamerah, ni ustrezen. Tako
se v ToF kamerah uporabljajo posebne izvedbe CMOS slikovnih senzorjev, pri
katerih je vsaka slikovna tocˇka foto-dioda s pripadajocˇim pretvornikom svetlob-
nega naboja v napetost. Foto-diode so povezane v dvodimenzionalno matriko, ki
preko locˇljivosti senzorja kamere dolocˇa locˇljivost 3D slike v ravnini XY . Prejet
naboj pa po pretvorbi v napetost in obdelavi v digitalnem vezju podaja globinsko
informacijo po osi Z.
Glede na nacˇin generiranja svetlobnega signala obstajata dva pristopa za
merjenje razdalje s ToF kamero.
Prvi pristop uporablja pulzno moduliran svetlobni vir. Svetlobni vir oddaja
kratke svetlobne pulze, naprava oziroma kamera pa meri cˇas med oddanim in
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prejetim pulzom, ki ga zazna slikovni senzor. Razdalja do predmeta je nato
izracˇunana po enacˇbi (2.10)
d =
t
2
c (2.10)
pri cˇemer so d razdalja med svetlobnim senzorjem in objektom, t pretecˇen cˇas
potovanja svetlobnega pulza ter c hitrost svetlobe. Slabost tega pristopa je, da
slikovni senzor zajame tudi svetlobo iz okolice in jo priˇsteje k odboju oddanega
svetlobnega signala ter v meritev in izracˇun razdalje vnasˇa napako. Napako
je mozˇno izlocˇiti tako, da kamera takoj po oddanem svetlobnem pulzu zajame
svetlobo iz okolice in ta signal nato odsˇteje od prejetega, od objekta odbitega
svetlobnega signala. Dodatno je pred svetlobni senzor namesˇcˇen opticˇni filter, ki
prepusˇcˇa le valovno dolzˇino svetlobe, kakrsˇno oddaja uporabljen svetlobni vir.
Glavna slabost uporabe pulzne modulacije se izkazuje predvsem v omejeni
globinski locˇljivosti. Iz enacˇbe (2.10) je razvidno, da bi moral svetlobni vir za
milimetrsko globinsko locˇljivost sistema oddati pulz sˇirine le nekaj pikosekund.
Ta cˇas pa je omejen tako s preklopnim cˇasom svetlecˇih diod kot tudi z dosegljivo
hitrostjo signala sprejemnega vezja. Poleg tega mora svetlobni vir zaradi kratke
izpostavljenosti senzorja svetlobi oddati vecˇ tisocˇ impulzov zapored za dodatno
izboljˇsanje razmerja med signalom in sˇumom (ang. signal to noise ratio - SNR).
Glede na omenjene omejitve ToF kamere tipicˇno dosegajo globinsko locˇljivost
ranga 1 centimeter ali vecˇ.
Nadgradnja pulzne modulacije je pristop z moduliranim zveznim valovanjem,
ki omogocˇa manj zahtevno izvedbo svetlobnega vira in nudi boljˇso globinsko
locˇljivost. Namesto svetlobnih pulzov svetlobni vir oddaja signal sinusoidne ali
pravokotne oblike. Ker se obdelava signala vrsˇi v digitalnem vezju, je pogosteje
uporabljen signal pravokotne oblike. Razdalja do objekta je dolocˇena z merjenjem
faznega zamika med oddanim in prejetim signalom. Prejet signal, ki ga zazna
slikovni senzor, je simultano vzorcˇen skupaj s sˇtiri-faznim kontrolnim signalom pri
fazah 0◦, 90◦, 180◦ in 270◦. Fazna razlika td med oddanim in prejetim signalom je
dolocˇena z enacˇbo (2.11)
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td = arctan
Q3 −Q4
Q1 −Q2 (2.11)
kjer Q1, Q2, Q3 in Q4 predstavljajo elektricˇni naboj kontrolnih signalov. Sˇtiri-
fazni kontrolni signal s pripadajocˇimi elektricˇnimi naboji odbitega signala ter
oddan signal ponazarja graf na sliki 2.2.
Slika 2.2: Graf signalov ToF kamere ob pristopu z moduliranim zveznim valova-
njem.
Pripadajocˇo razdaljo d do tocˇke objekta v prostoru podaja enacˇba (2.12)
d =
c
2f
td
2π
(2.12)
pri cˇemer je c hitrost svetlobe, f pa modulacijska frekvenca signala. Ker je
uporabljen signal fazno moduliran in periodicˇen s periodo 2π, je zaradi obracˇanja
faze razdalja d nedvoumno izmerjena le do vrednosti dmax [8], ki je (2.13)
dmax =
c
2f
(2.13)
Iz zapisa (2.13) je razvidno, da je ta razdalja dejansko odvisna le od modula-
cijske frekvence signala f . V primeru kamere z modulacijsko frekvenco signala
30 MHz dmax znasˇa 5 m. Objekt, ki je od kamere oddaljen 7 m, je tako zaradi
obracˇanja faze navidezno prisoten na razdalji 2 m. Maksimalno dosegljivo razdaljo
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zajema dmax je mozˇno povecˇati z zmanjˇsanjem modulacijske frekvence, kar pa
hkrati zahteva podaljˇsanje periode vzorcˇenja oziroma integracijskega cˇasa in s tem
vpliv na kvaliteto zajetih tridimenzionalnih slik morebitnih gibajocˇih se objektov.
Dodatno zmanjˇsanje modulacijske frekvence negativno vpliva na tocˇnost meritve
razdalje oziroma globine.
V splosˇnem imajo ToF kamere omejeno globinsko locˇljivost, a hkrati daljˇsi
doseg kot kamere, ki temeljijo na drugih predstavljenih metodah. Zmozˇne so
zajema informacij o hitro gibajocˇih se objektih, saj lahko dosezˇejo hitrost zajema
do 160 slik na sekundo. Kljub zahtevni izvedbi elektronskega sklopa so kompaktnih
dimenzij in cenovno dostopnejˇse od ostalih, predstavljenih v tem delu.
2.3.2 Interferometrija
Interferomerija je merilna metoda, ki temelji na principu interference valovanj,
najpogosteje elektromagnetnih. Na podrocˇju tridimenzionalnega zajema slik se
uporablja predvsem opticˇna interferometrija. Ker je valovna dolzˇina vidnega
oziroma opticˇnega spektra v obmocˇju med 380 in 750 nm, zˇe majhne spremembe
opticˇne poti svetlobnih zˇarkov omogocˇajo izvedbo izredno tocˇnih meritev razdalj
in s tem merjenje nepravilnosti na povrsˇini objektov ter zajem globinskih slik [9].
Uporabo interferometrije za namen merjenja je s prvim interferometrom in
eksperimentom leta 1881 izvedel Michelson, leta 1887 pa sta Michelson in Morley
predstavila izpopolnjen eksperiment [10]. Cˇeprav je bil eksperiment prvotno
zasnovan za merjenje gibanja Zemlje v etru, se je s tehnolosˇkim napredkom
izboljˇsala merilna natancˇnost, prav tako so merilni sistemi vse manjˇsi. Kljub temu
pa princip delovanja sodobnih interferometrov sledi prvotnemu.
Princip delovanja Michelsonovega interferometra je osnova za mnoge sodobne
izvedbe interferometrov. Razlicˇnim aplikacijam so med drugimi prilagojeni sˇe:
• Mach-Zehnderjev interferometer namenjen merjenju pretoka tekocˇin ter
toplotnega toka,
• Rayleighov interferometer namenjen analizi mesˇanic plinov,
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• Sagnacov interferometer za detekcijo rotacije, kot nadomestek klasicˇnemu
zˇiroskopu.
Michelsonov interferometer razcepi zˇarek svetlobnega vira na dva enaka delna
zˇarka z delilnikom zˇarkov - polprepustnim zrcalom. Zˇarka potujeta po razlicˇnih
opticˇnih poteh in se odbijeta vsak od svojega zrcala, kot to prikazuje slika 2.3.
Slika 2.3: Shematski prikaz delovanja interferometra.
Zrcalo A je referencˇno, zrcalo B pa merilno. Po odboju od zrcal se zˇarka
ponovno zdruzˇita ob prehodu skozi delilnik zˇarkov in tvorita interferogram oziroma
interferencˇni vzorec, prikazan na sliki 2.4, ki ga zazna slikovni senzor kamere ali
detektor. Odvisno od relativne razlike poti zˇarkov, ki se kazˇe v njuni fazni razliki,
se na senzorju prikazˇe svetla (konstruktivna interferenca – ojacˇani valovanji v
fazi) ali temna krozˇnica oziroma obroba (ang. fringe) (destruktivna interferenca –
oslabljeni valovanji zunaj faze).
Interferometri namenjeni zajemu tridimenzionalnih slik uporabljajo koherenten
svetlobni vir, laser [11]. V primeru interferometra, ki temelji na Michelsonovi
metodi, je na mestu zrcala B postavljen objekt, ki je predmet meritve oziroma
zajema 3D slike njegove povrsˇine. Ob prisotnosti objekta, ki seka pot merilnega
zˇarka, se med merilnim in referencˇnim zˇarkom pojavi relativna fazna razlika, ki
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Slika 2.4: Interferogram oziroma interferencˇni vzorec.
povzrocˇi prehajanje med konstruktivno in destruktivno interferenco. Vsak prehod
svetlo-temno-svetlo oznacˇuje premik za polovico valovne dolzˇine uporabljenega
laserja. Globina je tako izmerjena s sˇtetjem omenjenih prehodov po formuli (2.14)
d =
λN
2
(2.14)
kjer je d razdalja podana v mikrometrih, λ valovna dolzˇina laserja in N sˇtevilo
svetlobnih prehodov. Kot je razvidno iz formule (2.14) interferometer omogocˇa
zajem struktur v mikrometrskem merilnem obmocˇju. Metoda se uporablja pred-
vsem pri mikroskopiji ter pri pregledu integriranih vezij, elektronskih komponent
in manjˇsih struktur, kot so recimo tranzistorji ali piezo sˇobe in podobne majhne
strukture.
Ker je izracˇun razdalje d odvisen od podatka o valovni dolzˇini laserja λ, je
za izvedbo tocˇne meritve razdalje potrebno poznati dejansko vrednost te valovne
dolzˇine. Ta pa se spreminja glede na lomni kolicˇnik zraka, skozi katerega potuje
svetlobni zˇarek laserja. Na lomni kolicˇnik lahko vplivajo temperatura zraka, zracˇni
tlak in relativna vlazˇnost zraka [12]. Posledicˇno je potrebno izvesti tudi meritev
sprememb teh parametrov, kar omogocˇi ustrezno prilagoditev podatka o valovni
dolzˇini λ.
Cˇeprav vse manjˇsi interferometri prehajajo tudi v prenosne naprave [13] pa so
v splosˇnem sistemi z interferometrom zaradi zahtevnejˇse postavitve, obcˇutljivosti
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na zunanje vplive in velikosti namenjeni predvsem laboratorijski uporabi. Prav
tako cenovno presegajo ostale sisteme predstavljene v tem delu.
2.3.3 Triangulacija
Sistemi delujocˇi na principu triangulacije na povrsˇino objekta projicirajo tocˇko
svetlobe ali ozek pas svetlobe [14]. Vir svetlobe je koherenten svetlobni vir. Ker
bi bil ob projekciji ene same tocˇke svetlobe zajem tridimenzionalne slike celotne
povrsˇine objekta zamuden, je v industriji pogosto uporabljen linijski laser. Tako
projicirano svetlobo zajame kamera namesˇcˇena pod kotom glede na svetlobni
vir. Projicirana linija je iz perspektive kamere v odvisnosti od oblike objekta
lomljena, kot je razvidno iz primera na sliki 2.5 - ta deformacija podaja globinsko
informacijo in omogocˇa izvedbo tridimenzionalne rekonstrukcije oblike objekta.
Slika 2.5: Primer loma svetlobnega zˇarka linijskega laserja.
Ob znani razdalji med virom svetlobe in kamero ter kotom med to razdaljo in
svetlobnim zˇarkom vira je mozˇno dolocˇiti lego tocˇk razporejenih po dolzˇini zˇarka
nad pripadajocˇimi tocˇkami objekta. Shematski model triangulacijskega sistema
prikazuje slika 2.6.
Glede na model kamere s tocˇkasto odprtino je tocˇka (x, y, z) v 3D prostoru
projicirana na 2D slikovno ravnino senzorja kamere v tocˇko (x′, y′), ki jo dolocˇata
enacˇbi (2.15) in (2.16) [15]:
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Slika 2.6: Shematski prikaz modela triangulacijskega sistema.
x′ =
xf
z
(2.15)
y′ =
yf
z
(2.16)
Dejanske koordinate tocˇke (x, y, z) v 3D prostoru pa podajajo enacˇbe (2.17),
(2.18) in (2.19):
x =
b · x′
f · ctg(θ)− x′ (2.17)
y =
b · y′
f · ctg(θ)− x′ (2.18)
z =
b · f
f · ctg(θ)− x′ (2.19)
kjer je b razdalja med svetlobnim virom in kamero, θ kot svetlobnega zˇarka in
f goriˇscˇna razdalja opticˇnega elementa kamere [16].
Za uspesˇno pridobitev tridimenzionalne slike povrsˇine objekta je potrebno
zajeti vecˇ slik projicirane linije po dolzˇini objekta ali v zˇelenem obmocˇju interesa
(ang. region of interest). Poleg vira svetlobe in kamere je tako gradnik sistema
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tudi mehanizem, ki premika objekt ali vir ter kamero po eni geometrijski osi.
Zajem slik se za zanesljivo rekonstrukcijo racˇunalniˇskega 3D modela objekta vrsˇi
ob pomocˇi signala dajalnika pozicije, ki glede na pomik mehanizma prozˇi kamero
za zagotovitev enakomerne razdalje med posameznimi posnetki projicirane linije.
Zaradi principa delovanja, ki je podoben opticˇnim bralnikom oziroma skenerjem,
so tovrstni sistemi poimenovani tudi 3D skenerji.
Eno od omejitev sistema predstavlja problem izlocˇitve skritih povrsˇin (ang.
occlusion). Problem je prisoten pri zajemu svetlobnega zˇarka, ki se zaradi oblike
objekta odbije vstran od kamere in ga kamera ne zazna. Resˇitev problema je
izvedena z uporabo dodatne kamere, ki zajame zˇarek na nasprotni strani od prve
kamere ali z uporabo dodatnega laserja v kombinaciji z eno kamero [17]. Kljub
omenjeni slabosti pa je s triangulacijo v odvisnosti od ustrezne izbire kombinacije
svetlobnega vira in kamere mozˇno dosecˇi tocˇnost do 0,02 mm.
2.3.4 Strukturirana svetloba
Nadgradnjo predhodno opisane osnovne triangulacijske metode predstavlja metoda
z uporabo strukturirane svetlobe. Globinska informacija je pridobljena iz projekcije
in zajema dvodimenzionalne slike svetlobnega vzorca ali mnozˇice vzorcev na
povrsˇino objekta [18]. S tem je odpravljena potreba po uporabi dodatnega
mehanizma za pomik opazovanega objekta ali sistema ob zajemu 3D slike, kot je
to znacˇilno ob projiciranju enega svetlobnega pasu ali tocˇke. Tradicionalno pa
so sistemi strojnega vida, ki delujejo na principu strukturirane svetlobe sˇe vedno
poimenovani 3D skenerji. Metodo s strukturirano svetlobo lahko razdelimo na
tehnike z zajemom:
• slike enega svetlobnega vzorca,
• slik vecˇ zaporednih svetlobnih vzorcev.
V primeru zajema tridimenzionalne slike staticˇnega objekta, kjer aplikacija
ni cˇasovno omejena, so tehnike z zajemom vecˇ slik bolj zanesljive in nudijo vecˇjo
tocˇnost ter ponovljivost rezultata. Pri gibajocˇih se objektih pa so uporabne le
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tehnike z zajemom ene slike. Dodatno tehnike z zajemom ene slike razvrstimo v
tri kategorije glede na vrsto projiciranega svetlobnega vzorca, in sicer:
• pasovni vzorec,
• vzorec z mrezˇo,
• zvezno spremenljiv vzorec.
Pregled delitev tehnik s pripadajocˇimi primeri svetlobnih vzorcev svetlobe
prikazuje graf na sliki 2.7, povzet po [19]. Ker so svetlobni vzorci v osnovi
sestavljeni iz posameznih tocˇk ali pasov, izracˇun globinske informacije temelji na
metodi triangulacije. Koordinate tocˇke (x, y, z) v 3D prostoru so tako dolocˇene z
enacˇbami (2.17), (2.18) in (2.19). Poleg omenjenih delitev se v posebnih primerih
aplikacij uporabljajo tudi hibridne tehnike, ki zdruzˇujejo lastnosti posameznih
tehnik.
Binarno kodirani vzorec je na povrsˇino objekta projiciran v obliki sekvence
cˇrno-belih svetlobnih pasov razlicˇnih sˇirin. V primeru projekcije z laserjem to
pomeni, da je en pas osvetljen, sosednji ne. Tako ima vsaka tocˇka na povrsˇini
objekta svojo enolicˇno binarno kodo, ki se razlikuje od kod preostalih tocˇk [20]. N
zaporedno projiciranih vzorcev tako kodira 2N pasov. V primeru projekcije petih
zaporednih vzorcev, prikazanih na sliki 2.8, pridobimo 32 oziroma 25 enolicˇnih
obmocˇij na dolzˇini posameznega pasu. Z uporabo triangulacije lahko nato za
vsako od 32 tocˇk posameznega pasu dolocˇimo 3D koordinate tocˇk v prostoru. Ker
posamezno tocˇko objekta definirajo le binarne vrednosti, je ta nacˇin manj obcˇutljiv
na barvne povrsˇinske karakteristike objekta. Kljub vsemu pa je za doseganje
visoke prostorske locˇljivosti potrebno projicirati in zajeti vecˇje sˇtevilo svetlobnih
vzorcev. Zaradi tega je ta tehnika omejena na staticˇne objekte.
Sˇtevilo projiciranih vzorcev se lahko zmanjˇsa z uporabo sivinskih vzorcev. Ob
projekciji N vzorcev, kjer ima vsak M sivinskih nivojev, je mozˇno dosecˇi MN
kodiranih pasov. Tako lahko s tremi vzorci, ki imajo po 4 sivinske vrednosti, primer
je prikazan na sliki 2.9, dosezˇemo 64 enolicˇnih obmocˇij na dolzˇini posameznega
pasu. V primeru binarnega kodiranja bi bilo za enak rezultat potrebnih 6 projekcij.
Kljub temu pa ta pristop sˇe vedno zahteva, da objekt zajema miruje.
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Slika 2.8: Sekvenca binarno kodiranih pasov.
Slika 2.9: Sekvenca sivinsko kodiranih pasov.
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Slika 2.10: Vzorec projiciran s tehniko faznega zamika.
Pri binarno kodiranih vzorcih je tocˇnost meritev omejena [21], ker lahko
vrednosti, kodirane v posamezni tocˇki, zajemajo le celo-ˇstevilski vrednosti - torej
0 ali 1. V postopku kodiranja tako izgubimo informacije o vrednosti globine med
posameznimi tocˇkami, ki so dolocˇene s projiciranimi pasovi vzorca. Za doseg
pod-tocˇkovne tocˇnosti (ang. sub-pixel accuracy) pa je uporabljena tehnika faznega
zamika. Na povrsˇino objekta je projiciran vzorec, ki sledi sinusoidi, prikazan na
sliki 2.10. Intenzitete posamezne slikovnih tocˇke (x, y) treh projekcij so opisane z
enacˇbami (2.20), (2.21) in (2.22):
I1(x, y) = I0(x, y) + Imod(x, y)cos(φ(x, y)− θ) (2.20)
I2(x, y) = I0(x, y) + Imod(x, y)cos(φ(x, y)) (2.21)
I3(x, y) = I0(x, y) + Imod(x, y)cos(φ(x, y) + θ) (2.22)
V enacˇbah je I0(x, y) komponenta ozadja, Imod(x, y) amplituda modulacijskega
signala, φ(x, y) faza in θ konstanten kot faznega zamika. Koordinate posamezne
tocˇke v tridimenzionalnem prostoru so izracˇunane glede na razliko izmerjene faze
φ(x, y) in faze φ0(x, y) referencˇne ravnine. Poenostavljen primer prikazuje slika
2.11, za katero lahko zapiˇsemo enacˇbo (2.23)
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Slika 2.11: Shematski prikaz izracˇuna globine pri tehniki s faznim zamikom.
Z
L− Z =
d
B
(2.23)
oziroma (2.24)
Z =
L− Z
B
· d (2.24)
S poenostavitvijo (2.25) nato dobimo informacijo o globini Z za posamezno
tocˇko (x, y) v tridimenzionalnem prostoru.
Z ≈ L
B
· d ∝ L
B
· (φ− φ0) (2.25)
Za projekcijo svetlobnih vzorcev se glede na izbrano tehniko uporablja kohe-
renten ali nekoherenten svetlobni vir.
Koherenten vir, torej laser, je znacˇilen predvsem za projekcijo binarno kodiranih
pasov ali pasov kodiranih z Grayevo kodo. Projekcija je izvedena z lasersko
interferenco. Tako ustvarjen projiciran svetlobni vzorec sestavljajo medsebojno
enako sˇiroki in razmaknjeni pasovi svetlobe. Njihovo sˇirino in sˇirino razmaka
je mozˇno spreminjati s prilagajanjem kota med laserskima zˇarkoma, ki sta v
interferenci.
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Nekoherentni svetlobni viri, med drugim svetlobni projektorji, so znacˇilni
predvsem za tehnike zajemanja tridimenzionalnih slik, zbranih na sliki 2.7, kjer
je opazovani objekt zajet z enim samim prozˇenjem kamere oziroma senzorja. Na
povrsˇino objekta so lahko projicirane razlicˇne strukture v obliki barvnih pasov,
mrezˇ ali matrik tocˇk. Te tehnike omogocˇajo zajem slik gibajocˇih se objektov. Ker
lahko ti svetlobni viri tudi enakomerno osvetlijo povrsˇino opazovanega objekta, je
v nekaterih primerih (uporaba barvne kamere pri tehnikah, ki uporabljajo razlicˇne
barvne vzorce) mozˇno pridobiti tudi informacijo o barvi oziroma teksturi povrsˇine.
Vecˇina tehnik zajema tridimenzionalnih slik s strukturirano svetlobo temelji na
uporabi svetlobnih virov v vidnem spektru elektromagnetnega valovanja, ki pa so
lahko invazivni in motecˇi za okolico, popacˇijo barvno informacijo ali informacijo o
teksturi opazovanega objekta ter so v nekaterih primerih celo potencialno nevarni
za zdravje cˇloveka. Sledenje velja predvsem za koherentne svetlobne vire oziroma
laserje. Za aplikacije, kjer so tovrstni vplivi nezazˇeleni, je mozˇno uporabiti sisteme
strojnega vida z infrardecˇim ter blizˇnje-infrardecˇim svetlobnim virom ali filtriranim
svetlobnim virom. Pregled principov delovanja in karakteristik teh virov podaja
[22].
Zaradi aktivnega vira osvetlitve metoda omogocˇa pridobitev informacij o
povrsˇini objekta tudi v primerih, ko je ta gladka ali brez teksture. Glede na
izbran svetlobni vir in locˇljivost senzorja kamere lahko sistemi strojnega vida s
strukturirano svetlobo dosegajo tocˇnost do ranga stotinke milimetra in so tako
sˇe posebej primerni za metrolosˇke aplikacije pri kontroli kakovosti (pol)izdelkov.
Podobno kot pri osnovnih triangulacijskih sistemih omejitev predstavljajo visoko
odbojne ali prosojne povrsˇine, saj se na tovrstnih povrsˇinah svetlobni zˇarki vira
svetlobe razprsˇijo oziroma odbijejo stran od vidnega polja kamere ali pa prehajajo
skozi povrsˇino objekta. Cˇeprav so ti sistemi drazˇji od sistemov, ki temeljijo na
metodi z merjenjem cˇasa preleta svetlobe, pa so vse bolj razsˇirjeni ravno zaradi
vecˇje tocˇnosti in globinske locˇljivosti.
3 Oblike zapisa tridimenzionalnih slik
Ob razlicˇnih metodah zajema tridimenzionalnih podatkov obstaja tudi vecˇ nacˇinov
ter formatov za shranjevanje, nadaljnjo analizo in vizualizacijo teh podatkov.
Njihov zapis prostorske ali globinske informacije je odvisen predvsem od izbrane
metode zajema [23]. Dodatno omejitev pri obliki zapisa lahko predstavljajo tudi
zahteve tehnike analize podatkov v aplikaciji 3D strojnega vida, zaradi cˇesar se v
nekaterih primerih predhodno pretvori podatke med posameznimi zapisi. Podobno
velja tudi za prikaz podatkov uporabniku. Surovi izhodni podatki 3D senzorjev so
najpogosteje zapisani v obliki neurejene ali urejene mnozˇice tocˇk, globinske slike
ali poligonov. Ti podatki lahko vsebujejo napake, ki se ob zajemu pojavijo zaradi
okoljskih vplivov, lastnosti materiala ali oblike zajetega objekta, karakteristik
senzorja in drugih dejavnikov. Tako je potrebno podatke pred uporabo za namen
analize dodatno obdelati za izlocˇitev tovrstnih napak.
3.1 Globinska slika
Najosnovnejˇso obliko zapisa informacije o globini predstavlja slika oddaljenosti
(ang. depth map) ali globinska slika, s primerom prikazanim na sliki 3.1. Za
vsako slikovno tocˇko (x, y) na sliki oddaljenosti je dolocˇena vrednost globine z kot
funkcija z(x, y). Zaradi tega je ta zapis prostorsko ucˇinkovitejˇsi pri shranjevanju
podatkov v primerjavi z ostalimi. Vizualno je globina predstavljena s sivinsko
barvno lestvico - najpogosteje v obmocˇju vrednosti med 0 in 255. Tocˇke slike blizˇe
senzorju so svetlejˇse barve kot bolj oddaljene tocˇke. Odvisno od posameznega
sistema je lahko barvno kodiranje tudi obratno, tocˇke slike blizˇe senzorju so
temnejˇse barve kot bolj oddaljene tocˇke. Ker je podatek o tretji dimenziji shranjen
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Slika 3.1: Primer slike oddaljenosti.
v dvodimenzionalni sliki, lahko govorimo o 2,5D zapisu [24]. Globinske slike
namrecˇ ne moremo neposredno prikazati v 3D prostoru, jo pa lahko ob poznavanju
fiksnih razmakov ∆x in ∆y pretvorimo v oblike zapisov, ki omogocˇajo neposreden
prikaz in interakcijo v 3D prostoru.
3.2 Oblak tocˇk
Zapis tridimenzionalnih podatkov v obliki neurejene ali urejene mnozˇice tocˇk je
zaradi navidezne razprsˇenosti v prostoru imenovan oblak tocˇk (ang. point cloud),
prikazan na sliki 3.2. Neurejena mnozˇica oziroma oblak tocˇk P = {v1, ..., vn}, kjer
je vi ∈ R3, je zapisan kot polje dimenzij n × 3. Tocˇke lahko vsebujejo dodatno
informacijo o teksturi ali normalah na povrsˇino zajetega objekta. Urejen oblak
tocˇk pa je zapisan s strukturo, ki se navidezno prilega dvodimenzionalni sliki
in je organizirana v obliki matrike z znano razdaljo med posameznimi elementi
oziroma vzorcˇenjem. Posamezne tocˇke so shranjene v polju dimenzij m× n× 3.
Za vsako slikovno tocˇko i = 1...m in j = 1...n obstaja pripadajocˇa koordinata 3D
tocˇke
[︂
x(i, j) y(i, j) z(i, j)
]︂T
∈ R3. Ker je zaradi organizirane strukture znana
solezˇnost med posameznimi tocˇkami oblaka, je ta zapis ob racˇunsko ucˇinkoviti
obdelavi primeren za neposredno pretvorbo v zapis in upodobitev z mrezˇo tri-
kotnikov. V procesu pretvorbe se robove oziroma stranice trikotnikov zgradi s
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Slika 3.2: Primer oblaka tocˇk.
povezavo paroma sosednjih tocˇk.
Dodatna prednost zapisa v oblak tocˇk je zmozˇnost poravnave vecˇ, z razlicˇnih
vidnih kotov zajetih tridimenzionalnih slik v eno samo. Na ta nacˇin se lahko
zapolni obmocˇja oblaka tocˇk, ki sicer ne bi vsebovala informacije o povrsˇini objekta.
3.3 Datotecˇni formati
Poleg razlicˇnih oblik zapisa tridimenzionalnih podatkov je v uporabi tudi vecˇje
sˇtevilo datotecˇnih formatov za shranjevanje tovrstnih podatkov [25]. Programska
oprema, ki je del v tej nalogi predstavljenega 3D skenerja, omogocˇa izvoz oblaka
tocˇk v datotecˇne formate PLY, PTX in proizvajalcu lastnem PRAW.
Format PLY (Polygon File Format) je bil razvit na ameriˇski univerzi Stanford in
prvotno izdan leta 1994. Omogocˇa shranjevanje razlicˇnih lastnosti tridimenzionalne
slike. Poleg samih prostorskih koordinat posameznih tocˇk je tako mozˇno shraniti
tudi pripadajocˇe podatke o barvi, prosojnosti, normalah in teksturi. Podatki so
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lahko zapisani v ASCII ali binarni obliki zapisa. Datoteka PLY ima na zacˇetku
glavo (ang. header), ki vsebuje splosˇen opis lastnosti tocˇk ter njihovo sˇtevilo.
Glavi pa nato sledijo tocˇke s pripadajocˇimi lastnostmi. Sledecˇ primer podaja izsek
tega zapisa, pridobljenega iz skenerja PhoXi 3D.
ply
format ascii 1.0
obj_info Photoneo PLY PointCloud ( Width = 2064; Height = 1544)
element vertex 3186816
property float x
property float y
property float z
property float nx
property float ny
property float nz
property uchar red
property uchar green
property uchar blue
property float Texture32
property float Depth32
end_header
...
322.888 -265.146 745.318 -0.172922 -0.570049 -0.803208 9 9 9 55 745.318
323.277 -265.184 745.413 -0.18686 -0.565633 -0.803208 10 10 10 60 745.413
323.597 -265.167 745.353 -0.164223 -0.541372 -0.824589 10 10 10 56 745.353
323.972 -265.194 745.417 -0.250461 -0.529555 -0.810457 12 12 12 69 745.417
324.233 -265.128 745.22 -0.278848 -0.492236 -0.824589 13 13 13 74 745.22
...
Iz zapisa je razvidno, da je oblak tocˇk zajet v mrezˇi dimenzij 2064 x 1544,
kar ustreza locˇljivosti kamere skenerja. Oblak tocˇk zajema 3186816 elementov.
Posameznim elementom pripadajo koordinate (x, y, z), smerni vektor (nx, ny, nz),
informacija o sivinski teksturi v obliki RGB (ang. red, green, blue) zapisa, zapis
teksture z 32-bitno vrednostjo in podatek o globini.
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Podobno strukturiran je tudi format Leica PTX (Plain Text), znacˇilen za
shranjevanje podatkov LIDAR (ang. Light Detection and Ranging) skenerjev.
Na zacˇetku datoteke je glava, ki vsebuje sˇtevilo stolpcev in vrstic, sledijo pa ji
dejanski elementi oblaka tocˇk. Ti lahko zajemajo podatke o koordinatah in barvi
posamezne tocˇke. Zapis sicer omogocˇa tudi shranjevanje transformacijskih matrik
za poravnavo vecˇ zajetih slik v skupen koordinatni sistem. Primer izseka zapisa iz
skenerja PhoXi 3D je podan spodaj.
1544
2064
...
-84.7455 -184.154 694.469 1 52 52 52
-84.4823 -184.263 694.889 1 48 48 48
-84.2146 -184.363 695.274 1 51 51 51
-83.9894 -184.558 696.016 1 52 52 52
-83.7138 -184.642 696.342 1 50 50 50
...
Format PRAW oziroma Photoneo RAW je format proizvajalca skenerja, ki je
namenjen predvsem diagnostiki delovanja, saj poleg podatkov o tridimenzionalni
sliki in pripadajocˇih karakteristikah vsebuje parametre skenerja. Vsebina datoteke
je shranjena v binarni obliki.
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4 Eksperimentalni merilni sistem
Za izvedbo prakticˇnega eksperimentalnega dela te naloge smo izdelali merilni
sistem, ki omogocˇa izvedbo analize merilne negotovosti tridimenzionalnega senzorja
PhoXi 3D M. Analiza temelji na primerjavi odcˇitkov globine senzorja in pomika
senzorja med dvema tocˇkama meritve. Merilni sistem obsega elektromehanski
in programski del. Poleg samega senzorja so v nadaljevanju predstavljeni osnovi
gradniki elektromehanskega dela. Ta del zajema nosilno konstrukcijo za pomikanje
senzorja, koracˇni motor, mikrokrmilnik Arduino uporabljen za izvedbo krmiljenja
ter linearni dejalnik pomika kot kljucˇen element pri merjenju pomika in kasnejˇsemu
izracˇunu merilne negotovosti senzorja. V opisu programskega dela je predstavljen
programski vmesnik oziroma gonilnik za upravljanje s parametri senzorja in zajem
ter shranjevanje tridimenzionalnih slik za nadaljnjo obdelavo. Prav tako so opisani
poglavitni deli programske kode programov, ki smo jih pripravili za izvedbo
meritev in njihovo analizo.
4.1 Senzor
Tridimenzionalni skener PhoXi 3D, slovasˇkega podjetja Photoneo, pripada skupini
senzorjev z lastnim virom svetlobe, saj zajem 3D slik temelji na metodi strukturi-
rane svetlobe. Glede na delovno obmocˇje oziroma volumen, ki ga skener lahko
zajame, je na voljo pet razlicˇnih velikostnih modelov. Za analizo merilne negotovo-
sti smo izbrali skener velikosti M, prikazan na sliki 4.1, z delovnim obmocˇjem, ki
je graficˇno ponazorjen na slikah 4.2 in 4.3. Za izvedbo te naloge kljucˇne tehnicˇne
lastnosti senzorja, povzete po [26], pa so zbrane v tabeli 4.1. V tabeli 4.1 navedena
optimalna razdalja zajema je razdalja, ki je dolocˇena s tocˇko, ki je glede na
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Slika 4.1: Tridimenzionalni skener Photoneo PhoXi 3D M.
parametre kamere v fokusu.
Tabela 4.1: Kljucˇne tehnicˇne lastnosti senzorja Photoneo PhoXi 3D M.
Lastnost Vrednost
Locˇljivost kamere 3,2 megapiksla
Horizontalni kot projekcije laserja 47, 5◦ ± 1◦
Vertikalni kot projekcije laserja 36, 0◦ ± 2◦
Razdalja zajema (458 - 1118) mm
Optimalna razdalja zajema 650 mm
Vidno polje pri optimalni razdalji (590 x 421) mm
Razdalja med tocˇkama oblaka tocˇk pri optimalni razdalji 0,286 mm
Tocˇnost kalibracije ≤ 0,10 mm
Temperaturno obmocˇje (0 - 30) ◦C
Obmocˇje relativne vlazˇnosti zraka (0 - 95) %
Obmocˇje zracˇnega tlaka (1080 - 795) Pa
4.1.1 Programska oprema
Poleg senzorja je del obravnavanega sistema tudi programska oprema - aplikacija
PhoXi Control [27], namenjena nastavljanju parametrov zajema slik in prikaz teh
uporabniku. Aplikacija med drugim deluje kot vmesnik ali gonilnik za dostop
do skenerja s strani drugih programskih orodij, ki imajo implementirano funkcio-
nalnost za prozˇenje in obdelavo zajetih podatkov skenerja. Graficˇni uporabniˇski
vmesnik aplikacije, prikazan na sliki 4.4, je razdeljen na sˇtiri funkcionalna obmocˇja,
in sicer na:
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Slika 4.2: Delovno obmocˇje senzorja, podano v milimetrih - pogled od zgoraj.
Slika 4.3: Delovno obmocˇje senzorja, podano v milimetrih - pogled s strani.
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1. orodno vrstico,
2. obmocˇje parametrov skenerja in zajema slik,
3. obmocˇje predogleda zajetih slik,
4. obmocˇje parametrov prikaza slik.
V orodni vrstici so zbrana osnovna orodja za prozˇenje skenerja ter shranjevanje
zajetih podatkov. Izbirati je mozˇno med enkratnim in neprekinjenim prozˇenjem.
Pri slednjem skener zajema slike eno za drugo, a je omejen s cˇasom zajema
posamezne - kljub navidezno konstantni projekciji vzorca strukturirane svetlobe ta
nacˇin, podobno kot pri enkratnem prozˇenju, ni namenjen zajemu slik gibajocˇega
se objekta. Za shranjevanje zajetih podatkov je na voljo vecˇ razlicˇnih datotecˇnih
formatov oziroma oblik za shranjevanje oblaka tocˇk in podpornih informacij.
Poleg samega oblaka tocˇk je namrecˇ mozˇno shraniti tudi dvodimenzionalne slike,
torej teksturo in globinsko sliko ter sivinske slike, ki predstavljajo koordinate
posameznih tocˇk v oseh X, Y in Z. Tridimenzionalni podatki so lahko shranjeni
v formate PLY, Leica PTX ali PRAW.
Obmocˇje parametrov skenerja in zajema slik vsebuje nastavitve, s katerimi
se lahko vpliva na kakovost zajete tridimenzionalne slike. Med drugim je mozˇno
nastaviti osvetlitveni cˇas v skener vgrajene kamere in svetlobno jakost laserja,
vklopiti mozˇnost odprave povrsˇinskih odbojev svetlobe ob prisotnosti visoko
svetlobno odbojnih povrsˇin in vpliv mocˇne ambientalne ali naravne svetlobe.
Parametre se prilagodi glede na lastnosti okolja in objekta, ki ga zˇelimo zajeti.
Dodatno lahko s transformacijsko matriko dolocˇimo poljuben koordinatni sistem,
glede na katerega so podane koordinate posamezne tocˇke v oblaku tocˇk. Slednje
je uporabno v primeru, ko je skener del sistema robotskega vida. Koordinatni
sistem skenerja lahko premaknemo v bazo robota in se s tem izognemo potrebi po
dodatni pretvorbi koordinat na strani robota.
Obmocˇje predogleda zajetih slik po vsakem prozˇenju skenerja prikazˇe zajet
oblak tocˇk. Za bolj intuitivno orientacijo ob ogledu tridimenzionalne slike je z
oblakom tocˇk zdruzˇena tudi tekstura. Vsaka tocˇka ima torej sˇe dodatno informacijo
o sivinski barvni vrednosti. Dodatno je mozˇno prikazati tudi globinsko sliko
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Slika 4.4: Graficˇni uporabniˇski vmesnik aplikacije PhoXi Control.
in teksturo. Nastavitve za upravljanje tega prikaza pa so zbrane v obmocˇju
parametrov prikaza slik.
Poleg graficˇnega uporabniˇskega vmesnika je del aplikacije PhoXi Control tudi
aplikacijski programski vmesnik (ang. application programming interface - API ).
Z vkljucˇitvijo knjizˇnic vmesnika v programsko kodo drugega programa lahko
slednji dostopa do funkcij skenerja in njegovih izhodnih podatkov. Aplikacijski
programski vmesnik podpira programska jezika C++ in C#.
4.2 Mikrokrmilnik Arduino
Za krmiljenje pomika senzorja po nosilni konstrukciji izdelanega mehanizma in
sprejem signala linearnega dajalnika pomika smo uporabili mikrokrmilnik Arduino.
Arduino je del odprto-kodnega projekta ter zajema strojno in programsko opremo,
ki sta zdruzˇeni v celovito razvojno okolje [28]. Uporabljena razvojna plosˇcˇa
Arduino Uno [29], prikazana na sliki 4.5, je osnovana na Atmelovem 8-bitnem
cˇipu ATmega328P s taktom delovanja 20 MHz. Ima 14 digitalnih vhodov/izhodov
in 6 analognih vhodov. Za shranjevanje uporabniˇskih programov je na voljo
36 Eksperimentalni merilni sistem
Slika 4.5: Mikrokrmilnik Arduino Uno.
32 kB obstojnega pomnilnika, dodatno pa sˇe 2 kB neobstojnega SRAM (ang.
static random access memory) pomnilnika za shranjevanje spremenljivk med
delovanjem programa. Prenos podatkov in komunikacija med mikrokrmilnikom
ter racˇunalnikom poteka preko serijskega vodila z mikro USB vmesnikom. Poleg
prenosa podatkov je vticˇnica USB namenjena tudi napajanju, vendar je v tem
primeru vhodni tok omejen na 500 mA. Alternativno je na voljo vticˇnica za
zunanje napajanje v priporocˇenem obmocˇju napetosti med 7 in 12 V.
Osnovnemu programiranju mikrokrmilnika je namenjeno integrirano razvojno
okolje (ang. integrated development environment - IDE ) Arduino IDE.
Ker z razvojno plosˇcˇo ni mozˇno neposredno krmiliti koracˇnega motorja, ki
smo ga izbrali za pomik senzorja, je bila na Arduino Uno dodana sˇe razsˇiritvena
plosˇcˇa Adafruit Motor/Stepper/Servo Shield, prikazana na sliki 4.6, namenjena
krmiljenju koracˇnih in enosmerno napajanih servo motorjev [30]. Na razsˇiritveni
plosˇcˇi je TB6612 MOSFET gonilnik, ki lahko hkrati krmili do 2 koracˇna ali 4
servo motorje.
Povezava oziroma komunikacija med mikrokrmilnikom in razsˇiritveno plosˇcˇo
je izvedena preko I2C podatkovnega vodila (ang. Inter-Integrated Circuit). Na
mikrokrmilniku sta tako zasedena le dva vecˇnamenska vhodno-izhodna (ang.
general-purpose input/output - GPIO) kontakta - SDA (podatkovna linija) in SCL
(linija za urni takt). Dodatno pa sˇe kontakt za napajanje z napetostjo 5 V in
ozemljitev. Posledicˇno lahko prosto uporabimo preostale kontakte.
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Slika 4.6: Razsˇiritvena plosˇcˇa Adafruit Motor/Stepper/Servo Shield.
4.3 Linearni dajalnik pomika
Za dolocˇitev pozicije oziroma pomika tridimenzionalnega senzorja glede na ka-
libracijsko plosˇcˇo, ki je bila uporabljena pri analizi njegove merilne negotovosti,
smo izbrali inkrementalni brez-kontaktni magnetni linearni dajalnik pomika s
cˇitalno glavo LM10 [31] podjetja RLS Merilna tehnika, prikazano na sliki 4.7.
Poleg cˇitalne glave je del sistema za merjenje pomika tudi pripadajocˇ magnetni
linearni trak MS10. Celoten sistem je mozˇno prilagoditi zahtevam posamezne
aplikacije. V nadaljevanju je na kratko opisan princip delovanja magnetnega
dajalnika pomika, prav tako pa so opisane karakteristike sistema, ki je bil izbran
za izvedbo te naloge.
Slika 4.7: Linearni dajalnik pomika RLS LM10.
Dajalnik pomika je elektromehanska naprava, ki pretvarja pomik v analogni
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ali digitalni elektricˇni signal. Razdelimo jih lahko na inkrementalne in absolutne,
glede na tehnologijo branja pa na opticˇne, magnetne in induktivne [32].
Za razliko od absolutnega dajalnika pomika inkrementalni oziroma relativni
dejalnik pomika poda vrednost glede na predhodno prebrano vrednost ali glede
na neko zacˇetno pozicijo. Ta vrednost pa se ob vsakem zagonu ponastavi. Na
racˇun manjˇse locˇljivosti ta problem odpravljajo absolutni dajalniki pomika, ki tudi
ob ponovnem zagonu ohranjajo informacijo o trenutni poziciji glede na zacˇetno
oziroma referencˇno.
Magnetni dajalnik pomika deluje na principu zaznavanja magnetnega polja.
Cˇitalna glava se pomika nad magnetnim trakom z izmenicˇno spremenljivo polari-
zacijo po svoji dolzˇini - izmenjujeta se torej severni in juzˇni pol. Tipicˇno so za
zaznavo (spremembe) gostote magnetnega polja uporabljeni senzorji, ki temeljijo
na Hallovem pojavu. Senzorji v cˇitalni glavi so med seboj razmaknjeni tako, da
sta izhodna signala parov senzorjev medsebojno zamaknjena za 90◦. Izhod cˇitalne
glave je kvadraturni signal (A in B), s katerim je ob sˇtetju prehodov med sˇtirimi
stanji mozˇno dolocˇiti pomik in smer pomika cˇitalne glave po magnetnem traku.
Magnetni trak lahko vsebuje sˇe referencˇno pozicijo ali vecˇ teh razporejenih po
celotni dolzˇini traku. Ta pozicija, imenovana tudi indeks, je recimo uporabljena
za dolocˇitev zacˇetne tocˇke cˇitalne glave ob izgubi napajanja in je na izhodu
predstavljena s pulzom signala Z.
Ker je podatek o razdalji med tridimenzionalnim senzorjem in kalibracijsko
plosˇcˇo kljucˇen za uspesˇno analizo merilne negotovosti, mora biti dajalnik po-
mika kot merilni sistem zmozˇen izvesti meritev razdalje med dvema tocˇkama z
locˇljivostjo, ki je boljˇsa od locˇljivosti obravnavanega senzorja. V ta namen smo
izbrali cˇitalno glavo z oznako LM10 IC 010 G A 10 A 00 in pripadajocˇ magnetni
trak z oznako MS10 D M800 A M400 sˇirine 10 mm. Oznaka cˇitalne glave LM10
podaja naslednje karakteristike:
• IC - izhod: inkrementalni, RS422, 5 V napajanje,
• 010 - locˇljivost: 10 µm,
• G - minimalna razdalja med frontami izhodnih signalov: 10 µs,
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• A - referenca: z referencˇnim signalom,
• 10 - dolzˇina kabla: 1,0 m (standardna),
• A - konektor: 9-polni mosˇki D-sub,
• 00 - posebne zahteve: brez posabnih zahtev (standardno).
Oznaka magnetnega traku MS10 pa podaja sledecˇe karakteristike:
• D - tocˇnost: ±10 µm
m
,
• M800 - dolzˇina magnetnega traku: 800 mm,
• A - samolepilni magnetni trak, brez zasˇcˇitne folije,
• M400 - pozicija referencˇne znacˇke: 400 mm.
Kot je razvidno iz oznake cˇitalne glave je njena locˇljivost desetkrat boljˇsa od v
tehnicˇnih lastnostih podane tocˇnosti kalibracije senzorja PhoXi 3D M.
Izhod cˇitalne glave predstavljajo trije digitalni signali pravokotne oblike, A, B in
Z, prikazani na sliki cˇasovnega diagrama 4.8. Tem pa pripadajo sˇe komplementarni
invertirani signali A-, B- in Z-, ki na sliki niso prikazani. Invertirane signale se
lahko uporabi za preverjanje prisotnosti morebitnih napak pri prenosu signala od
cˇitalne glave do prejemnika signala.
4.4 Postavitev sistema
Za pomik senzorja na razlicˇne razdalje od plosˇcˇe z referencˇnimi merilnimi tocˇkami
smo izdelali linearno vodilo z eno prostostno stopnjo gibanja. Mehanski del
linearnega vodila je sestavljen iz standardnih industrijskih aluminijastih profilov
in povezovalnih elementov. Preostale elemente smo natisnili z uporabo tehnologije
3D tiska. Racˇunalniˇski model mehanskega dela sestava prikazuje slika 4.9.
Navpicˇni nosilec, kamor je pritrjen skener, se z drsnikom po eni osi premika
med skrajnima tocˇkama vodila. Pomik je izveden s koracˇnim motorjem na eni
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Slika 4.8: Cˇasovni diagram linearnega dajalnika pomika RLS LM10.
Slika 4.9: Racˇunalniˇski model mehanskega dela sestava.
strani vodila in osjo na nasprotni strani. Preko jermenic ju povezuje zobati jermen.
Ker skupna masa navpicˇnega vodila in senzorja (premicˇna masa) znasˇa priblizˇno 2
kilograma, smo izbrali bipolarni koracˇni motor NEMA 17 z vgrajenim reduktorjem
s prestavnim razmerjem 5:1 [33]. Motor omogocˇa tekocˇe premikanje senzorja,
brez nezˇelenih vibracij ali sunkovitih pomikov med posameznimi koraki. Linearni
dajalnik pomika je pritrjen pod nosilcem, z magnetnim trakom nalepljenim na
spodnjo stran vodila. Na fotografiji 4.10 je postavljen sistem z vsemi pripadajocˇimi
gradniki in povezovalnimi in napajalnimi kabli, fotografija 4.11 pa prikazuje mesto
namestitve linearnega dajalnika pomika in traku na spodnji strani vodila, na
mestu pod nosilcem za namestitev skenerja.
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Slika 4.10: Merilni sistem z vsemi komponentami.
Slika 4.11: Namestitev linearnega dajalnika pomika.
4.5 Programski del
Poleg elektromehanskega sestava je del merilnega sistema tudi programski del.
Za izvedbo krmiljenja pomika skenerja po linearnem vodilu, zajem in shranjeva-
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nje tridimenzionalnih slik ter kasnejˇso analizo zbranih podatkov smo pripravili
programe za:
• mikrokrmilnik Arduino,
• prozˇenje 3D skenerja in shranjevanje pridobljenih podatkov na trdi disk
racˇunalnika,
• avtomatizirano analizo zajetih podatkov.
4.5.1 Program za mikrokrmilnik
Program za mikrokrmilnik Arduino izvaja pomikanje skenerja po linearnem vodilu
s krmiljenjem koracˇnega motorja, ki je prikljucˇen na razsˇiritveno plosˇcˇo. Poleg
tega belezˇi stanje digitalnih izhodov cˇitalne glave linearnega dajalnika pomika
za pridobitev podatka o opravljenem pomiku. Za izvedbo krmiljenja koracˇnega
motorja in vzpostavitev povezave med mikrokrmilnikom in razsˇiritveno plosˇcˇo je
na zacˇetku programa potrebno vkljucˇiti ustrezni programski knjizˇnici:
#include <Wire.h>
#include <Adafruit_MotorShield.h>
Knjizˇnica Wire je namenjena komunikaciji preko I2C vodila [34], v konkretnem
primeru za komunikacijo med mikrokrmilnikom in razsˇiritveno plosˇcˇo. Knjizˇnica
Adafruit MotorShield pa vsebuje objekte in funkcije za krmiljenje motorjev [35].
Torej inicializacijo, nastavljanje parametrov kot so hitrost in smer vrtenja ter
sˇtevilo korakov in koracˇni nacˇin pri koracˇnem motorju.
V nadaljevanju programa, pred glavno programsko zanko, se ustvari nov prazen
objekt, ki smo ga poimenovali AFMS, s privzetim I2C naslovom, ter nanj povezˇe
motor myMotor z definiranjem tipa motorja, sˇtevila korakov motorja na en obrat
osi ter sˇtevilko prikljucˇka, kamor je motor fizicˇno povezan na razsˇiritveno plosˇcˇo:
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Adafruit_MotorShield AFMS = Adafruit_MotorShield();
Adafruit_StepperMotor *myMotor = AFMS.getStepper(1036, 2);
Vrednost sˇtevila korakov motorja je dobljena iz podatkovnega lista koracˇnega
motorja, ki smo ga uporabili, in je zmnozˇek sˇtevila korakov motorja brez reduktorja
in prestavnega razmerja reduktorja.
Dodatno v setup zanki programa inicializiramo razsˇiritveno plosˇcˇo in nastavimo
hitrost vrtenja koracˇnega motorja:
AFMS.begin();
myMotor->setSpeed(255);
Parameter za nastavitev hitrosti vrtenja je nastavljiv v obmocˇju med 0 in 255.
Vrednost 255 torej podaja maksimalno hitrost.
Preprosto krmiljenje motorja se nato v glavni zanki programa vrsˇi z ukazom:
myMotor->step(13800, FORWARD, INTERLEAVE);
Parametri funkcije step po vrsti oznacˇujejo sˇtevilo korakov, smer vrtenja
in koracˇni nacˇin. Sˇtevilo korakov je dolocˇeno glede na zˇelen pomik skenerja.
Vrednost 13800 v podanem ukazu ustreza pomiku dolzˇine 5 cm. Po izvedbi
ukaza mikrokrmilnik na prikljucˇnih sponkah motorja ohranja napetost in s tem
drzˇalni navor (ang. holding torque), kar onemogocˇa premikanje mehanizma med
izvajanjem meritev.
Branje stanja digitalnih izhodov linearnega dajalnika pomika se izvaja v dveh
prekinitvenih rutinah, ki smo jo povzeli po primeru na [36]. Zunanjim prekinitvam
sta na mikrokrmilniku namenjena dva digitalna kontakta z zaporednima sˇtevilkama
2 in 3, ki ju je potrebno definirati na zacˇetku programa, s cˇemer spremljamo stanji
signalov A in B cˇitalne glave :
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#define encoderPinA 3
#define encoderPinB 2
V setup zanki programa inicializiramo rutini za spremljanje stanja obeh digi-
talnih kontaktov oziroma vhodov:
attachInterrupt(digitalPinToInterrupt(3), doEncoderA, CHANGE);
attachInterrupt(digitalPinToInterrupt(2), doEncoderB, CHANGE);
doEncoderA in doEncoderB sta prekinitveni rutini, definirani v nadaljevanju
programa. S parametrom CHANGE spremljamo vse prehode stanj digitalnih
signalov, tako ob prvem kot zadnjem robu (ang. rising in falling edge) oziroma
fronti.
V prekinitvenih rutinah nato z digitalRead(encoderP inA) oziroma
digitalRead(encoderP inB) spremljamo medsebojne prehode obeh signalov in
s tem sˇtiri mozˇna stanja linearnega dajalnika pomika. Ker locˇljivost slednjega
ustreza razdalji med frontami izhodnih signalov, z zmnozˇkom locˇljivosti in sˇtevila
prehodov pridobimo informacijo o opravljenem pomiku cˇitalne glave po magnetnem
traku in s tem opravljen pomik 3D skenerja po linearnem vodilu.
Dolzˇina pomika se izpiˇse v serijski konzoli. Po opravljenem pomiku in izpisu
se s pritiskom na gumb na mikrokrmilniku ponastavi stanje sˇtevca prehodov stanj
linearnega dajalnika pomika ter sprozˇi ponoven pomik.
4.5.2 Program za prozˇenje 3D skenerja
Konzolni program za prozˇenje 3D skenerja in zajem ter shranjevanje pridobljenih
podatkov na trdi disk racˇunalnika smo pripravili v programskem jeziku C++ z
uporabo aplikacijskega programskega vmesnika, ki je del aplikacije PhoXi Control.
Osnovne funkcije za dostop do skenerja so zajete v knjizˇnici, ki se jo vkljucˇi na
zacˇetek programa:
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#include "PhoXi.h"
V glavni zanki programa se nato inicializira skener s klicem na prvega zazna-
nega, ki je prikljucˇen na osebni racˇunalnik. Sledi nastavitev prozˇenja skenerja
s programskim signalom oziroma prozˇilcem. Pred pricˇetkom zajemanja slik se
sprosti sˇe zacˇasni pomnilnik.
pho::api::PhoXiFactory Factory;
pho::api::PPhoXi PhoXiDevice = Factory.CreateAndConnectFirstAttached();
PhoXiDevice->TriggerMode = pho::api::PhoXiTriggerMode::Software;
PhoXiDevice->ClearBuffer();
PhoXiDevice->StartAcquisition();
Funkcija TriggerFrame() sprozˇi zajem podatkovnega okvirja, ki lahko zajema
vecˇ razlicˇnih slik, tako 3D kot 2D. Sledi pridobitev podatkov, ki se nahajajo v tem
podatkovnem okvirju in shranjevanje v zˇelen format. Ker smo za izvedbo meritev
potrebovali tako oblak tocˇk kot tudi teksturo, smo shranili oba tipa podatkov.
int FrameID = PhoXiDevice->TriggerFrame();
pho::api::PFrame Frame = PhoXiDevice->GetSpecificFrame(FrameID);
Frame->SaveAsPly(
framePly_Binary,
true,
true,
true,
false,
false,
true,
false
);
PhoXiDevice->SaveLastOutput(frameTif);
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V funkciji SaveAsP ly() se s pramateri logicˇnih vrednosti (ang. boolen value)
dolocˇi informacije, ki so vkljucˇene v oblak tocˇk, shranjen kot datoteka formata
PLY. Glede na potrebe pri analizi zajetih podatkov smo izbrali shranjevanje
oblaka tocˇk shranjenega v binarni obliki za manjˇso velikost shranjenih datotek,
poleg samih tocˇk pa smo shranili tudi normalizirano teksturo. Ker je pridobitev
teksture iz oblaka tocˇk racˇunsko potratna, smo za konec shranili sˇe teksturo v njej
lastnem formatu.
Izsek programa med delovanjem v konzoli prikazuje slika 4.12. Zapis vsebuje
informacijo o zaporedni sˇtevilki zajetih podatkov, imeni datotek oblaka tocˇk in
teksture ter pretecˇen cˇas, ki vkljucˇuje zajem ter shranjevanje podatkov.
Slika 4.12: Izsek programa za prozˇenje 3D skenerja med delovanjem.
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4.5.3 Program za avtomatizirano analizo zajetih podatkov
Program za analizo zajetih podatkov smo spisali v programskem jeziku Python.
Poleg osnovnih funkcij programskega jezika smo med drugim uporabili sˇe knjizˇnice:
• Numpy,
• PyntCloud,
• OpenCV,
• Matplotlib.
Knjizˇnica Numpy [37] je namenjena delu z vecˇdimenzionalnimi matrikami
in omogocˇa izvajanje razlicˇnih operacij linearne algebre. Za obdelavo podatkov
pridobljenih iz oblaka tocˇk je uporabna knjizˇnica PyntCloud [38]. OpenCV [39]
podpira sˇtevilne napredne funkcije in algoritme za delo s slikami, tako 2D kot
tudi 3D. Knjizˇnica Matplotlib [40] pa sluzˇi za graficˇno predstavitev meritev v
obliki razlicˇnih grafov. Uporabili smo sˇe nekatere druge knjizˇnice, ki pa imajo v
programu podporno vlogo.
Program v mapi, kamor smo shranili iz skenerja pridobljene oblake tocˇk in
pripadajocˇe teksture, indeksira in po imenu oziroma zaporedni sˇtevili razvrsti
datoteke v dva seznama - enega namenjenega oblakom tocˇk in drugega teksturam.
Nato OpenCV funkcija findChessboardCorners v datotekah iz seznama teks-
tur na sˇahovnici, prikazani na sliki 4.13, poiˇscˇe presecˇiˇscˇa cˇrnih in belih kvadratov,
funkcija cornerSubP ix pa dolocˇi pod-tocˇkovno tocˇno lokacijo presecˇiˇscˇ. Ta del
programa je povzet po [41]. Funkciji sta sicer namenjeni izvedbi kalibracije kamere
po metodi, ki jo je predlagal Zhang [42]. Pregled ostalih metod podaja [43].
Na podlagi tako dolocˇenih presecˇiˇscˇ iz dvodimenzionalne ravnine se v nada-
ljevanju iz oblakov tocˇk izlusˇcˇi v teh tocˇkah prisotne koordinate, pri cˇemer je za
izvedbo te analize relevantna koordinata osi Z, ki podajo informacijo o globini.
Ker imamo opravka z urejenim oblakom tocˇk, lahko ob znanih 2D koordinatah
pridobimo 3D koordinato iz oblaka tocˇk z izracˇunom indeksa i (4.1)
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i = 2064 ∗ (y − 1) + x (4.1)
kjer sta x in y koordinati pridobljeni iz slike teksture, vrednost 2064 pa ustreza
locˇljivosti senzorja po sˇirini. Indeks i v datoteki oblaka tocˇk PLY kazˇe na mesto,
kjer so zapisane koordinate pripadajocˇe 3D tocˇke.
Za izracˇun pogresˇkov, torej razliko med izmerjeno globino in odcˇitkom line-
arnega dajalnika pomika, iz tekstovne datoteke uvozimo podatke o relativnih
pomikih in jih z medsebojnim sesˇtevanjem preoblikujemo v zapis absolutnega
pomika po celotni dolzˇini vodila glede na zacˇetno tocˇko pomika.
V nadaljevanju na tako pridobljenih in obdelanih podatkih izvedemo razlicˇne
statisticˇne izracˇune in operacije, kot so izracˇun srednje vrednosti, mediane ter
standardnega odklona meritev, izlocˇitev ubezˇnikov in koncˇen izracˇun standardne
merilne negotovosti.
Zaradi preglednosti je programska koda prilozˇena v dodatku A.3.
4.6 Izvedba meritev
Meritve za analizo merilne negotovosti skenerja smo izvedli z linearnim pomikanjem
skenerja vstran od tarcˇe. Za izhodiˇscˇno poravnavo in prvo meritev smo izbrali
pozicijo skenerja oddaljeno 48 cm stran od tarcˇe, izmerjeno z merilnim trakom v
dveh tocˇkah od ravnine tarcˇe do tocˇk na levem in desnem koncu ohiˇsja skenerja.
Kot opisano v poglavju 4.4, je bil skener namesˇcˇen na nosilec na vodilu na viˇsini
55 cm od tal. Sredinska tocˇka na sˇahovnici tarcˇe je bila tako prisotna v sredini
vidnega polja kamere.
Ker tocˇno mesto ter rotacija slikovne ravnine kamere v ohiˇsju skenerja s strani
proizvajalca nista podani, prav tako pa bi bilo glede na zˇeleno locˇljivost meritev
z razpolozˇljivo merilno opremo nemogocˇe ustrezno poravnati skener glede na
tarcˇo, smo v programskem vmesniku PhoXi Control uporabili mozˇnost poravnave
izhodiˇscˇa koordinatnega sistema oblaka tocˇk na koordinatno izhodiˇscˇe dolocˇeno z
vzorcem na tarcˇi pod sˇahovnico. Zacˇeten zajem oblaka tocˇk in slike sˇahovnice tako
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Slika 4.13: Sˇahovnica in vzorec za poravnavo koordinatnega sistema.
predstavlja tocˇke z globino 0 mm. Dodatno smo izvedli tudi meritve z vzorcem za
poravnavo na tarcˇi nad sˇahovnico. Ker je bila v srediˇscˇu vidnega polja kamere
sredina sˇahovnice, nismo zajeli celotnega vzorca za poravnavo. Kljub temu pa za
poravnavo zadosˇcˇa, da se v vidnem polju nahajajo vsaj sˇtirje krogi. Uspesˇno smo
zajeli prvo in drugo vrstico krogov, torej vsaj 8 krogov.
V nadaljnjem postopku smo pomikali skener v korakih po 50 mm do konca
merilnega obmocˇja skenerja - skupaj 12 korakov. V vsakem koraku je bilo zajetih
30 meritev, s cˇimer smo lahko ustrezno analizirali statisticˇen raztros meritev in
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izlocˇili ubezˇne meritve. Meritve so bile izvajane v intervalu 250 ms od uspesˇnega
prenosa podatkov na osebni racˇunalnik do pricˇetka novega zajema podatkov.
Po opravljenih meritvah na 12 razlicˇnih korakih pomika smo skupno zbrali 360
meritev, ki zajemajo oblake tocˇk in pripadajocˇe teksture. Tako zbrani podatki
zavzemajo prostor velikosti priblizˇno 40 GB.
Za bolj pregledno graficˇno predstavitev rezultatov meritev smo izbrali pet tocˇk
oziroma presecˇiˇscˇ na sˇahovnici, ki so oznacˇene na sliki 4.13. Te so v grafih podane
kot:
• LZ - levo spodaj,
• DZ - desno zgoraj,
• LS - levo spodaj,
• DS - desno spodaj,
• C - center.
V prostoru, kjer smo izvajali meritve, smo ob zacˇetku meritev izmerili tem-
peraturo zraka 23 ◦C. Prostor je bil delno zatemnjen in osvetljen z indirektno
naravno svetlobo s strani glede na skener.
5 Rezultati meritev
Po izvedbi meritev smo izracˇunali pogresˇek kot razliko med srednjo vrednostjo
meritev skenerja v posamezni merilni tocˇki sˇahovnice in odcˇitkom linearnega
dajalnika pomika. Pogresˇek v izbranih tocˇkah prikazuje graf na sliki 5.1, s
pripadajocˇim grafom standardnega odklona meritev na sliki 5.2. Za prikaz smo
zaradi preglednosti izbrali tocˇke, ki so oznacˇene na sliki sˇahovnice 4.13.
Ker je iz grafa standardnega odklona meritev razviden raztros izmerjenih
vrednosti, ki predvsem proti koncu merilnega obmocˇja presega locˇljivost skenerja,
smo si ogledali raztros meritev posameznih tocˇk. Sledecˇi grafi prikazujejo raztros
izmerjenih vrednosti skupaj s pripadajocˇimi histogrami za primer meritev tocˇke
v centru sˇahovnice. Izbral smo sˇtiri mesta, kjer se glede na graf pojavijo vecˇja
odstopanja. In sicer v tocˇkah meritev pri izmerjenih razdaljah pomika 307,07 mm
(sliki 5.3 in 5.4), 409,75 mm (sliki 5.5 in 5.6), 512,27 mm (sliki 5.7 in 5.8) in 563,55
mm (sliki 5.9 in 5.10).
Podobno za primer meritev tocˇke desno spodaj na sˇahovnici na razdaljah
101,92 mm (sliki 5.11 in 5.12), 307,07 mm (sliki 5.13 in 5.14), 460,91 mm (sliki
5.15 in 5.16) in 563,55 mm (sliki 5.17 in 5.18).
Na grafih raztrosa meritev so z oranzˇno barvno oznacˇene ubezˇne tocˇke, ki smo
jih izlocˇili iz nadaljnje obravnave, saj bistveno odstopajo od srednje vrednosti
meritev. Za avtomatsko izlocˇitev ubezˇnikov smo uporabili kriterij, po katerem
so bile kot ubezˇne tocˇke izbrane tiste, ki so od mediane meritev odstopale za
dvakratnik locˇljivosti skenerja, torej ±0, 2mm. Glede na grafe raztrosa meritev in
pripadajocˇe histograme se vecˇina tocˇk sicer nahaja v obmocˇju, ki je dolocˇeno z
locˇljivostjo skenerja.
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Slika 5.1: Graf pogresˇka meritev.
Slika 5.2: Graf standardnega odklona meritev.
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Slika 5.3: Graf raztrosa meritev na razdalji 307,07 mm - center sˇahovnice.
Slika 5.4: Histogram raztrosa meritev na razdalji 307,07 mm - center sˇahovnice.
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Slika 5.5: Graf raztrosa meritev na razdalji 409,75 mm - center sˇahovnice.
Slika 5.6: Histogram raztrosa meritev na razdalji 409,75 mm - center sˇahovnice.
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Slika 5.7: Graf raztrosa meritev na razdalji 512,27 mm - center sˇahovnice.
Slika 5.8: Histogram raztrosa meritev na razdalji 512,27 mm - center sˇahovnice.
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Slika 5.9: Graf raztrosa meritev na razdalji 563,55 mm - center sˇahovnice.
Slika 5.10: Histogram raztrosa meritev na razdalji 563,55 mm - center sˇahovnice.
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Slika 5.11: Graf raztrosa meritev na razdalji 101,92 mm - tocˇka desno spodaj na
sˇahovnici.
Slika 5.12: Histogram raztrosa meritev na razdalji 101,92 mm - tocˇka desno spodaj
na sˇahovnici.
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Slika 5.13: Graf raztrosa meritev na razdalji 307,07 mm - tocˇka desno spodaj na
sˇahovnici.
Slika 5.14: Histogram raztrosa meritev na razdalji 307,07 mm - tocˇka desno spodaj
na sˇahovnici.
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Slika 5.15: Graf raztrosa meritev na razdalji 460,91 mm - tocˇka desno spodaj na
sˇahovnici.
Slika 5.16: Histogram raztrosa meritev na razdalji 460,91 mm - tocˇka desno spodaj
na sˇahovnici.
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Slika 5.17: Graf raztrosa meritev na razdalji 563,55 mm - tocˇka desno spodaj na
sˇahovnici.
Slika 5.18: Histogram raztrosa meritev na razdalji 563,55 mm - tocˇka desno spodaj
na sˇahovnici.
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Slika 5.19: Graf pogresˇka meritev po izlocˇitvi ubezˇnih tocˇk.
Graf pogresˇka meritev z izlocˇenimi ubezˇniki je predstavljen na sliki 5.19. Slike
5.20 do 5.24 pa prikazujejo posamezne krivulje meritev s pripadajocˇim standardnim
odklonom nakljucˇnega dela meritev.
Primerjava grafov 5.1 in 5.19 kazˇe, da kljub izlocˇitvi ubezˇnih tocˇk ni bistvene
razlike med izracˇunanimi vrednostmi pogresˇkov, kar je lahko posledica uporabe
srednje vrednosti za izracˇun povprecˇja 30 meritev posamezne tocˇke. Kljub temu pa
je na podlagi standardnega odklona razviden manjˇsi raztros izmerjenih vrednosti.
Na podlagi obdelanih meritev z izlocˇenimi ubezˇniki smo izracˇunali standardno
merilno negotovost za posamezne tocˇke. Merilna negotovost podaja kvantitativno
obliko dvoma v merilni rezultat. V splosˇnem jo sestavljata prispevka negotovosti
tipa A in tipa B [44]. Negotovost tipa A izracˇunamo s pomocˇjo statisticˇnih metod
na zaporedju ponovljenih meritev. Negotovost tipa B pa predstavlja ocenjen
sistematicˇni pogresˇek, ki je pridobljen na podlagi izkusˇenj iz predhodno opravljenih
meritev oziroma na osnovi predpostavljenih porazdelitev. Hkrati moramo pri
izracˇunu skupne merilne negotovosti uposˇtevati tudi ostale vplivne velicˇine, ki
so uposˇtevane pri izvedbi meritev. V nasˇem primeru je to prispevek linearnega
dajalnika pozicije in prispevek samega obravnavanega senzorja. Oba prispevka sta
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Slika 5.20: Graf pogresˇka meritev s standardnim odklonom - tocˇka levo zgoraj.
Slika 5.21: Graf pogresˇka meritev s standardnim odklonom - tocˇka desno zgoraj.
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Slika 5.22: Graf pogresˇka meritev s standardnim odklonom - tocˇka levo spodaj.
Slika 5.23: Graf pogresˇka meritev s standardnim odklonom - tocˇka desno spodaj.
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Slika 5.24: Graf pogresˇka meritev s standardnim odklonom - tocˇka v centru.
pridobljena iz podatkovnih listov proizvajalcev naprav, predstavljenih v poglavju
4.
Skupno standardno merilno negotovost za nasˇ primer zapiˇsemo z enacˇbo (5.1).
uc(z) =
√︂
u2qDajalnik(z) + u
2
qSenzor(z) + u
2
A(z) + u
2
B(zmax) (5.1)
Prispevek linearnega dajalnika pomika podaja (5.2). Privzeta je enakomerna
oziroma pravokotna porazdelitev - enaka verjetnost, da se izmerjena vrednost
nahaja kjerkoli med mejama intervala, torej ±0, 01mm. Enako velja za prispevek
magnetnega traku (5.3) in prispevek zaradi histereze (5.4). Slednja prispevka
dodamo k uqDajalnik(z) v enacˇbi (5.1).
uqDajalnik(z) =
∆ldajalnik√
3
=
0, 01√
3
mm (5.2)
uqTrak(z) =
0, 01√
3
mm (5.3)
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uqHistereza(z) =
0, 004√
3
mm (5.4)
Enacˇba (5.5) predstavlja prispevek negotovosti locˇljivosti obravnavanega sen-
zorja. Tudi tu je privzeta enakomerna porazdelitev. Ker pa zaradi locˇljivosti
linearnega dajalnika pomika vrednotimo sistem z locˇljivostjo pol digita, je locˇljivosti
dodatno razpolovljena.
uqSenzor(z) =
∆lsenzor
2
√
3
=
0, 1
2
√
3
mm (5.5)
Kot omenjeno, je negotovost tipa A rezultat ponavljanja meritev izvedenih pod
enakimi pogoji. Izracˇunamo jo lahko s pomocˇjo standardnega odklona povprecˇja
s in sˇtevila opravljenih meritev n (5.6). Ker smo iz meritev izlocˇili ubezˇne, je to
potrebno uposˇtevati pri izracˇunu standardnega odklona. Zaradi izlocˇitve ubezˇnikov
pa je sˇtevilo meritev n enako sˇtevilu ohranjenih meritev.
uA(z) =
s√
n
(5.6)
Kljub izlocˇitvi ubezˇnih tocˇk pri izracˇunu pogresˇka meritev pa vpliva ubezˇnikov
ne smemo zanemarit. Tako smo pri izracˇunu negotovosti tipa B (5.7) uposˇtevali
izlocˇene ubezˇne tocˇke, in sicer kot absolutno vrednost razlike med srednjo vre-
dnostjo zaporedja meritev razdalje skenerja do posamezne tocˇke na sˇahovnici ter
najbolj oddaljeno ubezˇno meritvijo E(zmax) = |zmax − z|.
uB(zmax) =
E(zmax)√
3
(5.7)
Primer izracˇuna merilne negotovosti z zapisom merilnega rezultata za tocˇko
levo zgoraj na razdalji 307,07 mm.
uA(z) =
s√
n
=
0, 04√
30
mm (5.8)
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uB(zmax) =
E(zmax)√
3
=
0.07√
3
mm (5.9)
uc(z) =
√︄
(
0, 01√
3
)2 + (
0, 01√
3
)2 + (
0, 004√
3
)2 + (
0, 1
2
√
3
)2 + (
0, 04√
30
)2 + (
0.07√
3
)2 = 0, 051mm
(5.10)
z = 306, 270mm,uc(z) = 0, 051mm,n = 30 (5.11)
Primer izracˇuna merilne negotovosti z zapisom merilnega rezultata za tocˇko
desno spodaj na razdalji 460,91 mm.
uA(z) =
s√
n
=
0, 07√
22
mm (5.12)
uB(zmax) =
E(zmax)√
3
=
0.1√
3
mm (5.13)
uc(z) =
√︄
(
0, 01√
3
)2 + (
0, 01√
3
)2 + (
0, 004√
3
)2 + (
0, 1
2
√
3
)2 + (
0, 07√
22
)2 + (
0.1√
3
)2 = 0, 060mm
(5.14)
z = 462, 309mm,uc(z) = 0, 060mm,n = 22 (5.15)
Graf na sliki 5.25 prikazuje vrednosti za preostale tocˇke. Na grafu je z rumeno
cˇrto dodatno prikazana sˇe nazivna merilna negotovost s prispevkoma linearnega
dajalnika pomika in senzorja.
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Slika 5.25: Graf skupne standardne merilne negotovosti uc(z) - vzorec pod
sˇahovnico.
un(z) =
√︂
u2qDajalnik(z) + u
2
qTrak(z) + u
2
qHistereza(z) + u
2
qSenzor(z)
un(z) =
√︄
(
0, 01√
3
)2 + (
0, 01√
3
)2 + (
0, 004√
3
)2 + (
0, 1
2
√
3
)2
un(z) = 0, 030mm
(5.16)
Tudi iz tega grafa je razvidno, da s pomikanjem senzorja proti koncu merilnega
obmocˇja nakljucˇni prispevek, ki ga predstavljata negotovosti tipa A in B, izrazito
prevlada nad prispevkom nazivne negotovosti, trend razlike pa narasˇcˇa. Kljub
temu ostaja v obmocˇju locˇljivosti skenerja.
Podoben postopek analize smo ponovili sˇe pri vzorcu za poravnavo, ki je
bil postavljen nad sˇahovnico. Na grafu 5.26 opazimo podoben trend kot pri
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predhodnih meritvah. S pomikanjem senzorja proti koncu merilnega obmocˇja
nakljucˇni prispevek k skupni negotovosti prav tako narasˇcˇa, a ostaja v obmocˇju
locˇljivosti skenerja. Vecˇja razlika je sicer na zacˇetku merilnega obmocˇja, ki pa jo
lahko pripiˇsemo premikanju vzorca in morebitni slabsˇe izvedeni zacˇetni poravnavi.
Slika 5.26: Graf standardne merilne negotovosti uc(z) - vzorec nad sˇahovnico.
6 Zakljucˇek
V magistrskem delu smo obravnavali analizo merilne negotovosti tridimenzional-
nega skenerja Photoneo PhoXi.
Uvodoma smo predstavili podrocˇje strojnega vida, kjer se v industriji vse
bolj uveljavljajo razlicˇni sistemi za zajem tridimenzionalnih slik, ki z dodatno
prostorsko dimenzijo, globino, omogocˇajo kakovostnejˇso izvedbo raznolikih nalog
strojnega vida. Ker se tovrstni sistemi, vkljucˇno z obravnavanim, lahko uporabljajo
tudi kot merilni instrumenti, je pomembno zavedanje o tocˇnosti njihovih meritev
ter posledicˇno merilni negotovosti.
Za seznanitev z zmozˇnostmi tridimenzionalnih sistemov strojnega vida smo
obravnavali nekatere najpogosteje uporabljene tehnike oziroma metode zajema
3D slik. Pripravili smo pregled pasivnih in aktivnih metod zajema, pri cˇemer smo
se osredotocˇili na aktivne metode. Med te namrecˇ spada metoda zajema 3D slik
s strukturirano svetlobo, na kateri temelji obravnavani skener. Poleg pregleda
tovrstnih metod smo v nadaljevanju predstavili nekatere nacˇine in datotecˇne
formate za zapis zajetih slik, tako za namen prikaza podatkov kot tudi njihovo
nadaljnjo obdelavo.
Sledil je uvod v prakticˇni sklop tega dela z opisom eksperimentalnega meril-
nega sistema. Predstavili smo posamezne gradnike, tako elektromehanske kot
programske. Podali smo osnovne karakteristike skenerja, linearnega dajalnika
pomika ter mikrokrmilnika Arduino. Dodatno smo opisali kljucˇne dele programske
kode programov, ki smo jih pripravili za izvedbo potrebnih meritev ter njihovo
analizo in graficˇno predstavitev.
Opisu poteka izvedbe meritev je sledilo poglavje z rezultati izvedenih meritev.
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Iz grafa pogresˇkov meritev je razvidno, da s pomikanjem skenerja od tarcˇe proti
koncu merilnega obmocˇja pogresˇek narasˇcˇa in sledi trendu linearne funkcije.
Najvecˇja odstopanja se pojavijo na samem koncu merilnega obmocˇja. Pogresˇek
do okolice polovice merilnega obmocˇja ostaja v mejah locˇljivosti skenerja, torej
±0, 1mm. Ker pogresˇek pri nekaterih tocˇkah odstopa, kar se odrazˇa tudi pri
standardnem odklonu, smo izvedli analizo posameznih zaporednih meritev. Opazili
smo, da se ob priblizˇevanju koncu merilnega obmocˇja sˇtevilo ubezˇnih meritev
povecˇuje, vecˇa pa se tudi odstopanje ubezˇnikov od srednje vrednosti meritev.
Izlocˇitev teh meritev se sicer ni izrazno kazala v grafu pogresˇka, na kar je lahko
vplivalo povprecˇenje pri zacˇetni obdelavi meritev.
Pri izracˇunu merilne negotovosti smo uporabili merljive in znane vplivne
velicˇine. Za popolno analizo merilne negotovosti celotnega sistema bi morali
dodatno analizirati morebitne okoljske vplive, kot so vplivi temperature, zracˇnega
tlaka in relativne vlazˇnosti. Neodvisno pa bi morali preucˇiti tudi merilno negotovost
samega eksperimentalnega merilnega sistema.
Na skupno merilno negotovost sta imela izrazitejˇsi vpliv prispevka negotovosti
ocenjenih sistematicˇnih pogresˇkov, predvsem prispevek negotovosti tipa B, ki je
rezultat vpliva ubezˇnih meritev. Proti koncu merilnega obmocˇja skenerja merilna
negotovost narasˇcˇa, a ostaja v obmocˇju locˇljivosti skenerja.
Proizvajalec skenerja navaja podatek o tocˇnosti kalibracije in locˇljivosti glede
na optimalno razdaljo zajema. Ta razdalja predstavlja ravnino v prostoru, ki je
v fokusu objektiva kamere. Cˇeprav je v skener vgrajena kamera s sˇirokokotnim
objektivom, je zajeta slika sˇe vedno podvrzˇena spreminjajocˇi se globinski ostrini.
Z oddaljevanjem skenerja od optimalne razdalje zajema se razdalja med dvema
sosednjima tocˇkama v oblaku tocˇk povecˇuje, kar vpliva na tocˇnost meritve. Ta
problem je sˇe posebej ocˇiten v primeru, ko se dejanska tocˇka v okolju nahaja
med tocˇkama prisotnima v oblaku tocˇk. Mozˇen razlog za narasˇcˇajocˇo merilno
negotovost je tako morda ravno vpliv spreminjajocˇe se globinske ostrine.
Ker smo pri izvedbi meritev uporabili vzorec za poravnavo, naj bi bile iz-
hodiˇscˇne meritve globine od skenerja do presecˇiˇscˇ kvadratov na sˇahovnici enake
0 mm. Iz grafa pogresˇkov pa je razvidno, da to ne drzˇi. Ta zacˇetni pogresˇek
lahko pripiˇsemo vplivu nasˇemu vidu nezaznavnih nepravilnosti na povrsˇini plosˇcˇe
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vzorca. Ker skener izvede poravnavo glede na vzorec, ki smo ga namestili nad in
pod sˇahovnico, lahko tako pridobljena referencˇna ravnina ni poravnana z ravnino,
ki jo dolocˇa sˇahovnica. Kljub temu pa se je ob uporabi vzorca za poravnavo
namesˇcˇenega pod in nad sˇahovnico izkazalo, da so trendi rezultatov meritev v
obeh primerih poravnave podobni.
Ob pripravi magistrske naloge smo se seznanili z razlicˇnimi metodami zajema
tridimenzionalnih slik in spoznali ter v praksi preverili karakteristike enega od
sistemov za njihov zajem. Uspesˇno smo se soocˇili z izdelavo elektromehanskega
sestava in pripravo programov za izvedbo in analizo meritev. V nadaljevanju bi
lahko avtomatizirali celoten proces meritev in analize ter razsˇirili obravnavano
problematiko na dolocˇitev merilne negotovosti po oseh x in y.
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A Programska koda
A.1 Program za mikrokrmilnik Arduino
#include <Wire . h>
#include <Adafru i t MotorSh ie ld . h>
#define encoderPinA 3
#define encoderPinB 2
volat i le int encoderCount = 0 ;
volat i le f loat encoderResu l t = 0 . 0 ;
volat i le f loat pos [ 1 2 ] ;
Adaf ru i t MotorSh ie ld AFMS = Adafru i t MotorSh ie ld ( ) ;
Adafruit StepperMotor ∗myMotor = AFMS. getStepper (1036 , 2) ;
void setup ( ) {
pinMode ( encoderPinA , INPUT) ;
pinMode ( encoderPinB , INPUT) ;
a t t a ch In t e r rup t ( d i g i t a lP inTo In t e r rup t (3 ) , doEncoderA ,
CHANGE) ;
a t t a ch In t e r rup t ( d i g i t a lP inTo In t e r rup t (2 ) , doEncoderB ,
CHANGE) ;
AFMS. begin ( ) ;
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myMotor−>setSpeed (255) ;
S e r i a l . begin (9600) ;
}
void loop ( ) {
encoderCount = 0 ;
pos [ 0 ] = ( f loat ) encoderCount ∗ 0 . 0 1 ;
S e r i a l . p r i n t l n ( pos [ 0 ] ) ;
myMotor−>s tep (13800 , FORWARD, INTERLEAVE) ;
pos [ 1 ] = ( f loat ) encoderCount ∗ 0 . 0 1 ;
S e r i a l . p r i n t l n ( pos [ 1 ] ) ;
de lay (500) ;
e x i t (0 ) ;
}
void doEncoderA ( ) {
i f ( d i g i t a lRead ( encoderPinA ) == HIGH) {
i f ( d i g i t a lRead ( encoderPinB ) == LOW) {
encoderCount += 1 ;
}
else {
encoderCount −= 1 ;
}
}
else {
i f ( d i g i t a lRead ( encoderPinB ) == HIGH) {
encoderCount += 1 ;
}
else {
encoderCount −= 1 ;
}
}
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}
void doEncoderB ( ) {
i f ( d i g i t a lRead ( encoderPinB ) == HIGH) {
i f ( d i g i t a lRead ( encoderPinA ) == HIGH) {
encoderCount += 1 ;
}
else {
encoderCount −= 1 ;
}
}
else {
i f ( d i g i t a lRead ( encoderPinA ) == LOW) {
encoderCount += 1 ;
}
else {
encoderCount −= 1 ;
}
}
}
A.2 Program za prozˇenje 3D skenerja
V sledecˇi kodi so bili za izpis zaradi sicersˇnje dolzˇine vrstic odstranjeni zamiki zno-
traj posameznih blokov. Prav tako smo uporabili samodejne prelome posameznih
vrstic.
#include <con io . h>
#include <iostream>
#include <windows . h>
#include <sstream>
#include <chrono>
#include ”PhoXi . h”
int main ( int argc , char∗ argv [ ] )
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{
std : : s t r i n g OutputFolder = argv [ 3 ] ;
const auto outputFolder = OutputFolder ;
pho : : ap i : : PhoXiFactory Factory ;
pho : : ap i : : PPhoXi PhoXiDevice = Factory .
CreateAndConnectFirstAttached ( ) ;
PhoXiDevice−>TriggerMode = pho : : ap i : : PhoXiTriggerMode : :
Software ;
PhoXiDevice−>ClearBuf f e r ( ) ;
PhoXiDevice−>S ta r tAcqu i s i t i on ( ) ;
int i = 0 ;
i f ( argv [ 1 ] )
{
i = a t o i ( argv [ 1 ] ) ;
}
int N = 0 ;
i f ( argv [ 2 ] )
{
N = ato i ( argv [ 2 ] ) ;
}
while ( true )
{
std : : c in . get ( ) ;
for ( int x = 0 ; x < N; x = x + 1)
{
int FrameID = PhoXiDevice−>TriggerFrame ( ) ;
i += 1 ;
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std : : o s t r ing s t r eam osPly ;
osPly << i << ” frame” << ” . ply ” ;
std : : s t r i n g sPly = osPly . s t r ( ) ;
s td : : o s t r ing s t r eam osT i f ;
o sT i f << i << ” frame” << ” . t i f ” ;
s td : : s t r i n g sT i f = osT i f . s t r ( ) ;
pho : : ap i : : PFrame Frame = PhoXiDevice−>GetSpeci f icFrame (
FrameID , pho : : ap i : : PhoXiTimeout : : I n f i n i t y ) ;
s td : : chrono : : h i g h r e s o l u t i o n c l o c k : : t ime po int t1 = std : :
chrono : : h i g h r e s o l u t i o n c l o c k : : now( ) ;
const auto f ramePly Binary = outputFolder + sPly ;
Frame−>SaveAsPly ( framePly Binary , true , true , true , false ,
false , true , fa l se ) ;
const auto f rameTif = outputFolder + sT i f ;
PhoXiDevice−>SaveLastOutput ( f rameTif ) ;
s td : : chrono : : h i g h r e s o l u t i o n c l o c k : : t ime po int t2 = std : :
chrono : : h i g h r e s o l u t i o n c l o c k : : now( ) ;
auto durat ion = std : : chrono : : dura t i on ca s t<std : : chrono : :
m i l l i s e c ond s >(t2 − t1 ) . count ( ) ;
s td : : cout << ”PLY + Tekstura shranjena ! ” << std : : endl ;
s td : : cout << ”Zaporedna s t e v i l k a : ” << i << std : : endl ;
s td : : cout << ”PLY: ” << sPly << std : : endl ;
s td : : cout << ”Tekstura : ” << sT i f << std : : endl ;
s td : : cout << ”Pretecen cas : ” << durat ion << ” ms” << std
: : endl ;
s td : : cout << ”−−−−−−−−−−−−−−−−−−−−−−−−−” << std : : endl ;
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Sleep (250) ;
}
}
}
A.3 Program za avtomatizirano analizo zajetih podatkov
Iz koncˇne razlicˇice kode smo za prikaz zaradi ponovljivosti in dolzˇine izvzeti dele
kode namenjene izrisu grafov meritev.
import os
import time
import sys
import path l i b
import numpy as np
from nat so r t import nat sor t ed
from pyntcloud import PyntCloud
import matp lo t l i b . pyplot as p l t
from matp lo t l i b . t i c k e r import FormatStrFormatter
import cv2
s t a r t = time . p e r f c oun t e r ( )
s r c = ’D: / Documents/ S tud i j /VzorecSpodaj / ’
f i l e = ’ pomik vzorecspodaj . txt ’
N = 30
p l t . r c ( ’ t ex t ’ , usetex=True )
p l t . r c ( ’ f ont ’ , f ami ly=’ s e r i f ’ )
cv2 . destroyAllWindows ( )
p l t . c l o s e ( ’ a l l ’ )
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images = [ ]
c louds = [ ]
for f in os . l i s t d i r ( s r c ) :
i f f . endswith ( ’ . png ’ ) :
images . append ( s r c + ’ / ’ + str ( f ) )
i f f . endswith ( ’ . p ly ’ ) :
c louds . append ( s r c + ’ / ’ + str ( f ) )
images = natsor t ed ( images )
c louds = natso r t ed ( c louds )
c r i t e r i a = ( cv2 .TERM CRITERIA EPS + cv2 .
TERM CRITERIA MAX ITER, 30 , 0 . 001 )
font = cv2 .FONTHERSHEYCOMPLEX
chessW = 7
chessH = 5
objP = np . z e r o s ( ( chessW ∗ chessH , 3) , np . f l o a t 3 2 )
objP [ : , : 2 ] = np . mgrid [ 0 : chessW , 0 : chessH ] .T. reshape (−1 ,
2)
objPts = [ ]
imgPts = [ ]
found = 0
d = np . z e r o s ( ( chessH , chessW) ) . astype (np . in t32 )
depth = np . z e r o s ( ( chessH , chessW) ) . astype (np . f l o a t 3 2 )
height , width = cv2 . imread ( images [ 0 ] , 0) . shape
data = np . z e r o s ( ( len ( images ) , 3 , chessH , chessW) ) . astype (
np . f l o a t 3 2 )
for idx , i in enumerate ( images ) :
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img = cv2 . imread ( images [ idx ] , 0)
ret , c o rne r s = cv2 . f indChessboardCorners ( img , ( chessW ,
chessH ) , None )
i f r e t i s False :
sys . e x i t ( ’ r e t i s Fa l se ! ’ )
i f r e t i s True :
objPts . append ( objP )
cornersSP = cv2 . cornerSubPix ( img , corners , (11 ,
11) , (−1 , −1) , c r i t e r i a )
imgPts . append ( cornersSP )
found += 1
img = cv2 . drawChessboardCorners ( img , ( chessW ,
chessH ) , cornersSP , r e t )
cv2 . c i r c l e ( img , ( cornersSP [ 0 , 0 ] [ 0 ] , cornersSP [ 0 ,
0 ] [ 1 ] ) , 5 , (255 , 0 , 0) , −1)
cv2 . c i r c l e ( img , ( cornersSP [ 6 , 0 ] [ 0 ] , cornersSP [ 6 ,
0 ] [ 1 ] ) , 5 , (255 , 0 , 0) , −1)
cv2 . c i r c l e ( img , ( cornersSP [ 28 , 0 ] [ 0 ] , cornersSP
[ 28 , 0 ] [ 1 ] ) , 5 , (255 , 0 , 0) , −1)
cv2 . c i r c l e ( img , ( cornersSP [ 34 , 0 ] [ 0 ] , cornersSP
[ 34 , 0 ] [ 1 ] ) , 5 , (255 , 0 , 0) , −1)
cv2 . c i r c l e ( img , ( cornersSP [ 17 , 0 ] [ 0 ] , cornersSP
[ 17 , 0 ] [ 1 ] ) , 5 , (255 , 0 , 0) , −1)
img = cv2 . r e s i z e ( img , ( int ( 0 . 6 ∗ width ) , int ( 0 . 6 ∗
he ight ) ) )
cornersSP = np . array ( cornersSP )
cornersSP = cornersSP . astype ( int )
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cornersSP = np . t ranspose ( cornersSP , (1 , 2 , 0) ) [ 0 ,
: ]
cornersX = cornersSP [ 0 , : ] . reshape ( chessH , chessW)
cornersY = cornersSP [ 1 , : ] . reshape ( chessH , chessW)
cornersSP = cornersSP . t ranspose ( )
ply = PyntCloud . f r om f i l e ( c louds [ idx ] )
for p in range ( cornersX . shape [ 0 ] ) :
for q in range ( cornersY . shape [ 1 ] ) :
x = cornersX [ p , q ]
y = cornersY [ p , q ]
zPos = 2064 ∗ ( y − 1) + x
d [ p , q ] = zPos
depth [ p , q ] = ply . po in t s . i l o c [ d [ p , q ] ] . z
data [ idx ] = np . s tack ( ( cornersX , cornersY , depth ) , ax i s
=0)
objPts = [ ]
imgPts = [ ]
data = np . negat ive (np . round( data , 1) )
data = data [ 0 : 3 6 0 ]
mean = [ np .mean( data [ i : i + N, 2 ] , 0 , dtype=’ f l o a t 3 2 ’ ) for
i in range (0 , data . shape [ 0 ] , N) ]
median = [ np . median ( data [ i : i + N, 2 ] , 0) for i in range (0 ,
data . shape [ 0 ] , N) ]
std = [ np . std ( data [ i : i + N, 2 ] , 0 , dtype=’ f l o a t 3 2 ’ ) for i
in range (0 , data . shape [ 0 ] , N) ]
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de l t a = 0 .1
da t aF i l t e r = data . reshape (12 , 30 , 3 , 5 , 7) [ : , : , 2 , : , : ]
med ianFi l t e r = np . asar ray (median )
medianFi l t e r = np . repeat ( medianFi l ter , 30 , ax i s=0) . reshape
(12 , 30 , 5 , 7)
medianFi lterLower = np . round( med ianFi l t e r − 2 ∗ de l ta , 2)
medianFi lterUpper = np . round( med ianFi l t e r + 2 ∗ de l ta , 2)
da taF i l t e r ed = np . f u l l l i k e ( da taF i l t e r , np . nan )
f i l t e rC ond i t i o n = ( da t aF i l t e r > medianFi lterLower ) & (
da t aF i l t e r < medianFi lterUpper )
da taF i l t e r ed [ f i l t e rC ond i t i o n ] = da t aF i l t e r [ f i l t e rC ond i t i o n
]
meanFi ltered = [ np . nanmean( da taF i l t e r ed [ i , : ] . data , 0 ,
dtype=’ f l o a t 3 2 ’ ) for i in range (0 , da taF i l t e r ed . shape
[ 0 ] , 1) ]
s t dF i l t e r e d = [ np . nanstd ( da taF i l t e r ed [ i , : ] . data , 0 , dtype
=’ f l o a t 3 2 ’ ) for i in range (0 , da taF i l t e r ed . shape [ 0 ] , 1)
]
d i s t = np . array ( pa th l i b . Path ( f i l e ) . r e ad t ex t ( ) . s p l i t l i n e s
( ) ) . astype ( ’ f l o a t 3 2 ’ )
d i s t = np . cumsum( d i s t )
d i s t = d i s t [ 0 : 1 2 ]
u q enc = np . square ( 0 . 01 / np . s q r t (3 ) )
u q t rak = np . square ( 0 . 01 / np . s q r t (3 ) )
u q h i s t = np . square (0 . 004 / np . s q r t (3 ) )
u q pho = np . square ( 0 . 1 / (2 ∗ np . sq r t (3 ) ) )
s t dF i l t e r e d u = np . asar ray ( s t dF i l t e r e d )
count u = np . count nonzero (˜np . i snan ( da taF i l t e r ed ) , ax i s
=1)
u a = np . square ( s t dF i l t e r e d u / np . s q r t ( count u ) )
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meanFi l tered exp = np . repeat ( meanFiltered , 30 , ax i s=0) .
reshape (12 , 30 , 5 , 7)
xmax = np . abso lu t e ( da taF i l t e r ed − meanFi l tered exp )
xmaxIdx = np . z e r o s (xmax . shape , dtype=bool )
xmaxIdx = np . equal . outer (np . nanargmax (xmax , ax i s=1) , range
(xmax . shape [ 1 ] ) )
xmaxIdx = np . t ranspose ( xmaxIdx , (0 , 3 , 1 , 2) )
da t aF i l t e r ed u = np . f u l l l i k e ( dataF i l t e r ed , np . nan )
da taF i l t e r ed u [ xmaxIdx ] = da taF i l t e r ed [ xmaxIdx ]
err max = np . nanmax( dataF i l t e r ed u , ax i s=1)
meanFi l tered u = np . asar ray ( meanFi ltered )
e r r = np . abs ( err max − meanFi l tered u )
u b = np . square ( e r r / np . s q r t (3 ) )
u = np . round(np . s q r t ( u q enc + u q t rak + u q h i s t +
u q pho + u a + u b ) , 2)
end = time . p e r f c oun t e r ( )
print ( )
print ( ’Time : { : . 2 f } s ’ . format ( end − s t a r t ) )
