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We compute the Hall angle and the magnetoresistance of the spin-fermion model, which is a
successful phenomenological theory to describe the physics of the cuprates and iron-based super-
conductors within a wide range of doping regimes. We investigate both the role of the spin-fermion
interaction that couples the large-momentum antiferromagnetic fluctuations to the so-called “hot-
spots” at the Fermi surface and also of an effective higher-order composite operator in the theory.
The latter operator provides a scattering mechanism such that the momentum transfer for the
fermions close to the Fermi surface can be small. We also include weak disorder that couples to
both the bosonic order-parameter field and the fermionic degrees of freedom. Since the quasipar-
ticle excitations were shown in recent works to be destroyed at the “hot-spots” in the low-energy
limit of the model, we employ the Mori-Zwanzig memory-matrix approach that permits the evalua-
tion of all transport coefficients without assuming well-defined Landau quasiparticles in the system.
We then apply this transport theory to discuss universal metallic-state properties as a function of
temperature and magnetic field of the cuprates from the perspective of their fermiology, which turn
out to be in qualitative agreement with key experiments in those materials.
PACS numbers: 74.20.Mn, 74.20.-z, 71.10.Hf
Introduction. – Transport properties in quantum
critical matter1 continue to be one of the most formidable
problems in strongly correlated systems and, despite
many decades now of intensive scrutiny, is still not en-
tirely understood. One of the reasons for this conundrum
is that the celebrated quasiparticle description in Lan-
dau’s Fermi liquid theory and the subsequent use of quan-
tum Boltzmann’s equation are not expected to be ade-
quate frameworks for the proper description of such sys-
tems. In this respect, probably the most famous example
of a non-Fermi liquid is the strange metal phase2,3, which
is observed in the cuprate superconductors, but there are
many other examples (see, e.g.,4,5). Even though such a
phase is well-known to exhibit a non-Fermi-liquid dc re-
sistivity that is linear in temperature (T ), the Hall angle
θH is given by tan θH ∼ 1/T 2, both inside the pseudogap
phase and at optimal doping2,6–8. The latter observation
indicates, somewhat surprisingly, a conventional scatter-
ing rate, which points to a Fermi-liquid-like result. This
so-called separation of lifetimes has remained a profound
mystery up to the present day, which may suggest the
application of alternative transport methods that do not
necessarily rely on the concept of well-defined quasipar-
ticles at low energies.
Materials that display spin-density-wave (SDW)
quantum criticality9,10 abound in the literature.
These may include the cuprates11, the iron-based
superconductors4,5,12, among many others (see, e.g.,
Ref.13). In the particular case of the cuprates, it has
been a long quandary whether its underlying physics is
either driven by fermiology or is a result of strong in-
teractions. We point out that recent works have shown
that in the case of a strongly underdoped regime, mod-
ifications of the so-called spin-fermion model that in-
voke topological order and an emergent gauge field are
necessary to account for the non-double occupancy con-
straint, which should be enforced due to the strong in-
teractions reflecting the influence of the Mott insulat-
ing phase at zero doping14,15. Despite this caution-
ary remark, we emphasize here that our starting point
in this work will be a weak-to-moderate coupling ap-
proach to the problem (see, e.g., Ref.16), suitable for
doping regimes not very far from optimal doping or in
the overdoped regime. In this respect, we note that a re-
cent groundbreaking experimental work17 has provided
evidence of a novel pair-density-wave in the cuprate su-
perconductor Bi2Sr2CaCu2O8+x using scanned Joseph-
son tunneling microscopy, which was anticipated by the-
ories that assume a crucial role of SDW criticality in
those materials18,19. In the SDW quantum critical sce-
nario, the underlying mechanism for the formation of
Cooper pairs in the superconducting phase of these com-
pounds is rooted in the exchange of antiferromagnetic
short-range SDW fluctuations20, which are enhanced
close to the quantum critical point10. On the theoretical
side, many works have described several aspects of the
properties of the Abanov-Chubukov spin-fermion model
using various complementary analytical10,15,19,21–26 and
numerical27 techniques. In this respect, it is now clear
that the quasiparticle excitations are destroyed at the so-
called hot spots (i.e., the intersection of the underlying
Fermi surface with the antiferromagnetic zone boundary)
at low energies19,27. Lastly, we mention that the spin-
fermion model is expected to provide a good description
of many correlated systems both in the normal phase
and in the symmetry-broken phases that appear at low
temperatures, including of course the d-wave supercon-
ducting phase.
In this work, we report a non-quasiparticle transport
analysis based on the so-called Mori-Zwanzig memory
2matrix formalism28 of a weak disordered spin-fermion
model with the addition of an effective higher-order com-
posite operator that couples the bosonic spin fluctua-
tions to the entire Fermi surface of the system. We
point out here that the inclusion of this composite in-
teraction was first proposed in Ref.29 and later demon-
strated microscopically in Ref.30. The present analysis
will be performed in order to address the fundamental
question, which revolves around the magnetotransport
properties of this model due to the application of a mag-
netic field. Naturally, one can expect some complications
that could arise due to the application of a large field in
those systems. It may cause, for instance, Fermi surface
reconstruction31, in which the topology of Fermi surface
in k-space changes drastically as a result of the applica-
tion of this field. This is indeed important to describe
many correlated materials, including the cuprates. In
the last years, there has been major progress experimen-
tally in identifying novel electronic phases that emerge
as low-energy instabilities in some cuprate superconduc-
tors due to the presence of large fields. In this respect,
recently a unidirectional (nematic) long-range charge-
density-wave order that shows up at low temperatures
has been reported32 in the underdoped cuprate super-
conductor YBa2Cu3O6+x at moderate fields. However,
one important point that we would like to stress is that
we will focus here on the anomalous metallic phases that
exist at intermediate temperatures in the model above
which these symmetry-broken phases eventually inter-
vene. As a result, we will leave the rather difficult anal-
ysis of the precise role of Fermi surface reconstruction
in the present model at lower temperatures for a future
work.
This work is structured as follows. First, we define the
effective spin-fermion model that we will analyze here
with the inclusion of weak disorder. Then, we briefly re-
view the memory matrix formalism in order to calculate
the transport coefficients of this model. Next, we present
our results concerning the magnetotransport properties
(i.e., the Hall angle and the magnetoresistance) as a func-
tion of temperature and magnetic field. Finally, we con-
clude by offering a scenario that may explain the afore-
mentioned separation of lifetimes that takes place in the
cuprate superconductors close to optimal doping, which
is indeed verified experimentally.
Spin-fermion model. – To begin with, we will de-
part from the spin-fermion model10 with a higher-order
effective composite interaction29,30 included. The SDW
quantum critical theory is therefore described by the fol-
lowing Lagrangian
L =
∑
α
ψ¯α(∂τ + ε¯k)ψα +
1
2
χ−1q (
~φ · ~φ) + u
4!
(~φ · ~φ)2
+ λ
∑
αα′
ψ¯α(~φ · ~σαα′)ψα′ + λ′
∑
α
ψ¯αψα(~φ · ~φ), (1)
where ψ¯α and ψα refer to the fermionic fields with
spin projection α, ε¯k = εk − µ denotes the fermionic
energy dispersion with a chemical potential µ, ~φ =
(φx, φy , φz) stands for the bosonic order-parameter field,
~σ = (σx, σy, σz) correspond conventionally to the Pauli
matrices, and χq is the bosonic propagator. Lastly, λ is
the fermion-boson coupling constant and λ′ is the effec-
tive composite interaction constant.
Since the above model does not contain explicit umk-
lapp processes, the dc conductivity, as it stands, is infi-
nite at any temperature. For this reason, we must spec-
ify a mechanism that generates momentum relaxation in
the model. At high temperatures, fermion scattering off
phonons could of course provide such a mechanism. How-
ever, since we will be interested in the intermediate tem-
perature regime of the present model, we will consider
here impurity scattering as the main source of momen-
tum relaxation. For simplicity, we will analyze here the
effects of only two types of weak disorder in the system:
one term that couples to the fermionic degrees of free-
dom in the model (i.e., a short-wavelength disorder) and
another that couples to the bosonic order-parameter field
(i.e., a long-wavelength disorder). As a result, we must
add to Eq. (1) the following expression
Limp =
∑
σ
V (~r)ψ¯σ(~r)ψσ(~r) +
∑
σ
m(~r)~φ(~r) · ~φ(~r), (2)
which should conform to the standard Gaussian disor-
der averages: 〈〈V (~r)〉〉 = 〈〈m(~r)〉〉 = 0, 〈〈V (~r)V (~r′)〉〉 =
V 20 δ
2(~r − ~r′), and 〈〈m(~r)m(~r′)〉〉 = m20δ2(~r − ~r′), where
V0 is a random potential for the fermionic field and the
parameter m0 is a random mass term.
Memory matrix calculation. – Since we will be pri-
marily interested here in the effects of a magnetic field B
in the present SDW quantum critical theory, we will start
by including its effects in the model from the outset. For
simplicity, we will consider only perturbative effects of
the field B. We will then use the so-called Mori-Zwanzig
memory matrix formalism that does not assume the ex-
istence of low-lying quasiparticles in the system28,33–39.
For B 6= 0, the matrix of generalized conductivities
σˆ as a function of temperature, magnetic field and fre-
quency ω is given by
σˆ(ω, T,B) =
χˆR(T )
(Mˆ + Nˆ − iωχˆR(T ))[χˆR(T )]−1 , (3)
where Mˆ is the memory matrix and Nˆ is a time-reversal
symmetry breaking matrix that arises due to the mag-
netic field (both to be defined below). The quantity
χRAB(ω = 0, T ) is the matrix of the static retarded sus-
ceptibilities of some conserved (or almost conserved) op-
erators in the model, denoted arbitrarily as operators
A and B. This susceptibility is conventionally defined
as χAB(iω, T ) =
∫ 1/T
0
dτeiωτ 〈TτA†(τ)B(0)〉, where the
retarded susceptibility is of course given by χRAB(ω) =
χAB(iω → ω + i0+). Besides, 〈...〉 refers to the grand-
canonical ensemble average, Tτ corresponds to the time-
ordering operator, and the volume V of the system, for
simplicity, has been set equal to unity.
3The memory matrix Mˆ(T ) can be computed from the
following exact expression
MˆAB(T ) =
∫ 1/T
0
dτ
〈
A˙†(0)Q i
ω −QLˆQQB˙(iτ)
〉
, (4)
where Lˆ stands for the Liouville operator, which is de-
fined as LˆA = [H,A] = −iA˙, with H corresponding to
the Hamiltonian of the system and Q is a projection oper-
ator that projects out of a operator space spanned by the
conserved (or nearly conserved) operators represented
generically by {A,B, ...}. As will become clear shortly,
the memory matrix will quantify the relaxation mecha-
nism of all the conserved (and almost conserved) oper-
ators in the present transport theory. As for the time-
reversal noninvariant matrix Nˆ , its matrix elements are
in turn given by: NPiPj = χPiP˙j . Therefore, for B = 0,
one can demonstrate straightforwardly that the matrix
Nˆ vanishes identically for any temperature, whereas for
B 6= 0 this matrix becomes finite instead.
Using Noether’s theorem, and in view of the fact that
the Lagrangian in Eq. (1) is invariant under space trans-
lation and global U(1) symmetry, the electrical current
given by J =
∫
d2x j(x), and the canonical momentum
operator given by P′ =
∫
d2xp(x) are both conserved at
the classical level. They read as follows
J = − i
m
∑
σ
∫
d2x∇ψ¯σψσ, (5)
P′ =
∫
d2x
[
i
∑
σ
∇ψ¯σψσ + (∂tφ)∇φ
]
. (6)
Consequently, at the quantum level, these operators are
expected to have the longest relaxation timescales in the
system, and, for this reason, we will assume that they
must play a central role in the transport properties of
the present model.
One important point to emphasize is that, by adding
weak disorder [Eq. (2)] to the Lagrangian [Eq. (1)],
the canonical momentum [Eq. (6)] is not conserved any
longer, due to the breaking of the translation symmetry
in the system. Therefore, we get the following equation
of motion for the canonical momentum
iP˙′ =
∫
d2q
(2π)2
∫
d2k
(2π)2
k
[
V (k)
∑
σ
ψ¯σ(k+ q)ψσ(k)
+ m(k)φ(q)φ(−q − k)
]
. (7)
Regarding the propagator for the fermions, we will focus
here on the vicinity of the Fermi surface. For this rea-
son, we approximate the fermionic energy dispersion as
ε¯k = ~vk.k+ u
′k2, where ~vk corresponds to the Fermi ve-
locity of the system and u′ is naturally connected to the
curvature of the Fermi surface. Moreover, we will assume
in what follows that the bosonic Green’s function at in-
termediate temperatures is described by the dynamical
critical exponent zb = 1 in the spin-fermion model, i.e.,
FIG. 1. Diagrams up to second order in the couplings re-
lated to the calculation of GR
P˙xP˙x
(ω, T ). Solid lines denote the
fermionic propagators, while wavy lines represent the bosonic
propagators. The coupling λ stands for the scattering be-
tween any pair of hot spots at the Fermi surface, whereas the
coupling λ′ is the coupling related to the composite operator
that couples to the whole Fermi surface of the model. The
dotted lines refer to the impurity lines and carry only internal
momentum and external bosonic energy ω.
χ(q0,q) =
1
q20 + q
2 +R(T )
, (8)
where q0 stands for the bosonic Matsubara frequency, q is
the bosonic momentum centered around the SDW order-
ing wavevector (π, π) and R(T ) = 4 ln2[(
√
5 + 1)/2]T 2 is
an infrared cutoff in the theory, which was computed pre-
viously in Ref.40. This assumption can also be justified
by invoking the RG program developed by Sur and Lee23,
in which they managed to obtain a novel infrared-stable
nontrivial fixed point in the present model for d = 3 − ǫ
dimensions that is perturbatively controlled.
When an external magnetic field is applied to the sys-
tem, the Lagrangian should be altered to L → L +∫
d2x j(x) · A(x), where j is the current density and A
is the vector potential such that B = ∇ × A. In this
case, the physical momentum P becomes different from
the canonical momentum P′ through the relation
P = P′ −
∫
d2xn(x)A(x), (9)
where n is the charge density, which satisfies the con-
tinuity equation: ∂n/∂t + ∇ · j(x) = 0. Regarding the
underlying symmetries of the model, the time-reversal
(Tˆ ) symmetry in the above case becomes broken due to
the application of the magnetic field. Moreover, as will
become clear soon, the role of the charge conjugation (Cˆ)
symmetry in the model will also be important and will
be discussed in more detail below.
4Using the following convenient gauge choices given by
A = B(−y, 0) and A = B(0, x), we obtain that NPxPy =
−NPyPx = −BχJxPx , whereas NPxPx = NPyPy = 0, i.e.,
Nˆ =
(
0 −BχJxPx
BχJxPx 0
)
. (10)
From Eq. (3), the matrix of the dc conductivities will be
naturally given by
σˆdc = σˆ(ω → 0) = χˆR(T )(Mˆ + Nˆ)−1χˆR(T ), (11)
where, to lowest order in B, we obtain
(Mˆ + Nˆ)−1 ≈ 1
det(Mˆ + Nˆ)
(
MPyPy BχJxPx
−BχJxPx MPxPx
)
.
(12)
Thus, the expressions for the electrical conductivity σxx
and the Hall conductivity σxy will finally be given by
σxx(T,B) =
χ2JxPxMPxPx
(M2PxPx +B
2χ2JxPx)
, (13)
σxy(T,B) =
Bχ3JxPx
(M2PxPx +B
2χ2JxPx)
. (14)
First, we proceed to analyze the static retarded suscepti-
bility χJxPx(T ) of the present system, which, to leading
order, turns out to be equal to the noninteracting sus-
ceptibility, i.e.,
χJxPx(T ) =
1
m
∫
d2k
(2π)2
k2x
[nF (ε¯k)− nF (ε¯k+q)]
(ε¯k − ε¯k+q)
≈ m
π
εF +O(e
−βεF ), (15)
where εF is the Fermi energy, nF (ε) = 1/(e
βε + 1) is
the Fermi-Dirac distribution, and β = 1/T is the inverse
temperature. Therefore, we can observe from the above
result that the susceptibility χJxPx(T ), in fact, does not
possess any temperature dependence to leading order. In
this way, the temperature dependence in both the elec-
trical conductivity and the Hall conductivity of the spin-
fermion model will originate from the memory matrix
itself given by MPxPx(T ).
The next step of our analysis consists of calculating
perturbatively the memory matrix in the present system.
For this reason, we will consider here that the parame-
ters λ, λ′, V0, and m0 are effectively small. Therefore, in
view of the fact that the Eq. (7) is of order linear in V0,
and m0, the most important contribution to the memory
matrix will turn out to be quadratic in these parame-
ters. Moreover, reasoning in a similar way, the leading
contribution to the Liouville operator will be given by
the noninteracting value (L ≈ L0) and the most impor-
tant contribution of the grand-canonical ensemble aver-
age should be expressed in terms of the noninteracting
Hamiltonian of the system. As a consequence, it can be
shown that the most relevant contribution to the memory
matrix is given by
MPxPx(ω → 0, T ) = lim
ω→0
ImGR
P˙xP˙x
(ω, T )
ω
, (16)
where GR
P˙xP˙x
(ω, T ) = 〈P˙x(ω)P˙x(−ω)〉 denotes the cor-
responding retarded Green’s function at finite tempera-
ture. The Feynman diagrams related to this calculation
are given explicitly in Fig. 1.
Results. – From Fig. 1, one can see that our calcu-
lated memory matrix can be written schematically in a
Matthiessen-rule-like way as
MPxPx(T ) =
6∑
i=0
M (i)(T ) + . . . , (17)
where the index i refers, respectively, to each Feynman
diagram shown in this figure. The first Feynman diagram
[i.e., with label (0)] represents the lowest order diagram
related to the coupling of short-wavelength disorder to
the fermions in the model. The computation of this dia-
gram yields
M (0) = V 20 Im


∑
i,j,i6=j
Q2ij
ω
∫
k,q
[nF (ε¯q)− nF (ε¯k+q)]
ω + ε¯q − ε¯k+q + i0+

 ,
(18)
where the limit ω → 0 is implicit in the above expression
and
∫
k
=
∫
d2k/(2π)2. By using the well-known identity
1/(x+i0+) = P(1/x)−iπδ(x), we get the following result
M (0) = −∑i,j,i6=j Q2ijV 20 Λ2/(4π3|~vi × ~vj |), where Λ is a
ultraviolet cutoff that must be imposed in the integration
over all the energies in the theory and the quantity Qij is
simply the (large) momentum transfer connecting the hot
spots denoted by arbitrary indices i, j in the theory. Of
course, this turns out to be a temperature-independent
contribution to the memory matrix.
As for diagram (1) depicted in Fig. 1, this scattering
process refers to the coupling of the random mass term to
the bosonic order-parameter field in the present model.
Therefore, it evaluates to
M (1)(T ) =
m20
2
Im
{∫
k,q
k2x
∫
E1,E2
π2sign(E1)sign(E2)
× (E21 −R(T ))θ(E21 −R(T ))θ(E22 −R(T ))
×
(
1
ω
)
[nB(E2)− nB(E1)]
ω + E2 − E1 + i0+
}
, (19)
where θ(x) is the standard step function and the function
nB(ε) = 1/(e
βε − 1) denotes the Bose-Einstein distribu-
tion. Calculating the above expression, we obtain the
following result
M (1)(T ) ≈
(
1.77m20
16π2
)
T 2. (20)
5Interestingly, the above contribution to the memory ma-
trix turns out to be Fermi-liquid-like. Another impor-
tant property of the above expression is that the pref-
actor turns out to be completely isotropic and doping-
independent.
The diagram (2) that represents a scattering process
involving a self-energy correction to the fermionic prop-
agator in the model naturally evaluates to zero. In fact,
it can be shown straightforwardly that all diagrams for
the memory matrix with self-energy corrections to both
fermionic and bosonic propagators [see also, e.g., diagram
(4)] vanish in the present calculation.
Diagram (3) in Fig. 1 refers to an Altshuler-Aronov-
type correction. This particular Feynman diagram has
been already discussed in the context of a two-band
spin-fermion model inside the quantum critical phase in
Ref.34, and it is known to give a non-Fermi-liquid contri-
bution to the memory matrix. Here, we obtain a similar
result for a one-band model with a noninteracting Fermi
surface appropriate for the description of the metallic
phase of the cuprates around optimal doping, i.e.,
M (3)(T ) ≈
∑
i,j,i6=j
∑
α,β
(
0.001V 20 λ
2Q2ij
|~viα × ~viβ ||~vjα × ~vjβ |
)
T.
(21)
The above term is related to the linear-in-T resistivity of
the strange metal phase that it is notorious to exist in the
present model. This result is connected to the contribu-
tion emerging from inter-hot-spot scattering processes on
the Fermi surface. In other words, if there are either no
hot spots in the theory or if these hot spots are gapped
out (as can happen, e.g., both inside the pseudogap phase
of the underdoped cuprates and also in the same materi-
als at the extremely overdoped regime), this linear term
will clearly not appear in the resistivity of the system.
This observation is consistent with experimental data.
The calculation of the remaining diagrams (5) and
(6) in Fig. 1 are tedious but their evaluation is rela-
tively straightforward. It can be shown that the lead-
ing term associated to the diagram (5) evaluates to
M (5)(T ) ∼ m20λ′2Λ2. Since this latter result is clearly
temperature independent, it will contribute to a resid-
ual resistivity ρ0 in the present system. For simplicity,
we will omit this term from this point on. As for the
diagram (6), we obtain that its leading contribution is
naturally given by M (6)(T ) ∼ V 20 λ′2T 4. This latter term
turns out to be subleading to all the other contributions
to the memory matrix calculated in this work. For this
reason, although this additional temperature dependence
to the dc resistivity of the model can be very interesting
on its own right, it might be unfortunately very difficult
to detect it from an experimental point of view. For this
reason, we will overlook this contribution in the transport
analysis that follows.
We can start from the calculation of the effect of the
magnetic field B on the magnetoresistance inside the
pseudogap phase of the cuprates, where it is well-known
that the quasiparticle excitations at the hot spots are
completely destroyed in the low-energy limit21,27,41. In
this particular case, the corresponding magnetoresistance
should be given by
∆ρxx
ρxx
=
[ρxx(B) − ρxx(0)]
ρxx(0)
∼ B
2
T 4
. (22)
This is in good agreement with some experiments in
the underdoped cuprates, where it is confirmed that the
Kohler’s rule is satisfied inside the pseudogap phase of
these compounds42.
The Hall current, defined by JxH = σxyEy, can also
be computed microscopically near the Fermi surface of
the model. As a result, its expression can be written as
JxH = e
∑
pσ ψ¯pσM−1xy (δpy − eAy)ψpσ, where the quasi-
particle velocity has been expanded in terms of the ef-
fective mass tensor M−1xy = (∂2ε¯k/∂kx∂ky). In this way,
we can conclude that, when the Fermi surface of a given
model possesses flat regions – as it happens, e.g., in the
so-called hot spot model10,19,21,23 – both the Hall current
and the Hall conductivity σxy will not have contributions
from these specific regions. This fact will be important
for the considerations that follow in the present work.
A quantity of central interest in the present analysis
is the so-called Hall angle θH that is given by tan θH =
σxy/σxx. In the case where there are no hot spots at the
Fermi surface of the model, this naturally yields tan θH =
(Bχ−1JxPx)/ρxx. As was already mentioned before, in the
pseudogap phase of the cuprates, the quasiparticles at the
hot spots are destroyed at low energies. Notwithstanding
this, the corresponding dc resistivity will be given by
ρxx ∼ T 2. For this reason, the Hall angle will naturally
become tan θH ∼ 1/T 2 for this phase. These results are
clearly consistent with the experimental data6,7,43–45.
We now move on to the most puzzling aspect of the
transport properties of the strange metal phase observed
in many correlated systems. For this case, apart from
already discussed subleading contributions, we propose
that the Hall angle should be given by
tan θH ∼
ρhotxy
ρhotxx
+
ρdisorderxy
ρdisorderxx
, (23)
with the Hall resistivity ρxy being naturally described
by the expression ρxy = [σxy/(σ
2
xx + σ
2
xy)] ≈ σxy/σ2xx.
Therefore, we deduce from it that if there were only hot
spots in the model, there would not be any contribution
to the Hall angle, since the Hall resistivity ρhotxy would nat-
urally vanish for this case. This happens because of the
emergent particle-hole symmetry at the low-energy fixed
point in the model and the resulting dynamical nesting
of the corresponding renormalized Fermi surface (for ex-
planations about this change of topology of the underly-
ing Fermi surface that was obtained by several RG ap-
proaches for the hot spot model, see the Refs.10,19,21,23).
This fact underscores the importance of the emergent
6charge conjugation Cˆ symmetry at the hot spots in the
low-energy effective theory.
By contrast, as weak disorder is included in the present
model, there appears a temperature-independent contri-
bution to the Hall resistivity ρdisorderxy . Hence, in view of
the fact that this latter relaxation mechanism results in
a dc resistivity given by ρdisorderxx ∼ T 2, we may con-
clude that the Hall angle at least at optimal doping
would also become described by tan θH ∼ 1/T 2 within
this scenario. This could provide a rationale for the ex-
planation of the thus far mysterious separation of life-
times, which is observed experimentally in many corre-
lated systems reported in the literature6,7. Note that the
above result for the Hall angle depends crucially on the
mechanism for the emergent (exact) particle-hole sym-
metry that exists in the low-energy fixed point of the
hot spot model. Small deviations from the exact charge
conjugation symmetry would imply that another contri-
bution to the Hall angle would also appear. In other
words, one would obtain in the most general way that
tan θH ∼ c1/T + c2/T 2 (for c2 ≫ c1 at optimal doping)
inside the strange metal phase of the model. This picture
seems consistent with many experimental observations,
where a deviation from the quadratic T -dependence in
the inverse Hall angle is clearly visible with further dop-
ing (see, e.g., Refs.6,7,46). In this respect, it is interesting
to draw attention to the fact that the present scenario
resonates with a recent calculation that employs nonper-
turbative holographic methods to model possible strange
metals described by gravitational theories in a spacetime
with one extra dimension, in which the role of charge con-
jugation symmetry for the computation of the Hall angle
has been emphasized47. We also mention the work by
Coleman et al.48 that originally pointed out to the cru-
cial role of the charge-conjugation symmetry for the cor-
rect interpretation of the apparent two relaxation times49
that naturally emerge in quantum critical materials such
as, e.g., the cuprate superconductors.
Conclusions. – In this work, we have calculated the
Hall angle and the magnetoresistance as a function of
temperature and magnetic field for a spin-density-wave
quantum critical theory in the presence of weak disorder.
We have used the memory-matrix scheme to evaluate all
transport quantities, without assuming the existence of
quasiparticles at low energies in the model. As a result,
we have applied this non-quasiparticle transport theory
to discuss the important case of the anomalous metallic
phases of the cuprate superconductors from the point of
view of their fermiology. We have argued that the Hall
angle θH is given by tan θH ∼ 1/T 2 inside the pseudogap
phase, and tan θH ∼ c1/T + c2/T 2 (for c2 ≫ c1 at opti-
mal doping) in the strange metal phase. The proposed
scenario is in qualitative agreement with experiments in
many cuprate compounds. As a next step, we plan to ap-
ply the present formalism also to the important case of
the pnictide superconductors, whose multi-band charac-
ter makes the present analysis a bit more involved. In this
way, we expect that the present approach may provide
a unified picture of SDW quantum criticality in many
correlated systems.
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