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ABSTRACT 
Voice search is currently widely available on the majority of 
mobile devices via use of Virtual Personal Assistants. However, 
despite its general availability, the use of voice interaction 
remains sporadic and is limited to basic search tasks such as 
checking weather updates and looking up answers to factual 
queries. Present-day voice search systems struggle to use relevant 
contextual information to maintain conversational state, and lack 
conversational initiative needed to clarify users intent, which 
hampers their usability and prevents users from engaging in more 
complex interaction activities. This research investigates the 
potential of a hypothesised interactive information retrieval 
system with human-like conversational abilities. To this end, we 
propose a series of usability studies that involve a working 
prototype of a conversational system that uses real time speech 
synthesis. The proposed experiments seek to provide empirical 
evidence that enabling a voice search system with human-like 
conversational abilities can lead to increased likelihood of its 
adoption.  
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1 MOTIVATION 
The recent technological advances in speech technology have 
contributed to the proliferation of devices that support voice 
search. Currently, the performance of automatic speech 
recognition (ASR) is reported to be on a par with human 
performance [25; 26], while high quality synthetic voices 
generated with deep neural networks (WaveNet Model) can sound 
almost indistinguishable from natural speech [2; 18]. Another 
argument in favour of using speech for information retrieval is its 
speed (reportedly voice interaction is 3 times faster than texting 
[21]) and overlearned character [19]. 
However, regardless of technological improvements and 
potential to facilitate information retrieval, voice-based 
interaction with search systems remains sporadic [3; 4] and 
limited to simple functionalities such as looking for factual 
information or checking weather updates [7]. Recent evaluation 
studies of voice search systems [5; 11-13; 16; 24] highlight a 
number of problems that lead to users dissatisfaction with voice 
interaction. Firstly, present day conversational systems struggle 
with preserving contextual meaning [11; 12; 24], which makes 
tasks that require several conversational turns either very 
cumbersome, or impossible to complete. Secondly, voice 
technology is perceived as unreliable as device does not 
understand users intent and irrelevant returns [5; 17]. Finally, 
users tend to have unrealistic expectations regarding capabilities 
of voice search systems and lack awareness on how to 
communicate with them in order to obtain required results, which 
discourages frequent use of the system and limits its scope[13; 16] 
Moore et al. suggested that by making voice search to 
resemble human-human dialogue it can become a viable 
alternative of text-based information retrieval [14; 15]. In a similar 
vein, Radlinski and Craswell [20] suggested a set of conditions 
that a search system needs to meet in order to be considered 
conversational. The two main features suggested are (1) 
Conversational Memory, which is required to maintain 
conversational state and (2) Mixed Initiative that can be used to 
clarify users intent and make necessary repairs during the 
conversation.. In recent years we have seen several attempts to 
create a conversational system with human-like capabilities [9; 
23]. While implementation of deep learning methods resulted in 
improvement of voice search systems, their performance is still 
far from human conversational abilities.  
The goal of my PhD is to investigate whether enabling voice 
search systems with human-like conversational abilities can 
improve their usability. The project is empirical in nature and 
seeks to provide data obtained via evaluation experiments with 
real users. My research is expected to advance the knowledge on 
voice search by: 
x Helping to understand users requirements regarding 
conversational system 
x Validating proposed theoretical framework for 
conversational search 
x Providing evidence that systems enabled with 
conversational memory and initiative can lead to more 
frequent usage and more functions being explored.  
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 2 RESEARCH QUESTIONS 
In my research, I seek to gain a better understanding of 
implications of enabling voice search systems with human-like 
conversational systems on their perceived usability. In particular, 
the questions that I seek to answer are:  
x RQ1: Do users expect their interaction with voice search 
system to reflect human-human dialogue? 
x RQ2: Is voice search system with conversational 
memory perceived as more usable as compared with 
current state of the art system? 
x RQ3: Can we improve user's satisfaction with the voice 
search system by enabling it with conversational 
initiative, (i.e. making it more inquisitive)?  
x RQ4: Can real-life implementation of conversational 
system with human-like capabilities (memory and 
initiative) lead to improved usability and extend the 
scope of systems applications to tasks that go beyond 
checking weather and answering factual queries?  
The anticipated contributions of my research are: firstly to elicit 
users expectations towards conversational search system, and 
secondly, based on the obtained results, to propose a set of design 
guidelines for future conversational interfaces to make them more 
usable, and, in turn, to improve the prospect of their adoption in 
the future. Although the focus of the project is currently 
anticipated to be on contextual awareness and frequency of turn-
taking in conversation, features of speech such as, speed and 
prosody may be included in the analysis (if time permits). 
3 RESEARCH METHODOLOGY AND 
PROPOSED EXPERIMENTS 
The methodology applied in my PhD project comprises of both 
qualitative and quantitative methods gathered from a survey, 
semi-structured interviews and usability studies. The project 
consists of 3 main parts: (1) Gathering Users Requirements, (2) 
Voice Interaction Studies, and (3) Creating a Prototype of a 
Closed Domain Conversational Search System. The goal of Part 1 
(already completed) is to elicit users requirements of 
conversational systems. Part 2 (currently in progress) is based on 
usability studies in which a hypothesised conversational system 
is tested by using a Wizard of Oz (WOZ) framework [6]. Finally, 
in Stage 3, a prototype of a closed domain conversational search 
system will be developed based on feedback obtained from Stages 
1 and 2, and tested in a usability study. 
3.1 Results so Far  
3.1.1 Part 1  Online Opinion Survey. The results of our opinion 
survey (N = 178) [7] have provided the answer to RQ1. The 
feedback provided by respondents, presented in Figure 1, indicates 
that the majority of people want their interaction with voice 
search system to be more human like. However, the opinions are 
divided when it comes to systems conversational initiative - with 
less than 50% of respondents who agreed that voice search system 
should ask more questions. In the answers provided to open 
                                                                 
1 Values for performance have been inverted for comparability reasons 
questions, many respondents expressed need to for conversational 
system to have memory of their past interactions, and to ask 
follow up questions in order to clarify their intent. The insights 
obtained from the survey informed the design and the scope of 
Voice Interaction Studies used in Part2 of the project.  

Figure 1: Users expectations regarding performance of 
voice search systems. Note: blue highlights correspond to 
respondents who agree or strongly agree with presented 
statements. NOTE: VPA= Virtual Personal Assistant 
(Used as a synonym of voice search system) 
3.1.2 Part 2 - Voice Interaction Study Conversational System with 
Memory Component. We carried out a lab based experiment (N = 
12) [8] in which participants were asked to complete four search 
tasks on two voice search systems (two tasks per system). One of 
the systems was designed to reflect the performance of current 
state of the art voice search systems that are based on slot-filling 
architecture, while the other one was a hypothesised 
conversational system with memory component. Participants 
were given two questionnaires, i.e. NASA TLX [10] to assess their 
cognitive load for each of the system, and System Usability 
Questionnaire (SUS) [1] to evaluate systems usability. The 
findings obtained from the experiment provided us with the 
answer to RQ2, indicating that our proposed conversational 
system was both more usable and less taxing to use than current 
state of the art system. The experimental results are provided in 
Table 1 and Table 2. 
Table 1: Comparison of Cognitive Impact of Baseline 
System and Proposed Conversational System. The Scores 
are measures on a 0-100 scale, the lower score the better. *  
indicates p <0.05, ** - indicates p < 0.01. 
 Baseline 
(M/SD) 
Conv. 
(M/SD) 
TLX Score* 23.26/11.53 13.19/10.38 
Mental Demand** 29.11/6 14.21/3.68 
Effort* 30.8/5.9 14.6/3.5 
Frustration 30.4/6.5 17.5/5.85 
Temporal Demand 17/2.9 16.25/3.69 
Performance1 16.9/5.8 9.1/2.67 
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 Table 2: Comparison of Usability of Baseline System and 
Proposed Conversational System. The Scores are measures 
on a 0-100 scale, the higher the score the better the 
performance. *  indicates p <0.05,  
 Baseline 
(M/SD) 
Conv. 
(M/SD) 
SUS Score* 77.91/21.31 89.37/16.17 
Note: The score of Baseline system falls between the 30th 
and 25th percentile of top SUS scores, while the score of 
Conv. system corresponds to the 5th percentile. 
3.2 Planned Experiments  
During the remaining part of my PhD (Years 2 and 3), I plan to 
carry out another lab-based experiment that will involve 
comparing usability of a baseline voice search system with a 
system enabled with conversational initiative. The experiment 
will conclude Part 2 of my PhD project. Once the data gathered in 
Part 2 has been analysed and conclusions drawn, I will proceed to 
the final stage of my project in which I will create a prototype of 
a conversational search system and evaluate it in a usability study.  
    The remaining research activities with brief descriptions and 
approximate timelines are provided below.  
3.2.1 Part 2: Conversational System with Conversational Initiative. 
The experiment will follow the pattern explained in Section 3.1.2. 
(study designed in WOZ framework). The main focus of the study 
will be on creating a system that will use incremental dialogue 
approach, i.e. the system that will actively interact with 
participants without waiting for their conversational turn to be 
over, and likewise, the participants will be able to barge in at any 
point of the conversation. Real time reactive speech synthesis will 
be used to increase the naturalness of interaction [22]. The goal of 
the experiment will be to test if increased conversational initiative 
of the system can improve error recovery and ability to recover 
from misunderstandings during search task. The results obtained 
from the experiment are expected to provide the answer to RQ3. 
The experimental part of the study is planned to run between 
November 2017 to May 2018 with the aim to write a journal paper 
by June 2018. 
3.2.2 Part 3: Prototype of Human-Like Conversational System. 
Finally, having investigated both memory component and turn 
taking aspects of conversational system, I will move on to develop 
a prototype of a conversational system. The system will be 
designed based on feedback obtained from both experiments 
carried out in Part2 and then evaluated in a usability study. 
Prototyping is expected to be the most time consuming part of my 
project that is expected to run from summer 2018 to autumn 2019. 
During that time I will use machine learning techniques to analyse 
the data gathered in Part 2 of the project and use state of art 
spoken language understanding, and dialogue management 
modules (using neural network models e.g. Google Speech API) to 
create the prototype. The results of prototype evaluation are 
expected to provide answer to RQ4, and conclude my PhD 
project. 
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