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Research about physiological motions has raised much interest in medical imaging.
This end-of-year work aims at describing the state-of-the-art and avaible implementations
dealing with physiological motion artefacts. We focus on image registration, and especially
on methods for computing deformable registration. These provide a great number of de-
grees of freedom to model the transformation and some are computationally reachable.
The drawback of these registration techniques is that they can’t be validated (as there is
no gold standard, we mostly worked on a visual assessment validation procedure). To un-
derstand the problem of respiratory motion, we review the medical context. We describe
the physiological processes, the different modalities and popular registration techniques.
The registration techniques are presented through their main components (image attri-
butes, similarity measure, transformation model, optimizer, with special attention given
to FFD and Demons methods). Then, based on 4D images (the POPI model), we use ITK
(Insight Segmentation Toolkit, a powerful opensource c++ framework) to present some
implementations. Finally, we draw a comparaison of these techniques and discuss the
possible use of GPU.
Re´sume´
La recherche sur l’influence des mouvements physiologiques dans le domaine de l’ima-
gerie me´dical connaıˆt un re´el engouement. Ce me´moire vise a` de´crire l’e´tat de l’art et les
dernie`res avance´es dans ce domaine. Nous nous sommes concentre´s sur le recalage des
images et tout particulie`rement sur les me´thodes non-rigides. Ces me´thodes permettent de
mode´liser la transformation avec un grand nombre de degre´s de liberte´ et certaines d’entre
elles sont calculables par ordinateur. En revanche, ces me´thodes ne peuvent pas eˆtre va-
lide´es (du fait de l’absence d’un “gold standard” qui si il existait rendrait l’utilisation de ces
techniques obsole`te ; nous avons principalement travaille´ par une “appre´ciation visuelle”).
Pour comprendre le proble`me induit par le mouvement respiratoire, nous passons en re-
vue le contexte me´dical. Nous de´crivons le processus physiologique, les diffe´rents modes
exploratoires et les techniques de recalage les plus populaires. Le recalage est pre´sente´ au
travers de ses principales composantes (attributs des images, les crite`res de similarite´, les
mode`les de transformation et les strate´gies d’optimisation en insistant sur l’algorithme
Demons et FFD). Ensuite, sur base du mode`le POPI, nous avons utilise´ le framework
de de´veloppement d’application ITK pour pre´senter quelques applications. Enfin, nous
e´tablissons une comparaison entre ces diffe´rentes techniques et discutons de l’utilisation
potentielle du GPU.
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La proble´matique du cancer est devenue une telle priorite´ qu’elle est syste´matiquement
inscrite dans les programmes phares de beaucoup de gouvernements. Dans ce domaine,
l’exploration du corps humain a connu deux re´volutions en matie`re d’avance´e : l’une a
e´te´ le CT et l’autre le PET. Les deux techniques ont ensuite e´te´ fusionne´es pour donner
le PET/CT.
La proce´dure PET/CT associe la me´decine nucle´aire (PET) qui fournit une informa-
tion fonctionnelle a` la radiologie (CT) qui livre l’image anatomique de pre´cision. Les
machines hybrides actuelles de type PET/CT traitent –par ordinateur– les informa-
tions brutes qu’elles enregistrent. Elles inte`grent ainsi deux modalite´s exploratoires qui
diffe`rent par plusieurs aspects, dont la vitesse d’acquisition par exemple. Ces proce´dures
souffrent encore d’ imperfections. Parmi elles, figure la gestion d’arte´facts ge´ne´re´s par
les mouvements du malade qui est explore´. Les mouvements respiratoires en font partie.
C’est particulie`rement embarrassant pour obtenir une imagerie fiable pour l’exploration
du poumon puisqu’il est directement concerne´ par les de´placements ge´ne´re´s par la res-
piration.
Des proce´dures de correction s’imposent. On comprendrait mal les e´normes efforts
entrepris par l’industrie actuelle pour concevoir, d’un coˆte´, des appareils de re´solutions
pousse´es de l’ordre du millime`tre, si, d’un autre, les de´placements centime´triques neu-
tralisaient cette pre´cision et rendaient ainsi la localisation exacte des le´sions tout a` fait
errone´e.
Or, de l’exactitude des renseignements, fournis par les deux modes d’imagerie re´unis,
de´pend la qualite´ des traitements oncologiques. Le flou ge´ne´re´ par des mouvements in-
terfe`re, non seulement avec la pre´cision du diagnostic (et les conse´quences qui peuvent
s’en suivre), mais aussi avec le traitement de radiothe´rapie. Ce dernier doit, e´videmment,
eˆtre centre´ avec exactitude sur le tissu malade sans de´border sur les structures saines
tout au long de l’irradiation et ce en de´pit des mouvements.
Des appareils de plus en plus complexes sont conc¸us par l’industrie qui s’est spe´cialise´e
dans ce domaine. Certes, on ne peut nier que des ame´liorations voient le jour, mais
sans eˆtre, pour le moment en tous cas, des avance´es re´volutionnaires. Pourtant, les
moyens mis en oeuvre par cette industrie de pointe sont gigantesques et a` la mesure
d’ailleurs des couˆts des appareils construits. C’est l’exemple du PET/CT 4D. A quoi il
faut ajouter que les doses accrues de radiations, de´livre´es par le PET/CT 4D, soule`vent
une pre´occupation le´gitime supple´mentaire. Le prix exorbitant des appareils et le quasi
monopole des industries qui les conc¸oivent, imposent de privile´gier des voies alterna-
tives pour ame´liorer la correction d’arte´facts de mouvement.
C’est pourquoi, il est licite de s’interroger, non plus sur la conception d’appareils nou-
veaux, mais plutoˆt sur l’utilisation optimale du mate´riel de´ja` existant. C’est l’approche
que nous avons privile´gie´e. Le niveau d’inte´reˆt peut se focaliser soit sur les donne´es
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brutes enregistre´es (le list-mode), qui sont les plus en amont, soit sur les images (DI-
COM) qui en de´coulent.
L’e´tape pre´liminaire passe par la revue et l’e´valuation des outils informatiques existant
destine´s a` explorer les arte´facts ge´ne´re´s sur les images par les mouvements respiratoires.
Pour reprendre l’expression du radio-physicien H. MEURISSE, il s’agit de “balayer le
terrain”.
C’est une besogne fastidieuse mais capitale. C’est le pre´requis sans lequel les applica-
tions ulte´rieures seraient impossibles.
En effet, l’objectif, en de´finitive, se veut d’explorer l’impact du mouvement respiratoire
dans les images au travers des outils informatiques. Ces outils informatiques exploitent
des machines PET/CT de´ja` existantes et ne repre´sentent pas une contrainte pour le pa-
tient. Ceci en fait tout l’inte´reˆt.
Le travail qui suit reprend les e´tapes pratiques destine´es a` corroborer les intentions
de´crites. Nous pre´sentons d’abord le cadre me´dical qui justifie ce travail. Nous pre´cisons
ensuite les objectifs poursuivis. Nous pre´sentons les mate´riels et me´thodes a` notre dis-
position pour poursuivre ces objectifs. Nous exposons ensuite nos re´sultats. Et enfin,






Ce chapitre pre´sente le cadre me´dical qui justifie ce me´moire. Nous pre´sentons suc-
cessivement :
1. Les types d’atteintes pathologiques, les traitements existants, le diagnostic et le
suivi des pathologies. Ces derniers justifient la ne´cessite´ de pouvoir visualier
l’inte´rieur du corps humain sans inciser ;
2. Les principes de bases de l’imagerie me´dicale d’un point de vue de l’informati-
cien, du me´decin et du mathe´maticien ;
3. Les diffe´rents modes exploratoires ou modalite´s pour acque´rir les images. Il en
existe quatre grands types : l’imagerie par re´sonance magne´tique (IRM), l’e´chographie,
la tomodensitome´trie (CT) et la tomographie a` e´mission de positon (PET). Le prin-
cipe de fonctionnement du PET permet de comprendre ce qui agit sur la qualite´
des images PET : les effets du mouvement ;
4. La respiration dont les effets du mouvement introduisent des arte´facts inde´sire´s
dans les images ;




Dans le cadre de ce me´moire, les le´sions qui nous interressent le plus sont les tu-
meurs cance´reuses des poumons (cf. tableau des anatomopathologies). Aux Etats-Unis
(et dans la plupart des pays industrialise´s), le cancer du poumon constitue une des
premie`res causes de mortalite´. Or la localisation pre´cise et la forme des masses (de
cellules) cance´reuses sont difficiles a` appre´hender a` cause de la ventilation ([66]). En
France, plus d’un million de ces cas sont diagnostique´s chaque anne´e. C’est e´galement
une des premie`res causes de mortalite´ ([25]).
2.1.1 Type d’atteinte
Il existe dans les faits deux formes de cancer du poumon. Il peut s’agir d’une cellule
des bronches qui a mute´ en un cancer primitif ou des me´tastases (secondaires a` un cancer
primitif dans un autre organe). Le poumon est en effet un organe cible pour les me´tastases
(se de´placant par voies lymphatiques ou sanguines). Le cancer primitif du poumon lui
regroupe essentiellement plusieurs familles que l’on distingue au miscroscope par la
taille et la nature de leurs cellules. Ceux a` petites cellules (PC) repre´sentent 85% des cas
et les autres (NAPC) 15% ([25]).




Les quatre types de traitement sont [25] :
La chirurgie : qui repre´sente pour bon nombre de cancers la pierre angulaire du traite-
ment a` vise´e curatrice. Il peut s’agir de la tumorectomie, c’est a` dire, la re´section
non-anatomique de la tumeur et du parenchyme pulmonaire adjacent ou de
re´section anatomique telle que la lobectomie (un lobe anatomique du poumon) ou
la pneumectomie (tout un poumon). Il s’agit d’une ablation physique (-ectomie)
des tumeurs.
La chimiothe´rapie (anti-cance´reuse) : c’est l’usage de substances chimiques pour trai-
ter la maladie (on essaye de bloquer la mitose (division cellulaire). Cette pratique
utilise he´las des substances cytotoxiques, c’est a` dire qui peuvent endommager les
cellules non seulement pathologiques mais saines e´galement. Les modes d’action
de la chimiothe´rapie sont divers : soit ils bloquent la mitose (division cellulaire),
soit ils induisent l’apoptose (suicide-cellulaire).
La radiothe´rapie : c’est une me´thode de traitement loco-re´gional des cancers utilisant
des radiations pour de´truire les cellules cance´reuses en de´truisant l’ADN des
noyaux cellulaires, les rendant incapables de se diviser et donc de se multiplier.
L’irradiation doit e´pargner les tissus sains autour des cellules tumorales. Cette
e´vidence, pour assurer d’un coˆte´ l’effet tumoricide recherche´ pour de´truire ce qui
doit disparaitre, mais d’un autre d’e´viter les de´gats dramatiques de l’irradiation
sur ce qui doit rester vivant repre´sente une deuxie`me application des couplages
PET/CT avec leur correction selon les de´placements du tissu cible dans la masse
du tissu sain : c’est cette fois le volet the´rapeutique et non plus diagnostique,
meme si l’e´tude a porte´ sur le volet diagnostique uniquement. La radiothe´rapie
est inte´ressante soit lorsque la re´section n’est pas possible, ou en comple´ment de
celle-ci. C’est inte´ressant pour traiter les PC et les NAPC.
La destruction homoge`ne thermique : c’est une technologie nouvelle, base´e sur la des-
truction homoge`ne thermique par une sonde qui de´livre localement des hautes
e´nergies : c’est la thermo-ablation ou radiofre´quence (RFA). Une sonde est in-
troduite (souvent par voie percutane´e sous imagerie CT, ce qui en fait une tech-
nique moins invasive que ne l’est la chirurgie. Cette modalite´ est en fait une arme
the´rapeutique comple´mentaire, qui n’a pas remplace´ les autres modalite´s de trai-
tements mais a des indications bien pre´cises. Le suivi de ce traitement re´cent se
fait souvent par PET/CT.
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Les deux modalite´s (radio/chimiothe´rapie) sont parfois associe´es selon l’e´tat du patient,
le type et l’extension tumorale. Ces traitements sont soit pratique´s avant la chirurgie,
on parle alors de traitement ne´oadjuvant, dans l’espoir de “downstager” la tumeur et
la rendre plus accessible a` un traitement curateur de re´section ou bien apre`s l’ablation,
pour comple´ter cette fois, le caracte`re radical de l’exe´re`se et on parle alors de traitement
adjuvant. Enfin ce sont les seules possibilite´s de traitement dans les cas avance´s ou
il n’est plus question de gue´rison, mais de ralentissement de la progression tumorale
quand l’exe´re`se est impossible.
De toutes manie`res, que ce soit pour l’e´valuation pre´cise avant traitement ou pour
l’e´valuation des re´sultats apre`s traitement,l’exactitude de l’iconographie tumorale est
cruciale pour la performance du management oncologique des patients. On rejoint donc
les objectifs des me´thodes expoite´es dans ce travail.
2.1.3 Le diagnostic et suivi the´rapeutique des tumeurs pulmonaires
Les signes cliniques sont les e´le´ments re´ve´lateurs dans la plupart des carcinomes
primitifs. Selon la localisation tumorale, les signes seront variables. Les tumeurs dites
centrales sont de´veloppe´es sur les grosses bronches et donneront, soit un saignement
(l’he´moptysie), soit une obstruction bronchique, qui se compliquera d’infection : le
carcinome se de´couvre alors a` la faveur d’une bronchopneumonie inaugurale. Les tu-
meurs dites pe´riphe´riques sont re´ve´le´es par l’envahissement de la ple`vre avec comme
conse´quence de la douleur, car la ple`vre est richement innerve´e. Les grosses bronches le
sont aussi, mais le parenchyme profond lui ne l’est quasi pas. Enfin, le carcinome peut
s’exprimer par un envahissement extrapulmonaire, comme des structures du me´diastin
(des nerfs par exemple). Il s’agit de tumeurs re´ve´le´es pour tous ces modes d’expression
clinique : ces sont des tumeurs dites symptomatiques.
Par contre les tumeurs asymptomatiques n’ont pas d’expression clinique. On les de´couvre
par la radiologie pulmonaire, standard le plus souvent : radiographie pratique´e a` titre
syste´matique, soit dans le de´pistage de routine, soit dans des groupes “a` risques”. Les
tumeurs situe´es a` l’inte´rieur de la masse parenchymateuse du poumon appartiennent a`
ce groupe : en effet la masse pulmonaire est quasi insensible, ce qui explique le caracte`re
asymptomatique de cette localisation.
De`s le moment ou` une tumeur pulmonaire est suspecte´e, une exploration pousse´e est
entreprise. L’exploration vise a` e´tablir un diagnostic de certitude ou presque, pour sa-
voir que traiter pre´cise´ment. Puis ensuite, il convient d’e´tablir un bilan d’extension de
la tumeur (le “staging TNM”) pour juger de son e´tat de progression afin lui administrer
la modalite´ the´rapeutique la plus adapte´e.
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Le CT(c+), c’est a` dire CT avec contraste, et le PET/CT sont les modes exploratoires
de´terminants ([62]). La pre´cision du CT avec injection intraveineuse de produit opaci-
fiant les vaisceaux sanguins, fournit une pre´cision anatomique exceptionnelle, tant dans
la re´solution de l’image tumorale (on peut maintenant identifier des tumeurs a` peine
centime´triques), que dans les rapports avec les structures voisines, particulie`rement
celles qui sont importantes sur le plan vital. En effet, la destruction ou l’ablation de la
tumeur pourrait les endommager, et entrainer des conse´quences dramatiques.
De manie`re ge´ne´rale, on essaye d’obtenir la nature histologique de la tumeur. Si elle se
situe dans un gros tronc bronchique, elle sera biopsie´e par bronchoscopie. En revanche,
si elle est plus profonde´ment situe´e, elle n’est pas accessible par les voies naturelles, et la
biopsie sera accomplie avec une aiguille spe´cialement conc¸ue, mais cette fois de manie`re
percutane´e. De nouveau, le CT devient la proce´dure incontournable pour permettre
cette fois de guider l’aiguille jusque dans la tumeur, en e´vitant les structures vitales. Ce
guidage visuel de´licat est rendu possible par le CT .
Le PET/CT apporte sa contribution au diagnostic de tumeur : la fiabilite´ du PET (et
donc du PET/CT) en terme de spe´cificite´ pour les carcinomes du poumon est estime´e a
plus de 90 %. Il permet surtout d’identifier des localisations tumorales a` distance de la
tumeur principale, comme des ganglions, dont la taille ne permettait pas d’augurer de
leur nature pathologique ou saine. De meˆme, des me´tastases situe´es cette fois a` distance,
dans mais aussi hors du thorax (dans les os par exemple) seront re´ve´le´es par cet examen.
Le traitement est conditionne´ par cette e´valuation : une meˆme tumeur histologiquement
parlant ne se traite pas de la meˆme manie`re selon qu’elle est unique et limite´e ou selon
qu’elle est accompagne´e de me´tastases ganglionaires ou he´matoge`nes.
Dans le suivi des patients qui ont e´te´ traite´s, cette fois, le CT(c+) et le PET/CT ont un
roˆle capital. Le PET/CT par l’information supple´mentaire a` la morphologie est devenu
un outil incontournable. Pour les patients chez qui la tumeur a e´te´ enleve´e, le suivi est
essentiel pour de´tecter pre´coce´ment une re´cidive, et la traiter sans de´lais. La difficulte´
est lie´e, d’un coˆte´, au fait que les remaniements de l’anatomie normale rendent l’in-
terpre´tation d’un CT difficile, et d’un autre, au fait que la re´cidive survient souvent sous
la forme non pas d’une masse mais d’une infiltration mal identifiable par CT seul. La
fixation PET va souvent pre´ce´der l’image anatomique. Le CT(c+) garde sa place : le PET,
sous traitement chimiothe´rapeutique peut “s’e´teindre”. La re´ponse a` la chimiothe´rapie,
observe´e en PET n’est pas ne´cessairement synonyme d’e´radication tumorale et le CT(c+)
avec ses phases de prises du contraste apporte une comple´mentarite´ indispensable par
l’information particulie`re qu’il fournit. L’association CT(c+) et PET/CT trouve toute son




Le principe de l’imagerie me´dicale est de cre´er une repre´sentation visuelle et intelli-
gible d’un phe´nome`ne me´dical. Cela se base sur un ensemble de techniques de manipu-
lation et de stockage des informations (df. DICOM par exemple) et sur diffe´rents types
d’appareillages (cf. PET, CT, MRI, ...). En donnant la possibilite´ d’examiner l’inte´rieur
d’un corps sans avoir a` inciser, ces machines permettent de faire le diagnostic ou de
suivre le traitement de pathologies.
Ce proce´de´, qui n’est pas nouveau (cf. rayons-X de la main de Mme Ro¨ntgen, 1895),
rec¸oit un inte´reˆt de plus en plus grandissant. En effet le monde me´dical profite des
avance´es dans le domaine du traitement d’image qui e´tudie les images nume´riques et
leurs transformations, dans le but d’ame´liorer leur qualite´ ou d’en extraire de l’informa-
tion. Le traitement d’images est une discipline de´rive´e du traitement de signal. Elle n’est,
en fait, de´die´e qu’aux images et non aux donne´es de´rive´es comme le sont la vide´o ou le
son. Ce proce´de´ navigue dans le domaine nume´rique (par opposition a` la photographie
ou la te´le´vision dans le domaine analogique).
Les renseignements comple´mentaires aux outils et algorithmes e´le´mentaires utilise´s
dans le traitement d’image sont accessible sur le site de cours de l’universite´ de Delft
([76]).
De fac¸on incontournable, la compre´hension du traitement ou des me´thodes d’acqui-
sition passe par un tre`s bref aperc¸u du support de l’information que nous de´taillons
ci-dessous.
2.2.1 Digitalisation d’une image
Une image repre´sente le volume –que l’on peut voir comme un ensemble continu
de points mate´riels– au moyen d’un ensemble limite´ de points ge´ome´triques re´partis
sur un grille re´gulie`re dans l’espace physique. A chaque point ou pixel est associe´e un
valeur d’intensite´ ([76]).
Le “sampling” (digitalisation) passe par plusieurs e´tapes. Premie`rement, le scanner
produit une information qui est malaise´e a` manipuler, parce que c’est une information
brute : c’est le list-mode. Les images sont ensuite reconstruites dans un format (le DI-
COM) qui est plus facile a` manipuler et qui est plus ade´quat aux besoins me´dicaux.
Elles peuvent eˆtre aussi partiellement corrige´es via un me´canisme de synchronisation
de l’acquisition a` une information pe´riodique telle que l’e´lectrocardiogramme (ECG) ou




Le gating est un me´canisme de synchronisation de l’acquisition a` une information
pe´riodique externe.
Le traitement de l’information “synchronise´e” se fait par de´coupe de l’information
pe´riodique en intervalles finis (“les bins”) et la sommation de tous les e´ve`nements
survenus dans un intervalle (“rebinning”).
Sampling
Soit un volume dans l’espace physique, on note cet ensemble continu de points
mate´riels (note´ {m}). Le sampling est l’ope´ration de repre´sentation de cet ensemble
continu par un ensemble discret de points ou pixels dispose´s sur une grille re´gulie`re
dans l’espace physique : Ω. Il en re´sulte qu’un pixel a une certaine taille (ou “spacing”)
afin de couvrir l’espace mate´riel continu et que la matrice des pixels a une origine de´finie
dans l’espace physique. La fonction qui associe aux pixels couvrant l’image une valeur
d’intensite´ se note :
I : Ω 7→ S X 7→ I (X)
Ou` {m} est l’ensemble continu de points mate´riels du volume ;
Ω est la couverture de l’espace physique par la matrice de pixels ;
S est l’ensemble des valeurs d’intensite´ que peut prendre un pixel
(la gamme de valeurs de´pend du nombre d’octets attribue´s) ;
X est la coordonne´e d’un point dans l’espace physique.
List-Mode
Les CT enregistrent se´quentiellement les phe´nome`nes de´tecte´s/observe´s dans un “fi-
chier” appele´ List-mode. Ce format permet de contenir les donne´es avec une tre`s grande
re´solution spatiale et temporelle. L’e´chelle temporelle du list-mode est de´termine´e par
le me´canisme de gating. Selon que l’on e´tudie le cycle cardiaque ou le cycle respiratoire,
l’e´chelle temporelle du list-mode est force´ment diffe´rente.
Les donne´es reconstruites sont ensuite archive´es graˆce au standard DICOM.
DICOM
DICOM (“Digital Imaging and Communications in Medecine”) est un standard de
communication et d’archivage en imagerie me´dicale ([73]). C’est le format des fichiers
acquis apre`s la reconstrution des images. Il ne s’agit pas d’un simple fichier de donne´es
mais e´glament d’un protocole de communication et des me´thodes y ayant trait. Cela
permet entre autres d’archiver beaucoup de me´tadonne´es avec les images (nom du
patient, docteur, la date d’examen, etc.) et cela en toute confidentialite´.
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2.2.2 Concepts ge´ome´triques d’une image
Une image reconstruite par un scanner et telle qu’archive´e par le DICOM, repose
sur des principes ge´ome´triques simples. Comme dit pre´ce´demment, une image est
repre´sente´e par un ensemble limite´ de points re´partis sur une grille re´gulie`re et a` chaque
point est associe´e une valeur d’intensite´. De plus, l’image est dote´e d’une valeur de spa-
cing et d’une valeur d’origine pour pouvoir replacer les points dans l’espace physique.
L’illustration ci-dessous expose ces principes.
F. 2.2 – Illustration des concepts ge´ome´triques d’une image digitalise´e ([69])
La taille (re´solution ge´ome´trique ou matricielle) de cette image est 7 ∗ 6. Il y a donc 42 pixels indexe´s par des coordonne´es
dites (i, j). Le spacing de´finit l’ecart entre les pixels (dans l’espace physique) ou la taille d’un pixel (dans l’espace physique), il vaut
Sp = (20.0, 30.0). L’origine de´finit ou` commence la grille (dans l’espace physique) et le physical extent est la dimension de l’image
dans l’espace. Pour connaıˆtre la position dans l’espace d’un point de la matrice, il faut multiplier le vecteur de ses “coordonne´es”
(i, j) par vecteur du spacing et additionner celui de l’origine. Soit un point/pixel d’index Px = (2, 3) dans une image d’origine
Or = (10.0, 10.0) et de spacing Sp = (20.0, 30.0), sa position spatiale Ps se de´finit par :
Ps[i] = Px[i] x Sp[i] + O[i] | i = 1..2
Un pixel a donc des coordonne´es (le point ge´ome´trique) et une valeur. Pour connaıˆtre l’intensite´ de l’image entre les points de la
grille doit donc pouvoir “interpole´r”. La forme la plus intuitive d’interpolation est la couverture de Voronoı¨ (cf. illustration). Nous
aborderons l’interpolation plus en de´tail par apre`s.
Notons qu’il y a deux manie`res d’interpre´ter le spacing (cf. la figure illustrant les concepts ge´ome´triques d’une image ci-dessous) :
– Le spacing est un vecteur qui de´crit l’espacement dans le domaine physique ({m}) entre les points ge´ome´triques (Ω).
– Le spacing de´crit e´galement la taille ou couverture d’un pixel.
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2.2.3 Tomographie et syste`me de re´fe´rence anatomique
La tomographie est une technique qui permet de repre´senter le volume (l’inte´rieur)
d’un objet a` partir d’un se´ries de mesures effectue´es par coupes depuis l’exte´rieur.
Le terme tomographie vient d’ailleurs du grec et signifie repre´sentation en coupes.
Outre la reconstruction du volume, il faut pouvoir le visualiser. Pour cela on choisit la
repre´sentation classique en anatomie. C’est une vue en trois plans orthogonaux de´finis
par rapport a` la position standard de l’organisme, x’est a` dire en position de Poirier, qui
est familie`re aux me´decins. La terminologie pour l’orientation des coupes est illustre´e
ci-dessous.
F. 2.3 – Les trois plans de re´fe´rence
Dans ce me´moire nous n’irons pas au dela` dans la terminologie (notamment celle des
axes). Notons cependant qu’il ne s’agit pas de la repre´sentation interne des donne´es
mais de la repre´sentation classique en anatomie descriptive.
2.3 Modalite´s d’imagerie
Si l’on parle d’imagerie me´dicale dans un sens restreint aux modalite´s d’acquisi-
tion, on peut la voir comme la re´solution d’un proble`me d’infe´rence. C’est a` dire plus
simplement, que la proprie´te´ d’un tissu (cause) est infe´re´e a` partir d’un signal observe´
(phe´nome`ne/effet).
Il existe quatre grandes varie´te´s d’appareillage me´dical ([2]) :
– Les machines base´es sur les champs magne´tiques (IRM entre autres)
– Les machines base´es sur la scintigraphie (PET entre autres)
– Les machines base´es sur les rayons X (CT entre autres)
– Les machines base´es sur les ultrasons (Echographie)
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Nous n’envisagerons que les images en provenance d’appareillage de type PET/CT mais
certaines me´thodes de´veloppe´es pour d’autres types de modalite´ pre´sentent un certain
inte´reˆt.
2.3.1 IRM
L’IRM consiste a` exploiter les proprie´te´s magne´tiques des atomes d’hydroge`ne en
densite´ variable dans le corps humain. L’eau (dont la proprie´te´ magne´tique est due aux
noyaux des atomes d’hydroge`ne) . L’IRM se preˆte mal a l’exploration pulmonaire(un
vaste volume d’air occupe le poumon) et ne sera donc pas traite´e ici.
2.3.2 Echographie
L’e´chographie par ultrasons ne se concoit que dans des tissus mous ; il est de`s lors
logique que le barrage de la cage thoracique osseuse constitue un frein a` l’exploitation de
cette proce´dure, certes simple, peu toxique et peu couˆteuse. Seules quelques applications
existent par des “feneˆtres acoustiques” naturelles, comme les espaces intercostaux et la
re´gion sous-xyphoı¨dienne. Donc, en pratique, en dehors de l’exploration cardiaque et
plus anecdotiquement du diaphragme, l’echo n’a pas de place en e´valuation pulmonaire,
d’autant que les gaz font obstacle a` la diffusion des ultra-sons. L’ultrasonographie en-
docavitaire, telle que l’echoendoscopie transoesophagienne n’interroge qu’une re´gion
proche de la source de l’examen autrement dit essentiellement le me´diastin (avec le
coeur, l’oesophage et la graisse me´diastinale et avec les ganglions lymphatiques qui s’y
trouvent). L’ultrasonographie n’a pas d’application en relation avec le travail.
2.3.3 CT
Le CT (computed tomography) a e´te´ introduit au de´but des anne´es 70 et a re´ellement
re´volutionne´ non seulement le diagnostic radiologique mais toute la me´decine. Il s’agis-
sait de la premie`re association entre imagerie et l’ordinateur. Elle re´alisait pour la
premie`re fois des images de coupes du corps humain et inaugurait l’e`re de l’image-
rie digitalise´e. Dans les anne´es 90, le CT spirale´ constituait une avance´e fondamentale
avec pour la premie`re fois des enregistrements de donne´es de volumes sans perte de
de´tails anatomiques.
Le principe de l’appareil, consiste en un tube a` rayons x (Rx) qui tourne selon un
axe autour du patient. Diame´tralement oppose´s aux sources de rayons x, des re´cepteurs
recueillent les Rx atte´nue´s apre`s la traverse´e dans le corps. Le rapport entre Rxin et Rxout
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est fonction de la densite´ des tissus traverse´s. Les donne´es sont digitalise´es et converties
en images, puis reconstruites selon les plans. Ces appareils enregistrent, digitalisent,
stockent et reconstruisent tomographiquement des centaines d’images acquises selon
de nombreux angles. Ils utilisent des algorithmes mathe´matiques pour cette proce´dure.
Des ge´ne´rations de CT de plus en plus performants ont ge´ne´re´ des re´solutions d’une
tre`s grande acuite´.
F. 2.4 – Illustration du CT
Les CT actuels dits he´licoidaux (mais encore appele´s spirale´s ou volume´triques) ont
apporte´ une grande rapidite´ d’exe´cution de l’examen tout en ame´liorant la re´solution
spatiale. Techniquement, un dispositif fait translater le patient dans un syste`me de tubes
a` rayons x en rotation. Le terme “he´licoidal” correspond mieux a` la repre´sentation
mathe´matique du mouvement de rotation que le terme spirale´ puisque l’he´lice se voit
en trois dimensions et que son rayon est constant (ce qui n’est pas le cas de la spirale). La
rapidite´ de l’exe´cution du CT he´licoidal minimise les arte´facts de mouvements et l’exa-
men peut se re´aliser au cours d’une seule apne´e. L’utilisation de contraste intraveineux,
permet de surcroit de visualiser l’espace arte´riel aux temps d’acquisition pre´coce,les
espaces veineux aux temps plus tardifs, la prise de contraste par les capillaires des
diffe´rentes le´sions avec leur degre´ d’irrigation (un kyste n’en n’a aucune par exemple,
alors que beaucoup de tumeurs “prennent” le contraste). La reconstruction d’image se
re´alise soit en 2D soit en 3D. Les CT de dernie`res ge´ne´rations ame´liorent a` la fois la




La premie`re utilisation en clinique humaine du PET (Positron Emission Tomography)
remonte a` 1975. Son inte´ret croissant vient des informations fournies par l’affinement
des techniques : il apporte une information que ne livre pas l’imagerie conventionnelle
(CT, IRM) meˆme performante. Ces dernie`res ne peuvent fournir qu’une image anato-
mique. Le PET, en revanche, permet d’explorer le versant fonctionnel du tissu. Il peut
meˆme fournir une impression quantitative et non plus simplement qualitative de fonc-
tions physiologiques ([41]). Couple´ cette fois aux imageries “anatomiques”telles que le
CT, il apporte une pre´cision encore supe´rieure dans la recherche et l’extension de le´sions .
Son principe
Les particules “beta” sont e´mises par un atome instable. Elles sont charge´es “positive-
ment” et se nomment “positrons”. Quand le rapport neutrons/protons dans le noyau est
trop bas pour maintenir un e´tat stable, un proton est converti en un neutron et un posi-
tron. Le positron est l’e´quivalent antimatie`re de l’e´lectron (charge´ ne´gativement), il existe
un temps tre`s court avant sa combinaison avec un e´lectron (charge´ lui ne´gativement).
L’annihilation se re´alise par interactions avec les tissus biologiques. Ide´alement le tomo-
graphe devrait de´terminer le point de l’e´mission du proton, mais les appareils actuels ne
localisent que le point d’annihilation. Ce “range effect” de´grade la re´solution spatiale,
cre´ant ainsi un flou dans l’image.
Le PET utilise les radionucle´otides e´mettant des positrons (principalement le carbone
14, l’oxyge`ne 15, le nitroge`ne 13, la fluor 18 et le rubinium 82). Ces radionucle´otides
e´metteurs de positrons sont alors incorpore´s dans des mole´cules organiques telles que
l’eau ou le glucose. Ces substances pharmacologiques ainsi cre´es sont alors soit injecte´es
soit inhale´es pour gagner l’organisme humain.
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F. 2.5 – Illustration de l’annihilation
Quand le processus d’annihilation survient, c’est-a`-dire la combinaison du positron,
charge´ positivement et de l’e´lectron, charge´ ne´gativement, deux photons de haute
e´nergie (511 KeV chacun) sont produits simultane´ment par cette re´action entre le pro-
ton(antimatie`re) et l’e´lectron (matie`re). Les 2 photons ainsi cre´e´s, s’e´loignent l’un de
l’autre selon un axe d’angle de 180 degre´s. Ils sont alors de´tecte´s, par paires, via des
de´tecteurs a` cristaux. La coincidence de la de´tection des photons re´ve`le leur ligne d’ori-
gine. Les de´tecteurs sont re´lie´s de telle sorte qu’ils n’acceptent qu’une paires de photons
arrivant exactement au meˆme moment, et rejettent les photons e´parpille´s (qui arrivent
a` un moment incongruant). Ce design permet une incomparable sensibilite´ aux pho-
tons et une re´solution dans l’espace extraordinairement supe´rieure aux explorations
de me´decine nucle´aire ante´rieure a` cette technique. Un ordinateur exploite alors ces
lignes de re´ponse (LOR) pour reconstruire une image volume´trique de la cartographie
physiologique de l’organe a` explorer ([42]).
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F. 2.6 – Illustration d’une LOR du PET ([46])
En outre, des appareils de toute nouvelle ge´ne´ration, comme le Gemini TF, ne se limitent
pas simplement a` enregistrer les e´ve`nements coincidents. Le principe du “time of flight”
consiste, lorsqu’une feneˆtre de coincidence est ouverte, a` enregistrer la diffe´rence de
temps entre la de´tection des deux photons correspondants. Cela permet de mieux cibler
la re´gion e´mettrice (de photons) sur la LOR.




L’appareil de PET consiste en un anneau de cristaux a` scintillation ([43]), couple´ avec
des tubes photomultiplicateurs. Quand ces cristaux sont heurte´s par un photon, d’une
e´nergie ade´quate, une lumie`re est e´mise. Graˆce a` l’inte´gration par ordinateur, seuls les
e´ve´nements coincidants, c’est-a`-dire la de´tection simultane´e de deux photons par paire
de cristaux, sont compte´s. Cette approche par dualite´ de de´tecteurs permet la vraie
caracte´risation du phe´nome`ne d’annihilation. La brie`vete´ de l’aquisition de paires de
photons (10−9 secondes) aide a` discerner entre la vraie interre´action matie`re-antimatie`re
et la dispersion au hasard (=bruit de fond). Les e´ve´nements d’annihilation sont enre-
gistre´s et traite´s par un e´quipement de comptage ([44]).
Conceptuellement, les donne´es du PET (la somme des e´ve´nements d’annihilation)
consistent en beaucoup de lignes de coincidence. La proce´dure de reconstruction peut
elle se comparer avec le trac¸age de ces lignes. L’interception de ces lignes correspond
a` l’activite´ dans le tissu. La technologie par ordinateur permet qu’une image en trois
dimensions soit reconstruite et analyse´e. L’image digitale cre´e´e est la repre´sentation de
l’intensite´ du compte des donne´es dans le tissu explore´. La qualite´ de la reconstruction
peut eˆtre mesure´e. Le comptage des donne´es peut fournir une estimation quantitative,
par exemple, de la SUV (“Standarized Uptake Value”), de la perfusion (en ml. de fluide
par gr. de tissu par min.) ou de me´tabolisme (en mg. de substrat par gr. de tissu par
minute)([41]).
Diverses modifications ont e´te´ apporte´es aux appareils commercialise´s a` l’heure actuelle
meˆme si le principe pre´ce´demment de´crit reste celui qui les sous-tend.
Les agents pharmaceutiques e´metteurs de positrons
Les agents peuvent eˆtre cate´gorie´s selon qu’ils fournissent :
– une image du flux sanguin ;
– une image d’un agent me´tabolique ;
– une image d’un recepteur a` un me´dicament ou une drogue.
Le PET trouve ses applications dans :
a) La mesure de de´bit sangin : avec l’utilisation de microsphe`res d’albumine marque´es (ammonium N13, eau O15, butanol 015 et le chlorure de Rubinium Rb82)
b) L’imagerie par re´cepteurs a` diffe´rentes agents (physiologiques,ou me´dicamenteux) : Un radioligand (agent radioisotope qui se fixe sur un re´cepteur particulier) est uti-
lise´. La fixation de la mole´cule pharmacologiquement active sur son re´cepteur cellulaire de´clenchent soit une action me´dicamenteuse, soit une action physiologique.
L’espace de travail de recherche aussi bien en physiologie normale qu’en pathologie est vaste par le biais de cette me´thode tre`s peu invasive. Le potentiel de ce volet
est e´norme ([45]).
c) Le de´pistage et suivi de tumeur par des agents me´taboliques : le glucose est le plus largement utilise´ ; des acides gras (ex. : palmitate 11C), ou l’acetate (11C acetate)
peuvent l’eˆtre e´galement (palmitate et acetate sont utilise´s pour explorer le me´tabolisme du myocarde).
Le glucose sera le principal marqueur dans notre e´tude. L’isotope est le 2 − [ f luor −
18] f luoro − 2 − deoxy −D − glucose (FDG). Apre`s son injection intraveineuse, il est capte´
par tous les tissus viables selon les meˆmes me´canismes de transfert que le glucose nor-
mal. Une fois dans les cellule, tout come le glucose, le FDG est phosphoryle´. A ce stade
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les choses se ralentissent : le FDG est tre`s lentement de´phosphoryle´ d’abord, ensuite la
membrane cellulaire est peu perme´able au FDG et enfin il n’entre pas plus au-dela` dans
le me´tabolisme du glucose. Le re´sultat fait que le FDG est pie´ge´ dans le tissu de fac¸on
effective. In fine le degre´ de phosphorylation est exprime´ par l’examen et le reflet de
l’uptake du glucose par la cellule
L’oncologie est actuellement la plus vaste application du FDG : la cellule cance´reuse
a un me´tabolisme tre`s e´leve´, bien plus e´leve´ que les cellules normales, aussi son avidite´
pour le substrat e´nerge´tique rapide de la glycolyse ae´robie est refle´te´ par la captation
(“uptake”) accrue du FDG dans ces cellules en forte multiplication. La glycolyse ae´robie
accrue est le pre´requis pour l’application du PET. Une glycolyse ae´robie intense s’effectue
dans beaucoup de tumeurs (ex : le cancer pulmonaire), mais il y a des exceptions qui font
que certaines tumeurs e´chappent a` ce mode d’investigation, comme l’he´patocarcinome
primitif du foie. De plus, des situations me´taboliques intenses peuvent stimuler la gly-
colyse ae´robie de fac¸on accrue, comme les infections qui peuvent fixer au PET et font
que le PET est sensible, mais sa spe´cificite´ n’est pas totale dans le diagnostic de cancers.
L’estimation cependant de la spe´cificite´ reste e´leve´e (≥90%)([46]).
C’est cette dernie`re application (de´pistage et suivi de tumeur par des agents me´taboliques)
du PET qui nous inte´resse dans ce me´moire. La majorite´ des cancers fixent au PET, ce
qui privile´gie son utilisation en comple´mentarite´ des imageries CT ou IRM en matie`re
de diagnostic oncologique. De plus, souvent, l’hyperactivite´ me´tabolique pre´ce`de les
anomalies anatomiques.
Imperfections du PET
Les investigations conventionnelles par CT et IRM ne sont pas pour autant devenues
obsole`tes. Ces dernie`res fournissent des informations sur l’anatomie pre´cise :
a- la localisation anatomique ou` le marqueur s’est accumule´ ;
b- les relations entre la tumeur et les structures dites nobles, avoisinantes (qui de´terminent
la strate´gie ope´ratoire par exemple) ;
c- de plus, elles permettent de diminuer la dure´e de l’examen PET (CT-AC).
A) Les sources d’imperfection de re´solution internes (intrinse`ques au mode exploratoire) sont :
1) les artefacts de coincidences :
1. Si l’exactitude de l’examen PET repose sur la coincidence vraie (dans
laquelle les 2 photons d’annihilation originaires du meˆme point sont
de´tecte´s), il y a des coincidences ale´atoires parasites. Il s’agit de deux
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photons issus d’annihilations diffe´rentes mais qui surviennent pendant
la meˆme feneˆtre temporelle. L’information spatiale ainsi ve´hicule´e s’en
trouve incorrecte.
2. D’autre part, il y a aussi les coincidences diffuse´es : la diffusion Compton
(le photon interagit avec un e´lectron et le photon est diffuse´ dans une
direction qui fait un angle avec sa trajectoire initiale,et de surcroit perd de
l’e´nergie). Ce changement de trajectoire fausse l’image puisque la ligne
de re´ponse de´tecte´e n’est plus corre´le´e a` son lieu d’e´mission.
2) l’effet de volume partiel : qui est le re´sultat de la re´solution spatiale limite´e et
de l’e´chantillonnage choisi. Cet effet induit une sous-estimation de la concen-
tration dans les petites structures (spill-out) puisque l’activite´ se trouve hors
de la structure du fait de la re´solution spatiale approximative, l’effet volume
partiel peut entrainer aussi la surestimation des concentrations lie´e a` la conta-
minations des structures voisines (spill-over). En effet la re´solution de l’image
se limite au site d’annihilation, et de production des photons (511 KeV) et non
au site de ge´ne`se du proton.
3) l’atte´nuation : Une proportion importante des photons de 511 KeV. sont atte´nue´s
par les tissus du patients. L’atte´nuation varie selon la nature et l’e´paisseur des
tissus.
Diverses me´thodes tendent a` minimiser ces sources d’erreurs : soustraction des
coincidences ale´atoires, correction de coincidences diffuse´es, e´valuation de coeffi-
cients de recouvrement (pour le volume partiel) et connaissance des coefficients
d’atte´nuation ([47]).
B) Les sources d’erreurs externes sont celles lie´es aux mouvements : certains mouve-
ments ne sont pas controˆlables, comme les battements cardiaques. Ils sont d’am-
pleur mineure et de´ja` largement e´tudie´s. Par contre, les variations induite par la
respiration se re´ve`lent eˆtre le proble`me majeur : le temps d’acquisition des images
PET est de plusieurs minutes. Une apne´e pour soustraire l’influence respiratoire
est e´videmment irre´aliste sur une telle dure´e. Non seulement les variations dues
a` la respiration modifient la position des structures qui se de´placent avec la cage
thoracique, mais aussi la densite´ du poumon qui a` l’inspiration est rempli d’air et
a` l’expiration s’en vide en se collabant partiellement. Des me´thodes de correction




La respiration est un phe´nome`ne complexe qui apporte de l’oxyge`ne, l’e´le´ment in-
contournable a` la vie des organismes ae´robies (dont tous les mammife`res et bien en-
tendu l’homme). Il est l’accepteur final des transferts d’e´lectrons (et donc d’e´nergie)
de la “chaıˆne respiratoire”, largement e´tudie´e par la biochimie, qui constitue la base
du me´tabolisme cellulaire ae´robie. On peut se´rier trois processus physiologiques bien
disctincts qui assurent cette fonction vitale :
– la ventilation
– les e´changes gazeux
– les re´actions chimiques oxydatives a` l’inte´rieur des cellules de l’organisme
F. 2.8 – Illustration de l’appareil respiratoire [77]
La ventilation est produite par l’action commune de diffe´rents muscles (diaphragme,
muscles intercostaux, muscles de la paroi de l’abdomen) sur le poumon. Elle modifie la
ge´ome´trie, le volume et la pression dans les poumons. Ces me´canismes inspiratoires et
expiratoires servent aux e´changes gazeux qui ont pour but :
– de fournir de l’oxyge`ne
– d’expulser les de´chets gazeux
Les de´chets gazeux sont (entre autres) le dioxyde de carbone qui est produit par les
re´actions oxydatives. Ces re´actions chimiques au sein des cellules consomment de
l’oxyge`ne pour de´grader des matie`res organiques comme le glucose ou les lipides.
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F. 2.9 – Illustration des re´actions oxydatives
Dans ce me´moire, nous ne interesserons qu’a` la ventilation. Par abus de langage nous
utiliserons le terme respiration pour la ventilation. De plus, beaucoup de recherches
(dont les miennes) s’inte´ressent plus au poumon droit qui est moins affecte´ par les
mouvement du coeur place´ au centre du thorax (me´diastin), mais de´borde surtout dans
l’he´mithorax gauche.
2.5 Le syste`me cardiaque
Le syste`me cardiaque est un proble`me a` part entie`re qui a de´ja` beaucoup e´te´ e´tudie´.
Certes le syste`me cardiaque intervient dans la respiration puisqu’il apporte l’oxyge`ne
aux diffe´rents parenchymes via les vaisceaux sanguins, mais ce n’est pas l’objet du tra-
vail meˆme si des me´thodes d’investigation fonctionnelles cardiaques ont recours au PET.
Mais alors, elles exploitent des e´metteurs isotopes non plus me´tabolise´s dans les tissus
mais au contraire stocke´s exclusivement dans l’espace vasculaire pour en mesurer les
variations de de´bit. Ce n’est pas l’objet de l’e´tude qui s’est concentre´e sur l’oncologie et
non l’exploration cardiaque fonctionnelle.
Toutefois les mouvements cardiaques, repre´sentent une source de de´placement pour
les images du poumon qui est proche du coeur. Cependant, ce de´placement est de
moins grande amplitude que celui lie´ a` la ventillation et, par conse´quent, plus aise´ a`
soustraire. De plus, la relative stabilite´ du rythme cardiaque durant un examen per-
met une soustraction plus pre´visible via l’e´lectrocardiogramme (ECG) pour en corriger
les effets perturbants sur une imagerie que l’on voudrait ide´alement eˆtre faite sur un
syste`me immobile a` l’instar des contraintes de la photographie. On peut donc dire que
les mouvements cardiaques sont plus faciles a` appre´hender et plus pre´visibles que ceux
de la respiration car ils n’impliquent pas autant d’organes et tissus.
L’inte´reˆt du de´placement cardiaque dans ce me´moire est d’autant moins important
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qu’il ne fournit qu’un le´ger flou dans les images et que certains mode`les ge´ome´triques
peuvent le prendre en compte ([57]).






L’appareillage de type PET/CT permet de mettre en correspondance l’imagerie anato-
mique et fonctionnelle. Pour des motifs pratiques (de rapidite´ d’examen), la correction
de l’atte´nuation de l’image PET se pratique par CT (CT-AC). La diffe´rence de temps
d’acquisition des deux modalite´s (moins d’une seconde pour le CT et de l’ordre de plu-
sieurs minutes pour le PET) a introduit une source d’erreur dans la qualite´ des images
produites.
La respiration entraıˆne des de´placements conside´rables des structures, surtout dans
la re´gion proche du diaphragme. En effet, le PET, de part sa longue dure´e d’acquisition,
couvre plusieurs cycles respiratoires alors que le CT est quasi instantane´. De`s lors, la
fusion de ces deux modalite´s en est affecte´e. Or, lors de l’interpretation, les informations
de l’une (le CT) sont destine´es a` interpre´ter l’autre (le PET). Cela peut nuire a` l’exactitude
du diagnostic. En effet, si l’atte´nuation des artefacts est cruciale pour la de´tection pre´cise
de le´sions dans le diagnostic, elle devient vitale si on conside`re le volet the´rapeutique
par radiothe´rapie sur une cible tumorale au milieu de tissus sains a` pre´server.
Un attention particulie`re est de`s lors apporte´e a` toute proce´dure qui limiterait les effets
ne´fastes de la respiration. Il existe diverses approches correctives : les unes se focalisent
sur la me´thode d’acquisition et les autres sur le traitement des donne´es acquises. D’un
point de vue me´canique, toutes deux reposent sur le gating.
En pratique clinique, les appareils modernes reposent sur le gating respiratoire. Le ga-
ting est une ope´ration qui ame´liore la qualite´ des images produites mais n’atte´nue pas
comple`tement les de´placements de structures normales et pathologiques sous l’action
de la respiration.
De`s lors, l’objectif principal de ce me´moire est, dans un premier temps, d’explorer les
outils informatiques qui permettraient d’investiguer les arte´facts persistants. Il s’agit
donc d’une e´valuation qualitative des outils centre´e davantage sur la faisabilite´. Cette
longue recherche est un pre´liminaire indispensable a` l’estimation des effets du mouve-
ment respiratoire sur le traceur.
L’objectif sous-jacent est de pouvoir, a` moyen terme, quantifier l’influence du mouve-
ment en fonction de la taille du tissu pathologique observe´. Il semble en effet que la
pre´cision du PET est davantage affecte´e pour des formations de petite taille ([50]).
Pour ce faire, l’investigation commence d’abord par l’observation du mouvement d’une
image e´le´mentaire, c’est a` dire le point. Dans un deuxie`me temps, l’observation est
e´tendue a` un ensemble de points. On tente alors de mate´rialiser le de´placement des
points par un champ de vecteurs. Afin de construire un champ bien repre´sentatif, on
met a` profit la bonne re´solution spatiale de l’image CT. Aux termes de ces e´tapes, on
tente de de´former les images PET au moyen du champ. Le but poursuivi est de tester la




Ce chapitre pre´sente le mate´riel et les me´thodes qui interviennent dans la correction
d’images. Nous pre´sentons successivement :
1. L’appareillage de type PET et CT combine´s (PET/CT). Cet appareil automatise la
fusion de l’information anatomique et fonctionnelle ;
2. Les fantoˆmes permettant entre autres de calibrer l’appareillage ou expe´rimenter
certaines me´thodes ;
3. Les logiciels libres et commerciaux permettant de cre´er, manipuler et visualiser
les images me´dicales ;
4. La technique de recalage non-rigide permettant de mettre des images me´dicales
en correspondance. Il en existe deux types : les me´thodes parame´triques et non-
parame´triques.
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4.1 PET/CT
C’est la comple´mentarite´ des deux modalite´s d’examens qui s’impose comme l’ap-
proche la plus approprie´e.
Loin d’une redondance, cette comple´mentarite´ anatomie-fonction est une avance´e en
matie`re d’oncologie moderne. Au-dela` de la simple addition d’informations fournies,
d’un cote´ par le CT et de l’autre par le PET, l’e´volution des techniques re´alise une
“fusion” des deux imageries. Historiquement, les deux examens e´taient re´alise´s a` des
moments se´pare´s, ce qui majorait davantage les sources de discordances possibles. Les
PET/CT actuels sont dits hybrides car ils offrent l’avantage d’un recalage et d’une fusion
en “temps re´el” des deux modes exploratoires.
F. 4.1 – Illustration de l’appareillage PET/CT
Ils associent, en quelque sorte, l’anatomie plus pre´cise du CT aux donne´es fonction-
nelles que seul livre le PET. Ils re´alisent, ainsi, une association anatomie/fonction en
concordance. Le grand inte´reˆt re´side dans le fait de ne plus de´tecter un changement
de fonction sans pouvoir le localiser avec pre´cision, ni de reconnaıˆtre une modification
anatomique sans comprendre la nature de sa cause sous-jascente.
Le temps d’acquisition du CT est court (quelques secondes), alors que l’acquisition
des donne´es d’e´mission PET requiert un temps relativement long (quelques minutes).
De`s lors, le PET est greve´ d’interfe´rences parasites qui sont lie´es aux mouvements du
patient : sa respiration et ses battements cardiaques. La cible a` investiguer s’en trouve
de´place´e. Il s’en suit que la position des organes peut diffe´rer de fac¸on notoire entre la
position “moyenne” obtenue par le PET et celle observe´e par le CT. Les variations de
positions, sources de discordances, sont moins intenses pour le cerveau. En effet, il est
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dans un environnement fixe qu’est le craˆne. Par contre, cela devient un re´el proble`me
pour d’autres re´gions telles que le thorax, et c’est a` l’origine de l’objet du travail. Les
bases pulmonaires sont par les mouvements du diaphragme, les plus sujettes a` une
discordance de localisation entre PET et CT ([49])).
Si les mouvements du patient peuvent eˆtre controˆle´s (voire meˆme sous anesthe´sie pour
les jeunes enfants), et que les variations par les mouvements cardiaques sont de faibles
ampliudes, les de´placements par la respiration demeurent une difficulte´ a` contourner.
De`s lors, il apparaıˆt ne´cessaire de quantifier l’erreur due au mouvement respiratoire
pour ame´liorer l’investigation pulmonaire par PET/CT.
L’alignement des deux modalite´s exploratoires doit eˆtre parfait (“bien recale´”), sans
quoi, il s’agit d’une source d’erreur pouvant se chiffrer jusqu’a` 20-30 % ([49])). Il semble
que l’erreur est d’autant plus grande que la le´sion investigue´e est petite. C’est en tout cas
ce que semble sugge´rer les recherches avec les fantoˆmes ([50]). De`s lors, les recherches
ont e´te´ porte´es sur les acquisitions synchronise´es avec les mouvements respiratoires
pour ame´liorer les me´thodes de fusion d’enregistrements. Ces dernie`res se subdivisent
sommairement en deux cate´gories : les unes ope´rant sur les donne´es brutes (durant la
reconstruction), les autres sur les images de´ja` reconstruites.
Les cliniques universitaires de Mont-Godinne ont re´cemment fait l’acquisition d’un
appareil PET/CT (Philips Gemini).
4.1.1 Les acquisitions synchronise´es PET/CT : le gating respiratoire
F. 4.2 – Illustration de la fusion PET et CT
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Les CT actuels permettent de re´aliser des images du corps entier en 20 a` 30 secondes
et une pe´riode d’apne´e permet donc de s’affranchir des mouvements respiratoires. Par
contre, l’examen PET dure plusieurs minutes et ne permet donc pas cet artifice correcteur
simple. On peut s’interroger, du reste, sur le fait que l’inspiration maximale bloque´e ne
correspond pas une situation physiologique. Elle “fige” le poumon (pour l’image CT)
selon une position, ce qui s’e´carte de la ventilation normale durant laquelle les images
PET sont enregistre´es.
On a montre´ ([38]) que, si l’apne´e n’est pas possible pour re´duire le flou des images
induit par les mouvements respiratoires, l’importance des interfe´rences est variable se-
lon le moment dans le cycle respiratoire et la taille des le´sions. C’est l’expiration normale
qui offre le moins de perturbations des images PET/CT, a` condition toutefois que l’en-
registrement CT soit suffisament rapide. On peut donc supposer que si on augmente le
nombre de range´es de de´tecteurs CT, on affinera la qualite´ de l’image PET/CT sans exi-
ger d’artifices sur la respiration. Effectivement, au dela` de six range´es de de´tecteurs, la
qualite´ des images chez un patient respirant normalement devient meilleure. Certes, le
flou ge´ne´re´ par la respiration ne disparaıˆt pas entie`rement. Mais le flou est suffisamment
diminue´ que pour permettre d’interpre´ter valablement les images ([39]). Pour aligner le
mieux possible les images PET et CT, il a fallu concevoir des de´tecteurs externes.
Les de´tecteurs externes de la respiration (“Respiratory-motion Tracking Systems”) sont
disponibles sous quatres variantes :
1. les moniteurs de variations de la circonfe´rence de la cage thoracique (“Pressure
Sensor”). Une ceinture e´lastique, pourvue de capteurs sensibles a` l’e´tirement, en-
toure le thorax et enregistre les variations respiratoires. C’est la technique employe´e
a` Mont-Godinne.
2. la spirome´trie : elle mesure le de´bit d’air (inspire´ et expire´) des poumons. Le de´bit
est converti par ordinateur et donne une estimation des volumes des poumons
du patient (PMM spirometer Siemens Medical System, Erlangen, Germany). La
tole´rance, par des patients, au port du masque spirome´trique de fac¸on prolonge´e
est une limite a` cette me´thode. Elle est pourtant particulie`rement fiable par le prin-
cipe meˆme de sa conception.
3. les variations thermiques de l’air circulant pendant les phases respiratoires (“Tem-
perature Sensor”). Un capteur a` hautre re´solution temporelle mesure les variations
de la tempe´ratute de l’air respire´ par rapport a` celui de la pie`ce (Bio Vet CT1 Sys-
tem, Spin Systems, Brisbane, Australia).
4. le syste`me de positionnement en temps re´el (“Real Time Position Management Res-
piratiory Gating System”). Les de´placements pre´cis de deux marqueurs re´fle´chissants,
fixe´s sur la paroi thoracique du patient, sont suivis par des came´ras infrarouges. Ce
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mate´riel fournit un signal respiratoire fiable et reproductible (RPM Varian Medical
System Palo Alto, CA).
Le signal respiratoire est enregistre´ pour synchroniser les acquisitions. On de´termine
au pre´alable une valeur “seuil” pour le signal qui de´clenchera les enregistrements.
L’acquisition inte`gre le de´coupage de donne´es brutes en fonction des intervalles de
temps successifs (construction des “bins”).
F. 4.3 – Illustration des images en provenance l’appareillage PET/CT
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4.2 Les fantoˆmes (phantoms)
Il est indispensable de disposer d’un outil de re´fe´rence pour calibrer et investiguer
l’appareillage PET/CT. C’est pourquoi on utilise des fantoˆmes. Il existe deux varie´te´s de
fantoˆmes : les uns sont des objets physiques, les autres sont des mode`les informatise´s.
4.2.1 Fantoˆmes “physiques”
Les fantoˆmes “physiques” sont des objets qui reproduisent en ge´ne´ral des parties
anatomiques (ou sont de simples supports pour la calibration) et qui sont soumis aux
explorations PET/CT. Installe´s dans les machines a` la place des patients, ces objets
permettent des mesures fiables pour le calibrage et la simulation. Nous avons davantage
travaille´ sur base de fantoˆmes digitalise´s dans ce me´moire.
F. 4.4 – Illustration d’un fantoˆme physique
4.2.2 Fantoˆmes “digitaux”
Les fantoˆmes “digitaux” (ou mode`les) sont des outils informatiques qui permettent
de fournir des images semblables a` celles construites par PET/CT. Ils se distinguent des
fantoˆmes physiques car :
– ce sont des constructions informatiques ;
– ils sont destine´s a` la recherche sur les traitements logiciels et non mate´riels ;
– ils reproduisent les parties anatomiques de manie`re plus “authentique” ;
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L’appareillage de type PET/CT peut ge´ne´rer des images en deux dimensions (2D), c’est
a` dire une coupe, ou des images en trois dimensions (3D), c’est a` dire l’expression d’un
volume. Dans la recherche sur le mouvement respiratoire, il est impe´ratif de pouvoir
manipuler des images qui incorporent une dimension supple´mentaire : la dimension
“temps”. Nous parlerons dans ce cas d’images 2D+t ou 4D (3D+t).
Nous distinguons deux cate´gories de fantoˆmes digitaux (selon leur nature) pour repre´senter
des images 4D : les mode`les base´s sur les voxels, et ceux base´s sur la ge´ome´trie. Nous
allons pre´senter un exemple de chaque type et pre´senter les me´thodes utilise´es pour
concevoir des images 4D. De part leur nature, ces approches ne sont pas concurrentes,
mais comple´mentaires. Le mouvement respiratoire e´tant au centre de ce me´moire, nous
nous sommes plutoˆt inte´resse´ au mode`le POPI. En effet, la notion “temps” dans le
mode`le POPI est exclusivement celle du cycle respiratoire.
NCAT (Mode`le ge´ome´trique)
Le mode`le NCAT (“NURBS-based cadiac-torso”, [58]) est base´ sur des fonctions
ge´ome´triques. Il s’agit d’une reconstruction analytique des organes et des tissus. Il ne
s’agit donc que d’une approximation de donne´es cliniques. L’anatomie est reproduite
par des constructions ge´ome´triques. Le mouvement est simule´ en appliquant des trans-
formations ge´ome´triques sur ces constructions. Cela permet, entre autres, de ge´ne´rer
des images 4D selon la dimension temps voulue. Ce type de mode`le a l’avantage de
permettre plus facilement d’envisager a` la fois les de´formations dues au mouvement
respiratoire et au mouvement cardiaque. En outre, ce mode`le permet aussi de pouvoir
changer de re´solution spatiale des images sans perte de pre´cision.
F. 4.5 – Illustration du mode`le NCAT [58]
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POPI (Mode`le icoˆnique)
Le mode`le POPI (“Point-based point validated breathing thorax”, [53],[7], [6]) est
un fantoˆme digital qui a e´te´ constuit sur base de donne´es cliniques et de la validation
d’experts pour eˆtre le plus re´aliste possible. NCAT se distingue de POPI car il s’agit
d’une construction ge´ome´trique permettant de produire une image selon une dimen-
sion temporelle quelconque alors que POPI est une image 4D base´e sur des donne´es
cliniques, dont la dimension temporelle discre´tise les phases du cycle respiratoire.
Ce mode`le fournit une se´quence d’images repre´sentant le volume du thorax et de l’ab-
domen aux diffe´rentes phases du cycle respiratoire, autrement dit, il fournit une image
4D du volume en fonction du cycle respiratoire. Au dela` des images repre´sentant le
volume a` chaque phase du cycle, il donne une repre´sentation de sa “de´formation” au
cours du temps. Ce mode`le fournit e´galement des “masques” qui permettent de limiter
la re´gion d’inte´reˆt. Enfin, il fournit des “landmarks” qui sont des localisations anato-
miques remarquables repe´re´es manuellement par des experts.
POPI n’a e´te´ conc¸u que pour cerner le mouvement respiratoire. Il existe donc un le´ger
flou dans la re´gion cardiaque. De plus, comme il fournit une image 4D et n’est pas un
“ge´ne´rateur d’images” comme NCAT, la re´solution spatiale et temporelle est fixe´e. POPI
ne se preˆte donc pas ou peu aux changements de re´solution sans risque d’alte´rer l’infor-
mation. Par contre, il a l’avantage de se comporter comme de vraies donne´es cliniques.
Le mouvement respiratoire ici n’est pas simule´ mais est issu des donne´es qui ont servi a`
construire le mode`le. Le mode`le comporte donc le meˆme type d’imperfections (artefacts
respiratoires, etc.) que celles observe´es en radiologie clinique.
Les images ci-dessous illustrent le volume a` une phase du cycle respiratoire. La de´formation
qu’il subit entre les deux phases est repre´sente´e par les petits vecteurs.
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F. 4.6 – Illustration du mode`le POPI
F. 4.7 – Illustration du mode`le POPI
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4.2.3 Images 4D
Dans le domaine me´dical, on note un inte´reˆt grandissant pour l’imagerie en quatre
dimensions. C’est un apport significatif en recherche comme en clinique. Sans la notion
de temps, on se base sur l’image reconstruite par le PET/CT, meˆme pour des traitements
qui se voudraient cible´s. C’est scotomiser le fait que les tissus se de´placent pendant le
cycle respiratoire.
L’appareillage construit deux volumes 3D (le PET et le CT) coregistre´s dans le meˆme
espace tout en essayant d’atte´nuer les effets du mouvement respiratoire sur les images
du PET graˆce au gating. Alors que cela nous permet de connaıˆtre la position pre´cise du
tissu pathologique a` un moment donne´, cette position varie dans le temps au gre´ du
mouvement respiratoire.
C’est pourquoi le suivi du mouvement respiratoire est capital dans diverses applications
comme, par exemple, la biopsie pulmonaire assite´e par ordinateur ou la radiothe´rapie
externe ([36], [37]). Dans l’exemple pre´cis de la radiothe´rapie externe, l’exact repe´rage
anatomique en continu peut se concevoir de diffe´rentes fac¸ons :
– par le marquage du mouvement anatomique afin de pouvoir le re´utiliser tout au
long traitement ;
– par l’activation du rayonnement a` un moment pre´cis du cycle respiratoire et sa
de´sactivation en dehors ;
– par la radiotherapie 4D. Le rayon est ajuste´ en continu pour suivre les cellules
cance´reuses.
Cette dernie`re approche est la plus rationnelle mais e´galement la plus complique´e. Cela
illustre bien l’inte´reˆt de disposer de mode`les anatomiques 4D du mouvement respira-
toire.
Le principe de base pour concevoir ces mode`les repose sur un signal exte´rieur qui
repre´sente le cycle respiratoire. C’est le principe meˆme du gating respiratoire.
On distingue deux grandes approches pour construire une image CT 4D ([13]) :
– pour l’une, on active l’acquisition de l’image uniquement a` un certain instant du
cyle respiratoire ([12]). On reconstruit ainsi le volume a` cet instant pre´cis du cycle.
– pour l’autre, on effectue un ensemble d’acquisitions CT durant l’entie`rete´ d’un
cycle respiratoire. Les acquisitions sont ensuite traite´es en fonction du signal
exte´rieur ([40]).
Pour construire une image 4D PET, on ne peut pas activer l’acquisition a` un instant
pre´cis. On effectue un ensemble d’acquisitions PET pendant plusieurs cycles respira-
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toires. On trie ensuite les acquisitions sur base du signal exte´rieur ([49], [40]).
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(a) Illustration de l’acquisition d’une coupe a` un instant pre´cis
du cycle respiratoire. La table d’examen est de´place´e le´ge`rement
entre chaque acquisition. Les acquisitions successives par le
de´tecteur sont repre´sente´es en rouge et surviennent a` une posi-
tion fixe dans le cycle respiratoire.
(b) Illustration de l’acquisition de plusieurs coupes en “respiration
libre”. La table d’examen est de´place´e le´ge`rement entre chaque
acquisition. Les acquisitions successives par un des de´tecteurs
sont repre´sente´es en rouge et surviennent a` une position variable
dans le cycle respiratoire.
(c) Illustration repre´sentant une image 4D. Lorsque l’on
acquiert une image selon me´thode d’acquisition pro-
gramme´e, on parcourt l’espace sur une ligne (de gauche
a` droite). Lorsque l’on acquiert les donne´es en respiration
libre, le parcours est sous la forme d’une diagonale.
F. 4.8 – Illustration du cycle respiratoire et des principes intervenant en imagerie 4D
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4.3 Logiciels libres et commerciaux
Nous avons aborde´ dans les sections pre´ce´dentes le mate´riel servant a` acque´rir les
donne´es et les fantoˆmes digitaux. Dans cette section, nous allons pre´senter les outils
libres et commerciaux qui permettent de manipuler et visualiser ces donne´es. Ces outils
ne sont pas tous inde´pendants de la plate-forme utilise´e et ils sont entretenus par des
e´quipes diffe´rentes de de´veloppeurs. C’est pourquoi certaines fonctionnalite´s peuvent
se retrouver dans plusieurs logiciels sans pour autant eˆtre une redondance.
4.3.1 ITK
L’Insight Segmentation and Registration Toolkit (ITK) est un framework c++ open-source
cross-platform de de´veloppement d’applications. Il est principalement utilise´ pour le
de´veloppement de programmes de segmentation et recalage d’images.
Ce framework a e´te´ developpe´ a` l’origine par six organisations principalement, trois
a` but lucratif (Kitware, GE-Corporate R&D et Insightful) et trois acade´miques (UNC Chapel
Hill, University of Utah, University of Pennsylvania). Il a ensuite be´ne´ficie´ de la collabora-
tion de l’Harvard Brigham & Women’s Hospital, de l’universite´ de Pittsburgh et l’universite´
de Colombia. Le projet ITK a e´te´ finance´ graˆce aux fonds de la National Library of Mede-
cine pour fournir un ensemble d’algorithmes pour analyser les images du Visible Human
Project.
Ce framework nous a servi de base pour l’investigation de la correction d’images en
provenance de scanners de type PET/CT. Outre un support iconographique complet,
ce framework met a` notre disposition un ensemble d’algorithmes utiles. En particulier,
il fournit une imple´mentation pour la plupart des algorithmes de recalages dont nous
reparlerons plus loin dans ce chapitre.
http ://www.itk.org
4.3.2 MinGW32
MinGW32 est une collection de fichiers “headers”, librairies et d’outils GNU permet-
tant de produire du code natif windows sans utiliser de DLL tiers.
http ://www.mingw.org
46
CHAPITRE 4. MATE´RIEL ET ME´THODES
4.3.3 gcc




CMake est un syste`me de “make” cross-platform, open-source. Ce programme per-
met de ge´ne`rer des Makefile utilisables avec MSys, visual express c++ et le make GNU
a` partir d’un fichier CMakeLists.txt. Ce fichier est une forme de Makefile simplifie´e qui
permet de faire abstraction des de´tails propres a` chaque plateforme.
http ://www.cmake.org
4.3.5 MSys
MSys (“Minimal SYStem”) est un syste`me d’interface de programmation en ligne de
commande (POSIX-like). C’est une alternative a` l’interface de lignes de commandes de
Windows ou Cygwin. Msys, tout comme Cygwin, ne sert pas a` exe´cuter du code natif
Linux sous Windows mais simplement a` fournir un environnement de travail Linux-like.




VXL (“Vision-something-Libraries”) est une collection (cross-platform) de librairies
c++ destine´es a` la recherche dans le domaine de l’imagerie. Les quatres grands domaines
de cette collection sont :
vnl (numerics) : Algorithmes et structures optimise´es (matrices, vecteurs, optimiser,
etc.) ;
vil (imaging) : Manipulations d’images dans divers formats ;
vgl (geometry) : Ge´ometrie e´le´mentaire jusqu’a` trois dimensions ;
vsl (streaming I/O), vbl (basic templates), vul (utilities) : Divers fonctionnalite´s supple´mentaires.
http ://vxl.sourceforge.net
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4.3.7 VTK
VTK est un syste`me open-source, cross-platform de traitement et visualisation gra-
phique d’images pour la recherche. Ce projet entretenu par KitWare permet de travailler
avec des structures ge´ome´triques (scalar, vector, texture, ...) et d’utiliser des “binding”s
dans divers langages dynamiques.
http ://www.vtk.org
4.3.8 GDCM
GDCM est une librairie c++ pour la lecture, la manipulation et l’e´criture de fichiers
selon le standard DICOM.
http ://www.creatis.univ-lyon1.fr/Public/Gdcm/Main.html
4.3.9 Te´le´mis
Telemis est une solution Java de gestion de l’imagerie me´dicale. Ce syste`me pre´sente
l’avantage de ne pas travailler avec des films photo mais avec des images digitalise´es.
Ce syste`me est utilise´ a` l’hoˆpital de Mont-Godinne.
http ://www.telemis.com
4.3.10 Paraview
Paraview est une programme de visualisation en 3D (avec rendu) d’images sous
divers formats. Ce programme est de´veloppe´ sur base d’ITK et VTK.
http ://www.paraview.org
4.3.11 MedINRIA
MedINRIA est un programme de visualisation (et manipulation) en coupes d’images
sous le formats DICOM.
http ://www-sop.inria.fr/asclepios/software/MedINRIA
4.3.12 DicomWorks
DicomWorks est un programme rapide de visualisation en coupes d’images en DI-
COM. Il pre´sente l’avantage de pouvoir consulter les champs (me´tadonne´es) DICOM.
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http ://dicom.online.fr
4.3.13 (X)medcon
Medcon est un programme open-source puissant de manipulation et visualisation
d’images DICOM. Il permet la lecture des champs DICOM.
http ://xmedcon.sourceforge.net
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4.4 La mise en correspondance d’images
Estimer les effets du mouvement consiste essentiellement a` mettre en correspondance
des images (par recalage) mais tient compte e´galement de la relation temporelle (inhe´rente
au mouvement) qui existe entre les images. La fin de ce chapitre leurs est entie`rement
consacre´e.
4.4.1 Le recalage d’image
Le recalage (“registration”) est le processus de recherche de la transformation spa-
tiale qui met en correspondance les points d’une image a` leurs homologues dans une
autre image. On cherche donc le de´placement ou de´formation qui fait ressembler le plus
une image a` une autre. On de´finit une image comme l’image fixe (I f ix) et l’autre comme
l’image mouvante (Imou). L’image fixe est l’image de re´fe´rence et l’image mouvante est
l’image que l’on de´forme pour la faire correspondre a` la premie`re. Ge´ne´ralement, on
voit le recalage comme un proble`me d’optimisation avec pour objectif de trouver le
“mapping” qui permet d’aligner l’image mouvante sur l’image fixe.
Les e´le´ments principaux qui composent une me´thode de recalage sont :
Les attributs : Sur quel type d’information se base le recalage ?
Le crite`re de similarite´ : Comment estimer l’appariement entre les points des images ?
Le mode`le de transformation : Comment sont aligne´s les points d’une image a` l’autre ?
La strate´gie d’optimisation : Comment converger vers une solution rapidement ?
Il existe une tre`s grande varie´te´ de me´thodes de recalage. On distingue en ge´ne´ral les
me´thodes line´aires (rigides ou affines) des me´thodes de recalages non-rigides ([69],
[67], [24], [1], [26], [4], [4], [66] et [27]). Le principe des transformations ge´ome´triques
line´aires (rigides et affines) est explique´ dans les annexes. Pour envisager la de´formation
due a` la respiration, il faut employer des me´thodes non-rigides. La litte´rature distingue
ge´ne´ralement deux grandes familles de me´thodes de recalage non-rigides :
– les me´thodes faisant intervenir un mode`le parame´trique du mouvement ;
– les me´thodes non-parame´triques.
En traitement d’imagerie me´dicale, il y a beaucoup d’applications cliniques et de re-
cherches au recalage d’images. Les quatre grands domaines de recherches sont :
Le recalage inter-patients : pour mettre en correspondance les informations entre plu-
sieurs patients. Cela permet de cre´er des mode`les anatomiques ou fonctionnels de
re´fe´rence, ou meˆme des atlas (sur base de la segmentation) ;
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Le recalage intra-patient monomodal : pour suivre l’e´volution d’une le´sion et com-
penser les changements de sa position chez un patient par un seul mode explora-
toire ;
Le recalage intra-patient multimodal : pour mettre en correspondance les informa-
tions anatomiques et fonctionnelles (plutoˆt par recalage rigide ou affine) chez
un patient par plusieurs modes exploratoires ;
Le recalage atlas-donne´es : pour mettre en correspondance des donne´es cliniques avec
un atlas de re´fe´rence.
4.4.2 Formalisation du proble`me
Une image repre´sente un ensemble continu de points mate´riels ({m}) de l’espace phy-
sique. Elle est encode´e, notamment, graˆce a` sa matrice de pixels, son origine dans l’espace
et son spacing. Elle est repre´sente´e, dans l’espace physique, par une grille re´gulie`re de
points (Ω).
L’espace physique est un espace multi-dimensionnel continu. C’est un espace a` 2 ou 3
dimensions. Si l’espace est de dimensions d, la matrice de l’image est de dimensions d,
le spacing (ou taille du pixel) a d dimensions et la coordonne´e de l’origine se de´finit par
un d-uple.
L’“intensite´” d’une image se de´finit comme une fonction qui associe aux points de l’es-
pace une valeur d’intensite´.
F. 4.9 – Illustration d’une image avec sa repre´sentation ge´ome´trique ([69])
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Soient l’image fixe et l’image mouvante, leur intensite´ se de´finit par :
F : XF ∈ ΩF 7→ F (XF)
M : XM ∈ ΩM 7→ M (XM)
Ou` ΩF est l’ensemble des points de l’image fixe, appele´ domaine de l’image fixe ;
ΩM est le domaine de l’image mouvante (ensemble des points de la grille) ;
X... est la coordonne´e d’un point dans l’espace physique envisage´.
Le recalage calcule la transformation spatiale qui va mettre en correspondance les
coordonne´es des points d’une image avec les coordonne´es de leur homologue dans
l’autre image ([1]). On appelle mappe la table de correspondance entre ces paires de
coordonne´es (cf. la mappemonde en ge´ode´sie/ge´omatique). On peut e´crire cette mappe
de deux fac¸ons : d’une image vers l’autre et vice versa. Les coordonne´es que la transfor-
mation accepte “en input” de´pendent du sens dans lequelle la mappe a e´te´ e´crite. On
parle alors de mappage avant et mappage inverse :
Tavant : X 7→ X′ ∈ ΩF ⇔ Tavant (X) = X′
Ou` X est la coordonne´e d’un point de l’espace physique couvert par l’image mouvante ;
X′ est la coordonne´e d’un point du domaine de l’image fixe.
Tinverse : X ∈ ΩF 7→ X′ ⇔ Tinverse (X) = X′
Ou` X est la coordonne´e d’un point du domaine de l’image fixe ;
X′ est la coordonne´e du point de l’espace physique couvert par l’image mouvante.
Conside´rons une fonction d’e´nergie E qui mesure l’appariement entre des images.
Le proble`me du recalage avec mappage avant entre l’image fixe et l’image mouvante
consiste a` estimer :
Tˆ = arg min E( M (X), F ◦ T (X) )
Ou` Tˆ = arg min signifie que l’on cherche l’argument T qui minimise l’e´nergie ;
E repre´sente en ge´ne´ral un crite`re de similarite´ entre les images
et une contrainte de lissage/regularite´ sur la transformation ;
M ◦ T (X) exprime la compose´e, c’est a` dire M( T (X)) ;
X est la coordonne´e d’un point de l’espace de l’image mouvante.
Le proble`me du recalage avec mappage inverse entre l’image fixe et l’image mouvante
consiste en :
Tˆ = arg min E( F (X), M ◦ T (X) )
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Ou` Tˆ = arg min signifie que l’on cherche l’argument T qui minimise l’e´nergie ;
E repre´sente en ge´ne´ral un crite`re de similarite´ entre les images
et une contrainte de lissage/regularite´ sur la transformation ;
F ◦ T (X) exprime la compose´e, c’est a` dire F( T (X)) ;
X est la coordonne´e d’un point du domaine de l’image fixe.
F. 4.10 – Illustration du recalage avec mappage inverse vu comme un proble`me d’op-
timisation ([70])
Ces deux repre´sentations du proble`me sont acceptables. Cependant, comme explique´
pre´ce´demment avec le “sampling”, le domaine d’une image digitalise´e est un espace
discret. Cela soule`ve trois questions fondamentales :
– Quel est le de´placement spatial envisage´ ? Meˆme si les images ont des syste`mes
de coordonne´es diffe´rents, le recalage s’ope`re dans l’espace physique et non “ma-
triciel”. On ne travaille pas avec les coordonne´es (i, j) des pixels mais avec les
coordonne´es ge´ome´triques dans l’espace physique. De`s lors, si l’on utilise le meˆme
syste`me de coordonne´es pour les deux images, le recalage calcule le de´placement d’un
point vers son homologue dans cet espace physique. Nous ferons par la suite l’hy-
pothe`se que les image sont co-registre´es et donc qu’elles couvrent toutes les deux
le meˆme espace physique.
– Quelle est la valeur d’intensite´ associe´e a` un point en dehors du domaine d’une
image ? Etant donne´ que l’intensite´ n’est de´finie que pour le point au centre de la
re´gion couverte par un pixel. Le recalage doit faire appel a` des techniques telles
que l’“interpolation” ou le “resampling” pour fonctionner. L’interpolation est une
technique qui permet de fournir la valeur d’intensite´ associe´e a` un point de l’es-
pace qui serait en dehors du domaine des points de l’image. Le resampling permet,
sur base de l’interpolation, de modifier le spacing, l’origine et/ou les dimensions
matricielles d’une image.
– Quel sens doit-on choisir a` la transformation ? L’intensite´ d’une image n’est
encode´e exclusivement que pour les points de son domaine. De`s lors, la transfor-
mation mappe :
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– soit les points dans l’espace couvert par l’image mouvante vers les points du
domaine de l’image fixe (“mappage avant”, Tavant). Cela a pour conse´quence qu’il
faille interpoler sur l’image fixe : on doit pouvoir comparer M(X) avec F (T(X)).
– soit les points du domaine de l’image fixe vers leurs homologues dans l’espace
couvert par l’image mouvante (“mappage inverse”, Tinverse). Il faut donc interpo-
ler sur l’image mouvante car on doit pouvoir comparer les intensite´s de F(X) et
M (T(X)).
F. 4.11 – Illustration de l’interpolation intervenant dans le mappage ([70])
Le proble`me peut donc se poser dans les deux sens mais :
– en toute logique, on applique la transformation sur l’image mouvante car, par
de´finition, c’est une image “de´forme´e” par rapport a` l’image de re´fe´rence ;
– pour des raisons pratiques de programmation, il est plus astucieux d’ite´rer sur le
domaine de l’image fixe. En effet, la transformation est destine´e a` cre´er un champ
de de´formation qui serait capable de corriger l’image mouvante. Si l’on ite`re sur les
coordonne´es des points du domaine de l’image fixe, on ite`re sur les coordonne´es
(i, j) de sa matrice. On peut donc remplir la matrice de l’image re´sultant de la
de´formation directement et l’on compare le re´sulat de la de´formation a` l’image
fixe. C’est un gain non-ne´gligeable pour la programmation.
Le mappage inverse est donc privile´gie´ pour le recalage non-rigide.
En pratique, le recalage ope`re avec trois mappes. Seule la transformation spatiale est
optimise´e.
La mappe T1 renseigne pour chaque e´le´ment de coordonne´e (i, j) la coordonne´e de leur
homologue dans l’espace physique de l’image fixe.
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La mappe T2 renseigne comment interpoler la valeur d’intensite´ associe´e a` un point
de l’espace physique de l’image mouvante. En somme, l’interpolation de´finit a` quelles
coordonne´es (i, j) de la matrice de l’image mouvante correspond un point de l’espace.
La mappe Trans f ormation spatiale nous fournit pour chaque point du domaine de l’image
fixe, la coordonne´e de son homologue dans l’image mouvante.
F. 4.12 – Illustration du recalage avec mappage inverse ([69])
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4.4.3 Estimation de la trajectoire d’un objet entre deux images
Une approche inte´ressante pour estimer le de´placement spatio-temporelle se re-
trouve dans la remarquable the`se de B. DELHAY ([67]) et dans une publication franco-
ame´ricaine (Massachusetts General Hospital, Laboratoire Creatis et L. Be´rard Cancer
Center, [8]).
Pour bien comprendre les concepts physiques ne´cessaires, nous renvoyons au cours de
me´canique des mileux continus ([79]).
Pour comprendre le traitement de signal et/ou d’image, nous renvoyons le lecteur au
site de cours de l’universite´ de Delft ([76]).
L’ide´e est d’estimer la trajectoire sur base d’une image 4D ([53]) et de l’image acquise par
le CT (3D). Pour envisager la dimension temps, on associe un parame`tre supple´mentaire
t a` la de´finition de l’intensite´ d’une image. Ce temps est discre´tise´ sur les phases du cycle
respiratoire. L’espace physique comptant 3 dimensions, l’intensite´ respectivement pour
l’image fixe et pour l’image mouvante se note : F (x, y, z, t) et M (x′, y′, z′, t′).
On va donc chercher la transformation T : (x, y, z) 7→ (x′, y′, z′) qui mappe tous les points
du domaine de l’image fixe vers leur homologue dans l’espace de l’image fise.
On pose ge´ne´ralement l’hypothe`se que l’intensite´ de l’objet en mouvement est conserve´e
au cours du temps (c’est une hypothe`se classique en me´canique des fluides continus
[79], [9], [67]) :
Iobjet(x, y, z, t) = Iobjet(x + δx, y + δy, z + δz, t + δt)
Ou` Iobjet(x, y, z, t) est la fonction d’intensite´ d’un objet (de coordonne´es) (x, y, z) a` l’instant t ;
(δx, δy, δz) repre´sente le de´placement du point (x, y, z) pendant le temps δt ;
δt repre´sente la variation du temps t.
Donc, si on conside`re deux images aux instants t et t + ∆t, le de´placement de l’objet
entre les deux images est u(x, y, z,∆t) :
F(x, y, z, t) = M( (x, y, z) + u(x, y, z,∆t), t + ∆t)
Ou` u((x, y, z,∆t)) repre´sente le de´placement du point de coordonne´es (x, y, z)
dans l’espace de l’mage fixe ;
donc T((x, y, z) + u(x, y, z,∆t)) = (x, y, z) ;
F est la fonction d’intensite´ de l’image fixe ;
M est la fonction d’intensite´ de l’image mouvante.
Or, si on note v(x, y, z, t) la vitesse instantane´e du point (x, y, z) a` l’instant t, on obtient :
v(x, y, z, t) = u(x,y,z)
∆t
Ou` u(x, y, z,∆t) correspond au de´placement du point x, y, z entre le moment t et t + ∆t.
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Le proble`me a` re´soudre consiste donc a` estimer u(.) (approche Lagrangienne) ou v(.)
(approche Eule´rienne) a` partir d’un ensemble d’images ([79], [70]) :
– Dans une description lagrangienne du mouvement, on observe le de´placement
(vectoriel) d’un point mate´riel (de {m}) qui se de´place dans le temps (depuis une
position pre´ce´dente).
– Dans une approche eule´rienne du mouvement, on observe la distribution des
vitesses des diffe´rents points (on s’inte´resse aux proprie´te´s a` un instant).
A titre d’exemple, pour de´finir une trajectoire, l’e´quipe franco-ame´ricaine ([8]) exploite
le mode`le d’estimation spatio-temporel du mouvement dans un cadre lagrangien. Pour
ce faire, elle utilise le fantoˆme digital POPI ([6]). Ce fantoˆme est compose´ d’une se´quence
de 10 images en 3 dimensions. Chacune d’elles repre´sente un volume 3D du thorax qui
correspond a` une phase du cycle respiratoire. Cette meˆme e´quipe a de´fini comme image
fixe celle correspondant a` la fin de l’inspiration (“end-inhale”). Elle a ensuite observe´ les
de´placements (ui | i = 0..9) entre cette re´fe´rence et les 9 autres images de la se´quence.
4.5 Attributs de l’image
Pour estimer la transformation, on peut se baser sur l’intensite´ ou sur des objets
ge´ome´triques ([67], [70]). On parle ge´ne´ralement d’une approche icoˆnique et d’une ap-
proche ge´ome´trique. Il existe e´galement une approche hybride qui tente de tirer avantage
de chacune d’elles.
approche ge´ome´trique : elle se base sur des points (“landmarks”), des courbes ou
des surfaces extraits des images pour effectuer le recalage. Cette approche est
inte´ressante car ces “primitives” sont faciles a` manipuler et elles permettent d’eˆtre
inde´pendant des modalite´s. Cependant, extraire ces attributs n’est pas toujours
aise´ ([9]).
approche icoˆnique : cette approche se base sur l’intensite´. Elle ne requiert pas d’ex-
traire des attributs et prend donc en compte l’entie`rete´ de l’information dans
l’image. Cette approche peut e´galement s’appuyer sur une information “de´rive´e”
des caracte´ristiques diffe´rentielles de l’image ou sur une transforme´e de Fourier.
Cependant, dans le cas du recalage multimodal ou monomodal inter-patients, la
relation entre l’intensite´ des images n’est pas toujours triviale a` calculer. De plus,
on n’extrait pas un sous-ensemble d’attributs, et par conse´quent le nombre de
donne´es a` traiter est e´leve´ (l’entie`rete´ de l’image).
approche hybride : cette approche combine les deux approches pre´ce´dentes. Un exemple
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inte´ressant est la “Finite Element Method” ([69]). Ce mode`le devient assez popu-
laire car il combine un maillage (“mesh”) de noeuds (en nombre infe´rieur a` celui des
points de l’image) sur lesquels s’exercent des forces. Le comportement du maillage
de noeuds soumis aux forces est de´fini par un mode`le physique base´ sur l’intensite´.
4.6 Crite`res de similarite´
La mesure de similarite´ entre les images de´pend des attributs conside´re´s.
4.6.1 Information base´e sur les attributs ge´ome´triques
C’est une information, comme des points (landmarks, coordonne´es), des lignes ou
des surfaces, qu’il faut mettre en correspondance. L’ope´ration consite a` minimiser les
distances entre les attributs homologues. Dans ce me´moire nous n’insisterons pas sur ce
type de crite`res de similarite´.
4.6.2 Information base´e sur l’intensite´ (attributs icoˆniques)
Lorsque l’on veut comparer les images en terme d’intensite´, on doit s’inte´resser a` la
modalite´. On compare l’intensite´ des images (monomodales) ge´ne´ralement avec “Least
square” (LS). Si les images proviennent de diffe´rentes modalite´s (multimodales), il faut
plutoˆt utiliser des crite`res de similarite´ issus de la the´orie de l’information comme l’in-
formation mutuelle (MI) ([9], [65], [2], [64], [69]). Le choix du crite`re de´pend donc de
l’application.
Ci-dessous sont liste´es les principales fonctions utilise´es ([66], [67], [35]) en deux et/ou
trois dimensions (les dimensions de´pendent de celles des images) :
Fonction Definition Minimum Maximum
Least Square CLS =
∑
(A − B)2 0 ∞
Mutual Information CMI = H(A,B) −H(A) −H(B) −∞ 0
Ou` A est l’intensite´ de l’image fixe (F) ;
B est l’intensite´ de l’image obtenue en de´formant
l’image mouvante (M) par la transformation T : (M ◦ T) ;
H(.) est l’entropie marginale ;
H(., .) est l’entropie conjointe.
Least square (LS) est ade´quat pour le recalage monomodal. Il e´value une relation fonctionnelle entre les pixels des images. Cependant, LS est peu fiable si les images ont
une faible re´solution et un grande varie´te´ de valeurs d’intensite´.
La Mutual information (MI) est adapte´e au recalage intermodal. MI sugge`re une relation statistique entre les intensite´s car on n’a aucune certitude a` priori qu’il peut exis-
ter une relation fonctionnelle entre les intensite´s.
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Dans la the´orie de l’information, on conside`re que l’intensite´ d’une image se comporte comme une variable ale´atoire. Pour chaque image, on e´labore donc un histogramme qui
reprend la fre´quence des re´alisations de leur variable “intensite´”. On calcule e´galement leur histogramme conjoint. En effet, on conside`re que les histogrammes repre´sente la
distribution de la variable ale´atoire.
On de´fini l’entropie comme l’absence d’information dans les survenances d’un phe´nome`ne ale´atoire :
H(Intensiteimage) = −E (log2 p(i)) = −
∑n
i=1 p(i) log2 p(i),
i est une valeur d’intensite´ de cette image (i navigue entre 1 et n),
p(i) est e´value´ par l’histogramme de cette image
et E est l’espe´rance.
Plus faible est la dispersion des re´alisations de l’histogramme conjoint, plus grande est la de´pendance probabilistique entre elles (c’est a` dire l’information mutuelle). Le
terme entropie vient de la ressemblance entre la formule dans la the´orie de l’information et des lois connues de thermodynamique ([1]).
4.7 Mode`les de transformation
Pour repre´senter une transformation, il existe une multitude de formes ([33], [69],
[67], [24], [70], et [9]). Dans ce me´moire, nous ne nous inte´ressons qu’aux mode`les de
transformation non-rigide. Dans la litte´rature, les appelations non-line´aire ou deformable
sont utilise´es au meˆme titre que non-rigide.
Il existe deux approches pour mode´liser la transformation non-rigide : l’approche pa-
rame´trique et l’approche non-parame´trique.
4.7.1 Les me´thodes parame´triques
L’approche parame´trique repre´sente le champ de de´formation entre deux images sous
la forme d’une somme ponde´re´e de fonctions de base.
Ces me´thodes s’inspirent des mode`les rigides et affines (qui repre´sentent une trans-
formation globale (voir annexe). Le recalage rigide consiste a` estimer les six degre´s de
liberte´ qui caracte´risent la transformation rigide (trois translations et trois rotations).
Le recalage affine comporte douze degre´s de liberte´ (la transformation ajoute la mise a`
l’e´chelle et le cisaillement [1]). Le degre´ de liberte´ repre´sente la possibilite´ de mouve-
ment dans l’espace, autrement dit, la possibilite´ pour un syste`me d’e´voluer dans une
direction non contrainte.
On pose pour les me´thodes parame´triques la re`gle ge´ne´rale selon laquelle (x, y, z) sont
les coordonne´es d’un point de l’image mouvante et (x′, y′, z′) celles de son homologue
dans le domaine de l’image fixe.
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Me´thode polynomiale
Pour obtenir un de´formation non-rigide, on augmente le nombre de degre´s de li-
berte´. L’ide´e est de repre´senter la de´formation globale par un polynoˆme d’ordre 2 (30
DDL), 3 (60 DDL), 4 (105 DDL) ou plus en x, y, z. Voici par exemple une repre´sentation







a10 a11 ... a19
a20 a21 ... a29
a30 a31 ... a39













Fonctions de base (Basis Function)
Pour repre´senter la transformation, on peut e´galement utiliser une combinaison
line´aire de fonctions. Ces fonctions forment une base orthonormale (ses vecteurs sont
orthogonaux et leur norme vaut 1, [72]) pour l’espace des transformations. Le champ
de de´formation est donc une combinaison line´aire des vecteurs de cette base. Les fonc-
tions θi (i = [1..n]) peuvent par exemple eˆtre des fonctions trigonome´trique (Fourier),
des ondelettes (“wavelet”) ou de la famille des Splines. Si ces fonctions ont un support
compact, cela permet d’avoir une de´formation qui agit plus localement ([1], [66], [67]).







a10 a11 ... a1n
a20 a21 ... a2n
a30 a31 ... a3n








Ou` θi sont les vecteurs qui forment une base de l’espace des transformations.
Tel que repre´sente´, ce mode`le de de´formation accepte les de´formations locales.
Fonctions de base radiales (Radial Basis Function)
Le de´faut des me´thodes utilisant des fonctions de base re´side dans le fait que la mise a`
jour du champ en un point, modifie la forme globale du champ de de´formation. En effet,
la de´formation n’est pas force´ment assez locale (voire meˆme globale) et n’envisage pas
assez certaines directions. Pour re´soudre ce de´faut, les me´thodes radiales introduisent
le concept de Points De Controˆle (PDC). Au lieu de travailler en chaque point de l’image,
on travaille sur un treillis plus restreint de points (n points (xi, yi, zi)). On utilise ensuite
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diverses fonctions interpolantes pour estimer le champ de de´formation en dehors des
PDC. L’interpolation nous garantit de pouvoir estimer l’intensite´ de points en dehors du
domaine et d’avoir un champ de de´formation assez lisse. En effet, la de´formation locale
(a` un PDC) est affecte´e par la de´formation des PDC voisins ([70], [66], [1], [9])
On les appellent radiales, car ces me´thodes pre´sentent l’avantage de ne pas privile´gier
de direction pour la de´formation.
On repre´sente ge´ne´ralement ce mode`le de de´formation comme une transformation po-
lynomiale pour repre´senter la transformation globale et une transformation plus “locale”
sous la forme d’une combinaison line´aire des n fonctions (de base radiale) θ(di) ([70],
[66], [1], [9]) :
x′ = Pmx (x, y, z) +
∑n
i=1 bi;xθ(di(x, y, z))
y′ = Pmy (x, y, z) +
∑n
i=1 bi;yθ(di(x, y, z))
z′ = Pmz (x, y, z) +
∑n
i=1 bi;zθ(di(x, y, z))
Ou` les Pmk sont des polynomes d’ordre m en k et
de´crivent le comportement global de la transformation ;
Les bi sont les coefficients qui de´crivent la transformation locale ;
θ est une fonction de base radiale ;
di repre´sente la distance (euclidienne) entre un point et le PDC i
Rappelons qu’un vecteur se de´finit comme la diffe´rence entre deux points (di = ||((xi, yi, zi)−
(x, y, z)||).
Ces me´thodes sont assez difficiles a` calculer car la transformation initiale n’est pas facile
a` estimer. Un alternative est de baser le recalage sur un ensemble de paires de landmarks.
Ces repe`res sont les coordonne´es d’un point et de son homologue dans l’autre image.
Une autre alternative est de mieux de´limiter la de´formation locale.
Free Form Deformations
L’inconve´nient des me´thodes de base radiale est que les fonctions n’ont en ge´ne´ral
pas un support limite´. Chaque PDC influence de`s lors toute la transformation. En outre,
plus le treillis de PDC est grand, plus le calcul est lourd. Pour e´viter de travailler avec
tous les PDC a` la fois, on peut utiliser la de´formation FFD (free form deformations)
couramment utilise´es depuis l’article de RUECKERT et son e´quipe a` ce sujet ([9]).
Ce mode`le de transformation de´finit une transformation exclusivement locale et une
transformation globale. Mais au lieu de travailler (avec une fonction interpolante) sur
l’ensemble des PDC, on travaille avec un sous-ensemble localise´ de PDC. La fonction
utilise´e est souvent une fonction BSplines d’ordre 3 inspire´e par la recherche sur l’inter-
polation. Selon RUECKERT, cela garantit d’obtenir un champ de de´formation de classe
C2 (2 fois diffe´rentiable), donc bien continu et lisse tout en gardant une grande pre´cision.
Cependant, ce mode`le par opposition a` ceux base´s sur les fonctions de base radiales
ne´cessite une grille re´gulie`re de PDC ([9], [1]).
T(x, y, z) = Tglobal(x, y, z) + Tlocal(x, y, z)
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a) Transformation globale
Pour repre´senter le mouvement global du corps de manie`re plus pre´cise, on utilise une
transformation affine (qui ajoute la mise a` l”e´chelle et le cisaillement avec 6 degre´s de
liberte´). On aurait pu utiliser une transformation d’ordre supe´rieur mais cela ne pre´sente
que peu d’inte´reˆt puisqu’on va exprimer la de´formation locale avec une transformation
bien plus pre´cise :
Tglobal(x, y, z) =






Ou` les coe´fficients ai j parame´trisent les 12 degre´s de liberte´ de la transformation.
Pour plus de facilite´, on peut combiner les ope´rations dans une matrice 4 ∗ 4 ([2]) :
Tglobal(x, y, z) =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34









La transformation locale mode´lise le mouvement qui n’avait pas pu eˆtre capture´ par la
transformation globale (affine). On place des PDC de manie`re re´gulie`re sur l’image et on
calcule comment ils sont de´forme´s. Au moyen d’une fonction interpolante (BSplines) et
de la position relative des points de l’image par rapport aux PDC, on peut ainsi de´former
l’image en utilisant le de´placement effectue´ par les PDC influents (l’influence des PDC
est de´termine´e par la taille du support de la fonction d’interpolation, de´pendant entre
autre du degre´ de la fonction choisie).
On de´finit la transformation locale comme le produit des Bsplines a` 1 dimension, d’ordre
3 ([1]) :








Ou` les bi+l, j+m,k+n sont les termes de de´placement des nx ∗ ny ∗ nz PDC dans le treillis ;
i, j, k est l’index du PDC “couvrant” le point (x, y, z) ;
i = bx/nxc − 1, j = by/nyc − 1, k = bz/nzc − 1
de sorte que u, v,w est la position relative de x, y, z dans le treillis local ;
u = x/nx − bx/nxc, v = y/ny − by/nyc, w = z/nz − bz/nzc ;
L’ope´ration bc repre´sente l’ope´ration d’“arrondi”
Grossie`rement, on peut de´finir le de´placement du point p comme ([67]) :
Tlocal unidimensionel(p) =
∑
k=PDC in f luents
bk baseK(p)
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Ou` bk sont les termes de de´placement des PDC (qu’il faut estimer) ;
baseK sont les fonctions formant une base pour l’espace sur lequel
la transformation Tlocal unidimensionel a e´te´ de´compose´e.
baseK permet de doser le de´placement bk, qui affectera p, en fonction de la position rela-
tive de p par rapport a` k.
Les βl repre´sentent l’approximation l-ie`me fonction de base (de la de´formation BSplines) :
β0(u) = (1 − u)3/6
β1(u) = (3u3 − 6u2 + 4)/6
β2(u) = (−3u3 + 3u2 + 3u + 1)/6
β3(u) = u3/6
FFD est donc plus localise´, ce qui le rend efficient en pratique ([9]). En l’occurence, les
fonctions de base d’une transformation cubique BSplines ont un support limite´. Donc,
en de´formant a` un point ϕi, j,k, la de´formation n’est change´e que localement et n’affecte
pas toute la transformation. De plus, ce type de me´thode a un grand nombre de degre´s
de liberte´. Supposons une grille de 10 ∗ 10 ∗ 10 PDC, on obtient une transformation avec
plus de 3000 DOF. Enfin, la de´formation forme´e est C2continue ([1]).
Pour ame´liorer encore l’efficacite´, on peut utiliser diffe´rent treillis avec une re´solution
croissante :Φ1, ...,ΦL. En effet, le degre´ de pre´cision de la de´formation non-rigide de´pend
de la re´solution spatiale du treillis. Pour faire croıˆtre la re´solution, il suffit de re´duire le
spacing entre les PDC a` chaque niveau de re´solution.




Ou` nr est le niveau de re´solution.
La transformation locale est donc repre´sente´e comme une combinaison de FFD base´s
sur Bsplines. Cela dispense de recalculer diffe´rents BSplines, on affine simplement les
parame`tres en rajoutant des PDC. De plus, les PDC ϕli, j,k coincident avec ϕ
l+1
2i,2 j,2k et on
peut facilement les de´duire par subdivision.
Regularisation du champ de de´formation
Lorsque l’on essaye d’optimiser le recalage, il est souvent inte´ressant de distinguer la similarite´ entre les images du mode`le physique sur lequel la transformation repose.
Nous avons parle´ pre´ce´demment des fonctions de similarite´. Pour prendre en compte la nature de la de´formation, la litte´rature propose de travailler sur les proprie´te´s de la
transformation ([?]). Afin de lisser la transformation (qui re´agit a` la manie`re de mode`les physiques), il suffit d’introduire un terme de re´gularisation dans le calcul de la fonction
d’e´nergie. La repre´sentation courante de la fonction de couˆt a` optimiser a la forme ([1]) :
E = −Csimilarite + λCregularisation
Cette solution a l’avantage d’e´viter les variations disproportionne´es par rapport a` la de´formation (mode`le physique d’un milieu continu) mais aussi de s’appliquer meˆme si
le nombre de parame`tres est grand ([26], [30]). Ce facteur de re´gularisation est ge´ne´ralement base´ sur les de´rive´es premie`res ou secondes de la transformation ([?], [67]). Il est
a` noter que le terme de re´gularisation est nul pour une transformation affine, il n’affecte que les de´formations non-rigides. On peut repre´senter le terme de re´gularisation de





































Ou` V repre´sente le volume (appartenant domaine) de l’image.
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Finite Element Method (FEM)
Cette approche est fort semblable a` FFD. Un maillage de noeuds (compose´ de petits
triangles) est superpose´ au dessus d’une image. On exerce des forces sur le maillage
(en ces noeuds) qui va re´agir selon un mode`le physique pour de´former ainsi l’image
mouvante. La re´gularisation, dans ce mode`le, est explique´e par la nature meˆme du
mode`le physique alors que la de´formation est exprime´e en termes ge´ome´triques.
K.U = F;
Ou` U est le champ de de´formation ;
K la matrice de regularisation qui pose des contraintes sur le champ ;
F les forces.
4.7.2 Les me´thodes non-parame´triques
L’approche non-parame´trique calcule la de´formation pour chaque pixel directement.
Ces me´thodes envisagent le recalage a` la manie`re de certains mode`les physiques au lieu
de travailler sur base de transformations ge´ome´triques classiques. Il existe deux grandes
familles de me´thodes non-parame´triques ([?], [70], [1],[65], [67]) :
a) les me´thodes diffe´rentielles (elastiques, fluides, optical flow, demons)
b) les me´thodes statistiques
On pose pour les me´thodes non-parame´triques la re`gle ge´ne´rale selon laquelle (x, y, z)
sont les coordonne´es des points du domaine de l’image fixe et (x′, y′, z′) ceux de son
homologue dans l’espace de l’image mouvante.
a) Me´thodes diffe´rentielles
Ces me´thodes re´solvent des syste`mes de PDE (“partial differential equation”, e´quation
a` de´rive´es partielles) dont la solution est le champ de de´formation ([67],[26]). Le mode`le
de de´formation est discret (de´fini un vecteur en chaque point) et local (ensemble de
de´formations calcule´es localement). Ces me´thodes incluent un forme de crite`re d’ap-
pariement avec leur mode`le de forces qui de´forment l’image tout en maintenant une
re´gularisation du champ de de´formation (selon le mode`le physique envisage´).
Mode`les fluides ou e´lastiques du recalage
L’image se de´forme en s’“e´coulant” comme si elle e´tait un fluide visqueux ou e´lastique
anime´ par des forces exte´rieures. La nature du support proportionne les contraintes sur
la de´formation (forces internes). . Ces me´thodes pre´sentent l’inte´reˆt de garder la topo-
logie et la connectivite´ du “template” de´forme´ (re´gularite´ du champ). Cependant elles
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sont pas tre`s efficaces (trop lourdes et les alle´ger revient a` diminuer les hypothe`ses sur
la topologie et re´gularite´) a` moins d’utiliser de grosses machines en paralle`le ([2]).
Pour les supports e´lastiques, le de´placement re´sultant de forces externes obe´it aux
e´quations d’e´quilibre de Navier-Stokes (PDE, equations aux de´rive´es partielles) pour
l’e´lasticite´ line´aire (pour plus d’informations, il est conseille´ de consulter [1],[70]).
Les de´formations fluides permettent de plus grands mouvements et de de´crire des trans-
formations plus localise´es. On travaille non plus sur le champ de de´formation (cadre
lagrangien) mais sur le champ de vitesse (cadre eule´rien).
Ces mode`les (e´lastiques ou fluides) sont ge´ne´ralise´s et calcule´s par le mode`le FEM
(Finite Element Method). Ce mode`le divise l’image en petits trianges. A chaque som-
met correspond un noeud qui a ses propres caracte´ristiques physiques (tissu mou, ae´re´,
etc.). Les noeuds sont alors de´place´s en fonction de la nature du tissu qu’ils ciblent en
minimisant une fonction d’e´nergie ([1]).
Flux optique (Optical flow)
Le flux optique est la distribution apparente de vitesse de patterns d’intensite´ dans
une image ([26], [28]). La mesure du flux optique permet de donner des informations
sur l’arrangement des objets observe´s et les variations de cet arrangement. En effet, les
discontinuite´s dans le flux optique font ressortir des patterns d’intensite´, des re´gions
qui repre´sentent diffe´rents objets. Cette me´thode a e´te´ invente´e en robotique pour pou-
voir appre´hender le mouvement relatif d’un objet entre deux images successives d’une
se´quence temporelle d’images.
Pour de´terminer le flux optique, nous utilisons ge´ne´ralement la me´thode pre´sente´e par
Horn et Schunck ([26]). Cette me´thode se base sur l’hypothe`se que l’intensite´ (I(X, t))
reste constante dans le temps. Donc si un point se de´place entre deux images d’un
de´placement (δx, δy, δz dans les direction x, y, z) sur une dure´e dt :
I(x, y, z, t) = I(x + δx, y + δy, z + dz, t + δt)
Ou` x, y, z sont les coordine´es du point dans l’image a` l’instant t.
On de´veloppe le membre de droite autour du point (x, y, z) (avec un de´veloppement de Taylor au premier ordre ([26]) :













Ou`  repre´sente les termes d’ordre supe´rieur a` 1 (en δx, δy, δz). Le gradient spatial de l’intensite´ ∇I est le vecteur [ ∂I∂x , ∂I∂y , ∂I∂z ] et la diffe´rence dans le temps (temporelle) de
l’intensite´ est ∂I∂t .
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Ou plus simplement ∇I.(u, v,w) + ∂I∂t = 0.
Si on applique ce mode`le au recalage entre une image fixe F et une image mouvante M,
on a (en notant u(x, y, z) = (u, v,w)) :
∇F(x, y, z).u(x, y, z) = M(x, y, z) − F(x, y, z)
On va donc chercher a` estimer u (ou v = u/∆t) (en le projetant suivant la direction du
gradient de l’image et tout en restant stable pour de faibles valeurs du gradient (astuce
propose´ par [27])) :
uˆ(x, y, z) =
(M(x, y, z) − F(x, y, z))∇F(x, y, z)
||∇F(x, y, z)||2 + (M(x, y, z) − F(x, y, z))2
On calcule ite´rativement la composante uˆ du champ de de´formation u. Pour reconstuire le champ u (perpendiculaire au gradient), Horn et Schunk sugge`rent une me´thode
iterative de type Gauss-Seidel (me´thode incre´mentale sur base des de´rive´es (ve´locite´) estime´es et la moyenne des ve´locite´ calcule´es pre´ce´demment). Ils proposent d’ajouter
une contrainte globale de re´gularisation du champ de mouvement qui permet d’avoir un champ re´gulier. Ils font l’hypothe`se que les points voisins sont anime´s par la meˆme
vitesse (ve´locite´ u) et que le flux varie constamment. Cela revient a` minimiser l’e´quation ([67], [?], [1]) :∫
x∈ω
(It + ∇I.u)2 + α||∇u||2dx
Ou` It est la diffe´rence temporelle.
La partie de gauche est l’e´quation du flux optique et la partie de droite est la contrainte de re´gularisation. Cette me´thode pre´sente cependant un inconve´nient, elle ne permet
que de petits mouvements et uniquement dans le sens du gradient.
Demons
Cette me´thode s’inspire du mode`le de diffusion pour envisager la de´formation ([27]).
On conside`re une image de re´fe´rence semi-perme´able au travers de laquelle se diffuse
l’image mouvante. L’algorithme Demons est une me´thode tre`s populaire pour le recalage
non-rigide ([1], [20], [21], [19], [4], [5]etc.). C’est un algorithme relativement performant,
qui ge´ne`re un champ re´gulier, localise´ et discret de de´formation.
L’ide´e de Thiron est que les forces agissent comme les Demons de Maxwell qui poussent
selon des caracte´ristiques locales des images (voir figure a). Le proble`me consiste donc
en une optimisation de l’e´nergie globale.
Pour de´former la grille, on place des effectors (ou demons ou forces) a` la surface des
patterns d’intensite´s (qui de´terminent l’inte´rieur et l’exte´rieur des objets) de l’image
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fixe (F) –conside´re´e comme une membrane semi-perme´able– allant de l’inte´rieur vers
l’exte´rieur de l’objet. L’image mouvante est diffuse´e au travers de l’objet de l’image de
re´fe´rence sur base des effectors.
On peut voir e´galement –sur base du calcul du flux optique– ce mode`le comme un
mode`le de de´formation base´ sur l’attraction (voir figure b ci-dessous). On place des effec-
tors sur la surface de la membrane de l’image mouvante qui la rapprochent vers l’image
fixe. La direction des forces est donne´e par ∇F pour le mode`le de diffusion et ∇M pour
le mode`le d’attraction. Le sens des forces est donne´ par le signe de (M(x, y, z)−F(x, y, z)).
Notons que le concept de diffusion est axe´ sur la polarite´ alors que celui d’attraction
plutoˆt sur les distances.
De manie`re ge´ne´rale, le calcul des forces est inspire´ des equations Optical Flows et la
me´thode ite`re en calculant les forces puis en re´gularisant le champ de de´formation par
un filtre Gaussien.
(a) Expe´rience “intellectuelle” de Gibbs (b) Les deux fonctions des de´mons
(c) Trois ite´rations, en haut du mode`le base´
sur l’attraction et en bas de celui base´ sur le
mode`le de diffusion (ref thirion, demons 0)
(d) Les Trois ite´rations suivantes des
mode`les(ref thirion, demons 0)
F. 4.13 – Mode`le Demons
Les algorithmes Demons 0, 1 et 2 pre´sente´s par Thirion
Demons 0 est la version exemple, que l’on voit dans les figures b et c ci-dessus, qui (vu
sous les deux interpre´tations possibles que l’on peut donner a` ce mode`le) recale ces
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points de manie`re rigide.
Demons 1 calcule les forces en chaque point de l’image fixe.
Demons 2 est la version ou` les de´mons sont calcule´s seulement sur les contours (ge´ne´re´s/extraits
par “level set” ou “wateredge” et donc automatise´s).
L’algorithme Demons diffe´omorphique
C’est actuellement l’imple´mentation la plus performante de l’algorithme Demons dans
la litte´rature ([4], [5]). De plus, les auteurs de ces articles se sont attele´s a` en solidifier les
bases the´oriques.
Etant donne´ une image statique F(.) et une image mouvante M(.) dans un espace a` D
dimensions, le recalage non-rigide Demons est traite´ comme un proble`me dont l’objectif
est de trouver le “mapping” spatial qui va maximiser l’energie globale.
La transformation s(.), RD → RD, p 7→ s(p) mode´lise la transformation des points de
l’espace de l’image statique vers celui de l’image mouvante.
L’e´nergie globale se de´finit comme :
E(c, s) = 1
σ2i




Csim (F,M ◦ s) = 12 ||F −M ◦ s||2 = 12|Ωp|
∑
p∈Ωp |F(p) −M(s(p))|2
Dist(s, c) = ||c − s||
Reg(s) = ||∇(s)||2
Ou` It est la diffe´rence temporelle ;
Csim (F,M ◦ s) est le crite`re de similarite´ (Least square par exemple ici) ;
Ωp est la re´gion ou` se surpassent F et M ◦ s ;
σi est un terme qui sert a` prendre en compte le bruit ;
σx l’incertitude spatiale lie´e a` la correspondance ;
σT la quantite´ de re´gularisation ;
Dist la distance entre c et s ;
Reg est le terme de re´gularisation.
Comme nous l’avons cite´ pre´ce´demment, l’algorithme va ite´rer en alternant le calcul des forces et en re´gularisant le champ de de´formation (a` l’aide d’une fonction gaussienne) :
1. Il faut d’abord choisir un champ de de´formation s
2. Ite´rer jusqu’a` convergence :




– On utilise la regularisation du mode`le de diffusion, donc s← Kdi f f ? c (sinon let s← c). Le filtre est gaussien et ? est l’ope´rateur de convolution (voir annexe).
Les auteurs ([4], [5]) expliquent en de´tail dans leur article comment la me´thode de Newton sur Ecorrs (u) nous donne l’e´tape d’optimisation :
u(p) = − F(p) −M ◦ s(p)





Ou` σi(p) = |F(p) −M ◦ s(p)| est l’estimation locale du bruit ;
Jp = 1/2 (∇Tp F + ∇Tp (M ◦ s)) ;
Jp = −∇Tp (M ◦ s) avec la me´thode de Gauss-Newton ;
σx controˆle la taille maximum de la mise a` jour du champ de la
de´formation ||u(p)|| ≤ σx/2.
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L’algorithme de calcul rapides des mise a` jour du champ de correspondances
Pour rendre le champ diffe´omorphique, l’ide´e est de calculer l’optimisation sur un espace de diffe´omorphismes. Les auteurs([4], [5]) sugge`rent d’utiliser une e´tape de mise a` jour :
s← s ◦ exp(u)
Cette ope´ration ne´cessite de pouvoir calculer rapidement l’exponentielle sur le groupe de Lie (des diffe´omorphismes) :
1. Choisir N tel que 2−N est suffisamment proche de 0 (par exemple max||2−Nu(p)|| ≤ 0.5)
2. Effectuer une inte´gration (du premier ordre) v(p)← 2−Nu(p) pour tous les pixels.
3. Effectuer N squarings re´cursif sur v : v← v ◦ v
L’algorithme efficient diffe´omorphique Demons
En inte´grant la me´thode de Newton pour les groupe de Lie dans un canevas d’optimisa-
tion alternatif, les auteurs proposent l’algorithme de recalage d’images diffe´omorphique
non-parame´trique ([4], [5]) :
1. Calculer la mise a` jour du champ des correspondances u (en utilisant l’e´tape
d’optimisation obtenue graˆce a` la me´thode de Newton sur Ecorrs (u))
2. c← s ◦ exp(u) ou` exp est calcule´ avec l’algorithme ci-dessus
3. Alors, s← Kdi f f ? c (ou sinon s← c).
b) Me´thodes statistiques
L’approche baye´sienne (ou markovienne)(MAP, [30], [31], [65]) envisage le champ
de de´formation sous la forme de probabilite´. On estime u comme la probabilite´ (ou
vraissemblance) d’obtenir F. C’est une re´alisation d’un champ ale´atoire U.
Cette fac¸on d’envisager le proble`me se re´soud avec l’estimateur de maximum de vrais-
semblance :
uˆ = argmaxu p(u|F,M)
On exprime cette re`gle –a` poste´riori– avec le the´ore`me de Bayes :
p(U = u|F,M) = p(F,M|U = u).p(U = u)
p(F,M)
Ou` p(U = u) repre´sente l’a priori sur le champ de de´formation u. p(F,M|U = u) est la
probabilite´ (vraissemblance) d’avoir l’image F (et M sur base de la re´alisation u).
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4.8 Strate´gies d’optimisation
4.8.1 Convergence vers une solution
Comme dit pre´ce´demment, on peut voir la recherche du recalage entre deux images
comme un proble`me d’optimisation. Les points importants sont la convexite´ de l’espace
de solution et l’optimalite´ des minimas (il faut pouvoir e´viter les minimas locaux).
Il existe diffe´rentes approches selon ([67], [70], [35]) :
Les me´thodes directes : elles apportent une solution “directe” au proble`me et sont
relativement efficaces (si le DDL est faible). Par exemple, si l’on cherche a` e´valuer
les distances entre des primitives ge´ome´triques (points, droite ou surface, etc.),
on peut utiliser l’algorithme ICP (“Iterative closest point”) avec la mesure des
moindres carre´s comme crite`re.
Les me´thodes “exhaustives” : elles e´chantillonnent un grand nombre de solutions (points
plausibles) dans l’espace de recherche et retiennent la meilleure de toute (“Down-
hill Simplex”). Le classement repose sur l’e´valuation d’une simple fonction de couˆt.
Leur efficacite´ est toute relative car elles n’assurent pas d’obtenir un optimum glo-
bal et sont tre`s lourdes.
Les me´thodes nume´riques ite´ratives d’ordre supe´rieur : elles exploitent les proprie´te´s
“diffe´rentielles” des images. Par exemple, lorsque la fonction de couˆt a` minimiser
est une fonction non-line´aire des parame`tres a` optimiser (ex : calcul du gradient
sur la fonction de couˆt) ou avec la me´thode de Newton (donc simplement sur base
du gradient). Elles permettent en ge´ne´ral de trouver un optimum mais il faut que
l’espace de recherche soit suffisamment convexe.
Les me´thodes non-de´terministes : elles sont de type recuit simule´ ou algorithme ge´ne´tique
([2]). Cela garantit l’obtention d’une solution relativement optimale malgre´ l’ab-
sence de convexite´ dans l’espace de recherche (cela peut-eˆtre inte´ressant pour
envisager de plus grands mouvements).
4.8.2 Multi-Re´solution spatiale (hie´rarchisation)
La multire´solution consiste en une approche ite´rative de recalage. Le recalage non-
rigide est un proble`me complexe et l’approche ite´rative permet de gagner en perfor-
mance. A chaque ite´ration, on calcule le recalage entre les images en augmentant au fur
et a` mesure leur re´solution (spatiale) et e´ventuellement le spacing ([12]) entre les PDC.
La me´thode choisie pour effectuer le recalage importe peu. Ce qui est important est
le passage d’informations calcule´es a` une ite´ration vers l’ite´ration suivante. L’informa-
tion passe´e de´pend de la me´thode de recalage (parame`tres de la transformation pour
les me´thodes parame´triques et un champ discret de vecteurs pour les me´thodes non-
parame´triques).
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La plupart des mode`les non-rigides se basent sur un “seed” initial et perfectionnent
le champ au fur et a` mesure qu’on augmente la re´solution. Le re´sultat du recalage a`
une re´solution spatiale plus faible fournit une bonne information a` priori sur l’image.
Comme dans beaucoup de re´solutions de proble`mes, si on dirige bien le proble`me a` la
base, il se comporte mieux.
.
F. 4.14 – Illustration du recalage hie´rarchise´
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Ce chapitre pre´sente les re´sultats obtenus. Ce travail a e´te´ domine´ par la manipu-
lation d’images. Il est naturel que l’icoˆnographie occupe la place dominante dans ce
chapitre. Nous pre´sentons successivement :
1. les logiciels requis pour la mise en pratique des objectifs ;
2. un bref aperc¸u de la structure des donne´es manipule´es ;
3. un aperc¸u des composants d’ITK mis a` notre disposition pour la programmation
en rapport avec la the´orie vue pre´ce´demment ;





Afin de pourvoir mettre en pratique les objectifs poursuivis, il est ne´cessaire de
disposer de certains types de logiciels :
pour la visualisation des images et leurs champs de me´ta-donne´es :
des outils pour la visualisation et l’analyse des informations. Par exemple : Pa-
raview, DicomWorks, (X)medcon, Te´le´mis, etc. Outre la visualisation des images,
Te´le´mis permet, en toute se´curite´, l’acquisition, l’archivage et l’acce`s a` distance.
pour la programmation en pratique :
un environnement de travail, un compilateur c++ et le ge´ne´rateur de Makefile
CMake. Cmake est indispensable. Il facilite le de´ploiement cross-plateforme (ef-
fectue´ avec succe`s entre deux machines sous windows et une sous linux/ppc sans
changer le fichier CMakeList qui est la “repre´sentation cross-pateforme” du Make-
file). Par exemple : MinGW32 (sans “make” natif car on doit utiliser cmake), MSys,
MSysDTK, gcc, visual express c++, etc.
pour le traitement des images :
les programmes de´veloppe´s graˆce au framework Insight ToolKit (ITK). En effet,
celui-ci pre´sente un grand nombre de proprie´te´s inte´ressantes :
– ITK fournit une repre´sentation icoˆnographique des donne´es (image multidimension-
nelle et champ de vecteurs) ;
– ITK fournit des algorithmes pour le recalage non-rigide d’image. ITK calcul le de´placement
d’un point dans l’espace, sous la condition que l’on utilise le meˆme spacing, la meˆme
re´solution (dimension de la matrice) et la meˆme origine pour les deux images a` recaler.
Le champs de vecteur est resample´ dans le meˆme espace, meˆme spacing et meˆme ori-
gine). La de´formation entre deux images calcule´e par ITK est une transformation inverse
(cf. Annexes).
– ITK propose une architecture data-flow (les donne´es sont repre´sente´es par des objets qui
sont traite´s par des filtres et/ou adapteurs) ;
– ITK permet d’utiliser certains “design patterns” inte´ressants : les fabriques abstraites,
le “multi-threading” et les “command/observer”, l’utilisation de pointeurs intelligents
(gestion du stack) et la programmation par “template” (c++). Les templates facilitent
principalement la de´couverte de proble`mes a` la compilation plutoˆt qu’a` l’exe´cution du
logiciel ;
– ITK supporte des “bindings” dans d’autres langages (java, python, etc.) ;
– ITK admet les processus paralle`les.
– ITK est “cross-plateforme” .
5.2 Structure des donne´es manipule´es
L’appareillage de type PET/CT produit des images encapsule´es en DICOM. Cette
structure de donne´es permet d’encapsuler de manie`re standard une multitude de
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donne´es, en l’occurence dans mes recherches, des images en 2 dimensions, en 3 di-
mensions et une se´quence dans le temps d’images en 2 dimensions. Le DICOM enre-
gistre beaucoup d’informations dont notamment la position de l’origine dans l’espace,
le nombre de pixels sur chaque axe, l’espacement physique entre les pixels (ou taille du
pixel), le type de pixel, etc.
F. 5.1 – Illustration des me´tadonne´es fournies par DICOM vue par DicomWorks
D’un point de vue de l’imple´mentation d’ITK, une image est une ensemble de points
dont la valeur est d’un certain type (scalaire ou vecteur). On associe a` cet ensemble le
spacing et une origine dans l’espace physique.
F. 5.2 – Rappel des concepts ge´ome´triques d’une image ([69])
Pour employer les algorithmes et filtres disponibles ITK, il faut avant tout pouvoir les
lire depuis un fichier. Nous avons utilise´ le format “Meta Header Data” de´fini par ITK.
Ce format n’enregistre que les me´ta-donne´es ne´cessaires a` l’interpre´tation des donne´es
d’une image. C’est un format tre`s pratique et intuitif d’encodage d’images. Il existe plu-
sieurs variantes a` celui-ci. Nous avons pre´fe´re´ utiliser celle qui ne compressait pas les
donne´es et qui se´parait les proprie´te´s sur l’image et les donne´es de l’image dans deux
fichiers diffe´rents : l’un posse`de l’extension .mhd et l’autre .raw.
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Dans le fichier mhd seront e´crits entre autre le type de pixel, le nombre de composantes
par pixel, les dimensions de l’image, l’espacement physique, l’origine, l’endianess, etc.
Dans le fichier raw, les valeurs des pixels sont inscrites les unes apre`s les autres (simple
repre´sentation plane du volume). Si le pixel est compose´ de plusieurs composantes (a,
b et c), celles-ci sont e´crites (dans l’ordre abc) de manie`re contigue en me´moire comme
si cela e´tait une valeur unique.






TransformMatrix = 1 0 0 0 1 0 0 0 1
Offset = 0 0 0
CenterOfRotation = 0 0 0
ElementSpacing = 2 2 2
DimSize = 128 128 128
ElementNumberOfChannels = 1 # = 3 pour un champ de vecteurs
ElementType = MET_ULONG
ElementDataFile = foo.raw
Pour faire la lecture d’une image graˆce a` ITK, il faut spe´cifier avant tout le type de
pixel de l’image (le nombre d’octets qui ont e´te´ ne´cessaires pour le coder). Par exemple
en c++, cela s’exprime par :
//on de´finit un type de pixel
typedef unsigned long int TypeDuPixel_ULong;
//typedef itk::VectorPixel< float, 3 > TypeDuPixel_Vector3Float;
//on de´finit le nombre de dimensions
typedef itk::Image< PixelTypeUlong, 3 > TypeDeLImage_Volume3D;
//typedef itk::Image< PixelTypeVector3Float, 3 > TypeDeLImage_ChampVecteurs;
//on de´finit un type de lecteur pour un type d’image
typedef itk::ImageFileReader< TypeDuPixel_ULong > TypeDeLecteur_Volume3D;
ReaderType::Pointer lecteurImage = TypeDeLecteur_Volume3D::New();
lecteurImage->SetFileName("Lenna.mhd"); //on choisit l’image a` lire mais aussi son format!
lecteurImage->Update(); //on ouvre l’image ’Lenna.mhd’
//typedef itk::ImageFileReader< TypeDuPixel_Vector3Float > TypeDeLecteur_ChampVecteurs;
//TypeDeLecteur_ChampVecteurs::Pointer lecteurChamp = TypeDeLecteur_ChampVecteurs::New();
//lecteurChamp->SetFileName("Wrap.mhd"); //on choisit le champ a` lire mais aussi son format
//lecteurChamp->Update(); //on ouvre le champ ’Wrap.mhd’
Si l’on veut obtenir la valeur d’un point de coordonne´es (i, j, k) du domaine de l’image
(en c++) :





TypeDuPixel_ULong onePixel = image->GetPixel(pixelIndex);
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Si l’image est un champs de vecteurs (de type “ImageType ChampVecteurs”), le pixel
de coordonne´es (i, j, k) s’obient de la meˆme manie`re (en c++) par :





TypeDuPixel_Vector3Float onePixel = image->GetPixel(pixelIndex);
5.3 Composants remarquables du framework de recalage
Nous pre´sentons dans cette section les “briques logiques” remarquables du frame-
work en rapport avec la the´orie existante. Pour ne pas faire de confusion avec ce qui
a e´te´ vu pre´ce´demment, nous reprenons la classification utilise´e pour cate´gorier les al-
gorithmes de recalage non-rigides. Nous n’irons pas dans les de´tails d’imple´mentation
mais sugge´rons au lecteur de parcourir le guide d’utilisation d’ITK pour plus d’informa-
tions sur les ope´rations effectue´es ([69]). De plus, la documentation du code est de´taille´e
et est accessible via le site d’ITK ([75]).
5.3.1 Attributs
ITK permet de manipuler des images mais il permet aussi de manipuler des “meshs”,
“pointset”, etc. qui sont des structures ge´ome´triques. Dans ce me´moire, nous ne nous
inte´ressons qu’a la repre´sentation iconographique (valeur du pixel).
5.3.2 Crite`res de similarite´
Pour programmer, nous utilisons les classes imple´mentant MI et LS. L’information
mutuelle est plutoˆt utilise´e pour recaler les images acquises par des modalite´s diffe´rentes.
LS pour le recalage intrapatient. Pour le recalage interpatient, nous pensons que l’infor-
mation mutuelle est la plus pertinente (relation statistique).
5.3.3 Mode`les de transformation
ITK imple´mente des me´thodes parame´triques et non-parame´triques. Pour effectuer
le recalage, il existe quatre grand noyau dans itk : un ge`re les transformations pa-
rame´triques (dont affine et non-rigide), un le recalage FEM (populaire chez ITK), un le
recalage base´ sur la re´solution de PDE (l’algorithme Demons classique y est imple´mente´)
et un pour le recalage hie´rarchise´. Ces noyaux, quoique partageant les donne´es mani-




Nous utilisons diffe´rentes me´thodes d’optimisation (les strate´gies d’optimisation
permises sont documente´es dans la classe qui effectue le recalage) dont principalement
la hie´rarchisation.
5.4 Application utilise´e
Nous pre´sentons ici l’imple´mentation du recalage que nous avons choisi pour effec-
tuer nos recherches. Afin de clarifier l’expose´, nous pre´sentons les applications par leur
appel en lignes de commande. Par lisibilite´, la taille des vecteurs a e´te´ agrandie de deux
a` quatre fois dans les illustrations.
5.4.1 DemonsRegistration.cxx
Description
Nous n’avons pas de´veloppe´ ce code. Il a e´te´ de´veloppe´ par les auteur de [4] et
[5]. Nous l’avons utilise´ pour les qualite´ the´orique de l’algorithme Demons ([27]) et les
ame´liorations apporte´es par les auteur de [4] et [5]. Il permet d’expe´rimenter beacoup
variantes de l’algorithme Demons (Thirion) en agissant sur diffe´rents facteurs.
Signature
demonsRegistration.exe -f FixedImage -m MovingImage -o outputImage -O
(a) I (b) II (c) III
F. 5.3 – Illustrations d’un champs de de´formation entre la phase finale d’inspiration et
la phase finale d’expiration chez un rat (Demons)
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(a) I (b) II
(c) III (d) IV
F. 5.4 – Illustrations d’un champs de de´formation entre la phase finale d’inspiration et
la phase finale d’expiration (POPI et Demons)
79
CHAPITRE 5. RE´SULTATS
(a) I (b) II
(c) III (d) IV
(e) IV
F. 5.5 – Illustrations d’un champs de de´formation entre la phase finale d’inspiration et




ous pre´sentons ici les applications re´alise´es sur bases du framework ITK dans le
cadre de nos recherches.
5.5.1 Convert bmp to mhd.cxx
Description
Convertit une image 2D RGB en une image .mhd. Cette conversion ne perd pas de
donne´es, il ne s’agit en fait que d’une adaptation du type de repre´sentation. Lorsque
l’on communique les noms des images au programme, il ne faut pas oublier d’indiquer
les extensions/suffixes.
Signature
convert bmp to mhd.exe inputRGBImage outputMHDImage
(a) I (b) II
F. 5.6 – Illustrations de la conversion entre format BMP (RGB) et MHD (passage aux
gris)
5.5.2 Convert dcm to mhd.cxx
Description
Convertit une se´rie d’images DICOM en une image 2D .mhd. Cette conversion ne
perd pas de donne´es, il ne s’agit en fait que d’une adaptation du type de repre´sentation.
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Lorsque l’on passe le nom de l’image d’output au programme, il ne faut pas oublier
d’indiquer son extension. Pour la se´rie DICOM, il suffit simplement d’indiquer le chemin
du re´pertoire qui la contient. Dans le cas ou` il y aurait plusieurs se´ries dans le dossier,
le nom de la se´rie n’est plus facultatif !
Signature
convert dcm to mhd.exe DicomDirectory outputMHDImage [serieName]
(a) I (b) II (c) III (d) IV
F. 5.7 – Illustrations de la conversion entre format DICOM et MHD
5.5.3 Convert3D dcm to mhd.cxx
Description
Convertit une se´rie d’images DICOM en une image 3D .mhd. Cette conversion ne
perd pas de donne´es, il ne s’agit en fait que d’une adaptation du type de repre´sentation.
Lorsque l’on communique le nom de l’image d’output au programme, il ne faut pas
oublier d’indiquer son extension. Pour la se´rie DICOM, il suffit simplement d’indiquer
le chemin du re´pertoire qui la contient. Dans le cas ou` il y aurait plusieurs se´ries dans le
dossier, le nom de la se´rie n’est plus facultatif !
Signature
convert3D dcm to mhd.exe DicomDirectory outputMHDImage [serieName]
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(a) I (b) II
(c) III (d) IV
F. 5.8 – Illustrations de la conversion entre format DICOM et MHD
5.5.4 Convert vf to mhd.cxx
Description
Convertit un champs de vecteurs en une image .mhd. Cette conversion ne perd pas
de donne´es, il ne s’agit en fait qu’une adaptation du type de repre´sentation. Lorsque
l’on passe le nom de l’image d’output au programme, il faut cette fois ci ne pas indiquer
l’extension (en fait, le nom va s’appliquer au fichier .mhd et au fichier .raw). Pour la
se´rie DICOM, il suffit simplement d’indiquer le chemin du re´pertoire qui la contient.
Signature
convert vf to mhd.exe inputVectorImage outputName
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(a) I (b) II
(c) III
F. 5.9 – Illustrations d’un champ de vecteurs VF (POPI) convertit MHD
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(a) IV (b) V
(c) IV
F. 5.10 – Illustrations d’un champ de vecteurs VF (POPI) convertit MHD
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(a) I (b) II
(c) III
F. 5.11 – Illustrations d’un champ de vecteurs VF (POPI) convertit MHD
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(a) I (b) II
(c) III
F. 5.12 – Illustrations d’un champ de vecteurs VF (POPI) convertit MHD
5.5.5 Resample img.cxx
Description
Permet de modifier les parame`tres d’une image. Le spacing repre´sente l’espacement
physique entre les points (voronoı¨). L’offset repre´sente la position de l’image dans l’es-
pace. La taille est le nombre de points dans chaque dimension. La valeur par de´faut est
la valeur que l’on donne a` chaque pixel.
Signature
resample img.exe intputImage outputImage
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5.5.6 Resample vector img.cxx
Description
Permet de modifier les parame`tres d’une image. Le spacing repre´sente l’espacement
physique entre les points (voronoı¨). L’offset repre´sente la position de l’image dans l’es-
pace. La taille est le nombre de points dans chaque dimension. La valeur par de´faut est
la valeur que l’on donne a` chaque pixel.
Signature
resample vector img.exe intputImage outputImage
5.5.7 Create img.cxx
Description
Cre`e une image .mhd. Pour ce faire, il faut fournir un spacing (exprime´ en float), un
offset (exprime´ en float), une taille (exprime´e en int) et une valeur par de´faut pour les
pixels (exprime´e en float). Le spacing repre´sente l’espacement physique entre les points
(voronoı¨). L’offset repre´sente la position de l’image dans l’espace. La taille est le nombre
de points dans chaque dimension. La valeur par de´faut est la valeur que l’on donne a`
chaque pixel.
Signature
create img.exe outputImage spcX spcY spcZ offstX offstY offstZ dimX dimY dimZ
dpv
(a) I (b) II
F. 5.13 – Illustrations de la cre´ation d’un volume vide
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5.5.8 Create vector img.cxx
Description
Cre`e une image .mhd repre´sentant un champs de vecteur. Pour ce faire, il faut fournir
un spacing (exprime´ en float), un offset (exprime´ en float), une taille (exprime´e en int)
et une valeur par de´faut pour les pixels (exprime´e en float). Le spacing repre´sente l’es-
pacement physique entre les points (voronoi). L’offset repre´sente la position de l’image
dans l’espace. La taille est le nombre de points dans chaque dimension. La valeur par
de´faut est la valeur que l’on donne a` chaque e´le´ment de chaque pixel.
Signature




Renvoit la valeur du pixel d’une image a` une certaine position. La position s’exprime
en int car on navigue ici dans l’index des pixels. La valeur ici renvoye´e est un short.
Signature
Pixel short.exe intputImage coordX coordY coordZ
5.5.10 Pixel vector.cxx
Description
Renvoit la valeur du pixel d’une image a` une certaine position. La position s’exprime
en int car on navigue ici dans l’index des pixels. La valeur ici renvoye´e est un vecteur
de float.
Signature
Pixel vector.exe intputImage coordX coordY coordZ
5.5.11 Extract direction.cxx
Description
Permet de cre´er une image vectorielle a` partir d’une autre image vectorielle. L’image
obtenue conserve les valeurs des pixels selon une direction et remplace les autres valeurs
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par la valeur de pixel par de´faut fournie en parame`tre. dpv est exprime´ en float. axisNb
= (x=)1,(y=)2 ou (z=)3.
Signature
extract direction.exe intputImage outputImage dpv axisNb
(a) I (b) II
(c) III




Permet de dupliquer une sous-re´gion d’une image. La position dans l’espace est




crop img.exe intputImage outputImage origX origY dimX dimY
5.5.13 Crop3D img.cxx
Description
Permet de dupliquer une sous-re´gion d’une image en 3D. La position dans l’espace
est conserve´e. Une re´gion se de´finit par une origine et des dimensions exprime´es en int.
Signature
crop3D img.exe intputImage outputImage origX origY origZ dimX dimY dimZ
(a) I (b) II
(c) III (d) IV
F. 5.15 – Illustrations de la de´coupe d’une image
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(a) V (b) VI
(c) VII (d) VIII
F. 5.16 – Illustrations de la de´coupe d’une image
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(a) VIII (b) IX
(c) X
F. 5.17 – Illustrations de la de´coupe d’une image
5.5.14 Insert3D img.cxx
Description
Permet d’inse´rer une image dans une autre image. Elles doivent avoir le meˆme
spacing.
Signature
insert3D img.exe intputImage outputImage
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(a) I (b) II
(c) III (d) IV
(e) V (f) VI
F. 5.18 – Illustrations de l’insertion d’une image
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5.5.15 Insert3D vector img.cxx
Description
Permet d’inse´rer une image dans une autre image. Elles doivent avoir le meˆme
spacing. Les pixels sont des vecteurs.
Signature
insert3D vector img.exe intputImage outputImage
5.5.16 Warp img.cxx
Description
Permet d’appliquer un champ de vecteurs a` une image et le sauvegarder sans un
autre fichier. ITK travaille par mapping inverse.
Signature
warp img.exe intputImage inputDeformationField outputImage
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(a) I (b) II
(c) III
F. 5.19 – Illustrations de l’utilisation du champ de vecteurs
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(a) I (b) II
(c) III (d) IV
(e) V (f) VI
F. 5.20 – Illustrations de l’utilisation du champ de vecteurs
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(a) I (b) II
(c) III
F. 5.21 – Illustrations de l’utilisation du champ de vecteurs
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(a) IV (b) V
F. 5.22 – Illustrations de l’utilisation du champ de vecteurs
5.5.17 Warp forward img.cxx
Description
Permet d’appliquer un champ de vecteurs a` une image et le sauvegarder sans un
autre fichier. Il s’agit ici de forward mapping.
Signature
warp forward img.exe intputImage inputDeformationField outputImage
5.5.18 Mutual information.cxx
Description
Permet de calculer l’information mutuelle entre deux images. Cele nous a permis de
calculer l’information mutuelle entre une image de re´fe´rence et une se´quence d’image
2D. Les images sont celles d’un phantom (fantoˆme physique) place´ dans le PET prises en
circulant autour de lui. Il’n’est pas aligne´ (paralle`le) avec l’axe de la rotation autour de lui.
Il y a 128 acquisitions et on choisit la premie`re comme re´fe´rence. Comme l’axe de rotation
n’est pas aligne´ avec les l’axe du phantom, les quatre points semblent bouger de gauche
a` droite lorsque l’on parcours les slices acquises. Nous avons calcule´ l’information
mutuelle pour tester son inte´reˆt lorsque l’on envisage une dimension temporelle dans
les images (pe´riodique pour eˆtre pre´cis). Les donne´es ont ensuite e´te´ interprete´es par
GnuPlot. Le fait de pouvoir faire ressortir la pe´riodicite´ d’une se´quence pre´sente tout




Mutual information.exe intputImage outputImage
(a) I (b) II (c) III (d) IV
(e) V




Ce chapitre discute, a` la lumie`re des re´sultats obtenus, sur le bien-fonde´ de nos
pre´fe´rences. Nous pre´sentons successivement :
1. le mate´riel qui aurait pu eˆtre mieux exploite´ ;
2. une comparaison des fantoˆmes digitaux 4D ;
3. enfin, une comparaison des me´thodes exploite´es.
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Introduction
Notre discussion portera sur l’estimation de mouvement spatio-temporel sous deux
aspects : celui mate´riel et celui logiciel. D’un point de vue mate´riel, l’acquisition n’est
pas instantane´e et ge´ne`re donc des impre´cisions dans l’image. C’est proble´matique
pour le diagnostic et le traitement cible´ par radiothe´rapie. D’un point de vue logiciel, les
me´thodes de recalage sont relativement lentes pour le calcul des de´formations. Elles se
basent sur des images dont l’acquisiton est biaise´e par la respiration. Mais la faiblesse la
plus geˆnante, concernant les me´thodes, re´side dans l’absence de “gold standard” pour
valider le recalage ([32]). Il va de soi que si il y en avait un, on l’utiliserait a` la place du
recalage.
Comme l’imagerie PET a un temps d’acquisition supe´rieur a` un cycle respiratoire, la qua-
lite´ de l’image s’en trouve affecte´e. C’est surtout vrai pour des volumes pathologiques de
petite taille qui apparaissent flous et le´ge`rement sous-dimensionne´s. Il faut relativiser
l’impact de ces arte´facts en pratique clinique courante. Ils sont en effet d’importance
variable (“none”, “mild”, “severe”) avec force´ment des conse´quences de perturbations
dans les capacite´s interpre´tatives diffe´rentes. Suivant le degre´ d’interference, un diag-
nostic est encore tout a` fait fiable ou comple`tement biaise´ ([39]). Le travail correctif
s’applique, ou bien, sur les images reconstruites (DICOM), ou bien, sur les donne´es
brutes (le list-mode). Le list-mode n’est pas l’objectif de ce me´moire, on doit donc ad-
mettre une re´serve puisque l’on traite l’information en aval.
6.1 Concernant le mate´riel
Le mate´riel PET/CT actuel est relativement e´labore´ et difficilement plus perfectible.
Les cliniques universitaires de Mont-Godinne disposent, depuis re´cemment, d’un appa-
reillage Philips Gemini tre`s performant pour l’e´tat actuel de cette technologie. Si ce qui
pre´ce`de est vrai pour les modes d’acquisition, on peut par contre songer a` mieux mettre
a` profit les ordinateurs pour le traitement post-acquisition. En particulier, le “graphical
point unit” (GPU) pourrait eˆtre plus exploite´.
6.1.1 L’utilisation du “graphical point unit”
A l’heure actuelle, le CPU (“central processor unit”) est exploite´ pour traiter les
images informatiques alors que le GPU (“graphical point unit”) n’est utilise´ que pour
la visualisation. Cela n’avait que peu d’importance auparavant. Cependant, avec le
de´veloppement des cartes graphiques (principalement a` destination des “gamers”)
extreˆmement preformantes pour manipuler des images ou jouer, il devient licite de
s’y inte´resser davantage pour optimiser le calcul des algorithmes ([51],[52]).
Actuellement, ITK parcourt se´quentiellement chaque pixel de l’image. Ensuite, pour
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manipuler les vecteurs ou matrices et optimiser le recalage, ITK fait appel (de manie`re
transparente) a` la librairie opensource VXL. Dans les cartes graphiques modernes, ces
ope´rations sont implante´es de manie`re mate´rielle et surpassent largement le CPU en
terme de temps de calcul. De plus, outre le fait que ces cartes inte`grent (et optimisent) des
me´thodes de traitement d’images (spe´cifiques a` la carte graphique), cela permet le trai-
tement des images par grille entie`re de pixels et non pas en parcourant se´quentiellement
les pixels de l’image. Cela souligne, selon nous, un manque d’efficience de tous les al-
gorithmes de recalage rencontre´s ([69]).
En matie`re de carte graphique, on distingue deux grands type : celles destine´es aux
gamers et celles destine´es aux professionnels. La performance de ces cartes s’e´value par
trois crite`res :
La pertinence : la relation entre les objectifs et les moyens ;
L’efficacite´ : la relation entre les re´sulats et les objectifs ;
L’efficience : la relation entre les moyens et les re´sulats.
Or on constate que les objectifs poursuivis par les professionnels ne sont pas les meˆmes
que ceux poursuivis par les gamers. Cela sugge´re que les cartes graphiques de gamers
sont peu efficientes pour travailler sur le recalage par rapport aux autres mais le facteur
financier les rend plus pertinentes (une carte graphique pro couˆte plusieurs milliers
d’euros alors qu’une carte graphique amateur n’en couˆte que quelques centaines pour
les meilleures d’entre elles). Quant a` l’efficacite´, les carte pro sont conc¸ues pour le trai-
tement d’images et les rendus alors que les autres sont plus ade´quates pour jouer (taux
e´leve´ d’images par seconde).
Des e´tudes re´centes ont e´te´ mene´es sur l’implementation de l’algorithme Demons clas-
sique avec “CUDA” ([51], [52]). “CUDA”(Compute Unified Device Architecture, [81])
est l’environnement de programmation des GPU de la firme NVIDIA. Elles de´montrent
clairement la puissance d’imple´mentation de l’algorithme Demons sur le GPU, plutoˆt
que sur le CPU : le gain en temps est de 55 fois supe´rieur.
La sous-exploitation du GPU, en imagerie me´dicale, est une faiblesse qu’il paraıˆtrait
a` priori simple a` compenser. Il existe actuellement deux grands concepteurs de cartes
graphiques : ATI et NVIDIA. Ces deux firmes se sont re´cemment ouvertes a` l’opensource
en diffusant une API (propre a` chacune) pour exploiter les capacite´s du GPU ([81], [82],
[83]). Actuellement, ATI se distingue par la supe´riorite´ de ses produits.
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6.2 Concernant les me´thodes
L’ambition de notre travail portait sur trois volets :
– explorer les outils informatiques existants pour corriger les images en provenance
d’appareillage PET/CT ;
– e´valuer la pertinence de ces outils de manie`re plus approfondie ;
– juger de l’efficacite´ et l’efficience des me´thodes retenues.
Force fut de constater que le travail ne´cessaire pour accomplir la premie`re phase a e´te´
e´norme et a domine´ le temps de travail passe´ a` l’hoˆpital.
Pratiquer une estimation spatio-temporelle du mouvement implique ne´cessairement
d’utiliser des algorithmes de recalage. Ces algorithmes permettent de trouver des cor-
respondances entre des images. Il existe diffe´rentes variations possibles des algorithmes
de recalage. De surcroıˆt, il faut ade´quatement choisir ses composants et il est assez diffi-
cile d’e´valuer l’outil le plus performant ([1]). Enfin, si le recalage est certes pre´ponde´rant,
l’objectif final reste de pouvoir suivre le mouvement de points mate´riels au cours du
temps pour ensuite pouvoir le mesurer, le reproduire, voir l’anticiper pour certains
points cible´s ([67]). L’ide´e pre´sente dans la the`se de Delhay ([67]) consiste a` calculer la
de´formation entre les images d’une se´quence qui repre´sente le mouvement resporatoire.
Comme c’est un mouvement pe´riodique, il sugge`re d’utiliser un filtre de Kalman (filtre
statistique temporel) pour obtenir la trajectoire sous la forme d’un fonction pe´riodique.
La phase la plus tardive de notre projet de recherche a consiste´ a` juger de la re´elle
performance des outils se´lectionne´s. Elle incluait trois grands the`mes.
Premie`rement, nous avons investigue´ la mise en correspondance des images 3D-CT
d’un patient avec le fantoˆme digital POPI ([53]). L’objectif lointain e´tait de reconstruire
la trajectoire d’un tissu pathologique au cours du cycle respiratoire.
Deuxie`mement, nous avions projete´ d’investiguer le calcul de l’information mutuelle
entre diffe´rentes images 3D dans le cas d’une e´tude inter-patients. Nous souhaitions
transposer l’e´tude intra-patient telle que pratique´e par l’equipe de Georgetown ([6]).
Troisie`mement, notre projet e´tait ensuite de restreindre les calculs ne´cessaires par diffe´rents
biais (GPU, hie´rarchisation, choix de re´gions d’inte´reˆt, etc.). En effet, la dure´e des
proce´dures de recalage entre deux images 3D peut exce´der une dizaine d’heures.
Graˆce a` ces recherches, nous avons clairement identifie´ des proble`mes qui devront
eˆtre investigue´s plus avant :
– le recalage entre l’image CT et les autres images est un recalage inter-patients.
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Aussi, la gamme d’intensite´s et la morphologie du corps peuvent eˆtre variables.
De plus, le mode`le POPI ne repre´sente qu’un corps masculin.
– l’estimation spatio-temporelle du mouvement est sensible a` la position du point
mate´riel observe´ dans les poumons. En effet, le de´placement d’un point dans les
sommets du poumon est relativement line´aire et de petite amplitude[6]. Au niveau
des bases en revanche, les de´placements induits par les mouvements respiratoires
sont non seulement de grande amplitude, mais se font e´galement plus erratiques.
– il existe beaucoup d’approches au proble`me du recalage. Meˆme si, tous les mode`les
e´value´s sont pertinents (ade´quation des moyens pour les objectifs poursuivis),
certains ont de´montre´ une efficience significative (dans la pratique en terme de
temps de calcul). Cependant, aucun n’a fait ses preuves en terme d’efficacite´ (du
fait de l’absence de “gold standard”). Il n’existe pas de me´thodologie de validation
du recalage et donc de l’estimation spatio-temporelle du mouvement ([32]).
6.3 Comparaison des fantoˆmes digitalise´s
Comme nous l’avons vu dans le contexte me´thodologique, nous avons recense´ deux
fantoˆmes digitaux : NCAT et POPI. Nous avons choisi le mode`le POPI pour plusieurs
raisons :
– le crite`re de choix d’une technique est fondamentalement lie´ a` l’utilite´ que l’on
peut en avoir (pertinence). Or, dans le cadre de ce me´moire, nous nous sommes
inte´resse´s exclusivement aux mouvements respiratoires et le mode`le POPI est
conc¸u dans ce sens.
– de plus, comme le sugge´rait Rueckert ([32]) dans la validation ge´ne´rique des
me´thodes de recalage, la robustesse de´pend de la sensibilite´ aux bruits dans les
images. Comme le mode`le POPI est base´ sur des donne´es cliniques, il fournit des
donne´es bien plus re´alistes que le mode`le NCAT.
– enfin, concernant le re´alisme du mode`le, le mode`le POPI ne simule pas le mou-
vement respiratoire comme le fait le mode`le NCAT. Il reproduit celui d’un vrai
patient.
Dans l’espace de temps pour la re´alisation de ce me´moire, nous n’avons pas pu exploiter
les outils comple´mentaires fournis avec le mode`le POPI pour la validation (champs de
de´formation selon une me´thode parame´trique, selon une me´thode non-parame´trique,
les masques). Comme il s’agit d’outils pertinents pour le domaine e´tudie´, cela constitue
un argument supple´mentaire en faveur de l’utilisation de ce mode`le.
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6.4 Comparaison des algorithmes de recalage
Comparer des algorithmes de recalage n’est pas une tache aise´e comme on a pu le
voir dans la section concernant la validation. En effet, outre la difficulte´ de choisir la
technique la plus pertinente parmi toutes les variations possibles des algorithmes et
outre la difficulte´ d’e´valuer leur efficacite´ dans l’absolu en l’absence de gold standard,
les algorithmes ne sont pas tous aussi efficients.
Dans la litte´rature, on peut trouver quelques comparaisons d’algorithmes ([13], [14],
[71]) mais elles ne couvrent que certaines versions choisies des algorithmes. Il n’est
donc pas approprie´ d’essayer de fusionner ces re´sultats pour les comparer quantitati-
vement. Par contre, ces articles nous e´clairent sur les algorithmes les plus populaires et
donc les plus perfectionne´s. De plus, ils mettent en exergue que les me´thodes les plus
courantes sont relativement semblables en terme d’“efficacite´”. Les crite`res quantitatifs
ge´ne´ralement compare´s entre les algorithmes sont la moyenne des de´placements, la
variance des de´placements et le de´placement maximum.
Dans l’article [13], les auteurs comparent un mode`le FEM (e´lastique) et FFD-BSplines en
deux dimensions sur base de la moyenne des de´placements, la variance des de´placements
et le mouvemement maximum. Les re´sultats expose´s dans cet article tendent a` conclure
que la qualite´ d’un algorithme est fort lie´ a` sa popularite´. En effet, plus un algorithme
est utilise´, plus on lui apporte des ame´liorations. Pourtant, dans sa version actuelle, le
mode`le FEM e´lastique n’est pas encore assez efficient et ni meˆme efficace et les auteurs
de l’article pre´conisent plus de recherches avant de l’envisager comme une me´thode
valable pour effectuer du recalage.
Les auteurs de [71] proce`dent a` une comparaison d’un algorithme inspire´ par les travaux
de [36]-[37] (base´ sur la segmentation et un mode`le parame´trique simpliste), l’algorithme
Demons (classique) et celui FFD-BSpline. Cet article s’inte´resse a` la perspective d’utilisa-
tion de certains algorithmes populaires de recalage (FFD et Demons) pour l’estimation
spatio-temporelle du mouvement dans une se´quence d’images (4D). Nous constatons
qu’en ge´ne´ral ces algorithmes obtiennent de relativement bons re´sultats (en comparai-
son des uns avec les autres) variant de 1 a` 1.8mm a` peine. La variance par contre est
assez supe´rieure (1.3 a` 4.4mm) entre l’algorithme de Xu et al. et les deux autres. Quant
aux de´placements maximums mesure´s, on remarque de plus grandes irre´gularite´s dans
les mode`les FFD-BSplines et Xu et al. que dans le mode`le Demons. Ces diffe´rences sur la
variance et le mouvement maximum sont dues, selon les auteurs, a` la manie`re dont ces
me´thodes re´gularisent/lissent leur champ de de´formation. Un point important souleve´
dans cet article est la rapidite´ de l’algorithme Demons par rapport a` celui FFD-BSplines
(10 a` 17 fois plus rapide) mais tout en soulignant que ces re´sultats ne sont repre´sentatifs
que pour les imple´mentations choisies.
L’article [14] expose une comparaison de sept propositions d’algorithmes. Un algo-
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rithme affine, deux variantes de Demons et quatre algorithmes FFD-BSplines (avec/sans
re´gularisation et avec/sans pre´servation de la topologie). L’objectif de cet article est d’ob-
server les re´sultats de variations sur les parame`tres de FFD-BSpline. Les algorithmes
Demons et affine sont pre´sente´s pour disposer d’une re´fe´rence pour faire les observa-
tions (en particulier parceque Demons est un algorithme qui a un tre`s bon rendement).
Un premie`re constatation peut eˆtre faite conc¸ernant la hie´rarchisation d’FFD-BSpline :
elle permet d’accroıˆtre le nombre de degre´s de liberte´ de la transformation qui augmente
de manie`re quadratique alors que le temps de calcul augmente de manie`re line´aire.
Un seconde constatation inte´ressante concerne la tentative de prendre en compte la
conservation de la topologie dans le mode`le FFD-BSpline. Le mode`le Demons conserve
implicitement la topologie (du fait de la mode´lisation du proble`me) alors que la me´thode
FFD-BSpline (sujet de recherche principal des auteurs) doit rajouter une contrainte (dans
la fonction d’e´nergie) pour forcer le jacobien de la transformation a` eˆtre positif ou navi-
guer entre 0.5 et 2 pour obtenir une transformation home´omorphique.
Les auteurs concluent finalement que l’imple´mentation Demons dans ITK, dans lequel
le calcul des forces est inspire´ du mode`le Optical Flow, n’est pas tre`s performante. Par
contre, en normalisant l’intensite´ des images, on en ame´liore sensiblement les perfor-
mances. Concernant FFD-BSplines, ils estiment que l’algorithme est plus performant
que l’algorithme Demons classique, surtout lorsque l’on tente de pre´server la topologie
et que l’on re´gularise le champ de de´formation.
L’algorithme Demons utilise´ a` l’e´poque e´tait l’imple´mentation classique propose´ par
Thirion (mode`le de diffusion). Cette imple´mentation e´tait le´ge`rement errone´e et les
auteurs n’ont e´tonnament pas utilise´ l’imple´mentation de la variante de l’algorithme
Demons utilisant des forces syme´triques (mode`le d’attraction et diffusion) et corrigeant
le calcul du de´placement. En effet, pour de faibles valeurs du gradient, il calculait un
trop grand de´placement (Corinne Mattmann, [69]). Mais, l’algorithme Demons a par la
suite e´te´ encore perfectionne´ ([20]) pour eˆtre plus rapide en utilisant une force passive
qui diffuse l’image fixe sur l’image mobile et une force active qui diffuse l’image mobile
sur l’image fixe. Ces forces sont additionne´es pour de´former l’image mobile. Cette va-
riante permet, cette fois, un gain de performance globale de pre`s de 40% pour un couˆt
en temps de calcul d’a` peine 3%.
Pour effectuer le recalage, nous avons utilise´ l’imple´mentation, pre´sente´e dans l’article
[5], qui permet d’utiliser diverses variantes de cet algorithme et cre´er une de´formation
diffe´omorphique hie´rarchise´e avec ITK.
Outre sa rapidite´, nous nous sommes inte´resse´ a` l’algorithme Demons pour plusieurs
raisons :
– c’est un mode`le non-parame´trique. Il admet donc the´oriquement un infinite´ de
degre´s de liberte´ (limite´s en pratique par la re´solution des images, [14]) ;
– il corrige la sensibilite´ du calcul des de´formations pour de faibles valeurs du
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gradient et est beaucoup plus efficient que les autres algorithmes Demons ([75]) ;
– sa conception contribue a` la justification the´orique a` l’algorithme Demons et permet
d’en utiliser plusieurs variantes ([5]) ;
– il pourrait eˆtre imple´mente´ pour mieux exploiter le GPU ([51], [52]) ;
– enfin, cet algorithme pourrait eˆtre fort inte´ressant a` envisager comme une e´tape







Le cancer est un proble`me de sante´ publique parmi les plus graves qui soient. Une
re´volution dans le diagnostic et le suivi des tumeurs, mais aussi dans la localisation
pre´cise des cibles pour radiothe´rapie, s’est ope´re´e avec la fusion de l’imagerie anato-
mique (CT) et fonctionnelle (PET). Le PET/CT est de´sormais l’outil incontournable de
l’oncologie moderne. C’est particulie`rement le cas pour les tumeurs du poumon qui ont
fait l’objet de ce me´moire.
Les arte´facts ge´ne´re´s par la respiration sont une source d’impre´cisions dans la loca-
lisation spatiale de structures normales ou pathologiques (tumeurs). Il est le´gitime de
re´duire cet handicap, et le travail re´alise´ s’inscrit dans ce sens. En utilisant, de fac¸on
astucieuse, le mate´riel existant pour le traitement des images PET/CT, il paraıˆt raison-
nable de pouvoir diminuer les arte´facts respiratoires. Plutoˆt que de vouloir ope´rer des
ame´liorations complexes et couˆteuses sur le mode d’acquisition (l’appareillage PET/CT),
nous nous sommes concentre´s sur le traitement des images. La fiabilite´ de cet appa-
reillage demeurant, par ailleurs, inde´niable.
La connaissance approfondie des outils informatiques existants est capitale. Les choix
d’outils efficients n’auraient pas e´te´ possibles sans le pre´alable de la recherche bibliogra-
phique approfondie que nous avons re´alise´e sur le sujet. Une mise a` l’e´preuve pratique
personnelle des outils a ensuite e´te´ ne´cessaire. Nous avons alors e´value´ de fac¸on ap-
profondie la pertinence des outils informatiques destine´s au traitement d’images. Nous
avons se´lectionne´ ensuite les me´thodes les plus efficaces et efficientes pour un usage hos-
pitalier quotidien. Nous espe´rons, par ces biais, apporter une ame´lioration dans l’e´tude
des arte´facts induits par les mouvements respiratoires.
Pour de´velopper les programmes de traitement d’images, nous avons retenu le “frame-
work” opensource ITK. Nous avons donne´ la faveur a` l’algorithme “Demons” dans sa
version re´cente pour le recalage. Pour confronter les programmes utilise´s et de´veloppe´s
a` la pratique, nous avons utilise´ d’une part des images archive´es via Te´le´mis et d’autre
part des donne´es emprunte´es au mode`le POPI. Les donne´es cliniques sont par de´finition
authentiques. Le mode`le POPI, par contre, est un “artifice”, mais il reproduit le plus
fide`lement possible l’image d’un thorax tout en y incorporant la notion de temps (4D).
Enfin, nous sugge´rons que l’utilisation du GPU pour traiter les images serait une avance´e
conside´rable pour l’efficience du mate´riel de´ja` ope´rant.
En s’adaptant a` l’appareillage existant et en respectant la proce´dure la moins inva-





8.1 Transformations rigides et affines
Les transformations rigides et affine peuvent se repre´senter par le produit matriciel,
nous reprenons ici la mode´lisation de transformation rigide [1], [2] :
T : (x, y, z)→ (x′, y′, z′)
Ou` x, y, z sont les coordonne´es d’un point de l’image fixe (source,re´fe´rence) et x′, y′, z′
ceux de son homologue dans l’image mobile (cible).
Pour de´finire une translation qui de´place tout les points d’un de´placement [Tx,Ty,Tz]
dans les directions x, y, z :
Translation(X) =

1 0 0 Tx
0 1 0 Ty
0 0 1 Tz
0 0 0 1

Pour la rotation d’un certain angle :
Pour de´finire une rotation autour de l’axe x :
Rotationx(X) =

cos β 0 − sin β 0
0 1 0 0
sin β 0 cos β 0
0 0 0 1






1 0 0 0
0 cosγ sinγ 0
0 − sinγ cosγ 0
0 0 0 1

Pour de´finire une rotation autour de l’axe z :
Rotationz(X) =

cosθ sinθ 0 0
− sinθ cosθ 0 0
0 0 1 0
0 0 0 1

Pour de´finire une changement d’e´chelle (scale) d’un certain ratios (a` partir de l’origine
dans les directions x, y, z) (3 DDL) :
Scaling(X) =

Sx 0 0 0
0 Sy 0 0
0 0 Sz 0
0 0 0 1

Une transformation rigide mode´lise trois translations et trois rotations (6 DDL, Tx,Ty,Tz, β, γ, θ) :
Trig(X) =

cos(γ) cos(θ) cos(β) sin(θ) + sin(β) sin(γ) cos(θ) sin(β) sin(θ) − cos(β) sin(γ) cos(θ) Tx
− cos(γ) sin(θ) cos(β) cos(θ) − sin(β) sin(γ) sin(θ) sin(β) cos(θ) + cos(β) cos(γ) sin(θ) Ty
sin(γ) − sin(β) cos(γ) cos(β) cos(γ) Tz
0 0 0 1

Enfin pour de´crire une transformation affine (12 degre´s de liberte´) :
x, y, z) :
Ta f f ine(X) =

a1 a2 a3 Tx
a4 a5 a6 Ty
a7 a8 a9 Tz
0 0 0 1

Ou` Tk le vecteur de translation et R repre´sente le reste de la transformation (rotation,
scaling, shearing). La notation est complexe et ne pre´sente pas d’inte´reˆt. Ceci est la` juste
a` titre illustratif.
On peut e´galement envisager de diviser l’image en re´gions et de calculer une trans-
formation affine par re´gion. Cependant ce type de mode`le ne sera pas aussi compacte
qu’une transformation non-rigide par rapport au nombre de degre´ de liberte´.
Pour les transformations de´formables, on ne peut repre´senter la transformation avec une
simple matrice (4*4) comme ci-dessus (la transformation affine entre autres, ne prend
que des parame`tres globaux mais n’accepte pas les transformations locales ni meˆme
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un facteur de re´gularisation). On augmente donc le nombre de degre´ de liberte´ de la
transformation.
8.2 Transformations ge´ome´triques
Les me´thodes de recalage produisent des transformations ge´ome´triques. Dans ce
me´moire nous nous sommes concentre´ sur les tranformation non-rigide mais il existe
encore bien d’autre transformations envisageables. Ci-dessous figure une classification
d’apre`s les e´le´ments conserve´s (ref [80]) :
– isome´trie conservant les distances
– similitudes, conservant les rapports de distances (angles)
– transformations affines, conservant les droites et conservant 3 pts aligne´s
– transformations homographiques, conservant les droites
– transformations circulaires, conservant l’ensemble des droites et des cercles dans
le cas d’un plan ou transformations de Moebius, conservant l’ensemble des plans
et des sphe`res, en dimension 3.
– transformations conformes ou anticonformes, conservant les anges, qui sont au
premier ordre des similitudes.
– transformations e´quivalentes ou e´quiare´ales, conservant les aires dans le cas plan
ou les volume dans le cas 3D (au premier ordre, transformation affine de de´terminant
1)
– transformations bicontinues ou home´omorphises, conservant les voisinages des
points.




(a) Image initiale (b) Isome´trie (c) Similitude (d) Affine




F. 8.1 – Diffe´rentes types de transformations (Illustrations en deux dimensions)
8.3 Notes sur le mapping
Il y a deux aspects important a` signaler a` propos de la transformation calcule´e par
ITK. Premie`rement, le recalage s’exe´cute sur base des coordonne´es des points dans
l’espace physique et non celle dans la grille de l’image. Deuxie`mement, le sens de la
transformation imple´mente´ par ITK est la transformation inverse.
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F. 8.2 – Illustration du mapping entre les espaces physiques
Supposons que l’on de´forme une image d’input a` partir d’un champs de de´formation,
on peut exprimer la relation entre les points de deux images de deux facons comme cela
est pre´sente´ dans sur le site d’ITK ([69],[75]) :
8.3.1 Forward Mapping
On de´finit une transformation en chaque pixel (ou voxel) de l’image d’input et on
interpole la valeur d’intensite´ en dehors de la grille (espace) dans l’image d’output.
F. 8.3 – Illustration du la transformation avant
– Il peut donc y avoir plusieurs mappings qui atteignent un pixel d’output (overlap)




– Pour interpoler, on doit se baser sur le mapping voisin qui n’est pas arrange´ de
manie`re re´gulie`re autour du point dont on de´sire estimer l’intensite´.
8.3.2 Inverse Mapping
On de´finit la transformation en chaque pixel de l’image d’output et on interpole la
valeur de l’intensite´ de l’image en dehors de la grille (espace) de l’image d’input.
F. 8.4 – Illustration du la transformation inverse
– Cette approche evite des trous ou overlap dans l’image d’output (qui sont parcou-
rus se´quentiellement).
– Les pixels dans l’image d’input sont interpole´s a` partir d’un voisinage place´ de
manie`re re´gulie`re (dans la grille de l’image d’input).
– ITK utilise imple´mente cette approche. Le composant repre´sentant la transforma-
tion map des points de l’espace de l’Image Fixe dans celui de l’espace de l’Image
Mobile . x′ = T(x|p) (x′ point dans l’espace de l’Image Mobile et x point dans
l’espace de l’Image Fixe ).
8.4 Le gradient spatial
Afin d’avoir pouvoir visualiser le concept du gradient d’une image ou d’un champs,
il m’a semble´ inte´ressant d’utiliser Octave et gnuplot. Le gradient consiste simplement
en le vecteur des de´rive´es partielles selon les axes d’une image (en un point de l’image).
Pour illuster cela, nous avons choisi une image simple qui repre´sente un gros point blanc
en deux dimensions (le raisonnement est le meˆme en trois dimensions). Notons que si
nous voulions trouver une fonction d’interpolation pour la repre´senter, nous aurions pu
utiliser une le produit tensoriel de deux fonctions gaussiennes a` une dimension (en x
et en y) comme on le voit dans la figure b. Les figures c et d sont des repre´sentations
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discre´tise´es de l’image qui mettent en e´vidence les contours du gros point blanc. Le
gradient spatial de l’image (figure a) est repre´sente´ par des vecteurs dans la figure e.
Comme on le voit, le gradient a une valeur nulle dans les re´gions ou l’image est isointense
(meˆme intensite´) et a une valeur e´leve´e lorsqu’il y a une forte variation dans l’intensite´
de l’image.
Cela est inte´ressant dans le cadre du recalage car imaginons maintenant que l’on aie
une autre image mais qui repre´sente non plus un gros rond blanc mais un carre´, le
gradient spatial nous informerait e´galement sur les patterns isointenses. Le mode`le des
flux optique et celui de diffusion exploitent donc ces proprie´te´s des images pour distin-
guer les patterns d’intensite´ relativement semblable dans chaque image (pour ensuite
en de´former l’un sur l’autre).
De plus, le gradient spatial peut-eˆtre un outil mathe´matique inte´ressant pour analyser
une transformation. En effet, imaginons maintenant que la figure b soit une transfor-
mation d’un point mate´riel (au centre de l’image) qui se de´place plus “vite” que ses
voisins dans une direction rectiligne pendant un certain temps. Le gradient spatial
de la de´formation (plus pre´cise´ment son de´terminant) va nous donner des informa-




(a) Soit un gros point dans une image (b) Ce point peut se repre´senter comme
une fonction
(c) Nivellement des couleurs (d) Contours a` partir des patterns
(e) Gradient de l’image
F. 8.5 – Illustration du gradient dans une image 2D
8.5 BSpline
BSpline est une fonction tre`s courante pour l’interpolation. Elle a un support assez
compacte, est tre`s efficace et efficient. Outre le fait de donner de bons re´sultats, elle ne
demande pas trop de temps de calcul. La fonction BSpline d’ordre r a` une dimension se
de´finit re´cursivement :
βr(p) = βr−1(p) ∗ β0(p)
β0(p) = 1 pour p ∈ [−1/2, 1/2], 0 sinon
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Ou` ∗ est l’ope´rateur de convolution. Celui-ci sert a` lisser les courbes ou les filter. Plus r
est grand, plus l’on s’approche d’une courbe de forme gaussienne.
Le produit de convolution de f et g correspond a` la multiplication des transforme´es
de Fourier des fonctions (on ne travaille pas sur des pixels re´partis dans l’espace mais
en terme de la fre´quence des valeurs qu’ils prennent, le spectre de l’image). [76] et VXL) :
f ∗ g = F −1 (F ( f ) · F (g))
Pour expliquer la convolution, une illustration visuelle est inte´ressante. β0 est la fonc-
tion en forme de U renverse´ ci-dessous. Lorsque l’on convolue β0 avec elle meˆme, β1 se
calcule par la surface courverte progressivement par β0 et la feneˆtre de convolution (β0)
progressivement de´place´e de gauche a` droite :
( f ∗ g)(n) =
∞∑
m=−∞
f [n −m] · g[m] =
∞∑
m=−∞






F. 8.6 – Illustration de l’ope´ration de convolution pour cre´er une nouvelle bspline
On ne travaille en ge´ne´ral qu’avec des degre´s de 0 a` 5. De plus, comme l’inte´reˆt de la
fonction BSpline est d’avoir un support limite´ (s’e´tendant sur [−(r + 1)/2, (r + 1)/2]), on
travaille en ge´ne´ral avec des degre´ impairs afin d’avoir un nombre entier de PDC.




F. 8.7 – Illustration du produit tensoriel de 2 courbes BSpline a` une dimension
8.6 Evaluation de la performance
Pour e´valuer une technique/me´thode dans un contexte particulier (tel que la me´decine)
il est inte´ressant d’envisager, comme en e´conomie, la performance sous trois dimensions :
F. 8.8 – Illustration de la notion de performance
La pertinence : est une notion qui met en relation les moyens mis en oeuvres et les
objectifs. Il faut se donner les moyens, suffisants mais pas excessifs, d’atteindre les
objectifs.
L’efficience : met en relation les moyens avec les re´sultats. La me´thode ou technique doit
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avoir un bon rendement, c’est a` dire permettre d’obtenir des re´sultats au mieux
sur base des moyens engage´s.
L’efficacite´ : met en relation les objectifs poursuivis et les re´sulats. C’est la mesure de la
qualite´ des re´sultats obtenus par rapport aux objectifs poursuivis.
8.7 Code et frameworks a` te´le´charger
Pour de´buter avec ITK et obtenir les codes sources utilise´s, vous pouvez toujours me






CPU Central processing unit, e´le´ment de calcul central pour la carte me`re
GPU Graphic Point Unit, e´le´ment de calcul central de la carte graphique
Registration recalage, en anglais
Demons Central processing unit
ITK Insight ToolKit, framework de de´veloppement d’application
CT Computed Tomography (parfois appele´e Tomodensitome´trie TDM)
PET Positron emission tomography (parfois appele´ PET)
DICOM Digital Imaging an COmmunications in Medecine
List-mode fichier a` tre`s haute re´solution temporelle
Gating me´canisme qui fait que le mode exploratoire enregistre via un signal exte´rieur les phe´nome`nes
dans un fichier appele´ List-mode
MHD Meta Header Data, format d’archivage des images pour ITK
POPI Point-validated Pixel-Based Breathing Thorax Model, mode`le (ou fantoˆme digital si l’on veut dans
le contexte de mon me´moire (je l’utilise pour cela)) en 4 dimensions d’un thorax durant un cycle
respiratoire
mappe (mapping en anglais) vieux mot de franc¸ais pour nappe (qui a l’e´poque s’e´crivait avec M). La
mappemonde est un carte du monde que l’on peut de´plier sur une table comme une nappe.
de´formable, non-rigid, non-line´aire famille d’algorithmes de recalage. le vocabulaire n’est cependant
pas tre`s bon je trouve
dimension fait re´fe´rence au nombre d’e´le´ments qui forment la base du syste`me de coordonne´es envisage´.
Cela implique que pour repe´rer un e´le´ment de cet espace, il faille autant de dimensions. C’est pour
cela que l’on parle de dimension des images en terme du syste`me de coordonne´e de l’espace (2D,
3D) mais aussi matriciel (re´solution). Il en va de meˆme pour le vecteur spacing, les coordonne´es de
l’origine et la re´solution de l’image
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image ensemble de points situe´s sur une grille re´gulie`re dans l’espace. Elle est encode´e de manie`re
discrete graˆce a` une matrice de pixels, un origine dans l’espace et un spacing. Ses dimensions sont
au moins celles du syste`me de coordonne´es qui permet de se repe´rer dans l’espace
2D et 3D fait allusion aux dimensions de l’image
2D+t et 4D (ou 3D+t) fait allusion aux dimensions de l’image en deux dimensions physiques et une
temporelle ou trois dimensions physiques et une temporelle
matrice ensemble des pixels de l’image qui ont une valeur (appele´e intensite´).
pixel/voxel fait re´fe´rence au point de “coordonne´es” (i, j) dans la matrice si l’image est a` 2 dimensions et
(i, j, k) si elle en a 3. On utilise souvent le terme pixel a` la place de voxel (un “picture” element n’est
pas un volume). On associe souvent aussi le terme pixel a` la valeur qu’il enregistre ou a` sa position
dans l’espace physique repre´sente´e par un point ge´ome´trique.
grille fait re´fe´rence au points de coordonne´es (x, y) qui repre´sentent les points de coordonne´es (i,j)
dans l’espace (en fonction du spacing, de l’origine et des dimensions). Le domaine d’une image
est l’ensemble des coordonne´es de points (qui sont eux-meˆme une repre´sentation de ceux de la
matrice)
spacing fait re´fe´rence a` l’espacement entre les pixels ou la taille d’un pixel (cad la re´gion qu’il couvre, on
parle alors de couverture)
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