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Neste trabalho fazemos uma exposição ele problemas de otimização sob a visão da AnAlise 
Funcional. Na verdade o problema básico é 
I InHl .f(x) s.a F(.T) =o J;(:c) :ô o, != 1, ... , rn 
onde f e fi, i= 1, ... , rn, são funcionais sobre o esp<ô\.ço de Banach X e F: U Ç X -t Y é 
uma função do aberto U Ç X no espaço de Banach Y. 
Utilizando-se da Anúlise Funcional, Dubovitskii e Niilyutin estabck·cna.m a regra Jc multi-
plicadores de Lagra,nge que, por ser tratada em espaços de Banach qu;:~.isqucr, refere-se tanto 
a. problemas de progarnação matemática, qnauto a. problemas t·clacionado~ com a teoria de 
controle ótimo. No primeiro capítulo, tratamos deste assunto, aprcsenLattdo algunr; conceitos 
mais comument.e encontrados na teoria de controle. 
A teoria desenvolvida por Dubovit.skii e Milyutin, contudo, torna-se .ineficiente nos casos em 
que a fuw;ão F é não-regular em pontos suspeitos de serem extremos no problema (P), pois 
nestes pont,os o multiplicn.dor À 0 associado à função objetivo pode ser nulo, impossibilitando-
nos de relacionar a função a ser rninimizada com as restrições do problema .. 
1 
Tendo, então, essa visã.o a.nalft.ico-funcional do problema, Avakov [13] conscguíu estender 
.a regra de multiplicadmes para problem<t.S em que se exige menos do que a reg;ularÜlé.tdc da 
função F' em pontos suspeit.os de serem de mínimo, conseguindo a.l:lsim À0 f O. Este é o <:h"l-
sunto do nosso segundo capitulo, no qual consideraremos apenas o problema de minimizaçà.o 
com restrições de igualdade. 
Nas demonstrações feitas nos dois capítulos são ut1lizados alguns resultados de análise fun-
cional que, para que não se tornem obscuras as explicações, sào indicados por rnímcros entre 
colchetes, indicando sua colocação em um dos três <:tpêndices, que foram feitos apenas para 
referéncia, pois suas demonstrações não são feitas, mas damos as referências bibliográficas, 
onde podem ser encontradasl entre colchetes. 
2 
Capítulo 2 
Caso regular, formalismo de 
Dubovitskii-Milyutin 
Abordaremos aqui a teoria desenvolvida por Dubovitskii c Milyutin para a dctcrmiuaçào 
de condições necessárias de otimalidade para. o problema 
I llllll J(x) s.a. F(x) =O J;(x)~O, i= 1, ... ,n. 
Neste sentido, damos algumas definições preliminares, seguidas de alguns resultados sobre 
os cones de direções de descida de J, direções factíveis e de direç.õcs tangentes. Logo depois, 
apresentamos o teorema de Dubovitskií-Milyutin, que nada mais é do que a regra dos mul-
tiplicadores de Lagrange em uma versão funcionaL Para que possamos uWízá-la na pnítíca., 
seguimos com o desenvolvimento dos cálculos dos cones e de seus dua.is. Concluímos com a 
aplicação dessa teoria a alguns problemas de programa.çào matemática. 
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2.1 A equação de Euler-Lagrange 
Nesta seção, P(x) será um funcional (não necessariamente linear) cujo domínio de de-
finição será uma vizinhaça U de um ponto X 0 num espaço vetorial normado E. Serão tm11bém 
considerados dois tipos de conjuntos que restringirão a variável ;r, a saber, 
Qi, i= 1, ... ,n, que serão conjuntos de interior não-vazio, e Qn+t, que scni um conjunto 
sem pontos interiores. 
Em geral, Qi, i= 1, ... , n, serão determinados por restrições de dcsigm1Jd.adc, e CJn+l por 
um sistema de restriçôcs de igualdade. 
n+l 
Considerando Q = n Qi, nosso problema scr<:Í- encont,rar :r 0 E Q tal que 
i::=: I 
Seguiremos agora com um conjunto de Jdiniçôcs que scrào a base de Lodo e8tc 01.pítulo. 
Definições 2.1.1 : 
(i) Un1 vetor h é dito uma direção de descida do funcional F(a') no ponto ,J:01 se existe 
uma. vizinhança.(} de h, um número estritamcnLc negativo n = n( F, ;c 0 , h) t~ E0 >O t.ai.::; 
que, quaisquer que sejam f (O< 6 < Eo) c Tt E U 
(2.1) 
(ii) F'(:r:) se diz um funcional regular de descida se stms dircçôcs de descida no ponto 
X 0 formam um conjunto convexo. 
(iii) Sendo Q dado por restrições de desígualdade, dizemos que o vetor h é uma direção 
factível para Q no ponto X 0 , se existe uma. vizinhança, U do vetor h e 6 0 > O tal que, 
para quaisquer é (O< é< é 0 ) c h EU, os vetores x, + t;/;. E Q (ver ligunt L!). 
Q 
Figura 2.1: 
(iv) Uma restriçào de desigualdade Q é regular no ponto :E 0 se o conjunto de direçôes 
fadívcis para Q em :L 0 é convexo. 
Quando traba.lhamos com restríçôes de igualdades, por ser Q un1 conjunto sem pontos 
interiores, não podemos utilizar o conjunto de direções factíveis, como dado acima. Assim, 
torna-se necessário um ligeira modificação em tal conceito para este tipo de restriçócs. 
(v) Urn vetor h se diz um vetor tangente unilateral oul simplesmente, direção tan-
gente a Q no ponto :c0 se, para qualquer e (O < e < t: 0 ), existe um ponto :c(e) E Q 
tal que, se colocarmos x(t:) = Xo + e.h + r(t:) então o vetor r(e-) E E é ta.i que, p1:1ra 
qualquer vizinhança U de zero,± 1·(.::) EU para todo E> O suficientemente pcque11o, 
ou, equivalentemente\ 
llr(c)ll = o(c). 
(ver figura 1.2) 
(vi) Uma restrição da igualdade Q é regular no ponto :1;0 se o conjnnto das dircçôes tan-
gentes a Q em X 0 é convexo. 
Observações 2.1.1 
-Figtu·(l, 2.2: 
(i) As direções de descida, geram um cone aberto /\. corn vértice O, isto é, )._[\" = f( para 
todo À> O. 
De fato, se h é uma direção de descida, então, À h, À > O, também o ó ( ba.st.a trocar 
U por ).(}, E0 por T e a por Àa), e [(é um cone com vértice em O. Alórn disso, A' 
é aberto, pois se h E ]{ e h E U, então, h E /\' (basta tomar o mesmo U, a ê 0 mt 
desigualdade (1.1)). 
(ii) As direções factíveis geram um cone aberto K com vértice em O. 
De fato, se h E f(, trocando U por >.U c € 0 por T, tem-se que À h E K, para À > O, e 
Lodo h. E U também estará em f{. 
(iii) As direções tangentes também geram um cone /\'com vértice em O. 
Definição 2.1.1 Se [( é um cone em B, seu cone dual f{" é o conjunto dado por 
W ={f E E' : f(x) :0: O, 'lx E K} C W 
O uso da notação J{* para o cone dual não parece próprio, pois se h" = E, então {\'"' 
{O} ::f E"'. Contudo, isto é usual na litera.tura.1 não devendo 1 porta.nto 1 causar confusào. 
Len1a 2.1.1 Sejam 1{1, ... ,l\.111 1<n+l cones corwe:ws com vért-ices em 01 onde [{1, ... 1 Kn, 
n+l 
são abertos, e suponha que n K1 = 0. Então e:riste.m funcíonais lineares fi E Kt 1 nào 
i=l 
8Únultaneamente nulos, tais que 
f1 + · · · + fn+l = O. 
Den1onstração; 
n 
Suponha n l\; = K f f/J, J{n+t nA" = 0. Como /\" é aberto, pelo teorema de scpara.ç·ào de 
1::::1 
!Jahu-Bauach, exist.e f E B• (f i O) tal que 
/(:r) > 0, :c E I\ 
fCc) < O, .r E r,·, ti. 
J~ claro que 
/ -· _\ = UlK,r =ti,, 
i=l i=l 
e portanto, 
" f= L f,, com !1 E K;" i= 1, ... , n. 
i=l 
Tomando fn+l = -f, temoa fn+l E /{~+1. 
" 
Supondo agora que n Ki = 0, existe algum s (1 ::; s S n) tal que 
i=l 
,,+1 n 
nK,=0 e K=nf(,oj0. 
i=l i::::l 
Usando o que foi provado acima (trocando n por <>) obtemos fi E /\·;, r 
fa+J -:f O tais que 
/; + ... + f,tl =o, 
Fazendo fs+ 2 = .. , = fn+l = O, obtemos os referidos funcionais. 
1," .. , :;: + 1, 
o 
A recíproca deste lema também é verdadeira c só não a demonstramos aqui por nào ser de 
nosso interesse imediato. (ver[*]). 
Tendo em mãos tais fatos podemos apresentar o seguinte 
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Teoretna 2.1.1 (Dnbovilskii-!vfilyutin) Suponha que o funcíonal F(:r) assumr um m/rumo 
n+J 
local sobre CJ = n Qi HO ]JOnlo :ro E Q. S-uponha ainda qur fr'(:v) é I'ClJitlar de rlt::>rida C//i ,Co, 
i::d 
com direções de descida 1\0 , as restrições rlc dcsigualdnrlc Qi, í = 1, ... , n, sr/o rrgularcs rm 
X 01 com dú·e_ções factíveis ]{i, a reslriçâo de igualdade q,.+l é tmnbbn regular em x(, con1. 
díreções tangentes Kn+l· Entâo1 existem funcionais líneates contímws fi, i = 0,1, ... , n + 1, 
1Hio súnultaneamenlc nulos, tais qne fi E A7'!, i= 0, ... , n+ 1, os quais satújazcm a cquaçào 
de Euler-Lagrange: 
Jo + /1 + · · · + fn + .fn+l =O. 
Demonstração: 
Basta mostrar que se P(x) tem um mínimo em :r. 0 , cntào 
n+l n K, I 0. 
i:::O 
(nenhuma direção de descida do funcional F(:1;) pode ser factível para t.odas as rctriçõcs). 
Depois é só usar o lema acíma. 
Suponha que isto é falso, isto é, existe uma viúnbançn U de ltlll vetor h tal que, quando 
n 
o$ ê $ êo, qua.lquer verlor Xo + dt, li E U, está em n Qj e sa.ti::~faz 
i::::l 
Sejam o vetor x(e) = X 0 + d~ +r( e) E Qn--H corno na. definição de dire~;.·ão ta.ngenle, e f 1 
tais que 
1 




h(s) = h+:_ r( e) E U, 
é 
Então, qua.ndo O::; e< mín{f 01 êt}, os vctore::; :r( e)= .r 0 + ell(e:) cstào, por um bulo, em 
n Q; e, por outro lado, em Qn+l· Assim, dcs satisfazem todas as restriçôcs. Acontece que 
i=l 
eles também satisfazem a desigualdade 
o que contradiz o fato de que X 0 é um ponto de mínimo. Logo, 
n+l n K, = 0. 
i=O 
Além disso1 /\'0 , Kt,,,., Kn, são cones convexos abcrtàs, c /\'n+l ó um cone convexo. 
Obt,ivemos, assim, as hipóteses necessárias para a utilização do lema a.nt.crior e consequcnte 
conclusão elo teorema. 
o 
Do teorema de Dubovitskii-Milyutin vemos que, para obtermos uma caracterização analítica 
(ou funcional) das condições geométricas de ot.imalida.de obtidas no lema, devemos conseguir 
ca.lcular os cones associados às diferentes r<.~stríções do problema dado c, posteriormente, 
devemos saber calcular os cones duais associados. Este será. o assunto das seções seguintes, 
2.2 Direções de descida 
Nesta seção serã.o apresentados alguns teo1·emas que servirão para o cálculo das direções 
de descida dç funcionais. Em toda ela. K denotará o conjunto da,s dircçócs de descida para 
o funcional F(:r) no ponto X 0 , F'(;r: 0 jh) indicará a derivada de F'(:r) no ponto ;f 0 na dircçào 
h e F'(:r0 ) a. derivada segundo Fréchet de F'(:e) no ponto :rw 
Teoren1a 2.2.1 Se h E/{ e F'(:ro; h) c:ri5lC1 cntâo 1 
Demonstração: 
Temos, da definição de direção de descida1 que existe E0 > O c alplw < O tais que 
F '( I) 1. F(,,+ c h)- F(;t,) < 1. F(x,) + w- F(,,) Xoi t = un _ tm = 
e.!.O ç; e.~o ç; 
O' < o. 
o 
Teorema 2.2.2 Seja E U'ln espaço de JJanarh e suponha que F(:r) satisfaz u-ma ·condicáo 
de Lipschilz numa ví:n'nhança de J..'0 (isto é, e:riste E,> O e {3 >O tais que !F'(.rt)- F(.r2 )! :5 
fllloc 1 - x,ll sempre que llxt- x,ll :Õ c, llx,- ;r, li ::; E,) c que cústc h tal qnc F'(:r,; h) <O. 
Enlâo 1 h E I<. 
Demonstração: 
Sejam ó >O e F'(:r- 0 ; h)= -ó <O. Da dcHniçào de derivada direcional temos: 
F(:e, +<h) ::; P(or,)- '2° 
para O< E< E 1 . 
Se h é um vetor arbitrário tal que llh- hii::S ,1~ c O< e:< min-{e,,e:J}, então 
F(x, + ch) < F(,;,+ c h)+ filie h-- chll 
EÓ e;â 
< P(x,) -- 2 + 4 
"( ) u) f• X 0 - ·1 
e a, condiç.ão para que h seja uma direçã-o de d(~scida é satisfeita tomando ü = -~,isto t\ 
h E f\. 
o 
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Teorema 2.2.3 S'eja E nm espaço de Banach. Suponha que F(:r) satisfaz uma condíçàu 
de Lipschilz numrt vizinhança do ponto :r0 E E, e que é direcimwlmcn.te difcrcnciâvcl em 
:r(n em qualquer direção. 5'e F'(:ro; h) é crmve:ro como função de h 1 cntâo F(:r) é regular ri e 
descida em Xo! e 
K= {h P'(:r0 ; h) < 0}. 
De1nonstração: 
Dos teoremas 2.2. l e 2.2.2 concluímos que 
[{={h : F'(:co; h)< 0}. 
Como F'(x 0 j h) é convexa em h, segue das propriedades de funções convexas que o con-
junto f{ acima é convexo. 
o 
Temos aínda dois casos especiais em que podemos determinar as direç.ões de descida 
usando derivad<:ts ou derivadas clirecJonais: 
i) Se F(x) é um funcional convexo contínuo nnm espaço uortnaclo l•,J\ (~JIL'to !•'(:r) é rf!gula.r 
clcscída em qualquer ponto e 
11. = {h 
ii) Se F(x) é Fréchet-diferenciável, ou, simplesmente, diferenciável crn :r 01 cnt.ã.o F(-r) é 
regular de descida em :r0 e 
f(= {h (F'(xo), h) < 0}. 
Vamos agora a algum exernplos, nos quais calculamos a derivada. dirccicma.l e aplicamos 
os teoremas já. vistos. 
li 
Exemplo 2.2.1 Seja Flr) 
F'(x)=.fe 
(J,:-c), com f E E*. Enliio, F(x) é Fréchcl.-difcrcw:iávc/, 
/(={h : )J, h(< 0}. 
Exen1plo 2.2.2 Seja o funcional inl.egral 
T 
F(:c) = 1 <l>(x(l),l)dt 
sobre E'= (C[O,T])n1 a;= x(l) 1 com <P(:c,l) conlílltta em x,l, Fn5chel-díjcrcncirívcl crn 
relação a x c com derivada parcial <Px(:r,t) conUnua em :r, L Enliio1 F(:r) é Fréchd-
difcrcnciável, c 
T 
(P'(:eo),h) = 1 (o/,{:r 0 (1),1),h(t))di 
T 
[{ = {h E C : { (<l>,(:r0 (i), 1), h(l))dt <O} . 
.f o 
Exe1nplo 2.2.3 Seja F(.-c) = m~l.X Fi(:~:) 1 onde Fi(<t:L i= l, ... ,n, siio funçôcs num espaço l.$t_$n 
nornwdo, diferenciáveis em x, na direção h. Entáo, F(x) é difcrcncúíw:l crn :r0 na direçáo 
h, e 
onde I= {i : l•i(:c0 ) = F(xo)}. 
Se cada função Fi(x) é convexa e coni.ínua., mt difercnC'iâvd, cntáo F(x) é regular de 
descida crn :t:0 e 
/(={h F/(xo, h)< O, i E f}. 
2.3 Direções factíveis 
Nosso objetivo agora é dotermiuar o cone de direções factíveis no ponto .T0 para o conjunto 
Q. Tal cone será denotado por Kb. 
.l2 
O caso que nos íteressa é aquele em que a; o é ponto de fronteira de Q, jti que, se :r0 E int Q, 
segue que f{b = E. 
Além disso, o conjunto Q deve ter pontos interiores, po1s, caso contrário, Iú 0. 
Trataremos o caso onde Q ó definido por funcional, isto é, 
(2.2) 
Pelo que já. foi dito, se F'(x) Ô contínuo podemos <~studar o caso 
Aqui, o cone de direções de descida em X 0 do funcional F'(a:) Hení denotado por f{y· 
Lema 2.3.1 K, Ç K,. 
Demonstração: 
F(x, +e h) s; /<'(x,) + w < F(.x,). 
para todo Tt em uma vizinhaça U do vetor h e todo E ta.l que O < E < E: 0 , Além. disso, para 
tais i~, e t:, temos X 0 + e;h E Q. 
Portanto, h é também uma direção factível. 
o 
Teorema 2.3.1 /:htponha que F(x) é Fréchcl~difercnciâvel em. :I~ 0 em qualquer direção. Se 
e:ríste h, tal que F'(:r0 ;it) <O, então 
Iú ={h F'(x,; h) < 0}. 
Den1onstração: 
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Suponhamos h E ]{b· Então X 0 + t:h E Q para O < e < € 0 , isto é, 
Ternos então que F'(xo, h) ::; O. Como Kb é abert,o, existe uma yjzínhança. U do vetor h tal 
que U Ç K,. Seja"! > O tal que h0 = h +"!(h- h) E U. Então, 
e segue~se da convexidade de F'(:ro; h) em h que 
F'(.··· .• ·, 11) J?' (" . 1 ,, + _1_,·,) 
' "''1+1 ·o l+'f · 
< -
1
- Flr,; h,)+_"!_ F'(,r,;l1.) 
1+"1 l+'f 
< - 1- Flr,;J,.). 
1+1 
[J 
Corolário 2.3.1 Suponha. que qualq1tcr das scguínlcs condiçàcs se salisfa::: 
i) E' (!um espaço de /Jarwch 1 F{:r) sali4a:: uma r:omb:çâo de Lip.<>chil:: muna vi::.inh.aça 
do ponlo :r0 c r! d((crencíável no ponto :t:0 em qualquer ditcçâ.o, F'Cr 0 , h) (; corwc:ro C/11. 
h, c e:ústc h tal que f?'(:r: 0 ; h.)< O; 
ii) P(r) é um funcional convexo conlfnuo c e;rislc X tal que F(:!;)< P(,To)/ 
iii) E é um espaço de Banach, l"(:r) é F'réchet~difcrcncúivcl em :1: 01 F'(;r 0 ) f:. O. 
Brti-iío 
K, = K, ={h F'(.r,; h)< 0}. 
o 
Finalmente, se Q é um conjunto convexo, o seu cone de direções factíveis no pont.o .r 0 é 
dado por 
K, = {.\(íntQ- :r") : À> 0}, 
isto é, 
K, ={h : h= À(x- :C 0 ), :r E int Q, À > 0}. 
E isto é obtido simplesmente usando a definição. 
2.4 Direções tangentes e o teorema de Lyusternik 
Nesta. seção demonstraremos o teorema de Lyusternik, que é de grande importáncia para 
a determinação das direções tangentes, utili2ando o teorema das fuiH;ôes implícitas uuma 
versão em que não necessitamos que a função seja de classe C 1, mas apenas estritamente 
diferenciável. 
Definição 2.4.1 Sejam X e Y espaços de lJanac!t. ;l aplicaçâo P : X -----+ Y é dita 
estritan1ente diferenciável em X 0 se c:úslc uma o.plicaçiio A E L:( X, Y) tal que, para lodo 
G > O existe Ó > O tal gue1 quaisquer que sejam x 1, x2 E B( :!?01 ó) tem-se 
(2.:J) 
Observações 2.4.1 · 
(i) Se Pé estritamente diferenciável, entào Pé Fréchct-difcrenciávcl. Basta fazer :r 1 = :r 0 
e x2 = :r 0 +h em (1.3), e considerar que A= P'(:r 0 ). 




IIP(xi)- P(x,JII < Ejj:r, -:r, li+ IIA(.r, - x,)JI 
< e li"''- x,JI +!VIII'"' - :r·,JI 
(e -1- M)ll:r, - .r,JJ. 
Logo1 Pó LipschiLz e portanto contínua em IJ(;1: 0 , ó). 
(iii) P pode ser Fróchd-diferenci<ivcl e nào ser estritamente diferenciável, CO!llO no scgHillt(' 
exemplo: P : lU ............-t IR definida por 
P(x) = { O, 
.,.2 
.. ' 
em .r= O. 
De fato, em qualquer vizinhança de x = O, fazemos 
e obtemos 
onde A E C(Jll, Jll) e 
A( h) = O p<Lra Lodo h 
o(h) = { jhl, 
o, 
se h EQ 
sehrf.Q 
P(O +h)= P(O) +A( h)+ o(h)Jihii 
lim lia(h)il = lio(OJII =O. ilh!!--J.O 
Logo, P( :r) é Fréchet-diferenciável em a: = O. Contttdo uão é est.ritantcBtc di fcrciici<ivcl, 
pois se o fosse: pelo que foi visto no item anterior, ela seria contínua em urna. vizinhança 
de x =O, mas P(x) só é contínua no ponto x =O. 
(iv) Se Pé de classe 0 1, então Pé estritamente diferenciável. 
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Teorema 2.4.1 (das funções implícitas) Sejam X um e.-;paço lopológico, Y c Z espaços de 
Banach, VV uma vizinhança do ponto (xo, Yo) em){ X Y 1 4) : l'V ---t Z c r/Y(:r:"', Yo) = ::0 • 
Suponhanws que: 
ii) E':tisle A E .C(Y, Z) tal que, pnm todo é > O, r::ristc 6 > O c unw vi::inhanço. V rir 
:r,) possuindo a se,qU1:ntc propriedade: a coruliçâo :r E V c y', y" E B(y0 ,â) implior o. 
desiynaldadc 
llli;Cr,y')- ,P(J:,y")- A(y',y")ll < eiiY'- y"ll; 
.. ·; \l' z 1-ll i ::::: J. 
E'nUio, eúsle nm númcm k > O, uma vizinhança U do ponlo (:r"' Yo) em X x Y c uma 
aplicaçâo 1.p : U --t Y tais que 
a) ,P(x,<p(:r,z)) ~ z; 
A demonstra.çâo deste teorema. pode ser vísta, em [1]. 
Definição 2.4.2 Seja M C E. O elemcnlo h E E C dito vetor tangente a Af no ponto 
:c0 E 1\11 se e;riste um número E> O e uma aplicação 1': [-e:,t:] --tE lais que 
i) .r,+ ah +r( a) E M, 
ii) 1·(a) ~o( a) para n-+ O. 
O elemento hEM é dito vetor tangente unilateral (ou direção tangente) a 1\1 no 
ponto :c 0 EM se existem é> O e uma aplícaçâ.o r(Ot é) ---+ E lais que i} se vcnfica e ii) se 
verifica pam a .1- O. 
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O conjunto de todos os vetores f;angentcs a Nl no ponto :r 0 é denotado por TrolH, c o 
conjunto de todos os vetores tangentes unilaterais é denotado por T3~1\!I. 
Da definição segue 
T,)vf ç T;t, M c 
T,"M = 1;,M n ( -7;t,M). 
Quando o conjunLo 'l~)Vl é um subespaço de B ele é chamado de espaço tangente a 
AI no ponto .T-0 • 
Exemplo 2.4.1 Se E= Y x l!l, onde Y é nm espaço normado c M = {(!J, z) z = IIYIIL 
udâo 
1(o,o)AI = {O) 
Teoretna 2.4.2 (Lyusternik) Sejam. X, Z espaços de Banach, U urna vizinhança do ponto 
X 0 E X, P : U --t Z tal que P(xo) = O. Se P é estritamente di;fcrencilivd no ponto 
:r.0 e P'(xo)X = Z, enUio o conjunto 1\J = {x : P(.t::) =O} possui rw ponto :to um. c8paço 
tangente 
Demonstração: 
Primeiramente, mostra1·emos, em (a), que T.:;,Af C ker P'(:r 0 ), e depois, em (1)) 1 que 
ke1-F'(xo) c r:.,M. 
(a) Seja h E 1~~M. Entã.o, 
P(xo + o:h +r( a))= O 
pois, pela definição de vetor t;angente unilateral, temos que ;r 0 + crh +r·( o:) E 1lrf, 
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... 
I,: '; ' (; X \• " ' 
Como }:J é estritamente diferenciável, ela também é Gâteaux-diferenciável, e como 
(h+ ±l) E X, ternos 
" 
P(x, + ah +r( a)) P(:c,) + aP'(x,)h +o( a) 
aP'(:r,)h +o( a). 
Logo, aP'(x,)h +o( a)= O, e passando o l.imite, 
Portanto, 
7~~IVJ C kcr P 1(a:(,). 
(b) Agora., vamos aplicar o teorema da função implícita i"~ funçào 
f( :r:, y) = P(:r: + y). 
Como P é estritamente diferenci<.ível em :r01 ela é contínua em uma vizinhança de .r0 , 
logo :t: f---t o/(.r,O) = P(:t:) é contínua em :r01 c 
II.P(x,y')- ,P(cr,y")- P'(:r:,)(y'- y")ll 5 EII:Y'- /'11, 
Temos tarnbém que P'(.:t0 )X = Z. 
Assim, as três condições elo teorema, da função implícita. são satisfeitas, Bttstando consi-
derar X = Y uo teorema. 
Logo, existe uma vizinhança U C X do ponto :r 0 tal que 'ifJ(.r,~.p(.r)) =O ::;c, c sonlcntc 
se, P(cr + <p(:r:)) =O, 
Fazendo r( a)= <p(x, + ah), obtemos: 
P(x, + crh +r( a)) = P(:r, + ah + <p(x, +oh))= O, 
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llr(a)l! = II'P(:ro+ah)ll < kiiP(:,o+ah)ll 
e se h E ker P'(:,,), cnt"o lir(n)ll =o( o). 
klil'(.t\, + ah)- P(:,o)ll 
kiiP'(:,o)nh + o(llnhlllll 
klloP'(:rv)h + o(u)ll, 
o 
Observemos que o teorema de Lyuslcruik ó uma fcrra,mcnta poderosa para c;c obter o 
cone de direções tangentes, o que é feito, basicnJm•tltc, pelo cálculo da dcríva.da estrita elo 
funcional associado. Porérn, não é possível utili;;;á-lo no caso em que o operador <lssoci<uJo 
não é estritamente diferenciável, ou quando a sua dcrivad;_t nào é sobrcjctora.. Na. prática, 
a dificuldade se concentra na condiç-ão de sobr~jetividade do opcra.dor derivnda. Na termi-
nologia. de otimização1 esta é uma condição de regularidade. Para o caso nilo-regular, isto 
é, quando a derivada. nào for sobrejetora, o capítulo seguiute tcr<l. uma abordagem, devido a 
Avakov [.1.'3] 1 que pode ser vÍHta, em certo sentido, como urna gencrilli7,açflo do tcon~nm de 
LyusLcruik. 
Vamos agora apresentar um exemplo onde utilizaremos o teorema de Lyust<~rnik para. 
ddermitHU' o cone das dit'eçôcs Langcntes, que .scrA denotado por K, para o conju11to q no 
ponto ;t:0 • 
Exemplo 2.4.2 Seja X E A{"'' Q = {x ; m(x) = o, i 
esl1·itamente diferenciáveis no ponto X 0 , gi(xo) = 01 i 
linennnente independentes. Então, 
1, ... ,n} on.de [Ji(:r) selo funções 
l,.,, ,11-, c os vetores g;(a: 0 ) slio 
K={hEDl" g1(xo)h =O~ i= 1, ... 1 n} 
De falo, se considerarmos X= Ul", Z = 01" e P(x) = (g,(x), ... ,!Jn(x)), lemos 
P(xa) =O, P'(xo) é a matriz ctüa i-ésána linha é o vetor g;(:r 0 ). Como os n velares gi(.ro) 
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são linca.rmente inrlependentes1 P'(xo)lllm = 11-ln. Assim todas as hipótese.:; do lcor'C'Ina de 
LyuBlernik são satisfeitas1 e podemos concluir o resnflado acinw. 
2.5 Cálculo dos cones duais 
Logo na primeira seçào, no teorenut dP Dubovitskii-Milyutin, v!nlos que, sob certas 
couJiçõcs de regularidade do funcional J(x) e do conjunto factível Q no ponto .r,, a equaçã.o 
de Euler-La.grange é satisfeita. Contudo para que possamos utíli;~,á.-la. precisamos determinar 
os cones dua.Js, de onde sairão os funcionais J;, i = l, .. , , n, que a. ::;<üisfanl,o. Este será o 
objetivo desta seçã.o. 
Começamos pelo caso mais simples, quando o cone K é um subespaço. 
Teorema 2.5.1 Suponha que o cone ]{ é um subespaço do espaço vetorial norrnado E. 
Entüo 
K" ={f E E• j(,r) =O, \f:r E K}. 
Demonstração: 
,Já. sabemos que 1{ é um cone e seu cone dual é dado j)()J' 
IC ={f E E' : f(cr) 2 O, V:r E I\}. 
Suponha que existe x E K tal que .f(cr) > O. Então, 
f(-.,;)= -f(cc) <O. 
Mas, ~x E K, pois [(é subespaço. Logo, 
f(-x):O:O, 
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o que é umr~. contradição. Portanto, 
!C = (f E E• f(:r) =O, V:r E f\}. 
o 
É importante observar que, se/{= E, então[{"'= {O} c nã.o E'"'. 
Teorema 2.5.2 Sejam f E E·, 
K, {.,; .f(:r) =O} 
/{2 {x .f(:r)? O} 




1\; - P.f 0$-l<oo} 
{ F* 8C .f=O Kj o , K;' se uo. 
Demonstração: 
Seja g E K;. Como K1 = ker f é subespaço de E, pelo teorema. 2.5 . .l temos qttc g(:r) = O, 
para todo x E ]{1 e, cousequentemente, g = >..f, com À E /R 
g(x) = >..f(x) ~O, ('t/x: E 1\z). 
Já. que .f(:r) ~O sobre K2, concluímos que À ~O. 
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Finalmente, se f= O, temos .l\'3 = 0 e portauto K; = E". Sendo f= O, temos Ra = 1\"2 . 
A;.;sim, 
o 
TeoreJna 2.5.3 Seja E= E1 X E 2, onde E 11 E 2 são espaços de Banach c A : E1 ---} }J'2 
urna. aplicação linear. Se 
entào 
ft' ={f E E' f= (f~, f,), f,= A' f,). 
Den1onstração: 
.Já sabemos qne K é um subespaço de E e, assim, pelo teorema 2.5.1, se f E /{"', \.emos 
O= (f,x) 
Logo, h + A* fz. = O, isto é, 
(/J,.T1) + (f2 ,x2 ) 
(f1,x 1) + (f,,Ax 1) 
(/J,x,) + (A'f,,x,) 
(.(1 + ;\' f,:r 1 ), (lfcr E K). 
f{' C {f E E' f= (fJ>.f,),.fl =-A' h). 
Agora, se f= (-A'J2,f,), então 
< f,x > (--A'J,x1) + (f,,cr,) 
(f2 ,!Lr 1) + (.f2 ,cr2 ) 
-(.(,, Ar1) + (!,, x 2 ) 
-(.f,, Ar1 - x 2 ) 
-(.f,, O) =O. 
o que prova a indusão contrá.ria. Portanto, 
r.;• ={f E W : .( = (,(,,.f,),f, =-A· f,}. 
o 
Com as mesmas notaçôcs do teorema aci mn, apresentaremos agora um L<~orerna. que nos 
levará a determinar cones duais de cones mais gerais. 
Teoren1a 2.5.4 (!VfinA:owski~Fhrkas) 5'eja K2 tun cone corwc.w em E2 com vérticr: em O, 
Kt = {x 1 E E 1 : Aa::1 E K 2 }, e suponha que mna segu·inles condições é :;;alisfcit.a: 
(i} Bxisle ;i·, E Et tal que A.i, E inlf(z; 
(ü} E1 , E2 sáo finito dimensionais c K2 é o oclmdc posil.ivo de E2 , islo é, 
f\1 = { x E E1 : tl.r 2: O}, 
Então 
(no r:aso (ú)), 
K~ {A•y : y 2 O} 
Demonstração: 
Caso (i): Seja 
K {x E E x = (x,,r,),:c2 E K,} 
L - {x E E x = (x,,x 2 ),Ax1 = xz). 
Então [(é um cone convexo com vértice em O e L é um subespaço tal que int I\ n L i f/J. 
Logo, pelo teorema [ C.0.16J 1 
(Kn L)'= 1\' +I/. 
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Seja j = (j, 0), onde ft E K~- Então, j E (I\ n L)'. De fato, se :r E {( n L, enl;\.o 
'" = (:r,,A.,.), x 1 E l\1 e /(;r)= (}1(x 1),0) =./\?:O. Logo, ÊK• + L•. 
Como 
temos 
W {f=(ft,J,) ft=O,f,Et\;)e 
L• {f= (f,, f,) f, = -A· f,}, 
(],,O) (O, f,)+ ( -Ng2 ,g2 ) 
( -Ng-,, J, + !lz) 
onde (O, f,) E !\• e (-Ng2 ,g2 ) EU. 
Logo, 
j, = -A·g, = A• f,, 
isto é, existe j 2 E I<i tal que / 1 = A"/2 , e portanto, 
Portanto, ft E Kt. 
Caso (ií): Seja Qi = {x; (Ai, x) ;::: 0}, onde Ai é a. i-ésirna linha da matriz A. Então, 
n 
K, = nQ, 
i=O 
Assim, 




LQi = {LA;y; Yi?: O, i= J, ... ,n}. 
i=I i=l 
O segundo membro da igualdade é um conjunto fechado e, portatüo, pelo tcorcH!a [C.O.l :3] (n Q.r = tQ: 
i=l i=l 
o que implica 
n 
f{ i = f L Ai:!li Yi ?:: o, i = 1, ... '11} 
i=l 
Na rea.lídade, as condições (i) e (i i) sào casos particulares do seguinte fa.to: o cone A"' K; 
é w'"-fcchado em E~~ o que também Ímplica a igualdade f{*= l\"l(i· 
Exemplo 2.5.1 Sejam.x E 1Un, y1 E Jf?k 1 y2 E llln-k, A1 eA2 rnafrizeskxrn r (n-k)xrn, 
rcspcclivarnenle, Ai' e A; suas lmnsposlas. 
enlâo 
Exem.plo 2.5.2 Seja 
K = {" E 0 : x(i) :;> O, t E Ui} 
onde E = (C( O, T))" c H<:: [0, T] é fechado. 
E'nliio, panl qualq·ue·r f E JC, existe mna medida vclorialnúo-lwgativa djl(l) com suporte 
R tal que 
f(:c) = r(x(t),rltc(:c)) = r (:e(t),rltJ(l)). ~ ~ (2.<1) 
Sejam lê= (C( O, T))", U Ç [0, 1'] fechado, h(l) <:: C(O, T), h(t) o/c O em li c 
K ={:c E G(O,T) : (h(t),x(t))? O, tE lU} 
2G 
Entüo, se f E f{" e;r.iste wna medida esca.lar nâo-negativa com. su.porlc ern R, tal que 
T 
/(:r) = 1 (h(l), :r(t))dft(l) 
f (h(i),a:(t))dfl(l), Jn 
Para provar isto uanws considerar E 1 = (C(0 1 T))n! Ez 
aplicação linear definida por 
A:e = (:r(l),h(t)), 
e 
C(O, T), A B1 -+ E2 runa 
I\2 = {y(t) E C(O, T) : y(t) ?: O, t E Dl} 
Logo, l\2 = AI\. Se :i(l) = h(l), rmlào A:c = llr(:r)l2 > O sobre 11, E a condição (i) rlo 
teorema de A1inlwwski- Farka.."i se satijaz, isto é, Ai: E inll\.2 • 
De aco-rdo com. o que vinws no início, dado h E K; c:rislc nma medúla vetorial mio-
negativa djt(t) tal que 
lJ,c;ando o lcorema 2.5.4, enleio! qualquer qne seja f E !\"', c:ristc h. E A";_ tal qnc 
f= A"'f1 , ou seja, 
(!, x) (A•h, :~:) 
(f,, Ji:r) 
T 
f (h(t), :r(t))dit(l) . 
./o 
Definição 2.5.1 Um funcional suporte para nm conjunto A Ç E em ;r., E A é uma forma 
lincnr ronlínua f E E"' não-nula tal que 
Sejam Q Ç E', .?;0 E Q, f{b o cone de direções factíveis para. (J em :t: 01 lú o coue de 
direções tangentes a Q em X 0 e Q"' o cone dos funcionais lineares suportes para Q em :t 0 , 
isto é, 
Q• ={f E E' : f(x) 2: f(.T 0), lf:r E (J} 
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Teoren1a 2.5.5 Se Q é um conjunto convexo fechado, enlâo 1\k 
in!; Q f 0, então K; = Q'. 
Detnonstração: 
Mostraremos, primeiramente, que Q* Ç K;. 
Q"'. Se. nlém disso, 
Seja, f E Q\ h E 1\k, Como h é Ultl<l, direçào ta.ngentt~ a Q ('Jn .r 0 , clrtdo O < é < f(, 
existe a:( e) E Q t.al que 
:c(e) =:co+eh+r(e) c l -de) EU 
e 
pn.ra qualquer vizínhanç.a U de O, e ê 0 suficientemente pequeno. Pela ddiniçào de Q" temos 
isto é,(!,.<(<))- (f, :co) 2: O, e 
(f, :r) (f, x(e)- ""-r( e)) 
e 
~((f,:>:(e))- (f,:r,))- ~(f,r(t)) 
E E 
> -(f, r(e)) 
f 
Como f é contínua., temos 
lim(f, r(e)) =(f, O)= O. 
e--+0 f 
(f, h) > o, 
e porta.uto, f E_/('[,, isto é, 
l\1ostrcmos <:1gora. qnc K* Ç Q. Seja f E A'k· Como Q é convexo, se ;c E (J c h= ;r- .r 0 
temos 
(l- e).T 0 +f:!: E Q, 
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para O < e < 1, logo h é uma direçio tangente a Q em ;L0 • 
Como f E f..."k, ternos 
o < (f,h) (f, :c- :co) 
(f,") - (f,'"") 
Logo, (f, :r) > (f, x 0 ), isto é, f E q•. Portanto, 
} .• c q· \k ~ 1 
Se int Q f:. 0, então, pela observação feita após o corolário l.:J. 1., 
K, = {h : h = ,\(.T -:c"), ,\ > 0, :r E int CJ}. 
'I' l' f J'• ,. am Jern., se E \ b ethao 
para todo À ~ O e Lodo .1: E inL Q. Fazendo >. = 1 obtcrnos 
(f, XTangle :2: (f, X0 ), (\f;r E iat CJ), 
e como .f é contínua, isto signHica que 
(\f:c E (}), 
pois, como int Q f;.(/) e Q é convexo, temos in L Q. = Q. Logo: f E Q*, de onde se conclui que 
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Portanto, 
K; = Q'. 
o 
Apresentamos agora dois exemplos nos quais podemos obscrV<H' que para calcularmos os 
cones duais hasta determinar os funcionais suportes. 
Exemplo 2.5.3 Seja Q dado por 
(ai 1 :1:) > b;, i= l, ... ,n} 
onde a' E Ucn, bi E Ul, i = 1, ... , n. 
n 
1\k = Q' = Q::: À; a' ,\; 2: O, ,\;[(a', :c,)- bi] =O} 
i=l 
Den1onstração: 
Mostremos, primeiramente, que 
n 
{2:.\;a' : .\,? 0,.\;[(a',cc,)- bi] =O} Ç Q'. 
í=l 
n 










Logo, f E Q•. 
Provemos agora que 
Kk 2 {h : langlea', h) 2: O, i E f} 
KZ Ç {h : (a', h) > O, i E J}' 




> < a',:ro > -cjja'illlhll 
> (,i, ir{:. I, 
temos que :r. 0 +e h E Q para O < e < ê 01 h E fú. Logo, 
Além disso, 




" KZ <;;{L \a' À; 2 O, i E f}. 
i=l 
E como, pelo Lcorcnm 2.5.5, [(k_ ::::: Q", temos 
" 
f{'= cr ={L,~,"' , ,~, 2 o, \[<a', .r,> -b,J =o}. 
i=l 
o 
lv1at.ricia.lmc.llte, o que obtivemos neste eXtlllpio foi que, se 
Q = {:r !l:r 2 b} 
cnLâo, 
q• = fi'Z = {A'y y 2 O, y;[A:r,- b], =O, ' = I, ... , n}. 
Exemplo 2.5.4 Sr;Ja 
Q = {cr E L~1 (0,'I') .r(t) EM Vi E [ll,'I'Jl, 
ondr M C UI'. 
Devido à complexidade da estrutura do espaço f.t~(O, T), t.onw-se difícil a rlclcnnínaçáo 
do conjunto dos funcionais sttportcs a Q em nm ponlo. Contudo, é pos.">·ívcl descrever a 
forma geral dos funcionais ::ntporles dados por intc!Jraís. A1oslrcrnos que se 
é um suporte a Q no ponto ;r; 0 , então 
(a(t), x- :r,(t)) >O 
para. todo :r E M e todo tE [O, 7']. 
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Suponha falsa a afirmação acima. Então, e:riste uma subconjunl.o R1 C [0, T'], com. 
p(R,) o} O {onde ft(R) é a medidada de Lebesgue de El), tal que, para todo t E H,, e.ristc 
;i;(t) E Nf com (a(l), ;i;~x 0 (t)) <O. Pelo teorerna de Lusin 1 e;n'sf.em subconjunto.<; H2 C [0, T]_, 
com 1•(112) < e/2, R3 C [O,T], com p(R3) < e/2, tais que a(t) é conlírma em [O,T] -1/, c 
:~:,(t) é contínua em [0, 7']- R3. Como 
Sendo a(t) r r:,(t) contímws em t, c (a(t), x(t,)- ;r,(t,)) = 1 <O, c.rHr li., C [O,'/'], 
com 11( 1!4 ) > O, tal que 
(a(t),x(t,)- •c,(t)) < 7/2 
S'eja a função 
setE K, 
se t E [0, 1'] - li., 
2.6 Multiplicadores de Lagrange e o teorema de 
Kuhn-Tucker 
Nesta seção aplicaremos a teoria desenvolvida neste capítulo à programaç.ito matemá.tica, 
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o que resultará na já conhecida regra dos mult.iplicadores da Lagrangc e o teorema de 1\uhn~ 
Tucker. Faremos isto em dois ca.sos: um com restriçôcs de iguakladc e o outro com restriçôcs 
de dcsigttaldadc. 
(1) Extremos condicionados (com restríç.ões de igualdade). 
Nosso problema será 
rninF,(x) 
s.a /~(:r) = O, 
Onde E é um espaço de Banach, x E E, FoCr:), ... , I·~(:r) são funcionais ::;;obre E'. 
Teore1na 2.6.1 Seja :r0 nm.a soluç<io do tJroblema (P.l), e suponha qne os funcionais fi(:r), 
i = 1, ... : n, silo estritamente d1jerenciáveis ern uma vizinhança de :r,,. EnUio, existem 
escalares À0 , .\ 1 , ••• , Àn 1 não sinwltaneanwnle nulos1 com. À0 2::: O, tais qnc 
(2.5) 
Den1onstração: 
Se F'/(:t 0 ), i= 1, ... 1 n, sào linearmente dependentes ternos 
n 
!tl";(:ro) +. ·. + /nJi~(xo) =O <:.om L 1? '/:-O 
i=l 
Tonmmos, Pnt.ito, .\,=O<~.\; ="'fi, ·i= i, ... , n, e tcnJOH { !...1) :-;atisfcito. 
Consideremos, então, o caso em que Ff(.r 0 ), Í = 11 ••• , n, sâ,o linearmente independentes. 
Corno (J ={;r Fi(a:) =O, i= l, ... ,n} c cada. f<~{;r 0 ), i= l, ... ,n., é estritamente 
diferenciável, pelo já visto na seção L2, temos que o cone de direções de descida pa.ra, J<1(,r) 
no ponto .r 0 é dado por 
c o seu dual, de acordo com o t:corema 2.2.1, por 
desde que l'~(:r0 ) f O, pois no caso F~(:c0 ) =O tomamos .À0 = 1, .À;= O, i= l, ... , n. 
Pelo exemplo 2.4.2, o cone de direções tangentes a Q em :r,., é dado por 
K, ={h; (/'~(J:0 ),h) =O, i= 1, ... ,11}, 
e seu dnal, de acordo com o exemplo 2.5.J, por 
" 
x; = 12.:: -IJ'1(.r,), .\; ?:}. 
i=l 
Agora, é só aplicar o teorema de Dubovitskii- Milyutin. 
Conforme já obscrvaruor:; na dcmonr>traçã.o, se l'~(:t0 ) =O podemos tomar À0 = 1, c se 
P'(xa) f O, como K17 = {.\.oF~(:r 0 ) : O~ ÀaL podemos tomar À0 f- O, e portauto, _.\ 0 = 1. 
Teremos então 
Em particular, quando não existem restrições, temos as coudiçócs usual R para urn extremo 
nào codicionado, l"[,(:c0 ) =O. 
Os escalares Àt,,,, , Àn, sã.o chamados muUiplicadore.<.: de La!Jrangc. 
(2) Problemas de progatnação linear {restrições de desigualdade) 
Nosso problema agora é 
onde E é um espaço de Banach, x E E e Fa(x), Jij(:r)~ ... ) F,.(:r) são funcionais sobre E. 
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Teoren1a 2.6.2 Se ;c0 é uma solução do pTOblcma. ( J->.2) e os funcionais Fi(:r), i = O,.,., 11, 
srw rhferenciávcÍB em :1: 0 • Então, existe·m escnla:rcs À;, i = O, .•. , n, não lodos nulos, tfl.is 
que 
com 
Ài ? O, i = O, ... , n (2.6) 
Demonstração: 
Corno o que temos agora são restrições de desigualdade, nosso objetivo é determinar, 
além do cone de direções de descida para Fo(x), os cones de direções factíveis para os 
conjuutos 
Q, = {.v : l'i(x) S O} i = !, ... , n, 
no ponto :c0 , e seus duais. Tais cones serão denotados, respectivarnenlc, por K; c l\'t, 
i=l, ... ,n. 
Se 1-!i(xo) < 0, então :r 0 E int Q; e, pelo que vimos na scçào L:), /(i = E. No ca:so em 
que Fi(xo) =O e Ff(xo) ::f. O, temos]{;= {h : (F[(:r: 0 ),h) < OL de <'Lcordo com o corolário 
2.3.l. r.ogo, do teorema 2.2.1 concluímos que 
i) se f";(:ro) <O, entào Kf =O, 
ii) se Pi(x,) =O e F[(:r,) f O, entã.o 
os.\;} 
Quando Fi(:r0 ) = O e l'1(:r0 ) = O, tomamos À i = I c ÀJ =O para j :f i, e ( l.G) é satisfeito. 
O coue A"o das direções de descida para .l•'"'o(:r) em :r 0 Ó 
3G 
Agora basta usar Dubovitskií-Mílyutin pnnt concluir o teorema. 
O seguinte teorema nos indica duas sítuaçôes em que podemos <:1.ssumir À a 1- O (problctlla.<; 
nornu1.is, ou problemas não-degenerados). 
Teoretna 2.6.3 (Karush-Kuhn-Tucker) ,)'ob as hipóteses do teorema rmlcl'ior, suponJw 
que uma das seguintes condições é satisfeita: 
1) Os funcionais Fi( X) 1 ·t 
i= 1, ... ,n. 
1, ... , n, sao convr:ros c c.risle .~: tal que Fi(:!:-) < O, 
ii) As n:slriçô'es são linea-res, 1:sto é, 
Enlüo, À0 ::f O, í = 1, ... , n, isto é, 
Ài > O, i = 1, ... , n, 
O, i = 1, ... 1 n (2.7) 
Detnonstração: 
í) Pela prova do teorema de Duhovitskii-Milyutin vemos que uma condição para que 
À0 ::f O, é que 
n+l 
n K, "'0. 
i=l 
Como, neste caso, Fi( a:), i = 1, ... , n, são convexos c Fi(.i:) < O, i = 1, ... , n, temos que 
.i- x 0 é uma direção factível. De fato, como ca.Ja Pi é contínua e l'i(:C) < O, temos que 
~~- 1 ((0,-oo)) é aberto não-vazio. Portanto, intQ = {x E E : l'i(x) <O, i= l, ... ,n} { 
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um aberto nâD vazio e X E Jnt Q, isto é1 existe urna bola aberta lJ de centro em .l~ c r<lio S 
tal que fJ C int Q. Como cada l'i é convexo, temos que Q ó convexo. Segue de .r0 E q c 
BC iutQ que para qualquer y E JJ, o segrneuto À.r, +(I- À)y C Q (O :S À :S 1). 
Tomando E0 = Jl:i: ~ :r0 JI +c), temos que h= ;f;- :r 0 é uma dircçào factível de q ern :r 0 • 
ii) Neste caso, temos 
Q={a:: (a',a:):c;b,,i=l, ... ,n) 
e de acordo com o exemplo l..S.:J, o cone duaJ do cone de dircçôcs t.augcu!,cs a. Q em ;t: 0 é 
n 
K; = {L.:>.iai: .-\·((a; 1 X 0 ) -bi) =0 1 ·i= 1, ... ,n} 
i:=l 
Agora, é só aplkar o teorema ele Dubovitskii-Milyutin. 
o 
O prohlema de programação linear foi primcira.mente investigado por l\ulm e Tuckcr, 
entre outros, e a.s condiçúes (1.7) siio chamadas de condições de [\a.rush-1\ultn-Tuckcr. 
Conduindo1 vn.rnos juntar os teoremas 2.G. J c 2.G.'2 c! H l!lll só, o q1w nos cla.rá. !l!llíl. 
gcncrnli~:n.çào. 
Nosso problema agora será 
(P.3) 
minl\)(x) 
Fi(x)::; O, i= 1, ... ,k, 
Fi(.r)=O, i=k+l, ... ,n, 
X E Q 
onde, além das restrições de igualdade e desigualdade, existe uma rc0trição adicional nao 
necessariamente determinada por uma função. 
Teore1na 2.6.4 SeJa .7:0 uma solttçâo de (P.3) c 8nponha que os funcionais Fi(:r), 
i= 1, ... ~ n, são diferenciáveis em uma vizinhança de ;r0 , Q é convao c illt Q f:- 0. Então, 
38 
eJ:islem escalares Ài J l = o, ... l n! não todos nulos! Àt ~ o! i = o, . ' . ' k, 








Extensão para o caso - regular na o 
Sejam X e Y espaços de Banach, f : Ux Ç X ------+ lll e P : X --+ Y, onde lf~, é um 
aberto de X. Neste capítulo trataremos do problema 
(P { minf(.r) 
) s.a F(:r) ~O 
De acordo com o princípio de Lagrange, as condições nccPsRárias para um mlnin1o ncst<• 
p-roblema sào as mesmas para um mínimo não-condicionado da fuução lagraugca.H;;t 
Existem casos em que o princípio de Lagrange não nos ajuda a resolver o problenm 
(P), pois nos pontos suspeitos de serem mínimos a função F' não é regular c poderemos ter 
À,~ o. 
Para exemplifkar o que foi dito acima, consideremos o conjunto 
Q ~{.,E J/14 ; ft(x) ~O, f,(:r) ~O} 
onde 
f (·r) - x 2 2·t· " x4 l . - "2- ··l·•<J-. 4 
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e denotemos o conjunto dos pontos regulares de Q (isto é, os pontos de Q onde os gradiente~ 
da .. '} funções .{1 c h são Li.) por ll e o conjunto dos pontos irregulares de CJ por I R. EnUw, 
I}'- {··r E Q· " - ·c --O x - ±···2} t • , • ..,I- ·3 ,.,2- •'-'4 • 
Neste caso, as condíçõcs necessá.riaB de La.gra.ngc serào satisfeitas, com Ào = .\ 1 = O, 
e .\ 2 = 1, por Lodos os elementos de I R, indcpendcnt.enwnte dn. funçào a ser rninimizada. 
sobre Q. Contudo, isto nào nos interessa. pois não poderemos relacionar o funciona! a. ser 
minimizado com as restrições do problema. Isto se deve ao f3to de P niio ser regular em f lt. 
Desta !'cmua, tonta-se necessário um novo dcscnvolvimcuto d<1 regra. de nn.dtiplicador('s 
de La.grange, que garanta também À0 f:. O para. hipóteses mais fra.ca.s que a rcgulo.rida.dc da 
funçiio fi'. Este será o nosso objetivo a. partir de agora. 
3.1 Uma generalização do teorema de Lyusternik 
Nesta seção consideraremos F' uma função duplamente .Fré·chet-difCrcnci<Í.velno ponto 
x. E X. Ao longo de todo este capítulo faremos uso de uma função linear que definiremos 
agora. 
Fixado um elemento h E X arbitrário 1 a função G(:r,l<} h) é definida por 
G(.,,,l>): X---+ lmF''(x,) x Y/lmF''(:r,), 
G(x,, h )[x] = (F'(:r,)[x], 7T ,l'"(x.)[h, a:]), 
onde lmF'(;r,.) é a imagem de X pela função F''(:r .. L Y/lm F'( a:.) é o espaço-quociente de 
Y em relação a ImF''(x,.) e 1r: Y--+ Y/ Im F'(x,.) é a funçào projeção ca.nónica. 
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Y x Y/ImF'(x.) 
lm F'(:r.) x Y(lm F'(:r.) 
{h E X : F'(x)h =O, F"(:r)[h,h] E lm F'(.z)}, 
{h E H(:r) : ImG(:r,h) = Z.] 
{x E X : V(:r) = F(:r.)}. 
Teoretna 3.1.1 Sejam X e Y espaços de lJaruH:h, U urna vizinhanç·a do JHndo .r .. E X c 
F uma f~mção de U em Y duplamente Fréchet-d1jerenciávcl no ponto :r,. la! que Im F'(:r.,.) 
é -um subespaço fechado de Y. Suponha qnc c:âsle nrn elemento h E X, li h li = 1, tal que 
ImG(.r .. ,h) = Z1 • EntJio, e:ristem números t: = c:(h), k = k(h), c nrna vizinhaça U' ç U do 
ponto .r* laÍ!3 qne 1 quaisqncr que sejam ;1: E U' que satisfaça 
c elcment.os arbitrários y E lmF'(:r.,), c:risl.c umafunçlío .r 1--------t r(.r) de f/' nn. X tal que 
fi'( :c+ r(x)) F(x.), (:3.2) 
( :l.:l) IH·')II < K[IJF(x)- F(;r.)- Yllllx- 11·11-' + II:Yll]. 
Demonstração: 
Como, por hlpôtese 1 lm F''(x .. ) é fechado c Y é urn espaço de Ban<Kh, pelo tcorcnm. do 
espaço quociente Yj Im F'(x,.) é um espaço de Banach com a norma 
1111'(Y)IIv;ImP'(x.) = rnin IIY- iill· 1/EF'(:~:.) 
Portanto, o espaço Z1 é também um espaço de Banach com a norm<'t 
llzllz, = li (y, Jr(:y)) li = max{ li vil Y' ll1r(y) llvt "" F'(x ,) } 
Assim, como G(x.,, h) é uma aplicação linear continua de X em Z1 que é um cpimorfismo, 
existe uma funç.âo M: Z1 -t X e urn número C= C( h) tais que 
G(.~.,h)oM = [z, (:3.4) 
IIM(z)ll ~ Cllzll· (:3.5) 
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Além disso, visto que F é duplamente Fréchet~dift~rcnciávcl em :r,., existe urn ntÍmcro li > O tal 
que 1 para quaisquer ;r',/' E X, Jla:' - :r,.ll < S, llx'' - :r * 11 S â, tem-se 
B(a;,, 8) = {a; E X : lia:- x,!l :5o} Ç l! e 
IJFCr')- F'(x")- F'(x,)[x"- x"] F'"(x,)[z,:r'- .x'1 
~F'"(· )[· ' " 2(- · ) · J · "]]] 
2 
.r~ x +:r - "" +.:r;., , .1.. - .r 
< []]x'- .x,]] +]]:r''- x.J]JIJ.r'- .r'']], (:LG) 
onde z é um elemento arbitrário de X. 
Considercrnos agora as constantes 
k 
c sejam a: EU'= U(.r,., k) tal que 
(S]]F"(:r,)]]C)- 1 , 
max{ C'JJF'Cr.) ]]16, •!C}, 
min{~,(2[1 + ]]P'(:r,)JJC])- 1}, 
e um elemento y E lrnF'(:r.). Tomemos z = ll;r- .r .. l\h, c 




Quando ]]:r- :c,ll < [{ !>.(.x ), fazendo 1'Cr) = :r,- a: obtemos (2.2) e (2.:l) imcdi;,l.amente. 
Vamos então considerar 
(:UO) 
Usare.mos o método de aproximações sucessivas de Newton para construir r( a:-). Façamos 
entào :r0 =:c, Yo = y e 
( ( P(:rn-1)- F'(x,)- !/n-1 )) . , :l:n = :t:n-1- l'v.f Yn-t,1f llx _ :r .. ll , n = 1,2, · · · 
Yn = F(xn)- F(x.)- Yn-1 + F'(:r.)[z, :r,.- x,._i], 11 = 1, 2,... (:.3.12) 
Aplicando a funçã.o G(x*,h) em ambos os membros de (2.11) c considcntJ.Hlo (2.4), ob-
temos 




G /)[ l a( /)[ l ( ( F'(:rn_i)-F(x.)-.Vn-1)) (x*, 1 :rn = :r X*' ~ Xn-1 - Yn-t,1f \\:r._ :r,.\1 1 
G(x., h)[xn- Xn-1] = (F'(:r.)[xn- "n-IJ, rr o F"(x.)[h, ''n- .T,_,]), 
F'(.x.)[xn- Xn-d 
rr(F"(x.)[h,:c .. - x,_l)) 
-Yn-1 C 
- 11· =I llir(F(:c .. _,)- F'(or.)- y,_,), 
.t J,,. 
Vamos agora provar, por induçào, a relaçào 
1\n .. ll < z-"l'.(:r)ll,,- "·11, 
Yn E ImF'(:c.), llv .. ll < T"6.(:r), 
""E B(x.,ó), \lx,- Xn-dl < 21-"CI'.(:r). 
Tomemos n = 1 c utilizemos a igualdade {2.14): 
ou ::;eja, 








Isto significa que (F"(cc,)[z,x 1 - x] + F(cr)- F'(or,)- y) E ImF''(:r.), ou seJa, existe 
Yt E lm F'(.r.) tal que 
Yt = F"(x.)[z, .r1 - .r]+ F(.r)- F(.x.)- y 
De (2.13) concluímos que 
(:1.20) 
e combinando (2.19) e (2.20) obtemos 
onde 
UsaJido (2.11) e (2.5), com n = 1, teremos 
Como 
e iJ =O E Im F'(:r,.), ternos 
logo, 
llx:,- xll <:: C(IIY]] + ]]F(x)- F(a:,)- vllllx- r,]( 1) = Ct.(:r) (3.21) 
Usando (2.7), (2.8), (2.10) c (2.21) obtemos 
ll·<t- x]] < Ct.(x) 
< C K-']]x- x.]] 
C(m»x{( 4C)']JF'lr.)]], 4C} )- 1 ]]:r - x.]] 
< ,';, llx·- .r,]], 
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ísto é, 
1 llxr- :di :S ;;ll:r- :c,jj. 
Agora, usando (2.6)·(2.10) e (2.19) temos 
1 
Jja.jj :S :lt:.(.e)ll:e- :c.ll, 
I ll.vdl :S 2t:.(or), 
e as relaçôcs (2..15)~(2. i8) 'ficam provadas para. n:;::::: I. 
Suponhamos agora que as relações (2. 15)-(2.18) sào válida.<; para os primeiroS" m elemen-
tos :r 1, ... ,:r111 • Então, quando n:;::::: m.+ l, para. :rm+ll por (2.12)-('2.14), .l!m+l E lnlF1(.r,) 
onde üm+l = F(xm+I)- F(xm)- F''(;r,.)[xm+l- .t:m]- F"(:r,.)[z,:rm+l- Xm]. De (2.11), 
usando (2.15)-(2.18), temos 
ll:rm+l- :em li :s z-"'C:L'.(:r), 
jj.rm+l - cr.jj < 2/c. 
Logo, a:,+ 1 E .IJ(.r.,J) c podemos aplicar (2.fi). i\SHillt, por (2.1)-(2.10), (2.10)·(2.lS) c 
(2.20) Le1nos (]UC 
ll<>m+tll s z-lm+tlt:.(:r)jjx- .r.ll, 
IIYm+tll :S z-lm+IIL'.(a:). 
E ist.o completa a indução e prova (2.15)-(2.18). Como X é um espaço de Ba.na.ch, segue de 
(2.18) que existe 
g(x)= lim x"" 
n-to::> 
Tomando, então, o limite em (2.15) com n -t oo, concluímos que F(g(x}) = fi'(x.) conside-
rando (2.16)·(2.17) e a continuidade da função F em B(x.,J). Seja r(:r) = g(a:)- :r. Entào 
(2.2)-(2.3) segue da última igualdade e de (2.18). 
o 
Denotemos por TA1(x,.) o cone de díreções tangentes a Af(:r,.) no ponto :r,.. Do Teorema 
3.1.1, quando h = O, obtemos 
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Corolário 3.1.1 Sejam X e Y espaços de Banach, U uma vizinhança do ponto x .. E X e 
F uma função deU em YJ duplamente Fréchct-dlfe·rcnciável em 3_,·., 1 tnl que Im F'(:r.,) é 11111 
subespaço fechado de Y. Então, 
fl,(x.) u {O} ç T M(x.) c H(x.). 
Se lf(x.) \{O}= Ii,(x.) \ {0}, então 
T M(x.) = II(x.). 
Observação 3.1.1 : 
I~ claro que o Teorema de Lyuslernik sr;guc diretamente deste coroldrio, pois se F c 
1'C.tJula·r em x., 1 enl.ão 
ll,(x.) = JJ(:r.) = kcr P'(:r,). 
Porf.anfo, podemos ver o corolário 2.1.1 corno mna "gcneralizaçiio" 1lo teorema de Lyw;lemik 
para o caso de operadores não regulares) porém o preço qne pagamos é a cúgêncio da dupla 
diferencia bilidrul e. 
E';ristc 'ltnW ottlra "gcnemlizaçlio 11 qnc sd ·i·mpih; l•J·éch.ct~dl/crcnciabílidadc, po1·ém é man~ 
tida a hipótese de regularidade de F', isto é, Im F'(:t,.) = Y (sobrc.fetivúlade dfl F'(.1:.,)_F (veja 
[*]). 
É nm problema ainda em aberto -uma verdadeira gcncralizo.çào de Lyn.sternik1 onde .sejam 
enfTaqHer:idas simultaneametde a.s hipóteses de difcrcnciabilúladr: udrita de F em . . r .. c a 
sobT'ejctividade de F'(x.). 
3.2 Os multiplicadores de Lagrange 
Vincularemos a.o problema (P) o seu lagrangeano generalizado 
onde À, E 111, yt E Y', y; E Y•, h E H(.e). 
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Teoren1a 3.2.1 Seja f umfw1cionnl tbplarncnf.c F'réchet-rhfcrcncú(vcl c/<' nmnfnnç/io três 
vezes Préchcl-difcrcnciducl em a:,, C0'//1. F{;t,) = (L Se :1:,. r.i um po11fo rir- wlninw loca.! 110 
problema (P) e lrn F'(x,.) é um subespaço fechado em Y, enüio, pam todo h E lf(.r,.) la! 
que lm G(a; .. , h) é um fWbespaço fechado em Z 1 e:ri8fcm 1nnltiphcarlorc8 náo .<.;Únullancamcnfc 
nulos À,(h ), y;( h), c um mnltiplicarlor y;(h) tais que 




Para qnalq-ncr h E 1-E,..,(a: .. ) fixo o m1tltiplicador À0 (h) corrr:swnulcnlc l náo n1llo (podc:mos 
assumir À0 (h) = l}, y;(h) é único, todo multiplicador de Lagrrmgc y~(h) purn la! h E !l0 (.r.,.) 
pertence à mesma classe de equivalência com respeito a (Irn F'(:r,..)).L e, albn disso, 
n {hnF"(·"•) + irn((F')'(:r,)[h])'} = Im F''(x.), 
hEJl.,(J~.) 
onde fm((F')'Cc.)[h])' é a imagem do subespaço (lm F'( :c,))~ pela funçrio 
y' >--+ ((F')'(.r.)[h])'y', 
então, yi(h) = y• para todo h E lfo(.e,) e 
L.r(:r,, l, y') =O 
Lxx(x.,l,y')[h,h] >O, 





Seja .r,. um ponto de mínimo local do problema (P). Como lm fi''(x,.,) é f()chado crn Y, 
os espaços Z = Y x Yj Irn F''(x,) c Z1 = lm F'(:c.) x Yj lrn F'(:c.) siw espaços de Banach. 
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Vamos dividir a demonstraçã,o em vá.riaa etapas. 
i) Fixado h E 1-l(:c .. ), consideremos o operador conjuga,do G*(x .. ,h) Z* ------t X"',<' 
provemos a identidade 
ImG'(;r,,h) = lmF''(:r,) + Ím((F')'(:c.)[h])'. 
Para cada v* E (Y/ Im F'(:r"') )* seja T(v*) = v"'1r. Pelo Teorema [C.0.9], a fnnçào T é um 
isoutorfismo isomôtrico do espaço(}"/ liu P'(;c.,))"' e1n (lmF1(:t.,))J.. 
Se :r .. E ImG'"'(x,.,h), ou seja,, existe z"' E Z"' tal que C/"( :r.,, h)z* =,'r,., então existem 
yi(h) E Y', v'(h) E (YflmF'(;r,))' e y;(h) E (ImF'(:r,))l tais que, para todo :r E X 
tern-sc 
(G'(x.,h)z',x) (z',G(x,,h)a:) 
(z', ( F'(x, ), tr( (F')'( x.)[h])):r) 
(yi(h), F'( a;, );r) + (v' (h), tr(F"( :r, )[h, .T])) 
(yi(h), P'(:r,):r) + (rv'(h ), F"(:r,)[h, :r]) 
(yi(h), F'(:c.):r:) + (y;(h ), F"(:c,)[h, :r]) 
(F''( ''• )yi(h) + ( ( F')'Cr. )[h])'y;( h), :r). 
l'rwtanto, lm u·c,., h) ç lm f?''(:r.) + Ím((F'J'Cr.Jih ])'. 
f; idêntica a demonstração da inclusão contrária, concluindo assilll ~t vcriflcaçào da idcu-
t.i(hvh~ dcHeja.da., 
ii) Ainda considerando h E H(x .. ) fixo, provemo::;, primeiramente, (2.22)-(2.23) pam o 
caso em que G(a: .. , h)X # Z1 • Como lm G{:r,.., h) é um subcspar.;o fechado próprio de z~. de 
a.cordo com o teorema de I-Iahn~Banach em sua segunda forma gcom(:trica. [B.0.8] o anulador 
do subespaç.o lm G(:r.,, h) contém um elemento uào nulo z"'(h) E Z~. Assin1, J><ua Lodo .r E X 
temos 
O= (z'(h),G(.r.,h):r) = (Y;(h),F'(:r.).r) + (v'(h),rr(F''\r.)[h,,r])), (3.29) 
onde g; E (lml"'(x,))', v'(h) E (Y/ImF'(:r,))'. 
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Usando agora o teorema de Hahn-Banach em sua forma analítica dcduziu1os que existe 
y~(h) E Y' tal que 
(y;(h), F'(:r,).r) (V:c E X). 
Cumbinando (2.2U) e (2.30) obtemos 
. t ' !S o e, 
O (yf(h), F'(;r,);r) + (11'(h), rr(F"(;r.)[h, :r]) 
(y~ (h), F'(.r. );r) + (TV' (h), P" (.r, )[h, .r]) 
(yi(h), F'(x,)x) + (.y;(h), F"(:r.)[h,x]) 
(F''(x,)yi(h) + ((F')'(:c,)[hJry2(h),,r) (\f:r E X), 
onde y;(h) o:J O, pois, Ô.() contrá.rio, ac O= y;(h) = Tv~(h), tcn'amo}l u"'(h) =O {poiR T é um 
isomorfismo), e por ser O i z'(h) = y~(h) + v'(h) teríamos fíi(h) i O e 
o que é uma contradição. 
i i i) Suponluunoa agora que existe h E lJ(;r,.) tal que G(:r*, h)= Zh ou :wja, l!aCr,.) '/. 0. 
Fixemos h E ll 0 (;r*) para que todas as comliçô<~s do Tc~orennt :~.1 .1 scj~u11 sa.tisfcil.:u.; 110 ponto 
;r*. Então, existe n(l) tal que 
{ 
o(t) ;;>O, \ft E IH 
o(t) =o( i). 
Além disso, para todo ho E kerG(x,., h) existem S >O e r·(t) E X la.is que 
F(:r. + th + o(t)h, + r(t)) =O (Vt E [-J, o]) 
lim [[r( L) !I =O. 
HO ü(t) 
Sendo :r .. um ponto de mínimo local do problema (P), a funçiio 
g(t) = .f(:r. + th + a(t)h 1 + r(l)) 
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a.ssume seu mínimo local no ponto t = O e, portanto, 
g'(O) = (f'(.r,), h) =O. 
Temos, então, 
O S f(x, +ih+ a(t)h, + r(t)) - f(a:,) = a(l)(J'Cr. ), h,)+ o a(l)) 
Dividindo esta desigualdade por a(t) e fazendo t-+ O 
logo, 
Portanto, 
I. J(:r, + th +o( t)h, + r(t)) -.f( :r,) ltn 
t->O cr(t) 
O< lim g(t)- g(O) 
- HO a( f) 
, . u(o(t)) (f (:r,), h,) + lnn ~(-.-, 
HO O' f) 
(f'(:r.), h,), 
(J'(x,),h,) =O ('ih, E kerG'(:r,,h)). 
.f'(:r.) E (kerG(:r.,h))", 
c como f m O(x,., h) é um subespa,ço fechado de Z, temo;., (ver teorema (C.0.1 Ol . 
(kcrG(x.,h)J" = ImG'(:r.,h), 
logo, 
f'Cr.) E lmG'(;r,, h). 
Tendo em vista isto e (2.28), temos que existem y7(h) E Y*, ui( h) E (lm F'(.r,.))l. ta.is que 
f'(.r,) = -F''(,r,)y;(h)- ((Ji'')'(:r,)[h])'y;(h), 
ou 
!'(:r,)+ l'''(:r,)y;(h) + ((F')'(:r.)[h])'y;(h) =O. 
Assim, qualquer que seja h E H0 (x,.), (2.22) c (2.23) são satis!Cit;a.s com Ào(h) = 1. 
iv) Provemos agora que 
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y;(h) é IÍnico ~ !J;(h)- y;(h) E (lmF'Cr.)).L 
qualquer que seja Yr(l~) que satisfaça {2.:H ). 
Se y;(h) é único, de (2.31) obtemos 
(Y;(h)- y;(h), P''(;c,):r) =O (lt:t E X), 
logo 
iJ;(h)- y;(h) E (Im F'(.t.)).t. 
Agora, se existe !);(h) f. y2(h) que satisfaz (2.31), entào, já. que ,1/:;(h)- y;(/1) f. O, existe 
y~ E Y ta! que 
c isto implica 
logo, i}[(h)- yj(h) t/:. (lmP'(:r.,))\ o que nos leva ao resultado desejado. 
v) Mostremos agora a nnicidov.Ie. Supotdw.tnos que existem ü7(h) E Y"' e 
y;(h) E (Im F'(:r.)).L tais que 
y;(h)- y;(h) '(c (ImF'(:r:.))\ 
v;( h) f y;(h) c 
J'(x.) + F'.(:r.)g;(h) + ((F')'(.c.)[h])'y;(l,) =O. 
Subtraindo (2 . .3_l) da equaçào acima, obtemos 
isto C 
' 
(y;(h)- y;(h), F'(x.):c) + (ii;(h)- y;(h), F"(x.)[h, x]) =O (11 :r E X) (:3.32) 
Por outro lado, existem Yt E ImF''(a;,.) e y2 E Y tais que 
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De fato, supondo que quaisquer que sejam y1 E lrn F'(x,.) e y2 E Y tenhamos 
podemos tomar -y2 E y- e t,eremos 
o que significa. 
ii;(h)-y;(h)=O e 
iíj(h) -yi(h) E (Im F''(x.))'" 
o que é um absurdo, pois tomamos ií;(h) e y;(h) de modo que iii(h)- ui(h) 't (lm F'(x.))" 
c iii(h) 'f yj(h). 
Considerando, então, tais elementos Yt E Im F'(:c.) e Y2 E y- satisfat~endo 
tomemos os elementos :i: E X e y E lrn P'(x,.) tais que 
1''( )' ' a;,. ;L = Yl c 
F"(x.)[h, .i•] = y, + y. 
O 'f ([ij(h)- yj(h),yr) + (fJ2(h) -·y2(h),y,) 
(iíi(h)- yj(h),F'(x.)x) + (ii2(h)- Y2(h),F"(.r.)[h,•i•]) 
(y;(h)- Y2(h),y), 
o que, junto com (2.28), nos dá. 
(ií2(h)- Y2(h),y) I o, 
o que ó um absurdo, pois y;(h)- y;(h) E (ImF'(:r.))"-
Como a hipótese que nos levon ~J. contradição foi a. de que cxistcUI ü~(h) E Y'" e 
g.;(h) E (Im F'(.T.))" satisfazendo (2.27) e tais rtnc í;j(h) - yj(h) 't (lm F'(.r.))" c 
53 
y;(h) # y;(hL concluímos que, satisfazendo (2.27) c para cada. h E ll0 (:r*) fixo, 
y;(h) E (Im Flr .. )).L é tínico e todo rnultipHcadQr de Lagrange y~(h) pertence à mcsnla 
class<~ de equivalência com respeito à (I rn F''( :r,.)) .L. 
Com os pa . ,sos (i) a (v) provamos as aJirmi-tÇÕes relativas a (2.22} c (2.2:{). 
vi) Demonstraremos agora a desigualdade (2.24). De acordo com o tcorcllla :1.Ll, para 
todo h o E kcr G(;"v .. Jt) 1 podemos construir a variação 
.~(1, h, ho) =:r,+ lh + <>(l)ho +r(/.) 
F'(x(t,h,ho)) = flr.) =O 
(isto é, uma variação de x no conjunto factível). Tomemos então ho = O. Como :1:, é um 
ponto de mínimo local para (P), 
O < f(x(t,h,O))- f(x.) 
f(x(t, h, O)) - f(x.) + (y;(h), F(x(t, h, O)))+ t- 1(yi(h ), F'{cr( l, h, O))) 
- t(f'(x.),h) + (f'(x.),r(t)) + (y;(h),F(or.)) 
+ t(y;(h), Flr.)h) + (y;(h), F'(x.)r(t)) + 
+ c'(y;(h), F(x.)) + (y.i(h) + F'(x.)h) + t-'(y;(h), F'Cr.)r(l)) 
+ t(yi(h), F"(or.)[h, h])+ (y;(h), F"(x.)[h,,·(t)]) 
+ t2f"(,:,)[h, h]+ t 2 (y;(h), F''"(:r,)[h,h]) +. 
+ t2(yi(h), F'"(x,)[h, h, h])+ o(t2 ) • 
.Já que y;(h) E (Jm F'(:r.))L e F"(:r.)[h, h] E lm F'(.t·,), por (2.27) temos 
O ::; t2 L"( :r., 1, y;( h), y;(/1.), h )[h, h] + o( l 2 ) 
ou seJa, 
e isto implica 
O::; L"(:r., 1, y;(h), y;(l•), h)[h, h]+ o~t,'), 




vií) Suponhamos agora que (2.25) é satiHfeíto. Pela demonstraçào feita em iii ), para todo 
h E li,( :r.) ternos 
f\r.) E ImG'(:c.,h) = Im F''(x.) + im((F')'(;r.)[h])", 
f'(x.) E Im !"''(:r.)= n (lmF"'(:,,) + im((F'')'(.,.)[h]rJ, 
hEJJ.,(x.) 
Logo, existe y"" E Y"' tal que 
C,(:,., 1, y') = }"(x,) + F''(:r,)y' =O. 
e fica prowrdo (2.26). 
Com desenvolvimento idêntico ao que foi feito para provar (2.2) se demonstra qnc 
C,,(.r., 1, y')[h, h] ;:>O. 
o 
' E i1uedia.to perceber que se F ó UIW\ fuHçà.o regular 110 ponto .r,. temos 
G(:c.,h)X = Z = Y, vi(h) E (lmF''(:r·.))~ =O pal'a i.odo h E ll,(:r.) = ll(x.) = ke,F'(:r,), 
e portanto y~ (h.) = y"' E Y"' e podemos tomar À0 ( h) = l (pois llklo se pode ter .-\0 ( h.) e YÍ (h) 
simultaneamente nulos), as condições necessáriü,S de primeira ordem contidas em (2.22) e 
(2.23) se transformam na.s condições necessárias de Lagrangc pari\ um mínitno) e (2.24) se 
transforma na condiç.ão de segunda ordem. 
No caso não-regular, isto é, quando F'(:r .. )_.\'" f. Y 1 tomando h= O, se À0 (0) ou u:(O) for 
não nulo, então aJ:J condições necessárias de Lagrange seguem de (2.22), enquanto que, :,e 
A,(O) =v;( O)= O, entã.o y;(o) f. O e as condições uecess~.rias de La.gra.uge scg11c1n de (2.2:_~). 
Mas é importante observar que, no caso não-regular1 quando IJ(:r,.) f. O, nào só as con-
(lições necessárias de Lagrange são satisf€ita,::; mas toda uma farnília de condições depcndcudo 
do parâmetro h E H,(:c,) com À,(h) =L 
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Alé.m disso, ainda pelo teorema 3.2.1, quando (2.25) é satisfeita, tomando À0 (h) = 1, 
com hip6Lescs mais fracas que a regularidade de F no ponto x~, as concliçôcs necessárias de 
Lagrangc também são satisfeit,as. 
Observações 3.2.1 : 
Qnrmdo Y = L EB M, onde L = 1m F'( :r*) é fechado c l\1 é wn out.ro subespaço fechado 
de Y, c:risle 1WW }J'l'Ojt:çào conlírwa P tal qne 
lmP = M e ker I'= L. 
Desla jol'ma, ?Jodemos snbsliltúr o espaço qnocienlc V/ lrn F'(x*) por 1\1 c a pro;cçao rr por 
P, e no lngar da fnnçt1o G(:e*, h), nos teoremas :J./.1 e 3.2.1, utilizarmos a. funçrio 
G1(.r.,h) = (F'Cr.), l'((F'')'(x.)[h])): X--> Y x Ai. 
Ut.ib:zando esta idéia, podemos considerar dois ca.;;os espccia1:s do problema (P), a saber: 
l'.n) F= Ur, ... ,J,.) : X --> ffi"' 
1'.&) F= (fr, ... ,f,, F): X--> Di"' x Y, 
onde f;, i = 1, ... , rn sâo funcionais em X, Y1 é mn espaço de Bana,ch e :F: X ~ Y1 é 
urna função regulm· em .'L'*. 
Sob tais condiçàcs, os subespaços F''(:r .. )X, G(:r .. , h)X, G1 (a:,., h)X .wto fechado."! nos 
n~specf.ivos espaços, pois se nm sttbespa.ço de um espaço de Banach é jinito-dimenBiorwl ou 
possui codimensão finita! ele é fechado. 
Ern relação ao caso P.a) obtemos um corolário do teorema :_(2.1, ma"" a.nles prcctsamos 
introduzir um conjunto. 
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Vamos considerar que os primeiros k vetores JI(x), i= 1, ... ,k, 1 S k S m, formarn 
uma base da. envolvente linear dos vetores fi(x L i = 1, ... , m., isto é, o menor espaço vetorial 
que contém os vetores fi(:r), i= 1, ... ,m. Se Jf(.r) =O, i= l, ... ,n~, tomamos k =O. 
Então, existem escalares O.íJ tais que 
k 
fj(x) = L"i;f!(:z:), j = k + 1, ... ,m. 
i=l 
Consideremos, então, o seguinte conjunto 
fr,(x) ={h E Il(x): .f/(:z:), 1 = l, ... ,k, e 
k 
(fj)'(x)[h]- L"•;U:J'(:z:.)[h], j = k+ l, ... ,m, sã.o Li.) 
i=l 
Corolário 3.2.1 S'ejam J, /i, i = 1, ... , n1, funcionaís duplamente fi'n'!chc!.-difcrcncirivcis 
no ponto a:,. e tais qne fi(x"') =O, i= 1,, .. , nL b'c :r,. é u.·m ponto de ndnínw local do proble-
ma (P}, corn F= (f11 ... ,.fm) :X --7 D·lm, enlr7o, para lodo h E f/(;r,,), c.ri.:;lcm cscr1.larrs 
À0 (h),f1 1(h), ... ,flm(h), n<io s{multaneamente nulos, e também. escalares À1(h), ... ,Àm(h) 
tais qne 
'" "' 
ji(h) = (t<,(h), ... ,,,,,(h)) E (lmF'(:r.))'. p.:.H) 
Se fio(:r.,.) f. 0, eni.âo1 para todo h E fl 0 (:r .. ), a equaçào (2.33) é salú:>,{cifa com, /\o( h)= l C1 
alérn disso 1 e;n:stem hj E Üo(x .. ), j = J, ... ,p, p S m.- dimlmF'(;r.,) + 1, tais que 
n {lm F'.(J:.) + fm((F')'(x.)[h])'} 
hElf"(.r.) 
n {lrnF'.(:r.) + irn((P')'(x.Jihi])•} 
Finalmente, se 
n {lmF'.(:c.) + Ím((V')'(x.)[hJJrJ, 
1:;J:5,p 
n {lmF'.(:r.) + Ím((V')'(.r.)[h,])'}, 
t:;.;::;.~-1 
2,. '. ,p. 
n {lmF"(:v.) + im((F')'(.c.)[h,])'} c lm fi'"(:r.) 
l$..i$P 
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(pore:u:mplo, qu.andop = m-dimimF'(:r,.)+l), podemosassumir.-\;(h) =.\,,-i::::::!, ... ,m, 
para lodo h E Üa(:r..,) e, além rlisso1 
onde 
m 
C(.T,l,A) = f(x) + 2.__>\J;(x) 
Í=l 
é o lagrangeano do problema (P.a). 
Dentonstração: 
Para demoustrar este corolário, usaretuos os r-;cguinLcs fatos: 
a) lfo(a:.) = ifo(x.); 
h) dirnlmG(x.,h) = m, V h E lÊ,(x.); 
c) dim ImG(x,,h) = dimlmG'(:r.,h); 
d) dim ImO'(,,,, h)= dim(lmF''(a:,) + Ím(f:'')'(a:.)[h])'); 
c) Se L e {L~t}, h E lro(;r,.), sào, rcspecJ,ivamcute, lltll sub('Rpa.ço c uma ra.wília. de ~n­
bespaços do espaço X e dim(L +L,) = rn par~t Lodo h E Ifo(;r,.), eutào existem 
hJ E Üo(x,.), j = 1, ... ,p, p S m- dim L+ .t, tais que 
n (L+ Lh) 
hEif0 (x.) 
n (L+ Lh,) 
L$j:S.s 
n (L+ Lh,), 
hJEÚo(:<',.) 
n (L+Lh;), p2:2, .s=2, ... ,p. 
1$i:S.s-l 
Todas a.s conclusões do corolário saem imediatamente do teorema ,1.2.1 associn.do M; 
afinnações a)- c). 
Vamos agora considerar o caso em que X = lll", Y = Hl"' e IICr,) \{O} = H0 (.v.) \ {0}. 
O teorema a seguir fornece-nos condições suficientes para {[UC a::* seja. um ponto de mínimo 
local pa.ra o problema ( P). 
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Teorema 3.2.2 Sejam X= !Rn 1 Y = !Rm, x* um ponto facUvel para o problema (P.a}, e 
~uponlw que o funcional .f c a função F': 1/ln -+ fftm .'lâo .duplamcnlf; Frichfl-dífcrrHrirÍilri.« 
1W ponto :c,.. Se para, algum multiplicado1· de Lagrange .:\ = (.\ 11 ••• 1 À11 ) as rtlaçOcii 
o, 
Cxx(:r.,l,\)[h,h] >O, hEI/(x.)\{0} 




_Pritm~iramente, observemos que toda scquência do tipo {hk/llhkllhEN ta1 que 
f?(:r,. + hk) = O e limk-1-oo hk = O, possui um subscqw~ncia. {hk.i : jlhkJII} que converge 
a um elemento h E ll(:t,.). 
Suponhamos1 por absurdo, que existe uma ta.lsequência, de modo que .f(a/· .. ) > .f(.r._+hk), 
consideremos o desenvolvimento de C(x* + hkj, I,\) e!ll torno de :r,.. Con:;ídcrn.ndo (2.Ti), 
obtemos 
Isto significa. 
Corno, por hipótese1 f(:r,. + hkj) < .f(x,.), temos que 
o que contradiz (2.38). PortaJll.o, x* é, de fn.to, um ponto de míuimo pnra. o problcm;:_t (P.a). 
A fim de aplicar a teoda desenvolvida neste capítulo, voltamos ao exemplo citado no 
início do mesrno. 
Consideraremos dois problemas para ilustrar as condições ncccssririas paxfi, um tn!ll!HlO 
conti dns no l,(~orema. :L2. l e seu corolá.rio. 
Probleina 1 
Probletna 2 
Vamos analisar os dois juntamente. Suponhamos que as condições nccess{u·ias de La.-
grange nos fornecern os conjuut.os Ni de pontos suspeitos de serem sohH.;ôes do ·i-é·sÍBIO 
problema, i = 1, 2. Como vimos no início do capítulo, todos os pontos do conjunto 
l R= {;r E A1 : ;rl = X;~ = O, e a:z = ±xD, dos pontos onde F= (/1, h) é nâo-regu\;n, 
sào suspeitos de serem extrcmantes. Denotando por Ri o conj111'1Lo doR pontos regulares de 
Jltf que sào suspeitos de rc8olver o ·i-és imo problema., tcmo8 Ni = !?; U f ll. 
Para <~.plicar o corolário ~L2.1, vamos determinar os conjuntos envolvidos para. ça.da uma 
da.'l scguÍJltes situaçôeR: 11a primeira, consi<lcrcmos ap-cnns os po11tos (\e írregttlari<lade que 
sã.o nã.o nulos, iBLo t\ OH ponLos do conjunto f ll' ={:r: : a>.J ::f:. O}; na :owgunda, consideremos 
,r=OE/Jl. 
Para fli' = {.r E I U : :c2 f 0}: 
Temos1 para todo :r; E I R') 
ker F'(:r) = {h E Ul4 : x 2h2 = 2.r~h4 }, 
!mP'(x) = (y E E' : y2 = 0}, 
H(:r)={hEill'1 : h,=2:r~h.rfx,, hi+2h,h,-8hi=O}, 
H 0 (.r) ={h E !J(2:) : hr f O} 
(lmF'(x))' = {y = (y,,y,) E E' : y, =O} 
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Consideremos os vetores h 1 = (2, O, 1, O) e h2 = ( -4, 0,1 1 0). Eut.ào. h 1 e h2 pertencem êl 
H,(x). Além disso, 
n {1m F''(x) + Im((F')'(;r)[h])'} n {1m F"(.,;)+ fm((F')'(:r)[h]rJ (:1.:!7) 
hEllo(x) j:::::l ,2 
Assim, pelo teorema 3.2.1, se os pontos de mínimo local pertencem <tI R', a.s condiçôcs 
necessárias de Lagrange são satisfeitas para À0 = 1. Tomemos 
a função lagrangcana do í~ésimo problerna. Então, 
se, e só se, 
y;(:~;) + )qj;(x) + >.,J;(:r) =O 
g;(:.:) + ÀtJ;(.r) + >.,.r;(x) =O 
Após fa.zcr aB contas vemos que a. primeira equ;-tçào Hào telll soluçào <'lll I U', c portant{) 
nenhum ponto de I R' poderá ser candidato a .solução do 1>roblema (1). 
Fazendo as contas com a segunda equação, a referente ao segundo problemtl, encontramos 
como solução ;~: = (O, -l, O, 1) E I R' com ..\1 = l, e nenhum outro ponto de [ ll' satisfa;;; tal 
equação. Assim, podemos cousiderar em J R' apenas os pontos :i; acima coJllO candidatos a 
extremantcs do problema (2). 









{h E JR4 hl- 2h,h3 = O,hi + 2/r.,ir:J- Sh; =O} 
{h E 0{1 h, = 2/r3 , Ir,= ±2/r:J} 
H o( O) {h E Dl'1 h r = 2/r", h,= ±2h:J, h" of O} 
Como lm F'(O) = {O} e (lrn F'(O))~ = I'', temos que lm F''"(O) = {O} e im( ( F')'(O)[h])' = 
lm(( I'')'(O)[h])". Logo, 
lmF'"(ü) + Ím((F')'(.r)[hj)" = lm((P')'(.x) 
Fazendo os cAlculas para se determinar uma base para n lm((F'))'(O)[h])'\ como no 
hEJI,(O) 
caso anterior, concluímos que, se h'= (2,2, 11 O) e h2 = (2, ~2, 1, OL cHL~o 
lm((F'')'(O)[h 1])" n lru((F')'(O)[h2 Jr = n Im((F')'(O)[hJr 
hEflo(U) 
lm( ( P')'(ü)[h' ])" n lm( (F')' (O )[h'])" of lm( (F')'(O)[h 1 ])" 
Portanto, pelo corolário ~1.2.1, se ;z: =O é um ponto de mínimo panl o problema (1), 
existem p.(h1 ) = (rr. 1(h'),rr2(h1)) e tt(h') = (p 1(h 2 ),tr 2(1r.')) em I·? tais que 
.rMO) + ttr(lr')J;'(O)hl + rr,(h')J;'(O)h' =o 
g;(o) + l'r(h2)/{'(0)h' + fJ.,(h')n'(O)h' =o. 
(3.39) 
(3.40) 
Resolvendo as equações acima, ene<mtra.mos !J.(h1 ) = J-t(h 2 ) = (0, 1/6). Assim, o ponto 
x = O satisfaz a família de condições necessárias de primeira ordem com À0 (h) = 1 para 
h E Ho(O). 
Fazendo o mesmo para o problema (2), encontrarnos para. h 1 = (2)2)1,0) a. solução 
!'(h1) = (i~r(h'),lrzW)) = (-1/2, 1/6), 
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mas para h2 = (2, -2, 1, O), o sistema (2.42) é inconsistente. 
Como o sistema deveria ser satisfeito para todo h E lia( O) (ca.so ;r= O fosse extrnnantc 
local para o problema 2), ternos que ;r = O não é solução para o problema (2). 
Concluímos cntà.o que eutrc os pontos do couju!lto 1 R, somente .r = O (~ susp<·it.o de f!cr 
ponto de mínimo loca! para o problema (1), c soment-e o pouto a; = (0, -I, O,!) ó fntspcito 
de ser ponto de mínimo para o problema (2). Assim, podemo:;, ao invéH de conHiderar os 
conjuntos Ni, i= l, 2, iniciais, tomar os subconjuntos f.ri C Ni dados por 
N, H, U{o} 
N, H, U{(O, -1,0, 1)}. 
Usando o teorema 2.2.2 concluímos, após fn.zcr os cálculos, que :t = O t~ mn ponto de 
mínimo local para o problema (1) c as condjções necessárias de Lagrange são satisfeitas 
apenas para .\0 = 0, enquanto que ;r = (O,- J 1 O, 1) é um ponto de JllÍllimo local para o 
problema (2). 
3.3 Considerações finais 
J) (~ importante observar <JUC podemos generalizar de modo nrttura,l os (,('orcmas :L I, i <' 
3.2.1, considerando as derivadas da função F até a k-ésima ordem, inclusive 1 com k > 2. A 
funçào G(.T., h) : X --+ w1 X J •• ' ! X JV~.;-1 terá. a forma 
G(x., h)= (F'(x,), ,-,oF"(:r,)[h], 1rzorr1 oF"'(x,)[h, h],, .. , rr,_ 1o, ... , 7r 1 oF11 1(.~:.)[h, ... , h]) 
com 
W1 Y/ lm P'(x,), 
w, w,_J/ Inu,_ 1 o ... o,-, o pl'l(:r.)[h., ... , h], 
t 2, a, ... , k, 
e a prova será semelhante à que foi fCita para o teorema 3.1.1 e 3.2.1. 
II) Em [14L Avakov ampliou estes resultados para a problema P) acrescido de rcstriçôcs 
de dcsigua.ldadc, sem acréscimo de hipóteses sobre ns funções envolvidas e ::;em lllil.ior('S 
complicações. 
Em [15] encontramos uma outra generalização do teorema de Lyustcrnik - onde é consi-
derada apenas a Gâteaux-diferenciabilidade da função F, contudo, é n1a.utída a regularidade 
da mesma- e esta é utilizada. para uma generalização do formaJisn1o de Dubovitskii-Milyutin. 
Em [7] esta gcnera.lização é utilizada para se obter o princípio do máximo de Pontrya.gin, 
para problema de controle otimal, sob a hipótese da Gâteaux-diferencia.bi!idade. 
Em [9L a generalização vista aqui, devido a Avakov, é utílita.da panl ;.;c obter o princípio 
do máxirnno de Pontryagin na forma degenerada. 
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Apêndice A 
Teorema A.O.l Se F é nm subespaço veloTial fechado de um espaço de Banach E, então 
o espaço vdoríal F Lambém é de Banach. 
o 
Espaços quocientes e espaços produtos 
Seja F' um subespaço vetorial de E. Sobre B, a relaçào :r"' y RC x-y E F ou :r E (y+ F) 
define uma. relação de equivalência. Denotaremos por :i; a classe de equiva.lôncia que contém o 
elemento X 1 e por E f F o conjunto das classes de equivalência (quociente de E pelo snbespaço 
P). 
Defmindo 
i) X+ iJ = x + Y1 J: E X e y E iJ 
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é fácil verificar que damos a E/ F uma estrutura de espaço vetorial e que, se E é um espaço 
uonmv.lo, ca.dn. classe .i: ê um fechado se, c s6 S(\ F é fechado. 
( ' . ' 









_Existe urna transformação linear natural 1T : E ~ t:j F definída. por JT(:r) = .i· = 
' 
:r+ F, que é denominada aplicação quociente ou projeção de E sobre E'/ F. E imediato que 
kerJT =F'. 
Quando F é fechado, podemos definir sobre E f F uma estrutura de espaço vetorial 
normado. 
Teorema A.0.2 Se E é mn espaço vetoTia.l nonnado e !-~"' é subespaço vetorial de E a 
e:r.pressao 
!l:ill = inf llzll = i11f .li v- zll 
.<:EJ; yei·,zEx 
define nma norma ern E/ F se, só se, F é fechado. 
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D 
Para espaços de Banach, temos 
Teorenm A.0.3 O quocienf-e de um espaço de Banach E por 1m1 8ubespaço .fechado F' é um 
espaço de Banach. 
D 
A demonstração dos teoremas acima pode ser encontrada em [1]. 
Agom1 sejam E1 c E2 dois espaços vetoriais. Se derlninnos, sobre LJ\ x E2 , 
onde :r = (x1, .r2), y = (y1, Y2), Xi, Yi E Ei, i = 1, 2 e o:, fJ E Ill, damos a E\ x E2 uni<t 
estrutura de espaço vetorial, e se E1 e E 2 são uorrnados, pode-se definir r.;ohre E1 x E2 uma 
norma por 




Teoremas de Hahn-Banach 
Forma analítica 
Definição B.O.l Uma forn1a sublinear sobre Nln espaço vetorial real/;,' é IWHl rJplicaçdo 
p : e ----t 1R satisfazendo: 
i) p(,\v) = Àp(v), V À 2: O, 'I v E E, 
ii) p(t< +v)::; p(u) + P(v), 'lu,v E E 
Dlzen10K que uma forma. linear .f é majorada por p ;.;c 
f( v) S p(v) 'I v E E. 
'l'eoren1a B.0.4 (Ila.hn-Brmach) forma anal/hca) ,)'cjam E um espaço ·vcf.orúd real, JJ uma 
forma sublinear sobre E, M nm intbespaço vetorial I.le E. Suponha que f é nwjorada por 
p sobre A1. Bntâ'o, e,ústc g forma linear sobre E 1 majorada por p1 i}lte prolonga J, isto é, 
f( v)= g(v) para todo vEM. 
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o 
Corolário B.O.l Seja Af um subespaço velaria! do espaço n.rJJ'Jnado E. Seja rn' E AJ*. 
E'ntào! existe v' E E* tal que 
v'( v) 
llv'IIB· 
m'(v), \I vEM 
llm'IIM·· 
A demonstração do teorema e seu corolá.rio podem ser encontradas em [1!]. 
Forma geométrica 
No que segue~ E denotal'á um espaço vetorial nonnado. 
Definições B.O.l . 
(t) Um hiperplano (afim) é um conjunto da Jonna 
IJ ={:r E E; f(a:) = <>} = r'(n) 
o 
onde f é uma forma linear sobTc E, f f. O, e o: E IFl. Dize1nos que ll l urn hípcrplano 
de equação [f = a]. 
(2) Scja·m A Ç E c lJ Ç E. Dizemos qne o hiperplano 1-!, de t:quaçào [f = o:], separa A 
c U no sentido mnplo (ver figura IJ.l), se lemos 
f(:r) < n, \1 :e E ;\ c 




Dizemos que H separa A e B no sentido estrito (ver fig-ura B.2) 8C c:ri.<;ic E >O tal 
que 
!Cr) < a-t: 




'fx E A c 
V :r E /J. 
li 
A 
Teoretna B.0.5 (lfahn~Banach, primeira forma geométrica) Seja·m A Ç 8, B Ç l~ doi::< 
conve;cos ru'io vazios e dis,junlo8. Suponha qur A é aberlo. Enláo, cxistr nrn hiperplano 
fechado que separa A e .l.J no 8cntido amplo. 
o 
Teore1na B.0.6 (Hahn-13anach, segunda forma geornétn:ca) Scja·m A Ç Jj' e H Ç L•,' dois 
couvexo8 nào-vazios e disju.nto.s. Suponha qne A é fechado e 13 é compa.cl.o. Enlào, c.t'i8lc 
um hiperplano fechado que separa A c B no sentido estrito. 
o 
A dcmonstr(ição de ambos os teoremas pode ser encontrada. em ['1], 
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Apêndice C 
Mais alguns resultados de análise funcional 
Teore1na C.0.7 Se F é um subespaço veloríal fechado do espaço 1wrmado E, cntâo (E j PY 
é ccmmúcamenle isomorfo a PL, ú:;lo é, se 1r é a p1'oj-eçdo dL' E sobre l~/ li', a sua lnm<"JUJsla 
"•: (E/ F)'-+ E• 
leva (E/ F)* isomorficamente sobre FJ_. 
o 
Para a demonstra.çào deste teorema) ver [*]. 
Tem•etna C.0.8 Seja f : X ---7 Y uma aplicaçào linca.-r fechada. As scgninles propriedades 
sâo equ/valcnles, 
i) lm f é fechada; 
ii) lm f* é feclwdaj 
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iii) lm .r = (ker rl~ 
iv) 1111/' = (kcrj']" 
o 
Dcmo11straçào encontrada em [1). 
Teorema C.0.9 (J(reín) Seja K nm cone convexo, com vértice em O, que conlém ponto.<; 
inlerioJ"es, L mn subespaço la[ que (int K) n L f. 0. Se ](x) é nma. fonna linear 8obrc L ia.! 
que /(x)?: O sobre I< n L, entâ'o, existe uma forma linear conHmw f(:r:) sobre E la! que 
.f(:r) f(:c) V :c E L 
.f(:v) > O V:rEK 
o 
Teoretua C.O.lO (UK,)' =nK; 
lEI iEI 
owh: I r; nm conju.11lo arbil.rrÍ.1·io de {mlicc:=; c I\' i (i E 1) ,qr/o cow:,'l cmwr·xo.« abn·fo:-;. 
o 
o 
Teoretna C.O.l2 Sejam Kr;>, n E !, cones convc:wB abertos, I um conjrml-o r1.bit.rário de 
{ndz'ces . .f;}dão, ( n h")' 2 I>~, 
(XE[ nEl 
onde L]{~ denota o conjunto de todas us sornas finitas fa. 1 + ... + fan' .f a, E X~,, ai E I 
oEl 
o 
Teorema C.0.13 Se os cones f{; siio fracamen.tcs fechados c convc.ros, enquanto L 1\'t é 
iEI 
w* -fechado1 cnlão 
o 
Teorema C.0.14 Seja f{ um cone corn vértice O, e L um sube8pnço tal qw; (int /\")li L of0. 
Então, 
(J(nL)' = W+ L'. 
n 
Teore1na C.0.15 Se K 1, ••• , Kn são cone convexos abertos, com n /(i I Ql, oüâo 
Í:;::;;\ 
(rltc)' = f>r 
i=n i=l 
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