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Abstract
In many situations it is desirable to compare the behaviors of two dynamical systems, in order to
(i) predict consequences of differential initial conditions or (ii) find causes of differential responses.
CEC∗ is a qualitative reasoning technique for solving such comparative analysis (CA) problems.
Using propagation constraints implied by the models and behaviors of the systems, it generates
comparative envisionments describing their differential dynamics in a qualitative manner. CEC∗
improves upon existing CA approaches in a number of ways. It addresses within a single framework
CA problems involving systems with different models and behaviors, it handles ambiguities caused
by the qualitative nature of the analysis, it reasons from differences in the initial conditions to
differences in the response, as well as the other way round, and it is not limited to a restricted class
of problems due to the possibility to derive appropriate propagation constraints from the models and
behaviors. CEC∗ has been implemented and tested on a dozen of simple and more complex systems,
in which it had to answer CA questions involving several differences in the models and initial
conditions. CEC∗ is firmly rooted in the theory of differential equations, which allows definitions
and proofs of formal properties of the algorithm. In particular, it has been shown that CEC∗ is sound
and incomplete. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
When reasoning about dynamical systems one often has to deal with situations in
which only incomplete, qualitative information about the systems is available or in which
qualitative information is sufficient to answer the questions of interest. In the past two
decades, a large number of qualitative reasoning (QR) techniques have been developed
for this purpose, addressing a variety of problems [18,37]. An important problem in
qualitative reasoning is the comparison of behaviors of two dynamical systems, that is,
the determination of the relative value of system variables at chosen time-points. More
specifically, this comparative analysis (CA) task is directed at
(i) predicting possible consequences of differential initial conditions, and
(ii) finding possible causes of differential responses of the two systems.
CA questions arise in a variety of contexts. An engineer diagnosing an electrical circuit
by comparing the observed faulty behavior with a reference behavior is concerned with
a CA problem. The same obtains for a designer predicting the effects of a change in
the design of an artefact or a scientist estimating the impact of a disturbing process on
a quantity measured in an experiment.
An example of comparative analysis can be given by means of Fig. 1, in which a system
of two cascaded tanks is shown. The tanks are filled from empty, through a constant inflow
i into the upper tank, until the system reaches equilibrium, that is, until the amounts al, au
of water in the upper and lower tank have become steady. Typical CA questions in this
context are: How will the equilibrium amounts change if there is a leak in the upper tank
which causes an additional outflow (Fig. 3)? And if we find the equilibrium amounts to be
lower in one watertight system as compared to another, which differences in the inflow and
orifice sizes might account for this observation?
One of the first attempts in QR to address the problem of comparative analysis are the
DQ analysis and exaggeration techniques developed by Weld [32,34,35]. Essentially, DQ
analysis predicts how a system responds when its initial conditions are slightly perturbed.
To this end, the differences in initial conditions are propagated through the qualitative
behavior of the system by means of a set of propagation rules. The rules determine the
relative value of system variables at and between transition points, that is, points at which
the qualitative value of one of the system variables changes. Exaggeration approaches
CA problems in a different way. It transforms the CA question into a simulation problem
concerning an exaggerated system where the original perturbation has been taken to a limit.
The exaggerated behavior produced by a special simulation algorithm is then compared
with the original qualitative behavior of the system in an attempt to answer the original
CA question.
DQ analysis and exaggeration have set the standard for work on the comparative
analysis of dynamical systems, not in the last place due to their solid mathematical
foundation, allowing one to provide certain guarantees on the correctness of the answers
produced. Nevertheless, the techniques have a number of shortcomings. These will be
briefly discussed for the case of DQ analysis, the technique that seems to be the most
interesting of the two.
First, DQ analysis is only applicable to the comparison of systems with the same
structure and behavior and not to the comparison of systems with a different structure
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QV(a˙u)=QV(nu)
QV(nu)=QV(i)−QV(ou)
QV(ou)= F(QV(au),QV(ru)), F is M++
QV(a˙l )=QV(nl)
QV(nl)=QV(ou)−QV(ol)
QV(ol )=G(QV(al),QV(rl)), G is M++
QV(r˙u)= 〈0, std〉
QV(r˙l )= 〈0, std〉
QV(i˙)= 〈0, std〉
(a) (b)
(c)
Fig. 1. (a) Cascaded-tanks system and (b) the qualitative differential equations describing its structure. The
variable names have the following interpretation: a water amount, r size of orifice, o outflow, i inflow, and n
netflow. The subscripts ·u and ·l refer to the upper tank and lower tank, respectively. One of the qualitative
behaviors produced by QSIM is shown in (c) (for the notation, see [12]).
or behavior. As a consequence of this limitation, DQ analysis would not be able to
deal with the situation in which a watertight cascaded-tanks system is compared with a
leaky cascaded-tank system. The watertight and leaky systems have a different structure,
accounted for in their respective models (Figs. 1 and 3). Weld employs the terms intra-
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model and inter-model comparative analysis to distinguish between the comparison of
structurally identical and structurally different systems, and judges the latter type of
problem to be “terribly difficult” in general [35]. At the same time they are of vital
importance, since many interesting questions can be framed as inter-model CA problems,
including the diagnosis, design, and measurement analysis examples that were mentioned
above.
A second shortcoming of DQ analysis concerns its inability to handle ambiguities in
relative values. It may occur that we do not know whether a particular variable is higher,
lower, or equal in the second system as a consequence of perturbations of other variables
with opposite effects. For instance, when the behaviors of two watertight cascaded-tanks
system are compared, and the second system has a higher inflow and larger orifices, the
amount of water in the tanks at equilibrium can be higher, lower, or equal. It would
be interesting to branch on ambiguous relative values in order to know all possible
consequences of combinations of perturbations. Among other things this would help one in
determining which additional observations need to be made in order to distinguish between
different consequences. When encountering an ambiguous relative value, however, DQ
analysis simply terminates and does not produce an answer.
Third, DQ analysis predicts the consequences of differences in the initial conditions of
two systems, but cannot find the causes of differential responses other than by exhaustively
generating all possible perturbations of the initial conditions and checking their consistency
with the observed consequences. This is an inefficient approach which may be intractable
when considering larger systems with many variables.
A fourth drawback of the technique is that the rules for propagating relative values
introduced by Weld cover only a restricted class of problems. For instance, when
comparing two watertight cascaded tanks systems, DQ analysis is not able to deduce that a
higher inflow leads to larger amounts of water in the tanks at equilibrium. It is not difficult
to verify, though, that this answer is correct. Although one can imagine that the set of
propagation rules in DQ analysis would be extended to cover new classes of problems, no
indication is given of how one could arrive at such rules.
In this article we introduce comparative envisionment construction (CEC∗), a general
technique for comparative analysis which improves upon the above-mentioned shortcom-
ings while maintaining the mathematical rigor of DQ analysis [5,7,9]. In particular, CEC∗
is able to deal with intra-model CA and inter-model CA problems within a single for-
malism, by treating the former as a special case of the latter. Like DQ analysis, CEC∗
formalizes comparative analysis as a propagation problem, but it provides a way to con-
struct the rules for propagating relative values from the classes of differential equations
and continuously differentiable functions underlying the qualitative models and behaviors
of the systems. The direction of propagation can be forward, from given differences in
initial conditions to predicted differences in responses, as well as backward, from given
differences in responses to hypothesized differences in initial conditions. CEC∗ generates
a comparative envisionment, showing the alternative consequences of differential initial
conditions or the alternative causes of observed differential responses, and is thus able to
handle ambiguities in the relative values of variables. Its clear mathematical foundation
allows one to provide guarantees on the correctness of the results produced. CEC∗ has
been implemented and used to answer CA questions concerning simple and more complex
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dynamical systems and has been embedded in a knowledge-based system for the analysis
of scientific measurements [5,6].
The exposition starts with a brief review of qualitative simulation, which provides the
context for comparative analysis in the CEC∗ framework (Section 2). Next, we will be
concerned with the definition of some basic concepts and the formulation of the technique
as a propagation process (Section 3). In order to derive the constraints employed in
the propagation process, structurally different models need to be made comparable first
(Section 4). The actual derivation of the constraints is then achieved by means of the
propositions presented in the next section. Section 6 provides a formal description of the
CEC∗ algorithm and shows how it deals with an example of a predictive and a retrodictive
CA question. Properties of the algorithm—particularly its soundness, completeness, and
computational complexity—are discussed in detail in Section 7, followed by an account of
the Common Lisp implementation. Section 9 reports upon our experiences with the use of
CEC∗ in the analysis of brittle fracture systems in fracture mechanics and prey-predator
systems in population ecology. In Section 10 we discuss the strengths and weaknesses of
the technique and then in the next section place our work in the context of related work on
comparative analysis. Remarks on promising directions for further research conclude the
article (Section 12).
2. Simulation of qualitative differential equations
Comparative envisionment construction starts with the qualitative models and behaviors
of two dynamical systems. We assume that qualitative differential equations have been
used to model the systems and that the qualitative behaviors have been inferred from the
models by means of the well-known QSIM algorithm [17,18]. It should be added, though,
that the principles underlying CEC∗ are not strictly dependent on the choice of QSIM.
In the remainder of this section, we will briefly review the basic concepts of qualitative
simulation. As will be seen, many of the ideas underlying the formalization of CEC∗ have
been inspired by the QSIM approach.
2.1. Qualitative values and behaviors
In QSIM the variables v : [a, b] → R∗ of a dynamical system are considered to
be reasonable functions of time, which among other things guarantees that they are
continuously differentiable. 2
The possible qualitative values that a variable can have are determined by its quantity
space. The quantity space is a total ordering of landmark values l1 < · · · < lk capturing
qualitatively important distinctions for the variable. Each landmark value, or landmark for
short, represents a usually unknown value in R∗. Time is itself a variable with the quantity
space t0 < · · ·< tn <∞. A time-point is a distinguished time-point if a variable changes
from or to a landmark value at that instant.
2 R∗ represents the extended set of real numbers, which includes ∞ and −∞.
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The qualitative value of a variable v at time-point t is expressed in terms of the
landmarks in its quantity space and the direction of change. More specifically, the
qualitative value of v(t), QV(v, t), with respect to the quantity space l1 < · · ·< lk , is the
tuple 〈qmag,qdir〉, where
qmag=
{
lj if v(t)= lj ,
]lj , lj+1[ if lj < v(t) < lj+1, qdir=

inc if v′(t) > 0,
std if v′(t)= 0,
dec if v′(t) < 0.
The qualitative value of a variable v on a time-interval ]ti , ti+1[ follows from the
qualitative value at each of the time-points in the interval. If ti and ti+1 are adjacent
distinguished time-points, the qualitative value of v on ]ti , ti+1[, QV(v, ti , ti+1), is defined
to be equal to QV(v, t) for any t ∈ ]ti , ti+1[.
A qualitative state of a dynamical system at a distinguished time-point or on an interval
between two adjacent distinguished time-points is a tuple of qualitative values, one for
each variable in the m-vector v of system variables.
QS(v, ti)=
〈QV(v1, ti ), . . . ,QV(vm, ti)〉,
QS(v, ti , ti+1)=
〈QV(v1, ti , ti+1), . . . ,QV(vm, ti , ti+1)〉,
where ti and ti+1 are distinguished time-points of some variable vj .
The qualitative behavior of a dynamical system with variables v on [a, b] is the sequence
of qualitative states
QB(v)= 〈QS(v, t0),QS(v, t0, t1),QS(v, t1), . . . ,QS(v, tn−1, tn),QS(v, tn)〉,
with t0 = a and tn = b. According to the behavior abstraction theorem of QSIM, such
a qualitative behavior can be abstracted for each vector v of reasonable functions. The
functions v are said to be consistent with or to satisfy the qualitative behavior. In general,
a qualitative behavior will be satisfied by a whole class of reasonable functions.
2.2. Qualitative differential equations
QSIM models dynamical systems by means of qualitative differential equations
(QDEs). A QDE is a qualitative abstraction of a system of ordinary differential equations
(ODE) v˙ = f (v, c), where v denotes the state variables and c the constant parameters.
The functions f are assumed to be continuously differentiable inside the closed region in
which the ODE is defined, and they may be incompletely specified.
More precisely, a QDE consists of a set of constraints on the qualitative values of v and
c, so-called QV constraints. A QDE is abstracted from an ODE by first decomposing the
latter into a set of basic mathematical equations, and then mapping the equations to the
corresponding QV constraints (Table 1). As can be seen, the QV constraints employed in
this article largely coincide with the familiar QSIM constraints. We have adopted a different
notation to enhance the legibility of QDEs and we have changed the expressiveness of the
formalism in that monotonic functions can be identified. The latter feature, borrowed from
QPT [13], facilitates the comparison of constraints across QDEs.
The structural abstraction theorem in QSIM states that each ODE can be abstracted into
a QDE, such that any solution v : [a, b]→R∗ of the ODE is consistent with the constraints
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Table 1
QV constraints and the basic mathematical equations of which they are abstractions. Analogous constraints
for subtraction (−), division (/), monotonically decreasing functions (M−, M−0 ), other multivariate monotonic
functions (M−− , M+−, M−+), and hyperbolic functions (U−0 ) have been omitted. When no misunderstanding
is possible, we will often abbreviate QV(x, t) to QV(x)
QV constraints Basic equations
QV(x, t)=QV(y, t) x(t)= y(t)
QV(x, t)=QV(y, t)+QV(z, t) x(t)= y(t)+ z(t)
QV(x, t)=QV(y, t) ·QV(z, t) x(t)= y(t) · z(t)
QV(x, t)=−QV(y, t) x(t)=−y(t)
QV(x˙, t)=QV(y, t) x˙(t)= y(t)
QV(x˙, t)= 〈0, std〉 x˙(t)= 0
QV(x, t)= F(QV(y, t)), F is M+ x(t)= f (y(t)), f ∈M+
QV(x, t)= F(QV(y, t)), F is M+0 x(t)= f (y(t)), f ∈M+0
QV(x, t)= F(QV(y, t),QV(z, t)), F is M++ x(t)= f (y(t), z(t)), f ∈M++
QV(x, t)= F(QV(y, t)), F is U+0 x(t)= f (y(t)), f ∈U+0
QV(x, t)= σ1QV(y1, t)σ2 . . . σnQV(yn, t) x(t)= σ1y1(t)σ2 . . . σnyn(t), σ1, . . . , σn ∈ {+,−}
of the QDE. In general, a QDE will be an abstraction of a class of ODEs, since incompletely
specified monotonic or hyperbolic functions may occur in the latter.
2.3. Qualitative simulation
The basic idea underlying qualitative simulation is often schematically summarized by
means of Fig. 2. The aim of qualitative simulation is to generate from a QDE and initial
qualitative state information QS(init) those qualitative behaviors that are abstractions of
the possible solutions of the ODEs satisfying the QDE.
Basically, the qualitative simulation process proceeds by repeatedly generating succes-
sor states from the qualitative state at the current time-point or on the current time-interval,
and forming qualitative behaviors from the sequences of qualitative states. Which succes-
sor states of a particular qualitative state are permitted is determined by constraints on the
qualitative value of variables. Apart from the QV constraints in the QDE, which restrict
the possible qualitative values within a single state, QSIM employs constraints on the tran-
Fig. 2. Abstraction relations in qualitative simulation [18].
152 H. de Jong, F. van Raalte / Artificial Intelligence 115 (1999) 145–214
sitions from a qualitative state to successor qualitative states and constraints on sequences
of qualitative states. If a qualitative state lies on the boundary of the current region, and is
moving outward, a region transition may occur. Simulation then continues from a succes-
sor state on the boundary of the new region.
A productive way to look at QSIM is to view it as a theorem prover deriving theorems
of the following form:
QSIM `QDE ∧QS(init)→QB1 ∨ · · · ∨QBm.
QSIM proves from a QDE and initial qualitative state information QS(init) a disjunction
of qualitative behaviors QB1, . . . ,QBm. QSIM is sound and incomplete in that the
disjunction of possible qualitative behaviors contains all genuine behaviors of the system,
but occasionally spurious behaviors as well. A spurious qualitative behavior QBi is a
qualitative behavior which describes no solution to any initial value problem ODE ∧
v(t0) = v0 satisfying QDE ∧ QS(init). A well-known example of a spurious qualitative
behavior is the mass-spring behavior violating energy conservation [18]. A non-spurious
behavior will be called a genuine qualitative behavior.
3. Basic concepts and outline of CEC∗
3.1. Pairs of comparison
Consider again the system of two cascaded tanks shown in Fig. 1. One of the qualitative
behaviors produced by QSIM tanks is summarized in (c). As can be seen, the tanks are
filled from empty and the upper tank reaches equilibrium before the lower tank. Now
suppose we compare this system with a second cascaded-tanks system which has a leaky
QV(a˙u)=QV(nu)
QV(nu)=QV(i)−QV(ou)−QV(oh)
QV(ou)= F(QV(au),QV(ru)), F is M++
QV(oh)=K(QV(au)), K is M+0
QV(a˙l )=QV(nl)
QV(nl)=QV(ou)−QV(ol)
QV(ol )=G(QV(al),QV(rl)), G is M++
QV(r˙u)= 〈0, std〉
QV(r˙l )= 〈0, std〉
QV(i˙)= 〈0, std〉
(a) (b)
Fig. 3. (a) Leaky cascaded-tanks system and (b) the QDE describing its structure. The names of the variables have
the same interpretation as in Fig. 1, with the additional variable oh standing for the outflow from the leak. The
qualitative behavior in Fig. 1(c) has its counterpart for the leaky system shown here.
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(a) (b)
Fig. 4. (a) The comparison of qualitative behaviors of cascaded-tanks systems with a watertight upper tank and
a leaky upper tank. In both behaviors the upper tank reaches equilibrium before the lower tank (Fig. 1(c)). The
notation of the time-points follows the QSIM conventions [12]. Pairs of comparison are indicated by broken lines.
(b) The set of meaningful pairs of comparison ordered by the  relation.
upper tank (Fig. 3). The leaky system is structurally different from the watertight one:
the netflow into the upper tank is given by QV(nu)= QV(i)−QV(ou)−QV(oh) instead
of QV(nu) = QV(i) − QV(ou). An extra variable oh accounting for the flow out of the
leak has been added. The qualitative behavior in which the upper tank reaches equilibrium
before the lower one is also a behavior of the leaky system.
The behaviors originating from the qualitative simulation of two dynamical systems are
compared at so-called pairs of comparison.
Definition 1 (Pair of comparison). A pair of comparison pc is a pair of time-points
〈t, tˆ〉 from the first and the second behavior at which the values of shared variables are
compared.
Throughout this article, the hat accent .ˆ will be used to denote variables of the second
system.
Fig. 4 depictures the comparison of behaviors of the normal and the leaky cascaded-
tanks system in which the upper and the lower tank consecutively reach equilibrium, as in
Fig. 1(c). Three intuitively meaningful pairs of comparison are chosen: pc0 when the upper
and lower tank of both systems are empty, pc1 when the upper tank reaches equilibrium
in both systems, and pc2 when the lower tank reaches equilibrium in both systems. The
intuition underlying the choice of pairs of comparison will be formally articulated in
Definition 3 below.
The choice to limit the comparison of two behaviors to selected pairs of time-points
implies that nothing can be said about how the values of corresponding variables relate
during intervals. This contrasts with, for example, Weld’s DQ approach [35], but has the
important advantage that it allows CEC∗ to deal with ambiguities (Sections 6 and 11).
3.2. Ordering of pairs of comparison
A partial ordering relation can be defined on pairs of comparison which formalizes the
notion that one pair of comparison occurs before another.
Definition 2 (Ordering relation ). For two pairs of comparison pc1 = 〈t1, tˆ1〉 and pc2 =
〈t2, tˆ2〉 it holds that pc1  pc2, iff t1 6 t2 and tˆ1 6 tˆ2.
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If pc1 and pc2 are different pairs of comparison and pc1  pc2, then pc1 is said to
be a predecessor of pc2 (and pc2 a successor of pc1). If pc1 is a predecessor of pc2,
and there is no pc3 such that pc1  pc3  pc2, then pc1 is called a direct predecessor
of pc2. Analogously, we can define direct successor pairs of comparison. Since we will
be concerned with direct predecessors and successors most of the time, the qualification
‘direct’ is often omitted.
Fig. 4(b) shows a graph with the ordering relation  imposed upon the set of pairs
of comparison in the example: pc0  pc1  pc2. A set of pairs of comparison ordered
according to the-relation will be called an ordered pairs of comparison (OPC) structure.
This structure always has a top element, the first pair of comparison, and a bottom element,
the last pair of comparison.
The behaviors in Fig. 4 are topologically equal [35] with respect to the shared variables.
That is, when attention is restricted to the shared variables of the two systems, the behaviors
show the same sequence of transitions between qualitative states and the variables have the
same qualitative value in the corresponding states in this sequence. 3 If two behaviors are
not topologically equal, they are topologically different. More generally, one can show
that CA problems with topologically equal behaviors, of which Fig. 4 is an instance, will
lead to OPC structures with a single path from top to bottom. For topologically different
behaviors such a guarantee cannot be given, and a pair of comparison may have more than
one predecessor, leading to several paths in the OPC structure.
Two successive pairs of comparison in an OPC structure mark out what we will call a
pair of behavior fragments, one for each system. The behavior fragments coming with the
successive pairs of comparison pc1 = 〈t1, tˆ1〉 and pc2 = 〈t2, tˆ2〉 are defined over the closed
intervals [t1, t2] and [tˆ1, tˆ2], where t1 6 t2 and tˆ1 6 tˆ2. In the limiting case, when t1 = t2 or
tˆ1 = tˆ2, an interval reduces to a single time-point.
If a behavior fragment does not contain any distinguished time-points except for its
boundaries, we will say it is a primitive behavior fragment, otherwise a composite behavior
fragment. In a primitive behavior fragment the qualitative models of the systems do not
change, that is, the systems are described by the same variables and relations. In addition,
the qualitative values of the variables only change, if they do, at the boundaries of the
interval. In composite behavior fragments this is not necessarily the case, since changes in
the qualitative value of variables, and possibly region transitions as well, will occur at the
enclosed distinguished time-points.
All behavior fragments in Fig. 4 are primitive. In order to illustrate composite behavior
fragments, consider the leaky cascaded-tanks system in Fig. 5. In this case the leak is
located at the side instead of at the bottom of the upper tank, which causes an additional
outflow oh to commence only when an amount alk of water has filled the tank up to the
level of the leak. Qualitative simulation of a system with a leak at the side of the upper tank
leads to new behaviors as compared to a system with a leak at the bottom. One of these
behaviors is shown in Fig. 5(c). At t1 the upper tank contains an amount alk of water, which
3 The restriction to shared variables is essential, for if the comparison of qualitative states of behaviors is
extended to non-shared variables as well, behaviors arising from different models with different variables can
never be topologically equal. The definition of topological equality given here is a generalization of Weld’s
original definition [35] and reflects the generalization from intra-model to inter-model CA undertaken here.
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QV(a˙u)=QV(nu)
QV(nu)=QV(i)−QV(ou)−QV(oh)
QV(ou)= F(QV(au),QV(ru)), F is M++
QV(oh)=K(QV(ah)), K is M+0
QV(ah)=QV(au)−QV(alk)
QV(a˙l )=QV(nl)
QV(nl)=QV(ou)−QV(ol)
QV(ol)=G(QV(al),QV(rl)), G is M++
QV(r˙u)= 〈0, std〉
QV(r˙l )= 〈0, std〉
QV(i˙)= 〈0, std〉
QV(a˙lk)= 〈0, std〉
(a) (b)
(c)
Fig. 5. (a) Cascaded-tanks system with a leak at the side and (b) its QDE after the water has reached the height of
the leak. Before this level has been reached, the system is described by the model in Fig. 1. One of the qualitative
behaviors of this system is shown in (c). The additional variables alk and ah stand for the maximum amount of
water below the leak and the amount of water above the leak, respectively.
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(a) (b)
Fig. 6. (a) The comparison of a qualitative behavior of a cascaded-tanks system with a watertight upper tank
(Fig. 1(c)) and that of a cascaded-tanks system with a leaky upper tank, where the leak is situated at the side of
the tank (Fig. 5(c)). (b) The set of meaningful pairs of comparison ordered by the -relation.
then starts to pour out of the leak. Whereas before t1 the system is adequately described by
the QDE in Fig. 1, at t1 a transition to the region covered by the QDE in Fig. 5 occurs. When
comparing the behavior of the watertight system in Fig. 1(c) with the behavior of the leaky
system in Fig. 5(c), behaviors that are topologically different, three pairs of comparison
seem relevant (Fig. 6). At pc0 the upper and lower tanks are empty, at pc1 the upper tanks
reach equilibrium, and at pc2 the lower tanks do. The behavior fragment [tˆ0, tˆ2] between
pc0 and pc1 is an example of a composite behavior fragment.
3.3. Meaningful pairs of comparison
What are meaningful pairs of comparison when performing a comparative analysis? The
following definition presents an articulation of the intuitive notion of meaningfulness.
Definition 3 (Meaningful pairs of comparison). Two behaviors are given with sequences
of distinguished time-points t0, . . . , tn1 and tˆ0, . . . , tˆn2 . The pair of comparison pc= 〈t, tˆ〉
is a meaningful pair of comparison, if it satisfies at least one of the following criteria:
(1) t and tˆ are the initial time-points t0 and tˆ0;
(2) t and tˆ are the final time-points tn1 and tˆn2 ;
(3) t and tˆ are distinguished time-points at which a variable reaches the same basic
landmark value 0,∞, or −∞ in both systems; 4
and, additionally, pc is not covered by a predecessor pair of comparison.
A pair of comparison pc2 is covered by a predecessor pair of comparison pc1, if pc2 has
a time-point in common with pc1 and every criterion for choosing pc2 as a meaningful pair
of comparison is also a criterion for choosing pc1.
The rationale for the requirement that a pair of comparison should not be covered by
another pair of comparison is that it filters out superfluous candidates. If one considers a
system for the second time at a particular time-point, that is, if the time-point is again
included in a pair of comparison, there should be new reasons for doing so to make
the comparison interesting. In the comparative analysis of two mass-spring systems, for
4 The basic landmarks of interest are restricted to 0,∞,−∞, because these represent the same numerical value
in the quantity spaces of a particular variable in the first and second system. If one makes the guarantee that some
other landmark also has this property, it could be taken into account by criterion (3) as well.
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(a) (b)
Fig. 7. Two examples of pairs of comparison at region transitions.
instance, one would like to make a comparison at the time-points at which the masses cross
the rest position for the nth time in both systems; there is not much sense in comparing the
time-point at which the first mass crosses the rest position for the nth time with the time-
point at which the second mass crosses the rest position for the (n+ 1)th time after it has
already been compared with the time-point at which the second mass does so for the nth
time.
The definition of meaningful pairs of comparison does not explicitly take into account
region transitions. When a region transition occurs at a time-point t , QSIM generates two
qualitative states: one at t− (at the boundary of the old region) and one at t+ (at the
boundary of the new region), where t− and t+ denote time-points just before and just
after t .
According to Definition 3, t− or tˆ− will be included in a meaningful pair of comparison,
if t− or tˆ− is a final time-point (criterion (2)), or if at t− or tˆ− a variable reaches a
basic landmark that is also reached at the other time-point in the pair of comparison
(criterion (3)). 5 If a time-point t− or tˆ− is included in a pair of comparison pc, the
corresponding time-point just after the transition, t+ or tˆ+, should also be included in a pair
of comparison. A comparison at the end of a region should be repeated at the beginning of
the next region (Fig. 7). Definition 3 can be supplemented to handle this case.
Definition 4 (Meaningful pairs of comparison at region transitions). Suppose that 〈t, tˆ−〉,
〈t−, tˆ〉, or 〈t−, tˆ−〉 is a meaningful pair of comparison according to Definition 3. Then the
pair of comparison 〈t, tˆ+〉, 〈t+, tˆ〉, or 〈t+, tˆ+〉 is also a meaningful pair of comparison.
Pairs of comparison pc0 and pc2 in Figs. 4 and 6 are chosen because of criteria (1)
and (2), in Definition 3. At pc1 the netflow nu of the upper tank reaches 0 in both
systems, so criterion (3) is satisfied. There are no coverage relations between the pairs
of comparison, so they are all maintained. Time-point tˆ−1 in Fig. 6 is not included in any of
the pairs of comparison, which is intuitively plausible. At tˆ1 the water starts to pour out of
the leak, an event that has no counterpart in the behavior of the second system. An example
of the application of Definition 4 will be encountered in Section 9.
5 One could extend the definition by requiring that 〈t−, tˆ−〉 is also a meaningful pair of comparison, if the
same region transition condition is fulfilled at t− and tˆ− . However, as this condition will often overlap with
criterion (3), it has been omitted here.
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3.4. Relative values
Pairs of comparison have been introduced to specify when, at which time-points, the
variables of the two systems can be meaningfully compared. Now that the necessary
concepts to achieve this have been established, we continue to render the notion of
comparison more precise.
A variable may occur in either one of the systems or in both. In the latter case, the
variable is said to be shared by the systems. Notice that we compare values of the same
variable occurring in the first and second system. A more general approach, not pursued
here, would be to define a mapping that relates possibly different variables in the two
systems (compare the notion of reformulation function in [33]).
In order to express how the values of a shared variable x in the first and second system
relate at the instants included in a pair of comparison, the notion of relative value (RV)
of x is introduced. The relative value of x is the qualitative abstraction of the difference
between its values in the first and the second system.
Definition 5 (Relative value). Given a shared variable x and a pair of comparison pc =
〈t, tˆ〉. The relative value (RV) at pc is defined as:
x⇑pc, iff xˆ(tˆ ) > x(t),
x‖pc, iff xˆ(tˆ )= x(t),
x⇓pc, iff xˆ(tˆ ) < x(t).
Often the RV of a variable at a pair of comparison pc= 〈t, tˆ〉 is denoted by RV(x,pc),
or RV(x) when no misunderstanding is possible. A special kind of RV is the relative dura-
tion of the behavior fragments defined by two successive pairs of comparison. Written as
RV(T ,pc0,pc1), this RV expresses whether the intervening behavior fragment of the sec-
ond system has a longer, shorter or equal duration compared to that of the first system. Re-
mark that relative values are only defined for variables that are shared by the two systems.
An important difference between this definition and the corresponding definitions in
[35] and [7] is that the (signed) values instead of the absolute values of x and xˆ are used.
Magnitudes are not well-suited for expressing differences between values of different sign
(e.g., x > 0 and xˆ < 0), a situation not occurring in the problems addressed by Weld’s DQ
analysis, but expected in inter-model comparative analysis. Neitzke introduces a relative
description which normalizes the differences between values of variables with respect to a
basic landmark [21]. These relative descriptions play a central role in his simulation-based
approach towards comparative analysis [22,23].
3.5. Comparative states and comparative behaviors
Let v and wˆ be vectors of reasonable functions which represent the time behavior
of the variables of two systems to be compared. Further, suppose that q represents the
variables shared by the systems. The relative value of a variable qi at pc gives a qualitative
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description of the difference in value of the variable at that pair of comparison. The tuple
of RVs of all variables qi at pc forms the comparative state of the two systems.
Definition 6 (Comparative state). The shared variables q of two dynamical systems are
reasonable functions of time over [a, b] in the first system and [aˆ, bˆ] in the second system.
Given that q has m elements, the comparative state of the systems at pair of comparison
pc= 〈t, tˆ〉 is defined by the m-tuple of relative values:
CS(q,pc)= 〈RV(q1,pc), . . . ,RV(qm,pc)〉.
Now assume that the shared variables of the systems are compared at the meaningful
pairs of comparison pc0, . . . ,pcn defined above. The comparative behavior is then given
by a tuple consisting of the comparative states at the pairs of comparison and the relative
durations between direct successor pairs of comparison.
Definition 7 (Comparative behavior). The shared variables q of two dynamical systems
are reasonable functions of time over [a, b] and [aˆ, bˆ]. The systems are compared at pairs
of comparison pc0, . . . ,pcn, with k direct successor relations implied by the OPC structure.
The comparative behavior of the systems is the n + k-tuple of comparative states and
relative durations:
CB(q)= 〈CS(q,pc0), . . . ,CS(q,pcn),RV(T ,pci1 ,pcj1), . . . ,RV(T ,pcik ,pcjk )〉,
and pci1  pcj1, . . . ,pcik  pcjk .
A comparative behavior describes in a qualitative manner the differential dynamics of
the systems.
Without proof we give the following comparative behavior abstraction theorem.
Theorem 1 (Comparative behavior abstraction). Let v and wˆ be vectors of reasonable
functions which represent the time behavior of the variables of two dynamical systems
over [a, b] and [aˆ, bˆ], respectively. From each v and wˆ a comparative behavior as in
Definition 7 can be abstracted.
Extending the QSIM terminology, we will say that v and wˆ satisfy or are consistent
with a comparative behavior CB. On the other hand, CB abstracts from or describes v and
wˆ. Notice that a given comparative behavior is satisfied, in general, by a whole class of
reasonable functions v and wˆ.
On the face of it, the definitions of relative value, comparative state, and comparative
behavior have much in common with the corresponding definitions of qualitative value,
qualitative state, and qualitative behavior in QSIM [18]. Both QSIM and CEC∗ view
values, states, and behaviors as qualitative abstractions of the reasonable functions
representing system variables. Below, and in Section 7, we will take advantage of
this similarity, but it should immediately be added that there is also a fundamental
difference in meaning between the corresponding concepts in QSIM and CEC∗. This
can be illustrated by the notions of qualitative state and comparative state; whereas a
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qualitative state refers to the state of a physical system, possibly persisting over an interval,
a comparative state refers to a comparison of the states of two systems at a pair of
time-points.
3.6. Comparative analysis as a propagation process
The basic idea underlying qualitative simulation was schematically summarized by
means of Fig. 2. In a similar vein, the comparative analysis task can be clarified (Fig. 8).
The aim of comparative analysis is to produce a set of comparative behaviors from
two qualitative behaviors, the QDEs from which they have been obtained, and initial
comparative state information CS(init). These comparative behaviors are intended to be
abstractions of differences between reasonable functions that are solutions of the ODEs
satisfying the QDEs, and that additionally satisfy the qualitative behaviors.
CEC∗ derives the possible comparative behaviors by propagating the initial RVs through
the OPC structure, from a pair of comparison to its successor(s) or predecessor(s)
(Section 6). At each pair of comparison, it generates comparative states consistent with
relative value or RV constraints implied by the qualitative behaviors and QDEs of the
systems to be compared. Analogously to the state constraints and transition constraints in
qualitative simulation, CEC∗ uses constraints relating RVs at the same pair of comparison
and constraints relating RVs at successive pairs of comparison. The comparative states
produced by CEC∗ are connected in a directed hypergraph, a comparative envisionment,
which contains the comparative behaviors as subgraphs.
In the next two sections we will introduce general propositions by which RV constraints
for a particular CA problem can be derived. Qualitative behaviors and QDEs were
seen to be abstractions of classes of reasonable functions and ODEs, respectively. The
generalized mean value theorem and a number of basic properties of linear systems allow
one to transform the functions and differential equations into expressions from which RV
constraints can be directly abstracted. As will be explained first, the possibility to make QV
constraints and QDEs comparable underlies the derivation of many of the RV constraints.
Instead of inferring the RV constraints at run-time, CEC∗ uses a set of RV rules.
The RV rules are derived from the propositions and consist of constraint schemata and
the conditions under which they are valid. In the process of constructing a comparative
envisionment, the RV rules are matched against the QDEs and qualitative behaviors of the
two systems to see which RV constraints need to be instantiated at a pair of comparison.
Fig. 8. Abstraction relations in comparative analysis.
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The initial RVs may be defined at either the first or the last pair of comparison, that is,
at the top or the bottom of the OPC structure. When the direction of propagation is from
top to bottom, one is predicting the consequences of differential initial conditions. The
reverse direction corresponds with the process of finding causes for a differential response
of the systems. We will employ the terms predictive and retrodictive comparative analysis,
respectively, to refer to these two uses of CEC∗. 6
4. Comparable QV constraints and comparable QDEs
A problem that will have to be solved in the derivation of RV constraints is that systems
whose behaviors are to be compared may be structurally different, that is, described by
different QDEs. An example was encountered above, in the case of the watertight and
leaky cascaded-tanks, where the constraint accounting for the net outflow of the upper tank
is QV(nu)=QV(i)−QV(ou) in the former and QV(nu)=QV(i)−QV(ou)−QV(oh) in
the latter system. In order to derive RV constraints at and between pairs of comparison, the
QDEs of the two systems need to be made comparable. What does it mean for two QDEs
to be comparable? Consider first the case of two individual QV constraints from Table 1.
Definition 8 (Comparable QV constraints). Two QV constraints are comparable, iff
(1) they abstract from the equations x = f (r) and xˆ = g(sˆ), with x a shared variable
and f , g continuously differentiable functions, and
(2) it holds that
x = f (r)= h(q,a) and xˆ = g(sˆ)= h(qˆ, aˆ), (1)
where h is a continuously differentiable comparison function, q the vector of
variables occurring both in r and s , and a a vector of newly introduced auxiliary
variables with specified comparison values for the two systems.
More precisely, the QV constraints are said to be comparable with respect to the
comparison function h and the auxiliary variables a with specified comparison values.
If no auxiliary variables need to be introduced to make two QV constraints comparable, or
if the systems have no shared variables, the corresponding vectors are omitted from (1).
An example will clarify the definition. From Table 1 it follows that the two constraints
mentioned above abstract from nu = i − ou and nˆu = iˆ − oˆu − oˆh. For x = nu, the shared
variables are q = [i ou]′. Further, introduce an auxiliary variable a = a1 with comparison
values a1 = 0, aˆ1 = oˆh, and define a comparison function
h(q,a)= q1 − q2 − a1. (2)
6 Although convenient and intuitively clear, one should bear in mind that the forward and backward directions
of propagation on the one hand, and the tasks of making predictions and finding causes on the other, do not match
completely. A causal explanation of the observed difference in response of two systems could also be found by
exhaustively generating differential initial conditions and performing a predictive CA for each of them to see
whether they account for the differential response.
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It is straightforward to check that indeed nu = h([i ou]′,0) = i − ou and nˆu =
h([iˆ oˆu]′, oˆh) = iˆ − oˆu − oˆh, as required by the definition. As another example, the QV
constraints QV(x)= F(QV(y),QV(z)) and QV(xˆ)= F(QV(yˆ),QV(zˆ)), with F anM++-
constraint, abstract from the basic equations x = f (y, z) and xˆ = f (yˆ, zˆ), f ∈M++. They
are obviously comparable through the function
h(q)= f (q1, q2), (3)
with q = [y z]′.
The equations x = f (r) and xˆ = g(sˆ) may be directly read off from the constraints,
as in the examples above. But it is also possible that an additional algebraic operation
intervenes. For instance, QV(z)= QV(x)−QV(y) and QV(xˆ)=QV(yˆ)+QV(zˆ) abstract
from z= x− y and xˆ = yˆ+ zˆ. This needs to be rewritten, e.g., as x = y+ z and xˆ = yˆ+ zˆ,
to arrive at the form of the equations required by the definition.
In order to define the comparability of two QDEs, we need to introduce the notion of
shared state variable equations of an ODE first. The shared state variables x of two ODEs
v˙ = f (v, c) and ˆ˙w = g(wˆ, dˆ) are simply the variables occurring in both v and w. The
shared state variable equations x˙ = fx(v, c) and ˆ˙x = gx(wˆ, dˆ) are now obtained from the
ODEs by retaining only the equations defining the shared state variables. The resulting
systems of equations have the same order, something that may not be the case for the
original ODEs. In addition to shared state variables x, we will refer to shared non-state
variables u, consisting of shared variables that are not state variables in one or both ODEs.
A variable belongs to u when it is a constant parameter in one system and a state variable
in another, or when it is a constant parameter in both systems.
Definition 9 (Comparable QDEs). Two QDEs are comparable, iff
(1) they abstract from ODEs with shared state variable equations
x˙ = fx(v, c) and ˆ˙x = gx(wˆ, dˆ),
with x the shared state variables, fx , gx continuously differentiable functions, and
(2) it holds that
x˙ = fx(v, c)= h(x,u,a) and ˆ˙x = gx(wˆ, dˆ)= h(xˆ, uˆ, aˆ), (4)
where h is a vector of continuously differentiable comparison functions, u the vector
of shared non-state variables, and a a vector of newly introduced auxiliary variables
with specified comparison values for the two systems.
Again, it is more precise to say that the QDEs are comparable with respect to comparison
functions h and auxiliary variables a with specified comparison values.
As an illustration of the definition, consider the cascaded-tanks QDEs in Figs. 1 and 3.
The QDEs abstract from the ODEs
a˙u = i − f (au, ru), a˙l = f (au, ru)− g(al, rl),
(5)ˆ˙au = iˆ − f (aˆu, rˆu)− k(aˆu), ˆ˙al = f (aˆu, rˆu)− g(aˆl, rˆl),
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as can be easily verified by means of Table 1. Obviously, x = [au al]′ and u = [i ru rl ]′
in this example, and the shared state variable equations are the same as the original
ODEs. Now define an auxiliary variable a = a1 with comparison values a1 = 0 and
aˆ1 = oˆh = k(aˆu), and functions h1 and h2, such that
h1(x,u,a)= u1 − f (x1, u2)− a1, h2(x,u,a)= f (x1, u2)− g(x2, u3). (6)
It is easy to verify that the QDEs are indeed comparable through h = [h1 h2]′ and the
chosen values for a.
Whether two QV constraints are comparable or not depends on the fulfilment of two
conditions. The first condition says that the constraints should share at least one variable,
x , and that it should be possible to (re)write the basic equations from which the constraints
abstract in the form x = f (r) and xˆ = g(sˆ), with f and g continuously differentiable.
This may not always be the case, or only under certain conditions. For instance, the con-
straints QV(x)= F(QV(y)) and QV(yˆ)= F(QV(xˆ)), with F a U+0 -constraint, cannot be
written as x = f (y) and xˆ = g(yˆ). Further, the constraints QV(z) = QV(x) · QV(y) and
QV(wˆ) = QV(xˆ) · QV(vˆ) do abstract from equations in the required form, x = z/y and
xˆ = wˆ/vˆ, but these are only defined when y 6= 0 and vˆ 6= 0. However, if it turns out to be
possible to fulfill the first condition, then the second condition is also satisfied. That is, a
comparison function and auxiliary variables with suitable comparison values can be found.
Theorem 2. Given two QV constraints abstracting from the basic equations x = f (r)
and xˆ = g(sˆ), as in Definition 8. There exists a comparison function h and a finite vector
of auxiliary variables a with specified comparison values that make the QV constraints
comparable.
Proof. Define a vector of auxiliary variables a consisting of a1, a2, and one ai , i > 2, for
each variable rj or sj occurring in r or s but not in both (a non-shared variable). Further,
define vectors pr and ps that are simply the vectors r and s with each non-shared variable
replaced by the corresponding variable in a. The function
h(q,a)= a1f (pr )+ a2g(ps) (7)
is a comparison function if the following comparison values are chosen. For each ai
corresponding to rj , ai = rj and aˆi arbitrary. For each ai corresponding to sj , ai arbitrary
and aˆi = sˆj . Further, a1 = aˆ2 = 1, a2 = aˆ1 = 0. 2
It is important to observe that two QV constraints are not uniquely comparable. This
can be directly seen by comparing the comparison function for the constraints QV(x) =
F(QV(y),QV(z)) and QV(xˆ) = F(QV(yˆ),QV(zˆ)) proposed in (3) with the rather trivial
comparison function suggested by the proof,
h(q,a)= a1f (q1, q2)+ a2f (q1, q2). (8)
In general, several comparison functions are possible, their number varying with the num-
ber of shared variables and the maximum allowed number of auxiliary variables. They are
straightforward to find because the form of the basic equations is simple and, except in the
case of multivariate sums, the number of variables is three at most (Table 1).
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Theorem 3. Given two QDEs abstracting from ODEs with shared state variable equations
x˙ = fx(v, c) and ˆ˙x = gx(wˆ, dˆ), as in Definition 9. There exist comparison functions h
and a finite vector of auxiliary variables a with specified comparison values that make the
QDEs comparable.
This result is not surprising in the light of the proof of the previous theorem. Analogous
trivial comparison functions can be formulated to make any two QDEs comparable.
As with QV constraints, several comparison functions may exist. By choosing an
alternative for h1 in (6), a different vector of comparison functions for the cascaded-tanks
QDEs is obtained:
h1(x,u,a)= u1 − a2f (x1, u2)− a3f (x1, u2)− a1,
(9)
h2(x,u,a)= f (x1, u2)− g(x2, u3),
where a2 = aˆ3 = 1 and a3 = aˆ2 = 0. A systematic way to construct comparison functions
for a pair of QDEs would be to
(i) decompose the shared state variable equations into basic equations,
(ii) choose comparison functions for pairs of basic equations, and then
(iii) recompose the original shared state variable equations while replacing the basic
equations by their comparison functions.
In order to arrive at h1 in (6), the expressions for a˙u and ˆ˙au could be decomposed as
a˙u = nu, nu = i − ou, ou = f (au, ru),
(10)ˆ˙au = nˆu, nˆu = iˆ − oˆu− oˆh, oˆu = f (aˆu, rˆu), oˆh = k(aˆu).
The basic equations nu = i − ou and nˆu = iˆ − oˆu− oˆh have a comparison function
1h1(1q, 1a)= 1q1 − 1q2 − 1a1,
with 1q = [i ou]′, 1a = 1a1, and 1a1 = 0, 1aˆ1 = oˆh = k(aˆu). For ou = f (au, ru) and
oˆu = f (aˆu, rˆu), we choose the comparison function
2h1(2q)= f (2q1, 2q2),
with 2q = [au ru]′. The basic comparison functions 1h1 and 2h1 can be combined
by setting 1q2 = 2h1(2q). As can be readily verified, renaming the variables gives the
composite comparison function h1 in (6). Different decompositions and different choices
of basic comparison functions will generally lead to different comparison functions.
Intuitively, one would be inclined to say that some comparison functions are ‘worse’ or
‘less natural’ than others. In particular, the trivial comparison functions in the proofs seem
to lose information, in the sense that they overlook the fact that the equations from which
the QV constraints or QDE abstract may be the same or almost the same. It will be seen
that different comparison functions may lead to RV constraints of different strengths, and
that the trivial comparison functions in the proofs lead to weak RV constraints (though
occasionally no stronger RV constraints exist). In the examples in the next section we
will always choose the comparison function leading to the strongest RV constraint, which
is simple to decide in the cases being considered. In later sections, we will examine the
consequences of weaker-than-necessary RV constraints.
H. de Jong, F. van Raalte / Artificial Intelligence 115 (1999) 145–214 165
5. Determination of relative value constraints
5.1. Relative value constraints
Relative value or RV constraints are used to put restrictions on the possible RVs that
a shared variable can have. We will be particularly interested in RV constraints that are
abstractions of equations consisting of additions and subtractions of linear terms and
constants.
Definition 10 (RV constraint). An RV constraint is a constraint on the possible relative
values of shared system variables. The RV constraints used in CEC∗ are shown in Table 2
and defined by means of Table 3.
The constraints are predicated upon the relation of RVs to real numbers expressed in
Definition 1. With these semantics in mind their validity can be easily verified.
5.2. Qualitative values at a pair of comparison
A direct way to infer the RV of a variable x at a pair of comparison pc = 〈t, tˆ〉 is
to examine the state information in the qualitative behaviors of the two systems to be
compared. The behaviors provide one with the qualitative value of variables x and xˆ at
Table 2
RV constraints and the linear equations of which they are abstractions. Obvious variants of the constraints
involving ⇓ or ‖, e.g., RV(x,pc) =⇓, are not shown. The question mark ? means that the RV can be ⇑, ‖, or
⇓. The final two RV constraints cover the other constraints as special cases
RV constraints Linear equations
RV(x,pc)=⇑ xˆ(tˆ)− x(t)= a, a > 0
RV(x,pc)= ? xˆ(tˆ)− x(t)= a, a R 0
RV(x,pc)= RV(y,pc) xˆ(tˆ)− x(t)= a (yˆ(tˆ)− y(t)), a > 0
RV(x,pc)=−RV(y,pc) xˆ(tˆ)− x(t)= a (yˆ(tˆ)− y(t)), a < 0
RV(x,pc)=±RV(y,pc) xˆ(tˆ)− x(t)= a (yˆ(tˆ)− y(t)), a R 0
RV(x,pc)= RV(y,pc)+ RV(z,pc) xˆ(tˆ)− x(t)= a (yˆ(tˆ)− y(t))+ b (zˆ(tˆ)− z(t)), a, b > 0
RV(x,pc)= RV(y,pc)− RV(z,pc) xˆ(tˆ)− x(t)= a (yˆ(tˆ)− y(t))− b (zˆ(tˆ)− z(t)), a, b > 0
RV(x,pc)= RV(y,pc)+⇑ xˆ(tˆ)− x(t)= a (yˆ(tˆ)− y(t))+ b, a, b > 0
RV(x,pc)= RV(y,pc)−⇑ xˆ(tˆ)− x(t)= a (yˆ(tˆ)− y(t))− b, a, b > 0
RV(x,pc)= σ1RV(y1,pc)σ2 . . . xˆ(tˆ)− x(t)= a1 (yˆ1(tˆ)− y1(t))+ · · ·+
σnRV(yn,pc) an (yˆn(tˆ)− yn(t)),
RV(x,pc)= σ1RV(y1,pc)σ2 . . . xˆ(tˆ)− x(t)= a1 (yˆ1(tˆ)− y1(t))+ · · ·+
σnRV(yn,pc)+⇑ an (yˆn(tˆ)− yn(t))+ b, b > 0
σi =+, iff ai > 0; σi =−, iff ai < 0; σi =±, iff ai R 0.
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Table 3
Definition of some of the RV constraints in Table 2. The generalization of the definitions to the other cases is
straightforward and has been omitted
RV (y) RV (x)
⇑ ⇑
‖ ‖
⇓ ⇓
RV(x)= RV(y)
RV (y) RV (x)
⇑ ⇓
‖ ‖
⇓ ⇑
RV(x)=−RV(y)
RV (z)
RV (x) ⇑ ‖ ⇓
⇑ ⇑ ⇑ ?
RV (y) ‖ ⇑ ‖ ⇓
⇓ ? ⇓ ⇓
RV(x)= RV(y)+ RV(z)
RV (y) RV (x)
⇑ ?
‖ ‖
⇓ ?
RV(x)=±RV(y)
RV (y) RV (x)
⇑ ?
‖ ?
⇓ ?
RV(x)= RV(y)+?
RV (z)
RV (x) ⇑ ‖ ⇓
⇑ ? ⇑ ⇑
RV (y) ‖ ⇓ ‖ ⇑
⇓ ⇓ ⇓ ?
RV(x)= RV(y)− RV(z)
time-points t and tˆ . The following proposition, given without proof, is a straightforward
consequence of the definition of qualitative values.
Proposition 1 (RV constraints from qualitative values). Let xm and ˆxm be the qualitative
magnitudes of x and xˆ, respectively, at pair of comparison pc= 〈t, tˆ〉. The relative value
of x at pc is determined by the RV constraint abstracted from:
xˆ(tˆ )− x(t)= xˆr − xr, (11)
where xr and xˆr are the real values described by xm and ˆxm.
The interest of the proposition derives from the fact that the qualitative value of x and
xˆ immediately provides a constraint on the relative value of x at pc. For example, with
Fig. 1(c) we see that the qualitative magnitudes of au and aˆu are equal to the landmark 0 at
pc0, so that aˆu(tˆ0)− au(t0)= 0, and hence RV(au,pc0)=‖ by Definition 10 above.
5.3. Qualitative constraints at a pair of comparison
Proposition 1 does not help one in establishing RV(x,pc) when the magnitudes of x
and xˆ lie ‘on the same side’ of the basic landmark 0. For instance, if xm, ˆxm equal
the landmarks l, lˆ greater than 0, and these landmarks are not basic landmarks, then the
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difference xˆr − xr may be of any sign, and consequently RV(x,pc)=?. Consideration of
pairs of QV constraints in the QDEs may provide additional constraints on the RV of x .
Proposition 2 (RV constraints from qualitative value constraints). Given two QV
constraints which abstract from the equations x = f (r) and xˆ = g(sˆ). Let the constraints
be comparable through a comparison function h and auxiliary variables a with specified
comparison values, as in Definition 8. The vectors q and a have n1 and n2 elements,
respectively. At pair of comparison pc= 〈t, tˆ〉 the relative values of x , q , and a are related
by an RV constraint which is the abstraction of the equation
xˆ(tˆ )− x(t)= dq
(
qˆ(tˆ)− q(t))+ da(aˆ(tˆ)− a(t)). (12)
dq and da are n1 and n2-vectors with
dq,j = ∂
∂qj
h(q¯, a¯) and da,k = ∂
∂ak
h(q¯, a¯), (13)
where each q¯j lies between qj (t) and qˆj (tˆ), and each a¯k between ak(t) and aˆk(tˆ).
Proof. Subtracting x and xˆ at pc leads to
xˆ(tˆ )− x(t)= g(sˆ(tˆ))− f (r(t)).
And since h is a comparison function, it follows by Definition 8 that
xˆ(tˆ )− x(t)= h(qˆ(tˆ ), aˆ(tˆ ))− h(q(t),a(t)),
with h continuously differentiable. Applying the generalized mean value theorem [3], the
above equation can be written as:
xˆ(tˆ )− x(t)= ∂
∂q1
h(q¯, a¯)
(
qˆ1(tˆ )− q1(t)
)+ · · · + ∂
∂qn1
h(q¯, a¯)
(
qˆn1(tˆ)− qn1(t)
)
+ ∂
∂a1
h(q¯, a¯)
(
aˆ1(tˆ)− a1(t)
)+ · · · + ∂
∂an2
h(q¯, a¯)
(
aˆn2(tˆ )− an2(t)
)
,
(14)
where each q¯j lies between qj (t) and qˆj (tˆ) and each a¯k between ak(t) and aˆk(tˆ). Eq. (14)
is equivalent to Eqs. (12) and (13). 2
The proposition states that there exists an RV constraint for the two QV constraints that
is the abstraction of an equation of the form (12). This RV constraint can be determined
from Table 2 once the signs of the partial derivatives in (13) are known. The signs are
calculated with the help of information contained in the QDEs and qualitative behaviors,
in particular the qualitative states corresponding to the pair of comparison.
As an illustration of this procedure, consider again the QV constraints for the netflow
in the leaky and watertight cascaded-tanks systems: QV(nu) = QV(i) − QV(ou) and
QV(nˆu) = QV(iˆ) − QV(oˆu) − QV(oˆh). What is the RV constraint at pc1? Recall from
the previous section that the QV constraints abstract from the equations nu = i − ou and
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nˆu = iˆ − oˆu − oˆh, and that they are comparable through the function h in (2). Subtracting
nu and nˆu at pc1, and then applying the mean value theorem, gives
nˆu(tˆ1)− nu(t1)=
(
iˆ(tˆ1)− i(t1)
)− (oˆu(tˆ1)− ou(t1))− (aˆ1(tˆ1)− a1(t1)),
since all partial derivatives equal 1 or −1. By means of Table 2 we arrive at the RV
constraint
RV(nu,pc1)= RV(i,pc1)− RV(ou,pc1)− RV(a1,pc1).
By Proposition 11 it follows that RV(a1,pc1)=⇑, since the qualitative magnitude of oˆh
at tˆ1 is greater than 0. The constraint consequently forces RV(nu,pc1) to be ⇓ when i‖pc1
and ou⇑pc1 .
As another example, consider the QV constraints for the outflow of the upper tank
in the cascaded-tanks systems at pc1, QV(ou) = F(QV(au),QV(ru)) and QV(oˆu) =
F(QV(aˆu),QV(rˆu)). The constraints abstract from the equations ou = f (au, ru) and
oˆu = f (aˆu, rˆu). We choose h equal to f , as in (3). Subtraction of ou and oˆu at pc1, and
application of the mean value theorem, leads to the expression
oˆu(tˆ1)− ou(t1)= ∂
∂au
f (a¯u, r¯u)
(
aˆu(tˆ1)− au(t1)
)+ ∂
∂ru
f (a¯u, r¯u)
(
rˆu(tˆ1)− ru(t1)
)
,
which is of the form (12). By the fact that F is an M++-constraint, the partial derivatives
of the function f are positive. Table 2 shows that this results in the constraint
RV(ou,pc1)= RV(au,pc1)+ RV(ru,pc1). (15)
A higher amount of water in the upper tank (au⇑pc1 ) and the same size of the orifice
(ru‖pc1 ) lead to a higher outflow (ou⇑pc1 ).
The derivation of RV constraints by means of Proposition 2 requires the determination
of the signs of the partial derivatives (∂/∂qj )h(q¯, a¯) and (∂/∂ak)h(q¯, a¯). Occasionally,
a sign may be ambiguous, in the sense that for some values q¯ and a¯ consistent with the
qualitative values at the pair of comparison the partial derivative will be positive, whereas
for others zero or negative. As a consequence of this ambiguity, a constraint of the type
RV(x,pc)=±RV(y,pc), or its multivariate generalizations, will be generated. Notice that
the RV constraint is vacuous: it permits all possible combinations of RVs for x and y . It
can therefore be omitted.
Besides the RVs of the shared variables q , the RV constraint in the proposition involves
the RVs of auxiliary variables a. One could argue that this is not desirable, since the
physical meaning of the latter is unclear. Fortunately, the auxiliary variables can be
eliminated from the RV constraint by evaluating the expression da(aˆ(tˆ) − a(t)) before
Eq. (12) is abstracted into an RV constraint. This changes the RV constraint into an
abstraction of
xˆ(tˆ )− x(t)= dq
(
qˆ(tˆ)− q(t))+ ra, (16)
that is, a constraint that does no longer include the RVs of a. For the netflow constraints in
the cascaded-tanks example, we would thus obtain an equation
nˆu(tˆ1)− nu(t1)=
(
iˆ(tˆ1)− i(t1)
)− (oˆu(tˆ1)− ou(t1))− ra,
H. de Jong, F. van Raalte / Artificial Intelligence 115 (1999) 145–214 169
with ra= oˆh(tˆ1) > 0. The corresponding RV constraint is
RV(n,pc1)= RV(i,pc1)− RV(ou,pc1)−⇑ . (17)
If the sign of ra is ambiguous, we are left with a vacuous RV constraint. A situation
in which this happens, and in which it could be avoided, is the following. Given two QV
constraints QV(x)= QV(y) and QV(xˆ)= QV(yˆ) ·QV(zˆ), which are comparable through
a function h(q,a)= q1 a1, with q = y , a = a1, and comparison values a1 = 1 and aˆ1 = zˆ.
The RV constraint at a pair of comparison pc= 〈t, tˆ〉 is the abstraction of the equation
xˆ(tˆ )− x(t)= a¯1
(
yˆ(tˆ )− y(t))+ y¯(aˆ1(tˆ)− a1(t)).
The sign of aˆ1(tˆ) − a1(t) is unambiguous only if it can be determined whether zˆ(tˆ1) is
greater than, smaller than, or equal to 1. In order to establish this from the qualitative be-
havior of the second system, a basic landmark 1 needs to be introduced in the quantity
space of z (see footnote 4).
5.4. Qualitative differential equations between pairs of comparison: Primitive behavior
fragments
Besides the propagation of RVs at a certain pair of comparison, we will propagate RVs
between pairs of comparison. For this, the RV constraints of Propositions 1 and 2 need to
be supplemented by RV constraints determining how the RVs of variables at a pair of com-
parison pc1 relate to those at a predecessor pair of comparison pc0. Moreover, they need to
restrict the relative duration RV(T ,pc0,pc1) of the behavior fragments. In order to arrive
at such constraints, we have to take into account how the values of the system variables
change during the respective behavior fragments between the pairs of comparison. First
we will present the case of primitive behavior fragments, and then generalize to composite
behavior fragments.
Lemma 1. Given two QDEs which abstract from ODEs with shared state variable equa-
tions
x˙ = fx(v, c) and ˆ˙x = gx(wˆ, dˆ). (18)
Let the QDEs be comparable through comparison functions h and auxiliary variables a
with specified comparison values, as in Definition 9. The vectors x , u, and a are assumed
to have n1, n2, and n3 elements, respectively. The difference ˆ˙x − x˙ at a time-point t is then
defined by the linear system
ˆ˙x(t)− x˙(t)=A(t)(xˆ(t)− x(t))+B(t)(uˆ(t)− u(t))+E(t)(aˆ(t)− a(t)), (19)
where A(t), B(t), and E(t) are time-varying matrices of continuous functions:
aij (t)= ∂
∂xj
hi
(
x¯(t), u¯(t), a¯(t)
)
, bik(t)= ∂
∂uk
hi
(
x¯(t), u¯(t), a¯(t)
)
,
eil(t)= ∂
∂al
hi
(
x¯(t), u¯(t), a¯(t)
)
.
x¯j (t) lies between xˆj (t) and xj (t), u¯k(t) between uˆk(t), and uk(t), and a¯l(t) between aˆl(t)
and al(t). A(t), B(t), and E(t) are n1× n1, n1× n2, and n1× n3-matrices, respectively.
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The lemma is a direct consequence of the generalized mean value theorem, applied after
rewriting (18) by means of the comparison functions h. Its importance lies in the fact that
(19) can be explicitly solved by means of a basic result in linear system theory [26]. 7 If
the differences uˆ−u, aˆ− a and the matrices A, B , E are continuous on an interval [ta, t],
t > ta , Eq. (19) has the unique, continuously differentiable solution
xˆ(t)− x(t)=Φ(t, ta)
(
xˆ(ta)− x(ta)
)
+
t∫
ta
Φ(t, τ )
[
B(τ )
(
uˆ(τ )− u(τ ))+E(τ )(aˆ(τ )− a(τ ))]dτ,
for all t ∈ [ta, t]. The matrix functionΦ(t, τ ) is called the transition matrix. It is the unique
solution of
∂
∂t
Φ(t, τ )=A(t)Φ(t, τ ), Φ(τ, τ )= I .
Explicitly solving for Φ(t, τ ) is generally a difficult task, but under certain conditions,
imposed on A(t), a closed-form expression for Φ(t, τ ) can be found. Appendix A reviews
some relevant results from linear system theory.
The solution of the linear system (19) underlies the proposition below, for which we
further need the special matrix multiplication operator . Given a matrix M with n rows
and a matrix N with n columns, the  operator is defined as
M N =
n∑
i=1
(M i·N ·i )I ·i ,
where I is the n× n unit matrix and M i· (N ·i) denotes the ith row (column) of M (N ).
Proposition 3 (RV constraints from qualitative differential equations I). Suppose two
primitive behavior fragments are compared, defined by pairs of comparison pc0 = 〈t0, tˆ0〉
and pc1 = 〈t1, tˆ1〉. The systems are described by the pair of QDEs in Lemma 1. The relative
values of x , u, and a are then related by RV constraints which abstract from
xˆ(tˆ1)− x(t1)=

rx1 +F (tˆ1, tˆ0), Tˆ < T ,
F (t1, t0), Tˆ = T ,
rx2 +F (t1, t0), Tˆ > T ,
(20)
with rx1, rx2 n1-vectors of real constants. The function F is defined as follows:
F (tb, ta)=Φ(tb, ta)
(
xˆ(ta)− x(ta)
)+ tb∫
ta
Φ(tb, τ )B(τ )dτ 
(
uˆ(τ¯ u)− u(τ¯ u)
)
+
tb∫
ta
Φ(tb, τ )E(τ )dτ 
(
aˆ(τ¯ a)− a(τ¯ a)
) (21)
7 The form of (19) slightly deviates from that usually found in textbooks. The solution given below is easily
proven sound by reducing (19) to the conventional form [5].
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where u(τ¯ u) and a(τ¯ a) are n2 × n1 and n3 × n1-matrices:
u(τ¯ u)=

u1(τ¯u,11) . . . u1(τ¯u,1n1)
...
. . .
...
un2(τ¯u,n21) . . . un2(τ¯u,n2n1)
 ,
(22)
a(τ¯ a)=

a1(τ¯a,11) . . . a1(τ¯a,1n1)
...
. . .
...
an3(τ¯a,n31) . . . an3(τ¯a,n3n1)
 .
For each τ¯u,ij , τ¯a,ij it holds that tˆa 6 τ¯u,ij , τ¯a,ij 6 tˆb . The τ¯u,ij s and τ¯a,ij s define auxiliary
pairs of comparison pcu,ij = 〈τ¯u,ij , τ¯u,ij 〉 and pca,ij = 〈τ¯a,ij , τ¯a,ij 〉, for which it holds that
pc0  pcu,ij ,pca,ij  pc1.
The important thing to notice about Eqs. (20) and (22) is that together they express the
differences xˆ(tˆ1)−x(t1), corresponding to the RV of x at pc1, in terms of the RVs of x, u,
and a at pc0 and at auxiliary pairs of comparison between pc0 and pc1. In addition, the RV
of x at pc1 is seen to depend upon the relative duration of the primitive behavior fragments
by the conditions Tˆ < T , Tˆ = T , and Tˆ > T in (20).
Proof. Assume that the behavior fragments start simultaneously, i.e., t0 = tˆ0. If this is not
the case, then the behavior fragments should be synchronized first, by shifting the behavior
fragment of the second system in such a way that both fragments start at t0. Fig. 9 shows the
synchronized behavior fragments, distinguished by their relative durations: Tˆ < T , Tˆ = T ,
or Tˆ > T .
We are interested in the RV of the shared state variables x at pc1. This RV is the
abstraction of xˆ(tˆ1)− x(t1), a difference that can be rewritten by means of Fig. 9:
xˆ(tˆ1)− x(t1)=

x(tˆ1)− x(t1)+ xˆ(tˆ1)− x(tˆ1), Tˆ < T ,
xˆ(tˆ1)− x(tˆ1), Tˆ = T ,
xˆ(tˆ1)− xˆ(t1)+ xˆ(t1)− x(t1), Tˆ > T .
(23)
Consider the case Tˆ < T (the other cases go analogously). The difference xˆ(tˆ1)− x(t1)
is split up into two terms: x(tˆ1)− x(t1) and xˆ(tˆ1)− x(tˆ1). These terms will be elaborated
Fig. 9. Different cases in the comparison of two primitive behavior fragments.
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in such a way that together they give the equations from which the RV constraints can be
abstracted.
(i) An expression for the term xˆ(tˆ1) − x(tˆ1) is arrived at by means of Lemma 1 and
solving the resulting linear system, bearing in mind that uˆ − u, aˆ − a and A, B , E are
continuous on [tˆ0, tˆ1] (or, equivalently, [t0, tˆ1] by synchronicity of the behavior fragments).
xˆ(tˆ1)− x(tˆ1)=Φ(tˆ1, tˆ0)
(
xˆ(tˆ0)− x(t0)
)+ tˆ1∫
tˆ0
Φ(tˆ1, τ )B(τ )
(
uˆ(τ )− u(τ ))dτ
+
tˆ1∫
tˆ0
Φ(tˆ1, τ )E(τ )
(
aˆ(τ )− a(τ ))dτ. (24)
The second and third term on the right-hand side are n1-vectors which can be rewritten by
moving uˆ(τ )−u(τ ) and aˆ(τ )− a(τ ) out of the integral, using the mean value theorem. In
the scalar case
∫ tˆ1
tˆ0
φ(tˆ1, τ )b(τ )(uˆ(τ )− u(τ))dτ leads to
∫ tˆ1
tˆ0
φ(tˆ1, τ )b(τ )dτ (uˆ(τ¯ )− u(τ¯ )),
with tˆ0 6 τ¯ 6 tˆ1. For the general case the matrix multiplication operator  can be applied
to (24) to yield Eq. (21) in the proposition.
(ii) The expression x(tˆ1)− x(t1) in Eq. (23) can be rewritten as well in a form which is
convenient for abstracting RV constraints. Applying the mean value theorem we obtain:
x(tˆ1)− x(t1)=
tˆ1∫
t1
x˙(τ )dτ = x˙(τ¯ )(tˆ1 − t1),
where x˙(τ¯ ) represents an n1-vector [x˙1(τ¯1) . . . x˙n1(τ¯n1)]′, with tˆ0 6 τ¯i 6 tˆ1 for all i .
By synchronicity of the behavior fragments, tˆ1 − t1 equals Tˆ − T , which is negative by
assumption. The expression x˙(τ¯ )(tˆ1 − t1) evaluates to a vector of real constants denoted
by rx1 in (20). 2
If the proposition seems difficult, that is because it is so general: it determines the form
of RV constraints between pairs of comparison for any pair of QDEs, whether they are the
same or different. Moreover, the lemma provides a procedure for actually deriving such
RV constraints, by reformulating the problem as a basic problem in linear system theory.
An example may clarify the proposition. Suppose we compare the behavior of the
watertight cascaded-tanks system with the same behavior as the leaky system (assuming
that the leak is located at the bottom), as shown in Fig. 4. For propagation from pc0 to
pc1 Proposition 3 applies, since the two systems are compared over primitive behavior
fragments [t0, t1] and [tˆ0, tˆ1].
The shared state variable equations corresponding to the QDEs have been determined in
Section 4, and are given by Eq. (6). The relevant vectors of variables are x = [au al]′,
u = [i ru rl]′, and a = a1, with comparison values a1 = 0 and aˆ1 = oˆh. Following
Lemma 1, and using the comparison functions established above, we turn the shared state
variable equations into a linear system (19) with matrices
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A(t)=
−
∂
∂au
f
(
a¯u(t), r¯u(t)
)
0
∂
∂au
f
(
a¯u(t), r¯u(t)
) − ∂
∂al
g
(
a¯l(t), r¯l (t)
)
 , E(t)= [−10
]
,
B(t)=
1 −
∂
∂ru
f
(
a¯u(t), r¯u(t)
)
0
0
∂
∂ru
f
(
a¯u(t), r¯u(t)
) − ∂
∂rl
g
(
a¯l(t), r¯l (t)
)
 .
The signs of the matrix elements are directly determinable: the partial derivatives of f
and g are known to be positive (Figs. 1 and 3). Using results reviewed in Appendix A, the
transition matrix for A(t) is found to be
Φ(t, τ )=
[
φ11(t, τ ) 0∫ t
τ φ22(t, σ )
∂
∂au
f
(
a¯u(σ ), r¯u(σ )
)
φ11(σ, τ )dσ φ22(t, τ )
]
, (25)
with
φ11(t, τ )= exp
 t∫
τ
− ∂
∂au
f
(
a¯u(σ ), r¯u(σ )
)
dσ
 ,
φ22(t, τ )= exp
 t∫
τ
− ∂
∂al
g
(
a¯l(σ ), r¯l (σ )
)
dσ
 .
It is immediately seen that φ11(t, τ ),φ22(t, τ ),φ21(t, τ ) > 0.
Knowing the vectors x, u, a and the matrices B, E, Φ we can evaluate (21) in the
proposition for Tˆ < T . This gives the following equations:
aˆu(tˆ1)− au(t1)= c0 + c1
(
aˆu(tˆ0)− au(t0)
)+ c2(iˆ(τ¯u,11)− i(τ¯u,11))
+ c3
(
rˆu(τ¯u,21)− ru(τ¯u,21)
)+ c4(aˆ1(τ¯a,11)− a1(τ¯a,11)), (26)
aˆl(tˆ1)− al(t1)= c5 + c6
(
aˆu(tˆ0)− au(t0)
)+ c7(aˆl(tˆ0)− al(t0))
+ c8
(
iˆ(τ¯u,12)− i(τ¯u,12)
)+ c9(rˆu(τ¯u,22)− ru(τ¯u,22))
+ c10
(
rˆl (τ¯u,32)− rl(τ¯u,32)
)+ c11(aˆ1(τ¯a,12)− a1(τ¯a,12)), (27)
where the cis are positive or negative, except for c9 whose sign is ambiguous (Table 4).
The constant factors may be transition matrix elements (e.g., c1, c6, and c7) or integrals
involving transition matrix elements (the other cis). The signs of the constants follow from
the signs of the matrix elements and the signs of the variables between pc0 and pc1, as
described by their qualitative value in the behaviors. For instance, c0 is negative because
au is increasing between t0 and t1, and tˆ1 − t1 = Tˆ − T < 0.
The above equations could be directly abstracted into RV constraints by means of
Table 2. However, it is desirable to simplify them first through the elimination of auxiliary
variables and auxiliary pairs of comparison, which do not play a role in the qualitative
understanding of the behavior of the systems. First of all, looking at Eq. (21) in the
proposition, we observe that under certain conditions the auxiliary pairs of comparison
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Table 4
Definition and sign of the constants appearing in Eqs. (26) and (27)
c0 =
tˆ1∫
t1
a˙u(τ )dτ < 0 c1 = φ11(tˆ1, tˆ0) > 0
c2 =
tˆ1∫
tˆ0
φ11(tˆ1, τ )dτ > 0 c3 =
tˆ1∫
tˆ0
φ11(tˆ1, τ )b12(τ )dτ < 0
c4 =−
tˆ1∫
tˆ0
φ11(tˆ1, τ )dτ < 0 c5 =
tˆ1∫
t1
a˙l (τ )dτ < 0
c6 = φ21(tˆ1, tˆ0) > 0 c7 = φ22(tˆ1, tˆ0) > 0
c8 =
tˆ1∫
tˆ0
φ21(tˆ1, τ )dτ > 0 c9 =
tˆ1∫
tˆ0
[
φ21(tˆ1, τ )b12(τ )+ φ22(tˆ1, τ )b22(τ )
]
dτ R 0
c10 =
tˆ1∫
tˆ0
φ22(tˆ1, τ )b23(τ )dτ < 0 c11 =−
tˆ1∫
tˆ0
φ21(tˆ1, τ )dτ < 0
can be eliminated. If the shared non-state variables u are constant in both systems, the
matrix uˆ(τ¯ u) − u(τ¯ u) can be replaced by the vector uˆ(tˆa) − u(ta) (and  by regular
matrix multiplication ·). For, if uj is constant, a difference uˆj − uj at an auxiliary pair
of comparison 〈τ¯u,ij , τ¯u,ij 〉 equals that at 〈ta, tˆa〉. The same argument applies to aˆ(τ¯ a)−
a(τ¯ a). Second, the sign of each of the elements of aˆ(τ¯ a)− a(τ¯ a) can be determined from
the comparison values for the auxiliary variables. Together, these simplifications would
reduce (21) to
F (tb, ta)=Φ(tb, ta)
(
xˆ(ta)− x(ta)
)+ tb∫
ta
Φ(tb, τ )B(τ )dτ
(
uˆ(tˆa)− u(ta)
)+ ra,
where ra is an n1-vector of real constants.
In the example at hand, we notice first that i , ru, and rl are constants in both systems,
so that we can do away with the auxiliary pairs of comparison pcu,ij . Further, from the
comparison values a1 = 0 and aˆ1 = oˆh, it follows that aˆ1(τ¯a,11) − a1(τ¯a,11) > 0 and
aˆ1(τ¯a,12)− a1(τ¯a,12) > 0. So we arrive at
aˆu(tˆ1)− au(t1)= c0 + c1
(
aˆu(tˆ0)− au(t0)
)+ c2(iˆ(tˆ0)− i(t0))
+ c3
(
rˆu(tˆ0)− ru(t0)
)+ c12,
aˆl(tˆ1)− al(t1)= c5 + c6
(
aˆu(tˆ0)− au(t0)
)+ c7(aˆl(tˆ0)− al(t0))+ c8(iˆ(tˆ0)− i(t0))
+ c9
(
rˆu(tˆ0)− ru(t0)
)+ c10(rˆl (tˆ0)− rl(t0))+ c13,
with c12, c13 < 0.
Abstracting the simplified equations into RV constraints, bearing in mind that they hold
for the case Tˆ < T , gives
H. de Jong, F. van Raalte / Artificial Intelligence 115 (1999) 145–214 175
if RV(T ,pc0,pc1)=⇓, (28)
then RV(au,pc1)= RV(au,pc0)+ RV(i,pc0)− RV(ru,pc0)+⇓
if RV(T ,pc0,pc1)=⇓, (29)
then RV(al,pc1)= RV(au,pc0)+ RV(al,pc0)+ RV(i,pc0)
± RV(ru,pc0)− RV(rl ,pc0)+⇓ .
Knowing the RVs of some variables allows one to derive the RVs of others. For instance,
from the first constraint it follows that, if T ⇓pc0→pc1 and au ‖pc0 , i ‖pc0 , ru ‖pc0 , then
au⇓pc1 . The second RV constraint implies, by contraposition, that from al ‖pc0 , al ‖pc1 ,
au⇓pc0 , i ‖pc0 , rl ‖pc0 , ru‖pc0 we must conclude that the relative duration from pc0 to pc1
cannot be shorter.
For Tˆ > T or Tˆ = T , the other two cases in Proposition 3, RV constraints can be derived
in the same way. For Tˆ > T one arrives at:
if RV(T ,pc0,pc1)=⇑,
then RV(au,pc1)= RV(au,pc0)+ RV(i,pc0)− RV(ru,pc0)+ ?
if RV(T ,pc0,pc1)=⇑,
then RV(al,pc1)= RV(au,pc0)+ RV(al,pc0)+ RV(i,pc0)
± RV(ru,pc0)− RV(rl,pc0)+ ?.
Notice that the RV constraints are vacuous in this case: all possible combinations of RVs
are consistent with the constraints.
5.5. Qualitative differential equations between pairs of comparison: Composite behavior
fragments
When we compare behavior fragments one of which is not primitive, the above account
must be generalized. The problem with composite behavior fragments is that they contain
intermediary distinguished time-points at which the qualitative value of some variables,
and perhaps the qualitative model, change (Section 3.2). Consider the example of the
comparison of a watertight and a leaky cascaded-tanks system, this time with the leak
located at the side (Fig. 6). At tˆ1 the model of the leaky system changes, in order to account
for the additional outflow.
Depending on whether the watertight system is compared with the leaky system before
or after the water has reached the height of the leak, we will have different pairs of QDEs,
which abstract from different pairs of ODEs. In the former case we find
a˙u = i − f (au, ru), a˙l = f (au, ru)− g(al, rl), and (30)ˆ˙au = iˆ − f (aˆu, rˆu), ˆ˙al = f (aˆu, rˆu)− g(aˆl, rˆl),
whereas the latter case is accounted for by the pair of ODEs (5).
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As a preliminary to the proposition specifying the RV constraints for a primitive and
composite behavior fragment, we state without proof a version of Lemma 1 adapted to
composite behavior fragments.
Lemma 2. Given two pairs of QDEs which abstract from ODEs with shared state variable
equations
x˙ = fx(v, c) and ˆ˙x = gx,1(wˆ1, dˆ1), (31)
x˙ = fx(v, c) and ˆ˙x = gx,2(wˆ2, dˆ2). (32)
Let the pairs of QDEs be comparable through comparison functions h1, h2 and auxiliary
variables a1, a2 with specified comparison values, as in Definition 9. The vectors x , u1,
a1 , u2, and a2 are assumed to have n1, n2, n3, n4, and n5 elements, respectively. The
difference of ˆ˙x − x˙ at a time-point t in the two cases is now defined by the linear systems
ˆ˙x(t)− x˙(t)=A1(t)
(
xˆ(t)− x(t))+B1(t)(uˆ1(t)− u1(t))
+E1(t)
(
aˆ1(t)− a1(t)
)
, (33)
ˆ˙x(t)− x˙(t)=A2(t)
(
xˆ(t)− x(t))+B2(t)(uˆ2(t)− u2(t))
+E2(t)
(
aˆ2(t)− a2(t)
)
, (34)
where A1(t), A2(t), B1(t), B2(t), E1(t), and E2(t) are time-varying matrices of
continuous functions, mutatis mutandis defined as in Lemma 1.
The lemma describes the linear systems resulting from the comparison of a model of
the first system with two different models of the second system. Notice that the vectors
of shared non-state variables and auxiliary variables may be different in the two pairs of
models (u1 6= u2 and a1 6= a2), as a consequence of differences in the models of the second
system. The shared state variables are assumed to be the same (x = x1 = x2), in order to
simplify the formulas in the proposition.
Proposition 4 (RV constraints from qualitative differential equations II). Suppose that
a primitive behavior fragment of the first system is compared with a composite behavior
fragment of the second system. The behavior fragments are defined by pairs of comparison
pc0 = 〈t0, tˆ0〉 and pc1 = 〈t1, tˆ2〉. Whereas the first system is described by the same model
over the entire behavior fragment, the model of the second system changes at tˆ1 (though no
jump discontinuities occur). As a consequence, two pairs of QDEs can be distinguished,
as specified in Lemma 2. The relative values of x , u1, a1, u2, and a2 are now related by
RV constraints which abstract from
xˆ(tˆ2)− x(t1)=

rx1 +G(tˆ2, tˆ1, tˆ0), Tˆ < T ,
G(t1, tˆ1, tˆ0), Tˆ = T ,
rx2 +G(t1, tˆ1, tˆ0), Tˆ > T and tˆ1 < t1,
rx3 +F (tˆ1, t0), Tˆ > T and tˆ1 = t1,
rx4 +F (t1, t0), Tˆ > T and tˆ1 > t1,
(35)
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with the rxis n1-vectors of real constants. The functions F and G are defined as
follows:
F (tb, ta)=Φ1(t−b , ta)
(
xˆ(ta)− x(ta)
)
+
t−b∫
ta
Φ1(t
−
b , τ )B1(τ )dτ 
(
uˆ1(τ¯u1)− u1(τ¯u1)
)
+
t−b∫
ta
Φ1(t
−
b , τ )E1(τ )dτ 
(
aˆ1(τ¯a1)− a1(τ¯a1)
)
, (36)
G(tc, tb, ta)=Φ2(tc, t+b )F (tb, ta)
+
tc∫
t+b
Φ2(tc, τ )B2(τ )dτ 
(
uˆ2(τ¯u2)− u2(τ¯u2)
)
+
tc∫
t+b
Φ2(tc, τ )E2(τ )dτ 
(
aˆ2(τ¯a2)− a2(τ¯a2)
)
, (37)
where the matrices u1(τ¯u1),u2(τ¯u2) and a1(τ¯a1),a2(τ¯a2) are defined analogously to
their counterparts in Proposition 3. Eqs. (36) and (37) introduce auxiliary pairs of
comparison pcu1,ij = 〈τ¯u1,ij , τ¯u1,ij 〉, pcu2,ij = 〈τ¯u2,ij , τ¯u2,ij 〉 and pca1,ij = 〈τ¯a1,ij , τ¯a1,ij 〉,
pca2,ij = 〈τ¯a2,ij , τ¯a2,ij 〉 for which it holds that pc0  pcu1,ij ,pcu2,ij  pc1 and pc0 
pca1,ij ,pca2,ij  pc1.
Notice that Eqs. (35), (36), and (37) together express the difference in shared state
variables at pc1, corresponding to RV(x,pc1), in terms of the RVs of the shared state,
shared non-state and auxiliary variables at pc0 and at auxiliary pairs of comparison between
pc0 and pc1. The resulting expressions have the linear form of the equations in Table 2,
which licenses their abstraction into RV constraints.
Proof. The proof is a generalization of that of Proposition 3. Again we assume that the
behavior fragments start simultaneously, i.e., t0 = tˆ0. If this is not the case, they are
synchronized first. Fig. 10 shows the behavior fragments, distinguished by their relative
durations: Tˆ < T ; Tˆ = T ; Tˆ > T and tˆ1 < t1; Tˆ > T and tˆ1 = t1; or Tˆ > T and
tˆ1 > t1.
The RV of the shared state variables x at pc1 is the abstraction of xˆ(tˆ2) − x(t1), a
difference that can be rewritten by means of Fig. 10. Notice that at tˆ1 a region transition
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Fig. 10. Different cases in the comparison of a primitive and a composite behavior fragment.
occurs, so that the composite behavior fragment of the second system is split into [tˆ0, tˆ−1 ]
and [tˆ+1 , tˆ2].
xˆ(tˆ2)− x(t1)=

x(tˆ2)− x(t1)+ xˆ(tˆ2)− x(tˆ2), Tˆ < T ,
xˆ(tˆ2)− x(tˆ2), Tˆ = T ,
xˆ(tˆ2)− xˆ(t1)+ xˆ(t1)− x(t1), Tˆ > T , tˆ1 < t1,
xˆ(tˆ2)− xˆ(tˆ+1 )+ xˆ(tˆ−1 )− x(tˆ−1 ), Tˆ > T , tˆ1 = t1,
xˆ(tˆ2)− xˆ(tˆ+1 )+ xˆ(tˆ−1 )− xˆ(t1)+ xˆ(t1)− x(t1), Tˆ > T , tˆ1 > t1.
(38)
Consider as before the case Tˆ < T , while noting that the argument is the same for Tˆ = T
and Tˆ > T . The difference xˆ(tˆ2)− x(t1) is split up into x(tˆ2)− x(t1) and xˆ(tˆ2)− x(tˆ2).
Elaboration of the first term is the same as when comparing primitive behavior fragments.
The second term, however, is more complex to analyze due to the fact that the QDE
and some qualitative values of the second system change at tˆ1. We therefore distinguish
between xˆ − x on [tˆ0, tˆ−1 ] and on [tˆ+1 , tˆ2]. The basic idea underlying the generalization
is to determine xˆ − x at the end of [tˆ0, tˆ−1 ] and use this difference as input for the
determination of xˆ − x at the end of [tˆ+1 , tˆ2]. This approach is justified by the absence
of jump discontinuities at tˆ1.
By means of Lemma 2 the shared state variable equations can be written as linear
systems. The linear system (33) can be solved on [tˆ0, tˆ−1 ], given the continuity of the
differences uˆ1 − u1, aˆ1 − a1 and the matrices A1 , B1, E1 on this interval. The same
holds for the linear system (34) on [tˆ+1 , tˆ2], given the continuity of uˆ2 − u2, aˆ2 − a2 and
A2 , B2, E2. Combination of the solutions leads to (36) and (37), with ta = tˆ0, tb = tˆ1, and
tc = tˆ2. 2
Proposition 4 can be slightly simplified when no region transition occurs at tˆ1: t−b and
t+b in (36)–(37) are simply replaced by tb . Generalization of the proposition to other pairs
of behavior fragments follows the same principle of systematically enumerating possible
relations between the durations of (sub-)intervals and repeatedly constructing and solving
a linear system derived from the shared state variable equations. Although not difficult to
achieve, the resulting expressions become cumbersome for composite behavior fragments
containing several distinguished time-points. It should be mentioned that such behavior
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fragments have not been encountered in any of the CA examples we have studied thus
far.
The simplifications of (21) in Proposition 3, as a result of the elimination of auxiliary
variables and pairs of comparison, have their obvious counterparts in the case that we
compare a primitive and a composite behavior fragment. This will not be shown here.
As an example of the application of Proposition 4, consider the comparison of the
behavior of cascaded tanks with a watertight upper tank and with an upper tank having
a leak at the side (see above). We will evaluate Eqs. (36) and (37). On [tˆ0, tˆ−1 ] the models
for watertight upper tanks are compared and on [tˆ+1 , tˆ2] the models for a watertight and a
leaky upper tank. The vectors and matrices occurring in the equation are straightforward to
determine. We have x = [au al]′, u1 = u2 = [i ru rl ]′, and a2 = a1 with comparison values
a1 = 0 and aˆ1 = oˆh. Furthermore,
A1(t)=A2(t)=
−
∂
∂au
f
(
a¯u(t), r¯u(t)
)
0
∂
∂au
f
(
a¯u(t), r¯u(t)
) − ∂
∂al
g
(
a¯l(t), r¯l (t)
)
 ,
E2(t)=
[−1
0
]
,
B1(t)=B2(t)=
 1 −
∂
∂ru
f
(
a¯u(t), r¯u(t)
)
0
0
∂
∂ru
f
(
a¯u(t), r¯u(t)
) − ∂
∂rl
g
(
a¯l(t), r¯l (t)
)
 .
The equality of A1(t) and A2(t) leads to equal transition matrices Φ1(t, τ ) and Φ2(t, τ )
which have already been determined and are given by (25).
Substituting the matrices and vectors into (36) and (37), elaborating and simplifying the
expressions, and abstracting them into RV constraints leads to
if RV(T ,pc0,pc1)=⇓,
then RV(au,pc1)= RV(au,pc0)+ RV(i,pc0)− RV(ru,pc0)+ ⇓
if RV(T ,pc0,pc1)=⇓,
then RV(al,pc1)= RV(au,pc0)+ RV(al,pc0)+ RV(i,pc0)
± RV(ru,pc0)− RV(rl ,pc0)+ ⇓ .
Notice that the RV constraints are the same as those for the comparison of a watertight
upper tank and an upper tank with a leak at the bottom. This is in conformity with the
intuition that from a qualitative perspective it does not really matter at which height the
leak is located, as long as it causes an additional water outflow to occur in comparison
with the watertight tank.
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5.6. Qualitative values between pairs of comparison
In addition to the difference of shared state variables, the difference of constants between
pairs of comparison can be propagated.
Proposition 5 (RV constraints from constants). Suppose two behavior fragments defined
by pc0 = 〈t0, tˆ0〉 and pc1 = 〈t1, tˆ1〉 are compared. If the variable c has a constant value
during the behavior fragments, then the relative value of c at pc1 is determined by that at
pc0 through the RV constraint abstracted from
cˆ(tˆ1)− c(t1)= cˆ(tˆ0)− c(t0).
The result is an obvious consequence of the constancy of c in both systems. For instance,
the constancy of the inflow in the cascaded-tanks behaviors compared in Fig. 4 leads to the
constraint RV(i,pc1)= RV(i,pc0).
6. The CEC∗ algorithm
The RV constraints are employed in the CEC∗ algorithm. After an intuitive description
of the process with an emphasis on the propagation of RVs through the OPC structure,
and on the actual determination of the required RV constraints at a pair of comparison, the
algorithm will be more formally specified. An application of predictive and retrodictive CA
in the cascaded-tanks examples illustrates the construction of comparative envisionments.
6.1. Construction of comparative envisionments
A comparative analysis is performed by propagating RVs from the top to the bottom,
or from the bottom to the top, of the OPC structure. In the remainder of this section the
direction of propagation is assumed to be from top to bottom, that is, from pc0 to pcn.
Recall that this direction corresponds with performing a predictive CA (Section 3.6). With
some small adaptations the algorithm can be used for retrodictive CA as well.
The propagation of RVs starts at the first pair of comparison. The initial RVs are
completed to one or more comparative states at pc0 by means of the RV constraints. There
may be several comparative states at a pair of comparison, because the RV of a variable
can be ambiguous. The algorithm proceeds by repeatedly selecting a pair of comparison
for which the possible comparative states at all direct predecessor pairs of comparison have
been determined. A pair of comparison may have one or several direct predecessor pairs
of comparison, depending on the OPC structure. The comparative states at the current pair
of comparison that are consistent with both the RV constraints and the comparative states
at the predecessor pairs of comparison are then generated. Since there may be several
comparative states at each predecessor pair of comparison, we have to repeat this for every
(combination of) comparative state(s) at the predecessor pairs of comparison. Each of the
resulting comparative states is linked to the comparative states at the predecessor pairs of
comparison used for its generation. This procedure continues until pcn has been processed,
which completes the propagation of RVs from the first to the last pair of comparison.
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The output of the propagation process is an acyclic, directed hypergraph whose nodes
represent comparative states and whose arrows represent transitions from one or more
comparative states at predecessor pairs of comparison to a comparative state at the
current pair of comparison. The arrows are labeled with the relative durations RV(T )
of the behavior fragments between the pairs of comparison. This graph will be called a
comparative envisionment [7] (Figs. 12 and 13). That the comparative envisionment is a
hypergraph is a natural consequence of the fact that the current pair of comparison may
have multiple predecessors. 8
The possible comparative behaviors of the systems are subgraphs of the comparative
envisionment. More precisely, a comparative behavior is a connected subgraph of the
comparative envisionment consisting of exactly one comparative state at each pair of
comparison. Obviously, a comparative behavior needs to be a connected graph, otherwise
there would be comparative states not reachable through transitions. If every pair of
comparison in the OPC structure has a single predecessor, the resulting comparative
behaviors are simply paths in the envisionment.
At each pair of comparison appropriate RV constraints need to be inferred from the
models and behaviors. Even though the proofs of the propositions in the previous section
provide a procedure for doing so, the actual derivation may be a laborious process,
especially in the case of RV constraints between pairs of comparison. Fortunately, it is
not necessary to derive the constraints at run-time. The propositions can be applied once
for a particular pair of qualitative values, QV constraints, or QDEs and subsequently
turned into so-called RV rules. These rules link features of the qualitative models and
behaviors in the condition part to (templates of) RV constraints in the action part. The
derivation of RV constraints at a pair of comparison can thus be reduced to a simple
procedure: check the condition part of the available RV rules against the models and
behaviors and instantiate the constraint templates in the action part when the conditions
are satisfied.
The propositions in the previous section give rise to different types of RV rule. A few
examples are given in Fig. 11. In Fig. 11(a) a rule for an RV constraint at a pair of
comparison derived from qualitative values is shown (Proposition 1), in Fig. 11(b) a rule
for an RV constraint at a pair of comparison derived from individual QV constraints
(Proposition 2), and in Fig. 11(c) a rule for an RV constraint between pairs of comparison
derived from QDEs (Proposition 3).
Proposition 1 gives rise to a restricted number of RV rules, since there are only a few
basic landmarks with respect to which qualitative values in the behaviors of two different
systems can be compared. Because there is a limited set of QV constraints (Table 2), the
number of RV rules for Propositions 2 and 5 is limited too. For the RV rules corresponding
to Propositions 3 and 4 matters are not that simple. The rules will be specific to a particular
combination of models and obviously such combinations are not limited. Practically, this
means that for each CA problem involving a new pair of QDEs the set of RV rules needs
to be extended (see Section 10).
8 In fact, the arrows have more than two tails, if and only if a pair of comparison has multiple predecessors in
the OPC structure.
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CONDITION
current pair of comparison is pc= 〈t, tˆ〉 AND
qualitative magnitude of x(t) greater than 0 AND
qualitative magnitude of xˆ(tˆ) equal to 0
ACTION
instantiate RV(x,pc)=⇓
(a)
CONDITION
current pair of comparison is pc= 〈t, tˆ〉 AND
QV(x)=QV(y) ·QV(z) is constraint in model of first system AND
QV(xˆ)=QV(yˆ)+QV(zˆ) is constraint in model of second system AND
qualitative magnitude of z(t) smaller than 1 AND
qualitative magnitude of y(t) greater than 0 AND
qualitative magnitudes of yˆ(tˆ), zˆ(tˆ) greater than 0
ACTION
instantiate RV(x,pc)= RV(y,pc)+ RV(z,pc)+⇑
(b)
CONDITION
current pair of comparison is pc1 = 〈t1, tˆ1〉 AND
previous pair of comparison is pc0 = 〈t0, tˆ0〉 AND
model of first system in [t0, t1] is QDE for watertight cascaded tanks AND
model of second system in [tˆ0, tˆ1] is QDE for leaky cascaded tanks (leak at bottom) AND
qualitative direction of au greater than 0 in [t0, t1] AND
qualitative direction of aˆu greater than 0 in [tˆ0, tˆ1]
ACTIONS
instantiate if RV(T ,pc0,pc1)=⇓,
then RV(au,pc1)= RV(au,pc0)+ RV(i,pc0)− RV(ru,pc0)+⇓
instantiate if RV(T ,pc0,pc1)=⇓,
then RV(al ,pc1)= RV(au,pc0)+ RV(al ,pc0)+ RV(i,pc0)±RV(ru,pc0)− RV(rl ,pc0)+⇓
. . .
(c)
Fig. 11. Examples of RV rules for the propositions in Section 5. The RV rules are implied by (a) Proposition 1,
(b) Proposition 2, and (c) Proposition 3. In the latter example, the instantiation actions for RV(T ,pc0,pc1) =‖
and RV(T ,pc0,pc1)=⇑ have been omitted.
6.2. Description of the algorithm
The informal description of the algorithm can be summarized in the following procedure
for comparative envisionment construction.
Algorithm 1 (CEC∗). Given two qualitative behaviors and differential equations, one for
each system, and a database with RV rules. The RVs at the initial pair of comparison
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have been (partially) specified as CS(init). The function v(pci ) returns the status of pair
of comparison pci , i.e., ‘done’ or ‘not done’. A comparative envisionment can now be
constructed as follows:
Step 1. Determine the OPC structure.
Step 2. Assign the status ‘not done’ to each pair of comparison in the OPC structure, so
v(pci )=‘not done’ for all pci . Initialize the comparative envisionment as the null graph.
Step 3. Determine a pair of comparison pci and its set of predecessor pairs of comparison
pre(pci ), such that v(pci ) =‘not done’ and either for every pcj ∈ pre(pci ) it holds that
v(pcj )=‘done’ or pre(pci ) is empty. If no such pci can be found, then finish.
Step 4. Use the RV rules to infer RV constraints appropriate for propagation from pairs of
comparison in pre(pci ) to pci .
Step 5. For each pcj ∈ pre(pci ), retrieve the comparative states CSpcj ,r , r > 0, from
the comparative envisionment. If for some pcj no comparative states can be found,
then finish. Find all consistent comparative states at pci for every combination of
comparative states at the predecessor pairs of comparison. Call these comparative states
CS(pci )0, . . . ,CS(pci )m, m> 0.
Step 6. Add the new comparative states CS(pci )0, . . . ,CS(pci )m to the comparative
envisionment and link them to the comparative states of the predecessor pairs of
comparison that were used to obtain them. Label the arrows with RV(T ,pcj ,pci ) for
each pcj ∈ pre(pci ). Assign the status ‘done’ to pci and return to Step 3.
When the algorithm starts at pc0, no predecessor pairs of comparison exist, so pre(pc0) is
an empty set. As a consequence, in Step 4 only RV constraints valid for pc0 are determined.
They are used in Step 5 to turn the possibly partially specified initial comparative state
CS(init) into one or more completely specified comparative states CS(pc0)m. By analogy
with established QR terminology this pass of the algorithm is called state completion.
6.3. Examples of comparative envisionments
An example of a comparative envisionment produced by CEC∗ is shown in Fig. 12.
The envisionment answers the predictive CA question: How does the equilibrium state of
a cascaded-tanks system with a leak at the bottom of the upper tank differ from that with a
watertight upper tank when the systems are considered under the same conditions? In other
words, we start the comparative analysis from pc0 with the initial state information
CS(init)= 〈au‖pc0, al ‖pc0, ru‖pc0, rl ‖pc0, i‖pc0〉.
Each path from the first to the last comparative state in the envisionment forms a
comparative behavior. Although ambiguities arise with respect to al, nl at pc1, the possible
comparative behaviors predict a single outcome: the leak tends to lower the amount of
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Fig. 12. Comparative envisionment arising from the comparison of a watertight and a leaky cascaded-tanks system
(Fig. 4). The comparative envisionment is produced in response to the predictive CA question: How does the
equilibrium state of the system with a leak at the bottom of the upper tank differ from that with a watertight
upper tank when the systems are considered under the same conditions? A few distinctive RVs are indicated at
the comparative states (CS).
water in the tanks at equilibrium (CS(pc2)0). 9 The comparative envisionment shows how
a structural difference between two systems can cause a differential response, even though
the systems are made to evolve under the same conditions. The RV constraints do not
allow one to derive an unambiguous conclusion about the relative durations to reach the
equilibrium state, given the ambiguities in the relative durations from pc0 to pc1 and from
pc1 to pc2.
The same cascaded-tanks example can be used to illustrate retrodictive reasoning as
well. Consider the following CA question: When the relative amounts of water at pc1 and
pc2 have been measured for watertight and leaky cascaded tanks filled from empty, and
the orifices have the same size, which differences could account for the lower equilibrium
water amounts in the leaky system? The initial comparative state information is
CS(init)= 〈au⇓pc2, al⇓pc2, ru‖pc2 , rl ‖pc2〉
and, in addition, it is known by observation that au⇓pc1 and al ‖pc1 .
CEC∗ concludes that the lower equilibrium water amounts in the second system must
be attributed to one of the following three causes:
(i) a leaky upper tank and lower inflow (CS(pc0)0),
(ii) a leaky upper tank and higher inflow (CS(pc0)2), and
(iii) a leaky upper tank only (CS(pc0)1).
The leak, making the second system structurally different from the first, tends to lower the
equilibrium amounts at pc2. An additional difference in initial conditions may strengthen
(i⇓pc0 ) or attenuate (i⇑pc0 ) this effect. In the latter case the structural difference and
9 Notice that the figure abstracts from ambiguities with respect to relative durations by subsuming the three
alternative RV(T ) values by a single arrow labeled T ? in the graph.
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Fig. 13. Comparative envisionment arising from the comparison of a watertight and a leaky cascaded-tanks
system when both reach equilibrium in the upper tank first (Fig. 4). The comparative envisionment is produced
in response to the CA question: When the relative amounts of water at pc1 and pc2 have been measured for
watertight and leaky cascaded tanks filled from empty, and the orifices have the same size, which differences
could account for the lower equilibrium water amounts in the leaky system?
the differential initial conditions work in opposite directions, but from the outcome, the
observations to be explained, we know that the contribution of the leak will always
dominate the higher inflow. Fig. 13 shows the comparative behaviors corresponding to
the three causes.
6.4. Dead-ends in a comparative envisionment
Suppose that a watertight and a leaky cascaded-tanks system are compared, and an
explanation is sought for fact that the two systems produce the same response at pc2:
CS(init)= 〈i‖pc2, au‖pc2, al ‖pc2 , ru‖pc2, rl ‖pc2〉.
In the first pass of the algorithm, one finds that the initial comparative state information
cannot be completed into one or more comparative states at pc2, because there are no
states consistent with the RV constraints retrieved in Step 4. The RV constraints require
the outflow of the upper tank, ou, to be both ‖ and ⇓.
More generally, it may turn out that no transition to a direct successor pair of comparison
is possible from a particular comparative state. Such a comparative state will be called a
dead-end in the comparative envisionment. The algorithm continues the analysis when
a dead-end is detected, unless all comparative states at a pair of comparison are dead-
ends. No comparative states are then generated at a successor pair of comparison and the
algorithm is aborted at Step 5 in the next pass.
Dead-ends represent situations that cannot possibly occur given the constraints deter-
mined by the structure and the behavior of the systems, so it is desirable to remove them
from the comparative envisionment afterwards. Since such post-processing may introduce
new dead-ends, the process should be recursive. In the special case that all comparative
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states at a pair of comparison are dead-ends, recursive pruning of dead-ends leads to an
empty comparative envisionment, a null graph. An empty comparative envisionment sig-
nalizes an inconsistency in the input of the comparative analysis. It implies that at least
one of the three input elements—qualitative models, qualitative behaviors, or initial rel-
ative values—must be revised. This conclusion underlies the use of comparative analysis
techniques in consistency-based diagnosis [11,22,32].
In the case of the cascaded watertanks, no comparative state is found at pc2 and the
analysis yields an empty comparative envisionment. On reflection, it is clear that a leaky
system with the same size of the orifices and the same inflow as a watertight system cannot
reach the same equilibrium water amounts when both systems are filled from empty. The
leak tends to lower the equilibrium water amounts and there are no further differences to
counter this tendency.
7. Properties of the CEC∗ algorithm
In order to evaluate the CEC∗ algorithm, we will investigate its correctness (i.e., sound-
ness and completeness), its ability to deal with inconsistent input, and its computational
complexity. Soundness, completeness, and inconsistency are rather broad concepts; before
they can be used they should receive a precise definition.
Generally speaking, an algorithm is sound, if it does not draw an invalid conclusion from
valid input. An algorithm is complete, if it is able to derive all valid conclusions from the
input. In qualitative reasoning these notions have been elaborated by Kuipers in order to
evaluate QSIM (Section 2.3). Although not undisputed [27], the definitions of soundness
and completeness are based on a clear foundation in the theory of differential equations
and seem useful for comparative analysis as well. They will be briefly reviewed here and
adapted with a view to establishing CEC∗’s properties.
7.1. Defining soundness, completeness, and inconsistency
Recall that a productive way to look at QSIM is to view the program as a theorem prover.
In an analogous fashion, we can interpret CEC∗ as a theorem prover:
CEC∗ ` [QDE∧QS(init)∧QB] ∧ [ ˆQDE∧ QˆS(init)∧ QˆB]
∧ CS(init)→ CB1 ∨ · · · ∨CBn.
It proves from
(i) two qualitative behaviors QB and QˆB with their corresponding QDEs and initial
qualitative state information, 10 and
(ii) a set of RVs at the first pair of comparison CS(init), a disjunction of comparative
behaviors: CB1 ∨ · · · ∨CBn.
10 In order to simplify the analysis, it is here assumed that the input behaviors do not exhibit region transitions.
Generalization to the case that region transitions do occur is straightforward.
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One could argue that the RV rules should be counted as input as well, at least for the
algorithm in Section 6. However, since the RV rules are implied by the other elements of
the input, we will not regard them as input in what follows.
The behavior tree generated by QSIM may contain spurious qualitative behaviors, that
is, behaviors QBi which describe no solution to any initial value problem ODE∧v(t0)= v0
satisfying QDE ∧ QS(init). The analogy between the CEC∗ inference and the QSIM
inference can be pushed one step further by introducing the notion of spurious comparative
behavior.
Definition 11 (Spurious comparative behavior). A comparative behavior CBi in a CEC∗
prediction
[QDE∧QS(init)∧QB] ∧ [ ˆQDE∧ QˆS(init)∧ QˆB] ∧CS(init)→ CB1 ∨ · · · ∨CBn
is a spurious comparative behavior, iff it does not describe the difference between any two
solutions v and wˆ to initial value problems ODE ∧ v(t0) = v0 and ˆODE ∧ wˆ(tˆ0) = wˆ0,
such that
(1) v and wˆ satisfy QB and QˆB, and
(2) ODE ∧ v(t0) = v0 and ˆODE ∧ wˆ(tˆ0) = wˆ0 satisfy QDE ∧ QS(init) and ˆQDE ∧
QˆS(init).
In contrast, CBi is a genuine comparative behavior if it can actually occur, that is, if
it does describe the difference between two solutions v and wˆ to ODE ∧ v(t0) = v0 andˆODE ∧ wˆ(tˆ0)= wˆ0, and the differential equations, initial conditions, and solutions satisfy
their qualitative counterparts used in the prediction.
From the definition of spurious comparative behavior it directly follows that, given
a CEC∗ prediction, if QB or QˆB is a spurious qualitative behavior, then every CBi in
CB1 ∨ · · · ∨ CBn is a spurious comparative behavior. This is obvious, since the two
conditions in Definition 11 cannot hold at the same time when QB or QˆB is spurious.
If one of the two qualitative behaviors to be compared cannot occur, then the resulting
comparative behavior cannot occur too.
Where does this formal apparatus bring us? Its main use lies in precisely specifying what
should be understood by soundness and completeness.
Definition 12 (Soundness). CEC∗ is sound, iff all genuine comparative behaviors are
generated by the algorithm.
Definition 13 (Completeness). CEC∗ is complete, iff every comparative behavior gener-
ated by the algorithm is genuine.
The definitions can be interpreted as follows. Consider two solutions v and wˆ describing
actual behaviors of the two systems to be compared. Soundness means that the comparative
behavior abstracted from the difference between v and wˆ is included in the disjunction
generated by CEC∗. (Since the disjunction covers all genuine comparative behaviors, one
of them must describe the difference between v and wˆ.) The algorithm is called sound,
because a disjunction is always true when one of its disjuncts is true. Soundness does not
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guarantee that no comparative behaviors are generated that are spurious, i.e., that do not
correspond to any pair of real behaviors of the systems. If CEC∗ generates a disjunction
that includes spurious comparative behaviors, it fails to prove the stronger theorem without
the spurious behaviors, so it is properly called incomplete.
In Section 6 a situation was encountered in which the input of CEC∗ turned out to
be inconsistent. By means of the concepts introduced above, inconsistency can be more
rigorously defined.
Definition 14 (Inconsistent input). The input
[QDE ∧QS(init)∧QB] ∧ [ ˆQDE∧ QˆS(init)∧ QˆB] ∧CS(init)
of the CEC∗ algorithm is inconsistent, iff no conceivable comparative behavior for this
input is a genuine comparative behavior.
An inconsistency could be caused by an incompatibility between QB and QˆB and
the RVs at the initial pair of comparison, as in the cascaded-tanks example. There is
an interesting relation between inconsistencies in the input and the completeness of the
algorithm.
Theorem 4. If CEC∗ is complete, then it will detect every inconsistency in the input.
Proof. Completeness means that no spurious comparative behaviors are generated
(Definition 13). Since an inconsistent input cannot lead to genuine comparative behaviors
(Definition 14), no comparative behaviors are generated. The absence of comparative
behaviors (i.e., the comparative envisionment being a null graph) consequently signals the
inconsistency of the input. 2
7.2. CEC∗ is sound
Now that soundness and completeness have been given a clear definition by establishing
a mapping to the domain of differential equations, we can evaluate these properties for the
CEC∗ algorithm of the previous section.
Theorem 5. CEC∗ is sound.
Proof. Analogously to the proof of Theorem 6 in [18], the basic idea behind the proof is
that every genuine comparative behavior is generated and only spurious ones are filtered
out (though maybe not all of them, see below).
Suppose v and wˆ are solutions of ODEs satisfying QDE and ˆQDE, and v and wˆ satisfy
QB and QˆB. By Theorem 1 the behaviors v and wˆ define a comparative behavior
CB(q)= 〈CS(q,pc0), . . . ,CS(q,pcn),RV(T ,pci1 ,pcj1), . . . ,RV(T ,pcik ,pcjk )〉.
Of course, under these conditions CB(q) is not spurious.
At pc0 we have the qualitative models QDE and ˆQDE, and the qualitative states QS(t0)
and QˆS(tˆ0). Together they generate a number of RV constraints, as explained in Section 5.
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Further, we have domain restrictions CS(init) that are assumed to be consistent with the
comparative state CS(q,pc0). A correct CSP algorithm (e.g., Cfilter in [18]) generates all
assignments of RVs to variables at pc0 that are consistent with the RV constraints and
the domain restrictions. In other words, it generates all consistent comparative states. The
comparative state CS(q,pc0) is consistent with those constraints and domain restrictions
(see Lemma 1 in [5]). Therefore, CS(q,pc0) is generated by the algorithm.
Now suppose that the elements of the set of predecessor pairs of comparison of pci ,
pre(pci ), have the status ‘done’ and for each pcj ∈ pre(pci ) the corresponding comparative
state CS(q,pcj ) of CB(q) has been generated. By means of the theorems in Section 5,
constraints on the RVs of the variables at pcj and pci can be generated. CS(q,pcj ) provides
domain restrictions. By repeating this for all pcj ∈ pre(pci ) a CSP is generated. Cfilter
generates all assignments of RVs to variables at pci , and to the relative duration of the two
behavior fragments between each pcj and pci , that are consistent with the RV constraints
and domain restrictions. Since CS(q,pcj ) and the RV(T ,pcj ,pci )s in CB(q) are consistent
with those constraints and domain restrictions, they are generated by the algorithm.
Taking it all together, CS(q,pc0) is generated and each successor comparative state
CS(q,pcj ) in the comparative behavior CB(q) is generated from its predecessors together
with the corresponding RV(T ,pcj ,pci )s. Consequently, CB(q) is generated step by
step. 2
All comparative behaviors that can actually occur will be generated by CEC∗, as a
consequence of its soundness. However, not all comparative behaviors generated may
actually occur.
7.3. CEC∗ is incomplete
Spurious comparative behaviors arise when the algorithm starts with spurious quali-
tative behaviors or when the RV constraints used in the propagation process are not re-
strictive enough to weed out impossible comparative states. Leaving out of considera-
tion the first cause, by assuming that we can identify genuine qualitative behaviors by
observation or otherwise, CEC∗ is incomplete if it cannot be guaranteed that the most
restrictive RV constraints are used. For a number of reasons such a guarantee cannot be
given.
Theorem 6. CEC∗ is incomplete.
First of all, several comparison functions with auxiliary variables and comparison values
may exist for a pair of QV constraints or QDEs (Section 4). Some of these comparison
functions may lead to RV constraints that are weaker than necessary. Return to the example
in which the QV constraints QV(x)= F(QV(y),QV(z)) and QV(xˆ)= F(QV(yˆ),QV(zˆ)),
with F an M++-constraint, are made comparable by either (3) or (8). In the first case,
Proposition 2 results in the RV constraint RV(x) = RV(y) + RV(z), whereas in the
second case we find the weak, indeed vacuous RV constraint RV(x)= RV(y)+RV(z)+ ?.
A similar conclusion can be drawn for the RV constraints derived from the QDEs of the
watertight and leaky cascaded-tanks in Figs. 1 and 3. Two alternative vectors of comparison
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functions were proposed, (6) and (9). Whereas the comparison functions (6) lead to the RV
constraints (28)–(29), the second pair leads to
if RV(T ,pc0,pc1)=⇓,
then RV(au,pc1)= RV(au,pc0)+ RV(i,pc0)− RV(ru,pc0)+ ?
if RV(T ,pc0,pc1)=⇓,
then RV(al,pc1)= RV(au,pc0)+ RV(al,pc0)+ RV(i,pc0)
± RV(ru,pc0)− RV(rl ,pc0)+ ?.
Notice that these constraints are vacuous.
Second, sets of QV constraints may lead to RV constraints at a pair of comparison
that are not restrictive enough when taken together, even if the RV constraints derived
from two individual QV constraints are the most restrictive constraints possible. For
instance, suppose we have the following constraints in the watertight and leaky cascaded-
tanks models QV(nu) = QV(i) − QV(ou) and QV(nˆu) = QV(iˆ) − QV(oˆt ), QV(oˆt ) =
QV(oˆu) + QV(oˆh). Comparison of the netflow constraints leads to RV(nu) = RV(i)+ ?.
Further, comparison of QV(nu)=QV(i)−QV(ou) and QV(oˆt )=QV(oˆu)+QV(oˆh) leads
to another vacuous constraint, RV(ou) = ?. These results should be compared with the
much stronger RV constraint (17), obtained from the equivalent QV constraints QV(nu)=
QV(i) − QV(ou) and QV(nˆu) = QV(iˆ) − QV(oˆu) − QV(oˆh). The example shows that
the form of the QDEs, the way the ODEs have been decomposed into basic equations
and subsequently abstracted into QV constraints, influences the strength of the set of RV
constraints implied by Proposition 2.
A third reason that RV constraints may be too weak arises from Theorems 3 and 4. Even
if it is possible to determine the transition matrix in the solution of the linear system(s)
obtained from the QDEs, the resulting RV constraints between pairs of comparison may
not be restrictive enough. The comparison of two frictionless mass-spring systems will
serve as an illustration (Fig. 14). The systems are assumed to be linear and time-invariant.
If appropriate QV constraints are added to account for the fact that the frictionless mass-
spring system is a conservative system [18], a single qualitative behavior is produced
by QSIM. One period of this behavior is shown in Fig. 14(c). Suppose that two such
behaviors are compared, so that we are dealing with an instance of intra-model CA with
topologically equal behaviors. In order to determine the RV constraints for the behavior
fragments between pc0 = 〈t0, tˆ0〉 and pc1 = 〈t1, tˆ1〉, Theorem 3 is applied. The shared state
variables x are found to be [x v]′, and further u = [k m]′. From the shared state variable
equations abstracted from the QDEs, we obtain the linear system (19) with
A(t)=
[ 0 1
− k¯(t)
m¯(t)
0
]
, B(t)=
[ 0 0
− x¯(t)
m¯(t)
k¯(t)x¯(t)
m¯2(t)
]
.
x¯ lies between xˆ and x , k¯ between kˆ and k, and m¯ between mˆ and m. As can be shown,
A(t) = A, because we are comparing linear, time-invariant systems (Appendix B.1). By
means of Appendix A the transition matrix is found to be
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QV(x˙)=QV(v)
QV(v˙)=QV(−c) ·QV(x)
QV(c)= QV(k)QV(m)
QV(−c)=−QV(c)
QV(k˙)= 〈0, std〉
QV(m˙)= 〈0, std〉
(a) (b)
(c)
Fig. 14. (a) Frictionless mass-spring system and (b) the QDE when the system is linear. The variables refer to
the position x, velocity v, and mass m of the block, and the spring constant k. (c) One period of the oscillatory
motion of the mass.
Φ(t, τ )=

cos
√
k¯
m¯
(t − τ )
√
m¯
k¯
sin
√
k¯
m¯
(t − τ )
−
√
k¯
m¯
sin
√
k¯
m¯
(t − τ ) cos
√
k¯
m¯
(t − τ )
 . (39)
This matrix is periodic with period P¯ = 2pi
√
m¯/k¯. By substituting the vectors x, u and
the matrices B, Φ into (21), we can determine the RV constraints for RV(T ,pc0,pc1)=⇓.
In order to know the sign of the elements of the transition matrix, in particular the sign
of cos
√
k¯/m¯(tˆ1 − τ ) and sin
√
k¯/m¯(tˆ1 − τ ) for all τ on [tˆ0, tˆ1], we need to know how the
period P¯ of the transition matrix relates to the duration Tˆ of the behavior fragment between
pc0 and pc1. It can be shown (Appendix B.2) that
min{T , Tˆ } =min{ 14P, 14 Pˆ }< 14 P¯ <max{ 14P, 14 Pˆ }=max{T , Tˆ }.
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(a)
(b)
Fig. 15. (a) The comparison of two frictionless mass-spring behaviors (Fig. 14(c)). (b) The pairs of comparison
ordered by the -relation.
Evaluation of Eq. (21) is now straightforward, since the sine and cosine functions are
found to be positive on ]tˆ0, tˆ1]. Abstraction from the resulting expression yields the RV
constraint
if RV(T ,pc0,pc1)=⇓,
then RV(x,pc1)= RV(x,pc0)+ RV(v,pc0)+ RV(k,pc0)− RV(m,pc0).
This constraint is not sufficiently restrictive, however, to produce the single correct
comparative behavior from the initial comparative state CS(init) = 〈x⇓pc0, v ‖pc0, k‖pc0 ,
m‖pc0〉. Although it predicts v⇑pc1 , that is, a mass on a spring that is compressed more has
a larger velocity as it passes through the rest position, it also allows the relative duration
RV(T ,pc0,pc1) to be ⇑ besides ‖. This spurious behavior can be ruled out by means of
the additional RV constraint RV(T ,pc0,pc1) = RV(m,pc0) − RV(k,pc0), determined in
Appendix B.2.
A fourth reason for the occurrence of spurious comparative behaviors is the local nature
of the propagation process in CEC∗: RVs are propagated from a pair of comparison to
its direct successor or predecessor. As a consequence, certain constraints not covered by
the theorems in Section 5 are missed. For instance, at pc4 the mass-spring systems have
returned to their initial state and the variables have attained exactly the same qualitative
value, which constraints the RVs at pc4 to equal those at pc0. Exploiting information
about the evolution of qualitative values between the current pair of comparison and those
directly or indirectly preceding it, enables one to formulate additional RV constraints.
Such an approach to non-local RV propagation is reminiscent of the mechanism of
corresponding values in qualitative simulation [18].
CEC∗ is incomplete in that it cannot guarantee that no spurious behaviors will
be generated. As a consequence, CEC∗ may not detect inconsistencies in the input
(Theorem 4). However, we do know that if no comparative behavior is generated, the input
is inconsistent. Also, if the input is consistent and CEC∗ generates a single comparative
behavior, then this behavior must be genuine.
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7.4. Computational complexity of CEC∗
When estimating the computational complexity of CEC∗, three parts of the algorithm
have to be taken into account: the determination of the OPC structure, the determination
of appropriate RV constraints from the models and behaviors, and the generation of
comparative states.
The identification of pairs of comparison satisfying the criteria in Definition 3 has a
worst-case complexity of the order O(n1n2). The ordering of these pairs of comparison
with respect to the-relation is O(n21n22), while the removal of covered pairs of comparison
is O(rn1n2). The addition of pairs of comparison just after region transitions is O(n1n2).
Here n1 and n2 denote the numbers of distinguished time-points in the first and second
behavior, r the maximum number of direct predecessor pairs of comparison, and n1n2 the
upper bound on the number of pairs of comparison.
The applicable RV constraints are determined by checking which of the RV rules are
activated and by instantiating the RV constraint templates of active rules. Given a database
of m RV rules, and n pairs of comparison, we need to examine a total of mn RV rules.
The cost of each such operation depends in a nontrivial way on the type of RV rule, the
size of the models, and the number of conditions in the condition part of the rule. The
above estimate is a bit misleading in that it does not take into account the complexity of
obtaining the RV rules. This is motivated by the fact that the RV rules are not specific to
the CA question being answered, although they may be dependent on the models by which
the systems are described.
In the worst case, we have to generate at each pair of comparison 3(r+1)q comparative
states, where q is the (maximum) number of variables shared by the two systems and r as
defined above. At each pair of comparison there may be 3q states, which would require us
to solve the constraint satisfaction problem generated in Step 4 of the algorithm 3rq times
(once for each combination of comparative states at the predecessor pairs of comparison).
Each time there may 3q solutions in the worst case, which leads to a total of 3(r+1)q states
generated. Since there are n pairs of comparison, we have a computational complexity of
the order O(n3(r+1)q). 11 Notice that base 3 is a consequence of the three possible relative
values for a variable (⇓,‖,⇑). Although the computational complexity is exponential in
theory, the average-case behavior is much more agreeable. The upper bound of 3(r+1)q
comparative states at a pair of comparison is quite conservative, since it assumes that the
variables are not constrained in any way. This will rarely occur, and it certainly did not in
the examples we have studied.
In practice, the number of comparative behaviors in an envisionment has been found
to depend on the nature of the differential initial conditions or differential responses in
combination with structural differences. In particular, several differences having opposite
tendencies, such as a higher inflow combined with greater orifices in the cascaded tanks,
may lead to unwieldy comparative envisionments as a consequence of the ambiguities
they introduce. This problem becomes more pertinent when larger systems are considered.
It is important to emphasize that this is not a problem caused by incompleteness of the
11 It is here assumed that the first pair of comparison is also unconstrained; in other words, CS(init) is empty.
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algorithm, but rather a consequence of the restriction to qualitative information about the
structure and behavior of the physical systems.
8. Implementation of CEC∗
Version 1.1 of CEC∗ has been developed on a Sun SparcStation5 with 64Mb of RAM,
running Solaris 2.5 [5,28]. The code has been written in Lucid Common Lisp version 4.2.1
and counts approximately 11,000 lines. CEC∗ was built on top of the Common Lisp
implementation of QSIM 3.0 [12].
In Fig. 16 an outline of the CEC∗ implementation is given in the form of a dataflow
diagram. We will first briefly discuss the data flows between the stores, processes, and
inputs in the figure, and then continue with a look at four key aspects of the implementation:
the simulation of qualitative models, the determination of pairs of comparison, the
Fig. 16. Dataflow diagram of CEC∗ implementation. Ovals represent processes, boxes represent inputs, and
parallel bars represent data stores.
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construction of the comparative envisionment, and the representation and matching of
RV rules.
The program starts by asking the user to specify the identifiers of the QDEs of the first
and second system which are stored in a model database. Also, he is invited to specify the
identifiers of corresponding initial qualitative states. Given these initial states the models
are simulated, which results in two behavior trees, one for each system. The user is
subsequently asked to select one behavior for each system, after which the structure of
ordered pairs of comparison is determined. After specification of a set of initial RVs and a
processing mode (predictive or retrodictive CA), the RVs are propagated through the OPC
structure by means of the RV rules stored in a database. When this propagation process has
been completed the program returns a comparative envisionment.
The user interacts with the program by means of a simple teletype interface. A series of
questions guides the user through the steps of performing a comparative analysis. At each
decision point the user is presented with a list of options and his choice is stored in a global
variable for later use by the program. By setting the trace level, the user can determine how
much information about the progress of the analysis is shown on the screen. An output
trace of the program for the first cascaded-tanks example in the previous section can be
found in [28].
The program employs a database with qualitative models constructed by the user. The
models are QDEs consisting of QV constraints (Table 1) in QSIM notation, which are
simulated by making a call to the QSIM implementation. The results of the simulation are
consulted at various stages of the analysis through pre-defined QSIM access functions.
Given two qualitative behaviors selected by the user, the function opc-set constructs
a double-linked graph representing the OPC structure and stores it in the global variable
*OPC-SET*. The determination of the OPC structure is a three-step procedure. First, pairs
of comparison satisfying criteria (1)–(3) in Definition 3 are determined. Second, these pairs
of comparison are ordered according to the -relation. Third, covered pairs of comparison
are removed from this intermediate structure, and pairs of comparison accounting for
region transitions inserted, to yield the final OPC structure.
The function comparative-states determines the comparative envisionment from
the OPC structure in *OPC-SET* and the set of initial relative values selected by the
user. The determination of the comparative envisionment by propagating initial RVs
through the OPC structure is the most complicated part of the CEC∗ implementation.
Basically, comparative-states follows the algorithm in Section 6. At every pair of
comparison a constraint satisfaction problem (CSP) is generated consisting of variables
with domains {⇓,⇑,‖} and RV constraints restricting the assignment of RVs to variables.
This CSP is represented as a special kind of QDE in the QSIM language. Variables are
discrete QSIM variables with possible values inf (⇑), 0 (‖), and minf (⇓). The RV
constraints are special QSIM constraints which have been defined for this purpose (see
[28] for details). The Cfilter algorithm in QSIM is used to solve the CSP and thus
obtain the valid comparative states at a pair of comparison. 12 These comparative states
12 To be more precise, a comparative state is called valid if it has been generated by Cfilter and has
additionally passed a filter enforcing the constraints implied by corresponding qualitative and relative values
(see Section 7.3 above).
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are linked in a hypergraph representing the comparative envisionment, which is stored in
the global variable *CS-GRAPH*. A post-processing filter recursively removes dead-ends
from *CS-GRAPH*.
The RV constraints included in the CSP are inferred from the qualitative models and
behaviors of the two systems by means of a user-provided database with RV rules (Fig. 11).
The RV rules are represented in the database as Lisp macros, according to the formal syntax
diagram in [28]. It has been made sure that the RV rules contain the strongest possible RV
constraints for a pair of QV constraints or QDEs. At the start of a CA session, the database
is converted by the function_rv-defrule to internal rule structures that are stored in the
global variable*RV-DB*. In order to determine which RV constraints are to be instantiated
at a pair of comparison, features of the models and behaviors are matched against the action
part of each rule in *RV-DB*. The matching function returns the bindings for which the
condition part is satisfied, and for each binding an RV constraint is generated.
All example systems mentioned in the next section have been analyzed by means of
the CEC∗ implementation. The program generates the comparative envisionments within
a few seconds, while the code has not been optimized for run-time performance.
9. Examples of CEC∗
CEC∗ has been tested on a range of intra-model and inter-model CA questions
concerning simple and more complicated dynamical systems, such as watertanks filled
by a pump, masses on a damped and undamped spring, constant-coolant and warming-
coolant heat exchangers, blocks sliding on a plane with and without friction, and rockets
fired upward in a constant or height-varying gravitational field with and without friction.
Below we will consider two examples in more detail, concerning CA problems in fracture
mechanics and population ecology.
CEC∗ has been applied in a system for the model-based analysis of scientific
measurements, called KIMA [5,6]. Given a database with measurements of properties of
(physical) objects, such as measurements of mechanical properties of materials, KIMA
aims at the detection and resolution of conflicts and the identification of systematic errors
in the data. It does so by employing knowledge about the domain under study, in particular
models of the physical systems investigated in the experiments underlying the reported
property measurements. Answers to the questions whether a particular measurement
contains a systematic error, or what could explain an observed conflict between two
property measurements, are given by simulating the models of the experimental systems
and performing comparative analyses of the behaviors thus obtained. KIMA has been
applied in a case study on a realistic though simplified problem: the analysis of
measurements of the fracture strength of brittle materials obtained in tension tests and
four-point bend tests.
9.1. Comparative analysis in fracture mechanics
When stressed beyond a critical level most materials have a tendency to fracture. Failure
of the material can occur in a variety of ways, depending on the structural properties of
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(a) (b)
Fig. 17. (a) Crack with half-length c inside and (b) crack with length c at the edge of a flat sheet subjected to a
biaxial uniform tensile stress σa .
the material and the specimen being stressed, and on the loading conditions. We will
here consider one such fracture mode: brittle fracture from a preexisting sharp crack in
response to a biaxial uniform tensile stress [19]. When slowly increasing the applied stress,
at a certain point the crack will start to propagate and cause the material to fail almost
instantaneously. The applied stress at the time of failure is the fracture strength of the
material. In the case of a brittle material, failure is not preceded by macroscopic plastic
deformation.
The analysis of the fracture strength of a brittle material hinges on the determination of
a criterion for the initiation of crack propagation. Such a fracture criterion is provided by
the Griffith theory, which lies at the basis of modern fracture mechanics [19]. The Griffith
criterion is basically an energy balance concept: fracture occurs when extension of the
preexisting crack would be accompanied by a decrease in system energy. Consider a flat
sheet of width 2b and height 2hwith an internal crack of length 2c (b c and h c). This
sheet is submitted to a biaxial uniform tensile stress σa (Fig. 17). Under these conditions,
the total energy U of the crack system is composed of the elastic strain energy Ue and the
surface energy Us ,
U =−Ue +Us, (40)
where
Ue = pic
2σ 2a
E
and Us = 4γ c. (41)
c is the half-length of an internal crack, E Young’s modulus, and γ the free surface energy
per unit area. When dealing with an edge crack of length c, the elastic energy is half that
of an internal crack. The Griffith fracture criterion stipulates that the crack will start to
propagate when ∂U/∂c 6 0, that is, when the elastic energy released by crack extension
outweighs the surface energy required for crack extension. By means of (40) and (41) the
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Fig. 18. The single qualitative behavior produced by QSIM for the brittle-fracture QDE.
Griffith criterion becomes−ncσ 2a /E+4γ 6 0, with n equal to 2pi in the case of an internal
crack and 4pi in the case of a surface crack.
Under the assumption of linear elasticity, the applied stress is related to the elongation
of the material through the formulas
σa =Eεa and εa = h− h0
h0
,
where εa denotes the applied stress and 2h and 2h0 the instantaneous and initial height of
the plate. Slow elongation of the material at a constant rate hr adds h˙= hr.
The above equations can be straightforwardly abstracted into a QDE (not shown here)
that after simulation under the appropriate initial conditions leads to a straightforward
behavior for both an internal and surface crack: the applied stress increases until fracture
occurs (Fig. 18). The applied stress σa at t1 is the fracture strength.
Now suppose two experiments to determine the fracture strength of a material have been
carried out and the fracture strength was found to be lower in the second experiment. Can
a surface crack account for a lower observed fracture strength, if additionally we do not
know the relative length of the crack? When given the behaviors of the brittle fracture
systems in Fig. 18, CEC∗ finds two consecutive pairs of comparison: the first coincides
with the initial time-points and the second with the final time-points. The CA question is
answered by the comparative envisionment in Fig. 19(a). A surface crack tends to decrease
the fracture strength σa⇓pc1 an influence that can be strengthened or weakened by a longer
or smaller crack, respectively.
Although brittle fracture does not occasion plastic deformation on a macroscopic level,
it is often accompanied by microscopic plasticity at the crack tip. Crack tip plasticity is
an energy-dissipating process and can be accounted for in the energy balance by replacing
γ in (41) by γ + γp, where γp represents the plastic work done per unit length of crack
extension. Will crack tip plasticity lead to a lower or higher fracture strength, given that the
other conditions are the same? CEC∗ unambiguously answers this inter-model CA ques-
tion, as Fig. 19(b) shows. It predicts that the strength of the material will be higher in the
case of crack tip plasticity, due to the energy dissipated at the crack tip. A material with mi-
croscopic plasticity is therefore ‘tougher’ than a material failing in a purely brittle manner.
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(a) (b)
Fig. 19. Comparative envisionments arising from the comparison of the behaviors of two brittle fracture systems
(Fig. 18). (a) Possible causes for a lower fracture strength when the second system fractures through an edge crack
and the relative crack length is unknown. (b) Prediction of a higher fracture strength when crack tip plasticity
occurs in the second system.
The models used above can be generalized to more complex (and realistic) crack systems
and loading configurations. Redefining the elastic energy component in (40) in terms of a
crack intensity factor K =mσa√pic, wherem is a dimensionless modification factor [19],
leads to ∂Ue/∂c = K2/E. Stress intensity formulas for all kinds of situations, involving
multiple cracks, circular and elliptical cracks, material specimens in the form of discs,
tubes, and bars, or triaxial and non-uniform loading, have been determined in fracture
mechanics (e.g., [25]). Another generalization is the extension of the energy balance with
a kinetic energy term Uk accounting for the propagation of the crack through the material
[19]. In this way, a QDE for the crack propagation region can be defined as well and the
behavior of the system in this region simulated. 13
Although these generalizations would increase the number of variables, and thus
tend to expand the comparative envisionments when knowledge about relative values is
incomplete, they do not substantially change the simple dynamics of the system. In the
next example a system with a more complex dynamics is examined.
9.2. Comparative analysis in population ecology
Consider an ecosystem with a population y of predators which live on a population x of
prey, while the prey live on a different food source. In the absence of the predator, the prey
grow at a rate proportional to the current population, whereas in the absence of the prey
the predators declines at a rate proportional to the current population. These tendencies
are balanced by the predator–prey encounters. The predators grow and the prey decline at
13 For questions concerning the fracture strength of a brittle material this extension is not critical, though, for
the duration of the crack propagation phase is negligible to that of the loading phase.
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a rate proportional to the predator–prey encounters. The above assumptions underlie the
well-known Lotke–Volterra equations describing the dynamics of the ecosystem [14]:
x˙ = (a − by)x, y˙ = (cx − d)y, (42)
where a, b, c, and d are positive constants. The system has equilibria at (0,0) and (x∗, y∗),
with x∗ = d/c and y∗ = a/b. Now introduce the functions f and g, such that
f (x, c, d)= (cx − d ln x)− (cx∗ − d lnx∗),
(43)
g(y, b, a)= (by − a lny)− (by∗ − a lny∗).
The functions f and g are defined for x, y > 0. It can be shown that the function h,
h(x, y, a, b, c, d)= f (x, c, d)+ g(y, b, a), (44)
is constant for solutions of (42). In fact, it is a Lyapunov function for the stable equilibrium
(x∗, y∗) [14].
The functions f and g can be abstracted into U+-constraints, since f ∈ U+(x∗,0) and
g ∈ U+(y∗,0) [18]. However, this omits the dependence of f and g on the proportionality
constants a, . . . , d , which is especially problematic when comparing systems with different
values for these constants. Therefore, we split the domain of f and g at x∗ and y∗,
respectively.
f (x)=

f+(x), f+ ∈M+−+, x > x∗,
0, x = x∗,
f−(x), f− ∈M−+−, x < x∗,
g(y)=

g+(y), g+ ∈M+−+, y > y∗,
0, y = y∗,
g−(y), g− ∈M−+−, y < y∗.
That is, f and g are expressed in terms of trivariate monotonic functions. The phase space
is divided into four regions separated by boundaries x = x∗ and y = y∗.
Eqs. (42)–(44) have been transformed into four QDEs, each one covering a different
region. 14 Simulation of the prey–predator system leads to the single qualitative behavior
summarized in Fig. 20. The prey and predator populations exhibit a periodic behavior
around the equilibrium populations x∗ and y∗.
Now suppose we compare two structurally identical prey-predator systems with the
behavior in Fig. 20. How will a larger initial prey population (x ⇑pc0 ) influence the
minimum size of the predator population? CEC∗ finds the pairs of comparison in Fig. 21
and after propagation generates the comparative envisionment in Fig. 22(a). The minimum
predator population occurs at t3 and tˆ3 in the behaviors, so the difference in size is given by
the RV of y at pc5. CEC∗ predicts this RV to be lower. More generally, it predicts larger
14 In order to achieve this we had to introduce a variant of the M+−+- and M−+−-constraints into QSIM. This
constraint allows the monotonic functions to be non-strict, to have partial derivatives equal to 0, at selected points.
We are grateful to Ivayla Vatcheva for realizing this extension.
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Fig. 20. One period of the single qualitative behavior produced by QSIM for the prey–predator QDE.
(a)
(b)
Fig. 21. (a) The comparison of two prey–predator behaviors (Fig. 20). (b) The pairs of comparison ordered by the
-relation.
fluctuations of x and y around the equilibrium populations. Notice that CEC∗ does not
constrain the relative durations between the pairs of comparison. The transition matrix for
the relevant RV constraints cannot be determined by means of the available techniques.
A more complicated problem is the prediction of the minimum size of the predator
population when both the initial prey population is larger (x⇑pc0 ) and there is more food
for the prey to live on (a⇑pc0 ). CEC∗ generates a large number of comparative behaviors,
as Fig. 22(b) shows. It correctly predicts, however, that the minimum size of the predator
population RV(y,pc5) can be larger, smaller, or equal in the second system, due to the
fact that x⇑pc0 causes larger fluctuations around the equilibrium, whereas a⇑pc0 increases
the equilibrium predator population y∗. While at pc1 these influences work in the same
direction, at pc5 they work in opposite directions.
The predator-prey models can be generalized in several ways [14]. For instance, instead
of the proportionality cx in (42) we could choose a nonlinear monotonic relationship
r(x) with r ∈M+0 to reflect the fact that as the prey population grows, and the number
of encounters between prey and predators increases, the rate of growth of the predator
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(a) (b)
Fig. 22. Comparative envisionments arising from the comparison of the behaviors of two prey–predator systems
(Fig. 20). (a) Prediction of a lower minimum predator population when the initial prey population is larger in the
second system. (b) Ambiguous prediction of the minimum predator population when the initial prey population
is larger and has more food at its disposal. The comparative states at pc2, pc4, and pc6, just after the region
transitions, have been omitted because they are identical to those at pc1, pc3, and pc5.
population will decline. When the models are adapted correspondingly, CEC∗ will be able
to answer the above questions under more realistic assumptions and indicate the direction
in which this corrects the simplistic analysis.
10. Discussion
CEC∗ has been developed in response to certain limitations of Weld’s DQ analysis.
It generalizes upon the latter technique by addressing CA problems involving systems
with structurally different models and behaviors, by generating alternative comparative
behaviors when ambiguities are encountered, by performing retrodictive as well predictive
reasoning, and by providing a procedure to derive RV constraints from the models and
behaviors.
As to the first improvement, the possibility to make QV constraints and QDEs
comparable lies at the heart of CEC∗’s ability to deal with inter-model as well as intra-
model CA problems. It allows the propositions for RV constraints to apply equally to
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structurally identical and structurally different QDEs. In principle, there is no limit to
the number of structural differences between the models. However, it should be borne in
mind that more differences tend to lead to weaker RV constraints. The reduction of a CA
problem to the propagation of RVs between pairs of comparison is valid for topologically
equal as well as different behaviors, so in this respect too the generalization is achieved in
a straightforward way, within a single formal framework.
CEC∗ is able to handle ambiguities by splitting a comparative state when the RV
of a variable is undetermined, the second improvement. It thus creates a comparative
envisionment consisting of multiple comparative behaviors. A drawback of this approach
is that it may lead to a large number of comparative behaviors, especially when dealing
with more complex systems (as shown by the example of the prey–predator systems in
Fig. 22), or when dealing with several counteracting differences in the structure and the
initial conditions of the systems (as shown by the example of the tank systems in Fig. 12).
Large comparative envisionments will complicate the intelligibility of CEC∗’s output, even
though all behaviors may be genuine.
Several strategies can be imagined to reduce the number of comparative behaviors. First
of all, new information can be sought to rule out alternative branches in the comparative
envisionment, possibly already during the CA process. For instance, a measurement of
the difference in inflow at a pair of comparison would allow one to prune two of the
three branches in Fig. 13. Another strategy is to prioritize the alternative comparative
behaviors. A simple scheme in generating causes of observed deviations would be to
focus on comparative behaviors that hypothesize the least number of differences in the
models and behaviors to account for the observations. A strategy that seems especially
promising is the extension of CEC∗ into a semi-quantitative CA algorithm interacting with
a semi-quantitative simulation algorithm (e.g., [1,16,30]). By exploiting information about
numerical bounds on parameter values and monotonic functions, this algorithm should be
able to rule out comparative behaviors and provide more precise values for a difference
xˆ − x than the intervals [−∞,0[ and ]0,∞] denoted by ⇓ and ⇑. In addition, it should
guarantee that progressive refinement of the numerical bounds causes comparative analysis
to converge to the trivial case of comparing two numerical solutions of the systems to be
compared. A technique fulfilling these requirements has been presented elsewhere [29].
The third improvement of CEC∗ lies in its ability to reason forward from differences
in initial conditions to differences in responses (predictive CA) and to reason backward
from differences in responses to differences in initial conditions (retrodictive CA). The
construction of a comparative envisionment basically consists of the repeated construction
and solution of a constraint satisfaction problem at successive pairs of comparison in
the OPC structure. It does not matter whether this process traverses the OPC structure
from top to bottom or the other way round. Especially in situations with many unknown
RVs, predictive CA embedded in a generate-and-test approach is bound to be much more
expensive than retrodictive CA.
The fourth improvement is the possibility to derive RV constraints appropriate for a
particular CA problem. The proofs of the propositions in Section 5 provide a procedure for
obtaining such constraints from the models and behaviors of the systems to be compared.
Essentially, they reduce the derivation of RV constraints to a well-defined mathematical
problem, to be solved by means of the generalized mean-value theorem for differentiation
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and basic results from linear system theory. Much care has been taken to ensure that the
propositions are valid for arbitrary models and behaviors. Although the examples of RV
constraints determined by Propositions 3 and 4 are restricted to second-order systems, the
theorems also apply to higher-order systems. In practice, the RV constraints are not derived
at run-time but instantiated from a set of RV rules determined beforehand. In the case of
RV rules implied by the Propositions 1, 2, and 5 this has to be done only once, but RV
rules between pairs of comparison need to be added every time a new pair of QDEs is
considered.
For the derivation of RV constraints between pairs of comparison a transition matrix
Φ(t, τ ) needs to be found. The matrix determines the solution of the linear system
obtained from the QDEs (Lemmas 1 and 2). Going from low-order, linear, time-invariant,
uncoupled systems to high-order, nonlinear, time-varying, strongly coupled systems,
the determination of the transition matrix becomes more difficult. Even though no
general procedure exists when A(t) is time-varying, linear system theory provides a
range of techniques for computing transition matrices, or parts of transition matrices,
in special cases [26,31]. It should be added that, when it turns out to be impossible to
calculate a transition matrix, CEC∗ can still make predictions. The example of the prey–
predator system shows that even with the resulting weak RV constraints between pairs
of comparison it is possible to draw useful conclusions from a comparative analysis.
Moreover, it is important to emphasize that given the available information, the weak
constraints may be the strongest possible for the problem at hand.
Situations may arise, though, in which RV constraints are not restrictive enough
to exclude spurious comparative behaviors. Sources of CEC∗’s incompleteness were
discussed in Section 7.3, including the comparability of QV constraints and QDEs
through multiple comparison functions, and different formulations of a QDE. In the
examples studied in this article, formulations of QDEs avoiding the generation of spurious
comparative behaviors were straightforward to find. Also, identifying optimal comparison
functions for pairs of QV constraints and for pairs of QDEs that are not too complex and
dissimilar is not difficult to achieve. The problem may become pertinent, however, in other
situations. In order to find a comparison function for a pair of QDEs that leads to the most
restrictive RV constraint, all possible decompositions of the shared state variable equations
into basic equations could be generated (Section 4). For each pair of decompositions,
we choose an optimal comparison function for pairs of basic equations and combine
these basic comparison functions into a composite comparison function. If RV constraints
are then derived for all resulting comparison functions, we can be certain that the most
restrictive RV constraint is included. Obviously, this approach will be too costly in practice.
As an alternative, one could focus on ‘promising’ pairs of decompositions, such as those
preserving structural similarities between the models.
The CEC∗ algorithm has been implemented in Common Lisp and integrated in a
system for the model-based analysis of scientific measurements. A limitation of the current
implementation is that it does not support the user in preparing the database with RV rules.
When new combinations of QDEs are considered, appropriate RV constraints between
pairs of comparison need to be constructed manually from the models and behaviors of
the system. Apart from the problem of finding suitable comparison function, discussed
above, the user needs to determine the shared state variable equations, turn these into a
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linear system, compute a transition matrix to solve the linear system, and abstract the
solution into RV constraints and RV rules. This is a rather tedious job to perform, especially
when the behaviors of larger systems are compared. Computer support for the derivation
of RV rules would be a welcome improvement and contribute to the practical utility of
CEC∗. A mathematical package like Maple could be used to derive and manipulate shared
state variable equations and formulate the linear system (19). The computation of Φ(t, τ )
when A(t)=A is a standard feature of Maple, while special routines are available for the
situation that A(t) is time-varying [31].
11. Related work on comparative analysis
CEC∗ has been presented as a generalization of Weld’s differential qualitative (DQ)
analysis [32,35]. Although there are similarities in a number of respects, notably in
the formalization of comparative analysis and in the approach of employing explicit
constraints to propagate relative values across pairs of comparison, the two techniques
show considerable differences when going down to details. In order to allow the
comparison of structurally different models and topologically different behaviors, CEC∗’s
basic concepts have been generalized with respect to their counterparts in DQ analysis.
This is especially clear when comparing relative change values in DQ analysis with relative
values, transition points with pairs of comparison, and propositions defining DQ inference
rules with propositions for RV constraints.
A major difference with CEC∗ is the ability of DQ analysis to compare the RVs of
variables during corresponding intervals between pairs of comparison, using the notion of
perspectives. CEC∗ restricts its relative values to the time-points bounding the intervals.
Though mathematically sophisticated, the comparison of variables during corresponding
intervals has the disadvantage that RVs may be undefined during the intervals, that is,
be neither ⇑, ⇓, or ‖ (Proposition 21 in [35]). As a consequence, DQ analysis does not
split a comparative state when an unknown RV is encountered and does not produce an
answer; the algorithm simply terminates. In terms of Section 7, DQ analysis is therefore
neither sound nor complete. However, when DQ analysis produces an answer, which is by
definition an unambiguous answer (a single comparative behavior), it is guaranteed to be a
sound and complete answer when the input is consistent. This matches with the guarantees
for CEC∗ in such a situation (Section 7.3). Of course, CEC∗ also produces a sound answer
when ambiguities arise. In CEC∗ branching in the face of ambiguities is possible, because
at a pair of comparison an RV is either ⇑, ⇓, or ‖.
The restriction of DQ analysis to intra-model CA has been relaxed by embedding the
method into a framework for model sensitivity analysis. Model sensitivity analysis (MSA)
[36] addresses the question how a change in model will affect the resulting behavior. In
the MSA approach, a qualitative behavior arising from a simple model is compared with a
behavior from a more complex model. The simple model must be a fitting approximation of
the more complex model, that is, the complex model must have an independent variable,
a fitting parameter, such that, when this parameter is taken to a certain approximation
limit, the RVs of the shared variables become ‖. An example of a fitting parameter is the
coefficient of friction in the model of a block sliding down a plane. As this coefficient tends
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to 0, the sliding behavior with friction approaches the sliding behavior without friction. The
advantage of introducing fitting approximations is that the inter-model CA problem can
now under certain conditions be reduced to an intra-model CA problem in the complex
model [36, Proposition 2.3]. If we know how a perturbation of the fitting parameter in
the complex model affects the RVs of other system variables (intra-model CA), we can
derive RVs for the variables when the complex and the simple model are compared (inter-
model CA).
Since the MSA approach reduces inter-model CA questions to intra-model CA questions
that are solved by DQ analysis, it inherits the weaknesses of the latter technique. In
addition, it is limited to inter-model CA problems in which a simple model is a fitting
approximation of a complex model. In the formulation of the cascaded-tanks problem
of Fig. 3, the leaky system does not differ from the watertight one by an independent
variable. In this case, the problem can be easily formulated by introducing an additional
variable representing the size of the leak, but it is not clear whether this always works.
More basically, the reformulation of inter-model CA problems to intra-model CA problems
by means of fitting approximations appears less straightforward than the relation between
these two classes of problems in CEC∗. CEC∗ simply treats intra-model CA as a special
case of inter-model CA within the same general framework.
De Mori and Prager’s qualitative perturbation analysis (QPA) addresses the question
how small changes in a system’s input are related to small changes in its output [20]. The
technique employs qualitative interval labels to represent the value of system variables, a
representation deviating from QSIM’s qualitative values in that the interval bounds are
drawn from a restricted set of numerical values. QPA considers systems described by
qualitative linear and time-invariant models, the behaviors of which are given by sequences
of measurements of the system variables that are abstracted into qualitative interval labels.
A comparative analysis problem in QPA is now defined by a qualitative linear model
in combination with a perturbation of the interval label of one or more variables. These
perturbations may lead to an inconsistency in the sense that they violate constraints in the
model. By applying perturbations to the qualitative interval labels of other variables QPA
attempts to re-establish consistency. This is achieved by transforming the CA problem into
a CSP and solving this CSP by means of appropriate network consistency algorithms. In
this way QPA is able to propagate changes in the input to changes in the output and the
other way round. QPA has been integrated into a system assisting engineers in validating
aerodynamical models.
Qualitative perturbation analysis is able to reason both in a predictive and in a
retrodictive fashion, but its scope is limited to systems with structurally identical models
and topologically equal behaviors. Moreover, these models need to be linear and time-
invariant, which is not required by CEC∗. The answer generated by QPA consists of
sets of possible perturbations of system variables consistent with the initial perturbations.
Ambiguous consequences of the initial perturbations lead to multiple answers, although
these are not systematically ordered in a comparative envisionment. An interesting feature
of QPA is the use of qualitative interval labels, a qualitative representation with semi-
quantitative elements. This allows one to specify the values of variables, and their
perturbations, in a more precise way. For the extension of CEC∗ towards semi-quantitative
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reasoning, Vatcheva and de Jong have employed more conventional interval representations
on a finer level of granularity [29].
An example of a CA technique that has been developed with one specific application in
mind is given by Karp [15]. The technique is used in the system HYPGENE for diagnosing
experiments directed at the analysis of genetic regulation processes in E. coli. HYPGENE
applies hypothesis design operators to behaviors of a gene regulation system inferred
by means of the knowledge-based simulator GENSIM. The operators propose changes
in the initial conditions of an experiment that can explain an observed difference in the
outcomes. Operators especially involved in answering CA questions are the quantity-
hypothesis operators. They are recursively applied to effect an increase (decrease) of a
quantity by increasing (decreasing) its initial value, increasing (decreasing) its production
rate, and decreasing (increasing) its consumption rate. This works well in the case of the
non-cyclic reaction networks studied by Karp, but in its present form the technique cannot
be used for other CA problems. In addition, it applies only to the diagnosis of discrepancies
in the outcome of identical experiments (intra-model CA) and no correctness guarantees
are given.
In all of the above approaches, the input for the CA algorithm consists of a model for
each of the two systems to be compared, behaviors of the systems obtained by simulation or
otherwise, and a set of initial RVs. The initial RVs are propagated by means of constraints
derived from the models and behaviors. On the contrary, Kuipers and Chiu [2] propose
an approach in which the input consists of a QDE and initial RVs only, and simulation
is not necessary. They provide rules for algebraic manipulation and simplification of the
QDE which directly calculate the sign of the partial derivative required for answering
the CA question. More specifically, the QDE is transformed into a qualitative integral
representation which is subjected to further transformations until an expression is reached
that can be evaluated by means of the initial RVs. Although attractive for its solid
mathematical foundation, a substantial amount of algebraic and qualitative manipulations
is required to arrive at an answer. Moreover, the technique is limited to intra-model CA
problems in which the RV of a single variable has to be predicted.
On the other hand, some approaches convert the CA problem into a special kind of
simulation problem. Weld’s exaggeration technique EXAG is an early example of such an
approach [34,35]. The basic idea behind exaggeration is to compare the system whose
behavior is perturbed with an exaggerated system in which this perturbation has been
taken to a limit (e.g., negligible or infinite). A simulation algorithm designed to work with
hyperreals gives final values for the variable, which are then compared with the original
behavior in an attempt to answer the question. EXAG is restricted to intra-model CA
problems and predictive reasoning. Unlike CEC∗ and DQ analysis, the technique does not
employ propagation constraints that are specific to the model being considered. However,
the technique is neither sound nor complete; even if it does produce an answer, this answer
is not guaranteed to be correct when nonmonotonic relationships between the variables
occur. EXAG can deal with ambiguities in the sense that the hyperreal simulation of the
exaggerated system may lead to multiple behaviors, all of which can be compared with the
original behavior.
A simulation approach is also adopted in the CA technique for relative simulation
(RSIM) developed by Neitzke and Neumann [22,23]. RSIM integrates qualitative simu-
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lation and comparative analysis into a relative simulator by complementing the qualitative
value of a variable with a PQ value and relations between P values. PQ and P values are
relative descriptions which record deviations of a value from an implicit reference value.
RSIM starts with an initial state consisting of qualitative and relative descriptions of some
of the variables and generates an extended behavior tree by means of the usual QSIM
constraints and additional RSIM constraints. The states in this behavior tree are qualitative
relative states in which the qualitative or relative description of a variable has changed with
respect to the successor state. The RSIM constraints restrict the possible PQ values and re-
lations between P values within a state and the possible changes of these values between
successive states.
The RSIM algorithm can be interpreted as generating all possible comparative behaviors
arising from the comparison of each qualitative behavior in a QSIM simulation with an
implicit reference behavior. In contrast, CEC∗ separates the simulation and comparative
analysis stages and takes two explicit qualitative behaviors as input. This approach has the
appeal of conceptual clarity and does not further aggravate the complexity problems of
qualitative reasoning by combining the results of simulation and comparative analysis in
a single behavior tree. 15 The RSIM algorithm is sound and seems to be incomplete, in
the terminology of Section 7. Advantages of RSIM are that its transition constraints are
not tied to the models of the systems being compared and that the use of relationships
between P values can sometimes rule out spurious comparative behaviors (e.g., in the
case of the linear mass-spring systems in Section 7.3). Disadvantages are that it is only
suitable for predictive reasoning and, with the exception of differences in the monotonicity
of functional relations, requires the two systems to be compared to have identical models.
Thus, unlike CEC∗, RSIM is restricted to intra-model comparative analysis.
As a special case of comparative analysis, prediction of the consequences of a
perturbation of the equilibrium state of a system should be mentioned. This form of
analysis, comparative statics, differs from the CA problems considered thus far in that
it abstracts from the dynamics of the system following the perturbation of the equilibrium
state and hence does not trace the evolution of the RVs in time. Kuipers reviews work on
comparative statics and lists the conditions under which this approach is appropriate [18].
Examples of work on comparative statics are de Kleer’s IQ analysis [10], D’Ambrosio’s
extension of Qualitative Process theory [4], and Puccia and Levins’ application of loop
analysis to qualitative ecological models [24]. Ideas on comparative statics, in particular
IQ analysis, led Forbus to a first attempt to formulate a theory on dynamical comparative
analysis [13].
12. Conclusions and further work
CEC∗ is a technique for the comparative analysis of dynamical systems which has
been developed to improve upon the limitations of existing approaches, notably Weld’s
technique for DQ analysis. CEC∗ addresses within a single framework CA problems
15 As an extension to the basic algorithm, Neitzke describes how an explicit reference behavior can be taken into
account [22].
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involving systems with different models and behaviors, it handles ambiguities caused by
the qualitative nature of the analysis, it reasons from differences in the initial conditions
to differences in the response, as well as the other way round, and it is not limited to
a restricted class of problems due to the possibility to derive appropriate RV constraints
from the models and behaviors. CEC∗ has been implemented and tested on a dozen of
simple and more complex systems, in which it had to answer CA questions involving
several differences in the models and initial conditions. CEC∗ is firmly rooted in the theory
of differential equations, which allows definitions and proofs of formal properties of the
algorithm. In particular, it has been shown that the algorithm is sound and incomplete.
CEC∗ has been embedded in a system for the model-based analysis of scientific
measurements applied in a case study in materials science. Many other applications of
a technique for comparative analysis can be imagined, including its use in systems for
the diagnosis of technical devices, the design of engineering artefacts, and the discovery
of models accounting for observed physical phenomena (for this latter application, see
the scenario in [8]). A critical issue in such applications will be the extent to which
the technique is able to handle complex and large-scale models in combination with
several differences in the models and initial conditions. Further work on CEC∗ should
therefore concentrate on upscalability. Several possible routes towards this goal have been
mentioned above, especially the development of semi-quantitative filters on comparative
behaviors, the automatic derivation of RV rules, and the run-time integration of additional
observations.
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Appendix A. Theorems for determining Φ(t, τ )
An important step in deriving RV constraints between pairs of comparison is the
calculation of the transition matrix appearing in the solution of the linear system (19).
Explicitly solving for Φ(t, τ ) is a difficult task in general, but under certain conditions,
imposed on A(t), a closed-form expression for Φ(t, τ ) can be found [26,31]. 16
If for every value t it holds that A(t) and
∫ t
τ
A(σ )dσ commute, that is,
A(t)
( t∫
τ
A(σ )dσ
)
=
( t∫
τ
A(σ )dσ
)
A(t), (A.1)
16 Actually, less strict conditions would be sufficient for our purposes, conditions which allow the signs of the
elements of Φ(t, τ ) to be determined. An approach to find such a qualitative transition matrix is discussed in [26].
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then
Φ(t, τ )= exp
( t∫
τ
A(σ )dσ
)
. (A.2)
This condition is for example satisfied by time-invariant and symmetrical matricesA(t).
The exponential of a matrix can be computed in various ways [26].
Conditions on the form of A(t) may decompose the problem of determining a transition
matrix into a number of simpler problems. For instance, if A(t) is partitioned as
A(t)=
[
A11(t) 0
A21(t) A22(t)
]
, (A.3)
where A11(t) and A22(t) are square, then
Φ(t)=
[
Φ11(t, τ ) 0
Φ21(t, τ ) Φ22(t, τ )
]
, (A.4)
where
∂
∂t
Φjj (t, τ )=Ajj (t)Φjj (t, τ ), Φ(τ, τ )= I , j = 1,2,
and
Φ21(t, τ )=
t∫
τ
Φ22(t, σ )A21(σ )Φ11(σ, τ )dσ.
As can be easily verified, the state matrix
A(t)=
−
∂
∂au
f
(
a¯u(t), r¯u(t)
)
0
∂
∂au
f
(
a¯u(t), r¯u(t)
) − ∂
∂al
g
(
a¯l(t), r¯l (t)
)

derived in Section 5.4 for the comparison of systems of cascaded-tanks with a watertight
and a leaky upper tank has the form (A.3), so that the transition matrix Φ(t, τ ) is given
by (A.4). For
A11(t)=− ∂
∂au
f
(
a¯u(t), r¯u(t)
)
and A22(t)=− ∂
∂al
g
(
a¯l(t), r¯l (t)
)
condition (A.1) applies and we have
Φ(t, τ )=

φ11(t, τ ) 0
t∫
τ
φ22(t, σ )
∂
∂au
f
(
a¯u(σ ), r¯u(σ )
)
φ11(σ, τ )dσ φ22(t, τ )
 ,
with
φ11(t, τ )= exp
 t∫
τ
− ∂
∂au
f
(
a¯u(σ ), r¯u(σ )
)
dσ
 ,
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φ22(t, τ )= exp
 t∫
τ
− ∂
∂al
g
(
a¯l(σ ), r¯l (σ )
)
dσ
 .
The linear mass-spring example in Section 7.3 leads to the time-invariant state matrix
A=
[ 0 1
− k¯
m¯
0
]
.
The commutation condition (A.1) applies and a transition matrix is found by computing
the exponential of the integral of A, as stated in (A.2):
Φ(t, τ )=

cos
√
k¯
m¯
(t − τ )
√
m¯
k¯
sin
√
k¯
m¯
(t − τ )
−
√
k¯
m¯
sin
√
k¯
m¯
(t − τ ) cos
√
k¯
m¯
(t − τ )
 .
As can be seen, the transition matrix is periodic with period P¯ = 2pi
√
m¯/k¯.
Appendix B. Proofs for mass-spring example
B.1. Time-invariance
In Section 7.3 two linear, time-invariant mass-spring systems are compared, with QDEs
shown in Fig. 14(c). When determining RV constraints between pairs of comparison
between, we need to solve the linear system (19)
ˆ˙x(t)− x˙(t)=A(t)(xˆ(t)− x(t))+B(t)(uˆ(t)− u(t)),
where x = [x v]′, u= [k m]′, and
A(t)=
[ 0 1
− k¯(t)
m¯(t)
0
]
, B(t)=
[ 0 0
− x¯(t)
m¯(t)
k¯(t)x¯(t)
m¯2(t)
]
.
We will proof that the matrix A(t) is time-invariant, that is, A(t) = A. This allows us
to calculate the transition matrix in order to solve (19), since a time-invariant A satisfies
condition (A.1).
Bearing in mind that a = v˙, we find from the QDEs that
aˆ(t)− a(t)=− kˆ
mˆ
xˆ(t)−
(
− k
m
x(t)
)
, (B.1)
and from the above linear system that
aˆ(t)− a(t)=− k¯(t)
m¯(t)
(
xˆ(t)− x(t))− x¯(t)
m¯(t)
(kˆ − k)+ k¯(t)x¯(t)
m¯2(t)
(mˆ−m). (B.2)
Of course, x¯(t) lies between xˆ(t) and x(t), m¯(t) between mˆ and m, and k¯(t) between kˆ
and k. The generalized mean value theorem further states that the point (k¯(t), m¯(t), x¯(t))
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lies on the line segment connecting (k,m,x(t)) and (kˆ, mˆ, xˆ(t)) [3]. From this it is easy to
show that in addition k¯(t)/m¯(t) lies between k/m and kˆ/mˆ.
Although there are more general ways to proceed, linearity of the systems suggests that
the point (k¯(t), m¯(t), x¯(t)) lies exactly midway on this line segment for all t , so that we
have:
k¯(t)= 12 (k + kˆ), m¯(t)= 12 (m+ mˆ),
x¯(t)= 12
(
x(t)+ xˆ(t)), k¯(t)
m¯(t)
= 1
2
(
k
m
+ kˆ
mˆ
)
.
By substitution of these equations into (B.2) one can verify the suggestion. Indeed, we
obtain the original expression (B.1) for the difference in acceleration. We have thus proven
by construction that k¯(t)/m¯(t) is time-invariant, so that
A=
[ 0 1
− k¯
m¯
0
]
is time-invariant.
B.2. Periodicity
Solving (19) in the case of two linear mass-spring systems, knowing that A is time-
invariant, gives rise to a periodic transition matrix (39) with period P¯ = 2pi
√
m¯/k¯. We will
investigate how this period relates to the periods P and Pˆ of the systems to be compared.
Since the durations T and Tˆ of the behavior fragments between the pairs of comparison
(Fig. 15) correspond to one quarter of the periods P and Pˆ , this allows us to relate T and Tˆ
to P¯ , and thus determine the sign of the elements of the transition matrix when determining
the RV constraints between pc0 = 〈t0, tˆ0〉 and pc1 = 〈t1, tˆ1〉. In particular, it will be shown
that
min{T , Tˆ } =min{ 14P, 14 Pˆ }6 14 P¯ 6max{ 14P, 14 Pˆ }=max{T , Tˆ }. (B.3)
The ODEs corresponding to the QDEs of Fig. 14(c) are linear systems with the state
matrices[ 0 1
− k
m
0
]
and
[ 0 1
− kˆ
mˆ
0
]
.
From the eigenvalues of the matrices we find that P = 2pi√m/k and Pˆ = 2pi
√
mˆ/kˆ [14].
From the argument in Appendix B.1 we know that the quotient k¯/m¯ is bounded by k/m
and kˆ/mˆ, so that
min
{
m
k
,
mˆ
kˆ
}
6 m¯
k¯
6max
{
m
k
,
mˆ
kˆ
}
.
As a consequence, the period of the transition matrix is bounded by the periods of the
original mass-spring systems, so that
min
{ 1
4P,
1
4 Pˆ
}
6 14 P¯ and
1
4 P¯ 6max
{ 1
4P,
1
4 Pˆ
}
.
H. de Jong, F. van Raalte / Artificial Intelligence 115 (1999) 145–214 213
The special case min{ 14P, 14 Pˆ } = 14 P¯ occurs when 14P = 14 Pˆ = 14 P¯ . The relations
min{T , Tˆ } =min{ 14P, 14 Pˆ } and max{T , Tˆ } =max{ 14P, 14 Pˆ } in (B.3) follow from the fact
that the durations T and Tˆ correspond to a quarter period of the behavior of the systems.
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