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Systems with interacting degrees of freedom play a prominent role in stochastic thermodynamics.
Our aim is to use the concept of detached path probabilities and detached entropy production for
bipartite Markov processes and elaborate on a series of special cases including measurement-feedback
systems, sensors and hidden Markov models. For these special cases we show that fluctuation
theorems involving the detached entropy production recover known results which have been obtained
separately before. Additionally, we show that the fluctuation relation for the detached entropy
production can be used in model selection for data stemming from a hidden Markov model. We
discuss the relation to previous approaches including those which use information flow or learning
rate to quantify the influence of one subsystem on the other. In conclusion, we present a complete
framework with which to find fluctuation relations for coupled systems.
I. INTRODUCTION
Within the field of stochastic thermodynamics [1] sys-
tems with interacting degrees of freedom play an impor-
tant role since they offer case studies for the interplay
between thermodynamics and information theory [2].
For such systems there are diverse setups. For exam-
ple, systems with degrees of freedom which are inaccessi-
ble to the experimenter show deviations in the fluctuation
relation for the entropy production [3]. Further, there is
a wide variety of measurement-feedback setups in which
a stochastic system is measured and subsequently con-
trolled by a feedback controller. Additionally, sensing is
a manifestation of such a coupled joint system. Here, a
stochastic system is influenced by an external stochastic
process. Usually the task of the sensor is to measure the
external process.
Systems with interacting degrees of freedom have con-
veniently been modeled using bipartite Markov processes.
For such systems a splitting of the second law of ther-
modynamics has been achieved such that individual sec-
ond laws applicable to each one of the subsystems retain
the influence of the other through information theoretic
terms like information flow [4] or learning rate [5]. Re-
cently, Crooks and Still [6] obtained marginal fluctuation
relations applicable to one of two subsystems within a
bipartite setup. In these the influence of the other sub-
system is encoded in a transfer-entropy [7] term.
Measurement-feedback systems have been studied
by Sagawa and Ueda [8, 9], Horowitz and Vaikun-
tanathan [10] and Ponmurugan [11]. They established
fluctuation theorems applicable to such systems. Vari-
ous sensor setups have been studied. Within the context
of stochastic thermodynamics, the main focus is on the
relation between the sensor’s information about the ex-
ternal environment and its energy dissipation [12–16].
∗ jannik.ehrich@uni-oldenburg.de
However, it is instructive to study these setups from a
common perspective and find fluctuation relations which,
when evaluated for these special cases, recover the known
results. This also offers a formalism to reliably derive
fluctuation relations applicable to one of several inter-
acting subsystems.
The aim of this paper is to (1) put to use the concept
of detached path probabilities and detached entropy pro-
duction for bipartite Markov chains. Both have been in-
troduced as preliminary quantities for further evaluation
in [6]; (2) elaborate on a series of special cases that have
been studied separately before, namely measurement-
feedback systems, sensors and hidden Markov models and
show that fluctuation theorems involving the detached
entropy production can recover known results; and (3)
show how to use our formalism to confirm model param-
eters for hidden Markov models.
II. DETACHED PATH PROBABILITIES
We consider a two-variate Markov chain (x0:T , y0:T )
with
x0:T = {x0, x1, ..., xT } =: {x0,x} (1a)
y0:T = {y0, y1, ..., yT } =: {y0,y}. (1b)
The process is assumed to be bipartite as sketched in
Fig. 1 such that only one subsystem changes its state
at a time [4–6]. A simple example is given by two dis-
cretized coupled Langevin equations with independent
noise sources.
The stochastic dynamics depend on external protocols
u = {u1, ..., uT } and v = {v0, ..., vT−1} that influence the
individual transition probabilities px(xt|xt−1, yt;ut) and
py(yt|xt−1, yt−1; vt−1), respectively. For the joint proba-
bility of the entire sequence of states, starting from an
initial condition (x0, y0), we hence have
p(x,y|x0, y0; u,v) = py(y1|x0, y0; v0) px(x1|x0, y1;u1)...
...× py(yT |xT−1, yT−1; vT−1) px(xT |xT−1, yT ;uT ). (2)
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2Together with the initial distribution p0(x0, y0) this prob-
ability uniquely determines the entire process.
y0
x0
y1
x1
v0
u1
...
...
yT−1
xT−1
yT
xT
vT−1
uT
Figure 1. Setup of a joint trajectory. The subsystems x and
y update one after the other.
From the structure of the transition probabilities as
well as from Fig. 1 it is clear that the stochastic variables
x and y influence each other. Nevertheless, as observed
by Crooks and Still [6], it is instructive to split the joint
probability (2) according to
p(x,y|x0, y0; u,v) = qx(x|x0; y,u) qy(y|y0;x0,x,v),
(3)
where
qx(x|x0; y,u) :=
T∏
t=1
px(xt|xt−1, yt;ut) (4a)
qy(y|y0;x0,x,v) :=
T∏
t=1
py(yt|xt−1, yt−1; vt−1). (4b)
A related concept in information theory goes under the
name of causal conditioning and is applicable even to
non-Markovian processes [17–19].
We call qx and qy the detached path probabilities of the
individual subsystems. They are normalized according to
1 =
∫
dx qx(x|x0; y,u) (5)
=
∫
dx1 px(x1|x0, y1;u1) ...
∫
dxT px(xT |xT−1, yT ;ut)
and similarly for qy(y|y0; x, x0,v). The decomposition of
the joint probability into a product of detached probabil-
ities according to Eq. (3) can be represented graphically
as a splitting of the joint process into two sub-processes
in which the state of the other process enters as an ad-
ditional time-dependent protocol. This is depicted in
Fig. 2.
It is important to distinguish the detached path prob-
abilities from the marginal and the conditional probabil-
ities of the individual sequences. The marginal probabil-
ity of the sequence of x-values is defined by
px(x|x0; u,v) :=
∫
dy0dy p0(y0|x0) p(x,y|x0, y0; u,v),
(6)
...
...
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xt−1
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yt
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...
Figure 2. Decomposition of the joint trajectory into two sub-
trajectories with the other process acting as a time-dependent
protocol.
where p0(y0|x0) = p0(x0, y0)/
∫
dy0 p0(x0, y0). Hence, in
contrast to qx(x|x0; y,u), all dependence on y is averaged
out. Similarly,
py(y|y0; u,v) :=
∫
dx0dx p0(x0|y0) p(x,y|x0, y0; u,v)
(7)
with no trace left of the x-dynamics.
The conditional probability of x given the y-sequence,
on the other hand, is defined by:
px(x|x0,y0,y; u,v) = p(x,y|x0, y0; u,v)∫
dx p(x,y|x0, y0; u,v)
=
qx(x|x0; y,u) qy(y|y0; x, x0,v)∫
dx qx(x|x0; y,u) qy(y|y0; x, x0,v) . (8)
Again analogous results hold for
py(y|x0,x, y0; u,v) = p(x,y|x0, y0; u,v)∫
dy p(x,y|x0, y0; u,v) . (9)
The conditional probability px(x|x0, y0,y; u,v) depends
on the particular y-values considered. Yet, it is different
from the detached probability qx(x|x0; y,u) since the lat-
ter ignores the feedback from x to y. Formally, this im-
plies that we cannot evaluate the integral in the denomi-
nator in Eq. (8). More intuitively, the feedback between
the subsystems implicates that a conditioning on future
values of one trajectory constrains the evolution of the
other one. It is precisely this effect that is eliminated in
the definition of the detached path probabilities.
III. ENTROPY PRODUCTION AND
FLUCTUATION RELATIONS
A. Reverse process
Entropies together with the respective fluctuation the-
orems play a pivotal role in stochastic thermodynamics.
Their definition generally involves a conjugate process
[1].
3Although there is some freedom in choosing the conju-
gate process, here we will always take the time-reversed
process driven by the time-reversed protocols u¯ :=
{uT , uT−1, ..., u1} and v¯ := {vT−1, vT−2, ..., v0} as the
conjugate one. For simplicity and to lighten the notation,
we assume that the protocol values u and v as well as the
state variables x and y are even under time-reversal, i.e.
u¯t = ut, v¯t = vt, x¯t = xt and y¯t = yt for all t = 0, ..., T .
The stochastic dynamics of the reversed process are
characterized by a joint probability of the form (2) with
u und v replaced by u¯ and v¯, respectively. We will need
the path probabilities of the reversed process in particular
for the time-reversed sequences of x and y states that we
denote by
xT :0 = {xT , xT−1, ..., x0} =: {xT , x¯} (10a)
yT :0 = {yT , yT−1, ..., y0} =: {yT , y¯}. (10b)
The joint probability of the reversed trajectory starting
at (xT , yT ) under the reversed process is therefore given
by
p¯(x¯,y¯|xT , yT ; u¯, v¯)
= px(xT−1|xT , yT , uT ) py(yT−1|xT−1, yT ; vT−1)...
× px(x0|x1, y1;u1) py(y0|x0, y1; v0). (11)
This is shown graphically in Fig. 3. Note that, com-
pared to Fig. 1, horizontal components of arrows (indi-
cating time) are reversed whereas vertical ones (indicat-
ing causal influence) remain unchanged [6].
y0
x0
y1
x1
v0
u1
...
...
yT−1
xT−1
yT
xT
vT−1
uT
Figure 3. Reverse joint trajectory.
As initial distribution of the reverse process we take
the final distribution of the forward process:
pT (xT , yT ) := p(xT , yT |x0, y0; u,v). (12)
Analogous to Eq. (3), we decompose the joint proba-
bility of the reversed process into the respective detached
probabilities [20]:
p¯(x¯, y¯|xT , yT ; u¯, v¯) = q¯x(x¯|xT ; y¯, yT , u¯) q¯y(y¯|yT ; x¯, v¯),
(13)
where now
q¯x(x¯|xT ; y¯, yT , u¯) :=
T∏
t=1
px(xt−1|xt, yt;ut) (14a)
q¯y(y¯|yT ; x¯, v¯) :=
T∏
t=1
py(yt−1|xt−1, yt; vt−1) . (14b)
B. Joint entropy production
With the specification of the reverse process, we may
define the corresponding entropy productions. It is nat-
ural to consider the joint entropy production
σxy := ln
p0(x0, y0) p(x,y|x0, y0; u,v)
pT (xT , yT ) p¯(x¯, y¯|xT , yT ; u¯, v¯) . (15)
As usual σxy quantifies the relative surprise to observe
the time-reversed trajectory {xT , x¯, yT , y¯} under the in-
fluence of the time-reversed protocols {u¯, v¯} if the for-
ward trajectory {x0,x, y0,y} was seen under the proto-
cols {u,v}.
To avoid clutter, we will from now on suppress the
dependence on the protocols u and v and their reversed
versions and show it only where it matters.
The joint entropy production fulfills an integral fluctu-
ation theorem (IFT):〈
e−σxy
〉
=
∫
dxdydx0dy0 e
−σxy p0(x0, y0) p(x,y|x0, y0)
=
∫
dx¯dy¯dxT dyT pT (xT , yT ) p¯(x¯, y¯|xT , yT )
= 1. (16)
C. Detached entropy production
Building on the detached path probabilities we may
define the detached entropy productions
σ˜x := ln
p0(x0|y0) qx(x|x0; y)
pT (xT |yT ) q¯x(x¯|xT ; yT , y¯) (17a)
and
σ˜y := ln
p0(y0|x0) qy(y|y0;x0,x)
pT (yT |xT ) q¯y(y¯|yT ; x¯) , (17b)
where the initial conditions may be calculated from
p0(x0, y0) and pT (xT , yT ), respectively.
Using Eq. (17a), we obtain:〈
e−σ˜x
〉
=
∫
dxdydx0dy0
pT (xT |yT ) q¯x(x¯|xT ; yT , y¯)
p0(x0|y0) qx(x|x0; y)
× p0(x0, y0) p(x,y|x0, y0) (18)
= γ, (19)
where, with Eq. (3),
γ :=
∫
dxdydx0dy0 [pT (xT |yT ) q¯x(x¯|xT ; yT , y¯)]
× [p0(y0) qy(y|y0;x0,x)] (20)
is a parameter related to feedback from x to y. In gen-
eral γ 6= 1. Only if there is no feedback from x to y,
qy(y|y0;x0,x) = py(y|y0), we find
γ =
∫
dydy0 p0(y0) py(y|y0)
×
∫
dx¯dxT pT (xT |yT ) q¯x(x¯|xT ; yT , y¯) = 1. (21)
4In general, therefore, the detached entropy productions
do not fulfill IFTs of the usual type.
D. Relations between entropy productions
The entropy productions defined above are not inde-
pendent of each other. With the help of the mutual in-
formation [21]
i(x, y) := ln
p(x|y)
p(x)
= ln
p(y|x)
p(y)
(22)
we may disentangle the initial distribution according to
p0(x0, y0) = p0(x0|y0) p0(y0|x0) e−i0(x0,y0) (23)
and analogously for pT (xT , yT ). We then find from Eqs.
(3), (13), (15), (17a), and (17b)
σxy = σ˜x + σ˜y + ∆i (24)
where
∆i = iT (xT , yT )− i0(x0, y0) . (25)
The IFT (16) for the joint entropy production as well
as the IFT (19) for the detached entropy production to-
gether with the relation (24) between the entropy produc-
tions are the main general results of this study. We now
specify the setup depicted in Fig. 1 to various particular
situations and elucidate the relation between the IFTs
(16) and (19) and results obtained in previous studies of
these systems.
IV. SPECIAL CASES
A. Measurement-feedback systems
A measurement-feedback system consists of a system
in contact with a thermal reservoir and a controller which
measures the state of the system and uses that informa-
tion to influence it. Most prominent examples of this
type are Maxwell’s demons and information engines [2].
We adapt our framework to this situation by describing
the system by x and the controller by y (see Fig. 4). Since
subsystem x is coupled to a thermal reservoir at constant
inverse temperature β, the detached entropy production
σ˜x of Eq. (17b) has, due to detailed balance, a clear ther-
modynamic interpretation [22]:
σ˜x = ln
p0(x0|y0)
pT (xT |yT )
+ ln
px(x1|x0, y1;u1) ... px(xT |xT−1, yT ;uT )
px(xT−1|xT , yT ; u¯T ) ... px(x0|x1, y1; u¯1) (26)
= ln
p0(x0|y0)
pT (xT |yT )
− β [Hx(x1; y1, u1)−Hx(x0; y1, u1) + ...
+Hx(xT ; yT , uT )−Hx(xT−1; yT , uT )] (27)
=: ∆sx|y − β Qx. (28)
Here Hx(x; y, u) is the Hamiltonian governing the x-
dynamics, ∆sx|y is the change in conditional system en-
tropy, andQx denotes the heat that the system exchanges
with the reservoir.
The evolution of the y-subsystem is solely determined
by the sequential measurements it takes of the state of
the x-subsystem:
py(yt+1|xt, yt; vt) = py(yt+1|xt; vt). (29)
Graphically, this is expressed by the absence of horizontal
arrows in the y-trajectory in Fig. 4. Moreover, the noise
in the controller is measurement noise and has no direct
thermodynamic interpretation. The role of the protocol
vt can be understood as influence on the measurement
procedure, e.g. controlling its variance.
...
yt−1 vt−1
xt−1
ut
yt vt
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Figure 4. Setup of a measurement-feedback system. Top:
the system x is under feedback control from the controller
y. In every timestep, y represents a measurement of the cur-
rent state of x which is then used to influence its dynamics.
Bottom: time-reversed process.
The detached entropy production σ˜y of Eq. (17b) then
simplifies to:
σ˜y = ln
p0(y0|x0)
T∏
t=1
py(yt|xt−1; vt−1)
pT (yT |xT )
T∏
t=1
py(yt−1|xt−1; vt−1)
(30)
= ln
p0(y0|x0)
pT (yT |xT ) +
T∑
t=1
ln
p(yt|xt−1)
p(yt−1|xt−1) (31)
=
T∑
t=1
ln
p(yt|xt−1)
p(yt|xt) (32)
5which upon using Eq. (22) becomes:
σ˜y = −
T∑
t=1
ln
p(yt|xt)
p(yt)
− ln p(yt|xt−1)
p(yt)
(33)
= −
T∑
t=1
i(xt, yt)− i(xt−1, yt) (34)
=: −ix. (35)
Here ix denotes the information flow [4], which is the
change in mutual information between x and y that is
caused by the changes in x only. Conversely,
iy :=
T∑
t=1
i(xt−1, yt)− i(xt−1, yt−1) (36)
is the part of the mutual information that is solely due
to the y-dynamics. Clearly,
ix + iy = ∆i. (37)
From Eqs. (24), (28), and (35) the joint entropy produc-
tion (15) reads:
σxy = ∆sx|y − βQx − ix + ∆i (38)
= ∆sx|y − βQx + iy . (39)
The joint IFT (16) acquires the form〈
e−∆sx|y+βQx−iy
〉
= 1, (40)
which is a special version of the generalized Jarzyn-
ski equality [8–11] for measurement-feedback processes:
the entropy production of the feedback-controlled sys-
tem needs to be augmented by an information quantity
to fulfill the fluctuation theorem.
Without this additional term the right-hand-side of the
fluctuation relation for the entropy production σ˜x of the
system alone deviates from unity, cf. Eq. (19):〈
e−∆sx|y−βQx
〉
= γ. (41)
The parameter γ defined in Eq.(20) transforms to:
γ :=
∫∫
dxdydx0dy0 [pT (xT |yT ) q¯x(x¯|xT ; yT , y¯)]
×
[
p0(y0)
T∏
t=1
py(yt|xt−1; vt−1)
]
, (42)
and coincides with the “efficacy parameter” found by
Sagawa and Ueda [9]. In our case, the time-reversed mea-
surements are similar to the forward measurements be-
cause of the assumption that all variables are even under
time-reversal.
B. Sensors
Another setup involving the interplay between ther-
modynamics and information is sensing [2]. Accordingly,
it has already been studied extensively within the frame-
work of stochastic thermodynamics [12–16, 23–26]. Here,
a system is tasked with measuring an external signal.
In the case of a biomolecular sensor, the external signal
might be a chemical concentration, the pH, or osmotic
pressure. The key ingredient is the fact that these sig-
nals are by themselves random and may be modeled by
a stochastic process. We adapt our general setup to fit
this situation by eliminating the feedback from x to y,
see Fig. 5. Consequently, the x-subsystem acts as the
sensor that measures the external process y.
Note that this is the biologically relevant interpretation
of a sensor since any molecular reaction system retains
at least some memory of its past and is, in that sense,
not an optimal sensor.
...
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Figure 5. Setup of a sensor. Top: the sensor x is influenced by
the environment y which is modeled as a stochastic process.
Bottom: time-reversed process.
As in the previous example, the noise in the x-
subsystem is of thermal nature and we have, cf. Eq. (28)
σ˜x = ∆sx|y − βQx. (43)
Since y remains unaffected by x, the detached path
probability qy [Eq. (4b)] equals the marginal path prob-
ability py [Eq. (9)]:
qy(y|y0;x0,x) = py(y|y0) (44)
and similarly for the reverse process:
q¯y(y¯|yT ; x¯) = p¯y(y¯|yT ), (45)
6where py(y¯|yT ) is the reverse marginal probability of the
y-process.
This implies that, apart from the initial and final
states, the detached entropy production σ˜y does not de-
pend on the specific trajectory traversed by x and is
therefore related to the usual entropy production σy of
the y-process. Using Eqs. (22) and (25) we find:
σ˜y = ln
p0(y0|x0) py(y|y0)
pT (yT |xT ) p¯y(y¯|yT ) (46)
= ln
p0(y0) py(y|y0)
pT (yT ) p¯y(y¯|yT ) −∆i (47)
=: σy −∆i. (48)
With Eqs. (24) and (43) the joint IFT now reads〈
e−∆sx|y+βQx−σy
〉
= 1. (49)
Jensen’s inequality implies〈
∆sx|y
〉− β 〈Q〉 ≥ − 〈σy〉 , (50)
which means that the average dissipation of the sensor is
bounded from below by the negative entropy production
of the external process. This relation has been shown in
the steady state and for entropy rates in [5].
Since there is no feedback from x to y in this setup,
the right-hand-side of the detached IFT given in Eq. (19)
equals 1, as we have shown in Eq. (21):〈
e−∆sx|y+βQx
〉
= 1. (51)
For the sensor the usual fluctuation theorem thus holds if
the conditional system entropy is used in the definition of
the entropy production. This measure of dissipation has
been applied to a nonequilibrium sensor in [23]. If one
wants to retain the usual definition of marginal system
entropy change ∆sx, Eq. (51) implicates a lower bound
on the system’s dissipation:
〈∆sx〉 − β 〈Q〉 ≥ 〈∆i〉 , (52)
where we have used: sx|y = sx−i(x, y). The average total
sensor dissipation is therefore bounded from below by the
change in mutual information it managed to build up
during the process. In the context of sensory adaptation,
this bound has been obtained and further analyzed by
Sartori et al. [14]. We showed here that it can be deduced
from a specialization of the detached fluctuation theorem.
C. Hidden Markov models
Hidden Markov models [27] are a tool used, e.g., in
machine learning to model sequential data coming from a
Markov chain that is not directly accessible. Instead, one
observes only measurements of its hidden states. Bech-
hoefer [28] has used the formalism of hidden Markov
models to clarify feedback schemes in stochastic ther-
modynamics. Phrased in our setup the hidden Markov
...
yt−1
vt−1
xt−1ut−1 ut
yt
vt
xt ut+1
yt+1 ...
xt+1
reverse
...
yt−1
vt−1
xt−1 ut
yt
vt
xt ut+1
yt+1 ...
xt+1
Figure 6. Setup of a hidden Markov model. Top: y is a
stochastic process that can only be observed through noisy
measurements x. Bottom: time-reversed process.
model appears as a special case of a sensor that has no
memory of its past, cf. Fig. 6.
Compared to the sensor, the y-dynamics remain un-
modified. However, since the x-dynamics consist of mea-
surements, the detached entropy production σ˜x simplifies
in much the same way as the y-entropy production in the
setup of a measurement-feedback system:
px(xt|xt−1, yt;ut) = px(xt|yt;ut). (53)
We obtain, with Eqs. (17a), (22), and (36)
σ˜x = ln
p0(x0|y0)
pT (xT |yT ) +
T∑
t=1
ln
px(xt|yt;ut)
px(xt−1|yt;ut) (54)
=
T∑
t=1
ln
p(xt−1|yt−1)
p(xt−1|yt) (55)
=
T∑
t=1
i(xt−1, yt−1)− i(xt−1, yt) (56)
= −iy, (57)
where, as before, iy is the information flow due to the
y-dynamics.
Due to the lack of feedback from x to y, the appar-
ent entropy production σ˜y equals the marginal entropy
production minus the change in mutual information as in
Eq. (48).
The joint entropy production of Eq. (24) is therefore
given by:
σxy = −iy + σy. (58)
7Thus the joint IFT reads:〈
e−σy+iy
〉
= 1, (59)
which is similar to the joint IFT for measurement-
feedback processes [Eq.(40)]. In this case the roles of
x and y are exchanged and the entropy production σy
needs not necessarily have a thermodynamic interpreta-
tion.
The detached IFT (19) yields:〈
eiy
〉
= 1. (60)
This is an integral fluctuation theorem involving an
informational quantity characterizing the correlation be-
tween hidden (y) and observed (x) process. It allows us
to directly assess the direction of the information flow in
the process. It implies 〈iy〉 ≤ 0, meaning that on av-
erage information flows from the hidden process to the
observations. This holds for arbitrary initial conditions.
The larger the information flow, the more predictive the
current observation is of the future hidden state.
In real-world applications, however, the computation
of the information flow iy requires the knowledge of the
observed sequence as well as the hidden sequence, which
by definition is not accessible. To evaluate Eq. (60) when
only the observed sequence is available, one first needs to
average over all possible hidden sequences:〈
eiy
〉
=
〈〈
eiy
〉
p(y0,y|x0,x)
〉
px(x0,x)
= 1. (61)
In this way the detached IFT can be used for model veri-
fication given a sufficiently large data set of x-trajectories
as we demonstrate in the following. For this we provide
the auxiliary entropy production σ¯x[x0,x] simply by re-
defining the quantity in the average in Eq. (61):
e−σ¯x[x0,x] :=
〈
eiy [x0,y0,x,y]
〉
p(y0,y|x0,x)
(62)
=
∫∫
dy0dy p(y0,y|x0,x)
T∏
t=1
p(xt−1|yt)
p(xt−1|yt−1) ,
(63)
where p(y0,y|x0,x) is the posterior distribution of the
entire sequence {y0,y} of hidden states given the entire
sequence {x0,x} of observed states. The details of how
this distribution can be calculated are given in the ap-
pendix.
Now we can assign to each observed trajectory {x0,x}
an auxiliary entropy production σ¯x[x0,x]. From Eq. (61)
we infer that this entropy production fulfills an IFT:〈
e−σ¯x[x0,x]
〉
px(x0,x)
= 1. (64)
Thus, if we are given a set of trajectories and we want
to infer whether the data have been generated from some
specific model {py(yt+1|yt), px(xt|yt), p0(y0)}, we can cal-
culate the auxiliary entropy production σ¯x[x0,x] for each
trajectory and verify that the IFT in Eq. (64) holds. If
it does not, the model is not correct.
Example
To illustrate this procedure, we consider a hidden
Markov model with two hidden and two observed states
each labeled with 0 and 1. The transition probabilities
for the hidden Markov chain are given by the transition
matrix T˜y:
T˜y :=
(
py(yt+1 = 0|yt = 0) py(yt+1 = 0|yt = 1)
py(yt+1 = 1|yt = 0) py(yt+1 = 1|yt = 1)
)
(65)
=
(
1− a b
a 1− b
)
. (66)
The observed sequence is uniquely determined by the
hidden sequence. For each time step the following holds:
px(xt = yt|yt) = 1−  px(xt = 1− yt|yt) = . (67)
Thus each measurement is wrong with probability . The
transition probabilities for the observed chain is given by
the transition matrix T˜x:
T˜x :=
(
px(xt = 0|yt = 0) px(xt = 0|yt = 1)
px(yt = 1|yt = 0) px(xt = 1|yt = 1)
)
(68)
=
(
1−  
 1− 
)
. (69)
The full bipartite process is composed of the four states
(x, y) = (0, 0), (0, 1), (1, 0), and (1, 1) in that order. It is
described by the transition matrices Ty and Tx for the
y- and x-step separately:
Ty := P(xt, yt+1|xt, yt) =
1− a b 0 0a 1− b 0 00 0 1− a b
0 0 a 1− b

(70)
Tx := P(xt+1, yt+1|xt, yt+1)
=
1−  0 1−  00  0  0  0
0 1−  0 1− 
 (71)
With the initial condition p0(y0) =:
(
p0y
1− p0y
)
, it fol-
lows:
p0(x0, y0) =
1−  00  0
0 1− 
 p0(y0) (72)
=

(1− ) p0y
 (1− p0y)
 p0y
(1− ) (1− p0y)
 . (73)
From this we can calculate all joint probabilities:
p(xt, yt) = (TxTy)t p0(x0, y0). (74)
8To evaluate the information flow [Eq. (57)], we need
the joint probabilities p(xt−1, yt). These can be obtained
from p(xt−1, yt−1):
p(xt−1, yt) = Ty p(xt−1, yt−1). (75)
We demonstrate our formalism by generating N trajec-
tories of length T with model parameters a, b, p0 and .
We then calculate the auxiliary entropy production using
Eq. (63) for each trajectory and plot the left-hand-side
of Eq. (64) when evaluated with some other parameters
a′, b′, p′0 and 
′. Figure. 7 shows the result for a specific
set of parameters.
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Figure 7. Convergence of the IFT for the auxiliary entropy
production for our specific hidden Markov model. The trajec-
tories were generated using the following parameters: T = 5,
a = 0.3, b = 0.2, p0 = 0.1, and  = 0.2. We analyzed the
IFT using the generating parameters (black line/ third from
the top) and three sets of parameters in which one model pa-
rameter differs from the generating parameter (other lines).
In the interest of clarity, error bars are only shown for larger
sample sizes.
One recognizes that only the correct set of parameters
ensures convergence to one. This means that the IFT for
the auxiliary entropy production can indeed be used to
confirm the model parameters.
In this specific hidden Markov model the IFT is more
sensitive to the parameter  governing the dynamics of
the observed sequence than to the parameters a and b.
V. DISCUSSION
We have shown that within the field of stochastic ther-
modynamics measurement-feedback systems, sensors and
hidden Markov models are related because they appear
as special cases of a joint bipartite Markov chain.
This general joint bipartite Markov chain models a sys-
tem with two interacting degrees of freedom. For such a
case the influence of both subsystems as well as their
interaction on the total entropy balance have to be con-
sidered. However, one can define other entropy produc-
tions like the detached entropy production which can be
assigned a physical meaning.
From the study of the special cases we may deduce the
following: whenever a subsystem is coupled to a thermal
reservoir and the other subsystem influences its inter-
nal energy, its stochasticity is of thermal nature. Con-
sequently, the detached entropy production equals the
usual sum of system entropy change plus contribution of
exchanged heat. On the other hand, when the influence
is purely informational, meaning it is due to a measure-
ment, the detached entropy production takes the form
of an information flow. This also holds true when the
measurement noise is of thermal nature because it is not
included in the energy budget of the joint system.
We point out that the reverse process from which we
derived the entropy production has a special structure
because the subsystem updates swap order under time
inversion. Generally, this fact is not important when the
fluctuation theorems only involve forward quantities. It
nonetheless plays a role if the parameter γ in the de-
tached IFT in Eq. (19) differs from 0, since in that case
γ depends explicitly on the reverse detached probability.
The dissection of the joint entropy production into de-
tached entropy productions is similar to the partitioning
of the joint entropy production rates into two sub-entropy
productions with information flow [4]. Our formalism re-
veals the path probabilities (and reverse processes) from
which one can define such sub-entropy productions.
Additionally, there is another way to decompose the
joint entropy production which is close in spirit. Instead
of detached entropy productions one may use marginal
entropy productions which are defined solely based on
the marginal path probabilities. For example for x one
obtains:
σx := ln
p0(x0) px(x|x0)
pT (xT ) p¯x(x¯|xT ) . (76)
The consequences of this separation have been studied
by Crooks and Still [6]. One finds that contrary to de-
tached entropy production plus information flow, one ob-
tains marginal entropy production plus transfer entropy.
Both approaches seem equally valid. A comparison of
the second-law inequalities these and other information
measures provide has been made by Horowitz and Sand-
berg [29].
More than that, the decomposition of the joint process
into two sub-processes is similar to the approach of causal
conditioning within the information theory community.
It is used to define directed information [17–19] which is
closely related to transfer entropy and has proven useful
in the study of information thermodynamics [30–33].
The application of fluctuation theorems to validate the
underlying model for data stemming from a stochastic
process is a promising approach. It has already proven
successful when estimating drift and diffusion coefficients
in the Markov analysis of turbulent flows [34, 35].
Our findings point in two directions for future research.
Firstly, it seems valuable to follow up on the study of how
9fluctuation theorems can be put to use to infer model
parameters in, e.g., hidden Markov Models. It might be
possible to use the fluctuation relation as a cost function
in parameter learning or to infer the number of hidden
parameters best describing the observed data.
Secondly, the question of how to appropriately describe
systems which are strongly coupled to a thermal environ-
ment has recently gained attention [36–38]. A key issue
is the partitioning into system and environment. Due
to the strong coupling, perturbations of the environment
due to the system may feed back into the future evolu-
tion of the system, thus violating the Markov assump-
tion. We propose the detached path probabilities as a
method to circumvent this problem and demonstrated
that meaningful entropy measures can be derived from
these probabilities.
VI. CONCLUSION
In this paper we used the detached path probabilities
from which we defined the detached entropy production.
This is a quantity which helps to analyze the stochastic
thermodynamics of systems with interacting degrees of
freedom.
We showed that one can understand measurement-
feedback systems, sensors and hidden Markov models as
special cases of one joint bipartite Markov chain. When
applied to the special cases, the fluctuation relations in-
volving the detached entropy production recover useful
relations which have been found separately before.
Especially for hidden Markov models such a fluctuation
relation can be used to confirm that model parameters
have been learned correctly.
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Appendix: Posterior distribution for the hidden
Markov model
1. Filtered marginals
We begin by calculating the filtered marginals
p(yt|x0:t). These read:
p(yt|x0:t) = p(x0:t, yt)
p(x0:t)
=
px(xt|yt) p(yt|x0:t−1)
p(xt|x0:t−1) , (A.1)
where we have used the Markov property.
The second term in the numerator reads:
p(yt|x0:t−1) =
∫
dyt−1 py(yt|yt−1) p(yt−1|x0:t−1). (A.2)
This means that the current filtered marginal p(yt|x0:t)
can be calculated recursively from the old filtered
marginal p(yt−1|x0:t−1) when a new measurement xt
comes in [39]:
p(yt|x0:t) = px(xt|yt)
∫
dyt−1 py(yt|yt−1) p(yt−1|x0:t−1)
pi(xt)
,
(A.3)
where pi(xt) ensures normalization. The recursion is
started by:
p(y0|x0) = px(x0|y0) p0(y0)
p0(x0)
. (A.4)
2. Posterior distribution
At the conclusion of the process the procedure for the
filtered marginal yields p(yT |x0:T ). We are now inter-
ested in the posterior distribution p(y0,y|x0,x) of the
hidden sequence given the entire observed sequence. We
begin by noting:
p(yt|yt+1:T , x0:T ) = p(yt|yt+1, x0:t) (A.5)
=
py(yt+1|yt) p(yt|x0:t)
p(yt+1|x0:t) . (A.6)
Here, all probabilities can be obtained from the model
and the filtered marginals. Now, we see that we can
calculate the full posterior distribution recursively from
the final filtered marginal p(yT |x0:T ):
p(y0,y|x0,x) = p(yT |x0:T )
T−1∏
t=0
py(yt+1|yt) p(yt|x0:t)
p(yt|x0:t−1) .
(A.7)
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