Restricted Boltzmann machines (RBMs) are endowed with the universal power of modeling (binary) joint distributions. Meanwhile, as a result of their confining network structure, training RBMs confronts less difficulties (compared with more complicated models, e.g., Boltzmann machines) when dealing with approximation and inference issues. However, in certain computational biology scenarios, such as the cancer data analysis, employing RBMs to model data features may lose its efficacy due to the "p N " problem, in which the number of features/predictors is much larger than the sample size. The "p N " problem puts the bias-variance trade-off in a more crucial place when designing statistical learning methods. In this manuscript, we try to address this problem by proposing a novel RBM model, called elastic restricted Boltzmann machine (eRBM), which incorporates the elastic regularization term into the likelihood/cost function. We provide several theoretical analysis on the superiority of our model. Furthermore, attributed to the classic contrastive divergence (CD) algorithm, eRBMs can be trained efficiently. Our novel model is a promising method for future cancer data analysis.
Introduction
In the past decade, with the advent of high-throughput experimental techniques, comprehensive efforts have been made to collect molecular profiling data (e.g., genomic, transcriptomic, epigenomic and proteomic) of tumor samples. The availability of these large amounts of cancer molecular profiles facilitates extensive cancer disease studies and further novel biological discoveries, in which appropriate computational and statistical tools are needed to perform the data analysis task [1] [2] [3] , e.g., exploring data features (co-expression genes) and influential elements (genes or mRNAs), integrating various data types and predicting certain biological responses (survival time or cancer subtypes) we are interested in.
However, it is not straightforward to apply existing machine learning methods in the cancer data analysis, mainly due to the specific properties of cancer molecular profiles: Unlike other data analysis tasks, such as image classification and automatic speech recognition, the dimension of cancer data features greatly outnumbers the sample size. For example, a typical cancer genomic dataset downloaded from The Cancer Genome Atlas (TCGA) [4] contains only hundreds (denoted by N ) of samples, but each sample contains more than 10k (denoted by p) measurements of genomic profiling, such as gene expression and copy number variation. This well-known "p N " problem [5, 6] requires the designed model to be able to address the bias-variance trade-off issue [5] effectively: On one hand, as the feature dimension p is large, the model should be equipped with enough potential/complexity for discovering complicated statistical characteristics across the input features; one the other hand, we need the model to perform well in sensitivity/generalization since the observed sample size N is extremely limited compared to p, which will lead to overfitting easily. In statistics and machine learning fields, one popular principle to tackle the "p N " problem is variable selection [7] , also referred to as feature selection, which integrates additional penalty/regularization terms into the original cost function, and performs estimation along with selecting pivotal features. LASSO [8] and its descendant elastic net [9] are two of the most classic methods realizing feature selection. Nevertheless, most of these models are linear in nature and lack the ability to model complicated statistical characteristics, especially when p is large.
Restricted Boltzmann machines (RBMs) [10] have been widely studied and used in the machine learning fields. For example, they are fundamental building blocks of the deep learning frameworks [11] [12] [13] , like deep belief networks (DBNs) [12] and deep Boltzmann machines (DBMs) [14] . In particular, RBMs have been proven to own the universal potential of approximating discrete distributions [15] . In addition, Hinton's training algorithm, i.e., the contrastive divergence (CD) algorithm [16] , can be used to train RBMs efficiently. Both these aspects make the RBM an ideal candidate for modeling complex statistical characteristics of the input data. In fact, based on the original RBMs, various modifications have been made in different applications, for instance, Gaussian RBMs are proposed to model images [10] , replicated softmax model are used to model word distributions and extract latent topics in the documents [17] , RBMs can also be made to perform collaborative filtering tasks [18] . Note that in the bioinformatics field, Wang and Zeng have proposed an RBM-liked model to predict drug-target interactions effectively [19] . Though RBMs have been applied successfully in numerous applications, for the cancer data analysis, it is far from making use of RBMs directly, mainly due to the aforementioned "p N " problem. The goal of this manuscript is to solve the above problem, i.e., to fully exploit the modeling power of RBMs in the "p N " scenario, which fills the gap between the model complexity and sensitivity. More specifically, we develop a new RBM model, called elastic restricted Boltzmann machine (eRBM), which extends the traditional RBM model by adding an elastic regularization term to the likelihood function. Under the maximum likelihood estimation (MLE), our eRBMs can be trained using the standard CD method efficiently, with only a few modifications. We also provide several theoretical results showing that the regularized optimization problem of eRBMs owns nice properties that satisfy our complexity-vs-generalization demand.
Preliminaries
Restricted Boltzmann machines (RBMs, see Fig. 1 ) [10] are undirected graphical models (also referred to as Markov random fields) which describe the probability distributions of binary variables. Various generalizations [20] of RBMs make them effective to model different types of data, e.g., count vectors [17] and real-valued data [20] . As a preliminary, here we introduce the Bernoulli-Bernoulli RBMs (BBRBMs). In the following, we always denote BBRBM by RBM for short. An RBM can be regarded as a bipartite graph: the visible layer consists of m visible units {V 1 , · · · , V m } to represent observed data/variables, and the dependency across them is depicted by n hidden units {H 1 , · · · , H n } which constitute the hidden layer. We note that both visible and hidden units are binary variables in a BBRBM. In particular, in an RBM, each visible unit is connected to every hidden unit, but there is no edge between each two units in the same layer. This means that the variables in the same layer are conditionally independent given the other layer.
In an RBM, let w ij denote the real-valued weight associated with the edge between the visible variable V i and the hidden variable H j , and let b i and c i be the bias terms of V i and H i , respectively. We further use W, b and c to denote the vector representations of corresponding parameters. Then the joint probability mass function of the RBM can be defined by
where (v, h) ∈ {0, 1} m+n , θ := {b, c, W}, Z(θ) is the partition function, and the energy function E : {0, 1} m+n → R is defined by
Note that here m is the dimension of the input features and we have replaced p by m to follow the convention of machine learning literature. The conditional independence of visible and hidden variables makes it easy to calculate their conditional probabilities:
and
where σ(x) denotes the sigmoid function, i.e., σ(x) := 1/(1 + e −x ).
The principle of training an RBM is based on the maximum likelihood estimation (MLE), i.e., to learn the parameter set θ that maximizes the log-likelihood ln L(S; θ) = v∈S ln p(v; θ) of the training set S. The gradient of the log-likelihood is given by
where q(v) denotes the empirical distribution. The above gradient is of exponential complexity and thus intractable. One may approximate the expectations by the sampling methods, e.g., Gibbs sampling, but this requires running the Markov chain long enough to achieve its equilibrium, which is also less efficient. Intuitively, during sampling we can run the Markov chain for only a few steps before its convergence, which results in the contrastive divergence (CD) algorithm [16] . CD has been shown to be sufficient for training products of experts and is now a standard training method for RBMs. With k-step CD (usually k = 1), the gradient of the log-likelihood for one training sample v (0) can be approximated by
where v (k) is the sample value after running the Markov chain for k steps and v (0) is the original value of the observed data. Note that Eq. 6 is in its general form, and the update rules (based on the gradient ascent algorithm) for other RBM-liked models can be derived easily.
Elastic restricted Boltzmann machines
We have mentioned that RBMs are universal approximators of discrete distributions [21] . However, in the case of "p n", i.e., the dimension of data features is much larger than the sample size, the traditional RBM models and their corresponding training algorithms do fall into a dilemma of model complexity vs. generalization, where the bias-variance trade-off play a more important role in the model designing. Mathematically speaking, limited by the insufficient training samples, the "p N " case always incurs the ill-posed problem [22] , whose false solutions discover the false structures in the data that results in the overfitting phenomena. It has been shown that the well-studied regularization theory can solve the ill-posed problem satisfactorily and has been widely used in statistics and optimization fields [7, 22] .
From complexity to generalization
Based on the discussion in [20] , the number of bits it takes to identify an input data determines the amount of constraint each training example imposes on the model parameters. Thus, it is reasonable to fit m × n parameters to m × N training bits if N n. This implies that we should determine the number of hidden units to be small enough limited by the sample size, which yields large bias but small variance. On the other hand, since the input feature dimension is severely large, and adding hidden units improves the modeling power at least for BBRBM [21] , we need large enough number of hidden units to characterize the complicated probabilistic distribution of the high-dimensional input data, which yields small bias but large variance. To address this particular bias-variance trade-off issue, here we consider the following regularized optimization problem,
where |S| is the sample size, · 1 denotes the l 1 -norm and W 1 := ij |w ij |. Note that here we only consider the regularization of weights. It is well-known that the l 1 regularization generates the sparsity of the model parameters. For example, in linear regression, LASSO [8] plays the role of variable selection and omits those predictors less responsible for the regression objective. For the RBM model, the l 1 regularization term in Problem (7) will shrink most weights to be 0, which results in that each input bit is only responsible for a few hidden units. This enables us to add more hidden units (i.e., increasing the model complexity) for boosting RBM's modeling power without losing its generalization ability (i.e., preventing overfitting). Therefore, we have tackled the bias-variance trade-off in the "p N " case preliminarily. Indeed, since the weights minimizing Problem (7) are sparse, each hidden unit is actually activated by a few visible units (see Eq. 3). Thus optimizing Problem (7) can be treated as automatically selecting prominent variables/features responsible for hidden units.
From generalization to complexity
It has been shown that in the "p N " problem, there are strong correlations across visible variables, which clusters the variables into groups [6, 9] . Different from linear models (e.g., linear regression and logistic regression), in which variable correlations are embodied by the corresponding coefficients, RBMs can model this grouping effect with hidden variables, which is also the main superiority of the latent variable models. However, the l 1 regularization appearing in Problem (7) also restricts the model flexibility, which weakens RBM's ability to fully discover the variable correlations. In particular, it has been shown theoretically that LASSO tends to randomly select only one variable from the correlated group [23] .
To make a further compromise between the model generalization and its expression power, the well-known l 2 regularization turns to be our natural choice. Intuitively, let us first consider the following simple optimization problem,
where c is a constant. Geometrically speaking, we want to minimize the radius of a ball (expressed as the object function) in a high-dimensional space with the restriction that the ball intersects with a given convex polyhedron (expressed as the constraint). Obviously, the solutions of this problem are given when the ball and the fixed convex polyhedron are tangent, where all coordinates of the solution vectors have equal modulus. Thus, by adding another external l 2 regularization term in Problem (7), the weights in the RBM are averaged to some extent, which imposes similar weights between correlated variables explicitely. At last, we obtain the following optimization problem,
where · 2 denotes the l 2 -norm and W 2 2 := ij w 2 ij . In particular, Problem (8) is equivalent to minimize
where λ 1 and λ 2 are two fixed coefficients measuring the contributions of the corresponding regularization terms. Let α = λ 2 /(λ 1 + λ 2 ), then the above problem is further equivalent to the problem
where we refer to (1 − α) W 1 +α W 2 2 as the elastic regularization term 1 , which is a convex combination of the l 1 -and l 2 -norms. The corresponding regularization technique is referred to as the elastic regularization, and the resulting RBM with Problem (10) is called the elastic restricted Boltzmann machine (eRBM). Note that when α = 0, Problem (10) degenerates to Problem (7), while when α = 1, Problem (10) loses its l 1 regularization term and is called the weight decay method in neural networks [20] . In this paper, we only consider α ∈ [0, 1). Also note that the elastic regularization term is strictly convex as the l 2 regularization is considered, i.e., α > 0.
Theoretical analysis
To characterize the effects of the elastic regularization term of Problem (9) (or equivalently Problem (10)), here we provide several theoretical results on both the extreme situation in which several visible variables are exactly positively correlated, namely, they are identical, as well as the general case. Techniques used here are analogous to those in [9] . Note that in this manuscript, we can only consider the local minima of Problem (9) because of its non-convexity. For brevity, we denote the objective function of Problem (9) as O(W) := L(W) + R(W), where
Furthermore, let us denote a local minimizer of Problem (9) in the neighbourhood U as W, which means that ∀W ∈ U , we have O(W) ≥ O( W). Lemma 1. Assume that for the training examples, V i = V j , where i, j ∈ {1, · · · , m}. Then we have the following conclusions:
(ii) If λ 2 = 0, thenŵ ikŵjk ≥ 0, ∀k ∈ {1, · · · , n}. For fixed k, W * is another minimizer of Problem (9), whereŵ *
Proof. (i) First, let us fix λ 1 , λ 2 > 0. Ifŵ ik =ŵ jk for some k, let us consider another weight vector W * as follows:
where ε < 1 is small enough such that for some δ > 0, B( W, ε |ŵ ik −ŵ jk | + δ) ⊂ U . Here the open ball B(x 0 , r) is defined by B(x 0 , r) := {x : |x − x 0 | < r, x ∈ R m×n }. Hence, W * is also located in the neighbourhood U . Since
However, since λ 1 , λ 2 > 0, the elastic regularization term R(W) is strictly convex, which yields R( W * ) < R( W). Here comes a contradiction.
(ii) As λ 2 = 0 and the regularization term R(W) degenerates to the l 1 penalty, it is not strictly convex now. Suppose thatŵ ikŵjk < 0 for some k, consider the same W * as that in (i). Without loss of generality, we assume thatŵ ik > 0 andŵ jk < 0, and at the same time, we set ε to be small enough (without contradicting the constraints in (i)) such that ε < 1/2, (1 − ε)ŵ ik + εŵ jk > 0 while εŵ ik + (1 − ε)ŵ jk < 0. Thus, we have |(1 − ε)ŵ ik + εŵ jk | + |εŵ ik + (1 − ε)ŵ jk | = (1−2ε)(ŵ ik −ŵ jk ) < |ŵ ij |+|ŵ jk |, which yields R( W * ) < R( W) contradicting to the assumption. The case ofŵ ik < 0 andŵ jk > 0 can be discussed in the same manner.
Since we have validated thatŵ ik andŵ jk cannot own the reverse signs, we have R( W * ) = R( W), and further O( W * ) = O( W). After replacing the above ε by s, we note that s shall satisfy that d( W, W * ) = |s −ŵ ik /(ŵ ik +ŵ jk )| is small enough to make W * ∈ U .
Lemma 1 provides us with nice properties of the eRBM. First, it guarantees the same weight solutions for two exactly correlated variables. Though empirical data rarely get this extreme correlations, Lemma 1 presents the potential of the eRBM to model variable correlations explicitly, which satisfies our requirement discussed in Section 3.2. In addition, without the l 2 regularization, the problem (9) may have infinite solutions around some local minimum, which makes it less stable. Note that this is a concrete illustration of the regularization technique to solve the ill-posed problem.
Let us consider the Pearson's correlation coefficient defined by
where cov denotes the covariance, σ is the standard deviation, and µ represents the mean. For the reverse direction, we have the following lemma.
Lemma 2. Suppose that in an RBM, for the visible variables V i and V j , their weights are equal to each other, i.e., w ik = w jk , ∀k ∈ {1, · · · , n}, then their Pearson's correlation coefficient equals to 1.
Proof. Since the weights of V i and V j are equal to each other, we can treat them as the identical variable. Thus based on the definition of Pearson's correlation coefficient, the conclusion of this lemma follows after simple computations, which are omitted here.
The complexity of the RBM model lies in that the same distribution may have various model configurations, which implies that though two visible variables are correlated, their weights can be vastly distinct. However, this ill-posed problem can be solved by our eRBM model perfectly. In fact, we have the following somewhat anti-intuitive theorem. Theorem 3. For the solutions of eRBM, we have V i = V j , i, j ∈ {1, · · · , m} if and only if w ik = w jk , ∀k ∈ {1, · · · , n}.
Proof. This is a direct result of Lemma 1 and Lemma 2.
Next, we consider the general case, in which the assumption of two identical variables is dropped. We have the following general result that correlates/bounds the difference between the parameter paths of variables to/by their correlations quantitatively.
Theorem 4. Suppose that the regularization coefficients λ 1 , λ 2 are both positive in the eRBM, and let W be a local minimizer of Problem (9) . Assume that the empirical distribution q(v) and the model distribution p(v) fit well, i.e., there is a constant C > 0 such that p(v)/q(v) < C, ∀v ∈ {0, 1} m . Also assume thatŵ ikŵjk > 0 for some k ∈ {1, · · · , m}. Following [9] , we define
is bounded above by the empirical correlation of variables V i and V j . Precisely, we have
where we use P and P e to denote the model and empirical probabilities, respectively.
Proof. First, under the distribution regularity assumption, we claim that the probabilities P(V i = V j ) and P e (V i = V j ) also fit well. Indeed, for P(V i = 0, V j = 1)/P e (V i = 0, V j = 1), we have
As for P(V i = 1, V j = 0)/P e (V i = 1, V j = 0), we can get the same upper bound after similar calculations.
Sinceŵ ikŵjk > 0 , we have sgn{ŵ ik } = sgn{ŵ jk }. According to the assumption, the local minimizer W satisfies ∂O(W) ∂w gh W= W = 0, ifŵ gh = 0.
Thus we have
Subtracting Eq. 13 from Eq. 14 yieldŝ
Furthermore, according to Eq. 5, the above equation can be written aŝ
Next follows several computations,
where
. This completes the proof.
Algorithm 1 (k-step elastic contrastive divergence) Require: eRBM with initialized parameters W, b and c, training set S. Ensure: Gradient approximations ∆w ij , ∆b i and ∆c j for i = 1, . . . , m, j = 1, . . . , n. 1: for v ∈ S do 2:
for t = 0, . . . , k − 1 do
4:
for j = 1, . . . , n do
5:
Sample h
end for
7:
for i = 1, . . . , m do 8:
end for 10:
11:
for i = 1, . . . , m, j = 1, . . . , n do 12:
13:
14:
end for 16: end for From Theorem 2, we find that if λ 1 and λ 2 vary, the the quantity D λ 1 ,λ 2 (i, j, k) describes the difference between the parameter paths of the variables V i and V j . Note that Eq. 12 bounds D λ 1 ,λ 2 with the empirical probability P e (V i = V j ) = 1 − P e (V i = V j ), which represents the positive correlation between the binary variables V i and V j . If V i and V j are highly positively correlated, i.e., P e (V i = V j ) is nearly 0, their weight difference can be guaranteed to be particularly small. Note that for the negative correlation where P e (V i = V j ) is almost 1, if we replace V i by 1 − V i and perform the similar discussions, the same conclusion follows. Theorem 2 presents the very nice property that in the general situation, the correlated variables can obtain similar weights in eRBMs, which increases the model flexibility as well as the generalization.
Model training
With only a few modifications, our eRBM model can be trained efficiently based on the CD algorithm. In the previous sections, we have noticed that the CD algorithm is used to approximate the gradient of the log-likelihood function, i.e., Eq. 5. Meanwhile, we note that the optimization function of eRBMs (i.e., Problem (9)) contains the elastic regularization term besides the likelihood function. Therefore, to learn parameters of eRBMs, we should integrate the derivatives of the l 1 -and l 2 -norms into the CD algorithm.
It is trivial to compute the derivative of l 2 -norm for model parameters, i.e.,
As for the l 1 -norm, here we adopt the subgradient method [24] , i.e.,
which is widely used in convex optimization. The adapted CD algorithm, which is called elastic contrastive divergence (eCD), is shown Algorithm 1. Though intermediate variables have to be sampled (for k times) during the CD/eCD algorithm, attributed to the conditional independence of visible and hidden variables (see Eqs. 3 and 4), the Gibbs sampling can be performed quite efficiently. Also, it has been verified empirically that the 1-step CD algorithm can yield satisfiable training results [20] . We note that several training parameters, e.g., learning rate, training batch size and momentum [20] , are omitted in Algorithm 1 for brevity.
Related work
The idea of regularization to solve the "p N " problem and augment model generalization is widely used in statistics [7, 25] . There are many other regularization/penalty terms with various properties equipping statistical models, see [7] for a nice review. In particular, the traditional ridge regression [5] , LASSO [8] and elastic net [9] use similar regularization techniques adopted in our study. However, different from our eRBMs, these base models are linear in nature and have no latent variables, which may lack the ability to model complicated nonlinear statistics. Moreover, both supervised and unsupervised learning are practicable in eRBMs, which extends the application scope of our method, like in the semi-supervised scenarios.
Several code packages have implemented the weight decay technique [20] to train an RBM. We have shown that the weight decay is a special case of our elastic regularization given α = 1 in Problem (10), see Section 3.2 for details. In particular, our work focuses on addressing the "p N " problem from the beginning (by following the bias-variance trade-off principle), and gradually derives the elastic regularization term combining both l 1 -and l 2 -norms.
We have noted that the l 1 -norm on weights leads to sparse solutions. For instance, LASSO searches for a few significant and explainable predictors while ignoring other less important factors. Indeed, sparsity is always a dominant topic in machine learning, signal processing and statistics [5, 13] . The consideration of sparsity first appears in computational neuroscience (the visual system [26] ) and is further embodied as sparse coding [27] . Based on this biological observation, researchers in machine learning, especially in neural networks and deep learning, have been exploring various effective distributed sparse representations [28] , such as the sparse auto-encoders [29] [30] [31] and the sparse RBMs [20, 32] . These sparse models are seeking for sparse latent representations of the input data, in which (in the language of RBMs) the hidden variables are activated (computing Eq. 3 and getting high probability) in only a few fraction while leaving most others silent. The detailed motivation and advantage of introducing sparsity can be found in an excellent survey [13] . However, we want to emphasize that this representation sparsity (sparse hidden variables) is not our goal (sparse weights) in this study. Indeed, these two sparsity are not conceptually orthogonal and we can further integrate the representation sparsity into our method.
Conclusion
The "p N " problem challenges the existing statistical and computational models for cancer data analysis. In this manuscript, we propose a novel graphical model, called the elastic restricted Boltzmann machines (eRBMs), to address this problem. In the principle of the bias-variance trade-off, we reformalize the optimization objective of the traditional RBMs by combining the l 1 and l 2 regularization. Comprehensive theoretical analysis demonstrates that our eRBM models gain elegant properties satisfying our primary motivations. In addition, we develop an efficient training algorithm, referred to as the elastic contrastive divergence (eCD), for eRBMs based on the classic CD algorithm.
