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Improving the Performance of CP2K on the Cray XT
Iain Bethune, EPCC, The University of Edinburgh
ABSTRACT: CP2K is a freely available and increasingly popular Density Functional Theory code for the
simulation of a wide range of systems. It is heavily used on many Cray XT systems, including ‘HECToR’
in the UK and ‘Monte Rosa’ in Switzerland. We describe performance optimisations made to the code in
several key areas, including 3D Fourier Transforms, and present the implementation of a load balancing
scheme for multi-grids. These result in performance gains of around 30% on 256 cores (for a generally
representative benchmark) and up to 300% on 1024 cores (for non-homogeneous systems). Early results
from the implementation of hybrid MPI/OpenMP parallelism in the code are also presented.
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1 Introduction
1.1 CP2K
CP2K[1] is a freely available density functional the-
ory (DFT) package, licensed under the GPL. The
code is developed by a number of individuals and
groups, and currently numbers over 600,000 lines of
Fortran 95 code. Key developers include members
of Prof. Jurg Hutter’s group in the Physical Chem-
istry Institute of the University of Zurich, in par-
ticular Dr. VandeVondele who collaborated closely
throughout the project.
The key difference between CP2K and other DFT
codes is its implementation of the Quickstep algo-
rithm, which uses a dual basis - atom-centred Gaus-
sian functions to represent the wave-functions, and
plane waves/regular grids for the electronic density.
See the Quickstep paper [2] for full details of the
algorithm. In practise this approach requires an
efficient and scalable method for transforming be-
tween the two representations, which is the subject
of most of the work undertaken here. Like most
other DFT codes, CP2K also makes use of 3D Fast
Fourier Transforms (FFTs) to convert from the real
space to reciprocal space (plane wave) representa-
tions.
1.2 HECToR
HECToR[3] is a Cray XT5h system sited at the Uni-
versity of Edinburgh, consisting of 5664 XT4 com-
pute nodes and 28 X2 vector compute nodes. In its
‘Phase 1’ configuration, used for generating the per-
formance data reported below, each node contained
a single AMD 2.8GHz dual-core Opteron processor
with 6GB RAM. The system has since been up-
graded (‘Phase 2a’) by replacing the processors with
quad-core 2.3GHz quad-core Opterons with 8GB RAM
per node. HECToR is expected to be upgraded to
a Cray XT6 in 2010, with two 12-core processors
per node, allowing up to 24 cores in a single shared
memory region.
The HECToR service includes a Distributed Com-
putational Science and Engineering (dCSE) support
programme, where HPC experts work closely with
users and code developers to enable them to make
best use of the system. The work reported on here
is the result of two 6 month dCSE projects, begin-
ning in Aug 2008, in collaboration with Dr. Slater
(HECToR user, University College London) and Dr.
VandeVondele.
1.3 Rosa
Monte Rosa[4] is a Cray XT5 system at CSCS in
Switzerland, consisting of 1844 XT5 compute nodes,
each with two 2.4GHz hexa-core Opteron processors
and 8GB RAM per processor. We are grateful to
Prof. Hutter for providing access to this system.
2 Halo Swaps
A key step in the Quickstep algorithm is the map-
ping of Gaussian basis functions, stored as coeffi-
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cients in a distributed sparse matrix, onto real space
multi-grids, prior to Fourier Transformation. This
process is known as ‘collocation’ and the inverse (cal-
culating coefficients from the grids and storing them
in the matrix), ‘integration’. The real space grids
may be distributed or replicated across MPI tasks,
depending on the size of the grids. In the distributed
case, each MPI task has a cuboid subsection of the
entire grid, and maps the corresponding Gaussians
onto its section of the grid. Because the Gaussians
have a finite extent, it is necessary for each process
to have a ‘halo’ region surrounding it’s ‘core’ section
of the grid, in order that it can map Gaussians which
extend outside it’s core region. The data in the ha-
los is then exchanged with neighbouring MPI tasks,
such that every process ends up with the complete
data for all Gaussians that intersect it’s core region
of the grid. Because the size of the halos is fixed by
the radius of the largest Gaussian, but the core re-
gion shrinks as the grid is divided up over more and
more processes, this halo swap can become a bottle-
neck to parallel scalability. For example, a typical
1253 grid on 512 MPI tasks has a local domain size
of 163, and a halo width of 18. As a result, the halos
make up 97% of the total grid data, and communi-
cation becomes costly.
Careful analysis of the communication pattern
revealed that some of the data that was being sent
ended up in the halo regions of neighbouring pro-
cesses, and was therefore not needed for the subse-
quent FFT. In this case, it was possible to reduce
the amount of data sent by discarding data that is
known to end up in a halo region. When done in 3
dimensions this gives substantial savings, shown in
table 1 below, in terms of both the amount of data
to be sent, and the amount of time taken packing
buffers. The ‘rs2pw libtest’ is an artificial bench-
mark which executes only the real space to plane
wave transfer part of the code, which includes the
halo swap described above.
2.1 Benchmarks
To test the results of these changes the ‘bench 64’
test case was used. Bench 64 is a molecular dynam-
ics simulation of 64 water molecules in a cubic, peri-
odic cell of side 12.42A˚, described by a TZV2P basis
set in an NVE ensemble at a temperature of 300K.
The system is evolved for 50 timesteps of 0.5fs each.
This simulation takes a few minutes to complete on
256 cores and is considered typical of the smaller
systems that might be simulated using CP2K. The
Before After
Avg. Message Size (bytes) 194688 91008
Time in SendRecv (s) 0.468 0.22
Time packing X bufs (s) 0.107 0.002
Time unpacking X bufs (s) 0.189 0.003
Time packing Y bufs (s) 0.060 0.005
Time unpacking Y bufs (s) 0.096 0.017
Time packing Z bufs (s) 0.054 0.054
Time unpacking Z bufs (s) 0.091 0.091
Table 1: 60 iterations of the rs2pw libtest on 512
cores, before and after optimisation
table below gives the runtimes on a range of proces-
sor counts on HECToR and the resulting speedup:
Cores 16 32 64 128 256 512
Before(s) 952 541 318 268 217 264
After(s) 938 519 296 247 190 235
Speedup(%) 2 4 7 9 14 12
Table 2: Comparison of bench 64 runtime before and
after rs2pw optimisation
3 Fast Fourier Transforms
CP2K makes use of FFTs to transform from the
Gaussian (real space) to plane wave basis. As effi-
cient computation of a 1D FFT is closely tied to the
architecture of the machine in question, CP2K pro-
vides an implementation-agnostic interface to per-
form 1D FFTs. A number of libraries can be option-
ally linked in to the code to implement this function-
ality, including FFTW2/3[5], ACML, MKL, ESSL
and CUDA (for GPU support). A default FFT im-
plementation FFTSG[6] is also provided for the case
that no FFT library is available. In practice, FFTW
3 has been found to provide competitive performance
with proprietary FFT libraries[7], and is widely avail-
able.
As the plane wave grids containing data for the
FFT are distributed in CP2K, a parallel 3D FFT is
required, and follows the conventional approach of
transposing the data using MPI Alltoallv between
successive 1D FFTs. CP2K can make use of a 1D
(plane, slice, slab) decomposition of the grids when
the number of MPI tasks is less than the shortest
grid dimension, or a 2D (ray, pencil) decomposition
for larger numbers of tasks, with 1 or 2 transpose
steps required respectively.
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3.1 Caching FFT metadata
Detailing profiling of the FFT routines using the
Cray Performance Analysis Toolkit (CrayPAT), re-
vealed a number of MPI routines used for e.g. gen-
erating the MPI sub-communicators used for the
transpose steps, were being called once per FFT, de-
spite the fact that this mapping is constant through-
out the execution of the program. The code was
modified so these communicators and several other
pieces of metadata (coordinates, grid bounds etc.)
were calculated once, stored in a data structure, and
reused at each iteration. This alone had the effect
of of a 12% speedup on 512 cores for the bench 64
test (see table3).
Cores 64 128 256 512
Before(s) 366 264 191 238
After(s) 363 250 177 213
Speedup(%) 1 6 8 12
Table 3: Comparison of bench 64 runtime before and
after FFT caching optimisation
3.2 FFTW Planning
FFTW achieves good performance on a range of ar-
chitectures by combining a set of ‘codelets’, gener-
ated at compile-time, to perform a complete FFT
of a given length. Precisely how the codelets are
combined is determined by a planning step, before
the execution of the FFT. The cheapest method of
planning, FFTW ESTIMATE, chooses a combination of
codelets based on heuristic knowledge about the sys-
tem. However, better plans (i.e. better runtime
FFT performance) can be achieved by using more
expensive forms of planning - FFTW MEASURE, and
for FFTW 3, FFTW PATIENT and FFTW EXHAUSTIVE
- which run a number of FFTs using different com-
binations of codelets and pick the combination with
the best performance. Clearly, doing so takes more
time than generating an estimated plan, and so is ap-
propriate to use if many FFTs of the same size are
performed, allowing the plan to be generated once
and re-used many times.
Due to CP2K’s library-agnostic interface, there
was no way to store and re-use plans, so for every
FFT, an estimated plan was created, executed, and
destroyed. The ability to cache library-dependant
data (similarly to the metadata above) was added
to the FFT interface, which allows the storage and
reuse of FFTW plans. As well as dramatically re-
ducing the number of calls to the planner, this also
allows the more advanced forms of planning to be
used, where the number of FFTs to be performed
is large enough that the cost of planning will be
outweighed by the increase in runtime performance.
This choice is exposed to the user via an option in the
CP2K input file, defaulting to FFTW ESTIMATE, as
before. Table 4 shows the speedup obtained by each
planning method over 2000 FFTs. Typical Molecu-
lar Dynamics simulations might perform many more
FFTs, and see a corresponding increase in perfor-
mance.
Time(s) Speedup(%)
Original Code 997
FFTW ESTIMATE 995 0.2
FFTW MEASURE 989 0.8
FFTW PATIENT 975 2.3
FFTW EXHAUSTIVE 1081
Table 4: Time and speedup for 2000 3D FFTs using
different plan types
3.3 FFT Transpose
The transpose step between 1D FFTs involves using
MPI Alltoallv to globally redistribute the data on
the plane wave grids. This operation scales poorly
with the number of processors, and can be a bottle-
neck for some systems on greater than 1000 cores, for
example. MPI Alltoallv is required as typically the
grid dimensions do not divide evenly into the number
of MPI tasks, so each process has a slightly different
amount of data to send and recieve. However, the
difference is usually small (some processes have one
more or less row of the grid than the others), so with
the addition of a small amount of padding to even
out the distribution of data, it would be possible
to use MPI Alltoall instead. Micro-benchmarking
using the Intel MPI Benchmarks [8] showed that
MPI Alltoall outperforms MPI Alltoallv (up to 500%
for small messages on 128 cores) for the same amount
of data transferred (see figure 1).
The FFT routines were modified to insert and
remove the padding during the existing buffer pack-
ing steps, and initial benchmarking of the 3D FFT
in isolation was promising, showing a 43% speedup
for a 1253 grid on 256 cores. However, when a full
benchmark (e.g. bench 64) was run, only a 2% im-
provement was seen. Further investigation showed
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Figure 1: Graph of improvement of MPI Alltoall
over MPI Alltoallv
that this was due to poor synchronisation - the per-
formance improvement seen in the micro-benchmark
is only realised if all processes are well synchronised.
Nevertheless, this does raise the hopes that signifi-
cant improvements could be made other codes, par-
ticularly when the message size is very small, and
large numbers of cores are used.
4 Load Balancing
As mentioned in section 2, a significant part of the
computation in CP2K is mapping Gaussian ‘tasks’
from sparse matrices onto the real space multigrids.
This introduces the potential for load imbalance, as
a single MPI task will map Gaussians that reside
on its local section of the grids. As the Gaussians
are spatially distributed depending on the location
of atoms in the system being simulated, an inho-
mogeneous sytem such as a solid/gas interface or
cluster (e.g. molecule in vacuo) will cause a dispro-
portionate number of Gaussians to be allocated to a
particular region of the grid.
A cost model exists within the code that can ac-
curately estimate the computational cost of a given
task, and this is used to calculate the cost of tasks
on the distributed grid levels. The tasks from the
replicated grid levels (which can be mapped by any
MPI task) are then used to even out the imbalance.
This scheme is successful for moderately imbalanced
systems (e.g. bench 64 on 64 cores):
At the end of the load_balance_distributed
Maximum load: 75667
Average load: 68312
Minimum load: 13060
At the end of the load_balance_replicated
Maximum load: 123552
Average load: 123457
Minimum load: 123374
However, very inhomogenous systems (such as
W216 - a cluster of 216 water molecules in a 34A˚box)
do not have enough replicated tasks to balance out
the imbalance in distributed tasks, and so exhibit
significant load imbalance - in this case 6:1 between
maximum and minimum loads:
At the end of the load_balance_distributed
Maximum load: 1738978
Average load: 176232
Minimum load: 0
At the end of the load_balance_replicated
Maximum load: 1738978
Average load: 475032
Minimum load: 286053
To address this, an indirection was added be-
tween ’real ranks’ - the MPI rank of the process - and
’virtual ranks’ - the ID of the corresponding section
of the grid. This allows processes to ’own’ different
sections of the grid at each level, so heavily loaded
segments of the grid on one level can be matched
up with underloaded sections of the grid on another
level. Using this scheme, the load of the most heav-
ily loaded process in the W216 problem above was
reduced by 30%. For this particular problem it is
not possible to find a perfect load balance, as there
are several sections of a single grid level which have
more load that the total average load. It is possi-
ble to improve the load balance further by having
more grid levels, and hence less load on each grid
level. However, if it is possible to balance the load
perfectly, then this algorithm will succeed, as shown
in figures 2 and 3
5 Benchmarks
Following the above sections of work, comprising the
first of the two dCSE projects funded, the bench 64
and W216 benchmarks were run to determine the
overall performance improvements to the code. A
maximum speedup of 31% on 256 cores for bench 64
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and 341% on 1024 cores for W216 were found, as
shown in tables 5 and 6.
It should be noted that in addition to the work
performed within the dCSE project, other work was
undertaken by the CP2K development group, which
would affect the benchmarks of W216. In particu-
lar, the load balancing was modified to allow heavily
loaded processes to shift some work to neighbouring
processes, provided that their realspace grid halos
still contain the entirety of a Gaussian to be mapped.
This has the effect of reducing the highest peaks of
load (see figure 3). However, the FFT and halo swap
optimisation also has a significant effect, especially
on larger numbers of cores. Due to the concurrent
nature of development, and the fact that W216 is
relatively expensive to run, these changes were not
benchmarked at each step in development.
Cores 64 128 256 512
Before(s) 317 264 230 294
After(s) 316 237 176 224
Speedup(%) 1 11 31 31
Table 5: Comparison of bench 64 runtime before and
after 1st dCSE project
Cores 128 256 512 1024
Before(s) 11555 7250 5640 4865
After(s) 4800 2859 2096 1425
Speedup(%) 241 254 268 341
Table 6: Comparison of W216 runtime before and
after 1st dCSE project
6 Adding OpenMP to CP2K
Following the success of the work reported so far, a
second dCSE project was funded to improve the scal-
ability of CP2K using a mixed-mode OpenMP/MPI
approach. This was motivated by a number of con-
siderations, firstly that by using OpenMP threads
rather than MPI tasks to utilise compute cores, the
effect of algorithms that scale poorly with the num-
ber of MPI tasks would be reduced (e.g. FFT trans-
pose, realspace to planewave transfer). Also, by re-
ducing the number of MPI tasks, the more efficient
1D decomposition for the FFT grids can be main-
tained for higher core counts. Secondly, as the Cray
XT architecture is going increasinly multi-core (XT4
- 2/4/6 cores per node, XT5 - 8/12 cores, XT6 - 24
cores), minimising access to the network which is
shared by all cores on a node will become increas-
ingly desirable to avoid a performance bottleneck.
Thirdly, as of 2009, CP2K contains a highly scalable
Hybrid Functional (HFX) [9] implementation which
uses OpenMP to access the full memory of a node in
a single MPI Task. This currently scales to 32,000
cores, and at this point, the non-OpenMP rest of
the code stops the code scaling further. Fourthly,
we hope to reduce load imbalance by allowing a
high-level load balancing to take place per MPI task,
as before, and manage to distribution of work over
OpenMP threads by dynamic scheduling.
The work detailed below was performed on Rosa
(section 1.3), which allows up to 12 OpenMP threads
per MPI task, on a 12 core XT5 node. This is ex-
pected to provide a better indicator of the perfor-
mance expected on XT6 systems than the current
HECToR XT4.
CUG 2010 Proceedings 5 of 7
6.1 Implementation Details
Three key routines were identified where using OpenMP
might be of benefit - realspace to planewave transfer
(halo buffer packing), FFTs, and Gaussian colloca-
tion/integration. These routines take up the ma-
jority of the runtime for most systems. In order to
achieve good performance, it is important that as
much of the code as possible makes use of OpenMP,
otherwise cores will remain idle for large portions of
the run time.
A simple approach was taken where OpenMP
parallel regions would be created in each of the areas
mentioned. MPI communications would be done in
single-threaded regions, as the Cray Message Passing
Toolkit does not provide a high performance thread-
safe MPI implementation.
In the realspace to planewave transfer routines
the most expensive operations are buffer packing,
and these are now done in parallel using OpenMP
threads. It is worth noting that although the OpenMP
standard allows Fortran Array operations to be par-
allelised automatically by the workshare directive,
this behaviour is not implemented in gfortran prior
to version 4.5.0, released in April 2010, and so array
operations have been parallelised manually by cal-
culating array bounds for each thread to work on.
Compared to the original MPI code, running the re-
alspace to planewave transfer in isolation, the max-
imum performance is approximately doubled, and
the most effective number of cores is increased from
288 to 4608 when using 6 threads per MPI task. Us-
ing 12 threads per task (the maximum available on
Rosa) did not give any further benefit, and in most
cases had a detrimental effect, due to the overhead
of both processors sharing access to the same arrays.
For the FFT, as well as buffer packing for the
transpose, the 1D FFTs were parallelised by divid-
ing the plane or pencil to be FFTed up, and assign-
ing a section to each thread. Care is taken to ensure
each grid section is aligned correctly to allow FFTW
to generate plans using SSE vector instructions for
maxmium performance. In the case of an odd num-
ber of rows, there is also the need for a second FFT
plan for threads which have a differing number of
elements to transform. As expected, using mixed-
mode OpenMP/MPI allows the FFT to scale much
further (from 288 up to 2304 cores), and increased
the peak performance by a factor of 3.
The collocation and integration routines provided
the greatest challenge to effective use of OpenMP.
In the case of collocation, each thread is assigned a
number of tasks taken from the density matrix us-
ing a dynamic schedule. As each of these tasks is to
be written to the same grid, and could potentially
overlap with the region being updated by another
thread, a seperate scratch copy of the grid is as-
signed to each thread, and these are then reduced
(in parallel) into the final grid once all tasks have
been mapped. However, this overhead means that
this routine only effectively uses two threads before
overheads begin to dominate. In contrast, in the
integration routine the grids are read-only, and so
can be shared directly by all threads. By grouping
tasks into sections which only access a single block
of the matrix, each thread can operate completely
independently. This is reflected in the fact that this
routine easily scales up to 12 threads with little or
no overhead.
6.2 Benchmarks
The Bench 64 and W216 test cases were both used
for benchmarking the mixed-mode code. Runs were
made using pure MPI, and 2,6 and 12 OpenMP
threads per MPI task. The same range of core counts
were used for each variant (e.g. 144 MPI tasks,
72x2 threads, 24x6 or 12x12). The results of the
W216 benchmark are plotted in figure 4. For clarity,
the performance (inverse of time) is plotted, so ideal
scaling is represented by a straight line through the
origin. The graph clearly shows a large increase in
scalability, as the peak performance increases from
576 cores (pure MPI) to 9216 cores (with 12 threads
per task). The maximum performance also increases
by a factor of 2.5, thus decreasing the minimum time
to solution. For the 6 and 12 thread runs, there is a
significant decrease in performance at lower proces-
sor counts, mostly due to routines remaining that do
not currently make use of threads. However, using 2
threads per task gives similar or better performance
to pure MPI across all processor counts tested, so
could be recommended for general use.
7 Further Work
Analysis of the benchmark results has revealed a
number of areas that still require attention. In par-
ticular, for low processor counts, the functional eval-
uation routines take a great deal of time and cur-
rently do not make use of OpenMP. This will at least
partly address the poor performance of the multi-
threaded code on low processor counts. The collo-
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cation routine will also be revisited to introduce the
task grouping used in the integration. This should
allow the scratch grids to be reduced after each grid
level is completed, rather than after all grid levels,
potentially improving cache utilisation and hence re-
ducing the overhead of this method. There is also a
new sparse matrix library (DBCSR) recently intro-
duced in CP2K, and work is ongoing to improve its
parallel efficiency and use of OpenMP.
8 Conclusion
As a result of the work reported in this paper, and
ongoing development work from the CP2K Develop-
ment Team over the last 2 years, the performance
of CP2K on the Cray XT has increased dramati-
cally. Time to solution for small systems on the
scale of 100s of cores has been more than halved,
and scalability has been extended into the 1,000s
of cores for such systems using OpenMP. Further-
more, larger systems and hybrid functional calcula-
tions have been demonstrated to scale up to 10,000s
of cores, which prepares CP2K well for the massively
parallel, multicore future of the Cray XT architec-
ture.
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