Abstract-We propose a bottom-up motion and task coordination scheme for loosely-coupled multi-agent systems under dependent local tasks. Instead of defining a global task for the whole team, each agent is assigned locally a task as syntactically co-safe linear temporal logic formulas that specify both motion and action requirements. Inter-agent dependency is introduced by collaborative actions of which the execution requires multiple agents' collaboration. The proposed solution contains an offline initial plan synthesis, an on-line request-reply messages exchange and a real-time plan adaptation algorithm. It is distributed in that any decision is made locally based on local computation and local communication within neighboring agents. It is scalable and resilient to agent failures as the dependency is formed and removed dynamically based on the plan execution status and agent capabilities, instead of preassigned agent identities. The overall scheme is demonstrated by a simulated scenario.
I. INTRODUCTION
Temporal-logic-based motion and task planning has gained significant attention in recent years, as it provides an automated controller synthesis approach for autonomous robots. Temporal logics such as Linear Temporal Logic (LTL) and Computation Tree Logic (CTL) provide formal high level languages that can describe planning objectives more complex than the well-studied point-to-point navigation problem [16] . The task specification is given as a temporal logic formula with respect to a discretized abstraction of the robot motion [1] , [3] . Then a high-level discrete plan is found by off-the-shelf model-checking algorithms given the abstraction and task specification [2] . This discrete plan is then implemented through the corresponding low-level continuous controller [5] , [6] , [15] . Similar methodology has also been applied for multi-agent systems [4] , [12] , [22] . Most of the existing work focuses on decomposing a global specification to bisimilar local ones in a top-down approach, which can be then assigned and implemented by individual agents in a synchronized [4] or partially-synchronized [13] manner. This way of problem formulation naturally favors a tightly-coupled structure, meaning that the role of each agent is fixed and their behaviors should be globally coordinated. Normally a central monitoring unit is essential for both the plan synthesis and plan execution under this formulation.
In contrast, we assume that there is no pre-specified global task and individual task specifications are assigned locally to each agent as LTL formulas [10] , [11] , [20] , which favors a bottom-up formulation. These local tasks can be independent [11] or dependent where one agent may need others' collaboration to fulfill its own task. In the latter case, coordination is thus crucial for the accomplishment of all local tasks. This way of formulation instead is particularly useful for multi-agent systems where the number of agents are large, the agents are heterogeneous and each agent has a clear task assignment.
The greatest challenge of task coordination for multiagent systems under dependent local tasks is the computational complexity. A centralized solution requires the direct composition of all agents' model to represent all possible behaviors. This problem is addressed in [10] by grouping the agents into dependency clusters such that composition is only needed for each cluster, while [20] proposes a receding horizon approach that decomposes the synthesis problem into shorter horizon planning problems that are solved iteratively. In general, the derived plan needs to be executed in a synchronized fashion by all agents, which limits the flexibility and robustness of the overall system. However, for loosely-coupled systems where the required collaborations among the agents are local and sparse given the large total number of agents and their assigned tasks, we aim here at avoiding completely the composition of different agents' models or tasks, which is replaced by an on-line request and reply scheme and a real-time plan adaptation algorithm. In addition, we aim for a distributed coordination scheme where motion and actions are coordinated only when needed and collaborative relations are formed and removed dynamically. We show that the proposed scheme guarantees the satisfaction of all local tasks under the assumption that they are loosely-coupled. It can also potentially detect and recover from agent failures.
The rest of the paper is organized as follows: Sec. II introduces some preliminaries. The problem is stated formally in Sec. III. Sec. IV presents the initial plan synthesis strategy. The on-line coordination scheme is described in Sec. V. The overall structure is discussed in Sec. VI. A case study is presented in Sec. VII and we conclude in Sec. VIII.
II. PRELIMINARIES

A. Syntactically Co-safe LTL and Büchi Automaton
Atomic propositions are Boolean variables that can be either true or false. The ingredients of an LTL formula are a set of atomic propositions AP and several boolean and temporal operators, which are specified according to the following syntax [2] :
For brevity, we omit the derivations of other useful operators like □ (always), ♢ (eventually), ⇒ (implication) and the semantics of LTL. We refer the readers to Chapter 5 of [2] . One particular class of LTL we consider in this paper is the syntactically co-safe LTL (sc-LTL) [14] . They only contain the ⃝, U and ♢ operators and are written in positive normal form. In contrast, the satisfaction of an sc-LTL formula can be achieved in a finite time, i.e., each word satisfying an sc-LTL formula φ consists of a satisfying prefix that can be followed by an arbitrary suffix.
A language of words that satisfy an LTL formula φ over AP can alternatively be captured through a Nondeterministic Büchi automaton (NBA) A φ [2] , which is defined as
where Q is a set of states; 2 AP is the set of all alphabets; δ ⊆ Q×2 AP ×Q is a transition relation; Q 0 , F ⊆ Q are the initial and accepting states. There are fast translation tools [8] to obtain A φ given φ.
III. PROBLEM FORMULATION
We consider K autonomous agents with heterogeneous capabilities within a fully-known workspace. Each agent with the identity k ∈ K = {1, 2, · · · , K} is capable of navigating within the workspace and performing various actions.
A. Motion Abstraction
The workspace consists of N partitions as the regions of interest, denoted by Π = {π 1 , π 2 , · · · , π N }. We assume that these symbols are assigned a priori and known by all agents. There are different cell decomposition techniques available, depending on the agent dynamics and the associated control approaches, see [3] , [4] , [17] . Besides, there is a set of atomic propositions describing the properties of the workspace, denoted by Ψ k M . Similar to [9] , agent k's motion within the workspace is modeled as a finite transition system (FTS):
where 
k might be different between the agents due to heterogeneity. The workspace model from Sec. VII is shown in Fig. 1 . Moreover, each agent k has a set of neighboring agents, denoted by K k ⊆ K. Agent k can exchange messages directly with any agent g ∈ K k .
B. Action Model
Besides the motion ability, agent k is capable of performing a set of actions denoted by
l is a set of local actions, which can be done by agent k itself; • Σ k c is a set of collaborative actions, which can be done by agent k but requires collaborations from other agents;
• Σ k h is a set of assisting actions, which agent k offers to other agents to accomplish their collaborative actions. the set of external assisting actions agent k depends on, which can only be provided by some of its neighbors in Table I shows the action sets of the agents that will be simulated in Sec. VII. The action model of agent k is modeled by a six-tuple:
where Σ k is the set of actions defined earlier; Ψ k Σ is a set of atomic propositions related to the agent's active actions;
indicates the set of region properties that have to be fulfilled in order to perform an action;
. Namely each collaborative action depends on a set of assisting actions from its neighbors. This is useful for defining complex collaborations involving multiple agents.
Remark 1: Compared with defining dependency directly on agent identities, our action model allows more system flexibility since the agent identities need not be known a priori and new or existing agents can be added or removed.
is said to be done at region π i ∈ Π if two conditions hold:
, another condition is needed: (iii) all assisting actions in Depd k (σ c ) are done by other agents at the same region π i . ■ Remark 2: Different from [9] , the action model by (2) can model both local and collaborative actions.
C. Complete Agent Model
A complete agent model, denoted by G k , refers to the finite transition system that models both its motion and actions. 
■ Note that when defining −→ k G above, the condition of performing an action is verified over the properties of each region. Thus G k is a standard FTS [2] . Its finite path is denoted by
D. Task Specification
The local task of agent k, denoted by φ k , is given as an sc-safe LTL formula over the set of atomic propositions Ψ k G from Def. 2. Thus φ k can contain requirements on agent's motion, local and collaborative actions. As mentioned earlier, an sc-safe LTL formula can be fulfilled by a finite prefix. In particular, given a finite path τ
where the satisfaction relation is defined in Sec. II-A. One special case is that when φ k ≜ ⊤, agent k does not have a local task and serves as an assisting agent. In summary, we consider the following problem:
Problem 1: Given G k and the locally-assigned task φ k , design a distributed control and coordination scheme such that φ k is fulfilled for all k ∈ K.
IV. OFF-LINE INITIAL PLAN SYNTHESIS
In this section, we describe how to synthesize an initial motion and action plan for each agent, which happens offline and serves as a starting point for the real-time coordination and adaptation scheme in Sect. V.
A. Plan as Motion and Action Sequence
We intend to find a finite path of G k whose trace satisfies the co-safe formula φ k as described in Sec. III-D. We rely on the automaton-based model-checking approach (see Alg. 11 in [2] ) by checking the emptiness of the product automaton.
Let A φ k be the NBA associated with φ k from Sec. II-A. The product automaton A k p is defined as follows:
where
There exists a finite path of G k satisfying φ k if and only if A k p has a finite path from an initial state to an accepting state. Then this path could be projected back to G k as a finite path, the trace of which should satisfy φ 
The initial plans are synthesized locally instead of by a central unit [4] or within a cluster [10] .
The plan τ is synthesized off-line and locally. We resolve this problem by a real-time coordination and adaptation scheme in Sec. V.
V. DISTRIBUTED COLLABORATIVE TASK COORDINATION
As mentioned earlier, there is no guarantee that the initial plan τ k G,init can be executed successfully if it contains collaborative actions. In this section, we propose a distributed and on-line coordination scheme which involves four major parts: (i) a request and reply exchange protocol driven by collaborative actions in a finite horizon; (ii) an optimization and confirmation mechanism, by solving a mixed integer program based on the replies; (iii) a real-time plan adaptation algorithm given the confirmation; (iv) an agent failure detection and recovery scheme along with the plan execution.
A. Planned Motion and Actions in Horizon
Denote by π 
. Each agent k ∈ K is given a bounded planning horizon 0 < H k < ∞, which is the time ahead agent k checks its plan. Similar approach can be found in [18] for a single dynamic system. Then the sequence of states agent k is expected to reach within the time
, where the index j ≥ i is the solution to this optimization problem: 
where Depd k (σ m ) is the set of external assisting actions that σ m depends on by (2); π i ∈ Π is the region where σ m will be performed; T m ≥ 0 is the estimated time when σ m will be performed from now. Assume that ⟨π i , σ m ⟩ is the l th element of τ
) , see Lines 4-9 of Alg. 1. Each element (σ d , π i , T m ) ∈ Request k contains the message that "agent k is requesting the assisting action σ d at region π i in the estimated time T m from now". The request message from agent k to each agent g ∈ K k , denoted by Request k g , is the same as Request k , i.e.,
Algorithm 2: Reply to request by agent g, Reply() 
C. Request Evaluation and Reply
Upon receiving the request, agent g ∈ K k needs to evaluate this request in terms of feasibility and cost, in order to reply to agent k. Specifically, the reply message from agent g to agent k has the following format: Then Reply 
Firstly, the set of product states in A g p corresponding to
Consider R g p,+ with the following structure:
where q 
where the first part stands for the estimated time gap between the requested time T m by agent k and the actual time based on R (7). Alg. 3 solves the above problem by the bidirectional Dijkstra algorithm [19] . It utilizes the function DijksTA(·) that computes shortest paths in a weighted graph from the single source state to every state in the set of target states, while at the same time avoiding a set of states. It is a simple extension of the classic Dijkstra shortest path algorithm [16] .
In Line 4, DijksTA(A C 1 ) , where S c is the set of all product states associated with a collaborative or an assisting action:
Request R 1 , (h B , r 4 , 11 ) by (7) is computed. The one that yields the minimal cost is denoted by q in P (see Line 5 of Alg. 2) and waits for the confirmation from agent k, which will be discussed in Sec. V-E.
It is worth mentioning that in case agent k receives requests from multiple agents, it needs to reply to one agent first and wait for the confirmation before it replies to the next agent. Table II 
D. Confirmation
Based on the replies from g ∈ K k , agent k needs to acknowledge them by sending back confirmation messages:
where σ d is the requested assisting action; c sense that only neighboring agents are needed; (ii) sparse in the sense that they are needed infrequently compared with the total number of activities of all agents required by their local tasks. In particular, we impose the following assumption:
There exists a finite time T > 0 such that for each agent k ∈ K and any collaborative action σ m requested by agent k initially at time t m > 0, problem (9) for σ m will have a solution within time t m + T.
Namely, the above assumption indicates that any collaborative action required by each agent k ∈ K in order to satisfy the local task φ k should always eventually be provided in finite time by agent k and its neighbors.
VI. OVERALL STRUCTURE
During the real-time execution, each agent executes its plan and checks first if any request is received. If so, it replies to them by Alg. 2, waits for the confirmation and adjusts its plan accordingly. Otherwise, it sends out requests by Alg. 1, waits for reply, sends confirmation back by (9) and at last adapts its plan by Alg. 4. The correctness of the proposed scheme is guaranteed by Theorem 3 below:
Theorem 3: Under Assumption 1, the proposed coordination scheme solves Problem 1. Namely, all local tasks φ 
VII. CASE STUDY
In the case study, we present a simulated example of six autonomous robots with heterogeneous capacities. The proposed algorithms are implemented in Python 2.7.
A. System Description
The workspace of size 4m × 4m is given in Fig. 1 , within which there are nine rectangular regions of interest r 0 , r 1 , r 2 , · · · , r 8 (in gray). The regions are labelled by the objects of interest, like A, B, C, M, E, F.
Denote by the six agents R 1 , R 2 , · · · , R 6 . They all satisfy the single-integrator dynamics, i.e.,ẋ = u, where x, u ∈ R 2 are the 2-D position and velocity. The agents have velocities between 0.6m/s and 1m/s. Besides, the action sets of each agent are shown in Table I . Agent R 1 can load and unload (l A , u A ) a light object A; load and unload (l B , u B ) a heavy object B with others' assisting action h B . Agent R 2 can take pictures (s); help load and unload (h B ) B; help assemble (h C1 ) C. Agent R 3 can operate (o M ) machine M with assisting action h M ; help assemble (h C2 ) C. Agent R 4 can assemble (a C ) C with assisting actions h C1 , h C2 ; help operate (h M ) M. Agent R 5 can maintain D, help assemble (h C1 , h C2 ) C, and help load and unload (h B ) B. Agent R 6 can operate object (o E ) E, charge object (c F ) F with assisting action h F , help operate (h M ) M and help load and unload (h B ) B. We assume all actions have duration 10s and the time horizon H k is set to 20s uniformly. Any two agents can exchange messages directly. "Gurobi" for Python is used as the mix integer programming solver.
B. Task Description
Each agent is assigned a local task: agent R 1 has to deliver A to r 2 and B to r 3 . Then
; Agent R 2 has to surveil regions r 7 , r 8 and take pictures there. φ 2 = ♢(r 7 ∧ ⃝s) ∧ ♢(r 8 ∧ ⃝s); Agent R 3 has to operate M and visit r 6 . φ 3 = ♢(o M ∧ ♢r 6 ); Agent R 4 has to take a photo in r 7 , assemble C and visit r 6 . φ 4 = ♢(r 7 ∧ ⃝s) ∧ ♢(a C ); Agent R 5 needs to maintain D and back to region r 0 . φ 5 = ♢(m D ∧ ♢r 0 ); Agent R 6 needs to operate E first and then charge F. φ 6 = ⃝(o E ∧ ♢c F ). 
C. Simulation Results
All agents start form the center (2m, 2m). The synthesized initial plan of each agent is as follows: r 0 r 4 l B r 3 u B r 1 l A r 2 u A for R 1 ; r 0 r 8 s r 7 s for R 2 ; r 0 r 8 o M r 6 for R 3 ; r 0 r 5 a C r 7 s for R 4 ; r 0 r 7 m D for R 5 ; r 0 r 1 o E r 3 c F for R 6 . We simulate first one nominal scenario and another with R 2 's failure since t = 5s. The messages exchanged during both scenarios are shown in Fig. 2 and the simulation videos are available online [21] . 1) Nominal Scenario: As shown in Fig. 3 , agent R 1 firstly sends the request on action h B and the reply messages are shown in Table II . R 2 is confirmed as the collaborator and changes its plan to r 0 r 4 h B r 8 s r 7 s. R 1 finishes action l B at t = 14.3s At the same time, R 4 is chosen to help R 3 on action o M , which is done at t = 21.1s. Afterwards, R 1 finishes u B at t = 28.4s with R 2 offering h B . Agent R 6 's request for action c F keeps getting delayed until t = 21.1s, as R 2 , R 3 , R 4 are engaged in other collaborations. Afterwards agent R 4 is confirmed to offer action h F and c F is done at t = 38.0s. After that, agent R 4 sends the request for a C regarding h C1 and h C2 . The reply messages are shown in Table II . After solving (9), R 2 and R 3 offer actions h C1 and h C2 , respectively, which are done at t = 54.1s. By t = 70.3s, all agents accomplish their local tasks.
2) Failure Recovery: To illustrate the effectiveness of our approach for handling agent failures, we stop simulating agent R 2 since t = 5s whereas the other agents remain the same. As shown in Fig. 4 , initially agent R 2 is confirmed to offer h B to R 1 . However since R 2 fails at t = 5s, R 1 detects that by the inquiry and acknowledgment mechanism described in Sec. V-F and resends a request regarding h B , for which R 5 is confirmed as the new collaborator. Then l B is done at t = 22.3s. Afterwards, again with the help of R 5 , R 1 finishes u B at t = 37.8s. R 3 finishes o M with the help of R 4 at t = 29.7s. Before this time, agent R 6 has to delay its action c F as both R 3 and R 4 are engaged in o M and R 2 has failed. Then R 3 offers h F to R 6 at t = 36s. After that, R 4 finishes a C with the help of R 3 and R 5 at t = 68.9s. At last, each agent accomplishes its local task by t = 76.5s.
VIII. SUMMARY AND FUTURE WORK
We present a bottom-up scheme for distributed motion and task coordination of multi-agent systems where the agents are given dependent local tasks. It relies on the off-line initial plan synthesis, the on-line request and reply messages exchange protocol, and the real-time plan adaptation algorithm.
Future work is focused on general LTL task formulas, which are not considered here since ensuring fairness is challenging when each agent has a local plan as an infinite sequence of motion and actions.
