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DETECTION OF HEIGHT h AND CONNECTIVE REAL
K-THEORY OF ELEMENTARY ABELIAN 2-GROUPS
NICOLAS RICKA
Abstract. In this paper, we determine the connective K-theory with reality
of elementary abelian 2-groups as a module over Z[v1, a], where v1 is the
equivariant Bott class and a the Euler class of the sign representation. This
gives in particular a new approach to the computation of the connective real
K-theory of such groups. The originality here is to make all computations
in the equivariant stable category, considering only equivariant cohomology
theories, and to use relative homological algebra over some subalgebras of the
equivariant Steenrod algebra to perform explicit computations.
During the last few years, the study of equivariant stable homotopy theory has
proven itself to be efficient in solving stable homotopy theoretic problems. For ex-
ample, Voevodsky’s R-realization functor [MV, section 3.3] provided inspiration to
the development of equivariant tools such as Hill-Hopkins-Ravenel’s slice filtration
in equivariant stable homotopy theory in the proof of the Kervaire invariant one
problem in [HHR09].
Before [HHR09], a particular case of the slice filtration already appeared for the
group with two elements Q: Dugger considered the slice filtration for Atiyah’s K-
theory with reality spectrum KR in [Dug03], and identifies its k-invariants. This
tower consists only in shifts of kR, the connective cover of KR, and in particular
is far simpler than the equivariant Postnikov tower of KR. This indicates that
the study of the kR-cohomology of a spectrum X should rely on the slice tower of
kR, and thus on the action of the equivariant modulo 2 Steenrod algebra on the
cohomology of X .
Throughout the paper, Q denotes the group with two elements. Let RO(Q)
be the Grothendieck group of real representations of Q. Let 1 be the the trivial
representation and α the sign representatin of Q, so that RO(Q) is the free abelian
group on 1 and α.
We will use the convention of Hu and Kriz in [HK01] for graded objects: a
∗ indicates a Z-grading and a ⋆ indicates a RO(Q)-grading. For example, Q-
equivariant cohomology theories are naturallyRO(Q)-graded objects. In particular,
ordinary equivariant cohomology with respect to the constant Mackey functor Z is
denotedHZ⋆, and connective K-theory with reality is denoted kR⋆. Note that these
objects are not mere abelian groups, but they are the more structured corresponding
Q-equivariant analogue of abelian groups: Mackey functors fot the group Q.
Let V be an elementary abelian 2-group. Consider the classifying space BV as
a Q-space with trivial Q-action. The aim of this article is to set up an equivariant
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machinery general enough to get an explicit description of kR⋆(BV ): the connective
K-theory with reality of BV .
The study of kR⋆(BV ) provides in particular an new and unified computation
of the Z-graded abelian groups ko∗(BV ) and ku∗(BV ) provided by Ossa [Oss89]
for ku∗ and Yu’s thesis [CY] for ko∗, correcting Ossa’s computation of ko∗(BV ) in
[Oss89].
These groups where studied extensively by Bruner and Greenlees in [BG03] for
ku∗ of groups and [BG10] for ko∗. In [Pow11] and [Pow12], Powell studied their
functorial behavior (as a functor of V ).
In these arguments, the realification-complexification exact sequence
ko
c
→ ku
R
→ Σ2ko,
is always at the center of the computation. Since we know by [Ati66] that this se-
quence is of Q-equivariant nature, this provides another motivation to study these
objects from an equivariant point of view.
The aim of this paper is to compute the Q-equivariant k-theory with reality
of groups, i.e. the RO(Q)-graded Mackey functor kR⋆(BV ). The main result
is an explicit computation of the Z[a, v1]-module structure of kR⋆Q(BV ), that is
equivariant classes of maps BV → Σ⋆kR.
Theorem (Theorem 8.7). There is a Z[a, v1]-module splitting of kR⋆Q(BV ) as
kR⋆Q(BV ) ∼= coΓv1(kR
⋆
Q(BV ))⊕ F
1(V )⊕ F 2(V )⊗Z Λ(v1),
where coΓv1 denotes the cotorsion part, that is, for a v1-module M , the quotient of
M by its v1-torsion part: M/Γv1M . and isomorphisms:
(1) F 1(V ) ∼= Im(Q1 : HF
⋆
Q(BV )→ HF
⋆+2+α
Q (BV )),
(2) F 2(V ) ∼= Sq2Sq2Sq2F where F is the largest free A(1)-module contained
in HF∗(BV ),
(3) and
Φn
Φn+1
∼=
n⊕
i=1
(
(Σ−i(1+α)HP ⋆)twist≥0 ⊕ (Σ
−i(1+α)−1HP ⋆)twist≤−2,
)⊕n
i


where
Φn = Im(v
n
1 : coΓv1(kR
⋆+n(1+α)
Q (BV ))→ coΓv1(kR
⋆+n(1+α)
Q (BV ))),
for n ≥ 0 defines a decreasing exhaustive filtration of the Z[a, v1]-module
coΓv1(kR
⋆
Q(BV )).
With HP ⋆ some explicit Z[a]-module defined in Notation 7.6.
As the RO(Q)-graded abelian group kR⋆e(BV ) = ku
∗(BV )[σ±1] is quite easy
to determine using various techniques (see for example [BG03]), and the action
of the Euler class a of the representation α suffices to understand the restriction
and transfer of a Mackey functor obtained via a cohomology theory, this is really a
determination of kR⋆(BV ).
During the trip, we obtain two families of result of independent interest. First we
show that the equivariant Steenrod algebra is a flat Hopf algebroid, by the general
machinery developed by Boardman, this gives a nice duality between modules over
the equivariant Steenrod algebra and comodules over its dual:
Theorem (Theorem 3.8). Denote
• A⋆ = (HF⋆Q(HF))
• A⋆ = (HF
Q
⋆ (HF)).
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Then, , the category of Boardman A⋆-modules is equivalent to the category of Board-
man A⋆-comodules.
Using these property, we then show that the equivariant analogues of the Cartan
formulae holds with respect to multiplication with elements in the coefficient ring
HF⋆Q.
Proposition (Proposition 3.10). (1) For all h ∈ HF⋆Q, ηR(h) =
∑
h′∈HF⋆
Q
,x∈A⋆
(x∨h)x.
(2) Let M be a Boardman A⋆-module and x∨ ∈ A⋆. Define x′i and x
′′
i in A⋆ by∑
i≥0
x′i ⊗ x
′′
i =
∑
h,y,z|prx(yz)=ηR(h)x
hy ⊗ z ∈ A⋆
where the second sum is over h ∈ HFQ⋆ and y, z in BM. Then, for all
h ∈ HF⋆Q and m ∈M ,
x(hm) =
∑
i≥0
x′i(h)x
′′
i (m).
During the proof of our main theorem, we have to study the structure of the cat-
egory of E-modules, where E = ΛF(Q0,Q1), where Q0 and Q1 are two equivariant
stable cohomology operations related to the classical Milnor operations. We show a
surprising relationship between this category and the well known category of mod-
ules over the subalgebra of the (non-equivariant) Steenrod algebra A(1) generated
by the two first Steenrod operations Sq1 and Sq2.
Theorem (Theorem 3.14). Let HF⋆⊗(−) : F-modZ → HF⋆-mod, where HF⋆-mod
denotes the category of HF⋆-modules in MRO(Q), be the extension of scalars func-
tor. Then the following diagram is commutative up to natural isomorphism
SH //
HF∗

QSH
HF⋆

F-modZ
HF⊗(−)
// HF⋆-mod
where the top arrow is the inflation functor.
Moreover, this refines to the following commutative diagram up to natural iso-
morphism
SH //
HF∗

QSH
HF⋆

A(1)-mod
R
// E-mod,
Where R denotes the extension of scalars from F to HF⋆ together with a natural
action of E coming from the action of A(1) on the source.
In the first section of the paper, we consider towers of objects k• in a triangulated
category T and an exact functor (−)∗ : T → B. Note that (−)∗ denotes a covariant
functor. The notation is intended to follow the usual convention in stable homotopy
theory, where the functor (−)∗ which associated a cohomology theory to a spectrum
is indeed covariant.
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We then introduce a property of this tower, called the detection of height h,
where h is a nonnegative integer. We show that, when h ≤ 2, the objects k∗• can
be recovered entirely from a Λ(θ)-module structure on C∗• , where C• are the layers
of k•. Precisely, k• can be understood in terms of the homology of the complex
(C∗• , θ). We also provide some general tools to check detection of height h when
h ≤ 2.
We then recall a result of Dugger’s work in [Dug03] which identifies the slice tower
of Atiyah’s k-theory with reality Q-equivariant spectrum. This enables the use of
the first section, when the tower k• is the slice tower of kR, and the functor (−)∗
is [−, X ]∗, where X is some fixed space. Consequently, the first section brings the
problem of computing kR⋆Q(BV ) back to understanding the homology of HZ
⋆
Q(BV )
with respect to an integral lift of the second equivariant Milnor operation Q1. We
call H⋆Q(V ) this bigraded object.
It is easy to see that H⋆(V ) can be recovered from the E-module structure on
HF⋆Q(BV ), where E := ΛF(Q0,Q1). The subject of the third section is precisely the
determination of the E-module structure on HF⋆Q(X), for X any non-equivariant
spectrum. It turns out that this fits into an interesting picture, as everything can
be determined from the A(1)-module structure on the non-equivariant cohomology
of X :
HF⋆Q(X) = R(HF
∗(X))Q
as E-modules, for some functor R : A(1)-mod→ E-mod.
In the fourth section, we interpret H⋆(V ) as a relative extention group
H⋆(V ) = ExtRel(F, HF
⋆
Q(BV )) = ExtRel(F, R(HF
∗(BV ))Q),
in the context of relative homological algebra with respect to the pair E(1) ⊂ A(1).
We then use the classical tools of homological algebra (in the relative context) to
produce general tools for the computation of the composite ExtRel(F, R(−)). The
main computational tool is given in Theorem 4.18. This result relates short exact
sequences of A(1)-modules to long exact sequences in ExtRel(F, R(−)).
The fifth section is devoted to the computation of ExtRel(F, R(−)) for the most
simple A(1)-modules: the free ones. The result is presented in Corollary 5.9.
The point is that ExtRel(F, R(A(1))) is so small that ExtRel(F, R(M)) depends
in general mostly on the stable isomorphism class of a A(1)-module M . Expliciting
this fact is the subject of section 6.
In section 7 we use the explicit form of the A(1)-modules HF∗(BV ) to perform
the complete computation of H⋆(V ). As both ExtRel and R are additive functors,
the computation is done for each indecomposable non free summand of the A(1)-
module HF∗(BV ). The result of this computation is Theorem 7.7.
The last section of the paper recollects the machinery of section 1 together with
the actual computation of H⋆(V ). The proof divides into two steps: first showing
that the slice tower for kR detects at height 2, and then use the actual computation
of H⋆(V ) with the detection property of height 2 to finish the computation.
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1. Detection of height h
1.1. Definition. Let T be a triangulated category, and Σ : T → T its shift functor.
Let B be an abelian category, and BZ denote the category of Z-graded objects of B.
For this article, we consider a (covariant) exact functor (−)∗ : T → BZ, i.e. (−)∗
sends distinguished triangles into long exact sequences of objects of B.
Example 1.1. The main examples we have in mind are the stable homotopy category
SH and the functor which associates to a spectrum X the cohomology theory it
represents, and in general the equivariant stable homotopy category (see [HPS97,
Theorem 9.4.3]).
Definition 1.2. Let K be an object of T . A tower over K is a diagram of the
form
. . .
en+2 // kn+1
en+1 //
fn+1
++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
kn
en //
fn
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘ kn−1
en−1 //
fn−1
""❊
❊❊
❊❊
❊❊
❊
. . .
K
where the indices run through Z.
Example 1.3. A t-structure on the category T give such towers, for example the
Postnikov towers in equivariant stable homotopy theory (see [GM95, IV,4.1]). The
slice tower (see [HHR09]) also give such an example.
Let k• be a tower over an object K of T . One want to use the triangulated
structure of the category T to compute as much information as possible about the
various stages k∗• .
Notation 1.4. Complete the map kn+1
en+1
−→ kn into a distinguished triangle
kn+1
en+1
−→ kn
cn−→ Cn
δn−→ Σkn+1
and denote θn : Cn → ΣCn+1 the composite δncn. The situation is summarized in
the following diagram.
. . .
en+2 // kn+1
en+1 //
cn+1

kn
en //
cn

kn−1
en−1 //
cn−1

. . . // K
. . . Cn+1
θn+1
oo❴ ❴ ❴ ❴ ❴
δn+1
aa❈
❈
❈
❈
❈
❈
❈
Cn
θn
oo❴ ❴ ❴ ❴ ❴
δn
aa❈
❈
❈
❈
❈
❈
❈
Cn−1
θn−1
oo❴ ❴ ❴ ❴ ❴
δn−1
aa❈
❈
❈
❈
❈
❈
❈
. . .
θn−2
oo❴ ❴ ❴ ❴ ❴
where a dotted arrow from X to Y represents a map X → ΣY .
For the application, we consider a tower k• over K, when the object K
∗ is
completely understood. Our goal is to exhibit a property of the tower which enables
us to compute explicitly k∗• . We now introduce this key property.
Definition 1.5. (1) Let k• be a tower over an object K. For an integer n,
define
Tn(k•) = Ker(f
∗
n : k
∗
n → K
∗).
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(2) We say that k• has the detection of height h and level n (for the functor
(−)∗, if there is an ambiguity) if the morphism
Tn(k•)→ Coker(e
∗
n+1e
∗
n+2 . . . e
∗
n+h : k
∗
n+h → k
∗
n)
is injective. We say that k• has the detection of height h if k• has the
detection of height h and level n for all n ∈ Z.
Notation 1.6. Let R be a ring, M a R-module and x ∈ R. Denote
• Γx(M) the x-torsion sub-module of M ,
• coΓx(M) the cokernel of the map Γx(M) →֒M .
Example 1.7. Let k be a ring spectrum and x ∈ kd. Then, multiplication by x gives
a tower over
K = k[x−1] := hocolim
n→∞
Σ−ndk :
. . .
x // Σ(n+1)dk
x //
,,❳❳❳❳❳
❳❳❳
❳❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
Σndk
x //
**❯❯❯
❯❯❯
❯❯
❯❯❯
❯❯
❯❯❯
❯❯
❯❯
Σ(n−1)dk
x //
$$■■
■■
■■
■■
■■
. . .
K.
Let X be a spectrum, and consider detection properties with respect to the exact
functor [X,−]∗. The graded abelian group Tx(Σ
dk∗•(X)) is then exactly a shift of
Tx(k
∗(X)). It is easy to see that detection of height h for this tower is equivalent
to Ker(xh : k∗+hd(X)→ k∗(X)) ⊂ Γx(k
∗(X)) being an isomorphism.
Lemma 1.8. Let h ≥ 0 and n ∈ Z. If a tower k• over K satisfies the detection of
height h at level n, then it also satisfies the detection of height (h+ 1) at level n.
Proof. Consider the commutative diagram
Tx(k
∗
n)
  //
f
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
k∗n

Coker(e∗n+1e
∗
n+2 . . . e
∗
n+h+1)
π // // Coker(e∗n+1e
∗
n+2 . . . e
∗
n+h).
If k• satisfies the detection of height h, then π ◦ f is injective, so f is also injective.

Remark 1.9. The case h = 1 already appeared in the literature. Let X be an object
of T . The property of detection of height 1 at level n for the functor [X,−]∗ in our
sense is equivalent to the detection property of level n detection for X as defined
in [Pow12, Definition 2.2].
1.2. Checking detection of height h for low h. Our next objective is to provide
some tools to prove detection properties. We are mainly interested in h = 1 and 2.
Notation 1.10. Let k• be a tower over K and denote simply Tn = Tn(k
∗
•). Our
first tool is some natural filtration of Tn.
Definition 1.11. Let F 0n(k
∗
•), F
1
n(k
∗
•) and F
2
n(k
∗
•), or simply F
0
n , F
1
n and F
2
n if it
is clear by the context, the sub-quotients corresponding to the following filtration
of Tn:
0 
 // Ker(e∗n) ∩ Im(e
∗
n+1)
  //

Ker(e∗n)
  //

Tn

F 0n F
1
n F
2
n
.
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Proposition 1.12. With Notation 1.10, the following properties are satisfied.
(1) The injection Ker(e∗ne
∗
n+1) ⊂ Tn+1 induces a monomorphism
ιn+1 : F
0
n →֒ F
2
n+1
e∗n+1x 7→ [x].
(2) The tower k• satisfies the detection of height 1 at level n if and only if
F 2n = 0.
(3) The tower k• satisfies the detection of height 1 at level n if and only if
F 0n = 0.
(4) The tower k• satisfies the detection of height 2 at level n if and only if the
maps ιn are isomorphisms.
Proof. The map in+1 is well defined by construction of F
2
n+1. The rest of the first
assertion is clear.
Detection of height 1 is equivalent to Tn ∩ Im(e
∗
n) = 0 for all n. Clearly this
is equivalent to both Tn = Ker(e
∗
n) and Ker(e
∗
n) ∩ Im(e
∗
n) = 0. This proves the
second and third points.
We now prove the last point. First, if some map in is not an isomorphism, then
let x ∈ Tn such that [x] ∈ F
2
n is not in the image of in. Then e
∗
n+1e
∗
n(x) 6= 0, so k•
does not satisfies detection of height 2 at level n. Conversly, if the tower satisfies
detection of height 2, then ∀n, any x ∈ F 2n is the image of e
∗
nx ∈ Ker(e
∗
n−1)∩Im(e
∗
n)
by ιn, so ιn is surjective. 
1.3. Pushing the detection property along morphisms of towers.
Lemma 1.13. Let i•, j• and k• be three towers. Suppose given two morphisms
f• : i• → j• and g• : j• → k• of towers over some object K of T . This provides a
commutative diagram
. . .
en+2 // in+1
en+1 //
fn+1

in
en //
fn

in−1
en−1 //
fn−1

. . .
. . .
e′n+2 // jn+1
e′n+1 //
gn+1

jn
e′n //
gn

jn−1
e′n−1 //
gn−1

. . .
. . .
e′′n+2 // kn+1
e′′n+1 // kn
e′′n // kn−1
e′′n−1 // . . .
where the columns are cofiber sequences.
If the tower i• satisfies detection of height hi, and the tower k• satisfies detection
of height hk, then the tower j• satisfies detection of height (hi + hk).
Proof. The proof is a diagram chase.
Let x ∈ Tn(j
∗
•). Then g
∗
n(x) ∈ Tn(k
∗
•), so e
′′∗
n−hk+1 . . . e
′′∗
n(g
∗
n(x)) = 0 by
the detection of height hk for the tower k•. By exactness of (−)
∗, the element
e′∗n−hk+1 . . . e
′∗
n(x) comes from i
∗
n−hk+1
. Now, the morphism f• is over K, so
x ∈ Tn(j
∗
• ) implies that e
′∗
n−hk+1
. . . e′
∗
n(x) comes from an element y ∈ Tn−hk(i
∗
•).
By the detection of height hi for the tower i
∗
•, one has e
∗
n−hk−hi+1
. . . e∗n−hk(y) = 0.
By commutativity of the diagram given in the lemma, we have
e′
∗
n−hk−hi+1 . . . e
′∗
n(x) = 0.
This concludes the proof. 
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The following proposition is an important consequence of lemma 1.13. The situ-
ation considered in the proposition is inspired by the isotropy separation sequence
in equivariant stable homotopy theory.
Proposition 1.14. Let E, E˜ : T → T two exact functors and
E → idT → E˜
a natural distinguished triangle. Let k• be a tower over K. Suppose moreover that
EK → K is the identity, and that E˜en is trivial for all n ∈ Z. Then if the tower
E(k•) satisfies the detection of height h, k• satisfies the detection of height (h+1).
Proof. Consider the tower E˜k• as a tower over K with the trivial maps E˜kn → K.
Then the morphism of towers k• → E˜k• induced by the natural transformation
idT → E˜ is a morphism over K because E˜en = 0 for all n.
Now, E˜k• satisfies trivially the detection of height 1 because Tn(E˜k
∗
•) = E˜k
∗
n =
Coker(E˜e∗n+1). The proposition is now a consequence of lemma 1.13. 
1.4. Detection as a computational tool. We now show how the detection of
height 2 for a tower k• helps to gain control over the objects k
∗
• . Recall that, for
all n ∈ Z, we have have defined a filtration of k∗n of length four in the last section.
Definition 1.15. Let φn denote Im(f
∗
n : k
∗
n → K
∗).
We will now give as much information as possible about each sub-quotients of
k∗n. Although the computation is not complete in the general case, it is sufficient
for our application.
Theorem 1.16. Let k• be a tower over K and n ∈ Z.
(1) The map cn induces an isomorphism
F 1n
∼
−→ Im(θ∗n−1 : C
∗
n−1 → (ΣCn)
∗).
(2) There is a chain complex
F 2n
  c
∗
n // Ker(θ
∗
n)
Im(θ∗
n−1)
δ∗n // // ΣF 0n+1,
where the first morphism is induced by cn and the second one is induced by
δn, and whose homology is isomorphic to
φn
φn+1
.
(3) Suppose that k• satisfies detection of height 2. Then the previous chain
complex is isomorphic to
F 2n
  c
∗
n // Ker(θ
∗
n)
Im(θ∗
n−1)
ιn+2δ∗n // // ΣF 2n+2.
Proof. (1) By exactness, Ker(e∗n) = Im(δ
∗
n−1), giving a morphism
Ker(e∗n) = Im(δ
∗
n−1)
c∗n−1
−→ Im(θ∗n−1),
which is surjective by definition. Its kernel is precisely Im(e∗n+1)∩Ker(e
∗
n).
(2) By exactness, Ker(e∗n) = Im(δ
∗
n−1), so c
∗
n gives a well-defined map
Tn
Ker(e∗n)
c∗n−→
Ker(θ∗n)
Im(θ∗n−1)
.
The second arrow is well-defined because δ∗n ◦ θ
∗
n−1 = 0. To conclude the
proof of (2), we will construct a map
ψ : Φn/Φn+1 → Ker(δ∗n)/Im(c
∗
n)
and show it is injective and surjective.
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Let [f∗n(x)] ∈ Φn/Φn+1 where x ∈ k
∗
n(X). By construction, c
∗
n(x) ∈
Ker(δ∗n) ⊂ Ker(θ
∗
n), so c
∗
n(x) defines a class [c
∗
n(x)] ∈
Ker(θ∗n)
Im(θ∗
n−1)
. Moreover,
by exactness, δ∗n ◦ c
∗
n = 0, so [c
∗
n(x)] ∈ Ker(δn
∗
). Define ψ([f∗n(x)]) =
[c∗n(x)] ∈ Ker(δn
∗
)/Im(cn
∗).
This defines a morphism because for all t ∈ Tn and y ∈ Φn+1, we have
c∗n(t+ e
∗
ny) = c
∗
n(t) ∈ Im(c
∗
n).
• Injectivity: let [f∗n(x)] ∈ Φn/Φn+1 such that c
∗
n(x) ∈ Im(cn
∗). Then
∃t ∈ Tn and y ∈ k
∗
n+1 such that x = t + e
∗
n+1y. Thus [f
∗
n(x)] =
[f∗n(t+ e
∗
n+1y)] = [f
∗
n(e
∗
n+1y)] = 0.
• Surjectivity: let [y] ∈ Ker(δn
∗
)/Im(cn
∗), where y ∈ Ker(δ∗n). By
exactness ∃x ∈ k∗n such that c
∗
n(x) = y. Then [f
∗
n(x)] is a preimage of
[y].
(3) This is a consequence of (2) and the isomorphism provided by the third
point of Proposition 1.12.

Remark 1.17. Let k• be a tower obtained as in Example 1.7, satisfying the detection
of height 2. Then there is an isomorphism
ΣF 2n+2
∼= Σ1+2|x|F 2n .
Thus the third point of Theorem 1.16 gives a strong condition on
Ker(θ∗n)
Im(θ∗
n−1)
in this
case.
2. The slice tower for K-theory with reality
In this section, we recall the tower we are interested in, and give an interpretation
of the various constructions of section 1. The point of this section is also to identify
explicitly the central term of the chain complex of Theorem 1.16 when the tower
under consideration is the slice tower of periodic K-theory with reality, with respect
to the functor [BV,−]⋆Q : QSH → B
RO(Q), which associates to a Q-equivariant
spectrum E the RO(Q)-abelian group E⋆Q(BV ). This is the abelian group H
⋆(V )
of Notation 2.13.
2.1. Conventions for Q-equivariant stable homotopy theory.
2.2. Equivariant stable homotopy theory and Mackey functors. We refer
to [MM02] for the constructions and definitions in the equivariant stable homotopy
category. WhenX,Y are equivariant objects, the symbol [X,Y ]⋆Q will always denote
the abelian group of Q-equivariant maps, as opposed to the more structured object
[X,Y ]⋆, which is a Mackey functor as we will see in this section.
Notation 2.1. Let QT be the category of Q-spaces and QH its homotopy cate-
gory with respect to the usual fine model structure, where weak equivalences (resp.
cofibrations) are maps which are non-equivariant weak equivalences (resp. cofi-
brations) on all fixed points. This category is called the Q-equivariant homotopy
category.
We now define the spheres and suspension functors we need to set up the equi-
variant stable homotopy category.
Definition 2.2. A representation sphere is a pointed Q-space of the form SW (the
one point compactification of W ), for W an orthogonal representation of Q.
Forcing the suspension functors ΣW = SW ∧ (−) to be invertible up to weak
equivalence, for all orthogonal representationW , yields the category ofQ-equivariant
spectra, denoted QSp.
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Since the functors SW ∧ (−) are now weakly invertible in the equivariant stable
homotopy category, one point compactification assembles to a nice functor S(−),
from RO(Q) to QSH.
Notation 2.3. Let M be the category of Mackey functors and natural transfor-
mations between them. Let MRO(Q) be the category of RO(Q)-graded Mackey
functors.
The interested reader can consult [FL04] for Mackey functors and the relationship
between Mackey functors and equivariant stable homotopy theory. In the particular
case where the ambient group is Q, we have the following convenient graphical
representation.
Notation 2.4. Let M be a Mackey functor. Let θM :Me →Me the action of the
non-trivial element of Q on Me, we represent M by the following diagram:
MQ
ρM
		
Me.
τM
II
Observe that, since θM = ρMτM − 1 this diagram suffices to determine M , and in
particular the action of Q on Me.
Let X,Y be Q-spectra. The stable homotopy classes of morphisms [X,Y ]⋆ is
naturally a RO(Q)-graded Mackey functor.
With the previous notations, [−,−]⋆ defines a functor
QSHop ×QSH →MRO(Q).
Definition 2.5. Let E be a Q-spectrum. The homotopy Mackey functor of E is
by definition the RO(Q)-graded Mackey functor π⋆(E) := [S
0, E]⋆.
Proposition 2.6. The Q-equivariant Postnikov tower defines a t-structure on the
Q-equivariant stable homotopy category whose heart is isomorphic to the category
M of Mackey functors for the group Q. In particular, one has an Eilenberg-
MacLane functor
H :M→ QSH
which sends a short exact sequences of Mackey functors to a distinguished triangle
of Q-equivariant spectra.
Proof. This proposition summarize the results of [LMSM86, Proposition I.7.14] and
[Lew95, Theorem 1.13] in the particular case of the group with two elements. 
Definition 2.7. Denote Z the Mackey functor
Z
=
		
Z
2
HH
and F the Mackey functor
F
=
		
F.
0
HH
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Remark 2.8. The Mackey functors whose restrictions are monomorphisms in gen-
eral, and F, Z in particular, play a special role in this context. One reason is
that equivariant Eilenberg-MacLane spectra with coefficients in constant Mackey
functors are exactly the 0th-slices (see [HHR09, Proposition 4.47]). Moreover
HZ = Cofiber(P 1(S0) → S0) with the notations of loc cit, by [HHR09, Corol-
lary 4.51].
Proposition 2.6 provides a distinguished triangle
HZ
×2 // HZ
p

HF
∂
aa❉
❉
❉
❉
Definition 2.9. Denote Q0 : HF → HF the composite Σp ◦ ∂. It defines a coho-
mology operation satisfying Q20 = 0.
2.3. Connective K-theory with reality and equivariant Milnor operations.
Recall that Atiyah [Ati66] defined a Q-equivariant cohomology theory called K-
theory with reality, which is represented by the Q-equivariant spectrum indexed
over a complete universe denoted KR. Let kR be its connective cover.
Dugger studies in [Dug03, p.21] the slice tower for KR. His results are summa-
rized in the following proposition.
Proposition 2.10 ([Dug03, Theorem 1.5]). There is an equivariant lift of the
complex Bott map v1 in degree (1 + α) such that the slice tower of KR is the
following tower over KR:
. . .
v1 // Σ(n+1)(1+α)kR
v1 //

Σn(1+α)kR
v1 //

Σ(n−1)(1+α)kR
v1 //

. . .
. . . Σ(n+1)(1+α)HZ
Q1
oo❴ ❴ ❴
δn+1
ff▲
▲
▲
▲
▲
▲
Σ(n)(1+α)HZ
Q1
oo❴ ❴ ❴
δn
hh◗
◗
◗
◗
◗
◗
◗
Σ(n−1)(1+α)HZ
Q1
oo❴ ❴ ❴
δn−1
hh◗
◗
◗
◗
◗
◗
◗
. . .
Q1
oo❴ ❴ ❴
where HZ is the Eilenberg-MacLane spectrum with coefficients the constant Mackey
functor Z, and Q1 is some degree 2 + α map.
Lemma 2.11. There is a cohomology operation Q1 of degree 2+α such that Q1 is
the unique integral lift of Q1. Moreover Q0 and Q1 generates an exterior sub-algebra
of the Q-equivariant Steenrod algebra.
Proof. If such a lift exists, then it is unique since there is only one nonzero operation
in this degree by the results of Hu and Kriz [HK01].
Now, the map Q1 : HZ → Σ2+αHZ commutes with multiplication by two, so
there exists Q1 completing
HZ
×2 //
Q1

HZ
p //
Q1

HF
∂ // ΣHZ
Q1

Σ2+αHZ
×2 // Σ2+αHZ
p // Σ2+αHF
∂ // Σ3+αHZ
into a map of distinguished triangles. This proves the first point. The commutation
of the squares involving the maps p and ∂ into the resulting commutative diagram
concludes the proof. 
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Definition 2.12. Define E the subalgebra ΛF(Q0,Q1) of the Q-equivariant Steen-
rod algebra. Define also Λ0 and Λ1 as the exterior algebras over F generated by Q0
and Q1 respectively.
Let V be an elementary abelian 2-group. One wants to understand kR⋆(BV ) as
a Mackey functor. In order to use the results of section 1, i.e. to prove a detection
property and to make the actual computation, we need to understand the action
of Q1 on HZ
⋆
Q(BV ), and in particular the Margolis homology with respect to Q1:
Ker(Q1 : HZ
⋆
Q(BV )→ HZ
⋆+2+α
Q (BV ))
Im(Q1 : HZ
⋆−2−αQ(BV )→ HZ⋆Q(BV ))
.
Notation 2.13. Denote H⋆Q(V ) the abelian group
Ker(Q1 : HZ
⋆(BV )Q → HZ
⋆+2+α(BV )Q)
Im(Q1 : HZ
⋆−2−α(BV )Q → HZ
⋆(BV )Q)
.
Now, the multiplication by 2 on BV is nulhomotopic, so the long exact sequence
. . . // HZ⋆Q(BV )
×2 // HZ⋆Q(BV ) // HF
⋆
Q(BV ) // . . .
is split and HZ⋆Q(BV ) = Ker(Q0 : HF
⋆
Q(BV ) → HF
⋆+1
Q (BV )). Thus H
⋆(V )
depends only on the E-module structure of HF⋆Q(BV ). The determination of this
structure is our next objective.
3. The action of E on the cohomology of non-equivariant spectra
This section is independent from the rest of the paper. The aim here is to under-
stand the action of the equivariant Milnor derivations Q0,Q1 on the cohomology of
Q-spectra, and especially to have an explicit description of this action for spectra
induced from non-equivariant ones.
The main results of this section are the Cartan formulae in equivariant coho-
mology in Corollary 3.11, and the comparison between the action of the Steenrod
algebra on the cohomology of a non-equivariant spectrum and the action of the
equivariant Steenrod algebra on its equivariant cohomology in Theorem 3.14.
3.1. Recollections and observations about the coefficient ring for equi-
variant cohomology. In order to be self-contained, we recall the structure of the
coefficient ring for HF-cohomology. The computation is done in [FL04] where it
is attributed to Stong. The case we are interested in here is also given in [HK01,
p.371].
Notation 3.1. There are two particular elements in the cohomology of the point:
the Euler class of the map S0 →֒ Sα, denoted a, and the orientation class for the sign
representation, denoted σ−1. These elements are in HFα and HFα−1 respectively.
Proposition 3.2. The RO(Q)-graded Mackey functor HF⋆ is represented in the
following picture. The symbol • stands for the Mackey functor
Q
		
0,
II
and L stands for
Q
0
		
Q.
=
II
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A vertical line represents the product with the Euler class a. This product induces
one of the following Mackey functor maps:
• the identity of •,
• the unique non-trivial morphism F→ •,
• the unique non-trivial morphism • →֒ F.
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We finish this subsection by a lemma about Mackey functors, relating the Z[a]-
module structure on ([−,−]⋆)Q with the RO(Q)-graded Mackey functor structure
of [−,−]⋆.
Lemma 3.3. Let E be a Q-spectrum such that 2a acts trivially on EQ⋆ .
(1) Im(a) = Ker(ρ) where ρ is the restriction of the Mackey functor E⋆.
(2) Ker(a) = Im(τ) where τ is the transfer.
Proof. These are consequences of the existence of the long exact sequence associated
to the distinguished triangle
Q+ → S
0 → Sα
in the stable Q-equivariant category.
(1) Apply the exact functor [−,Σ−⋆E]e to the triangle. We have:
[Sα,Σ−⋆E]e // [S0,Σ−⋆E]e // [Q+,Σ−⋆E]e
π⋆+α(E)e
a // π⋆(E)e
ρ // π⋆(E)Q
where lines are exact. The first point follows.
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(2) Apply the exact functor [S⋆, (−) ∧ E]e to the triangle. We have:
[S⋆, Q+ ∧ E]e // [S⋆, E]e // [Σ⋆−α, E]e
π⋆(E)Q
τ // π⋆(E)e
a // π⋆(E)e
where lines are exact. The second point follows.

3.2. Cartan formulae in E for the HF⋆-module structure. Recall that Hu
and Kriz computed a presentation of the Q-equivariant modulo 2 dual Steenrod
algebra A⋆ := (HF
Q
⋆ HF) from which we can deduce the following result.
Proposition 3.4. The HFQ⋆ -module (HF
Q
⋆ HF) is free over
BM := {Πi,jτ
ǫi
i ξ
n(j)
j , n(j) ∈ N, ǫ(i) ∈ {0, 1}},
where the gradings are |τi| = (2
i − 1)(1 + α) + 1 and |ξi| = (2
i − 1)(1 +α). We call
BM the monomial basis of (HF⋆HF)e.
Proof. We show that the HFQ⋆ -module morphism
φ : HF⋆{BM} → A⋆
is an isomorphism.
Let R be the ideal generated by aτk+1 + ηR(σ
−1)ξk+1 − τ
2
k for k ≥ 0 so that
A⋆ ∼= HF
Q
⋆ [ξi+1, τi|i ≥ 0]/R.
• Surjectivity: surjectivity follows from the definition of BM. Let ξi11 . . . ξ
in
n τ
j1
0 . . . τ
jm
m
be an element of BM. For all k such that jk ≥ 2, write
ξi11 . . . ξ
in
n τ
j1
0 . . . τ
jm
m ≡ ξ
i1
1 . . . ξ
in
n (Πk|jk≤1τjk)(Πk|jk≥2τ
jk−2
k (aτk+1 + ηR(σ
−1)ξk+1)
modulo R. By induction over max{jk}, there is an element of HF
Q
⋆ {BM}
whose image by φ is ξi11 . . . ξ
in
n τ
j1
0 . . . τ
jm
m .
• Injectivity: this is shown analogously to the non-equivariant odd case.
First, see that Ker(φ) ∼= HFQ⋆ {BM} ∩ R. But for all 0 6= r ∈ R,
∃i1, . . . , in, j1, . . . , jk and ∃k ≥ k0 ≥ 0 such that jk ≥ 2 and prHF⋆
Q
ξ
i1
1 ...ξ
in
n τ
j1
0 ...τ
jm
m
(r) 6=
0. By definition of BM, HFQ⋆ {BM} ∩R = 0.

To set up the Cartan formulae, we need to refine the previous result a little.
Corollary 3.5. There is an isomorphism of Mackey functors
HF⋆(HF) ∼=
⊕
b∈BM
Σ|b|HF⋆.
Proof. Proposition 3.4 gives a map∨
b∈BM
S|b| → HF ∧HF.
By adjunction, we get a map of HF-modules
φ :
∨
b∈BM
Σ|b|HF→ HF ∧HF.
By Proposition 3.4, this is an equivalence in fixed points, and this is clearely an
equivalence of underlying non-equivariant spectra. Consequently, φ is a weak equiv-
alence, so it induces an isomorphism of RO(Q)-graded Mackey functors. 
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We recall the following result of Boardman.
Definition 3.6 ([Boa95, Definitions §10 and Definition 11.11]). (1) LetA⋆ be
a monoid in the category of H-bimodules. A Boardman module over A⋆ is
a RO(Q)-graded filtered H-module M , which is complete and Hausdorff,
and a continuous H-module morphism λ : A⋆ ⊗
(r,l)
M → M making the
appropriate coherence diagram commute.
(2) Let A⋆ be a RO(Q)-graded Hopf algebroid. A Boardman A⋆-comodule is
a RO(Q)-graded filtered H-module M , which is complete and Hausdorff,
together with a continuous H-module morphism ρ : M → M ⊗ˆ
(l,l)
A⋆, where
the action of H on M ⊗ˆ
(l,l)
A⋆ is defined by h(m ⊗ s) = m ⊗ ηR(h)s, for
m⊗ s ∈M ⊗ˆ
(l,l)
A⋆ and h ∈ H .
Proposition 3.7 ([Boa95, Theorem 11.13]). Suppose that A⋆ is a free Boardman
H-module, and denote A⋆ = HomH-mod(A⋆, H). Then, the category of Boardman
A⋆-modules is equivalent to the category of Boardman A⋆-comodules.
Now, we turn to the most important result of this section. Recall that, for a ring
Q-spectrum E, the pair (EQ⋆ , E
Q
⋆ E) has a natural Hopf algebroid structure.
Theorem 3.8. Denote
• A⋆ = (HF⋆Q(HF))
• A⋆ = (HF
Q
⋆ (HF)).
Then, , the category of Boardman A⋆-modules is equivalent to the category of Board-
man A⋆-comodules.
Proof. There are two distinct parts to the proof. Firstly, Proposition 3.5 gives the
freeness of HF ∧ HF as a HF-module, so that we have an explicit isomorphism,
say φ, between HF ∧ HF and a sum of shifts of HF. Consequently, we have an
isomorphism
A⋆ = (HF⋆Q(HF))
= [HF, HF]⋆Q
∼= (HomHF-mod(HF ∧HF, HF))
⋆
Q
φ∗
∼= (HomHF-mod(
∨
x∈BM
Σ|x|HF-mod,HF))⋆Q
= HomHF⋆
Q
((HFQ⋆ HF), HF
⋆
Q)
= HomHF⋆
Q
(A⋆, HF
⋆
Q).
Secondly, Proposition 3.4 allows us to apply Boardman’s result: Proposition
3.7, for H = HF⋆Q and A⋆ = (HF
Q
⋆ (HF)). The first point of this proof gives the
identification A⋆ = (HF⋆Q(HF)), and concludes the proof. 
We conclude this section by exhibiting some equivariant Cartan formulae using
Theorem 3.8.
Definition 3.9. For x ∈ A⋆, denote x
∨ ∈ A⋆ the dual of x, that is the preimage of
x by the isomorphism A⋆ ∼= HomHF⋆
Q
(A⋆, HF
⋆
Q) described in the proof of Theorem
3.8.
Proposition 3.10. (1) For all h ∈ HF⋆Q, ηR(h) =
∑
h′∈HF⋆
Q
,x∈A⋆
(x∨h)x.
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(2) Let M be a Boardman A⋆-module and x∨ ∈ A⋆. Define x′i and x
′′
i in A⋆ by∑
i≥0
x′i ⊗ x
′′
i =
∑
h,y,z|prx(yz)=ηR(h)x
hy ⊗ z ∈ A⋆
where the second sum is over h ∈ HFQ⋆ and y, z in BM. Then, for all
h ∈ HF⋆Q and m ∈M ,
x(hm) =
∑
i≥0
x′i(h)x
′′
i (m).
Proof. Recall Proposition 3.7, which gives the formula λ(m) =
∑
x∈BM x
∨m⊗ x.
Denote the structure morphism in the following way
• µ : A⋆ ⊗M → M for the Boardman A⋆-module structure on M , and xm
for the x ∈ A⋆ action on m ∈M .
• λ :M →M⊗ˆA⋆ for the Boardman A⋆-comodule on M , defined by Propo-
sition 3.7. In particular, it is a Boardman HF⋆Q-module morphism, and the
action of HF⋆Q on M ⊗A⋆ is induced by ηL.
Let m ∈M and h ∈ HF⋆Q. Write ηR(h) =
∑
i≥0 h
′
ixh,i. Then,∑
x
x∨(hm)⊗ x = λ(hm)
=
[∑
x
(x∨m⊗ x)
]
h
=
∑
x
x∨m⊗ ηR(h)x
=
∑
i,m′,x|x∨m=m′
m′ ⊗ xh′ixh,i
=
∑
i,m′,x|x∨m=m′
h′im
′ ⊗ xxh,i.
In particular, for M = HF⋆Q and h = 1, one has
∑
x x
∨(m) ⊗ x =
∑
x x
∨(1) ⊗
ηR(m) = 1⊗ ηR(m), this gives the first point.
We prove the second point. By (1), we rewrite the sum
λ(hm) =
∑
i,m′,x|x∨m=m′
h′im
′ ⊗ xxh,i =
∑
x,x′∈BM
x′∨(h)x∨(m)⊗ xx′,
thus, for y∨ ∈ A⋆, y(hm) =
∑
pry(xx′)=ηR(h′)y
h′x∨(h)x′∨(m). 
We now turn to the particular algebra generated by Q0 and Q1. First, the
operation Q1 being build as a Bockstein coming from an exact couple, it has trivial
square. Thus, it is the only element of A⋆ satisfying this property: τ∨1 in the
notations of [HK01]. The operation Q0 correspond to τ∨0 , the only non trivial
operation in degree one. We deduce two important corollaries from the previous
proposition.
Corollary 3.11 (Cartan formulae). Let X be a Q-spectrum, x ∈ HF⋆Q(X) and
h ∈ HF⋆Q. Then
• Q0(hx) = Q0(h)x+ hQ0(x),
• Q1(hx) = Q1(h)x+ aQ0(h)Q0(x) + hQ1(x).
Proof. Follows from the proposition, and the identification τ∨0 = Q0 and τ
∨
1 =
Q1. 
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Corollary 3.12. Let k, n ≥ 0.
(1) For i = 0 and 1, the operation Qi induce a F[a]-module morphism on the
HF-cohomology of any Q-spectrum.
(2) Q0(akσ−n) =
{
ak+1σ−n+1 if n odd
0 if n even
(3) Q0(a−kσn) =
{
a−k+1σn+1 if n even
0 if n odd
(4) Q1(akσ−n) =
{
ak+3σ−n+2 if n is 2 or 3 modulo 4
0 if n is 0 or 1 modulo 4
(5) Q1(a−kσn) =
{
ak+1σ−n+1 if n is 2 or 3 modulo 4
0 if n is 0 or 1 modulo 4
Proof. • We know that ηR(a) = a by [HK01, Theorem 6.41]. But ηR is a ring
morphism. The first point now follows from Proposition 3.10.
• We compute ηR(a
kσ−n) modulo (ξ1, ξ2, . . .). As τ
2i
0 = a
2iτi modulo this
ideal, one has ηR(a
kσ−n) = akηR(σ
−n) = ak(σ−1+aτ0)
n = ak
∑n
i=0
(
n
i
)
σ−n+iaiτ i0
and in particular, the coefficient in front of τi is
(
n
2i
)
ak+2
i+1−1σ−n+2
i
. The
assertions (2) and (4) now follows.
• For (3) and (5), we apply Cartan’s formula to the equality 0 = σ−n+1a−kσn
where the product on the right hand side is considered as the action ofHF⋆Q
on itself via its ring structure. One finds
0 = Q0(σ
−n+1a−kσn)
= Q0(σ
−n+1)a−kσn + σ−n+1Q0(a
−kσn)
now (2) gives (3). At last,
0 = Q1(σ
−n+1a−kσn)
= Q1(σ
−n+1)a−kσn + aQ0(σ
−n+1)Q0(a
−kσn) + σ−n+1Q1(a
−kσn)
now, (2) and (4) together gives (5).

3.3. Equivariant cohomology of non-equivariant spectra. Recall that A(1)
denotes the sub-algebra of the non-equivariant modulo 2 Steenrod algebra generated
by the first two Steenrod squares Sq1 and Sq2.
Definition 3.13. Define
R : A(1)-mod→ E-mod
by the following formulae:
• forM ∈ A(1)-mod, R(M) = HF⋆Q⊗FM as a RO(Q)-graded F-vector space,
• for all x ∈M , Q0(x) = Sq1(x) ∈ R(M),
• for all x ∈M , Q1(x) = aSq2(x) + σ−1Q1(x) ∈ R(M),
• the action of Q0 and Q1 satisfies the Cartan formulae.
The following result gives a strikingly powerful tool that relates the category of
A(1)-modules to the category of modules over the exterior algebra generated by Q0
and Q1.
Theorem 3.14. Let HF⋆ ⊗ (−) : F-modZ → HF⋆-mod, where HF⋆-mod denotes
the category of HF⋆-modules in MRO(Q), be the extension of scalars functor. Then
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the following diagram is commutative up to natural isomorphism
SH //
HF∗

QSH
HF⋆

F-modZ
HF⊗(−)
// HF⋆-mod
where the top arrow is the inflation functor.
Moreover, this refines to the following commutative diagram up to natural iso-
morphism
SH //
HF∗

QSH
HF⋆

A(1)-mod
R
// E-mod
Proof. We first show the commutativity of the first diagram. The fixed points
spectrum of HF is HF. The left adjoint of the functor SH → QSH is the fixed
points (−)Q : SH → QSH, so there is an isomorphism of Z-graded abelian groups
HF∗Q(X) = [X,Σ
∗HF] ∼= [X, (Σ∗HF)Q] = HF∗(X),
and thus a morphism f : HF⋆⊗FHF∗(X)→ HF
⋆(X). This natural transformation
of cohomology theories is an isomorphism for X = S0.
Observe that Q0 and Q1 define, via the commutativity of the first diagram, two
natural maps
Q0 : HF
∗
Q → HF
∗+1
Q ,
and
Q1 : HF
∗
Q → HF
∗+2+α
Q
∼= aHF∗+2Q ⊕ σ
−1HF∗+3Q .
Now, by naturality, these gives non-equivariant modulo 2 Steenrod operations y0
and y1,y
′
1 in degrees 1, 2 and three respectively, such that, for all non-equivariant
spectrum X , and all x ∈ HF∗(X) ⊂ HF⋆(X)Q,
Q0(x) = y0(x)
and
Q1(x) = ay1(x) + σ
−1y′1(x).
We determine these operations.
The only non-trivial operation possible for y0 is Sq
1, for dimensional reasons,
this concludes the first identification, because Q0 6= 0.
There exists ǫ1, ǫ2, ǫ3 ∈ F such that
Q1(x) = ǫ1aSq
2(x) + ǫ2σ
−1Sq2Sq1(x) + ǫ3σ
−1Sq1Sq2(x)
because these operations form a basis of the non-equivariant Steenrod algebra in
the appropriate dimension.
Now, at least one of the coefficients is non zero because Q1 is non trivial (e.g.
because KU is not split). We will determine the three coefficients using the com-
mutativity of Q0 and Q1 and the Cartan formulae. Recall the Adem relation
Sq2Sq2 = Sq1Sq2Sq1.
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Compute Q0Q1(x):
Q0Q1(x)
= Q0
(
ǫ1aSq
2(x) + ǫ2σ
−1Sq2Sq1(x) + ǫ3σ
−1Sq1Sq2(x)
)
= ǫ1aQ0Sq
2(x) + ǫ2Q0(σ
−1Sq2Sq1(x)) + ǫ3Q0(σ
−1Sq1Sq2(x)
= ǫ1aSq
1Sq2(x) + ǫ2aSq
2Sq1(x)) + ǫ2σ
−1Sq1Sq2Sq1(x) + ǫ3aSq
1Sq2(x)
= ǫ1aSq
1Sq2(x) + ǫ2aSq
2Sq1(x)) + ǫ2σ
−1Sq2Sq2(x) + ǫ3aSq
1Sq2(x)
= (ǫ1 + ǫ3)aSq
1Sq2(x) + ǫ2aSq
2Sq1(x)) + ǫ2σ
−1Sq2Sq2(x)
Compute Q1Q0(x):
Q1Q0(x)
= ǫ1aSq
2Sq1(x) + ǫ2σ
−1Sq2Sq1Sq1(x) + ǫ3σ
−1Sq1Sq2Sq1(x)
= ǫ1aSq
2Sq1(x) + ǫ3σ
−1Sq2Sq2
Now,Q1Q0(x) = Q0Q1(x), so ǫ1 = ǫ2 = ǫ3, thusQ1(x) = aSq2(x)+σ−1(Sq2Sq1+
Sq1Sq2)(x) = (aSq2 + σ−1Q1)(x).
This proves that both R(HF∗(X)) andHF⋆(X) satisfies the (2) and (3) of Defini-
tion 3.13. The two remaining properties for HF⋆(X) are the subject of the corollary
3.11 and the commutativity of the first diagram up to natural isomorphism. We
conclude by the unicity of a HF⋆Q-module and a E-module satisfying these four
properties. 
Remark 3.15. This is a particular case of a much more general situation studied
by the author in his PhD thesis [Ric13, Section 3]. Let, as before, A⋆ denotes the
Q-equivariant Steenrod algebra, and let A∗ denotes the non-equivariant Steenrod
algebra. Then, for any subalgebra B of the non-equivariant Steenrod algebra A∗,
there exists a sub-algebra X of the equivariant Steenrod algebra A⋆ and a functor
RXB : B-mod→ X -mod
such that the first commutative diagram of the previous theorem refines to
SH //
HF∗

QSH
HF⋆

B-mod
RXB
// X -mod.
The hope is that the structure of the category of modules over the subalgebra
A(n) of the Steenrod algebra can be seen through the eyes of a simpler subalgebra
of the equivariant Steenrod algebra.
3.4. Duality and the functor R. As E and A(1) are both Hopf algebras, the
categories E-mod and A(1)-mod have a F-linear duality functor
(−)∨ : E-modop → E-mod
and
(−)∨ : A(1)-modop → A(1)-mod,
defined via HomF(−,F).
We want to understand the relationship between R : A(1)-mod → E-mod and
these two duality functors. The principal result is the following.
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Proposition 3.16. The diagram
A(1)-modop
R

(−)∨ // A(1)-mod
R

E-modop
Σ2−2α(−)∨
// E-mod
commutes up to a natural isomorphism.
The key point is the case M = F, which correspond to the following lemma.
Lemma 3.17. The pairing
HF⋆Q ⊗HF
⋆
Q → Σ
2−2αF
h⊗ k 7→ πσ2 (hk)
induces a E-module isomorphism
w : HF⋆Q
≃
→ Σ2−2α(HF⋆Q)
∨.
This isomorphism satisfies the following formulae, for all m,n ≥ 0,
amσ−n 7→ πa−mσn+2
a−mσn+2 7→ πamσ−n
where, for h ∈ HF⋆Q, πh : HF
⋆
Q → F stands for the projection on h. Moreover, for
h, k, l ∈ HF⋆Q, w(hk)(l) = w(h)(kl).
Proof. The map w is a F-vector space isomorphism by Proposition 3.2. By corollary
3.12 we have
Qiwh = wQih
for i = 0 or 1 and for all h ∈ HF⋆Q.
The last assertion comes from the fact that the isomorphism is induced by the
pairing
HF⋆Q ⊗HF
⋆
Q → Σ
2−2αF
h⊗ k 7→ πσ2 (hk)
which is associative because it correspond to the natural product on HF⋆Q. 
Remark 3.18. This result is a consequence of a much more general result about
the relationship between the duality theory of Mackey functors and equivariant
Anderson duality in the Q-equivariant stable homotopy category. This relationship
was studied by the author in [Ric14].
Proof of Proposition 3.16. Recall Definition 3.13, which gives a F-vector space iso-
morphism RM ∼= HF⋆Q ⊗M . Consider the natural transformation ψ : R ◦ (−)
∨ →
Σ2−2α(−)∨ ◦R defined for all M ∈ A(1)-mod by
ψM (h⊗ f) = w(h) f
for all h ∈ HF⋆Q and f :M → F.
The morphism ψM is clearly a F-vector space isomorphism. It remains to show
that ψM is a E-module isomorphism.
Let h ∈ HF⋆Q and f :M → F ∈M
∨.
We first show the commutativity with the action of Q0:
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• Q0(h⊗ f) = Q0(h)⊗ f + h⊗ (f ◦Q0), thus ψM (Q0(h⊗ f)) = w(Q0(h))f +
w(h)(f ◦Q0),
• on the other hand, by Definition of the action of Q0, for all k ∈ HF
⋆
Q and
m ∈M , we haveQ0(ψM (h⊗f))(k⊗m) = ψM (h⊗f)(Q0(k⊗m)). Moreover,
ψM (h⊗ f)(Q0(k ⊗m)) = ψM (h⊗ f)(Q0(k)⊗m+ k ⊗Q0(m))
= w(h)(Q0(k))f(m) + w(h)(k)f(Q0(m))
= Q0(w(h))(k)f(m) + w(h)(k)(f ◦Q0)(m)
= w(Q0(h))(k)f(m) + w(h)(k)(f ◦Q0)(m),
where the last equality comes from the first assertion of Lemma 3.17.
We deduce from that Q0(ψM (h⊗ f)) = ψM (Q0(h⊗ f)).
We now show that ψM is a ΛF(Q1)-module morphism.
• By the Cartan formulae, Q1(h ⊗ f) = Q1(h) ⊗ f + aQ0(h) ⊗ (f ◦ Q0) +
ah ⊗ (f ◦ Sq2) + σ−1h ⊗ (f ◦ Q1), thus ψM (Q1(h ⊗ f)) = w(Q1(h))f +
w(aQ0(h))(f ◦Q0) + w(ah)(f ◦ Sq2) + w(σ−1h)(f ◦Q1),
• let k ∈ HF⋆Q and m ∈M , we have
Q1(ψM (h⊗ f))(k ⊗m)
= ψM (h⊗ f)(Q1(k ⊗m))
= ψM (h⊗ f)(Q1(k)⊗m+ aQ0(k)⊗Q0m+ ak ⊗ Sq
2m+ σ−1k ⊗Q1m)
= w(h)(Q1(k))f(m) + w(h)(aQ0(k))f(Q0m)
+w(h)(ak)f(Sq2m) + w(h)(σ−1k)f(Q1m).
But by the first assertion of Lemma 3.17, w(h)(Qik) = w(Qih)(k), for i = 0
or 1, and by the last assertion of Lemma 3.17, w(aQ0(h))(k) = w(Q0(h))(ak),
w(ah)(k) = w(h)(ak) and w(σ−1h)(k) = w(h)(σ−1k), thus
ψM (Q1(h⊗ f)) = Q1(ψM (h⊗ f)).
The result follows. 
4. The computation of H⋆(V ): the functor H⋆01
The aim of this section is to provide tools for the computation of H⋆(V ). The
main result of this section is Theorem 4.18 which enables a computation ofH⋆(V ) by
induction on the dimension of V . In the process, we exhibit a surprising relationship
between the stable categories of A(1)-modules and E-modules with an extra action
by HF⋆Q. This result is useful since E is simply an exterior algebra over F generated
by the two equivariant Milnor operations Q0 and Q1.
4.1. (E ,Λ0)-relative homological algebra. The aim of this section is to provide
tools to make accessible an explicit computation of H⋆(V ) from Notation 2.13, for
all V elementary abelian 2-group.
Let A be a unital ring and B ⊂ A a subring. Relative homological algebra, intro-
duced by Hochschild in [Hoc56], and studied in its general form by Eilenberg-Moore
in [EM65], consists in changing the model structure on the category of A-modules,
to one which neglect the homological properties of the underlying B-module.
The original paper of Hochschild [Hoc56] and the book of Enochs and Jenda
[EJ11] are good references for our use of relative homological algebra.
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Notation 4.1. Let Λ0 = ΛF(Q0) and Λ1 = ΛF(Q1).
For our purpose, we stick to the case of (E ,Λ0)-relative homological algebra.
Definition 4.2. We say that a sequence of E-modules
. . .→Mi
di→Mi−1 → . . .
is (E ,Λ0)-exact if it is an exact sequence of E-modules such that the underlying
sequence of Λ0-modules is split.
Remark 4.3. In particular, any short exact sequence
M →֒M ′ ։M ′′
such that M or M ′′ is free as a Λ0-module is an (E ,Λ0)-exact sequence.
All the usual notions of homological algebra, such as projectivity, injectivity, res-
olutions, are obtained by replacing the notion of exactness by this (E ,Λ0)-exactness.
Proposition 4.4. The classes consisting of (E ,Λ0)-injective E-modules and (E ,Λ0)-
projective E-modules coincide. Moreover, this common class is the one consisting
of E-modules of the form
E ⊗F VF ⊕ Λ1 ⊗F VT
for VF and VT some Z-vector spaces.
Thus, a E-module M is in this class if and only if it is of the form Λ1 ⊗M
′ for
some Λ0-module M
′.
Proof. This is an immediate consequence of [Hoc56, lemmas 1 and 2] 
Proposition 4.5. Let F : E-mod→ E-mod be an exact functor. Then F preserve
the (E ,Λ0)-projective E-modules if and only if, for all M ∈ E-mod, F (E ⊗Λ0 M) is
a (E ,Λ0)-projective E-module.
Proof. The implication ⇒ is clear.
For the other direction, letM be a (E ,Λ0)-projective E-module. Then, the canonical
projection
E ⊗Λ0 M ։M
is split, so F (M) is a summand of the (E ,Λ0)-projective E-module
F (E ⊗Λ0 M).
Thus, F (M) is (E ,Λ0)-projective. 
Corollary 4.6. • The complex I•F :
. . .
Q1→ Σ(n+1)|Q1|Λ1
Q1→ Σn|Q1|Λ1
Q1→ . . .
Q1→ Λ1 ։ F→ 0,
where all maps are induced by Q1 except the last one which is the surjection
Λ1 ։ F is a (E ,Λ0)-projective resolution of F.
• The complex P F• :
F →֒ Σ−|Q1|Λ1
Q1
→ Σ−2|Q1|Λ1 . . .
where all maps are induced by Q1 except the first one, which is F →֒ Λ1 is
a (E ,Λ0)-injective resolution of F.
• Let T •F be the periodic complex
. . .
Q1
→ Σ(n+1)|Q1|Λ1
Q1
→ Σn|Q1|Λ1
Q1
→ . . .
with Λ1 in degree 0. It is an (E ,Λ0)-exact complex.
Proof. Is is a consequence of Proposition 4.4. 
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The point of corollary 4.6 is that it gives functorial resolutions of any E-module
M , by tensoring up with I•F and P
•
F .
Corollary 4.7. • The functor I• := (−) ⊗ I
•
F defines a functorial (E ,Λ1)-
injective resolution in E-modules.
• The functor P• := (−) ⊗ P
F
• defines a functorial (E ,Λ1)-projective resolu-
tion.
• the functor T• := T
F
• ⊗ (−) has values in (E ,Λ0)-exact complexes of E-
modules. It is called the Tate complex functor, and, for an E-module M ,
T•(M) is called the Tate complex of M .
Proof. First, by Proposition 4.4, the complexes M ⊗ I•F and M ⊗ P
F
• contain only
(E ,Λ1)-injective and (E ,Λ1)-projective E-modules.
Moreover, the functor M ⊗− is exact, so these complexes are exact.
Finally, the functor UM ⊗− : Λ0-mod→ Λ0-mod, where U : E-mod→ Λ0-mod
stands for the forgetful functor, is an additive functor. Therefore the underlying
long exact sequences of Λ0-modules are split. 
Definition 4.8 ( [EJ11, section 8.1]). • Let F be a left (E ,Λ0)-exact func-
tor. Define the nth right (E ,Λ0)-derived functor of F , RnF , to beHn(F (I•)).
• Let G be a right (E ,Λ0)-exact functor. Define the nth left (E ,Λ0)-derived
functor of G, LnG, to be Hn(F (P•)).
For computational simplicity, we will now introduce a "Tate homology" version
of these functors.
Definition 4.9. Call Tate complex the functor T•. Let F : E-mod→ B be a right
(resp. left) (E ,Λ0)-exact functor.
For i ∈ Z, define the ith left (resp. right) Tate derived functor of F , L̂iF (resp.
R̂iF ) by L̂iF = Hi(F (T•(−)) (resp. R̂iF = Hi(F (T−•(−))).
There is the following comparison between the Tate derived functors and the
relative derived functors.
Proposition 4.10. (1) Let F : E-mod → B be a left (E ,Λ0)-exact functor,
then R̂iF is naturally isomorphic to RiF for all i ≥ 1.
(2) Let G : E-mod → B be a right (E ,Λ0)-exact functor, then L̂iF is naturally
isomorphic to LiF for all i ≥ 1.
(3) Let A→ B → C be a short (E ,Λ0)-exact sequence, then there are long exact
sequences of the form
. . .→ R̂iF (A)→ R̂iF (B)→ R̂iF (C)→ R̂i−1F (A)→ . . .
and
. . .→ L̂iF (A)→ L̂iF (B)→ L̂iF (C)→ L̂i+1F (A)→ . . . .
Proof. The two first points are consequences of the definition of T• and unicity of
relative derived functors. The third point is a consequence of the snake lemma. 
Definition 4.11 ( [EJ11, section 8.1]). (1) Define ExtiRel(−,−) : E-mod
op ×
E-mod→ E-mod as the (E ,Λ0)-derived functor of HomE(−, N).
(2) Define
TorReli (−,−) : E-mod× E-mod→ E-mod
as the (E ,Λ0)-derived tensor product.
As usual, the snake lemma provides long exact sequences in TorRel and ExtRel
induced by short (E ,Λ0)-exact sequences.
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4.2. An interpretation of H⋆01 in relative homological algebra. We now use
relative homological algebra to give a better interpretation of the functorH⋆01. First,
observe that the Cartan formulae 3.11 implies that H⋆(V ) has the structure of a
RO(Q)-graded F[a]-module. We want to explicit this structure as well. We start
by the study of a functor strongly related to H⋆.
Notation 4.12. Let A be a commutative ring and x ∈ A. Denote by
(1) Kerx the functor A-mod→ A-mod defined by the Kernel x,
(2) Imx the image of x,
(3) Cokerx = id/Imx.
Definition 4.13. Let H⋆01 : E-mod→ F-mod be the functor
H⋆01 = (KerQ1 ∩KerQ0)/(ImQ1 ◦KerQ0).
Of course, by definition, one has
(1) H⋆(V ) = H⋆01(R(HF
∗(BV ))).
We now develop several tools for the computation of H⋆01 in general, and apply
it to the particular E-module R(HF∗(BV )).
Proposition 4.14. There is an isomorphism
Ext0Rel(F,−) ∼= KerQ0 ∩KerQ1 ,
and, for all n ≥ 1, there are natural isomorphisms
H⋆01
∼= Σ−n|Q1|ExtnRel(F,−).
Proof. Consider the (E ,Λ0)-projective resolution of corollary 4.6. One has
HomE(F,−) = KerQ0 ∩KerQ1 ,
so Ext0Rel(F,−) ∼= KerQ0 ∩KerQ1 . Moreover, by adjunction,
HomE(Λ1,−) ∼= HomΛ0(F,−) ∼= KerQ0(−),
and precomposing by Q1 makes the diagram
HomE(Λ1,−)
Q
∗
1 //
∼=

HomE(Σ
|Q1|Λ1,−)
∼=

KerQ0(−)
Q1|KerQ0
// KerQ0(−)
commutative. Thus, for n ≥ 1,
ExtnRel(F,M) = KerQ1(KerQ0(Σ
−n|Q1|M))/Q1(KerQ0(Σ
−n|Q1|M)) = H⋆01(M).

There is the following comparison between the Tate derived functors (from
Proposition 4.10) and the relative derived functors.
Proposition 4.15. (1) For all n ∈ Z, there are natural isomorphisms R̂iHomE(F,−) ∼=
H
⋆−i|Q1|
01 .
(2) Let A → B → C be a short (E ,Λ0)-exact sequence, then, there is a long
exact sequence of the form
. . . H⋆01(A)→ H
⋆
01(B)→ H
⋆
01(C)→ H
⋆+|Q1|
01 (A)→ . . . .
Proof. Proposition 4.14 provides the isomorphism R̂iHomE(F,−) ∼= H
⋆−i|Q1|
01 .
The first assertion and Proposition 4.10 gives (2). 
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4.3. The composite H⋆01◦R. We now turn to the additional structure of H
⋆
01(M),
when M is in the image of the functor R.
Definition 4.16. Let EHF⋆
Q
-mod the category of EHF⋆
Q
-mod of HF⋆Q-modules in
E-mod, i.e. ΛHF⋆
Q
(Q0,Q1)-modules.
By Definition 3.13, this functor can be seen as taking its values in EHF⋆
Q
-mod.
Lemma 4.17. The restriction of H⋆01 to EHF⋆Q-mod provides a functor denoted
again H⋆01:
H⋆01 : E
⋆(1)-mod→ F[a, σ−4]-mod.
Proof. Proposition 3.10 implies that the elements of F[a, σ−4] are in KerQ0(HF
⋆
Q)∩
KerQ1(HF
⋆
Q). Let M be a HF
⋆
Q-module and x representing a class in H
⋆
01(M).
• By the Cartan formulae, ∀h ∈ F[a, σ−4], hx ∈ KerQ0(M) ∩KerQ1(M) so
[hx] ∈ H⋆01(M),
• moreover, for Q1(y) ∈ ImQ1 ◦KerQ0(M), the Cartan formulae implies that
hQ1(y) = Q1(hy) ∈ ImQ1 ◦ KerQ0(M). Thus, the cohomology class [hx]
does not depends on the choice of x, and thus the morphism is well defined.

Theorem 4.18. Let A
f
→ B
g
→ C be a short exact sequence of A(1)-modules, which
is split as an exact sequence of Λ(Q0)-modules. Then
RA→ RB → RC
is a short (E ,Λ0)-exact sequence.
Proof. Let i : C → B be the Λ(Q0)-module morphism which splits the short exact
sequence. Then Ri : RC → RB satisfies RgRi = IdRC , and for all h ∈ HF
⋆
Q and
c ∈ C, Q0(Ri(hc)) = Q0(hi(c)) = Q0(h)i(c) + hQ0(i(c)) = RI(Q0(h)c+ hQ0(c)) =
Ri(Q0(hc)) by Proposition 3.10. Consequently, the short exact sequence RA →
RB → RC is split in Λ(Q0)-mod. 
Proposition 4.19. Let A → B → C be a short exact sequence of A(1)-modules,
split as a short exact sequence of Λ(Q0)-modules. Then, there is a long exact
sequence of F[a, σ−4]-modules induced by the functor H01:
. . .→ H⋆01(RA)→ H
⋆
01(RB)→ H
⋆
01(RC)→ H
⋆+2+α
01 (RA)→ . . . .
In particular, is C is a Q0-acyclic A(1)-module, then the hypothesis of the proposi-
tion are satisfied.
Proof. Theorem 4.18 implies that RA → RB → RC is a short (E ,Λ0)-exact se-
quence, allowing us to use Proposition 4.15 to obtain long exact sequences of F-
vector spaces in H⋆01-homology. The morphisms induced by A → B and B → C
are F[a, σ−4]-module morphisms by Lemma 4.17.
Consider now the edge morphism ∂ of the long exact sequence. Let [x] ∈
H⋆01(RC) represented by some x ∈ RC. Let y ∈ RB be a lift of x to RB.
Then ∂([x]) = [Q1(y)] ∈ H⋆01(RA) by construction of the edge morphism. Now,
let h ∈ F[a, σ−4]. A lift of hx to RB is hy. Moreover Q1(hy) = hQ1(y) by the
Cartan formulae. Consequently ∂h[x] = h∂[x]. Thus, the edge morphism is a
F[a, σ−4]-module morphism.
The last assertion is a consequence of remark 4.3. 
Definition 4.20. Define
R+(−) : A(1)-mod→ EHF⋆
Q
-mod
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as the sub-functor of R consisting of the sub-EHF⋆
Q
-module generated by elements of
the form h⊗m, for m ∈M and h ∈ F[a, σ−1] ⊂ HF⋆Q. Denote R−(−) the quotient.
Remark 4.21. For degree reasons, there is a splitting R ∼= R+(−) ⊕ R−(−) as E-
modules since for any A(1)-module M , no non-trivial action of either Q0 or Q1
could exist between R+(M) and R−(M) because of the cancellation in twist −1.
Our next result is the Proposition 4.31 which is the main computational tool
we will be considering. The objective is to be able to compute the value of the
composite H⋆01 ◦R on the free A(1)-module of rank one.
Notation 4.22. Denote H∗01 : A(1)-mod→ F-mod the functor
Σ−3Ext1(ΛF(Q0,Q1),ΛF(Q0))(F,−).
The grading comes from the internal grading on Ext1(ΛF(Q0,Q1),ΛF(Q0))(F,−)
Lemma 4.23. For all i ≥ 1, there are natural isomorphisms
H∗01
∼= Σ−3iExti(ΛF(Q0,Q1),ΛF(Q0))(F,−)
∼= KerQ0 ∩KerQ1/(ImQ1 ◦KerQ0).
Proof. The proof of Proposition 4.14 gives, mutatis mutandis, the proof of the
lemma. 
Lemma 4.24. Let M be a A(1)-module. Then,
(1) KerQ1(M) ∩KerQ0(M) has a natural ΛF(Sq
2)-module structure.
(2) If moreover M is Q0-acyclic, then there is a natural ΛF(S˜q2)-module struc-
ture on H∗01(M), where S˜q
2 is defined by S˜q2([Q0(m)]) = [Q0Sq
2m] for
[Q0m] ∈ H
∗
01(M).
Let Λ be the free product of the algebras ΛF(Sq
2) and ΛF(S˜q2), where Sq
2 and S˜q2
are of degree 2 and H∗01 the restriction of H
∗
01 to the full subcategory A(1)-modQ0
consisting of Q0-acyclic A(1)-modules, then H
∗
01 lifts to a functor
H∗01 : A(1)-modQ0 → Λ-mod.
Proof. The two first point is proved using basic manipulations in the Steenrod
algebra. The second part of the lemma is a consequence of the two first points. 
The Euler class a is in the image of the Hurewicz map. Consequently, multi-
plication by a is an E-module morphism. Therefore this map induces an injection
R+(−)
a
→֒ R+(−).
Definition 4.25. Let F be the functor
R+(−)/aR+(−) : A(1)-mod→ E [σ
−1]-mod.
Remark 4.26. This is well defined since the action of σ−1 commute with Q0 and
Q1. Indeed, by the Cartan formulae, given in Proposition 3.10, ∀x ∈M ,
Q0(σ
−1x) = Q0(σ
−1)x+ σ−1Q0x ≡ σ
−1Q0x mod a,
and
Q1(σ
−1x) = Q1(σ
−1)x + aQ0(σ
−1)Q0x+ σ
−1Q1(x) ≡ σ
−1Q1(x) mod a.
ForM ∈ A(1)-modQ0 , the short exact sequence R+
a
→֒ R+ ։ F is (E ,Λ0)-exact.
We want to understand the long exact sequence in H⋆01 associated to it.
Remark 4.27. The following results can be seen as the algebraic consequence of the
cofibre sequence of Q-spaces
Q+ → S
0 → Sα.
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In the case when the A(1)-module considered is the cohomology of a space X , this
can be obtained by keeping track of the cofibre sequence
Q+ ∧X → S
0 ∧X → Sα ∧X
through the entire construction.
Lemma 4.28. There is a natural isomorphism of functors E-mod→ F-mod
H⋆01 ◦ i ◦ F
∼= KerQ0 ∩KerQ1 ⊕ σ
−1H∗01(−)[σ
−1],
where σ−1H∗01(−)[σ
−1] denotes the RO(Q)-graded F-vector space valued functor
H∗01(−)⊗ σ
−1F[σ−1], and i : E [σ−1]-mod→ E-mod is the forgetful functor.
Proof. Let M be a A(1)-module. Proposition 3.10 and the Corollary 3.12 provides
the action of Q1 and Q0 on R+M . We now give an explicit description modulo a:
let σ−n ⊗m ∈ R+M . One has
Q0(σ
−n ⊗m) = Q0(σ
−n)⊗m+ σ−n ⊗Q0m
≡ σ−n ⊗Q0m mod a
because ImQ0(F[a, σ
−1]) ⊂ aF[a, σ−1], thus KerQ0 ◦ F ∼= KerQ0(−)[σ
−1]. More-
over,
Q1(σ
−n ⊗m)
= Q1(σ
−n)⊗m+ aQ0(σ
−n)⊗Q0m+ aσ
−n ⊗ Sq2m+ σ−n−1 ⊗Q1m
≡ σ−n−1 ⊗Q1m mod a,
so KerQ1 ◦ KerQ0 = KerQ1 ◦ KerQ0(−)[σ
−1] and ImQ1 ◦ KerQ0 = σ
−1ImQ1 ◦
KerQ0(−)[σ
−1]. The natural isomorphismH∗01
∼= (KerQ0∩KerQ1)/(ImQ1 ◦KerQ0)
given in Lemma 4.23 then provides the asserted isomorphism.

Lemma 4.29. Let M be a Q0-acyclic A(1)-module. Then, there is a long exact
sequence
. . .→ H⋆−α01 (R+M)
a
→ H⋆01(R+M)
ρ
→ H⋆01(FM)
β
→ H⋆+201 (R+M)→ . . .
where ρ denotes reduction modulo a.
Proof. The A(1)-module M being Q0-acyclic, (a)R+M ∼= Σ
αR+(−) is Q0-acyclic,
and thus injective as a Λ0-module. Thus the underlying exact sequence of Λ0-
modules is split, and 0 → (a)R+M → R+M → R+M/a → 0 is a (E ,Λ0)-exact
sequence.
Consequently, Proposition 4.19 provides a long exact sequence:
. . .→ H⋆01((a)R+M)→ H
⋆
01(R+M)
ρ
→ H⋆01(FM)
β
→ H⋆+2+α01 ((a)R+M)→ . . . .
Denote M [σ−1] =
⊕
n≥0Mσ
−n (adjoining a formal variable σ−1 to M). This
makes sense since, when working modulo a, all spheres are orientable. With this
notation, E-module isomorphism (a)R+M ∼= Σ
αR+M gives:
. . .→ H⋆−α01 (R+M)
a
→ H⋆01(R+M)
ρ
→ H⋆01(M [σ
−1])
β
→ H⋆+201 (R+M)→ . . . .

One can reinterpret the previous lemma as an exact couple, and consider the
associated spectral sequence. It is a Bockstein spectral sequence whose first page is
isomorphic to (H⋆01 ◦ F )(M)[a˜], where a˜ is an element of degree −α ∈ RO(Q) and
homological degree 1, and which converges to (H⋆01 ◦R)(M).
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Lemma 4.30. Let M be a Q0-acyclic A(1)-module . Consider the natural isomor-
phism
H⋆01(M [σ
−1]) ∼= KerQ0(M) ∩KerQ1(M)⊕ σ
−1H∗01(M)[σ
−1]
provided by Lemma 4.28. Then, the first differential d1 of the Bockstein spec-
tral sequence associated to the multiplication by the Euler class a in H⋆01 acts on
H∗+kα01 (M [σ
−1]) for all k ≥ 0:
• as a˜Sq2 if k is even,
• as a˜Sq
2
if k is odd.
Proof. With the notations of Lemma 4.29, the morphism d1 is the composite
H⋆01(M [σ
−1])
β
→ H⋆+201 (R+M)
ρ
→ H⋆+201 (M [σ
−1]).
The edge of the exact sequence is given explicitely by the (well-known) description
of the Bockstein spectral sequence (see for example [BG10, 4.1.A]). The end of the
proof is a straightforward computation using this description. 
Proposition 4.31. Let M be a Q0-acyclic A(1)-module. Suppose
(1) KerQ0(M) ∩KerQ1(M) is Sq
2-acyclic,
(2) H∗01(M) is Sq
2-acyclic
(3) and H∗01(M) is Sq
2
-acyclic.
Then
Kera(H
⋆
01(R+M)) = H
⋆
01(R+M)
and
H⋆01(R+M) = Kerd1(H
⋆
01(M [σ
−1])).
Proof. Consider the Bockstein spectral sequence associated to the multiplication by
the Euler class a inH⋆01. By definition, we have an isomorphismE
1 ∼= H⋆01(M [σ
−1])[a˜],
and the first differential d1 is identified in Lemma 4.30. Consequently, the hypoth-
esis of the proposition are equivalent to: the Bockstein spectral sequence collapses
at page E2, because E2 is concentrated in degrees of the form {0} × RO(Q) ⊂
Z×RO(Q). The product with a˜ increases the homological degree, and the E2 page
is concentrated in homological degree 0so, product with a˜ is trivial on E2 = E∞.
Therefore, product with a on H⋆01(R+M), induced by the product with a˜ on
E2 = E∞ is trivial too.
Thus we have also identified the E∞ page:
E∞ = E2 = Kerd1(H
⋆
01(M [σ
−1]).

5. The computation of H⋆(V ): H⋆01R on free A(1)-modules
The aim of this section is to compute H⋆01 ◦R on free A(1)-modules. The result
is expressed in Corollary 5.9.
5.1. Duality. A natural question we address now is the relationship between H⋆01
and the F-linear duality functor, using Proposition 3.16.
Lemma 5.1. Consider the functor (−)∨ : E-modop → E-mod.
(1) (−)∨ is (E ,Λ0)-exact,
(2) (−)∨ sends (E ,Λ0)-projective (resp. (E ,Λ0)-injective) E-modules on (E ,Λ0)-
projective (resp. (E ,Λ0)-injective) E-modules.
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Proof. The first point is a consequence of the exactness of (−)∨ and the definition
of relative exactness.
The second point uses Proposition 4.4. There is a E-module isomorphism (Λ1)
∨ ∼=
Σ−2−αΛ1. Thus, for M a E-module, the dual (E ⊗Λ0 M)
∨ ∼= (Λ1 ⊗F M)
∨ ∼=
Σ−2−αE ⊗Λ0 (M
∨) (because Λ1 is of finite dimension) is also a (E ,Λ0)-projective
module by the last point of Proposition 4.4. Thus, the functor (−)∨ preserves
(E ,Λ0)-projective E-modules.

The use of duality makes appear another functor, related to H⋆01:
Notation 5.2. Denote H01⋆ the functor
Σ|Q1|L1((Id/(ImQ0 + ImQ1))) : E-mod→ F-mod.
Proposition 5.3. (1) The following diagram commutes up to natural isomor-
phism:
E-modop
Hop01

∨ // E-mod
H01

F-modop
∨
// F-mod.
(2) Moreover, for all i ∈ Z, there is a natural isomorphism between H01⋆ and
Σi|Q1|Lˆi((Id/(ImQ0 + ImQ1))) : E-mod→ F-mod.
Proof. Consider the diagram
E-modop
HomE (F,−)

∨ // E-mod
(Id/(ImQ0+ImQ1 ))

F-modop
∨
// F-mod,
which is commutative because of the natural isomorphismsHomE(F,−)∨ ∼= (KerQ0∩
KerQ1)
∨ ∼= (Id/(ImQ0 + ImQ1))((−)
∨). By Lemma 5.1, the dual of a (E ,Λ0)-
projective resolution is a (E ,Λ0)-injective resolution, consequently there is a natural
isomorphism
(2) (Ri(HomE(F,−)))∨ ∼= Li((Id/(ImQ0 + ImQ1))) ◦ (−)
∨
the first point now follows from the definition of H01 and H
01.
For the second point, for i ≥ 1 the result follows from the same isomorphism and
Proposition 4.14. We deduce an isomorphism for all i ∈ Z between L̂i((Id/(ImQ0 +
ImQ1))) and Σ
|Q1|L̂i+1((Id/(ImQ0 + ImQ1))). The result follows. 
Definition 5.4. Define E-modQ0 to be the full subcategory of E-mod consisting of
Q0-acyclic objects.
Lemma 5.5. Let F,G : E-mod→ B be two left or right (E ,Λ0)-exact functors such
that the restriction of F and G to E-modQ0 are the same.
Then, the Tate derived functors of F and G coincide on E-modQ0 .
Proof. By Lemma 4.7, the functor T• restricts to
EQ0 → ChZ(E-modQ0 ).
Consider the case when F and G are right (E ,Λ0)-exact. Then, the functors
F (T•) and G(T•) are naturally isomorphic, so there is a natural isomorphism
L̂i(F ) = Hi(F (T•)) ∼= Hi(G(T•)) = L̂i(G).
The other case, F and G being left (E ,Λ0)-exacts is analogous. 
30 NICOLAS RICKA
Lemma 5.6. For all i ≥ 0, there is a natural isomorphism
H⋆01
∼= ΣH01⋆
as functors
E-modQ0 → F[a, σ
−4]-mod.
Proof. Restricting to the category E-modQ0 , there is a natural isomorphism between
functors E-modQ0 → F[a, σ
−4]-mod:
Σ|Q0|CokerQ0
Q0→ KerQ0 .
Consider the diagram
Σ|Q1|KerQ0
Q1 // KerQ0
Σ1+|Q1|CokerQ0
∼=
OO
Q1
// ΣCokerQ0 ,
∼=
OO
Where the vertical isomorphisms are induced by Q0. Thus, the commutativity of
Q0 and Q1 imply the commutativity of the diagram. Thus, there are isomorphisms
ΣId/(ImQ0 + ImQ1)
∼= CokerQ1 ◦KerQ0 . This gives a 4-terms exact sequence of
functors E-modQ0 → F[a, σ
−4]-mod
(3) Σ|Q1|KerQ1 ◦KerQ0 →֒ Σ
|Q1|KerQ0
Q1→ KerQ0
Q
−1
0
։ ΣId/(ImQ0 + ImQ1).
And Lemma 5.5 applies to the natural isomorphism ΣId/(ImQ0 + ImQ1)
∼=
CokerQ1 ◦KerQ0 and provides a natural isomorphism Li(ΣId/(ImQ0 + ImQ1)) ∼=
Li(CokerQ1 ◦KerQ0).
Denote for short TM• = T
F
• ⊗M the Tate resolution for M . The study of the
two spectral sequences associated to the bicomplex
...
...
Σ|Q1|KerQ0(T
M
•+1)
Q1 //
OO
KerQ0(T
M
•+1)
OO
Σ|Q1|KerQ0(T
M
• )
Q1 //
OO
KerQ0(T
M
• )
OO
Σ|Q1|KerQ0(T
M
•−1)
Q1 //
OO
KerQ0(T
M
•−1)
OO
...
OO
...
OO
concludes the proof.

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5.2. Free A(1)-modules. The aim of this subsection is to compute H⋆01(RF ), for
free A(1)-modules F . The result is given in Proposition 5.9 which states that free
A(1) module have almost no H⋆01(R(−)). This is essential to the end of our com-
putation, as it allows to understand H⋆01(RM), for any A(1)-module M , knowing
only M up to stable isomorphism in a large range of bidegrees.
Lemma 5.7. (1) There is a ΛF(Sq
2)-module isomorphism
KerQ0(A(1)) ∩KerQ1(A(1))
∼= {Sq2Sq2, Sq2Sq2Sq2}F,
with Sq2(Sq2Sq2) = Sq2Sq2Sq2. In particular, this module is Sq2-acyclic.
(2) The Λ(Sq2)-module H∗01(A(1)) is trivial.
Proof. We use that the image ofA(1) by the forgetful functorA(1)-mod→ ΛF(Q0, Q1)-mod
is isomorphic to ΛF(Q0, Q1)⊕Σ
2ΛF(Q0, Q1), a basis of this ΛF(Q0, Q1)-module con-
sists on 1 and Sq2. The F-vector space structure ofKerQ0(A(1)) ∩ KerQ1(A(1))
and H∗01(A(1)) follows.
Now, the action of Sq2 on KerQ0(A(1))∩KerQ1(A(1)) is induced by the action
of Sq2 on the generators of A(1) as a ΛF(Q0, Q1)-module: 1 and Sq
2. 
Proposition 5.8. There is an identification
H⋆01(RA(1)) = Sq
2Sq2Sq2F⊕ σ2Sq1F.
Proof. For degree reasons, there is splitting R ∼= R+(−)⊕ R−(−). As the functor
H⋆01 is additive, there is also a splitting
H⋆01 ◦R
∼= H⋆01 ◦R+(−)⊕H
⋆
01 ◦R−(−).
Then, Lemma 5.7 provides the hypothesis of Proposition 4.31 giving
H⋆01(R+A(1)) = Sq
2Sq2Sq2F.
To complete the computation, we use the duality properties of Proposition 5.3
and Proposition 3.16. We get
H⋆01(RA(1))
∨ ∼= H01⋆ ((RA(1))
∨)
by the first point of Proposition 5.3,
H01⋆ ((RA(1))
∨) ∼= H01⋆ (Σ
−2+2αR(A(1)∨))
by Proposition 3.16,
H01⋆ (Σ
−2+2αR(A(1)∨)) ∼= H01⋆ (Σ
−2+2αR(Σ−6A(1)))
because A(1)∨ ∼= Σ−6A(1). Finally, Lemma 5.6 gives
H01⋆ (Σ
−2+2αR(Σ−6A(1))) ∼= Σ−1H⋆01(Σ
−2+2αR(Σ−6A(1)))
∼= Σ−9+2αH⋆01(RA(1)).
For degree reasons, this isomorphism is compatible with the splitting
H⋆01 ◦R
∼= H⋆01 ◦R+(−)⊕H
⋆
01 ◦R−(−),
and gives two isomorphisms
H⋆01(R+(A(1)))
∨ ∼= Σ−9+2αH⋆01(R−(A(1)))
and
H⋆01(R−(A(1)))
∨ ∼= Σ−9+2αH⋆01(R+(A(1))).
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Consequently, H⋆01(R−(A(1))) is a one dimensional vector space, generated by
an element in degree −6 + 9− 2α = 3− 2α. To conclude, see that σ2Sq1 is in
KerQ0(R−(A(1))) ∩KerQ1(R−(A(1))),
which is a consequence of the fact that HF∗−αQ is trivial, and that it cannot be in
the image of Q1. The class it represents is thus a generator of H⋆01(R−(A(1))). 
Corollary 5.9. Let F be a free A(1)-module. Then
H⋆01(F )
∼= (F ⊗A(1) F)⊗F
(
Sq2Sq2Sq2F⊕ σ2Sq1F
)
.
In particular, this F[a, σ−4]-module is concentrated in degrees of the form Z ⊂
RO(Q) and Z− 2α ⊂ RO(Q).
Proof. The result is essentially given by Proposition 5.8 and the additivity of the
functors H⋆01 and R. 
6. The computation of H⋆(V ) : the stable category
In this section, we study the relationship between H⋆01R and the stable category
of A(1)-modules. When the A(1)-module under consideration is Q0-acyclic, there
are nice tools to perform the computation, given in Proposition 6.4 and Proposition
6.5.
6.1. The computational tools. The computation we did in Proposition 5.9 says
that free A(1)-modules have very small H⋆01R-homology. This motivates the study
of H⋆01R by neglecting free modules as a first approximation, that is to study the
stable category of A(1)-modules. Good references are Margolis’ book [Mar83, chap-
ter 14], and Palmieri [Pal01].
For a quick overview of the required material about the stable category, the
reader can consult [Bru14, Definition 2.4, Propositions 2.5 and 2.6] and the subse-
quent paragraphs. We follow the notations of loc. cit..
Notation 6.1. Let M and N be two A(1)-modules.
(1) Let C be a subcategory of A(1)-mod. St(C) denotes the stable category
associated to C. We use ∼= and ≃ for the equivalences and the stable
equivalences respectively.
(2) M red denotes the reduced module associated toM , that is the isomorphism
class of any module M ′ stably isomorphic to M which contains no free
summands.
(3) The desuspension in the stable category is denoted Ω, and Ωr := (Ω(−))
red.
The work we did in Section 4-6 gives a very precise description of H⋆01 ◦ R for
reduced Q0-acyclic A(1)-modules, given in Proposition 6.4, which computes the
F-vector space structure of H⋆01 ◦ R, and Proposition 6.5, which recover the F[a]-
module structure of it.
Proposition 6.2. Let M be a Q0-acyclic A(1)-module. Let F ։M be the projec-
tive cover of M . There are isomorphisms
(1) H∗01(RΩrM)
∼= H∗01(RF ),
(2) H∗+2−2α01 (RF )
∼= H∗+2−2α01 (RM),
(3) and, for all k 6∈ {−2,−1}, H∗+kα01 (RM)
∼=
→ H
∗+2+(k+1)α
01 (RΩrM),
where ∗ ∈ Z.
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Proof. Observe that the kernel of F ։ M is ΩrM . By Q0-acyclicity, Proposition
4.19 applies to the short exact sequence 0→ ΩrM → F →M → 0, to provide long
exact sequences
. . .→ H⋆01(RΩrM)→ H
⋆
01(RF )→ H
⋆
01(RM)→ H
⋆+2+α
01 (RΩrM)→ . . . .
Moreover, sparcity of H⋆01(RF ), for F free, as expressed in Proposition 5.9 identify
many terms in this long exact sequence to zero.
Observe also that, for any A(1)-module N , one has RN∗−α = 0, and thus
H∗−α01 (RN) = 0.
Consequently, in the portion of long exact sequence
. . .→ H∗−2−α01 (RM)→ H
∗
01(RΩrM)→ H
∗
01(RF )
→ H∗01(RM)→ H
∗+2+α
01 (RΩrM)→ H
∗+2+α
01 (RF )→ . . . ,
the terms H∗−2−α01 (RM) and H
∗+2+α
01 (RF ) are trivial (by Proposition 5.9 for the
second one), providing a 4-terms exact sequence 0 → H∗01(RΩrM)→ H
∗
01(RF ) →
H∗01(RM) → H
∗+2+α
01 (RΩrM) → 0. We now show that it splits into two isomor-
phisms.
Suppose that the morphism H∗01(RΩrM)→ H
∗
01(RF ) is not surjective. Proposi-
tion 5.9 imply the existence of an element in the class of Sq2Sq2Sq2v ∈ H⋆01(F ), for
some v ∈ F which is not in the image of ΩrM → F . For degree reasons, the class
of Sq2Sq2Sq2v contains one element, since Q1 acts trivially in this degree. Thus
Sq2Sq2Sq2v is send to some Sq2Sq2Sq2m inM by the A(1)-module morphism F ։
M , and a copy of A(1) splits off: (F ։M) = f ⊕ IdA(1) : F
′⊕A(1)→M ′⊕A(1),
thus M is not reduced. Contradiction. We conclude that H∗01(RΩrM)→ H
∗
01(RF )
is surjective, providing the isomorphisms (1) and (3) when k = 0.
Now, consider the portion
. . .→ H∗−3α01 (RF )→ H
∗−3α
01 (RM)→ H
∗+2−2α
01 (RΩrM)
→ H∗+2−2α01 (RF )→ H
∗+2−2α
01 (RM)→ H
∗+4−α
01 (RΩrM)→ . . . ,
of the previous exact sequence. Once again, the termsH∗−3α01 (RF ) andH
∗+4−α
01 (RΩrM)
are trivial, giving a 4-term exact sequence
0→ H∗−3α01 (RM)→ H
∗+2−2α
01 (RΩrM)→ H
∗+2−2α
01 (RF )→ H
∗+2−2α
01 (RM)→ 0.
The fact thatM is split and F ։M minimal implies that Ker(F ։M) = ΩrM
is reduced. Consequently, the short exact sequence
M∨ →֒ F∨ ։ (ΩrM)
∨
satisfy the hypothesis of the previous point, providing a 4-term exact sequence
0→ H∗01(RM
∨)→ H∗01(RF
∨)→ H∗01(R(ΩM)
∨)→ H∗+2+α01 (R(ΩM)
∨)→ 0.
Consequently, there are isomorphisms
H∗01(R(M
∨)) ∼= H∗+2+α01 (R((ΩrM)
∨))
and Lemma 5.6 together with Proposition 5.3 yields isomorphisms
H∗−3α01 (RM)
∼= H∗+2−2α01 (RΩrM).
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We finish the proof by the easier cases. Let k 6∈ {−3,−2,−1, 0}, Proposition 5.9
directly gives that both H∗+kα01 (RF ) and H
∗+(k+1)α
01 (RF ) are trivial, and the long
exact sequence
H∗+kα01 (RF )→ H
∗+kα
01 (RM)→ H
∗+2+(k+1)α
01 (RΩrM)→ H
∗+2+(k+1)α
01 (RF )
gives the desired isomorphisms H∗+kα01 (RM)
∼=
→ H
∗+2+(k+1)α
01 (RΩrM).

Notation 6.3. Denote Soc : A(1)-mod → F-mod the socle, i.e. the functor
HomA(1)(F,−).
Proposition 6.4. Let M be a reduced Q0-acyclic A(1)-module. For all n ≥ 0,
• H∗+nα01 (RM)
∼= Σ2nSoc(Ω−nr (M))
• H
∗−(n+2)α
01 (RM)
∼= Σ−2n−5Soc(Ωn+2r (M))
• H∗−α01 (RM) = 0.
Proof. Let M be a reduced A(1)-module. Choose a minimal free module F such
that there is an epimorphism F ։ M . In these conditions, there is a short exact
sequence
Ωr(M) →֒ F ։M.
Consequently, Proposition 6.2 apply to
ΩrM →֒ F ։M.
The first step is to compute H⋆01(RM) in integer grading: the F-vector space
H∗+0α01 (RM). By sparsity, no element of M
∼= 1⊗M →֒ HF⋆Q ⊗M ∼= RM can be
hit by ImQ1(RM). Consequently
H∗+0α01 (RM) = (KerQ0(RM) ∩KerQ1(RM))
∗+0α
.
Now, Proposition 3.14 give
(KerQ0(RM) ∩KerQ1(RM))
∗+0α = KerSq1(M) ∩KerSq2(M) ⊂ RM
by definition of the action of Q1 on RM . The ring A(1) being generated by Sq1
and Sq2, we have KerSq1(M) ∩KerSq2(M) = Soc(M).
We now show H∗+nα01 (RM) = Σ
2nSoc(Ω−nr (M)) by induction on n. Let n ≥ 1.
• For n = 1, it is contained in Proposition 6.2.
• For n ≥ 1, (3) and the last assertion of corollary 6.2 applied to the short
exact sequence
M →֒ F ։ Ω−1r (M)
gives
H∗+nα01 (RM)
∼= H
∗−2+(n−1)α
01 (RΩ
−1
r M)
∼= Σ2nSoc(Ω−nr (M)),
where the last isomorphism is provided by the induction hypothesis.
The last isomorphism follows by a similar argument.
We already knew that H∗−α01 (RM) = 0 by the structure of the coefficient ring
HF⋆Q and the definition of R.

Proposition 6.5. Let M be a reduced Q0-acyclic A(1)-module. Denote σ
2M [σ]
the E-module Ker(a : R−(M)→ R−(M)). There is a natural isomorphism:
H⋆01(σ
2M [σ]) = σ2M/(ImQ1(M) + ImQ0(M))⊕ σ
3H∗01(M)[σ].
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Sq1
Sq2
x x2 x3
Figure 1. The A(1)-module HF∗(BQ)
Moreover, applying H⋆01 provides two exact sequences
H⋆−α01 (R+M)
a
→ H⋆01(R+M)→ KerQ1KerQ0(M)⊕ σ
−1H∗01(M)[σ
−1]
and
σ2M/(ImQ1(M) + ImQ0(M))⊕ σ
3H∗01(M)[σ]→ H
⋆
01(R−M)
a
→ H⋆+α01 (R−M).
Proof. The first identification follows from the formula Q1(m) = σ−1Q1m+aSq2m
for m ∈M ⊂ RM and Cartan formulae analogously to Lemma 4.28.
Now, the two desired exact sequences are
• the long exact sequence provided by Lemma 4.29,
• the long exact sequence obtained by applying H⋆01 to the short exact se-
quence of Q0-acyclic E-modules
σ2M [σ] →֒ R−(M)
a
։ R−(M)
which is a short (E ,Λ0)-exact sequence of E-module (same argument as in
the proof of Lemma 4.29).

7. A computation of H⋆(V )
In this section, we compute H⋆(V ), given in Corollary 7.10.
7.1. The stable equivalence class of H˜F
∗
(BV ).
Lemma 7.1. Let P be the A(1)-module H˜F
∗
(BQ) = xF[x] for a class x in degree
one. There is a A(1)-module isomorphism
H˜F
∗
(BVn) ∼=
n⊕
i=1
(
P⊗i
)⊕ni


.
Proof. Use BVn = (BQ)
×n donne BVn+ = (BQ)
∧n
+ , and the Künneth formula. 
The study of the stable equivalence class of P⊗i was done in [Bru14]. We now
recall the results we use in our computation.
Proposition 7.2 ([Bru14, Corollary 3.3, Theorem 4.3]). In the stable A(1)-module
category, P⊗(n+1) ≃ ΩnΣ−nP , and Ω4P ≃ Σ12P .
Definition 7.3. Denote Pn+1 = (Ω
nΣ−nP )
red
.
Proposition 7.4 ([Bru14, figure 2 p.6]). For i = 0, 1, 2, 3 and 4 the A(1)-module
Pi is given by
P0 : x
−1 // &&1 x // x2
''
x3 // 77x4 x5 // x6 77x7 //
''
x8 x9 // x10 · · ·
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P1 : x // x2
''
x3 // 77x
4 x5 // x6 77x
7 // ''x8 x9 // x10
((
x11 // 66x
12 · · ·
P2 : y2 // 77y3
''
x4 77y5 // y6
x3
99rrrrrr
77 x5 // x6 77x7 //
''
x8 x9 // x10
((
x11 // 66x12 · · ·
P3 : y3 // 77y4
''
x5
%%▲▲
▲▲
▲▲
77y6 // y7
x6 77x7 //
''
x8 x9 // x10
((
x11 // 66x
12 x13 // x14 · · ·
where xn and yn are in degree n.
Lemma 7.5. There are identifications
• Soc(P0) = F[x4],
• Soc(P1) = x
4F[x4],
• Soc(P2) = y
2F⊕ x8F[x4],
• and Soc(P3) = y
2F⊕ x8F[x4]
with the notations of Proposition 7.4.
Proof. The result follows from Proposition 7.4. 
7.2. The Z[a]-module H⋆(V ). The computation of H⋆01(HF
⋆
Q(BV )) goes as fol-
lows:
• understand H⋆01(R(P
⊗n))) as a F-vector space with Proposition 6.4,
• compute the F[a]-module structure by Proposition 6.5,
• assemble the results with Lemma 7.1.
The first and most difficult step is Theorem 7.7 which gives H⋆01(RPn).
Notation 7.6. DenoteHP ⋆ the RO(Q)-graded F[a, σ−4]-module {1, x4}F⊗FF[a, σ−4, v]/(a3, av),
with grading |x4| = 4, |a| = α, |σ−4| = −4 + 4α and |v| = 1 + α (see figure 2).
Theorem 7.7. There is a RO(Q)-graded F[a, σ−4]-module isomorphism
H⋆01(RPn) = (Σ
−n(1+α)HP ⋆)twist≥0 ⊕ (Σ
−n(1+α)−1HP ⋆)twist≤−2
where the functors (−)twist≥i and (−)twist≤i are truncation in degrees of the form
k + lα for l ≥ i and l ≤ i respectively, for i ∈ Z.
Before passing to the proof, we need some intermediate results.
Lemma 7.8. There is a F-vector space isomorphism
H⋆01(RPn) =
⊕
i≥0
Σi(1+α)Soc(Pn−i)⊕
⊕
i≤−2
Σi(1+α)−1Soc(Pn−i).
Proof. By Proposition 6.4 and Definition 7.3 we have isomorphisms, for all i ≥ 0,
H∗+iα01 (RPn)
∼= Σ2i+iαSoc(Ω−ir (Pn))
∼= Σ2i+iαSoc(Σ−i(Pn−i)),
and for all i ≥ 2,
H∗−iα01 (RPn)
∼= Σ−2i−1−iαSoc(Ω−ir (Pn))
∼= Σ−2i−1−iαSoc(Σ−i(Pn−i)),
the result follows. 
We now conclude the proof of Proposition 7.7 by determining the F[a, σ−4]-
module structure on H⋆01(RPn).
kR⋆(BV ) 37
−8 −6 −4 −2 2 4 6 8 10 12 14
−10
−8
−6
−4
−2
2
4
6
8
0
α
1
r
s
t
a1
b1
c1
d1
e1
Figure 2. The RO(Q)-graded F[a, σ−4]-module HP ⋆. Vertical
lines represents the product by the Euler class a.
Proof of Theorem 7.7 . Lemmas 7.8 and 7.5 provide a F-vector space isomorphism
H⋆01(RPn) = (Σ
−n(1+α)HP ⋆)twist≥0 ⊕ (Σ
−n(1+α)−1HP ⋆)twist≤−2.
We use Proposition 6.5. For degree reason, the only possible elements in Coker(a)
among the elements of positive twist are, via the identification given in Proposition
6.4, 1 ∈ Soc(P0) and y
2 ∈ Soc(P3).
For the negative twisted part, the only elements possibly in im(a) are, via the
identification of Proposition 6.4, σ21 ∈ σ2(P0/(ImSq2(KerQ0P0)+ImQ1(KerQ0P0)))
and x2 ∈ σ2(P1/(ImSq2(KerQ0P1) + ImQ1(KerQ0P1))).
We already computed the vector space structure of H⋆01(RP0) and from Propo-
sition 7.4, Lemma 4.28 and Proposition 6.5, we get H⋆01(P0[σ
−1] = F[x2][σ−1] and
H⋆01(σ
2P0[σ]) = σ
2F[x2][σ].
Now, the short exact sequences provided by Proposition 6.5 give a RO(Q)-graded
vector space isomorphism
Σ−2Kera(H
⋆
01(R+P0))⊕ Cokera(H
⋆
01(R+P0))
∼= F[x2][σ−1].
Consequently 1 ∈ Soc(P0) and y
2 ∈ Soc(P3) belong to Coker(a) since they are the
only elements of H⋆01(RP0) in the appropriate grading.
For the negatively twisted part, this is analogous. There is a RO(Q)-graded
F-vector space isomorphism
Kera(H
⋆
01(R−P0))⊕ Σ
−2Cokera(H
⋆
01(R−P0))
∼= σ2F[x2][σ],
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which forces the elements
σ21 ∈ σ2(KerQ0(P0)/(ImSq2(KerQ0P0) + ImQ1(KerQ0P0)))
and
x2 ∈ σ2KerQ0(P1)/(ImSq2(KerQ0P1) + ImQ1(KerQ0(P1)))
to be in Im(a).
To finish, we determine the σ−4 action on H⋆01(RP0). Consider the long exact
sequence obtained by applying H⋆01 to the short (E ,Λ0)-exact sequence
σ−4R+P0 →֒ R+P0 ։ R+P0/(σ
−4R+P0).
We will show that H⋆01(R+P0) is a free F[σ
−4]-module. In each degree, the rank
of H⋆01(R+P0) as a F[σ
−4]-module is at most one, so it is sufficient to determine the
F[σ−4]-module structure of H⋆01(R+P0).
To this end, we show that the edge of the previously considered long exact
sequence is trivial. It is sufficient to see that, for all i ≤ 3, j ≥ 0 and m ∈ P0,
Q1(ajσ−im) 6∈ (σ−4R+P0)− {0}. The Cartan formulae give
Q1(a
jσ−im)
= ajQ1(σ
−i)m+ aj+1Q0(σ
−i)Q0(x) + a
jσ−iQ1(m)
= ajQ1(σ
−i)m+ aj+1Q0(σ
−i)Q0(x) + a
j+1σ−iSq2(m) + ajσ−i−1Q1(m).
For Q1(ajσ−im) to be divisible by σ−4, the two following points must be satisfied
• Q1(σ−i) = 0, so that i = 0 or i = 1,
• aj+1Q0(σ−i)Q0(x) + aj+1σ−iSq2(m) + ajσ−i−1Q1(m) is multiple of σ−4.
These are only simultaneously satisfied when Q1(ajσ−im) = 0. The result follows
for the positively twisted part.
For H⋆01(R−P0), consider the long exact sequence obtained by applying H
⋆
01 to
the short (E ,Λ0)-exact sequence
K →֒ R−P0 ։ Σ
|σ−4|R−P0
where K = Ker(P0 ։ Σ
|σ−4|R−P0. We again show that its edge is trivial. Let
Σ|σ
−4|x representing a class in H⋆01(Σ
|σ−4|R−P0). The element σ
−4x ∈ R−P0 is
a lift of σ−4x. But Q1(σ−4x) = σ−4Q1(x) = 0, therefore, the product by σ−4
is surjective on H⋆01(R−P0). For dimensional reasons, it suffices to determine the
F[σ−4]-module structure on H⋆01(R−P0).
To finish with P0, observe that the F[σ−4]-module structure defined on HP ⋆
induces a F[σ−4]-module structure on
(Σ−n(1+α)HP ⋆)twist≥0 ⊕ (Σ
−n(1+α)−1HP ⋆)twist≤−2
which satisfies the properties
• the product by σ−4 on (Σ−n(1+α)HP ⋆)twist≥0 is injective,
• the product by σ−4 on (Σ−n(1+α)−1HP ⋆)twist≤−2 is surjective.
We showed the result for P0. To conclude, the same result is true for each
Pi since, in degrees ∗ + kα for k big enough (positively and negatively), the iso-
morphisms provided by Proposition 6.4 assemble together in a F[a, σ−4]-module
isomorphism by 4.17 since these isomorphisms are obtained by applying H⋆01 ◦R to
a A(1)-module morphism. 
Example 7.9. The F[a, σ−4]-module H⋆01(HF
⋆
Q(BQ)) is represented in figure 3.
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Figure 3. The F[a, σ−4]-module H⋆01(HF
⋆
Q(BQ)).
By additivity of the functors in play, one gets the following result.
Corollary 7.10. Let V be an elementary abelian 2-group and F the largest free
sub-A(1)-module of HF∗(BV ). There is a F[a, σ−4]-module isomorphism
H⋆(V ) ∼=
n⊕
i=1
(
(Σ−i(1+α)HP ⋆)twist≥0 ⊕ (Σ
−i(1+α)−1HP ⋆)twist≤−2
)⊕n
i


⊕H⋆01(RF )
8. Height 2 detection for elementary abelian 2-groups un
kR-cohomology
The goal of this section is to prove that the slice tower for KR theory satisfies
the detection of height 2 with respect to the functor [BV,−]⋆e. The strategy is
the following: first, we use our computation of H⋆(V ) to prove the detection of
height 1 for the Borel tower associated to the slice tower for KR, that is EQ+ ∧
Σ•(1+α)kR. Then, the fact that the geometric fixed points ΦQKR = 0 implies that
the Bott element is a-torsion, and so the tower E˜Q∧Σ•(1+α)kR has trivial structure
morphisms E˜Q ∧ v1, and in particular the diagram
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...
EQ+∧v1
OOEQ+ ∧ Σ
(n+1)(1+α)kR
EQ+∧v1
OO
//
EQ+ ∧ Σ
n(1+α)kR
EQ+∧v1
OO
//
EQ+ ∧Σ
(n−1)(1+α)kR
EQ+∧v1
OO
//
...
...
v1
OOΣ
(n+1)(1+α)kR
v1
OO
//
Σn(1+α)kR
v1
OO
//
Σ(n−1)(1+α)kR
v1
OO
//
...
...
0
OOE˜Q ∧ Σ
(n+1)(1+α)kR
0
OOE˜Q ∧ Σ
n(1+α)kR
0
OOE˜Q ∧Σ
(n−1)(1+α)kR
0
OO
...
satisfies the hypothesis of Proposition 1.14, so the tower in the middle satisfies
the detection of height (1 + 1). The last step is to use this detection property as a
computational tool via Proposition 1.16 to achieve explicit computation.
8.1. The proof of detection of height 1 for EQ+ ∧ Σ
•(1+α)kR. We show the
detection of height 1 for the Borel slice tower for KR using (3) of Proposition 1.12
together with the chain complex given by Proposition 1.16. To this end, we first
compute the object
Ker(θ∗n)
Im(θ∗
n−1)
for the tower we are considering.
Lemma 8.1. There is an isomorphism
KerEQ+∧Q1(EQ+ ∧HZ
⋆
Q(BV ))
ImEQ+∧Q1(EQ+ ∧HZ
⋆
Q(BV ))
∼= H⋆01((EQ+ ∧HF)
⋆(BV )),
and H⋆01((EQ+ ∧HF)
⋆
Q(BV )) = (H
⋆
01(HF
⋆
Q(BV )))twist≥0[σ
±4].
Proof. The first isomorphism is by definition of H⋆01.
The HF-module morphism EQ+ ∧HF→ HF induces a A⋆-module morphism
(EQ+ ∧HF)
⋆(BV )→ HF⋆Q(BV )
which is part of a long exact sequence of F[a]-modules
. . .→ (EQ+ ∧HF)
⋆
Q(BV )→ HF
⋆
Q(BV )
(−)[a±1]
−→ (E˜Q ∧HF)⋆Q(BV )
→ (EQ+ ∧HF)
⋆+1
Q (BV )→ . . . .
Recall that Hu and Kriz computed (EQ+ ∧ HF)⋆Q = F[σ
±1, a−1] in [HK01,
p.370], denoted Hf⋆ in loc. cit.. The F[a]-module structure on HF
⋆
Q(BV ) given by
Proposition 3.14 identifies two out of three terms in the sequence:
. . .→ (EQ+ ∧HF)
⋆
Q(BV )→ (R(HF
∗(BV )))⋆
(−)[a±1]
−→(
F[σ, a±1]⊗F HF
∗(BV )
)⋆
→ (EQ+ ∧HF)
⋆+1
Q (BV )→ . . . ,
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providing a F-vector space isomorphism (EQ+ ∧ HF)⋆Q(BV )
∼= F[σ±1, a−1] ⊗F
HF∗(BV ).
TheA⋆-module morphism (EQ+∧HF)⋆Q(BV )→ HF
⋆
Q(BV ) gives the ΛF(EQ+∧
Q1)-module structure on (EQ+ ∧HF)⋆Q(BV ) by the Cartan formulae since
• it is an isomorphism in degrees of the form k + nα for all n and k ≤ −2,
• the element σ−1 ∈ (EQ+∧HF)⋆Q(BV ) is invertible, thus σ
−4 ∈ (KerEQ+∧Q1∩
ImEQ+∧Q1)((EQ+ ∧HF)
⋆
Q(BV )) is invertible.
In particular, H⋆01((EQ+ ∧HF)
⋆
Q(BV )) is σ
4-periodic, and the morphism
H⋆01((EQ+ ∧HF)
⋆
Q(BV ))→ H
⋆
01(HF
⋆
Q(BV ))
induced by EQ+ ∧HF→ HF is an isomorphism in degrees of the form k+Zα, for
k ≤ −4 ( because |Q1| = 2 + α). The result follows. 
Lemma 8.2. Let n ≥ 1 and V an elementary abelian 2-group. Then, there is a
F[a, σ−4]-module isomorphism between
KerEQ+∧Q1((EQ+ ∧HF)
⋆
Q(BV ))
ImΣ−2−αEQ+∧Q1((EQ+ ∧HF)
⋆
Q(BV ))
and
n⊕
i=1
(
HP ⋆+i(1+α)
)n
i


.
Proof. The result now follows by additivity of the functors in play and Lemma 8.1,
using Lemma 7.1:
H⋆01((EQ+ ∧HF)
⋆
Q(BV ))
∼= (H⋆01(HF
⋆
Q(BV )))twist≥0[σ
±4]
∼=
n⊕
i=1
((H⋆01(P
⊗i))twist≥0[σ
±4])
⊕

n
i


∼=
n⊕
i=1
((HP ⋆+i(1+α))twist≥0[σ
±4])
⊕

n
i


∼=
n⊕
i=1
(HP ⋆+i(1+α))
⊕

n
i


where the last identification comes from the σ−4-periodicity of HP ⋆. 
Proposition 8.3. Let V be an elementary abelian 2-group. The tower(
EQ+ ∧Σ
•(1+α)kR
)
satisfies the detection of height 1 for [BV,−]⋆e.
Proof. By the second point of Theorem 1.16, for any n ∈ Z, the composite t :=
c∗nιnδ
∗
n−2 yields a F[a]-module morphism of degree 3+2α whose image is isomorphic
to F 2. For various n, the different maps t defined this way are suspension of one
another by multiple of the regular representation as the tower of Q-spectra under
consideration is v1-periodic. Thus, by the third point of Proposition 1.12, it is
sufficient to show that any F[a]-module morphism
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t : H⋆(V )→ H⋆+3+2α(V )
is trivial. The Lemma 8.2 gives an identification of the source and target
F[a, σ−4]-modules of t.
Recall that HP ⋆ = {1, x4}F⊗F F[a, σ−4, v]/(a3, av), with degrees |x4| = 4, |a| =
α, |σ−4| = −4 + 4α and |v| = 1 + α, so the only possibly non-trivial values for
such a morphism are, t(ax) = y where x is an element which is not in Kera2 . But
t(ax) = at(x) = a0 = 0 for degree reasons. Consequently, t is trivial, and the result
follows. 
Proposition 1.14 gives our principal result:
Theorem 8.4. The slice tower for KR satisfies the detection of height 2 for
[BV,−]⋆e.
Proof. We show that this tower satisfies the hypothesis of Proposition 1.14.
• The functor EQ+ ∧ (−), is exact,
• the functor E˜Q ∧ (−), is exact, and the isotropy separation sequence gives
natural distinguished triangles EX → X → E˜X for all Q-spectrum X ,
• Let x ∈ kR⋆Q(BV ), then v1x is a-torsion because a
3v1 = 0 in kR⋆Q, so the
image of v1x in E˜Q ∧ kR⋆Q(BV ) is trivial.
The result now follows from Proposition 1.14 for h = 1. 
8.2. Consequences of the detection of height 2. Recall the complete compu-
tation of H⋆(V ) presented in Corollary 7.10.
Proposition 8.5. Write HF∗(BV ) = F ⊕ (HF∗(BV ))red. Define the F[a]-module
morphism t : H⋆(V )→ H⋆+3+2α(V ) by the commutative diagram
H⋆(V )

t // H⋆+3+2α(V )
Γv1 (kR
⋆
Q(BV ))
Kerv1(kR
⋆
Q
(BV ))
⋆ ι0// (v1Kerv21 (kR
⋆
Q(BV )))
⋆+2+α.
?
OO
There are isomorphisms:
(1)
Σ1+αv1Kerv21
∼= Γv1(kR
⋆
Q(BV ))/Kerv1(kR
⋆
Q(BV ))
∼= Im(t),
(2)
coΓv1(kR
⋆
Q(BV ))
v1coΓv1(kR
⋆
Q(BV ))
∼=
Ker(t)
Im(t)
,
(3) and
Kerv1(kR
⋆
Q(BV ))
v1Kerv21 (kR
⋆
Q(BV ))
∼= ImQ1 ◦KerQ0(HF
⋆
Q(BV )).
Proof. This is an explicit reformulation of Proposition 1.16 and the definition of ιn
in the particular case of the slice tower for KR-theory, in the case of detection of
height 2 which is asserted by 8.4. 
We now determine the morphism t of the previous lemma.
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Lemma 8.6. Let
H˜⋆(V ) :=
n⊕
i=1
(
(Σ−i(1+α)HP ⋆)twist≥0 ⊕ (Σ
−i(1+α)−1HP ⋆)twist≤−2
)⊕n
i


,
the image by the functor H⋆01Rof the non A(1)-free part of HF
∗(BV ). Then, the
map
t : H˜⋆(V )⊕H⋆01(RF )→ H˜
⋆+3+2α(V )⊕H⋆+3+2α01 (RF )
satisfies t([σ−2Sq1x]) = [Sq2Sq2Sq2x], for all generator x of a free sub-A(1)-module
of HF∗(BV ), and t takes trivial values elsewhere.
Proof. By the first point of Lemma 8.2, and by definition of HP ⋆ there cannot be
any non trivial morphism
H˜⋆(V )→ ˜H⋆+3+2α(V ).
Because of the cancellation of HF∗−α, for all ∗ ∈ Z, (Σ−1−αHZ)Q = 0, and thus
vQ1 : kR
Q → Σ−1−αkR is a weak auto equivalence of ko.
By definition of t, the following diagram is commutative
H∗+2−2α01 (HF
⋆
Q(BV ))
δQ // F 0−1
(v−11 )
Q
// F 20
cQ // H∗+501 (HF
⋆
Q(BV ))
Σ−2αHF∗(BV )
OOOO
∂ // ko∗+5(BV ) = // ko∗+5(BV ) c˜ // Soc(HF∗(BV ))
OOOO
where ∂ and c˜ are morphisms coming from the Postnikov tower of ko by
ko

c˜ // HZ
KO < −4 > // Σ−4HZ.
∂
gg❖
❖
❖
❖
❖
❖
But [BG10, section A.5] identifies c˜∂ to an integral lift of the non-equivariant
Steenrod operation Sq2Sq1Sq2. The result follows. 
We are finally able to identify kR⋆Q(BV ).
Theorem 8.7. There is a Z[a, v1]-module splitting of kR⋆Q(BV ) as
kR⋆Q(BV ) ∼= coΓv1(kR
⋆
Q(BV ))⊕ F
1(V )⊕ F 2(V )⊗Z Λ(v1)
and isomorphisms:
(1) F 1(V ) ∼= Im(Q1 : HF
⋆
Q(BV )→ HF
⋆+2+α
Q (BV )),
(2) F 2(V ) ∼= Sq2Sq2Sq2F where F is the largest free A(1)-module contained
in HF∗(BV ),
(3) and
Φn/Φn+1 ∼=
n⊕
i=1
(
(Σ−i(1+α)HP ⋆)twist≥0 ⊕ (Σ
−i(1+α)−1HP ⋆)twist≤−2,
)⊕n
i


where
Φn = Im(v
n
1 : coΓv1(kR
⋆+n(1+α)
Q (BV ))→ coΓv1(kR
⋆+n(1+α)
Q (BV ))),
for n ≥ 0 defines a decreasing exhaustive filtration of the Z[a, v1]-module
coΓv1(kR
⋆
Q(BV )).
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Proof. There always is a splitting of the form
kR⋆Q(BV ) ∼= coΓv1(kR
⋆
Q(BV ))⊕ Γv1(kR
⋆
Q(BV ))
The v1-torsion comes from:
• first point of Proposition 1.16 for F 1(V ),
• Lemma 8.6 for F 2(V ),
• by (4) of Proposition 1.12, Γv1(kR
⋆
Q(BV ))
∼= Kerv1/Kerv1|Im(v1)⊕Γv1/Kerv1⊗Z
Λ(v1) by detection of height 2 of Theorem 8.4).
Finally, the filtration of coΓv1(kR
⋆
Q(BV )) is provided by point 2 of Proposition
1.16. The exhaustivity in each RO(Q)-grading is easily checked by connectivity of
KR. 
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