Abstract-Software defect predictive model can efficiently help improve software quality and lessen testing effort. A large number of predictive models are proposed in a software engineering literature, but this paper presents the proposed method in software defect prediction with the comparative results based on two classifiers, i.e., backpropagation neural network and radial basis functions with Gaussian kernels as classifiers. Comparative results on NASA dataset are demonstrated and analyzed on the basis of mean square error and percent of accuracy. Experimental results show that the neural network performs better prediction than the RBF in almost subsets of data from 5.76% to 6.75%.
I. INTRODUCTION
Development and testing of a large software system consumed resources and time. Software development managers often experience problems of allocating sufficient time and resources for software testing and quality assurance activities. Recently, much work has been researched in a software engineering literature about fault-prone classifiers for software quality assessment. Many well-known classification techniques in machine learning, data mining, statistics such as neural network, Bayesian network, radial basis function (RBF), clustering, probabilistic relational model, decision trees, and naive bayes are used to evaluate software modules. Studies are reported in the literature [2, 3] . In addition, parsimonious classifier of software quality assessment using Gaussian kernel radial basis functions is studied in [4] . A model reported in [5] has been developed by using Bayesian network to assess and predict software quality. Unsupervised learning technique such as clustering is used in prediction of faults in software systems [6, 7] . Moreover, other data mining techniques such as feature subset selection, classifying feature description and associate rule are respectively applied to classify software engineering dataset in [8, 9, 10] .
The common point of such studies is that their works focus on the insight and the analysis of their own techniques. They pay very little attention to the comparative results and no recommendation of the software defect classifiers is suggested. Moreover, the heavy metrics of the software engineering dataset is used without performance testing on attribute reduction. Therefore, our work aims to present comparative results of the backpropagation neural network and the RBF. An experimental comparison of the proposed methods is provided in this paper. Different experiments in this research are conducted by using smaller subsets of NASA software engineering dataset [1] . The quality of our models is evaluated based on classification accuracy and mean square error (MSE). Models obtained from each presented technique are analyzed and then selected. The comparative results within the same size of networks and the difference of average percent of accuracy between them are also presented. Then, the recommendation is suggested to software developers.
The rest of paper is organized as follows. Section II discusses about the classification techniques. In Section III, the proposed method is described. The dataset, model implementation, the software predictive results and comparison are discussed in Section IV. Finally, conclusions are reported in Section V.
II. MODEL DESCRIPTION

A. Backpropagation Neural Network
To obtain predictive models, the algorithm of the backpropagation neural network with multihidden layer [12] is applied to software engineering dataset. In the neural network architecture with a perceptron, inputs are activated with the sum of the product of the inputs and the weights . Its output becomes the input of each hidden units. In each hidden unit, the inputs are computed to obtain a predictive output (O) by a sigmoid function, a non linear function defined by the equation (1) . (1) In the training process, using given inputs training data with corresponding output value , an error can be computed by the equation (2) .
Then, the neural network weight can be updated in the equation (3). )
A derivative of is = and is a learning rate. In multilayer case, errors are approximated by backpropagating the final output error. The algorithm of the backpropagation neural network [12] is described in the following procedure in Fig. 1 
For each hidden unit h
Where is an output of each hidden unit h.
Update each network weight
Where =
3.
The algorithm is stopped when the value of the Mean Square Error (MSE) is acceptable. Fig. 1 . The backpropagation neural network algorithm [12] .
B. Radial Basis Function (RBF)
The SG RBF algorithm, which is a recent RBF algorithm proposed by the author, Shin and Goel [4, 11] is applied to the datasets. RBF architecture is similar to the neural network, but using the Gaussian function as the nonlinearity for the hidden layer. The RBF network consists of three layers, (i.e., input, hidden and output.) n d input vector is nonlinearly transformed by the basis function to the hidden layer.
where n is an input data size, and d is a dimensional input data vector.
In practice, the Gaussian function gives a good approximation and is easy to control parameter , which is a width of the basis function. The RBF model for the Gaussian case can be described as equation (4) where n is an input data size, and d is a dimensional input data vector.
In practice, the Gaussian function gives a good approximation and is easy to control parameter , which is a width of the basis function. The RBF model for the Gaussian case can be described as equation (4). (4) where is the input vector and is the basis function center. Then, the transformed output is linearly weighted to produce the final output. A mapping of is in equation (5).
From equation (5), m is the number of basis function. s are weight and is the Euclidean distance. A parameter set for the RBF model is defined by . In the SG RBF algorithm, a global parameter that users control the value is given. The algorithm selects the number of basis function for a given . The center of the basis function 's are determined for a pair of selected m and Next, the weight parameters are determined by the pseudo-inverse method.
III. PROPOSED METHOD
Three core steps of our proposed method are illustrated in In data gathering and preprocess step, dataset is gathered by selecting from the collection of public software engineering data repository. Then, the data are preprocessed by removing redundant data. Outliers are also removed from the dataset by observing from thplot of the attribute values, and data are normalized within the range between 0 and 1. The labels of output are classified as 1 (fault-prone) and 0 (non fault-prone). Null or zero value attributes are eliminated from the dataset. In model building and evaluation step, the backpropagation neural network and RBF are applied to build the models. Two new subsets of data are created under the assumption that subset of attributes contain only important feature will give better result. Only class relevant attributes or only method relevant attributes are selected for class-level dataset or method-level dataset respectively. The experimental results are compared in the last step.
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IV. IMPLEMENTATION AND ANALYSIS
A. Dataset
The dataset KC1 (defective or not) is taken from the NASA software database as reported in the PROMISE data repository [1] . This dataset can be categorized into two data subsets, which are class-level and method level data. Attributes of the dataset are presented in Table I . A set of static measures are used as a predictor variables. The numbers of instances are 145 records. The first 31 attributes are input, and the last attribute is output classified into a discrete value as 0 and 1. If the class or the method of the program module contains one or more defects, the output is 1 and 0 otherwise. There are 60 records in class 1 and 85 record in class 0. In modeling process, the dataset is partitioned to three data subsets: class-level, method-level and all attributes.
B. RBF Model
The models with a small number of the Gaussian function that have high value of and large training error are considered to be underfitting models because they do not learn enough. However, the complex models with the large number of the Gaussian function with small value of and large testing error are overfitting models because it is unable to provide good generalization on unseen data. The results of the RBF classifiers on three data subset: class-level, method-level and all attributes are presented in Table IIa )-IIc) and their MSE plots are shown in Fig. 3a)-3c) , respectively. After analyzing the choice of models (A to J) with different parameters (sigma and basis function) along with their MSE plots shown in Fig. 3 , the best model is chosen based on low validation and testing error. The best model should be the best compromise point between the training error and the validation error. Therefore, the model C is the best model for two data subsets: class-level and method-level (see Table IIa  and 2b) . For all attributes, model H is selected because it also has the best compromise point between training and validation error when compared to other models. A comparison among three data subsets shows that the selected model using the method-level dataset gives better result than others because this model has the lowest testing error, which is 0.1675, and it is less complex than models from other subsets of data.
C. Backpropagation Neural Network Model
The backpropagation neural network is applied, and the datasets are randomly partitioned in to 50% for training and another 50% for testing. Learning rate = 0.1 is assigned, and the starting point for the momentum is at 0.9. The feedforward backpropagation algorithm is repeated up to 2000 epochs to update weight and the obtained results are in Table III .
From Table IIIa )-IIIc), the class-level dataset with the network size 20 has the best result with the lowest MSE on testing data and the highest percent of correct classification, which are 0.165 and 81.69% respectively. For the method-level dataset, the network size 60 gives the best result with the MSE testing 0.17 and 72.7% correct classification. For dataset using all attributes, the network size 30 gives the best result with the MSE testing 0.177 and 80% correct classification. Among three datasets, the class-level has the best modeling result. 
D. Comparative Results of Models
When considering the values of MSE testing and percentage of correct classification, the models from the neural network size 20 is the best (MSE = 0.165 and accuracy = 81.69%). Beside, the models from the neural network have better results than the RBF in all datasets except the method-level. The neural network on the class-level dataset gives the lowest MSE testing and the highest percentage of correct classification. However, our observation is that to obtain almost the same MSE value, the models from the neural network approach are more complicate than the RBF because the models from the neural network approach have more number of hidden units than the RBF, leading to consume more processing time.
When considering the same size of network, the models from the neural network have better results than the RBF in all datasets except the method-level. The neural network has lower MSE testing and higher percentage of correct classification. Considering m = 10 in Table IIa ) and the network size 10 shown in Table IIIa) , the MSE testing of the model from the neural network is only 0.166 while one from the RBF is 0.214. Overall, the neural network performs better than the RBF. To confirm the fact that the neural network has better percent of accuracy in most subsets of data, average percent of accuracy of three datasets are computed and the comparative results between two approaches are presented in the graph in Fig. 4 . From Fig. 4 , the neural network achieves 5.76% of accuracy higher than the RBF in the class-level. However, in the method-level, the RBF is slightly better than the neural network, which is 2.01% more accurate. In all attributes dataset, the neural network performs better than the RBF 6.75%.
V. CONCLUDING REMARKS
The software defect predictive models using the neural network and the RBF techniques are developed in our proposed method. Overall, the selected models from both approaches offer impressive result. The comparative results show that the performances are better by using subset of data with some features. Based on our results compared with the same size of network, the backpropagation neural network performs better classification than the RBF with lower MSE and higher percent of accuracy in most subsets of data. In the future work, the research will be focus on feature subset selection on software engineering dataset to seek for the best and simplest model as possible. It is therefore; conclude that the backpropagation neural network is the best classifier in our experiment. This approach is recommended to help to identify software fault-prone classes or modules that are required immediate attention from the software developers.
