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【はじめに】




本発表は，筆者の日本統計学会賞受賞記念論文である岩崎 (2021) に基づき，岩崎 (2019) でも扱っている．また，統計的因果推論に関しては，岩崎 (2015) あるいは近刊の訳書である
阿部・岩崎 (2021) を見られたい．回帰分析に関する海外の文献としては，大判でありしかも534頁という大部の本（重くて場所をとる）である Gelman et al. (2020) が参考になろう．
【重回帰分析のモデルと諸種の仮定】
第 i 個体のアウトカムを表す確率変数 Yi と p 個の説明変数 xi1, . . . , xip に対し，重回帰モデルとその標準的な仮定は
Yi = β1 + β2xi1 + ⋅ ⋅ ⋅ + βpxip + εi (i = 1, . . . , n),      E[εi] = 0，V[εi] = σ2，Cov[εi, εj] = 0 (i ≠ j)，εi ~ N(0, σ2)




もう１点，εi は説明変数 xi1, . . . , xip と独立である必要がある．通常の回帰モデルでは説明変数は定数（確率変数ではない）であることから，記法的に常に Cov[xij, εi] = 0 であるが，現実
問題では，説明変数と誤差項との独立性を担保しておく必要がある．これは計量経済分野では omitted variable として常に気にすべきとされる仮定であるが，他の分野ではあまり論点に
ならないので注意しなくてはならない．
【重回帰分析の目的】
重回帰分析の目的には，大きく分けて (i) 現象の記述，(ii) アウトカムの予測，(iii) 因果関係の確立，の３つがある．これらのうち (i) は，分析の初期段階では取り敢えず重要であり，推
定したモデルを媒介にした当該現象の分かりやすい記述により，この段階で分析の目的が達せられることもあり得る．しかしその反面，やっただけになってしまう恐れもある．やはり (ii) の
予測，あるいは (iii) の因果関係の確立が要求されるであろう．
(ii) の予測は，重回帰分析の大きな目的の一つである．筆者は，２変量間の関係を (a) 相関，(b) 回帰，(c) 因果，の３種類に分類して説明することが多く，岩崎 (2015, 2019) などの著書
にもそう書いている．相関は双方的な概念であるが，予測と因果は一方向的な概念であり，重回帰分析の場合は一方向的であるので， (b) 回帰もしくは (c) 因果が関係してくる．そして，
回帰と因果の違いとして，「因果」はその名の通り因果関係であるが，「回帰」は，必ずしも因果関係ではないかもしれないが予測には有用な関係，としている．
「予測」は回帰分析の重要な役割であるので論点は数多い．近年，ディープラーニングに代表される機械学習の方法論の進展は目覚ましく，使いやすいソフトウェアの提供もあって，そ








たにもかかわらず，その解釈に当たって「因果」としてしまう誤りが多いと思われる．例えば下の例では，散布図の各点は異なる商品であり，求められた単回帰式 y = 34.77 + 3.38x1 の解
釈として，Web更新回数が1回多い商品の売り上げは平均的に3.38だけ大きい，という解釈は妥当であるが，ある商品のWeb更新回数を「1 回増やせば売り上げは 3.38 だけ増える」という
解釈は，厳密にいえば誤りである．記述もしくは予測の目的であったものを因果に解釈してしまっているのである．
【説明変数の役割り】
のである．重回帰モデルにおける各説明変数は x1, . . . , xp と単に記号でしか表現されていないが，実際の応用では，それぞれが固有の特徴と役割りを持つものであり，それらを的確に
分析に反映させる必要がある．因果推論的には，アウトカム，処置変数，共変量，交絡変数，中間変数の区別をつけるのが重要とされる．下の例では，売り上げ (y) がアウトカム，Web更
新回数 (x1) が処置変数，Webアクセス (x2) が中間変数となる．Web更新回数 (x1) と売り上げ (y) の関係は y = 34.77 + 3.38x1 であり，x1 の係数は正であるので，Web更新回数が多ければ
売り上げが多いという結果となる．ところがWebアクセス数 (x2) を取り込んだモデルでは y = – 3.02 – 0.68x1 + 0.89x2 と x1 の係数が負になってしまう．これは，中間変数 (x2) をモデルに取り




簡単な例としてある商品の売り上げ (y) に対してWeb更新回数 (x1) とWebアクセス数 (x2) がどのように影響するかを取り上げる（岩崎 (2019)）．各変量の基本統計量およびWeb更新数
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統計量 更新 (X1) アクセス (X2) 売上高 (Y)
平均 8.07 79.37 62.03
標準偏差 1.74 12.05 11.81
相関 更新 (X1) アクセス (X2) 売上高 (Y)
更新 (X1) 1 0.660 0.498
アクセス (X2) 0.660 1 0.841
売上高 Y) 0.498 0.841 1
