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particle mobility edge
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Non-interacting fermions in one dimension can undergo a localization-delocalization transition in
the presence of a quasi-periodic potential as a function of that potential. In the presence of interac-
tions, this transition transforms into a Many-Body Localization (MBL) transition. Recent studies
have suggested that this type of transition can also occur in models with quasi-periodic potentials
that possess single particle mobility edges. Two such models were studied in PRL 115,230401(2015)
but only one was found to exhibit an MBL transition in the presence of interactions while the other
one did not. In this work we investigate the occurrence of MBL in the presence of weak interactions
in five different models with single particle mobility edges in one dimension with a view to obtaining
a criterion for the same. We find that not all such models undergo a thermal-MBL phase transition
in presence of weak interactions. We propose a criterion to determine whether MBL is likely to
occur in presence of interaction based only on the properties of the non-interacting models. The
relevant quantity ǫ is a measure of how localized the localized states are relative to how delocalized
the delocalized states are in the non-interacting model. We also study various other features of the
non-interacting models such as the divergence of the localization length at the mobility edge and
the presence or absence of ‘ergodicity’ and localization in their many-body eigenstates. However,
we find that these features cannot be used to predict the occurrence of MBL upon the introduction
of weak interactions.
PACS numbers: 72.15.Rn, 05.30.-d,05.45.Mt
I. INTRODUCTION
An arbitrarily weak amount of disorder can localize all
eigenstates in a non-interacting quantum system in di-
mensions d ≤ 2 while in three dimensions a mobility edge
of energy Ec can exist that separates localized and delo-
calized states1–3. In the presence of interactions, for large
enough disorder, a many-body version of this effect called
Many-Body Localization(MBL) can occur4, which has
attracted a lot of attention recently5–8. Systems display-
ing MBL are the only known examples of generic interact-
ing isolated quantum systems that do not thermalize9,10
and thus do not obey the Eigenstate Thermalization Hy-
pothesis (ETH)11–13 . It has been argued these systems
possess emergent conservation laws14–17 which prevent
thermalization like in integrable systems18,19. Systems
which display MBL typically undergo a thermal-MBL
transition as a function of quenched disorder.
A delocalization-localization transition analogous to
the thermal-MBL transition can occur even in a non-
interacting system. An example of a one-dimensional
microscopic model with such a transition is the Aubry-
Andre model (AA model)20. The transition is between a
phase with all single particle states localized and one with
all states delocalized. The delocalization-localization
transition in this model transforms into a thermal-MBL
transition upon the introduction of interactions21. The
AA model has also been emulated in experiments on cold-
atoms in the non-interacting limit22,23 and with interac-
tions to observe MBL24. It has also been proposed that
the thermal-MBL transition in the AA model in the pres-
ence of interactions is in a different universality class from
the transition in models with true disorder25.
The AA model can be modified to yield single-particle
mobility edges26–28 and one such model has also been re-
cently realized experimentally29. Such mobility edges can
also be seen in models with correlated disorder30. It was
argued by Nandkishore and Potter that a non-interacting
system with coexisting localized and protected delocalized
states will thermalize upon the introduction of weak in-
teractions if νd ≥ 131. d here is the number of physical
dimensions and the localization length ξ diverges at an
energy Ec as ξ ∼ |E − Ec|−ν . A question that arises is
whether MBL could be present in a system with localized
and unprotected delocalized states upon the introduction
of weak interactions. Such a situation is generic in dis-
ordered three dimensional systems and thus, the above
question is of relevance to physically relevant interact-
ing solid-state systems. Recent works32–35 have shown
that MBL can indeed occur in models with single parti-
cle mobility edges in one dimension. However, it was also
observed that not all such models with unprotected delo-
calized states display MBL upon the introduction of weak
interactions32,33. It is thus natural to ask if there is a cri-
terion that can be formulated by an examination of the
single particle spectrum of the non-interacting model to
determine whether MBL can develop upon the introduc-
tion of weak interactions. The identification of such a cri-
terion would be significant because the required calcula-
tions would have to be performed only on non-interacting
models (and not interacting ones) which are possible nu-
merically for fairly large system sizes and in some cases
even analytically.
In this work, based on numerical exact diagonalization
studies of several different models, we propose a criterion
to determine whether a system with a single particle mo-
2bility edge displays MBL upon turning on weak interac-
tions. Specifically, we argue that the criterion is based
on a dimensionless quantity is ǫ, which can be calculated
from the non-interacting spectrum of a system of size L.
It is defined as
ǫ =
η(1 −MPRD/L)
(MPRL − 1) , (1)
where η is the ratio of the number of localized states
to delocalized single particle states, MPRD is the mean
participation ratio(PR) of the delocalized states and
MPRL is the mean participation ratio(PR) of the local-
ized states. (The PR of a normalized eigenstate ψ is de-
fined PRΨ = 1/
∑
j |cj |4, where cj is the amplitude of ψ
at site j. PR ∼ 1 for a localized state and is much larger
(typical ∼ L) for a delocalized one.) This quantity ǫ is
thus a measure of the the relative strengths of the local-
ized and delocalized states in the non-interacting model,
i.e. how strongly localized the localized states are com-
pared to how strongly delocalized the delocalized ones
are. Our main result is that the system remains localized
(thermalizes) upon the introduction of weak interactions
when ǫ > (< 1). This also serves as a criterion to de-
tect the thermal-MBL transition in these systems, based
on the properties of the non-interacting system. We also
comment on whether the localization length exponent ν
discussed in the previous paragraph is significant in de-
termining whether MBL occurs in systems with mobility
edges.
Additionally, we study “non-ergodic to ergodic” tran-
sitions in the non-interacting limit in models with single
particle mobility edges. It should be noted that there
is no true ergodic phase for a non-interacting system.
However, the scaling of the strength of the fluctuations
of local quantities (such as particle number) with system
size can change abruptly as a function of microscopic pa-
rameters in the models we study indicating a transition
that resembles the ergodic to non-ergodic transition in in-
teracting systems36. We also make a distinction between
this type of transition and a delocalization to localization
transition. The latter type of transition is characterized
by a change in the scaling of entanglement entropy from
volume law to area law. The distinction between the con-
cepts of delocalization and ergodicity (in the above sense)
has also been discussed elsewhere36. We show that the
presence or absence of these phases in the non-interacting
model cannot be used to predict whether MBL occurs
upon the introduction of interactions.
II. MODELS
We study five different lattice models of spinless
fermions of the general form
H = −
∑
ij
tijc
†
icj +
∑
i
hini + V
∑
i
nini+1, (2)
where i and j label sites on the lattice, tij is the hop-
ping between sites i and j, hi is the onset potential at
i and V is the interaction between fermions on nearest
neighbor sites. All five models have single particle mo-
bility edges in the non-interacting limit V = 0. The five
models studied have the following parameters
1. Model I: tij = t, when i and j are nearest neighbors
and zero otherwise, hi = h
cos(2piiα+φ)
1−β cos(2piiα+φ) , where α
is an irrational number, β ∈ (−1, 1) and φ is an off-
set angle. The onsite potential is quasiperiodic and
when β = 0 and V = 0, the model reduces to the
AA model. For V = 0 and β 6= 0, there is a mobility
edge separating, localized and extended states at an
energy E given by βE = 2sgn(h)(|t| − |h|/2)28. φ
can be used to produce different realizations of this
potential akin to different realizations of disorder
in the case of a truly random potential.
2. Model II: c, hi = h
1−cos(2piiα+φ)
1+β cos(2piiα+φ) , with β ∈
(−1, 1), irrational α and offset angle φ. When
V = 0, this model also reduces to the AA model for
β = 0 and for β 6= 0, there is a mobility edge sepa-
rating, localized and extended states at an energy
E given by βE = 2sgn(h)(|t| − |h|/2)28.
3. Model III: tij = t, when i and j are nearest neigh-
bors and zero otherwise, hi = h cos(2παi
n+φ) with
0 < n < 1 and irrational α and offset angle φ. For
V = 0 and n = 1, this is just the AA model. How-
ever, for n < 1 and V = 0, the model has a single-
particle mobility edge when h < 2t26,27. All single
particle states with energy between ±|2t − h| are
delocalized and all other states are localized. For
h > 2t all single particle states are localized as in
the usual AA model.
4. Model IV: tij = t, when i and j are nearest neigh-
bors, tij = t
′ when i and j are next nearest neigh-
bors and zero otherwise. hi = h cos(2παi + φ)
with irrational α and offset angle φ. For V = 0,
this model too has a mobility edge separating lo-
calized and delocalized states whenever a non-zero
next nearest neighbor hopping (t′) is present along
with the nearest neighbor hopping t37.
5. Model V: tij = t, when i and j are near-
est neighbors and zero otherwise. hi =∑L/2
k=1(k
−γ(2π/L)(1−γ))1/2 cos(2πik/L + φk). φk
are L/2 independent random phases uniformly dis-
tributed in the interval [0, 2π] with the normaliza-
tion
√
(< h2i > − < hi >2) = 1. Unlike the other
four models, this one has long-range correlated dis-
order as opposed to a quasi-periodic potential. It
has a single particle mobility edge separating local-
ized and delocalized states for γ > 2 and V = 030.
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FIG. 1: (Color Online)The variation of the mean of the
ratio between adjacent gaps in the spectrum with the
strength of the incommensurate potential h for
L = 10, 12, 14, 16 at half filling for (top) model I (V = 1 and
β = −0.6) and (bottom) model II (V = 1 and β = −0.75).
The results shown here are averaged over several realizations
for flux φ which are randomly chosen from intervals [0, 2π]
with uniform probability. The error bars denote standard
deviation. The thermal to MBL transition can be estimated
from the crossing of the different curves and is at h ≈ 2 for
model I and h ≈ 6 for model II.
III. INTERACTIONS
We study the above models in the presence of in-
teractions (V 6= 0) to determine whether they display
MBL and to locate the resulting thermal-MBL transi-
tion. Note that in the presence of interactions, there is no
apparent distinction between delocalization and ergodic-
ity and similarly between localization and non-ergodicity.
Thus, there is only one possible transition which we call a
thermal-MBL transition. Our calculations employ exact
diagonalization on finite-sized systems up to size L = 16
with an average over the offset φ for better statistics. We
set t = 1 and α =
√
5−1
2 and work at half filling.
We first determine which of the above models display
MBL and locate the thermal-MBL transition in them.
We do this by studying the energy level-spacing distri-
bution and the scaling of the entanglement entropy of
mid-spectrum states as explained below.
Energy level spacing statistics: Energy level spacing
statistics can be used to estimate the location of the MBL
transition. At the transition, the statistics change from
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FIG. 2: (Color Online) The variation of the mean of the
ratio between adjacent gaps in the spectrum (top) with the
strength of the incommensurate potential h for L = 16 at
half filling for model III (V = 1 and n = 0.5) and model IV
(V = 1 and t′ = 0.1) and (bottom) with γ for model V. The
results shown here are averaged over several realizations for
flux φ which are randomly chosen from intervals [0, 2π] with
uniform probability. The error bars denote standard
deviation. The solid line corresponds to Poissonian and the
dashed line corresponds GOE level spacing distributions. It
can be seen that unlike models I and II, models III, IV and
V are always in the thermal phase.
being Wigner-Dyson-like specifically of the Gaussian Or-
thogonal Ensemble (GOE) type (characteristic of the er-
godic phase) to Poissonian (characteristic of the MBL
phase) and can be tracked by the ratio of successive gaps,
rn =
min(δn,δn+1)
max(δn,δn+1)
9, where δn = En+1−En, the difference
in energy between the nth and n + 1st energy eigenval-
ues. For a Poissonian distribution the mean value of r
is 2 ln 2 − 1 ≈ 0.386 while for a GOE distribution, it is
≈ 0.5295. The distribution function P (r) → 0, as r → 0
in the presence of level repulsion.
For model I, with V = 1 and β = −0.6 and model
II, with V = 1 and β = −0.75 as h is increased, the
level spacing distribution changes from the GOE dis-
tribution to the Poissonian distribution for system sizes
L = 10, 12, 14, 16 as shown in Fig. 1 . The data for differ-
ent system sizes cross near h ∼ 2 for model I and h ∼ 6
for model II. Hence, h = 2 and h = 6 can be consid-
ered as the locations of the thermal-MBL transition for
models I and II respectively. On the other hand, models
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FIG. 3: (Color Online) The variation of the mean of the
ratio between adjacent gaps in the spectrum as a
function of the strength of the incommensurate
potential h for L = 10, 12, 14 and 16 at half filling for
(top) model I (V = 0.2 and β = −0.6) and (bottom)
model II (V = 0.2 and β = −0.75) . The results shown
here are averaged over several realizations for flux φ
which are randomly chosen from intervals [0, 2π] with
uniform probability. The error bars denote standard
deviation.
III , IV and V do not exhibit a thermal-MBL transition
and the level spacing distributions of these models are of
the GOE type as shown in Fig. 2. Even though the non-
interacting versions of these models have single particle
mobility edges, switching on interactions causes them to
thermalize.
We have shown that for Models I and II for interac-
tion strength V = 1.0, there is a thermal to Many body
localization (MBL) transition respectively at h ≈ 2 and
h ≈ 6. While the transition appears sharper for larger
values of V , it also occurs for smaller values as can be
seen in Fig. 3 with V = 0.2. We perform the rest of our
analysis for V = 1.0 for better clarity of numerical data.
Eigenstate entanglement entropy: The entanglement
entropy can also be used to distinguish between the ther-
mal and many-body localized phases of a model. For a
typical eigenstate (i.e. one from the middle of the spec-
trum), it obeys a volume law in the thermal phase and
an area law in the MBL phase. We calculate the or-
der 2 Renyi entropy S2 = − log2(TrAρA2) between the
two halves A and B of a system of length L38. This is
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FIG. 4: (Color Online) Variation of (S2 + 1.2)/L (where S2
is the Renyi entropy) of a typical mid-gap state for
L = 10, 12, 14, 16 at half filling for for (top) model I (V = 1
and β = −0.6) and (bottom) model II (V = 1 and
β = −0.75). The results shown here are averaged over
several realizations for flux φ which are randomly chosen
from intervals [0, 2π] with uniform probability. The error
bars denote standard deviation. The thermal-MBL
transition can be estimated from the point where the curves
for different values of L appear to separate from one
another. This is seen to be at h ≈ 2 for model I and h ≈ 6
for model II consistent with the values obtained from the
energy level spacing distribution.
computationally less expensive to calculate than the von-
Neumann entropy and has also recently been measured
in experiments 39. ρA is the reduced density matrix of A
obtained by tracing out the degrees of freedom of B from
the density matrix of the full system in a mid-spectrum
state. For a one dimensional lattice system of spinless
fermions in the ergodic phase, S2 ∼ L2 − 1.2 for system
size L21 and in the many-body localized phase, S2 ∼ L0.
Hence, the variation of (S2 + 1.2)/L with h can be used
as an efficient diagnostic to detect the thermal and MBL
phases and the transition between them. This quantity is
finite in the thermal phase and goes to zero in the MBL
phase with increasing system size.
For model I with V = 1 and β = −0.6 and model II,
with V = 1 and β = −0.75 as h is increased (S2+1.2)/L
decreases as shown in Fig. 4. From the data, the location
of the thermal-MBL transition for the two models can
be estimated and is consistent with their locations as ob-
tained from energy-level spacing statistics. On the other
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FIG. 5: (Color Online) Variation of (S2 + 1.2)/L (where S2
is the Renyi entropy) of a typical mid-gap state for
L = 10, 12, 14, 16 at half filling for (top) model III (V = 1
and n = 0.5) and (bottom) model IV (V = 1 and t′ = 0.1).
The results shown here are averaged over several realizations
for flux φ which are randomly chosen from intervals [0, 2π]
with uniform probability. The error bars denote standard
deviation. The entanglement entropy always appears to be
proportional to L (volume law) which indicates
thermalization as opposed to the behavior seen for models I
and II. This is consistent with the results obtained from the
energy level spacing distribution.
hand, models III, IV and V do not display a thermal-
MBL transition as shown in Fig. 5.
IV. DETERMINATION OF THE
LOCALIZATION LENGTH EXPONENT ν
The localization length of an (exponentially) localized
state is finite whereas a delocalized state has infinite
localization length in the thermodynamic limit. When
bands of the two types of states are separated by a mobil-
ity edge at energy Ec, the localization length ξ(E) on the
localized side typically diverges as ξ(E) ∼ 1/|E − Ec|ν
in the vicinity of the mobility edge. The values of ν
obtained numerically for models I, II, III, IV and V in
the absence of interactions for system size L = 1000 are
shown in Fig. 6. The values obtained are ν ≈ 0.825 ,
ν ≈ 0.8, ν ≈ 1, ν ≈ 0.7 and ν ≈ 1.38 for models I, II, III,
IV and V respectively. The values of ν for models II, III
and V has also been calculated earlier27,30,32. Note that
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FIG. 6: Localization length as function of energy for
models I, II, III, IV and V
the values of ν for all models violate the Harris-Chayes
criteria40 which is ν ≥ 2/d where d is dimension of the
system. This is not surprising as the bound only applies
to systems with uncorrelated disorder .
V. CRITERION FOR THE OCCURRENCE OF
MBL
Table. I summarizes the results of our calculations and
the fifth column lists the values of ǫ defined in Eqn. 1.
The energy level spacing and entanglement entropy show
that a thermal-MBL transition occurs in models I and II
but not in models III, IV and V, which only have thermal
phases. At the MBL transition for models I and II, ǫ ∼ 1
as shown in Fig. 10 and in the MBL (thermal) phases
ǫ > (<)1. On the other for model III ǫ < 1 and this
model always thermalizes. Similar values of ǫ(< 1) are
also obtained for models IV and V with V = 0 which also
always thermalize upon the introduction of interactions.
Thus, our study shows that the quantity ǫ can be used
as a diagnostic to determine whether a system with a
single particle mobility edge will display MBL upon the
introduction of interactions.
As mentioned earlier, it has been argued that the cri-
terion for MBL to occur in a 1D system with a single
particle mobility edge and a protected band of delocal-
ized states upon introducing interactions is ν ≥ 131. It is
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FIG. 7: (Color Online) The variation of ǫ defined in Eqn. 1
with h as obtained for L = 50, 100, 500, 1000 for (top) model
I ( β = −0.6) and (middle) model II ( β = −0.75) without
interactions (V = 0). The dashed lines correspond to ǫ = 1.
The thermal-MBL transition for model I (II) has been
estimated to be at h ≈ 2(6) from the level spacing statistics
and entanglement entropy of typical mid-spectrum states. It
can be seen that ǫ < 1 for h below the transition value
(thermal phase) and ǫ > 1 for h above the transition value
(MBL phase). (Bottom) ǫ as a function of h for model III
(n = 0.5) for V = 0. Model III always thermalizes upon
introducing interactions. It can be seen that ǫ < 1 for this
model for all values of h.
thus interesting to ask whether a similar criterion applies
even to the models we study with no protected delocal-
ized states. We have calculated ν for these models for
V = 0 (listed in the fourth column of table I) using nu-
merical exact diagonalization on systems up to L = 1000
1.4 1.6 1.8 2 2.2 2.40.001
0.01
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FIG. 8: (Color Online) The variation of ǫ defined in Eqn. 1
with h as obtained for L = 50, 100, 500, 1000 for model IV (
t′ = 0.1). The dashed line corresponds to ǫ = 1. Model IV
always thermalizes upon introducing interactions. It can be
seen that ǫ < 1 for this model for all values of h.
Model MBL phase Thermal phase ν ǫ
Model I Yes Yes < 1 > 1 (in MBL
phase) and < 1
(in thermal
phase)
Model II Yes Yes < 1 > 1 (in MBL
phase) and < 1
(in thermal
phase)
Model III No Yes 1 < 1
Model IV No Yes < 1 < 1
Model V No Yes > 1 < 1
TABLE I: A list of the models we study which shows
whether they have thermal and MBL phases. The values of
ν and ǫ for the different models obtained from exact
diagonalization of systems of size L = 1000. The values of ν
agree with analytical results for the models for which they
are available. The precise values of ν can depend on specific
parameters of the different models but they are always
bounded in the way shown in the above table.
or known analytical results27,30,32.
The actual value of ν depends on the specific param-
eters of the model but is always bounded by or equal to
1 as indicated. It can be seen that both models I and II
have ν < 1 but show a thermal to MBL transition as a
function of h at a fixed value of the filling for fixed V . We
have verified that such a transition holds down to values
of V as low as 0.2 below which finite-size effects become
pronounced. Significantly, ν is independent of h (which is
the parameter that is tuned to effect a the thermal-MBL
transition in models I and II) in the models we have stud-
ied . It thus follows that there is no critical value νc such
that models with ν > νc exist in one phase and those
with ν < νc in the other upon introducing weak inter-
actions. We note however that the model we study with
ν > 1 does not display MBL. Even though we have not
7been able to find a model with ν > 1 but ǫ > 1 to study,
we predict that should such a model exist it will display
MBL upon the introduction of interactions.
VI. NON-INTERACTING LIMIT
In the preceding sections, we have investigated the ef-
fect of interactions on the five models studied and pro-
posed a criterion for the occurrence (or non-occurrence)
of MBL in these models based on the properties of the
single particle states of the corresponding non-interacting
models. We now turn our attention to the many-body
eigenstates of these models in the absence of interactions.
We ask whether the many-body eigenstates of these
non-interacting models are localized or not in the sense of
the entanglement entropy obeying an area law or volume
law. We also determine whether these states are ‘ergodic’
or not. Note that the term ergodic here does not have
its usual meaning in the sense of allowing thermalization
for which interactions are required. Rather, we use the
term ergodic to classify the strength of fluctuations of lo-
cal operators, specifically when they do not increase with
system size. We show that in the non-interacting mod-
els, there can exist transitions between such ergodic and
non-ergodic phases characterized by the scaling with sys-
tem size of the fluctuation of observables (specifically, the
number of particles). Such a transition has been shown
to exist in one of the models we study earlier 36. Here,
we investigate its occurrence in other models as well. We
also show that for states which are ergodic, the entan-
glement entropy of a state scales as the volume and has
a value consistent with the thermodynamic entropy and
the corresponding energy density.
Since the many-body eigenstates in the absence of
interactions are simply obtained from populating sin-
gle particle eigenstates (i.e. they are Slater determi-
nants), we can diagonalize much larger systems (of size
L ∼ 1000) than in the case with interactions.
Entanglement entropy: In the non-interacting limit
for Slater determinant states, the entanglement entropy
can be calculated from the spectrum of the two point cor-
relation function 41. The ijth element of the two point
correlation matrix is defined as
Cij = 〈Ψ|c†icj |Ψ〉 (3)
where |Ψ〉 is a many body eigenstate and the indices i and
j run over the subsystem whose entanglement with the
rest of the system is calculated. Diagonalizing the corre-
lation matrix, the entanglement entropy (Renyi entropy)
can be calculated from the eigenvalues of the correlation
matrix.
S2 = −
∑
m
log2
[
ζ2m + (1− ζm)2
]
(4)
where ζm are the eigenvalues of correlation matrix C.
Once again many body eigenstates from the middle
of the spectrum are considered. As such, mid-spectrum
many body eigenstates of non interacting models are dif-
ficult to obtain for large system sizes as the Hilbert space
dimension increases exponentially with system size and
so does the number of steps required to sort the eigen-
values to identify the middle of the spectrum. However,
since the many body density of states becomes sharply
peaked at the middle of the spectrum with variance de-
creasing as 1√
L
with increasing L, 36, the mid-spectrum
entropy can be calculated by averaging over the whole
many body spectrum. This calculation can be simplified
further by observing that most many-body eigenstates
obtained by randomly occupying single particle states
will lie in the middle of the spectrum. Thus, the mid-
spectrum entropy can be obtained by averaging over a
reasonably large number of randomly chosen many-body
eigenstates. Here, we perform an average over ∼ 105
states for the models we have studied for system sizes
L = 100, 200 and 1000.
As can be seen from Fig. 9, at small values of h for
models I and II, (h < 0.5 for I and h < 1.0 for II) the
entanglement entropy scales with the subsystem size L/2
and is consistent with the value of the thermodynamic en-
tropy indicating both delocalization and ergodicity. Note
here that the entanglement entropy does not correspond
to the thermal value as was the case in presence of in-
teractions. It is due to the fact that we are calculat-
ing the infinite temperature entropy not from the eigen-
states in the middle of the spectrum like in interacting
calculations, instead we are averaging the entanglement
entropy over the whole many body spectrum and the
contribution from the states other than in the middle
of the spectrum states reduce the value of the entangle-
ment entropy (∼ 0.25) from its thermal value (∼ 0.5)
even while retaining the volume law scaling36. For large
h ( h > 3.6 for I and 15.6 for II) the entanglement en-
tropy scales as L0 (area law) indicating localization and
thus also non-ergodicity. This is also the behavior ob-
served in the Aubrey-Andre (AA) model36 which has a
localization-delocalization transition as a function of the
onsite potential h but with no mobility edge. However,
unlike in the AA model, there are intermediate phases
in models I and II, where the entropy scales as a volume
law but with a value which is sub-thermal which appear
as plateaus in the Fig 9. This behavior was noted earlier
only for model I with β = −0.236. There are four such
distinct phases at three critical values of h corresponding
to the transitions between the phases which can be deter-
mined by locating the crossovers between the entangle-
ment entropy curves for different system sizes. The first
transition is from the thermal delocalized phase to the
first sub-thermal delocalized phase at h = 0.6 for model
I and h = 1.2 for model II. The next transition occurs be-
tween the first and second subthermal delocalized phases
at h = 1.8 for model I and h = 6.8 for model II. The final
transition occurs between the second subthermal delocal-
ized phase and the localized phase at h = 3.3 for model
I and h = 14.8 for model II. We will study ergodicity
or lack thereof in these models from the point of view of
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FIG. 9: (Color Online) The variation of bipartite
entanglement entropy S2/L with the onsite potential
strength h at half filling for (top) model-I (β = −0.6) and
(bottom) model-II (β = −0.75) in the absence of
interactions. The entanglement entropy is averaged over 105
randomly chosen many body states. In model-I (model-II)
for h < 0.5 (1.0) the system is in the delocalized phase with
the entropy consistent with its thermal value while for
h > 3.6 (15.6) the system is in the localized phase with
negligible entanglement. In between these two distinct
phases the system has two sub-thermal delocalized phases
for 1.0t < h < 1.7t and 2.0t < h < 3.2t (3.0 < h < 6.2 and
7.4 < h < 14.0) in model-I(II) where the entropy has
sub-thermal values.
particle number fluctuations in the next section.
We now turn to Fig. 10 for models III and IV. Model
III appears not to possess a thermal value of the entan-
glement entropy at any value of h. Model III appears
not to possess an entanglement entropy consistent with
the thermal value at any value of h. It also appears that
the entanglement entropy scales slower than volume law
(2S2/L decreases with the system size L) and the curves
for different system sizes do not cross each other for any
values of h < 2.0. It should be noted that model III ap-
pears to always be thermal upon turning on weak inter-
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FIG. 10: (Color Online) The variation of bipartite
entanglement entropy S2/L with the onsite potential
strength h at half filling for (top) model-III (n = 0.5),
(bottom) model-IV (t′ = 0.1) in the absence of interactions.
The entanglement entropy is averaged over 105 randomly
chosen many body states. In model-III for h < 2.0 the
system is delocalized but has sub-thermal values for the
entropy while for h > 2.0 the system is completely localized.
A completely delocalized phase with entanglement entropy
consistent with the thermal entropy and volume law scaling
of entropy appears to be absent in this model and there is
no crossover between the curves at different system sizes
indicating the lack of any transitions. In model-IV ,for
h < 1.1 the system is in the delocalized phase while for
h > 2.6 the system is in the localized phase. In between
these two distinct phases, the system has two intermediate
sub-thermal delocalized phases for 1.7 < h < 1.9 and
2.1 < h < 2.3.
actions even as the non-interacting model does not seem
to possess a delocalized ergodic phase at any value of h.
It is possible that this is a finite-size effect and model III
does not display behavior characteristic of the thermo-
dynamic limit at the same system sizes as models I and
II. However, currently accessible system sizes appear not
to be sufficient to settle this issue.
9Model IV displays plateaus in the entanglement en-
tropy curve corresponding to intermediate sub thermal
phases like models I and II. The three critical values of
h for the transitions between the four phases: ergodic
phase, first delocalized sub thermal phase, second delo-
calized subthermal phase and localized phase are 1.5, 2.0,
2.4 respectively. It should be noted that this model too
like model III does appear to thermalize upon the intro-
duction of weak interactions but the scaling of the entan-
glement entropy in the non-interacting limit appears to
be quite distinct from that of model III.
Particle number fluctuation: We have also calculated
the fluctuation in the number of particles Ns in one half
of the system with a view towards further understand-
ing the nature of ergodicity in the the different phases of
the models identified from the calculation of the entan-
glement entropy.
Ns =
∑
i
〈Ψ|ni|Ψ〉 (5)
where i runs over all the lattice sites in the subsystem
(one half of the whole system). The average of this quan-
tity 〈Ns〉 is calculated by averaging over distinct mid-
spectrum states. The fluctuation σs in Ns is defined as
σs =
√
〈N2s 〉 − 〈Ns〉2, (6)
where again, the averaging is preformed over distinct
mid-spectrum many-body eigenstates. Note that σs is
not the same as the fluctuation (square of the uncer-
tainty) of Ns in a single energy eigenstate. The dis-
tinction between ergodicity or lack thereof in these non-
interacting models arises from the fact that in the ergodic
phase, σs is independent of system size (intensive) going
to a constant at large L while in the non-ergodic phase, it
scales as
√
L, or equivalently
√
〈Ns〉 (extensive), since we
work at fixed density36. This notion of ergodicity is dis-
tinct from the one in the presence of interactions, where
the number fluctuations scale to zero exponentially in the
thermodynamic limit11.
The particle number fluctuation plot (Fig. 11) too dis-
plays multiple phases in models I and II. For h < 0.5
(< 1.5), the particle number fluctuations are intensive in-
dicating ergodicity while for h > 3.6 (> 15.6) they scale
as
√
N implying non-ergodicity. In between these two
regimes plateaus in the plot indicate the presence of two
intermediate phases in both models where σs is smaller
than its value in the large h regime but still scales as√
N implying non-ergodicity. The critical values of h
at which the transitions to the intermediate phases oc-
cur match those obtained from the entanglement entropy
(Fig. 9) thereby confirming that the intermediate phases
are extensive (volume law scaling of the entanglement
entropy) but non-ergodic (extensive scaling of particle
number fluctuations). The small h phase is extensive
and ergodic and the large h phase is localized (and thus
also non-ergodic).
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FIG. 11: (Color Online) The variation of the particle
number fluctuation (σsub/
√
N¯s) in one half of the system
with the onsite potential strength h at half filling for (top)
model-I (β = −0.6), (bottom) model-II (β = −0.75) in the
absence of interactions. In model-I (II) for h < 0.5 (1.0) the
system is in the thermal phase with intensive σs while for
h > 3.6 (15.6) the system is in a non-thermal phase with σs
scaling as
√
N . In between these two distinct phases the
system has two intermediate sub-thermal phases for
1.0 < h < 1.7 and 2.0 < h < 3.2 (3.0 < h < 6.2 and
7.4 < h < 14.0) in model-I (II) where the fluctuation is
smaller than the value in the non-thermal phase but is
extensive quantity having
√
N scaling.
In model-III as seen from Fig. 12 there appears to be
no thermal phase with σs scaling as an intensive quan-
tity. Instead for h < 2.0, where the system has a single
particle mobility edge, i.e., has both delocalized and lo-
calized single particle states, σs ∼ Nγ where γ > 1/2.
For h > 2.0 the system has only localized states and ex-
hibits non-ergodic behavior with σs scaling as
√
N . σs
increases monotonically with h for all values of L stud-
ied indicating that the observed scaling σs ∼ Nγ with
γ > 1/2 can crossover to σs ∼
√
N at even larger values
of L. There are no plateaus for this model.
Model IV displays four different phase like models I
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FIG. 12: (Color Online) The variation of particle number
fluctuation (σs/
√
N¯s) in one half of the system with the
onsite potential strength h at half filling for (top) model-III
(n = 0.5) and (bottom) model-IV (t′ = 0.1) in the absence of
interactions. In model-III for h < 2.0, σs appears to scale as
Nγ where γ > 1/2 which is indicative of neither ergodicity
or localization. For h > 2.0 the system shows extensive σs
with
√
N scaling indicative of localization. The thermal
phase with very small and intensive σs is absent in this
model and there is no crossover between the curves at
different system sizes indicating the lack of any transitions.
In model-IV for h < 1.1, σs is intensive and small in
magnitude value indicating ergodicity while for h > 2.6, σs
is extensive and ∼ 0.5 corresponding to a non-ergodic phase.
In between there are two plateaus corresponding to
intermediate values of σs which scales as
√
N
and II. It has an ergodic phase for h < 1.1, the first
intermediate delocalized non-ergodic phase for 1.7 < h <
1.9, second intermediate delocalized non-ergodic phase
for 2.1 < h < 2.3 and finally a localized phase for h > 2.6.
As in the case of models I and II, the critical values of h
for the transition between these phases are the same as
found from the entanglement entropy (Fig. 10).
The coexistence of localized and delocalized states in
the single particle spectrum (i.e. the presence of a mobil-
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FIG. 13: (Color Online) The density of states (DOS) and
IPR of all the states of the single particle spectrum of model
II with β = −0.75 at h = 6.0. It can be seen that there are
bands of states separated by gaps in the spectrum. Further
a particular band contains either only localized or
delocalized states. The higher energy bands are delocalized
and the lower energy bands are localized
ity edge) does not guarantee the existence of intermediate
phases as as demonstrated by our study of model III. The
difference in behavior of models I, II and IV on the one
hand and model III on the other can be attributed to the
the presence of bands in the spectra of models I, II and
IV. As h is increased, these bands get localized in suc-
cession. Whenever a particular band becomes completely
localized while the next one is still delocalized, the entan-
glement entropy and the particle number fluctuation at-
tain stable values giving rise to a delocalized non-ergodic
phase. A small increase in h localizes the next band re-
sulting in an abrupt change in the values of entanglement
entropy and particle number fluctuation producing a new
plateau. This can be seen in Fig. 13 which shows the ex-
istence of bands in the spectrum of model II which are
either localized or delocalized. The volume law scaling of
the entropy arises from the existence of delocalized single
particle states while non-ergodicity is due to the existence
of localized states. At the two extremes, very small h and
very large h, there are no localized and delocalized bands
respectively giving rise to ergodic and localized phases.
The values of the entropy and fluctuation at plateau for
a given model appears to only depend on the ratio of the
number of delocalized to localized states.
It is tempting, by analogy, to compare the existence
of plateaus in the intermediate phases to those in the
quantum Hall effect, which are due to the presence of
bands (Landau bands) that get filled successively upon
increasing the magnetic field. However, there is no notion
of quantized values at the plateaus here (and indeed the
plateaus have different values for the different models) as
opposed to the quantum Hall effect, where the values are
quantized.
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Model III does not possess bands like models I, II and
IV and consequently does not display plateaus. However,
it still possesses a mobility edge (and hence localized and
delocalized) states but does not seem to display a proper
delocalized phase, which could be a finite-size effect. The
lack of bands implies that the ratio of the number of de-
localized to localized states does not change in steps like
models I, II and IV and instead changes gradually. Con-
sequently, the entropy and fluctuation also do not exhibit
steps. Also note that model III is different from models
I, II, and IV for at least the following two reasons, 1) the
single particle delocalized states of model III are in the
middle of the single particle spectrum (it has two mo-
bility edges), and 2) the onsite potential of model III is
very different from the onsite potentials of model I, II,
and IV (where it is ‘almost periodic’). These differences
could potentially lead to the absence of plateaus and a
proper delocalized-ergodic phase. However, further stud-
ies require in order to understand these features in more
detail.
The criterion for the existence of MBL based on the
parameter ǫ stated earlier can also be examined in the
context of the phases of the non-interacting models. For
models I and II, the critical value of h predicted on the
basis of the above criterion is very close to the critical
value for the transition between the two intermediate
phases. However, these intermediate phases appear not
to exist in the presence of interactions. This indicates
two possibilities: 1) The presence of weak interaction
erases the intermediate phases from the system keeping
only the thermal and MBL phases or 2) These intermedi-
ate phases exist in the interacting limit, but due to small
system sizes (L = 16) the scaling of the entanglement en-
tropy cannot distinguish between them. Evidence for the
latter possibility comes from noting these phases are not
visible and distinguishable even in the non-interacting
limit for system sizes L = 10 − 16 as can be seen from
Fig. 14.
For model-III the criterion based on ǫ predicts no
thermal-MBL transition and numerically the system ap-
pears to be thermal in the presence of interactions. The
non-interacting on the other hand appears not to have
an ergodic phase. This is not necessarily contradictory
since interactions generically have the tendency to cause
thermalization. However, this fact requires further study
to understand fully.
Model IV also appears to thermalize upon the intro-
duction of interactions in a manner consistent with the
prediction based on ǫ as noted earlier. However, in the
non-interacting limit, it too displays intermediate phases
like models I and II but unlike them no thermal-MBL
transition with weak interactions. This demonstrates
that existence of transitions in the non-interacting limit
between intermediate phases does not imply a thermal-
MBL transition upon introducing interactions.
The above considerations show that the criterion based
on ǫ is a reliable predictor of the presence of MBL upon
introducing interactions as opposed to the phases dis-
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FIG. 14: (Color Online) Variation of the bipartite
entanglement entropy with h for small system sizes
L = 10− 16 in the non-interacting limit of model II with
β = −0.75. It can be seen that in contrast to the bottom
panel of Fig. 9 with larger system sizes, there are no clear
steps at these small system sizes. Thus, L = 10− 16 which
are the typical sizes for studies on the interacting model
might be too small to detect the intermediate phases if they
exist in the presence of interactions.
played by them in the non-interacting limit. Models I,
II and IV display a similar pattern of ergodic, interme-
diate and localized phases in the non-interacting limit
but upon introducing interactions, I and II display MBL
while IV does not. On the other hand, III appears not
to have an ergodic phase in the non-interacting limit but
still thermalizes in the presence of interactions. All four
of the models have single particle mobility edges.
Dependence of Entanglement entropy on the number
of localized states occupied: Finally, we examine the de-
pendence of the entanglement entropy on the number of
occupied localized states. To do this we have calculated
the scaling of entanglement entropy with the sub-system
size ℓ for different fractions of occupied localized single
particle states. We have defined a parameter floc which
is the ratio of the occupied localized states to the total
number of states occupied. In other words it is the frac-
tion of the particles occupying localized single particle
states. We have chosen the filling factor (i.e., ratio of the
number of particles to the number of single particle states
present in the system) to be 0.3 at h = 1.5 in model I.
The filling factor was chosen to allow for the possibility
of all three types of many body states, 1) only localized
single particle states occupied (floc = 1), 2) only delocal-
ized single particle states occupied (floc = 0) and 3) both
localized and delocalized single particle states occupied
((floc < 1). In each case, the entanglement entropy was
averaged over 104 many body eigenstates chosen by ran-
domly populating single particle states keeping the total
number of particles and floc fixed. The entanglement
entropy does not correspond to the infinite temperature
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FIG. 15: Variation of entanglement entropy as a
function of sub-system size ℓ for h = 1.5 for model-I for
floc=0,0.1,0.3,0.9,0.96. All the calculations are done in
a system of size L=1000 with a filling factor 0.3. The
entanglement entropy variation as a function of ℓ at
infinite temperature is also plotted for comparison. The
entanglement entropies are averaged over 104 many
body states in each case.
(middle of the energy band) entropy for an arbitrary floc.
Fig. 15 shows the variation of the entanglement en-
tropy as a function of sub-system size ℓ for h = 1.5 for
model-I for floc=0,0.1,0.3,0.9,0.96. For comparison, the
entropy for the infinite temperature case (for which the
probability of occupying different single particle states
is the same regardless of whether they are localized or
delocalized36), has also been plotted in the same figure.
Fig. 15 shows that the entanglement entropy for small
values of floc increases linearly with ℓ indicating a vol-
ume law with floc=0 corresponding to the largest value of
the entanglement entropy showing the maximum amount
of delocalization in the system. For large values of floc
(0.9,0.96) the entanglement entropy is almost indepen-
dent of ℓ indicating area law entanglement and hence
localization in the system. Thus, we see that the value
and scaling of the entanglement entropy depends on the
fraction of localized states occupied in the single parti-
cle spectrum and changes from thermal to non-thermal
behavior as the fraction of localized states increases.
VII. CONCLUSIONS
We have investigated the effect of interactions on dif-
ferent models with mobility edges in the non-interacting
limit using numerical exact diagonalization. We have
demonstrated that MBL occurs in some of them (mod-
els I and II) but not in the others (models III, IV and
V) and have proposed a criterion for whether MBL oc-
curs in a model with a single particle mobility edge upon
the introduction of interactions. The relevant quantity to
calculate is ǫ, the weighted ratio of participation ratios of
the delocalized and localized states as given in Eqn. 1 and
the criterion is that MBL occurs when ǫ > 1 and the sys-
tem thermalizes for ǫ < 1. We have also shown that the
presence or absence of MBL in models with unprotected
delocalized states does not appear to depend on the value
of the localization length exponent ν. Further, we have
studied entanglement entropy scaling and particle num-
ber fluctuations in models with single particle mobility
edges in the non-interacting limit. These quantities can
be used to detect the presence of localization and ergod-
icity in these models respectively. We have found the
existence of non-ergodic delocalized phases intermediate
to ergodic and localized phases in some of these models.
However, we have also demonstrated that the presence
or absence of these phases does not seem to be a predic-
tor for the occurrence of MBL upon switching on weak
interactions. We thus conclude that the criterion based
on the quantity ǫ introduced here is the most appropriate
one to predict whether MBL occurs in models with single
particle mobility edges upon introducing interactions.
Acknowledgments: RM acknowledges support from
the UGC-BSR Fellowship and SM from the DST, Govt.
of India and the UGC-ISF Indo-Israeli joint research pro-
gram for funding.
1 P. W. Anderson, Physical review 109, 1492 (1958).
2 E. Abrahams, P. Anderson, D. Licciardello, and T. Ra-
makrishnan, Physical Review Letters 42, 673 (1979).
3 P. A. Lee and T. Ramakrishnan, Reviews of Modern
Physics 57, 287 (1985).
4 D. Basko, I. Aleiner, and B. Altshuler, Annals of physics
321, 1126 (2006).
5 M. Serbyn, Z. Papic´, and D. A. Abanin, Physical review
letters 110, 260601 (2013).
6 S. Gopalakrishnan, M. Mu¨ller, V. Khemani, M. Knap,
E. Demler, and D. A. Huse, Phys. Rev. B 92, 104202
(2015).
7 K. Agarwal, S. Gopalakrishnan, M. Knap, M. Mu¨ller, and
E. Demler, Phys. Rev. Lett. 114, 160401 (2015).
8 J. H. Bardarson, F. Pollmann, and J. E. Moore, Physical
review letters 109, 017202 (2012).
9 V. Oganesyan and D. A. Huse, Physical Review B 75,
155111 (2007).
10 A. Pal and D. A. Huse, Physical Review B 82, 174411
(2010).
11 J. M. Deutsch, Phys. Rev. A 43, 2046 (1991).
12 M. Srednicki, Phys. Rev. E 50, 888 (1994).
13 M. Rigol, V. Dunjko, and O. M., Nature 452, 854 (2008).
14 D. A. Huse, R. Nandkishore, and V. Oganesyan, Physical
Review B 90, 174202 (2014).
13
15 R. Modak, S. Mukerjee, E. A. Yuzbashyan, and B. S.
Shastry, arXiv preprint arXiv:1503.07019 (2015).
16 M. Serbyn, Z. Papic´, and D. A. Abanin, Physical review
letters 111, 127201 (2013).
17 A. Chandran, I. H. Kim, G. Vidal, and D. A. Abanin,
Physical Review B 91, 085425 (2015).
18 M. Rigol, Phys. Rev. Lett. 103, 100403 (2009).
19 L. F. Santos and M. Rigol, Phys. Rev. E 81, 036206 (2010).
20 S. Aubry and G. Andre´, Ann. Israel Phys. Soc 3, 18 (1980).
21 S. Iyer, V. Oganesyan, G. Refael, and D. A. Huse, Physical
Review B 87, 134202 (2013).
22 L. Fallani, J. E. Lye, V. Guarrera, C. Fort, and M. Ingus-
cio, Phys. Rev. Lett. 98, 130404 (2007).
23 E. Lucioni, B. Deissler, L. Tanzi, G. Roati, M. Zaccanti,
M. Modugno, M. Larcher, F. Dalfovo, M. Inguscio, and
G. Modugno, Phys. Rev. Lett. 106, 230403 (2011).
24 M. Schreiber, S. S. Hodgman, P. Bordia, H. P. Lu¨schen,
M. H. Fischer, R. Vosk, E. Altman, U. Schneider, and
I. Bloch, Science 349, 842 (2015).
25 Vedika Khemani, D. N. Sheng, and David A. Huse, Phys.
Rev. Lett. 119, 075702 (2017).
26 M. Griniasty and S. Fishman, Physical review letters 60,
1334 (1988).
27 S. Das Sarma, S. He, and X. C. Xie, Phys. Rev. B 41,
5544 (1990).
28 S. Ganeshan, J. H. Pixley, and S. Das Sarma, Phys. Rev.
Lett. 114, 146601 (2015).
29 Henrik P. Lu¨schen, Sebastian Scherg, Thomas Kohlert,
Michael Schreiber, Pranjal Bordia, Xiao Li Li,
S. Das Sarma, and Immanuel Bloch, arXiv preprint
arXiv :1709.03478v1 (2017).
30 F. A. de Moura and M. L. Lyra, Physical Review Letters
81, 3735 (1998).
31 R. Nandkishore and A. C. Potter, Physical Review B 90,
195115 (2014).
32 R. Modak and S. Mukerjee, Phys. Rev. Lett. 115, 230401
(2015).
33 X. Li, S. Ganeshan, J. H. Pixley, and S. Das Sarma, Phys.
Rev. Lett. 115, 186601 (2015).
34 R. Nandkishore, Physical Review B 92, 245141 (2015).
35 Dong-Ling Deng, Sriram Ganeshan, Xiaopeng Li, Ran-
jan Modak, Subroto Mukerjee, and J. H. Pixley, AN-
NALEN DER PHYSIK 529, 1600399 (2017).
36 X. Li, J. H. Pixley, D. Deng, S. Ganeshan, and
S. Das Sarma, Phys. Rev. B. 93, 184204 (2016).
37 J. Biddle, B. Wang, D. Priour Jr, and S. D. Sarma, Phys-
ical Review A 80, 021603 (2009).
38 A. Renyi, in Fourth Berkeley symposium on mathematical
statistics and probability, Vol. 1 (1961) pp. 547–561.
39 R. Islam, R. Ma, P. M. Preiss, M. E. Tai, A. Lukin,
M. Rispoli, and M. Greiner, arXiv preprint
arXiv:1509.01160 (2015).
40 A. B. Harris, Journal of Physics C: Solid State Physics 7,
1671 (1974).
41 Ingo Peschel, Journal of Physics A: Mathematical and Gen-
eral 36(14), L205 (2003).
42 R. Modak, S. Mukerjee, and S. Ramaswamy, Phys. Rev.
B. 90, 075152 (2014).
43 R. Modak, and S. Mukerjee, New Journal of Physics 16,
093016 (2014).
