In the paper, we give some remarks on [1] 
INTRODUCTION
In [1] , the second-order proto-differentiability and second-order semi-differentiability for set-valued maps were firsthy discussed and applied to sum rules of two set-valued maps. Then, the authors established secondorder sensitivity analysis of generalized perturbation maps as an application of sum rules. The semidifferentiability plays an essential role in all main results in [1] .
In the paper, we give some remarks on the Proposition 2 and Theorem 1 in [1] . On the other hand, a new result is proposed to avoid the semidifferentiability by using a weaker hypothesis of the proto-differentiability.
The layout of this paper is as follows. Section 2 is devoted to several concepts needed in the sequel. Our main remarks and modified results are given in Section 3. 
PRELIMINARIES
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(ii) The second-order contingent cone and the second-order adjacent cone of S at x in the direction w are defined by, resp, 2 2 ( , , ) :
Remark 2.1. From the Observation 1 in [4] , we obtain the equivalent formulae of Definition 2.1(ii) as follows
xy is a set-valued map
(ii) The second-order contingent derivative (the second-order adjacent derivative) of F at ( , )
wr is a set-valued map 
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( ) x y gr F  and ( , ) w r X Y . The second-order lower Dini derivative of
, .
(i) The map F is said to be second-order protodifferentiable at x relative to y in the direction ( , ) wr if 
By fixing
vy  in (1), we get a weaker definition named by metric subregularity. The metric (sub)regularity plays an important role in variational analysis and has been applied to many topics of optimization, see [2, [8] [9] [10] 
and G is a set-valued map, it is not sure that n y belongs to   n Gx . Thus, the conclusion of the Proposition 3.1 may be not true, see Example 2.1 in [11] .
Hence, the Proposition 3.1 should be presented as follows. 
where : Proof It is similar to the proof of Proposition 2 in [1] .
As an application of Proposition 3.1 to sensitivity analysis of generalized perturbation maps, Theorem 1 in [1] should be stated by Proof. The reader is referred to Theorem 1 in [1] .
A natural question arises: which conditions ensure that (3.1) becomes an equality when all maps are setvalued? To get the answer, we recall a concept of the TP-derivative (see [12] ) of a set-valued map
,
The following concept is necessary for our next result. 
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