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ABSTRACT 
The main objective of this paper is to review some results obtained in the last 
decade using methods of spectral theory and concerning common multiples, common 
divisors, and common eigenvahres for matrix polynomials. This includes discussion of 
resultant and bezoutian matrices for matrix polynomials and descriptions of their 
kernels in terms of spectral data. Some extensions to operator polynomials whose 
coefficients are bounded linear operators on a Hilbert space are also included. 
1. INTRODUCTION 
The study of the common divisors and common multiples of polynomials 
over C, the field of complex numbers, has a long history. It was discovered in 
the mid nineteenth century that the notions of “resultants” and “ bezoutians” 
were useful in the resolution of these problems. For example, important 
relevant papers were published by Sylvester in 1853, Hermite in 1856, and 
Cayley in 1857. The reader is referred to the authoritative review of Krein 
and Naimark [23] for detailed references to work of this era. 
In the twentieth century it has been recognized that polynomials over 
Q: nXn, the ring of complex square matrices (which we call matrix polynomi- 
als), arise naturally in important applications and are therefore worthy of 
study. In addition, they give important clues for the study of more general 
matrix valued functions-rational, analytic, or meromorphic functions, for 
example. It was recognized in the early 1970s that resultants and bezoutians 
have natural generalizations to matrix polynomials, and intensive study began 
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whose objectives included resolution of problems concerned with common 
eigenvalues, divisors, and multiples. (Formal definitions of these notions will 
be given shortly.) Papers that helped to initiate this renewed interest include 
those by Gohberg and Heinig in 1975 [9], and by Anderson and Jury [l] and 
Gohberg and Lerer [ 151, both in 1976. 
Since that time, a powerful and exhaustive spectral theory for matrix 
polynomials has been developed with a view to elucidating these and other 
problems. In this paper, our main objective is to review some results that 
concern spectral data shared by two or more polynomials, results that have 
been obtained in the last decade, and that use the concepts of spectral 
theory. We review some of the main ideas and conclusions and give some 
guide to the recent literature. The second section of the paper is devoted to 
definitions and discussion of elementary properties of divisors &of matrix 
polynomials. Sections 3, 4, and 5 contain more concepts of spectral theory 
and results about gcd’s and lcm’s obtained using this theory. A complete 
development of this part of the paper can be found in Gohberg, Lancaster, 
and Rodman [14]. We take this opportunity to present a few of the highlights 
of the early chapters of that work that are relevant to our theme. 
In Section 6 resultants and bezoutians for matrix polynomials are intro- 
duced; we examine the description of their kernels in terms of common 
spectral properties, and indicate connections with the construction of a gtd. 
In Section 7 we take a look at corresponding results for the “tensor” or 
“Kronecker” bezoutian of a pair of matrix polynomials and point out the link 
with a count of the number of common eigenvalues. Some extensions to 
operator polynomials defined on a Hilbert space are indicated in Section 8. 
2. PRELIMINARIES 
Some definitions required for the study of matrix polynomials are intro- 
duced first. If La, L,,. . . , L, E Cnx” with L, # 0, the function 
L(A) = L,ti + L1_J’-’ + . . . + L,X + L, (1) 
is a matrix polynomial of degree 1. It is manic if the leading coefficient 
L, = I, conic if L, = I, regular if det L(X) f 0, and unimodular if 
det L(h) is a nonzero constant independent of X. For the subject of this 
review the manic and comonic cases cover the analysis of matrix polynomials 
for which det L, + 0 and det L, # 0, respectively, for then we see that 
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L, ‘L(X) and L,‘,!,(X) are, respectively, manic and comonic. Our review 
will be directed mainly to the class of regular matrix polynomials. Here also, 
the comonic polynomials are an important subset that includes most of the 
necessary algebraic structure. This is because det L(o) # 0 implies that 
L( CY- ‘L( X + CX) is comonic and the translation involved in the change of 
parameter does not significantly affect the algebraic structure of the problem. 
Of course, the transformation from comonic to manic is also formally very 
simple; one considers the reverse polynomial defined by L,(A) = A’L(X- ‘). 
But the transformation of the parameter now upsets the eigenvector structure 
in a more serious and much more inconvenient way. 
There are generalizations of some of our results to rectangular matrix 
polynomials in the literature that will not be discussed here, even though they 
have a role to play in systems theory (see [31]). Results for polynomials of the 
form (1) in which the coefficients are bounded linear operators on a Hilbert 
space will be indicated in Section 8. Factorizations that constrain the 
eigenvalues of L(X) (to be defined shortly) to belong to the left or right 
factor will not be considered. Thus, factorizations with respect to a contour in 
the complex plane, including Wiener-Hopf factorizations, are beyond the 
scope of this review. 
We say that a matrix polynomial N(X) is a (right) divisor of the matrix 
polynomial M(X) if there is a matrix polynomial Q(x) such that M(h) = 
Q(A)N(A). Since a unimodular polynomial K(h) has a matrix polynomial for 
its inverse, the existence of one divisor N(X) produces many divisors of the 
form K( X)N( X), because 
M(X) =Q(A)K(A) -‘K(A)N(A). 
A matrix polynomial N(X) that is a divisor of both M,(h) and M,(A) is 
said to be a common (right) divisor of M,(X) and M,(X). Then a common 
divisor of M,(A) and M,(A) is said to be a greatest comwn divisor, or gcd, 
of M,(X) and M,(A) if any other common divisor is a divisor of N(h). It is 
easily seen that a gcd is unique up to premultiplication by a unimodular 
matrix polynomial. 
Now suppose that the relationship M(X) = Q(h)N(X) holds between 
regular matrix polynomials. This is equivalent to the relation 
where (Y is any number for which M(a), N(a), and Q(o) are invertible. Thus 
142 PETER LANCASTER 
a statement concerning the existence of a regular divisor for a regular matrix 
polynomial is easily translated to a statement about the existence of a 
comonic divisor ‘for a comonic polynomial, and in this context, a gcd is 
essentially unique (that is, up to premultiplication by an invertible matrix that 
is independent of X). 
There is a familiar division algorithm for matrix polynomials when the 
divisor has an invertible leading coefficient (see [8] or [25], for example). 
When divisors are comonic a different division has a role to play. This is 
developed in [lo] ( see also Chapter 7 of [14]) and depends on the following 
decomposition: Given matrix polynomials &Z(X) and N(X) with N(X) ce 
manic, and a positive integer k, there are unique matrix polynomials Qk(h) 
and Rk( A) such that 
M(h) = QkA)N(A)+ h(A) 
where the degree of Qk( X) does not exceed k - 1 and, for j = 0, 1, . . . , k - 1, 
the coefficient of hi in Rk(X) is zero. A direct generalization of the euclidean 
algorithm for finding a gcd is ruled out by the restriction on the divisor 
polynomial appearing in these division algorithms. 
The methods to be described in this review will depend almost entirely on 
a spectral theory for matrix polynomials, and the next section will begin with 
an introduction to the necessary concepts. 
3. SPECTRAL THEORY FOR MATRIX POLYNOMIALS 
Let L(X) be a regular matrix polynomial with the representation of 
Equation (1). A number h, E C and a vector x E C form an associated 
eigenvalue and eigenvector, respectively, of L(X) if x f 0 and L(X,)x = 0. 
Note that this reduces to a more familiar definition when L(X) = IX - A and 
that, counting multiplicities, the number of finite eigenvalues is equal to the 
degree of det L(h). If zero is an eigenvalue of L,(X), then it is said that 
L(A) has an eigenvalue at infinity. The spectrum of L(X), written a(L), is 
the set of all eigenvalues of L(X) (including that at infinity when it exists). 
There is a concept of Jordan chains (or chains of generalized eigenvec- 
tors) associated with L(X) that generalizes the corresponding concept for 
linear transformations in a natural way. Furthermore, if such a chain has 
length k and is associated with eigenvalue X,, the corresponding Jordan 
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has a role to play in the spectral analysis of L(X). For the sake of brevity we 
avoid the precise definitions and detailed structure here and refer the reader 
to [14] for full information. For the time being, note that L(A,)x = 0 can be 
written in the form ~~=oLjrhi, = 0. Then, if Jo above is r X T and X is an 
n X r matrix with its first column nonzero, the relation $,,Z,,Xj,’ = 0 
determines a chain of r generalized eigenvectors (the columns of X) associ- 
ated with the eigenvalue A,. More generally, if .Z is any k x k Jordan matrix 
and (with some further conditions on nonvanishing columns) X is an n x k 
matrix satisfying 
i L,x.p=o, 
j=o 
then this relation provides a “package” of information about spectral proper- 
ties of L(X). Thus the eigenvalues of IX - J will be eigenvalues of L(X) and 
the columns of the matrix X will make up associated Jordan chains for L(X). 
We call (X, .Z) a .Zordun pair of size k. Such pairs play an important part in 
this theory, and it will be useful to introduce the concept of the kernel of a 
Jordan pair defined by 
Ker(X, J) = : Ker(XZj). 
j=l 
If we define Yk = f$:Ker( X.Zj), it is clear that 9i 2 Y2 1 . . . and there 
must be a smallest positive integer s such that 9, = 5$+ i. This integer is 
called the index of the pair (X, .Z). It can be shown that 9: = YS for all 
integers r > s. 
It turns out that all the information about finite eigenvalues of L(X) and 
their associated pairs can be summarized in one pair (X,, _ZF). Thus, let p be 
the degree of det L(A); let X, be an n x p matrix and IF a /A x p matrix in 
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Jordan normal form. Then (X,, JF) is called a finite Jordan pair for L(h) if 
i LjX,jj = 0 
j=O 
(2) 
and 
Ker(X,,J,)= ii Ker(X,,J/)= (0). 
j=l 
(3) 
The last condition ensures that there are no redundancies of spectral data 
contained in (X,, Jr), and the fact that JF is p X p means that all finite 
eigenvalues of L(A) are accounted for. Note that, if U(X) is unimodular, then 
L(X) and U(X)L(X) will have the same finite Jordan pairs. 
Now one must do the “bookkeeping” for the eigenvalue at infinity-when 
it exists. Suppose that L,(X) has a zero eigenvalue of algebraic multiplicity K 
[i.e., as a zero of det L,(A)]. Let X, be an n X K matrix and 1, a K X K 
nilpotent Jordan matrix. We call (X,, .I,) a Jordan pair for L(X) at infinity 
if 
i LjXm&’ = 0 (4 
j=O 
and the h X K matrix 
(5) 
has full rank. 
A useful representation for the resolvant, L-l(h), can be formulated in 
terms of spectral data collected in the pair of matrices X = [X,, X,], 
J = diag[ r,, _I,], and known as a spectral pair. Before describing a general 
result (due to Cohen [6]), let us first consider the simple case 1 = 1, say 
L(A) = AX - I3 (a case that is considered separately by Elsner and Lancaster 
[7]). It is not hard to see that the matrix V = [AX, BX,] is nonsingular, and 
then, defining YF, Y, by 
v-l= YF 
[ 1 L ’ 
MATRIX POLYNOMIALS 
it is found that 
(Ah-B)-‘=X,(ZX-I,)-‘YP+X&h-I)-‘Y,. 
More generally, for a matrix polynomial (1) with Z> 2 define 
and 
v= ~,~x,];-‘, c AiX,J;-l-i . 
i=O I 
145 
(6) 
Then it is found that 
[ 1 ‘I;, is nonsingular, and defining YF, Y, by 
it is found that 
It is also known to what extent a spectral pair determines L(X). Indeed, 
Theorem 7.8 of [14] describes all regular matrix polynomials common to a 
given spectral pair (X, J) runs as follows: Let V be any n X nl matrix for 
which ‘I;” 
[ I 
is nonsingular, let 
P=diag[Z,Jm]S~ll[~]S,_, [ofsizenZXn(Z-l)], 
and partition S;_‘, in the form 
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Then 
has (X, J) as a spectral pair. 
Conversely, if L(X) has (X, J) as a spectral pair, then L(A) has the form 
(7) with V ( = V(Z - P)) defined as in (6). Inverse problems for analytic 
operator functions with compact spectrum (see Section 8) are considered by 
Kaashoek, van der Mee, and Rodman in [22]. 
4. FINITE SPECTRAL DATA AND DIVISORS 
It is clear that if L(X) is a divisor of A(X), then all eigenvalues and 
associated eigenvectors of L(X) wiIl also be eigenvahres and associated 
eigenvectors of A(A). But more is true. The following theorem was first 
proved by Gohberg and Rodman [ 161; see also Theorem 7.10 of [ 141. 
THEOREM 1. Let A(X) and L(X) be n X n regular matrix polynomials, 
and let (X,, JF) be a finite Jx&n pair for A(X). Then A(X) is a (right) 
divimr of L(X) if and only 
This result makes precise the intuitive idea that the spectral data for the 
divisor A(X) (as summarized in the finite Jordan pair) are a-subset of the 
spectral data for the parent polynomial L(X). Indeed, it will be seen that, in 
an appropriate sense (to be made precise), the right divisors of L(A) can be 
described by examining subsets of the spectral data for L(X). 
Let(X,,J,)and(Xz,Jz)b J d P e or an airs of sizes p1,pL2 with pi < p2. The 
pair (Xi, Ji) is said to be a restriction of (X,, Zs), or (X,, Jz) is an extension 
of (Xi, Zi), if there is a Z.L~ X pL1 matrix S with rank S = pi such that 
X,S = X, and JsS = SJ,. 
When PI= p2 we say that the pairs (Xl, J1) and (X2, J2) are similar. 
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It is in this sense that a finite Jordan pair for L(h) will be an extension of 
a finite Jordan pair for a right divisor of L(X). In fact (see the work of 
Gohberg, Kaashoek, and Rodman [lo] and also Theorem 7.13 of [14]), right 
divisors are characterized by restrictions of a finite Jordan pair for L(A). We 
have: 
THEOREM 2. Let A(A) and L(X) be n x n regular matrix polynomials 
with finite Iordan pairs (X,, IA) and (X,, IL), respectively. Then A(A) is a 
right divisor of L(X) if and only if (X,, IA) is a restriction of (X,, JL). 
5. COMMON MULTIPLES AND COMMON DIVISORS 
Consider first the case of common multiples of n x n regular matrix 
polynomials A i( X), . . . , A,(X). A regular matrix polynomial L(A) is called a 
(left) common multiple of A,(X),. . . , A,(X) if AI(X) is a right divisor of 
L(h) for j = 1,2,..., r. A common multiple L(X) is a least common multiple 
(lcm) of A,(X),...,A,(X) if L(X) is a right divisor of every other common 
multiple. Note that, as right divisors are only defined up to unimodular left 
multiples, the same is true of lcm’s. 
Let A,(X),..., A,(X) have a finite Jordan pairs (X,,J,),...,(X,,J,), 
respectively. We are to describe common multiples of A,(h), . . . , A,(A) in 
terms of extensions of these Jordan pairs, as defined in the preceding section. 
WesaythataJordanpair(X,l)isacommonextensionof(X,,J,),...,(X,,J,) 
if it is an extension of each of these finite Jordan pairs, and (X, J) is a least 
common extension if it is a common extension and a restriction of all other 
common extensions. Then the following result is required (see [lo] and also 
Theorem 9.1 of [14]). 
THEOREM 3. Let A,(X),..., A,(h) be n X n regular matrix polynomials 
with respective finite Jordan pairs (X,, I), . . . , (X,, J,). There exists a least 
common extension (X,J) of (X1,./,) ,..., (X,,J,), and it is unique up to 
similarity. 
Furthermore, Ker(X, 1) = (0) and a(J) c U~=,u(Jj). 
Note the last sentence carefully. Comparing this with Equation (3) it 
means that a least common extension (X, J) is a candidate for a finite Jordan 
pair of some regular matrix polynomial, and in turn this matrix polynomial is 
therefore a candidate as a least common multiple of A,(h), . . . , A,(X). 
There is an explicit construction for the least common extension of 
Theorem 3. Let Jj have size mj for j = 1,2,. . . , r and p = ml + . . . + m,. 
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Let 
x,=[x, x, ... x,], J,=diag[J,,J,,...,J,l, 
and let P be any projector on C n that is along Ker(X,, Jo). Then we may 
take 
The remarkable connection between a least common extension of finite 
Jordan chains and a least common multiple of minimal degree of the 
corresponding regular matrix polynomials in asserted next (see [lo] and 
Theorem 9.8 of [14]). 
THEOREMS. LetAl(A),. A,(A) be n x n comonic matrix polynomials 
with finite Jordan pairs (X,, II), . . . , (X,, .l,), respectively. Let (X, I) be a 
least commn extension of these pairs, and 1 be the index (X, J). Then 
Al(X),..., A,.(X) have a least common multiple of 1, and this is the least 
degreeforall lcm’sofA,(X),...,A,(h). 
We refer the reader to the last two references for construction of a 
“special” left inverse V for col[ X./-j] :$ that leads to the following construc- 
tion of the least common multiple M(h) of minimal degree. If V is written in 
the form [V, - . . V,] so that 
X [ v, v, ..* VJ XJ-’ Ll . =I, XJ-‘-1 
then 
M(h)=Z-XJ-‘(V,A~+V,A~“+ .** +vJ) 
is the required matrix polynomial and all other Icm’s have the form U( X)M( A) 
for some unimodular U(A). 
There are dual results leading to the construction of a gcd of minimal 
degree. First, a greatest common restriction of finite Jordan pairs 
(X,, 11)>. * * 2 (X,, J,) is defined as a common restriction that is an extension of 
all common restrictions. Then we may state: 
THEOREM 5. Let Al(X),..., A,.( A) be n X n comonic matrix polynomials 
with finite Jordan pairs (X,, J1), . . . , (X,, J,.), respectively. Let (X, ]) be 
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greatest common restriction of these pairs. Then (X, J) is unique up to 
similarity, andiflistheindaof(X,J), thenthereisagcdofL,(X),..., L,(h) 
of degree 1 and this is the least degree for all gcd ‘s of L,( A), . . . , L,(X). 
Again, a gcd in question can be constructed from a special left inverse of 
00i[xrj]f;;. 
6. RESULTANTS AND BEZOUTIANS 
We begin by reminding the reader of results for scalar polynomials (see 
[19], [23], and [25]). Let a, ,..., a,,b, ,..., b,EQ= with a,b,#O and 9~ p. 
Consider the polynomials 
a(A)= i ajXj, b(X) = 5 bjhj. 
j=O j=O 
We introduce their resultant matrix R(a, b) of size 2p x 2p defined by 
a, a1 . . . apml ap 
. . . . 
. . . 
. . 
. . 
a, a, . 
R(a,b)= b, b, . . . b 
4 
0 . . . 0 
. . 
. . 
. . 
. . 
b, b, ... b, 0 
Up-1 Up 
. . . 0 
P I, 
I P 
The first important result is that the number of common zeros of a and b is 
the dimension of Ker R( a, b). 
Now let us introduce the bezoutian of a and b. It is clear that the 
polynomial a(X)b(p)-a(p)b(A), in two complex variables X and p, is 
divisible by A - CL. So we may define a polynomial 
a(hP(~l.l)-abL)b(X) 
X-P 
= 5 bij~-lpFLj-l 
i,j=l 
(8) 
Then define the p x p matrix B(a, b) = [bij]F, j=l. This is the bezoutian of 
a and b. It is not hard to see that the resultant and bezoutian are intimately 
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connected. In fact there are nonsingular matrices E and F (that can be found 
explicitly) such that 
(9) 
Thus, it follows from the statement above that the number of common zeros 
of a and b (or the degree of the gcd of a and b) is also given by the 
dimension of the kernel of B(a, b). 
There is a nice representation of the bezoutian of B(a, b) that is of more 
recent origin and immediately indicates its relationship to common zeros of 
a(A) and b(X). D fi e ‘ne a nonsingular (Hankel) matrix S, and a companion 
matrix C, in terms of a by 
s, = 
c, = 
where dj = upluj, j=O,l ,. . . , p - 1. Then the Bamett factorization of 
B(u, b) is 
B(a, b) = S,b(C,), (IO) 
(see [2], and also [19] and [25]). It is not difficult to see that eigenvalues of 
b(C,) are just b(Xi) where {Xi} is the set of zeros of u(A). Thus, B(u, b) 
will “lose” rank (i.e., have zero eigenvalues) when u(X) and b(h) have 
common zeros. 
For a single regular matrix polynomial L(A) of degree 1 and for any 
integer q > I a resultant can be defined by 
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Let (X,, JF) be a finite Jordan pair for L(A). Then it immediately follows 
from Equation (2) that 
Ilr c KerR,(L). 
In fact, if we introduce a Jordan pair (X,, 1,) for L(X) at infinity, a 
complete description of KerR,(L) can be obtained (see [ll] and Lemma 
9.14 of [14]). 
THEOREM 6. Let L(h) be a regular matrix polynomial with a finite 
Jordan pair (X,, IF) and a Jordan pair (X,, I,) at infinity. Then 
KerR,(L) = Im . 
For regular matrix polynomials A(X), B(A), C(A) of degrees a, b, and c, 
respectively, take an integer 9 > max(a, b, c) and a resultant for these three 
functions defined by 
R&A, R, C) = 
R,(A) 
R,(B) 
R,(C) 1. 
Then it is clear that members of Ker Rq( A, B, C) determine spectral data 
common to all three polynomials (obviously, the number of polynomials here 
is not significant). Thus Ker Rq( A, B, C) can be expected to yield information 
on a gcd for A(A), B(h), and C(X). A major step in this direction is taken 
when the following result is established, describing common spectral data in 
terms of common restrictions (see [ 1 l] and Theorem 9.13 of [ 141). 
THEOREMS. Let A(h), B(A), C(X) be n x n cmwnic matrix polynomials 
of degrees a, b, and c, respectively. Let (X,, IF) and (X,, 1,) be the 
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greatest cmnmon restriction of, respectively, finite and infinite spectral pairs 
for A(h), B(h), and C(A). Then there is an integer 9. > max(a, b, c) such 
that, for all integers 9 > Q~, 
Ker R,(B) =Im [ :::::] [jj+Im[;;:l~. 
For the construction of a gcd using the greatest common restrictions of 
the theorem together with a special left inverse, the reader is referred once 
more to the original paper [ll] and to Chapter 9 of [14]. Other important 
papers on the properties of resultants include References [4] and [17]. More 
recently, a generalization to analytic operator functions is defined in [29]. 
Here, a singular integral operator is studied whose kernel is described via 
common eigenvalues and their associated common Jordan chains. 
We turn our attention now to the formulation of a bezoutian for two 
matrix polynomials (the first steps in a theory of bezoutians for several 
polynomials were taken recently in [28], but we confine attention here to the 
more fully developed results for two polynomials). Let A(h) and B(h) be as 
above, and assume that a > b. Then a common multiple exists. Suppose that 
M(X) and N(X) are regular matrix polynomials for which 
M(A)A(X) = N(X)B(X). (11) 
Let u be the larger of the degrees of M(h) and N(X). The first extension of 
equation (1) to be considered is: 
(X - p) -‘{ N(X)B(p) - M(h)A(p)} = y TijXi-‘j+. 
i,j=l 
Then the bezoutian of A(h) and B(X) [with respect to M(X) and N(A)] is 
T= [qj];,‘i”=I. 
Thus, when n = 1 we take M(X) = B(X) and N(h) = A(h) to obtain the 
scalar definition. 
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Equation (9) can now be generalized as follows: form the resultant 
R,+,(A, B), and it is found that 
R,+,(A,B)=E I0 ’ F 
[ 1 0 T 
for some nonsingular matrices E and F. Evaluations of the rank of this matrix 
were considered in [l] and [4]. Here, we will present an approach to the 
description of Ker T developed in [5], [24], and [26]. It is easily deduced from 
Equation (12) that the rank of T is independent of M(X) and N(A). 
Suppose that A(A) and B(X) are comonic, and define nu x nu compan- 
ion matrices 
-A, -A, . . 
Z 0 . . 
GA= ! 
z . 
. . 
0 . . . 
r-B, ... -B, 0 
I 
G,= ! ’ 
0 
0 . . . 
. . . 0 
0 
. . 
I o_ 
Then det A(h) = det( Z - AC,) and det B(X) = det(Z - AC,). Indeed, it is 
well known that the eigenvalues and eigenvectors of A(X) and Z - XG, are 
simply related. We now describe Ker T in terms of common invariant 
subspaces of G, and G,. A subspace is said to be GA, Gs-invariant if it is 
both GA-invariant and Gsinvariant. 
THEOREM 8. Let A(X) and B(X) be n X n comonic matrix polynomials 
(as above). Then: 
(a) Ker T is the maximal G,, G&variant subspace 9’ on which G,I, = 
GLkP 
(b) Let (X,, JF) be a greatest common restriction of finite Jordan pairs 
for A(X) and B(h), and let (X,,J,) b e a greatest common restriction of 
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Jordan pairs at infhity for A(h) and R(X) = Cy=,Rjhj (where we set Bj = 0 
if j > b). Then 
KerT=Im 1 iIm 
It is apparent that Ker T is independent of the choice of M(X) and N(h) 
in Equation (12) and is therefore a characteristic of the pair A(h), B(X). 
Although KerR.,,, and hence Ker T, gives information about common 
divisors of A(X) and B(h), it does not give precise information about 
common eigenvalues. For n > 1 these common properties are quite different. 
Thus, it is not difficult to construct examples where Ker T # (0) even though 
A(X) B(X)h ave no finite eigenvalues in common. Also, it may happen 
that Ker T = (0) even though A(h) and B(X) have common finite eigenval- 
ues (see [15] and [24]). 
7. THE TENSOR BEZOUTIAN 
In this section we indicate briefly the first properties of a bezoutian 
constructed using tensor, or Kronecker, products in such a way that a 
commutative property holds. This admits a direct generalization of Equation 
(8) without having to resort to common multiples as in Equation (11). 
Furthermore, in this formulation we can consider matrix polynomials A(A) 
and B(X) of possibly different sizes, say n x n and m x m, respectively. 
Observe that then A(X) 81, and Z,@B(X) commute. Apply the definition 
(8) directly to these matrix polynomials, and we are led to the definition of 
matrices Tij by 
(A-II)-~{A(~)~B(c~)-A(IL)~B(A)} = e ~jh’PIZP, 
i,j=l 
and then set 
T@= [Tj]y,j=l, 
a square matrix of size amn. 
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There is also a related resultant constructed using Kronecker products 
that we will not discuss here. This seems to originate with Bamett [2]. In 
Reference [3] the corresponding generalization of Equation (9) is given, a 
generalization of the Barnett factorization for T @ (to manic matrix polynomi- 
als) is established, and this is used to investigate the kernel of T @. A 
representation for the kernel of the tensor resultant (in the spirit of Theorem 
7) can also be found in [ 111. 
It can be argued that a full description of Ker T @ is not likely to be useful. 
(In contrast, Ker T determines gcd’s.) At the moment, the main usefulness of 
Ker T @ seems to be that it provides a counting device for common eigenval- 
ues of A(h) and B(X), as long as they are counted with multiplicities. The 
following theorem (taken from [24]) illustrates this property. 
THEOREM 9. Let A(X) and B(X) be comonic matrix polynomials (possi- 
bly of different size and with B(A) of size m X m), and T @ be their tensor 
bezoutian defined as above. Let X, be a typical finite eigenvalue in 
a(A)na(B) withpartialmultiplicitiesn,,,...,nk, inA andm,,,...,mkp 
in B(A), and define 
B 
d,= e c min(n,,,nkj). 
i-1 j=l 
Let the eigenvalue of A at infinity have partial multiplicities I,, . . . , l,, and 
em =m i min(a-b,Zj). 
j=l 
Then 
dim(KerT@) = e, + xdk. 
k 
8. GENERALIZATIONS FOR OPERATOR POLYNOMIALS 
Several of the results presented here have natural generalizations to 
operator polynomials. A brief introduction to some of these results is given in 
this section. Consider, for example, the case in which the coefficients 
La, L,, * * * > L, of the polynomial L(X) in Equation (1) are bounded linear 
operators on a Hilbert space X’, and say that L(X) is comonic if L, = I, the 
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identity operator on X. Then the formal definitions of resultant and bezou- 
tian operators for pairs of polynomials are the same as before. Indeed any 
properties that depend on the properties of the coefficients of the polynomi- 
als as members of an appropriate ring will generalize. In fact, it is not 
difficult to see that part (a) of Theorem 8 generalizes immediately (see [24]) 
provided only that a common multiple of comonic operator polynomials A(X) 
and B(h) are known to exist; thus admitting a definition of the bezoutian via 
Equation (11). Results and properties depending on spectral properties of the 
polynomials will require some more care. 
The question of existence of common multiples is important and has been 
investigated in some detail for manic operator polynomials in [13] and also in 
[30]. In the first of these papers there is an example of polynomials of the 
form IX - it4 and IA - N with no manic common multiple. 
The spectrum of L(h) is defined by 
a(L) = {X E C/L(X) is not invertible}, 
and L(X) is said to have compact spectrum if a(L) is compact in Q=. This still 
admits the possibility that L(X) has an eigenvalue at infinity in the sense that 
0 E a(A’L(A-l)), but of course the point at infinity cannot be a limit point of 
a(L) if L(X) has compact spectrum. Sufficient conditions for the existence of 
common multiples for a pair of manic polynomials can be found in [30], and 
for more general pairs (of analytic operator functions) with compact spec- 
trum in [22]. 
If L(A), L,(X) are operator polynomials on L% with compact spectra, 
L,(X) is said to be a (right) divisor of L(X) if L(A)Ll(X)-’ is also an 
operator polynomial with compact spectrum. 
Consider now a sequence of definitions that lead up to the appropriate 
generalizations of finite Jordan pairs, and Jordan pairs at infinity. First, a pair 
of operators (C, A) with A E P’(.%“) and C E L( SF”, Z) is said to be an 
admissible pair (of index I) if the operator 
is left invertible. If (C,, A,) and (C,, A,) are admissible pairs, then (C,, A,) 
is a restriction of (C,, A,) if there exists a left invertible S E Y(#r) such 
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that C, = C,S and SA, = A& Observe that in this case 
. 
If ( Ci, A i) are admissible pairs for i = 0, 1,2, then (C,, A,) is a greatest 
common restriction of (C,, A,) and (C,, A,) if it is a restriction common to 
(C,, A,) and (C,, A,) and all other common restrictions are restrictions of 
(Co> A,). 
For an operator polynomial L(A) = C:,,XjL, with compact spectrum, we 
call an admissible pair (C, A) a spectral pair for B(X) if 
(i) L(C, A)~fE~=,LjCAj= 0, and 
(ii) if L(C,, A,) = 0 for an admissible pair (C,, A,), then (C,, A,) is a 
restriction of (C, A). 
This definition is a special case of that introduced by Kaashoek, van der Mee, 
and Rodman in [21]. Also, the existence of such spectral pairs and their 
uniqueness up to similarity is established in [21]. 
Now we have an immediate generalization of the fundamental Theorem 
2. (This is a special case of 2.1 of [21].) 
THEOREM 10. Let L(A) and L,(X) be operator polynomials on .@ with 
compact spectra, and with spectral pairs (C, A) and (C,, A,), respectively. 
Then LX A) is a divisor of L(X) if and only if (C,, A,) is a restriction of 
(C, A). 
The concepts introduced here (generalized further) are important for 
results on the existence of a gcd and lcm that can be found in [22]. We 
conclude this review with theorems describing the kernels of resultants and 
bezoutians of operator polynomials (see [24] and [26]). In both cases, it is 
assumed that the operator polynomials in question have a common multiple. 
First define a spectral pair fm L(A) at infinity to be a spectral pair 
(C,, A,) for L(A) for which a(A,) = (0). Restrictions of a pair at infinity, 
and greatest common restrictions of pairs at infinity, are then defined in a 
natural way. 
THEOREM 11. Let A(A), B(X), and C(A) be comonic operator polymmi- 
al-s with compact spectra and degrees a, b, c, respectively. Let (X,, Ar) and 
158 PETER LANCASTER 
(X,, A,) be greatest common restrictions of, respectively, spectral pairs and 
spectral pairs at infinity for A(A), B(X), and C(A). Then there is an integer 
q0 > max(a, b, c) such that, for all integers q > qO, 
Ker 
THEOREM 12. Let A(A) and B(X) be comonic operator polynomials with 
compact spectra and degrees a, b, respectively, with a > b. Let (X,, AF) 
and (X,, A,) be greatest common restrictioy of, respectively, spectral pairs 
and spectral pairs at infinity for A(X) and B(X) = C;=0 Bjhj (where we set 
Bj = 0 if j > b). Zf T denotes the bezoutian of A(h) and B(X), then 
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