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i 
ABSTRACT 
The UK aerospace industry is the largest in Europe. It faces strong competition from 
emerging countries and is challenged by rapid technological advancements, 
particularly in the era of Industry 4.0. Based on this context, this research explores 
the extent of Cyber-Physical Systems (CPS) technologies adoption among UK 
aerospace manufacturers. This research also investigates the impact of the adoption 
on operational performance, given that the UK aerospace manufacturers are 
organised in the industry according to their capabilities. 
This research explores the relationship between CPS technologies adoption and a 
firm’s operational performance. In exploring the extent of the relationship, this 
research also investigates the effects of different levels of firm capabilities on the 
relationship between CPS technologies adoption and operational performance.  
Through a review of literature in strategic and operations management domains, 
this research developed a theoretical model. The theoretical model represents two 
core hypotheses. Firstly, there is a direct and positive relationship between the 
adoption of CPS technologies and operational performance. Secondly, both 
operational capabilities and advanced manufacturing capabilities are combined to 
moderate the relationship between CPS adoption and a firm’s operational 
performance. The impact of CPS adoption on operational performance is 
operationalised using known measures from operations management literature 
namely cost, quality, delivery, and flexibility. 
Data was collected through a survey of 161 UK aerospace manufacturers. Results 
of the survey were explored through various statistical approach including 
exploratory factor analysis and hierarchical regression analysis. The findings 
revealed that of the four categories of CPS technologies identified in this study, 
only Automation CPS has a direct and positive relationship with operational 
performance. Three other categories of CPS technologies namely, Infrastructure, 
Design, and Information Management do not have direct and positive relationships 
with operational performance.  
ii 
This research also found that firm capabilities influence the relationships between 
Infrastructure, Design, and Information Management CPS technologies adoption 
with operational performance respectively. When firms have low levels of 
capabilities, increasing the adoption of Information Management CPS technologies 
will improve operational performance significantly. When firms have high levels 
of capabilities, increasing the adoption of Infrastructure, Design, and Information 
Management CPS will only help firms improve operational performance 
marginally. 
This study also identified two additional theoretical contributions. Firstly, advanced 
manufacturing technologies (AMT) have evolved into CPS, which now represents 
the convergence of the physical and virtual systems with connectivity, which is at 
the centre of Industry 4.0. Secondly, when ordinary capabilities are combined with 
dynamic capabilities, they produce a direct and positive impact on operational 
performance.  
 
Keywords:  
Industry 4.0; internet-of-things; automation; advanced manufacturing technologies; 
AMT; capabilities; ordinary capabilities; dynamic capabilities; value network; high 
value manufacturing. 
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1.0 INTRODUCTION 
1.1 Chapter Introduction 
This chapter provides the background and context for this research, as well as 
describes the route map for this thesis.  
Section 1.2 explains the background for this research by discussing the role of 
technologies in the manufacturing process, particularly in high technology and high 
value manufacturing environment  
Section 1.3 discusses the context for this research by first introducing the global 
aerospace industry in terms of the characteristics and challenges. This is followed 
by a discussion on the role of technologies in aerospace manufacturing, while 
introducing the UK aerospace manufacturing industry as the research context. 
Section 1.4 describes the route map for this thesis; highlighting the positioning of 
this research, as well as the aim and value of this research. 
The chapter concludes with a proposed structure of this thesis. 
1.2 Research Background 
Industrialisation is closely associated with the development of technologies1 at both 
product and process levels. Products such as the telephone, the light bulb, and the 
aircraft have evolved along the trajectories of advances in raw materials and the 
machines used to manufacture2 them. These advances have not only replaced 
human labour in processing, inspecting, assembling, moving, and packaging 
operations of manufactured goods, but also inspired factory automation that reduces 
direct and indirect labour through mechanisation, reduced rework and inspection, 
and improved manufacturing planning and control (Co, et. al, 2011).  
                                            
1 Technologies represent “the application of scientific knowledge for practical purposes, especially 
in industry” (Oxford Dictionaries, 2017a). The association of the term “technology” to industry is 
not a coincidence as the existence of technology has been synonymous with industrialisation of the 
manufacturing activity. 
2 The word “manufacture” derives from Latin manu factus for “made by hand”. Thus 
“manufacturing” is concerned with making products (Kalpakjian & Schmid, 2014; p1). 
20 
Technological advancements is at the core of industrialisation that occurred over 
two centuries, encompassing the first, second, and third industrial revolutions. 
Industrialisation began with the introduction of water and steam-powered 
mechanical manufacturing at the end of the 18th century which revolutionised the 
production of goods (Liao et al., 2017). This was followed by the use of electrically-
powered mass production of goods based on the division of labour that began 
around the turn of the twentieth century (Lu, 2017).  
By the early 1970s, innovations in information and communication technologies 
(ICT) usher the beginning of the third industrial revolution which provides 
manufacturing with the ability to automate processes, leading to a technological 
convergence of all available technologies at the time (Brettel, et. al., 2014). Today, 
this technological convergence continues into the era of the fourth industrial 
revolution, or more commonly known as Industry 4.0. 
The four stages of industrialisation described in the preceding paragraph is 
illustrated in Figure 1-1 to depict the emergence of increasingly sophisticated 
manufacturing technologies over time. 
Industry 4.0 envisions a manufacturing environment that utilises intelligent 
machines, systems, and networks that are capable of independently exchanging and 
responding to information (MacDougall, 2014). The two main components of 
Industry 4.0 are Internet-of-Things (IoT) and Cyber-Physical Systems (CPS) (Qin 
et al., 2016; Mosterman & Zander, 2015; Jazdi, 2014).  
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(Adapted from Kagermann et al. (2013), Lukac (2016) and Chung & Kim (2016), citing 
DFKI3) 
Figure 1-1: Timeline of progress in technology-driven industrialisation into 
Industry 4.0 
IoT is “a collection of physical items that contains electrical, mechanical, 
computing, and communication mechanisms which enable internet-based 
communication and data exchange” (Thames & Schaefer, 2016; p13). IoT is 
recognised as the networked interconnection of everyday objects that is powered 
by the ubiquity of the internet (Xia et al., 2012). In manufacturing, IoT is 
represented by the connectivity and interactivity among machines, devices, and 
tools that are equipped with sensors, actuators, and RFID (Giusto, 2010). The 
interconnectedness of the machines, devices, and tools is provided by the ubiquity 
of the internet; hence, the term Internet-of-Things (IoT). 
                                            
3 DFKI is the German Research Center for Artificial Intelligence founded in 1988 as a non-profit 
public-private partnership in the field of innovative commercial software technology using Artificial 
Intelligence (DFKI, 2018). 
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The machines, devices, and tools involved in the manufacturing process are able to 
access the same software and applications not only via the internet but also via 
private networks. This enables the communication of product design changes at 
real-time on a secure network between product designers and production engineers, 
for instance. This ease in utility and sharing represents the convergence of the 
“physical”, which are the machines, devices, and tools; and the “cyber”, which are 
the software and applications. The interaction between the “physical” and the 
“cyber” is enabled by connectivity technologies which creates a system known as 
Cyber-Physical Systems (CPS).  
The advent of technologies in Industry 4.0 poses a challenge to the ongoing 
industrialisation across the globe, particularly among developed economies that 
have been relying on the output and sustainability of their manufacturing 
capabilities. As technologies become widely accessible and supported by growing 
investments in research and development (R&D), global competition is 
increasingly focused not only on the pace of technology development but on the 
speed and effectiveness of technology adoption. 
1.2.1 Technologies in the manufacturing process 
The traditional manufacturing activity is dominated by a typical layout of factory 
that is equipped with machines which are operated manually to achieve large 
quantities of homogeneous products at low cost (Tassey, 2014). The manufacturing 
activity has since evolved from a traditional labour-intensive process, to a 
sophisticated set of mechanical and automated processes. This corresponds with the 
introduction of new functionalities and technologies into the production process 
(Ketokivi & Schroeder, 2004). 
Manufacturing process generally refers to a combination of activities involved in 
converting raw materials into a finished product. The types of processes may 
include activities such as casting, forming and shaping, machining, joining, 
finishing, and fabricating of metallic and non-metallic materials (Kalpakjian & 
Schmid, 2014). Understandably, the manufacturing process of today is not limited 
to these activities. Much of the expansion or consolidation of activities in the 
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manufacturing process is attributed to the advancements of manufacturing 
technologies (Esmaeilian et al., 2016).  
Both product development and process improvement activities usually focus on the 
ability of obtaining high-quality products at minimum costs (Hallstedt et al., 2015). 
However, the application of technologies is influenced by the needs to manage not 
only cost efficiency, but also product quality, delivery timeliness, and flexibility of 
product design or volume change. These needs have featured prominently in firm 
strategy, for instance, as evident in the focus on productivity improvement during 
the 1990s. In fact, productivity improvement became such a catchphrase at the time 
that it was hyped as the most often cited business strategy by firms for adopting 
manufacturing technologies (Fagerberg & Verspagen, 2002).  
Technology considerations in manufacturing strategy formulation have been 
featured in empirical research not only in the context of helping firms improve 
operational performance (Chatha & Butt, 2015; Machuca et al., a2011), but also 
improve product development capacity (Peters, 2015), and develop a responsive 
supply chain (Roh et al., 2014). The immediate implications of manufacturing 
strategy are usually evident in the reorganisation of processes on the factory floor.  
Understandably, technology can only contribute to a firm’s competitive advantage  
if a firm manages the technology adoption effectively (Porter, 1985). Skinner 
(1985) famously highlighted that the cause of crises and failures of technology 
adoption in manufacturing can be attributed to the inability of managers to manage 
the implementation and use of new technologies.  
Technologies and methods in the manufacturing process develop incrementally 
through applications into existing processes or by upgrading and extending the 
functions of existing processes and systems (Allwood et al., 2015). Over the years 
of their use, these technologies and methods would evolve into technological 
capabilities for the manufacturers, providing them with the continued capacity to 
manufacture. Successfully maintaining the capacity to manufacture is often 
associated with achievements in wealth and technological leadership (Szirmai, 
2012). 
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An earlier concept of technological development in manufacturing refers to the 
acquisition of “knowledge of physical processes that transforms inputs into outputs, 
as well as knowledge of procedural and organisational” (Pack & Westphal, 1986; 
p104). These two groups of knowledge remain the necessary pre-requisites to the 
development of capabilities in a manufacturing organisation today. Whether it was 
for mass or batch production type of manufacturing, technology use in equipment 
and tools are recognised in assisting human managers and workers in their 
production tasks, as well as in developing new skills. 
Across the global manufacturing industry today, new technologies, particularly 
those identified within the Industry 4.0 framework, are increasingly focused on the 
efficient flow of data and information, the optimisation of available resources, and 
the growing awareness for scalability of production. These needs are further aided 
by various trends, including the ubiquity of ICT, the reliance on modelling and 
simulation in the manufacturing process, and the acceleration of innovation in the 
global supply chain management (Shipp et al., 2012). In fact, some of these are 
readily available today in the form of new materials such as fibre-reinforced 
composite materials4, efficient processes such as additive manufacturing5, as well 
as new decision-making process enabled by data analytics6 (Manyika et al., 2012). 
Manufacturing enables participation by new entrants, and in doing so, connects a 
growing number of more widely dispersed economic locations (Bairoch & Kozul-
wright, 1998). Even so, manufacturers are increasingly expected to collaborate with 
each other in order to facilitate the efficient movement of resources and outputs, 
                                            
4 “Fiber-reinforced composite materials consist of high-strength and modulus fibers embedded in or 
bonded to a matrix of distinct interfaces or boundaries between them. In this form, both fibers and 
matrix retain their physical and chemical identities, yet they produce a combination of properties 
that cannot be achieved with either of them acting alone” (Mallick, 2007; p1). 
5 Additive manufacturing refers to the production techniques in which products are produced by 
joining (adding) materials rather than subtracting (removing) them (Wits et al., 2016). 
6 Data analytics refer to the use of software applications to collect, mine, and manage data that is 
generated from the manufacturing process, ranging from the warehouse, manufacturing performance 
dashboard, price optimisation based on consumer preferences, to predictive models for power 
consumption and suppliers’ selection (Esmaeilian et al., 2016). 
25 
instead of simply trading in final products. This is evident in the increase of global 
trade data for both intra-industry and intra-firm, signalling a deep integration and 
geographically extensive and complex global production networks in action 
(Dicken, 2015). Such a phenomenon is emblematic of the aerospace manufacturing 
industry, where components and parts are manufactured in geographically 
dispersed locations, but are assembled as a complete aircraft in a single final 
location.  
1.2.2 High technology and high value manufacturing 
The term “high technology” was coined by the financial community in the US 
during the 1960s to describe the emergence of industries that offer new technology-
based products for the defence sector (Lécuyer & Brock, 2009). At the time, some 
of these industries include semiconductor electronics, computer systems, and 
aerospace systems.  
By the mid-1980s, the term “high technology industry” became fashionable and 
began to include “new” industries involved in activities such as robotics, 
telecommunications, biotechnology, and the Internet (Carroll et al., 2000). Three 
fundamental criteria were then established to determine if an industry is a “high 
technology industry”. Firstly, in terms of R&D intensity as measured by 
expenditure on R&D; secondly, based on the rate of innovation undertaken by 
businesses within the industry; and thirdly, in terms of the extent of technological 
content of the final product (Carroll et al., 2000). Interestingly, all the industries 
identified as being “high technology” since the term emerged have remained so 
until today; signalling the profound impact of consistent technology adoption. 
Firms in high technology industries today continue to be challenged by factors that 
pertain to sustaining competitiveness and keeping abreast with technology 
advancements. Admittedly, the pressure extends to manufacturing operations and 
are also compounded by accessibility to technologies and market volatility 
(Jayanthi, 1998). Therefore, it is no longer sufficient to possess technological 
intensity only, because industries today are measured by not only the volume of 
output, but also the extant value of their output. 
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Meanwhile, the phrase “high-value manufacturing” is believed to have its 
beginnings from the recommendations by Porter and Ketels (2003) for 
manufacturing firms in the United Kingdom (UK) “…to move up the value chain 
and to reap the benefits of high-skilled, knowledge-intensive manufacturing 
operations” (DTI, 2002). The urgings were based on the idea that manufacturers in 
developed economies such as the UK can no longer rely on low-cost operations and 
efficient business environment to remain competitive in the global market (Porter 
& Ketels, 2003). The HVM concept further emphasises that competition is not only 
reliant on innovativeness, but also on strategic competence (MacBryde et al., 2010). 
The UK government recognises that a HVM industry is known not only by its 
application of advanced technologies in creating products, production processes 
and corresponding services, but also by its role in developing technical knowledge 
and expertise, as well as its tremendous potential for a sustainable, high value 
economic growth (Technology Strategy Board, 2012). Based on this description, 
the UK aerospace industry is identified as a high-value manufacturing (HVM) 
industry. Additionally, manufacturers in a HVM industry must not only compete 
on cost, but also collaborate with each other to exchange value through contracting 
for capability, sharing of process innovation, and contributing to a global value 
chain. 
In recent years, there have been various efforts at defining “value” in HVM and 
refining its scope (Livesey, 2006; MacBryde et al., 2010). These definitions of 
value range from the manufacturing operations view of achieving maximum 
functionality at least cost, to the financial view of equating value with profit 
(MacBryde et al., 2010). Additionally, Bititci et al. (2010) for instance, attempted 
to identify “value” in HVM from the perspectives of the customers as well as from 
the organisation’s own internal view.  
Meanwhile, HVM has been applied as the backdrop for research on developing a 
dynamic knowledge management framework (Piorkowski et al., 2013), and for the 
assessment of a measurement for system capability (Loftus & Giudice, 2014). In 
both instances, researchers reviewed organisational and operational practices 
among manufacturers in a HVM environment. 
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This thesis applies HVM as the background to the research context to highlight the 
significance of the aerospace manufacturing industry in contributing to technology 
advancements and economic growth globally and particularly in the UK.  
1.3 Research Context 
This research explores the adoption of manufacturing technologies that are based 
on technological advancements in the era of Industry 4.0. The adoption of these 
manufacturing technologies is focused on the extent-of-use and the effectiveness of 
Cyber-Physical System (CPS) technologies within the aerospace manufacturing 
activity. The unique characteristics and challenges in the global aerospace industry 
provide the industry context in exploring the extent of the CPS adoption activity. 
Furthermore, the aerospace industry offers a unique lens to view the outcome of the 
manufacturing activity from the perspective of specialised capabilities, instead of 
focusing on tangible components such as aircraft engines, landing gear, and wings 
(Erkoyuncu et al., 2013). 
Aerospace is a high technology industry that relies on expeditious technological 
advancements (Van Der Heiden et al., 2015). The industry is increasingly reliant 
on CPS for the development of future aircrafts, the maintenance of in-service 
aircrafts, and the accuracy of corresponding systems such as communications and 
navigation (Sampigethaya & Poovendran, 2012). For many in the UK aerospace 
industry for instance, the reliance on advancements in CPS coincides with the 
dependence on the level of existing capabilities in the organisation as well as 
throughout the network of global participants in aircraft development programmes. 
Thus, this research will also investigate the impact of existing organisational 
capabilities on the adoption of CPS technologies in the aerospace industry. 
The aerospace industry is commonly categorised into sub-industries such as the 
civil aerospace industry, the defence aerospace industry and the space industry 
(McGuire & Islam, 2015). For the purpose of this thesis, all references to the 
aerospace manufacturing activity encompass all three sub-industries; unless 
specified otherwise. 
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1.3.1 The global aerospace industry 
The global aerospace industry is known for its complex web of  stakeholders. The 
civil aerospace industry alone comprises an extensive network of governments, 
airlines, airport operators, manufacturers, logistics operators, international and 
regional regulators, aviation services providers including insurance and 
maintenance, repair and overhaul (MRO), as well as passenger services providers 
in the tourism and retail industries (ILO, 2013). The existence of these varied 
sections of stakeholders points to the significant economic value offered by the civil 
aerospace industry. For instance, in the Euro area7, the civil aerospace industry 
represents 4.1 percent of European GDP8 and creates nearly 12.3 million jobs in 
2015 (ACI Europe, 2017). These figures are based on the volume of aircraft traffic 
and passengers that go through European airports for that year. Arguably, no other 
technology-rich sector in Europe has such a significant economic impact. 
The aerospace industry is a major facilitator for global economic growth and a 
significant catalyst for the creation of advanced technical skills. The industry relies 
on intensive R&D and is an important employer of large numbers of skilled 
engineers, scientists and technicians around the world (Niosi & Zhegu, 2005). 
During the 1990s, due to the constant pressure on funding for new aircraft 
development programmes, the global aerospace industry underwent various 
consolidation and reorganisation exercises. This led to several mergers and 
acquisitions of aircraft manufacturing firms (Esposito, 2004). This consolidation 
subsequently led to the transformation of the aerospace manufacturing activity into 
a global network of interdependent firms in various aircraft development 
programmes that require a complex system of planning, processes, integration, and 
sub-assemblies.  
                                            
7 The euro area consists of Member States of the European Union that have adopted the euro as their 
currency. 
8 European GDP refers to “Euro area” GDP. In 2014, the Euro area GDP in current prices was 
USD13.4 trillion.  In comparison, the Total World GDP in 2014 was USD77.3 trillion (International 
Monetary Fund, 2015). 
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The aerospace manufacturing activity combines upstream activities such as basic 
research, R&D, training and services, and downstream activities such as finance, 
sales, marketing, customer services and maintenance (Monnoyer & Zuliani, 2007). 
The activity involves multi-level interactions including those among production 
plants in different geographical locations, as well as local interactions among 
various sub-activities. OEMs (Original Equipment Manufacturers) such as Airbus 
and Boeing typically lead this network of manufacturing activities. For instance, 
for the production of its A380 aircraft model, Airbus manages 1,500 firms from 
thirty countries for the production of 4 million individual components (Airbus, 
2018a). In comparison, the automotive OEMs typically manage over 80 firms that 
produce over 20,000 components for a single model (Alford et al., 2000). 
As industry leaders, both Airbus and Boeing are involved extensively in the key 
sub-industries of the global aerospace industry, namely civil, defence, and space 
(McGuire & Islam, 2015). Both organisations actively conduct sales and marketing 
activities, thus, regularly provide demand forecasts for their civil aircrafts. For 
example, in their twenty-year demand forecasts released in 2015, Airbus announced 
a global forecast of 32,600 new deliveries, 98 percent of which are passenger 
aircrafts with more than 100-seat capacity (Airbus, 2015), while Boeing forecasted 
38,050 new deliveries over the same period (Boeing, 2015)9. Both OEMs 
highlighted that approximately forty percent of these orders are bound for airlines 
based in Asia Pacific (Airbus, 2015; Boeing, 2015). This phenomenon is a 
significant catalyst for recent development of new production facilities in the Asia 
Pacific region, foretelling an inevitable expansion of the aerospace manufacturing 
activity into emerging economies. Inevitably, this presents a growing threat to the 
value share of UK aerospace manufacturers in the global aerospace value network. 
1.3.1.1 Characteristics of the aerospace manufacturing industry  
Governments play a significant role in the aerospace industry; both as major buyers 
of military aerospace equipment and as funding providers for aircraft development 
                                            
9 As a comparison, over a twenty-two-year period from 1990 to 2012, there was a total of 25,000 
new deliveries of aircrafts worldwide (Pearce, 2013). 
30 
programmes. Governments are known to wield influence over the size, structure, 
conduct and performance of their respective local aerospace industries (Braddorn 
& Hartley, 2007).  
Country-based reports on the aerospace industry often apply the United Nation’s 
International Standard Industrial Classification (ISIC) Revision 3.1, which covers 
the manufacture of aircraft and spacecraft (OECD, 2007). In industry parlance, 
“manufacture of aircraft” concerns the actual airframe manufacturing of fuselages 
and wings, but is understood to include final assembly of other components and 
systems such as aircraft engines and avionics (which is short for aviation 
electronics) (Todd & Simpson, 1986; p1).  
Historically, OEMs such as Airbus and Boeing control the entire process of 
implementing in-house manufacturing of components and parts, as well as the final 
assembly of complete aircrafts. These activities are typically carried out in 
conjunction with coordination of work by third parties including the purchase of 
raw materials and parts inventory, as well as testing for quality and safety 
requirements (Bales, et. al., 2004). However, this sole control position at the OEM 
level has undergone gradual transformation, especially in the last two decades. This 
is mainly due to the increased financial risks attributed to lengthy development lead 
time of new aircraft development programmes.  
The aerospace industry is reliant on subcontractors for the production of goods and 
services. Approximately 60 to 80 percent of the output value consists of 
intermediate goods (Monnoyer & Zuliani, 2007). For instance, Boeing transformed 
itself into a systems integrator through the outsourcing of approximately 80 percent 
of the manufacturing activities for the recent B787 Dreamliner programme, 
compared to only 10 percent outsourcing of the B737 Classic series in the 1980s 
(Manyika et al., 2012). 
The aerospace industry demands precision to satisfy its safety-critical and quality-
focused environment. The industry has benefited from the incremental nature of 
technological advancements in defence aerospace which had evolved over the last 
six decades (Francis & Pevzner, 2006). Today, these needs are at the core of the 
certification procedures required by three main parties in the aerospace industry; 
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the regulator, the operator, and the OEMs (Breuer, 2016). Regulators such as the 
European Aviation Safety Agency (EASA) in Europe and the Federal Aviation 
Administration (FAA) in the US, are responsible for specifying type certification 
of a new aircraft. They work in tandem with the aviation authorities such as Civil 
Aviation Authority (CAA) in the UK, to ensure compliance with safety and 
environmental standards. 
Meanwhile, the operator, typically the airlines; expect their aircraft performance 
requirements to be fulfilled by the OEMs. These are often demands for enhanced 
aircraft performance and operational characteristics, customisation and associated 
response time, acquisition costs, operating and maintenance costs (Pardessus, 
2004). In fulfilling the airline requirements, OEMs are required to demonstrate 
compliance to all the rules and standards issued by the regulators; often through 
testing and certification of systems and components. The compliance to the 
regulators’ rules and standards are delegated accordingly to OEM’s subcontractors, 
that is, the relevant manufacturers selected for particular aircraft programmes. 
Table 1-1 offers a summary of the characteristics of the aerospace manufacturing 
industry. 
Based on Table 1-1, the aerospace industry is characterised by its extensive 
network of aerospace manufacturers and service providers (Rose-Anderssen, 
Baldwin, & Ridgway, 2011), high capital investment requirement, long 
development cycle (Esposito, 2004; Pritchard, 2002), as well as strict national and 
international certification and regulatory standards (Rasheed & Manarvi, 2008). 
These characteristics imply a high barrier to entry into an exclusive community of 
industry participants that have sustained their presence and capabilities over time. 
The industry’s composition of “complex systems of firms, practices, technologies, 
and strategies” (Rose‐Anderssen et al., 2011; p67) requires that firms collaborate. 
The requirements of various aircraft development programmes and the 
corresponding aircraft development period often intertwine with specific 
manufacturing capabilities. As such, firms often find themselves collaborating in 
one programme and competing in another (Bales et al., 2004). 
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Key Industry 
Characteristics 
Description Authors 
Participants 
collaborate and 
compete 
“Complex systems of firms, systems, practices, 
technologies, and strategies”.  
Rose‐Anderssen 
et al., 2011; p67 
Firms may participate in different supply networks 
of specific aircraft development programmes, often 
interacting with other firms both as collaborators 
and competitors. 
Bales et al., 2004 
 
Flexible network hierarchy where prime contractors 
may also manage work as second or third tier 
suppliers. 
Haywood & Peck, 
2003 
High capital 
investment 
requirement  
No single firm can sustain a development period of 
10 to 15 years without government intervention in 
funding. 
Pritchard, 2002 
Long development 
cycle 
Influenced by technology selection and available 
expertise.  
Esposito, 2004 
As technology adoption increases, the cost of 
aircraft development will increase too. 
Ward, et. al., 2012 
Regulatory and 
industry 
certification 
requirements 
All aspects of a commercial aircraft are subjected to 
rigorous testing and compliance to international 
regulator and industry certification processes prior 
to delivery.  
Klueber & 
O’Keefe, 2013 
 
High safety standards are embedded in every step of 
the process, from concept to final assembly. 
Muir & Thomas, 
2004 
Table 1-1: Highlights of the characteristics of the global aerospace industry 
A prominent characteristic of the aerospace industry, which also poses as a 
perennial challenge, is the requirement for a significant amount of capital 
investment. As mentioned earlier in this section, this is often the role undertaken by 
governments. Historically, no single firm had been able to sustain an aircraft 
development programme over a period of 10 to 15 years without government 
funding assistance (Pritchard, 2002). This challenge is compounded by the need to 
ensure technology readiness to support the long life cycles of aircrafts and their 
systems (Hallstedt et al., 2015). For instance, substantial cost allocation is required 
to determine the technology readiness of tools, components, systems, and machines 
before they are incorporated into the manufacturing process or in the final assembly. 
The length of the development cycle is also affected by the selection of available 
technologies and the availability of corresponding expertise (Esposito, 2004). 
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Inevitably, the cost of the aircraft development programme often increases 
exponentially (Ward, et. al., 2012).  
The high development cost is also contributed by requirements for equipment and 
process commonality, and increased economies of scale (Francis & Pevzner, 2006). 
Furthermore, because the industry is also identified by its relative low rates of 
production and small total outputs, it contributes to the equally lengthy timeframe 
for returns on investment (Lorell et al., 2000).  
As highlighted earlier, aerospace manufacturers must undergo stringent and 
demanding certification procedures set by industry regulators and OEMs. High 
quality and safety standards are embedded in every step of the process, from 
concept to final assembly (Muir & Thomas, 2004). For instance, all parts and 
components of a commercial aircraft must undergo rigorous testing and compliance 
to international regulatory and industry certification processes over a period of time, 
before a complete aircraft is certified for delivery to the airline customer (Klueber 
& O’Keefe, 2013). 
1.3.1.2 Challenges in the aerospace manufacturing industry  
The aerospace industry experienced dramatic changes since the 1950s due to 
increased market demands and rapid technological development (Cullen & 
Hickman, 2001). Some of these dramatic changes are also intertwined with the 
tumultuous global circumstances that included the Asian Financial Crisis of 1998, 
terror attacks of September 11, as well as the recent European debt crisis (IATA, 
2011). These dramatic changes persist today in various other forms as the aerospace 
industry continues to tackle the increased rate of production for components, 
systems, and services.  
Competition in the global aerospace industry has intensified particularly in the last 
decade as established firms address competition from new entrants in emerging 
markets. However, OEMs view this phenomenon as an opportunity to expand on 
the risk-sharing model in the value network (Rose-Anderssen, et. al., 2008). In this 
instance, manufacturers are expected to invest in the development of technological 
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capabilities, particularly through the adoption of manufacturing technologies, in 
order to qualify for a participation in the aircraft development programme.  
The focus on technologies, especially those related to improving aircraft 
performance and quality, has inevitably created cost pressures (Haywood & Peck, 
2003). Aircraft development programmes require significant capital investment of 
between US$6 billion to US$15 billion (Francis & Pevzner, 2006). The 
development of the Airbus A380 was an exception, as the cost reached an 
astronomical amount of US$28 billion  over a period of just over a decade, before 
it was officially launched in 2006 (Jasper & Rothman, 2016). Continuous funding 
in aircraft development projects is therefore critical to support the lengthy 
development timeframe. 
The challenges in the global aerospace industry can be categorised into three areas, 
namely, technology, funding, and market. Table 1-2 provides some highlights of 
these challenges.  
The technological challenge is fundamental to the aircraft design requirement, since 
only proven technologies that comply with international regulations and standards 
can be considered for inclusion at the conceptual design level (Beaugency, et. al., 
2015). Aircraft design requirements that contribute to a detailed aircraft concept 
must be validated, for instance, by the requirements of Top Level Aircraft 
Requirements (TLAR). The TLARs consist of market requirements, combined with 
environmental, regulatory, and industry standards considerations (Remy, 2004). 
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Key 
Challenges 
Description Authors 
Technology Design requirements differ among aircraft development 
programmes, with focus on “proven” technologies to 
comply with international regulations and industry 
standards. 
Beaugency, et. al., 
2015 
Complex scientific and technical knowledge diffusion 
among supply chain participants. 
Rose-Anderssen et 
al., 2008 
Need to combine expertise to coordinate the adoption of 
technologies across supply network. 
Rasheed & Manarvi, 
2008 
Funding High development cost is contributed by the need to 
adopt and deploy new technologies. 
Rose-Anderssen et 
al., 2011 
Aircraft development programmes must ensure 
continuous funding over 10 to 15 years, often requiring 
government assistance. 
Pritchard & 
MacPherson, 2007 
Risk-sharing business model requires high level of 
cooperation of multiple supply chain participants. 
Bales et al., 2004 
Market Global nature of the aerospace industry increases 
pressure for OEMs to expand the supply network to new 
entrants. 
MacPherson & 
Pritchard, 2007 
High expectation for technology transfer within supply 
network, in return for market access. 
Williams et al., 2002 
Value network participants need to implement changes to 
own business practices to satisfy requirements of new 
markets 
Graham & Ahmed, 
2000 
Table 1-2: Three key challenges in the global aerospace industry  
The aircraft design requirements, as represented by TLARs, are therefore 
susceptible to demands from the airlines, regulators, and the manufacturers. These 
demands can often create additional challenges in the selection of technologies for 
both product and processes. For instance, the airlines typically require low cost of 
ownership, high performance, maximum payload, and long service life; while the 
regulators’ requirements are safety, and environmental friendliness (Breuer, 2016). 
The manufacturers, on the other hand, require low manufacturing cost, tested and 
qualified materials, accessible resources, and appropriate manufacturing 
technology (Breuer, 2016). Even when every effort is focused on fulfilling all these 
requirements, manufacturers may still be limited by the availability of suitable 
equipment and tool capacities. 
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With such varied requirements, OEMs must also manage the adoption of 
technologies at each level of the aircraft development process so that all the 
corresponding technical expertise can be coordinated effectively (Rasheed & 
Manarvi, 2008). This usually involves complex scientific and technical knowledge 
diffusion throughout the aircraft development period (Rose-Anderssen et al., 2008). 
Coordinating thousands of manufacturers across various aircraft development 
programmes can be daunting. Most of all, the complexity often leads to increased 
development costs in deploying and adopting new technologies (Rose-Anderssen 
et al., 2011).  
The combination of technological and funding challenges is often regarded as the 
impetus for the risk-sharing business model promoted by OEMs (Bales et al., 2004). 
To the OEMs, it has become a necessity to expand the supplier network to new 
entrants, in return for market access to sell new aircrafts to emerging economies 
(Williams et al., 2002). As highlighted earlier, this expansion has also led to 
mergers and acquisitions among aerospace manufacturers, which indirectly 
promotes technology sharing to enhance the value network capability (Graham & 
Ahmed, 2000).  
1.3.2 Role of technologies in aerospace manufacturing  
This thesis refers to aerospace manufacturing as the activity that involves the 
production of, but not limited to, discrete products such as nails, bolts, screws, and 
nuts; continuous products such as a spool of wire, and metal and plastic tubing; 
parts for other products such as computer chips and electric motors; machines and 
tools to make other products such as a drill and metal-forming machines, as well as 
complete products such as aircraft engines and aircrafts (Kalpakjian & Schmid, 
2014). Thus, manufacturing technologies are broadly referred to as the technologies 
that are adopted and applied into the entire spectrum of the manufacturing activity. 
For the purpose of this research, aerospace manufacturing is considered to be an 
all-encompassing, integrated concept at various operational levels; from machines 
to production systems in the entire business level operation (Esmaeilian et al., 
2016). 
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The aerospace industry is known to have pioneered the adoption of extensive 
machinery and tools into the manufacturing process. For instance, during the 1940s, 
the United States Air Force initiated the demand for machinery that could 
manufacture complex parts for military aircrafts at the rates that are cheaper, faster 
and more accurately than by conventional methods at the time (Arnold, 2001). By 
the 1960s, the success of that process transformation was able to provide a whole-
system view of the manufacturing process which would later be adapted for non-
military aircrafts. 
In the aerospace manufacturing activity, manufacturing technologies are regarded 
as tools to refine existing products, enablers for product and process innovation, as 
well as for cost-reduction in production process or for fulfilment of customer 
product performance requirements (Schuh et al., 2012). The valuation and selection 
of manufacturing technologies can affect the entire manufacturing process, thus, 
influencing the performance of not only the manufacturer, bu also the whole 
industry.  
However, due to lengthy aircraft development lead-time, the industry is usually 
faced with infrequent technology insertion opportunities for new aircrafts (Ward et 
al., 2012). This was especially challenging when the aerospace industry used to be 
vertically integrated with OEMs holding total control over manufacturing decisions 
throughout the aircraft lifecycle. Nowadays, manufacturers are required to ensure 
that the functionality of components and parts conform and comply to an integrated 
engineering design for a complete aircraft throughout the aircraft development 
programme. This often requires the decentralisation of engineering activities across 
various firms for different components and parts, as well as multi-layer 
manufacturing collaborations along the tiered hierarchical industry structure 
(Rösner & Jockel-Miranda, 2006). 
One of the most significant aircraft components that has thrived in the decentralised 
engineering environment is the aircraft engines. Due to the needs to achieve higher 
efficiency and to keep development cost under control, aircraft engine 
manufacturers such as Rolls-Royce retains control on the manufacturing decisions 
throughout the lifecycle of the engines. For instance, Rolls-Royce’s production of 
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the Trent engine family since the mid-1990s positions its own manufacturing 
centres from design process to final assembly (Rodríguez Monroy & Vilana Arto, 
2010). This allows flexibility to modify and combine previously designed parts and 
sub-systems into new capabilities, while improving on the manufacturing tools, 
hardware, and software technologies used in the manufacturing process. An 
example of this is the inclusion of embedded sensors in Rolls-Royce aircraft 
engines in order to provide the augmentation of communication and control 
capabilities within the aircraft (Wright, 2014). 
Having a strong hold on the required technologies has enabled Rolls-Royce to 
introduce new business models to airline customers. For instance, Rolls-Royce 
introduced the “power-by-the-hour”10 arrangement where airline operators engage 
directly with Rolls-Royce for the lease of aircraft engines including all the required 
monitoring and maintenance throughout the service life of the aircraft (Johnstone 
et al., 2009). From a capability perspective, this arrangement provides Rolls-Royce 
with direct control on serving the airline operators’ immediate needs to ensure 
optimum engine performance. Whereas from a technology perspective, Rolls-
Royce is able to collect performance data so that they can refine and improve 
design, operations, and maintenance of the engines throughout its in-service 
lifecycle (Wang et al., 2011). 
Although one of the direct consequences of the power-by-the-hour arrangement is 
supply chain disintermediation, it often leads to a consolidation of suppliers in the 
lower tiers (Johnstone et al., 2009). This has created a situation where 
manufacturers are absorbed into the capabilities structure at Rolls-Royce or a loss 
of technical skills and the unfortunate exits of smaller firms from the industry. 
Either way, the aerospace industry relies on specialised capabilities within its value 
network, even though they may end up being concentrated with a select few. 
                                            
10 “Power-by-the-hour” is offered as a packaged solution where Rolls-Royce agree to maintain and 
service the aircraft engines and their systems on a long-term basis for a fixed fee based on the number 
of hours actually flown by each aircraft (Lorell et al., 2000). 
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1.3.2.1 Aerospace manufacturing in the United Kingdom (UK) 
The UK aerospace industry is the largest in Europe and second largest in the world 
after the United States. The industry contributed £31.1 billion to the UK economy 
in 2015; of which £27 billion was exports earnings, and created 128,300 direct11 
jobs as well as 153,900 indirect jobs in 2015 (AGP, 2016). The UK aerospace 
industry cluster focuses on activities in the design, development, manufacture and 
support of aircraft, helicopters, missiles and space systems, such as satellites 
(Braddorn & Hartley, 2007). The industry not only offers manufacture of airframe, 
aircraft systems, and engines, but also provision of tooling equipment and 
maintenance, repair and overhaul services for defence and civil markets in both the 
UK and overseas (AGP, 2016). 
Aerospace industry clusters are typically organised in a pyramid-like tier where 
manufacturers are positioned according to their capabilities based on industry 
regulations and certification requirements (Fine & Whitney, 2002). In the UK, the 
civil aerospace industry is organised along four tiers of capabilities12 represented 
by Tiers 1 to 4 (KPMG/ADS, 2013), as depicted in Figure 1-2. Each tier has direct 
relationships with OEMs, suggesting a flexible network hierarchy (Haywood & 
Peck, 2003), where a lower-tier firm may supply to and manufacture directly for an 
OEM, as well as to fellow manufacturers in various tiers at the same time. 
                                            
11 Direct jobs refer to jobs offered directly by aerospace companies. Indirect jobs are those created 
in other industries to support the requirements of the aerospace industry such as legal and accounting 
(AGP, 2016). 
12 These tiers provide a high level overview of the UK civil aerospace supply chain. They were 
established in May 2013 based on discussions with ADS, the UK trade organisation representing the 
Aerospace, Defence, Security and Space sectors (KPMG/ADS, 2013). 
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(Adapted from (KPMG/ADS, 2013)) 
Figure 1-2: The UK aerospace industry is organised along four tiers of capabilities 
At the base of the pyramid is the Tier 4 manufacturers, comprising those with 
capabilities in processing and material supply. Tier 3 represents manufacturers with 
build-to-print components or sub-assembly capabilities, followed by those at Tier 
2 with equipment or assembly capabilities. Tier 1 comprises manufacturers with 
systems integrator capabilities. All production output from each tier within the 
pyramid structure are eventually assembled at the OEMs’ respective facilities 
outside the UK. The OEMs ensure that manufacturers at all tiers possess the 
required capabilities and are able to manage their manufacturing capacity while 
maintaining strict adherence to safety and quality requirements. 
A 2016 survey commissioned by the UK Department for Business Innovation and 
Skills (BIS) highlighted that the UK aerospace industry is highly consolidated 
where the manufacturing activity is serving relatively few customers from within 
complex and interdependent networks of manufacturers (Department for Business 
Innovation & Skills, 2016). Thus, manufacturers at all tiers are expected to develop 
and incorporate manufacturing technologies in their processes so that design and 
modifications are synchronised. This challenge is compounded by the need to 
comply with OEM design requirements, cost pressures from airlines, and the 
growing demand to reduce environmental impact of aircrafts (Hallstedt et al., 
2015). 
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Incidentally, the same survey noted that the majority of UK aerospace 
manufacturers can be grouped into two broad categories of manufacturing 
capabilities (Department for Business Innovation & Skills, 2016). The first group 
comprises those who consider their operations to be primarily build-to-print, design 
and build, as well as design. While the second group consists of those who associate 
their operations with distributing, integrating, subcontractor processing, and testing. 
When compared with the industry tiers depicted in Figure 1-2, it can be said that 
the first group corresponds with Tier 3, while the second group corresponds with 
Tier 4.  
Table 1-3 offers a sample of UK aerospace companies that represents the tiers 
depicted in Figure 1-2, with highlights of their corresponding core capabilities. The 
tiers assigned to these organisations is based on the assessment conducted by a joint 
industry-government report on the “Outlook of the UK Civil Aerospace 
Manufacturing Sector” (KPMG/ADS, 2013). This research applies the tiering 
convention of the said report as guidance in investigating the extent of 
manufacturing technology adoption within the UK aerospace industry. 
Tier Company name Core capabilities 
OEM Airbus UK 
• Design, test, and manufacture of wings for all Airbus 
commercial aircrafts. 
• Design, engineering, and support for all Airbus 
wings, fuel systems, and landing gear. 
Tier 1 Meggitt PLC 
Engineering and manufacture of extreme environment 
components and smart sub-systems such as brake 
control and landing gear systems. 
Tier 2 Gardner Aerospace 
Manufactures metallic detailed parts and provides kits, 
major assembly, sub-assembly, and repair services. 
Tier 3 Safran Landing Systems 
Design, engineering, systems integration, production, 
and assembly of landing gears. 
Tier 4 Aeromet 
Manufacture of precision cast parts such as aluminium 
and magnesium sand castings. 
Sources: Airbus UK (2018), Meggitt PLC (2018), Gardner Aerospace (2018), Safran (2018), and 
Aeromet (2018). 
Table 1-3: Examples of UK aerospace companies at each tier of capabilities 
(KPMG/ADS, 2013) 
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The highly consolidated nature of the aerospace manufacturing activity is evident 
in the uniqueness of capabilities at each tier. As described earlier, manufacturers at 
each tier may supply directly to an OEM, as well as to fellow manufacturers in 
various tiers at the same time (Haywood & Peck, 2003). These arrangements are 
also dependent on each manufacturer’s participation in specific aircraft 
programmes. For example, in Table 1-3, Aeromet is identified as an example of a 
Tier 4 manufacturer. Aeromet not only manufacturers and supplies directly to 
OEMs such as Airbus and Boeing, but also to Tier 1 companies such as Meggitt 
(Aeromet, 2018).  
In the context of the modern civil aircraft, the UK aerospace manufacturers are 
known internationally for their expertise in the design and manufacture of wings, 
engines, aero-structures13, and advanced systems14. These capabilities are reflected 
in the pool of highly-skilled industry workforce which is supported by research and 
technology collaboration initiatives between industry and academia across the 
country.  
The UK aerospace industry continues to benefit from the strong business 
partnership among the government, industry players, and academia, which is 
represented by the Aerospace Growth Partnership (AGP). Some of the initiatives 
from this partnership have enabled aerospace manufacturers to be innovative in 
applying new materials, technologies, production equipment, and processes into 
their manufacturing activities (AGP, 2013). More importantly, the capabilities 
generated by these initiatives have been able to help the industry sustain the 
presence of UK aerospace firms in the global aerospace manufacturing value 
network. 
                                            
13 “Any separately manufactured unit, component, or section of an aircraft” (Collins English 
Dictionary, 2012). 
14 AGP documents the use of the term “advanced systems” (AGP, 2013; 2014; 2016) to refer to 
aircraft systems that are sufficiently different from traditional aircraft systems (FAA, 2003). 
Examples of traditional aircraft systems are flight systems and propulsion systems. Thus, “advanced 
systems” in the context of both flight and propulsion systems refer to the integration of the two 
systems that benefit directly from technological advancements (Moir, 2008). 
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The UK aerospace industry has also benefited from the government’s sectoral-
based policy in developing the industry. This is coupled with the corresponding 
capital investment and a strong emphasis on R&D to maintain the industry’s global 
competitiveness (ADS, 2016a). However, the question remains if these are 
sufficient to help retain the UK’s position as the largest aerospace industry in 
Europe, in view of the current political and economic climate. 
International competition from emerging markets will continue to intensify, 
especially from countries such as China, Russia, and India. Despite the known 
barriers to entry in terms of low manufacturing volumes and high requirements for 
design and product customisation relative to other industries, the aerospace industry 
continue to attract new entrants. The challenge is amplified by the fact that the 
current production rate of new aircrafts is generated from the combined demand 
from these countries predominantly, which represents 15 percent of global demand 
in the year 2007 alone (Bédier et al., 2008). 
By applying the UK aerospace manufacturing industry as a research context, this 
thesis explores the adoption of Cyber-Physical Systems (CPS) technologies and 
investigates the extent-of-use of these technologies. At the same time, this research 
evaluates the capabilities among the aerospace manufacturers to assess their 
contribution to the success of the adoption activity, and eventually, to the 
operational performance of the manufacturers. 
1.4 Thesis route map 
The research conducted for this thesis is described with a route map comprising 
four key sections. Section 1.4.1 provides the positioning of the research based on 
the perspectives of relevant underpinning and applied literature. Sections 1.4.2 and 
3.5.5 describe the aim and value of the research respectively, while Section 1.4.3 
describes the structure of this thesis. 
1.4.1 Positioning of this research 
The theoretical discussion of this research is underpinned by the extant literature 
review on resource-based view (RBV) and capabilities in Chapter 2. The 
assessment on RBV is essential in recognising that an inward organisational view 
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complements the outward perspectives that are derived from firms’ participation in 
a value network, such as that in the global aerospace industry. Additionally, a 
review of literature on capabilities supports the RBV discussion to illustrate the 
relationship between firm resources and capabilities.  
This research draws upon the RBV and capabilities concepts to assess the combined 
effects of firms’ resources and capabilities for the improvement of firm 
performance. In particular, this research views resources from the perspective of 
manufacturing technologies adopted by firms, which would contribute to the 
development of a set of capabilities over time. These capabilities in turn, are drawn 
from the concepts of ordinary and dynamic capabilities. 
The concepts of RBV and capabilities have been used to assess firm performance 
in the context of high-technology industries; for example in Nisar et al. (2013), 
Schoenherr et al. (2012), Cardoso et al. (2012), and Wu (2006). This research 
applies the UK aerospace manufacturing industry as its context to help generalise 
the extent of CPS adoption activity within a high value manufacturing industry. 
The relevant stream of applied literature in Chapter 3 extends the theoretical 
positioning of this research. A discussion on technologies in aerospace 
manufacturing necessitates a conceptualisation of the aerospace manufacturing 
process. This is followed by a review of the concept of technology readiness in the 
aerospace industry. Based on these discussions, the concept of technology adoption 
is applied. A review of OM literature on AMT leads to the notion that AMT has 
evolved into CPS, with Industry 4.0 as a backdrop. 
By reuniting the themes from underpinning literature and applied literature in a 
theoretical model, this research attempts to illustrate the effects of an adoption of 
manufacturing technologies on a firm’s operational performance. The theoretical 
model also considers that firms possess different levels of capabilities that have 
been developed over time, particularly from participating in past aircraft 
development programmes. 
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In other words, by combining the strategic imperatives of achieving the desired firm 
performance with resources and capabilities (underpinning literature), as well as 
focusing on the adoption of technologies in aerospace manufacturing and the 
evolution of manufacturing technologies (applied literature), this research explores 
the types of manufacturing technologies that influence a firm’s operational 
performance in a value network, given that firms possess different sets of 
capabilities. 
Figure 1-3 outlines the core themes in underpinning and applied literature that 
illustrates the theoretical positioning of this research. 
 
Figure 1-3: Theoretical positions of this research based on core themes in 
underpinning and applied literature 
1.4.2 Research aim 
This study aims to explain the relationship between the types of CPS technologies 
adoption that can affect the operational performance of aerospace manufacturers in 
the UK. The study also aims to establish if the firm’s capabilities, particularly its 
ordinary capabilities and dynamic capabilities, have positive effects on the said 
relationship.  
A literature review is conducted for this research with the aim of highlighting any 
gap in empirical studies on the topic of CPS adoption, particularly in operations 
management (OM) research. As a guidance for the literature review in Chapters 2 
and 3, this study develops a core research question as follows: 
“How does the adoption of different CPS technologies affect operational 
performance, given that firms possess varying levels of capabilities?”. 
46 
In order to address the core research question, this study develops a theoretical 
model to illustrate the relationship between the types of CPS technologies adoption 
and operational performance. The model also highlights the different categories of 
capabilities that can support the CPS adoption activity. The theoretical model is 
described in detail in Chapter 3.  
Based on the core research question, this research also explores the following 
supporting research questions: 
RQ1: How can the extent-of-use and the effectiveness of various types of CPS 
technologies adoption be measured relative to a firm’s operational performance? 
RQ2: How do different types of capabilities affect the relationship between CPS 
technologies adoption and a firm’s operational performance? 
RQ1 and RQ2 will be the main considerations for establishing the hypotheses of 
this research.  
1.4.3 Structure of thesis 
Chapter 1 lays the foundation for this research by introducing the research 
background and context. This introductory chapter also explains the route map of 
this thesis, which includes a description of the value of this research.  
Chapter 2 provides a perspective on selected strategic management concepts that 
form the basis for understanding the existing knowledge supporting this research. 
The chapter introduces a preliminary theoretical model based on these discussions. 
Chapter 3 discusses the relevant applied literature for this research. The chapter 
provides a review on the use of technologies in aerospace manufacturing, 
conceptualises the aerospace manufacturing process, describes the concept of 
technology readiness in the aerospace industry, and conceptualises the technology 
adoption activity for this research. This is followed by a review of the evolution of 
manufacturing technologies and their relevance within Industry 4.0. The chapter 
concludes with a discussion on the development of a theoretical model for the study, 
which includes an introduction to the research propositions and the development of 
hypotheses. 
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Chapter 4 introduces the design considerations for this research by discussing the 
research philosophies that apply to the researcher and the research. The chapter 
proceeds to explain the survey research method that is selected for data collection 
and analysis, by describing the process of designing the survey research in detail. 
In particular, the chapter describes the operational definitions of variables identified 
in the theoretical model, and discusses the measurement development. The chapter 
also explains sampling and questionnaire design before describing the phases 
involved in the survey distribution. 
A section of Chapter 4 addresses the ethical considerations required to conduct 
survey research as stipulated by the university.  
Chapter 5 highlights the results of the survey research by presenting the collected 
data based on the selected statistical analyses. The theoretical model is updated and 
the results of the hypotheses testing are explained based on the appropriate 
statistical techniques.  
Chapter 6 discusses the results of the survey research based on the updated 
theoretical model, the corresponding revised hypotheses, and the literature review 
in Chapters 2 and 3. These are contextualised to the UK aerospace manufacturing 
industry through discussion of relevant examples. 
Chapter 7 concludes this thesis by reviewing the research question. The chapter also 
suggests relevant theoretical implication and practical contributions of this 
research, as well as highlights the limitations of this research to identify areas for 
future research. The chapter concludes with a summary of the research findings.  
1.5 Chapter Summary 
This chapter provided the background and context for this research, as well as 
introduced the route map for this thesis. 
The chapter began by describing the application of technologies in the 
manufacturing process, particularly among manufacturing firms in high technology 
and high value manufacturing environments.  
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The discussion in this chapter then proceeded to describe the global aerospace 
industry in terms of its characteristics and challenges. The section then highlighted 
the role of technologies in aerospace manufacturing and illustrated the significance 
of these technologies by introducing the UK aerospace manufacturing industry as 
the research context.  
Section 1.4 of this chapter explained the positioning of this research in terms of the 
review of underpinning and applied literature. This is followed by the research aim 
and value of the research. The chapter concludes with a proposed structure for this 
thesis. 
Chapter 2 follows with a discussion on the underpinning theory for this research. 
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2.0 UNDERPINNING THEORY 
2.1 Chapter Introduction 
This chapter discusses the relevant underpinning theory that provides the theoretical 
basis for this research. 
Section 2.2 examines the resource-based view (RBV), a strategic management 
approach for firms to achieve competitive advantage, as the backdrop for this 
research. The RBV discussion includes an introduction into the concepts of 
organisational routine and absorptive capacity to illustrate the link to capability 
development.  
This is followed by a review of the concepts of organisational capabilities in Section 
2.3, particularly ordinary and dynamic capabilities. The discussion includes an 
assessment of extant literature on competitive capabilities, a topic that is linked to 
firm performance in operations management (OM) research.  
Section 2.4 discusses the concept of a value network to illustrate the impact of firm-
level acquisition of resources and development of capabilities on the performance 
of the value network. 
Section 2.5 introduces a preliminary theoretical model for this research based on 
the underpinning theory discussion in this chapter. 
2.2 Resource-Based View (RBV)  
Researchers have long applied the traditional economic theories to argue that the 
differences in firm performance are the outcome of anti-competitive or 
monopolistic action on the part of the firms (Nelson & Winter, 1982). This notion 
aligns with the industrial organisation (IO)15 view which provides an external 
                                            
15 The industrial organisation (IO) view is derived from industrial economics perspectives, 
particularly the supply side of the economy where firms are regarded as sellers of goods 
(Schmalensee, 1988). The research domain of the IO view is dominated by concepts pertaining to 
various aspects of the firm, including its internal structure and organisation, its relationship and 
interaction with other firms, as well as the overall structure of the industry it belongs to. The IO view 
especially focuses on the interplay of behaviour and activities among firms, markets, and the 
eventual economic performance (Melville et al., 2007). 
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perspective for a firm’s competitive strategy. This thesis argues that the differences 
in firm performance is also influenced by activities at firm level, which can 
determine a firm’s competitiveness and performance in the long term.  
The RBV offers an internal view that a firm’s success or failure relies on the 
resource combinations it possesses. The RBV assumes that firms exist with bundles 
of resources that are heterogeneously distributed across firms, and that these 
resource differences persist over time (Wernerfelt, 1984; Amit & Schoemaker, 
1993). Barney (1991) clarified that resources are not only heterogeneously 
distributed among firms, but they are also imperfectly mobile. 
The RBV traces its origins to Edith Penrose's (1959) “Theory of the Growth of the 
Firm” which identifies a firm as consisting of “a collection of productive resources” 
(Penrose, 1959; p24). She asserted that resources can only contribute to a firm’s 
competitive position if they are exploited in a manner that they produce a tangible 
outcome to the firm. This implies that the contribution value of resources is only 
observable at the product output level. Wernerfelt (1984) concurred with this view 
and added that a firm’s performance is ultimately driven by resources that are 
combined into production. This perspective assumes that resources not only flow 
in one direction but are also not replenished; hence, regarded as static. 
Resources include “all assets, capabilities, organisational processes, firm attributes, 
information, knowledge, etc…” (Barney, 1991; p101), which emphasise that 
together, they are strengths that firms use to implement strategies to achieve 
sustained competitive advantage. This implies that all those attributes of resources 
go through various adjustments or modifications; which assumes that resources are 
in fact non-static. The notion that resources are non-static is fundamental to the 
perspective that resources contribute to a firm’s performance differently compared 
to capabilities. This thesis adopts the view that resources are distinct from 
capabilities. 
The RBV offers a simplified view for strategic management analysis with its 
implicit assumption that markets are homogenous and that demands are stable. 
Thus, a firm is deemed to have an advantage over its competitors when it is able to 
implement a strategy that is unique to itself, that is, a strategy not simultaneously 
51 
implemented by others. The view is that a firm is able to develop and sustain its 
competitive advantage for a long period if the resources in its possession are 
valuable (V), rare (R), inimitable (I), and non-substitutable (N) (Barney, 1991).  
The seminal work of Penrose (1959) which was cited by Wernerfelt (1984), 
suggests that “the optimal growth of the firm involves a balance between 
exploitation of existing resources and development of new ones” (p178). While 
firms adjust to the changing needs of a rapidly changing environment, they need to 
become successful in acquiring, deploying, and reconfiguring resources (Teece et 
al., 1997). 
Firm resources in the context described by Barney (1991) include tangibles and 
intangibles that can represent strengths or weaknesses of the firm (Wernerfelt, 
1984) and used by firms to develop and implement strategies (Ray et al., 2004). For 
instance, a specialised production system as a tangible resource would require a 
specialised skill of a human worker to operate it, which is an intangible resource. 
In doing so, the firm is able to realise the actual value of its investment in the system.  
Eisenhardt and Martin (2000) concurred with the view that resources include 
tangibles and intangibles when they suggested that a firm’s resource base comprises 
“specific assets” such as physical, human, and organisational elements. For 
example, physical assets include specialized equipment and tools and plant’s 
geographic location; human assets include employee’s technical expertise in 
propulsion engineering; and organisational assets include the effectiveness of the 
sales team (Barney, 1986; Wernerfelt, 1984). Figure 2-1 summarises the three 
categories of resources. 
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(Adapted from Eisenhardt and Martin (2000), Barney (1991), Barney (1986), and 
Wernerfelt (1984)) 
Figure 2-1: Categories of resources and their respective characteristics 
Resources from any of the physical, human, and organisational capital categories 
have the potential of generating competitive advantage for firms as long as the 
resources possess the VRIN attributes (Barney, 1991). A resource is valuable (V) 
and rare (R) when it not only enables firms to improve efficiency and effectiveness, 
but is also sufficiently unique to help sustain competitive advantage. Additionally, 
a resource will only be beneficial to firms if they are imperfectly imitable (I) for 
other firms to obtain. A resource that is non-substitutable (N) implies that it does 
not have its strategic equivalent available for other firms to exploit and leverage as 
a competitive tool. 
In line with the need to ensure that a resource is not subjected to competitive 
duplication in the long run, firms must develop the resource base continuously 
(Ambrosini, et. al., 2009). Firms often address this need by identifying future 
resource base that can be developed internally (for example, through R&D) or 
acquired externally (for example, through technology acquisition). In doing so, 
firms must apply these technologies in conjunction with other capabilities or assets 
(Teece, 1993) and ensure that they develop strong core competencies from the 
abilities to combine technologies (Prahalad and Hamel, 1990). The ability to 
combine resources in itself is a long term value to firms (Ansari & Munir, 2008).  
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Prior to Barney’s (1991) discussion of the VRIN attributes, Wernerfelt (1984) had 
asserted that firms have the tendencies to create resource position barriers to 
maintain resource “attractiveness”. One of the examples presented in this context is 
when a firm possesses a technology lead, and therefore, must consistently grow this 
capability to protect its competitive position (Wernerfelt, 1984). Maintaining and 
growing this technology lead require the capability to conduct regular technology 
refresh, especially through technology adoption activities. These activities are 
especially critical when firms need to sustain its presence in a high technology 
industry. 
Hitt, et al. (2016) suggested that the difference between a resource and a capability 
has not been addressed adequately by early empirical research in RBV as both have 
often been used interchangeably (Wernerfelt, 1984; Peteraf, 1993). For instance, 
whilst Barney (1991; p101) includes capabilities in his definition of resources, 
Grant (1991) offered a distinction between a resource and a capability; suggesting 
that the former is an input into a firm’s production activity, while the latter is the 
capacity of the firm to perform that activity. Amit and Schoemaker (1993) support 
Grant's (1991) view by positing that capabilities are in fact representative of the 
ability of a firm to develop and exploit its resources.  
The distinction between resources and capabilities provides clarity to the assertion 
that resources (both tangible and intangible) must be bundled to create capabilities 
(Sirmon, et al., 2007). For example, technology, equipment, and skilled workers are 
bundled to create manufacturing capabilities. Based on this simplified view, 
combining resources and capabilities emphasises the notion that resources on their 
own do not guarantee the creation of value or the realisation of sustainable 
competitive advantage (Barney and Arikan, 2001). 
Meanwhile, research in strategic management and organisational theory have also 
focused on investigating the degree of firm success based on the different levels of 
organisational knowledge and competences (Zollo & Winter, 2002). Among the 
concepts used are organisational routine (Nelson & Winter, 1982) and absorptive 
capacity (Cohen & Levinthal, 1990). These concepts are discussed briefly in the 
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following sections to illustrate the link between a firm’s resource base and the 
development of capabilities.  
2.2.1 Organisational routine 
“Routine” is defined as “a pattern of behaviour that is followed repeatedly, but is 
subject to change if conditions change” (Winter, 1964; p264). Early evolutionary 
economics literature describes routines as patterns (Nelson & Winter, 1982; Teece 
& Pisano, 1994; Grant, 1996) to represent the contents in those routines. These 
contents (of routines) are identified broadly as disparate concepts of action, activity, 
behaviour, and interaction16. Whereas, the concept of routine itself is concerned 
with how a firm’s productive knowledge is accumulated, applied, decays and 
changes (Becker, 2004). This implies that each organisational routine has an 
inherent ability to influence resources over time, thus, affect change. 
Recent review of literature offers a definition of organisational routines as 
“repetitive, recognisable patterns of interdependent actions, carried out by multiple 
actors” (Feldman & Pentland, 2003; p96). This definition suggests that 
organisational routines can be likened to individual habits in an organisation 
(Nelson & Winter, 1982), or performance programmes such as Total Quality 
Management or TQM17 (Levitt et al., 1999). Thus, knowledge and capabilities are 
recognised as outcomes along the realm of routines that can improve firm 
performance. These are the fundamental changes in routines that form a significant 
aspect of organisational learning. As suggested by Dosi et al. (2000), the outcome 
of routines at the individual level in a firm is usually recognised as “skills”, while 
the outcome at the organisational level remains recognised as “routines”.  
                                            
16 Whilst “action” and “activity” may simply differ in terms of timing, “behaviour” and “interaction” 
are slightly complex to differentiate. Becker (2004) suggested that whilst “behaviour” is observable, 
although often at individual level, “interaction” typically refers to a collective action involving 
multiple individuals. 
17 Total Quality Management (TQM) is a systems approach that involves control of manufacturing 
processes to reduce process variability and eliminate defective parts through the production line 
(Kalpakjian & Schmid, 2014; p1032). 
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The concept of organisational routine rests on the notion that the performance of an 
activity leads to the creation of a capability (Becker, 2004). However, the level of 
performance of that particular activity must be able to reach a set of standards that 
has been established prior to the start of that activity. This clarifies any ambiguity 
to the position and effectiveness of a new activity, as not all activities can contribute 
directly to a firm’s competitive advantage. According to Helfat and Peteraf (2003), 
a new activity alone does not constitute a capability. An activity needs to go through 
the necessary repetitions and iterations before it can be recognised as a meaningful 
capability that can contribute to a firm’s performance.  
2.2.2 Absorptive capacity 
Absorptive capacity is described as the ability to value, assimilate, and apply new 
knowledge, which in turn relies on a firm’s ability to exploit prior knowledge 
(Cohen & Levinthal, 1990). The ability to leverage on new and prior knowledge 
such as those acquired through technology adoption, contributes to the development 
of capabilities.  
Based on their review of the absorptive capacity literature, Zahra and George (2002; 
p186) define absorptive capacity as “a set of organisational routines and processes 
by which firms acquire, assimilate, transform, and exploit knowledge to produce an 
organisational capability”. The ability to produce a capability is said to be the main 
reason why firms with higher absorptive capacity is able to integrate internal and 
external information and learn from new technologies.  
Absorptive capacity also exists in two different categories: potential and realised 
absorptive capacities (Zahra & George, 2002). Whilst potential absorptive capacity 
consists of knowledge acquisition and assimilation capabilities, realised absorptive 
capacity concerns with knowledge transformation and exploitation (Zahra & 
George, 2002). For firms in the high technology industry, both sets of absorptive 
capacities are crucial prerequisites to succeed in technology adoption. 
Absorptive capacity must be developed continuously so that firms are able to 
sustain positive performance outcomes. This notion aligns with the concept of 
organisational routine since a firm’s absorptive capacity can be strengthened by the 
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repetitions and iterations of a meaningful routine activity. It further suggests that 
continuous learning at both individual and organisational levels is imperative. As 
suggested by Nelson and Winter (1982), the outcomes of learning are often 
translated into firm capabilities, which reside across functions and individuals in 
the firm, instead of merely on a particular function or person. 
For firms in a high technology industry, absorptive capacity can be derived from 
their manufacturing operations experience. This provides firms with the ability to 
recognise the value of new technologies and methods at the point of the adoption 
of technologies as well as over time (Cohen & Levinthal, 1990). Cohen and 
Levinthal (1990) also suggested that the higher the level of absorptive capacity, the 
more proactive the firm is in developing competitiveness through technology 
adoption. This further suggests that firms in a high value manufacturing 
environment require skilled and competent technical employees whom can 
complement the ability to integrate advanced technological knowledge into the 
firms’ activities. 
Both the concepts of organisational routine and absorptive capacity appear to imply 
that the success of adopting resources such as technological resources within a firm, 
rely on the perseverance and learning capacity of the firm itself. 
2.3 Organisational Capabilities 
The concept of organisational capabilities in literature has been discussed alongside 
the concepts of knowledge and competence (Prahalad & Hamel, 1990; Barney, 
1991; Amit & Schoemaker, 1993). The term “capabilities” has been used 
interchangeably with other terms such as “skills”, and “competences”, although 
both “capabilities” and “competences” in particular, are regarded as similar 
concepts (Pisano, 1994; Caldeira & Ward, 2003). “Capabilities” has also been 
considered as an “intermediate transformation ability” of a firm (Dutta et al., 2005; 
p278), suggesting that while resources and output are observable instantly, 
capabilities are only identifiable along the transformation process. 
Researchers describe capabilities as a combination of distinct organisational 
routines that are interrelated (Amit & Schoemaker, 1993; Prahalad & Hamel, 1990). 
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Describing capabilities as organisational routines comprising action, activity, 
behaviour, and interaction suggests that routines can transform into capabilities. In 
fact, Collis (1994; p145) suggested that capabilities are “socially complex routines 
that determine the efficiency with which firms physically transform inputs into 
outputs”. This view is particularly pertinent in environments of significant shifts 
from industry competition and technological advancements. However, the view 
does not differentiate between existing and new capabilities. 
Teece's (2014; p328) definition of capabilities as “a set of current or potential 
activities that utilize the firm’s productive resources to make and/or deliver 
products and services” offers a distinction between existing capabilities and those 
that are yet to be developed. He posited that the real value in capabilities is 
dependent on the firm’s ability to select, develop, and bundle both its tangible and 
intangible resources that make up firm-specific capabilities. Capabilities are 
therefore reflective of a firm’s efficiency in utilising its resources and converting 
them into the desired performance objectives. This implies that the development of 
capabilities has to be a continuous process that firms undertake over time.  
There are various definitions of capabilities in the literature. Collis (1994) 
suggested that these definitions can be categorised into three groups; firstly, 
capabilities that represent the ability to perform basic functional activities, 
secondly, capabilities to perform dynamic improvement on firm’s activities, and 
thirdly, capabilities that are based on the ability to recognise the inherent value of 
resources or to formulate unique business strategies ahead of competition. Based 
on these categories, various definitions of capabilities have been used in OM 
research. Table 2-1 offers a summary of some of these definitions. 
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Authors Definitions of “capabilities” 
Amit & Schoemaker 
(1993; p35) 
A firm's capacity to deploy resources, usually in combination, using 
organizational processes, to affect a desired end. They are information-
based, tangible or intangible processes that are firm-specific and are 
developed over time through complex interactions among the firm's 
resources. Capabilities are based on developing, carrying, and 
exchanging information through the firm's human capital. 
Dosi, Nelson, & 
Winter (2000; p4) 
Capabilities involve organized activity and the exercise of capability is 
typically repetitious in substantial part. 
Winter (2003; p991) High-level routine (or collection of routines) that, together with its 
implementing input flows, confers upon an organization's management 
a set of decision options for producing significant outputs of a particular 
type. 
Helfat & Peteraf 
(2003; p999) 
The ability of an organization to perform a coordinated set of tasks, 
utilizing organizational resources, for the purpose of achieving a 
particular end result. 
Dutta, Narasimhan, 
& Rajiv (2005; p278) 
The efficiency with which a firm uses the resources available to it and 
converts them into whatever outputs it desires. This suggests that 
capabilities are an “intermediate transformation ability” between 
resources and objectives. 
Wang & Ahmed 
(2007; p35) 
A firm’s capacity to deploy resources, usually in combination, and 
encapsulate both explicit processes and tacit elements (such as know-
how and leadership) embedded in the processes. 
Table 2-1: Selected definitions of capabilities 
The underlying theme in the definitions of capabilities as depicted in Table 2-1 
broadly refers to the physical ability to use, deploy, or transform resources. These 
definitions highlight the presence of organisational routines (Winter, 2003) or 
repetitive organisational processes (Dosi et al., 2000) that require some level of 
coordination (Helfat & Peteraf, 2003; Wang & Ahmed, 2007). Meanwhile, Amit 
and Schoemaker (1993; p35) added that capabilities are also based on activities 
related to “developing, carrying, and exchanging” information. These definitions 
are also explicit on the time factor that influence the complex interactions among 
firm resources comprising human capital, physical capital, and organisational 
capital, as described in Figure 2-1. 
The definitions of capabilities also suggest that capabilities can be ranked according 
to their roles and significance in the firm (Collis, 1994; Danneels, 2002; Winter, 
2003; Zahra et al., 2006). For instance, Wang and Ahmed (2007) suggested a 
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hierarchical view of capabilities by arranging resources and capabilities in the order 
of their contributions to a firm’s sustainable competitive advantage.  
The hierarchical view described by Wang and Ahmed (2007) as depicted in Figure 
2-2 begins with resources as the zero-order element at the base of the hierarchy. 
These resources are those that possess VRIN attributes of valuable (V), rare (R), 
inimitable (I), and non-substitutable (N) as described by Barney (1991). Because 
resources on their own cannot sustain a firm’s strong performance, capabilities in 
the first-order represent the ability to deploy those resources. 
 
(Adapted from Wang and Ahmed (2007) 
Figure 2-2: Hierarchical view of capabilities 
Wang and Ahmed (2007) further posited that the bundling of zero-order (resources) 
and first-order (capabilities) elements leads to the creation of core capabilities, 
which is a second-order element that satisfy the competitive strategy of a firm; until 
the competitive environment changes. Dynamic capabilities, which is positioned at 
the top of the hierarchy represent a firm’s ability to renew, reconfigure and recreate 
resources, capabilities and core capabilities towards achieving a sustainable long-
term performance (Wang & Ahmed, 2007). 
Teece et al. (1997) explained how capabilities that are embedded in organisational 
processes are shaped by a firm's asset positions and moulded by evolutionary paths 
along its organisational routines and absorptive capacity. These organisational 
processes are firm-wide processes that include the overall manufacturing function 
60 
or a particular production process. Because capabilities also refer to what the 
organisation could accomplish from learning, as well as from organisational 
resources and histories (Teece, 2014; p329), they are often measured by 
achievement in terms of specific performance, for example, manufacturing 
productivity or production quality. Thus, the capabilities approach to improving 
overall firm performance suggests that capabilities are far more challenging for 
competitors to imitate than resources, thus, providing the firm with a longer lasting 
competitive advantage (Hayes & Pisano, 1996). 
Capabilities require a continuous learning process involving upgrading of not only 
technologies, but also employee skills and overall organisational infrastructure for 
firms to realise their contributions to operational performance. In fact, capabilities 
are often derived from synchronised inter-working of multiple inter-related routines 
in a firm. This implies that capabilities rely on managerial choices to identify, 
develop, and integrate routines (Peng et al., 2008; p734).  
As explained by Nelson and Winter (1982) in their discussion of the evolutionary 
theory of technical change, firms undergo different stages of technological 
capabilities development. The process is specific to each firm’s characteristics and 
the industry it belongs to. This notion is fundamental to the concepts of 
differentiating capabilities based on whether they are ordinary or dynamic for this 
study. 
2.3.1 Ordinary capabilities 
Ordinary capabilities are embedded in combinations of employee skills, facilities 
and equipment, processes and routines, as well as administrative synchronisation 
(Teece, 2014). Ordinary capabilities have also been identified as static capabilities 
(Collis, 1994), zero-level capabilities (Winter, 2003), and operational capabilities 
(Helfat and Winter, 2011). These terms have been applied to refer to capabilities 
that not only allow a firm to make a living in the present, but also enable the firm 
“to perform an activity on an on-going basis using more or less the same techniques 
on the same scale to support existing products and services for the same customer 
population” (Helfat and Winter, 2011; p1244). In other words, these capabilities are 
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considered “ordinary” because they enable a firm to retain its efficiency level and 
maintain its position in the industry over time. 
Ordinary capabilities have also been referred to as specific delineated tasks 
(Eisenhardt & Martin, 2000) such as an engineer’s ability to design a new 
component, or a salesperson’s ability to secure a new order for a new product. This 
perspective implies a direct representation of a firm’s ability for the development, 
production, and delivery of products (Kaplan & Norton, 2008), which includes the 
involvement of managers and skilled technical personnel. This involvement 
emphasises the need for effective orchestration by managers in order for a firm to 
realise the value of its ordinary capabilities (Feiler & Teece, 2014).  
Empirical research reveal that ordinary capabilities do not influence performance 
directly. Examples include studies in the context of electronic-business (Devaraj et 
al., 2007) and consumer product manufacturing (Rosenzweig et al., 2003). Devaraj 
et al. (2007) suggest that ordinary capabilities must be recognised from prior 
activities. Rosenzweig et al. (2003) suggest that internal and external integration 
contribute collectively to a firm’s ordinary capabilities to affect performance. These 
examples indicate that the direct influence of ordinary capabilities on firm 
performance is debatable, but they imply a focus on having the ability to achieve 
technical efficiency and “doing things right” (Teece, 2014; p331). 
Helfat and Winter (2011) posited that ordinary capabilities can become dynamic 
capabilities if they promote large amounts of change in a short period. This is 
consistent with their earlier assertion that a capability is deemed a dynamic 
capability when it is able to change the firm’s resource base and remain in the firm 
over time (Helfat & Peteraf, 2003). These views imply that the difference between 
ordinary and dynamic capabilities are based on the nature and speed of change they 
enable throughout a firm.  
For example, R&D activities will eventually provide firms with the ability to 
enhance their overall capabilities. However, if the R&D activities lead to significant 
changes in product, process, or access to new customer base over time, then, they 
are considered as dynamic capabilities. Therefore, although some capabilities 
satisfy the characteristics of both ordinary and dynamic capabilities (Helfat and 
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Winter, 2011), this study regards ordinary capabilities as distinct from dynamic 
capabilities in their purposes and intended outcomes.  
This thesis employs the term “operational capabilities” to represent ordinary 
capabilities. Additionally, operational capabilities in this thesis refer to the 
managerial and (human) technical capabilities which firms must possess to ensure 
the successful adoption of new manufacturing technologies. This reference is 
consistent with the views espoused by Eisenhardt and Martin (2000), Kaplan and 
Norton (2008) and Feiler and Teece (2014) that the strength of operational 
capabilities rely on the involvement of managers and skilled technical personnel. 
2.3.2 Dynamic capabilities 
The dynamic capabilities concept is said to be an extension of the RBV because of 
its focus on knowledge acquisition (Grant, 1996) and the core competence 
perspective (Prahalad & Hamel, 1990). Both the dynamic capabilities and RBV 
concepts agree that a firm consists of a bundle of resources and that these resources 
are instrumental to the development of a firm’s competitive advantage. However, 
the dynamic capabilities concept extends the view that firms must refresh their 
bundles of resources continuously, especially in a rapidly changing industry. Thus, 
dynamic capabilities often act as the barometer of change for firm resources 
(Winter, 2003). 
Based on their seminal work, Teece et al., (1997; p516) defined dynamic 
capabilities as a firm's “ability to integrate, build, and reconfigure internal and 
external competences to address rapidly changing environments”. This definition 
captures the set of capabilities required by firms in a technology-driven industry 
and establishes the notion that firms would not be able to achieve competitive 
advantage merely from the accumulation of advanced technologies. Thus, dynamic 
capabilities are essentially organisational routines deployed to alter a firm’s 
resource base so that firms can respond effectively to the changing landscapes of 
market demand and technologies.  
Dynamic capabilities have also been known as “higher-order capabilities” to 
emphasise the different levels of ability of “learning how to learn” among firms 
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(Collis, 1994; p143). Wang and Ahmed (2007; p36) described dynamic capabilities 
as a “third-order” capability representing the highest level of capability in a 
hierarchy of capabilities, as illustrated earlier in this section. 
Various definitions of dynamic capabilities also suggest that they are fundamentally 
organisational processes (Helfat et al., 2006) or organisational routines (Zollo & 
Winter, 2002) that are deployed with firm resources over time. The inherent focus 
on organisational processes and routines also implies that dynamic capabilities are 
refreshed and updated regularly. Coincidentally, Zahra and George (2002) suggest 
that a firm’s absorptive capacity is entrenched in its organisational processes and 
routines, hence, often regarded as a dynamic capability in itself. Thus, the combined 
capabilities of acquiring, assimilating, transforming, and exploiting knowledge, 
which form the essence of absorptive capacity, can be regarded as the underlying 
dynamic capability of a firm. 
The dynamic capabilities framework developed by Teece et al., (1997) was 
intended to provide the fundamental understanding for firms in innovative and 
technology-driven industries to develop competitive advantage. The framework 
suggests that when dynamic capabilities are supported by VRIN resources and 
combined with strong business strategy, firms are able to achieve an enduring 
competitive advantage.  
Although there are various other dimensions to a firm’s development of competitive 
advantage, the dynamic capabilities framework suggested by Teece et al., (1997) is 
set up along three categories of factors. These factors, namely processes, positions, 
and paths, determine a firm’s dynamic capabilities. Table 2-2 lists these three 
categories of factors that form the dynamic capabilities framework. 
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Processes Positions Paths 
• Specifically, managerial 
and organizational 
processes. 
• Based on the way things are 
done in the firm, its 
routines, or patterns of 
current practice and 
learning.  
• Managerial and 
organisational processes 
have three roles: 
a) coordination/integration  
b) learning  
c) reconfiguration 
• Specific positions in assets 
including technology, 
intellectual property, 
complementary assets, 
customer base, and 
external relations with 
suppliers and collaborators.  
• Specific assets that 
determine firm’s 
competitive advantage: 
a) technological 
b) complementary 
c) financial 
d) reputational 
e) structural 
f) institutional 
g) market (structure) 
• Refers to the evolutionary 
path that a firm has taken 
and will take, based on the 
strategic options available 
to the firm.  
• A firm’s strong 
performance is “a function 
of its current position and 
the paths ahead” Teece et 
al., (1997; p522) 
a) Path dependencies; where 
the path now taken by the 
firm is shaped by its 
historical decisions. 
b) Technological 
opportunities; in the 
industry and market that 
may have led to 
technology adoption; 
whether successful or not. 
Table 2-2: Dynamic capabilities framework 
Teece et al., (1997) identified processes as those specific to managerial and 
organisational, with corresponding roles on coordinating, integrating, learning, and 
reconfiguring. These processes, when aligned with a firm’s position in a high-
technology industry, for instance, would include its technological assets. Based on 
the same example, the firm’s evolutionary path would depend on its current strength 
that was influenced by its historical decisions on technological investments as well 
as the technological opportunities presented by the technologies the firm has 
adopted over the years. Thus, the framework emphasises the strategic need for firms 
to synchronise process-position-path in order to realise their dynamic capabilities. 
Although the framework developed by Teece et al. (1997; p516) suggests the 
existence of dynamic capabilities in “rapidly changing environments”, Eisenhardt 
and Martin (2000) argued that dynamic capabilities can still be found in stable 
environments where dynamic capabilities are simple and iterative, and rely on the 
incremental and continuous improvements of the resource base.  
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To clarify this contrasting view, Ambrosini et al. (2009) recommended that 
dynamic capabilities in stable environments can be categorised into three types, 
namely, incremental, renewing, and regenerative dynamic capabilities. These 
different types are consistent with the view that dynamic capabilities consist of 
processes and routines.  
Incremental dynamic capability for instance, represents a continuous process, such 
as the ability to use software in aerospace manufacturing where the role of software 
has undergone incremental change from simply enabling hardware, to defining 
aircraft system behaviour (Prasad et al., 2010). Renewing dynamic capability 
represents a periodic process that reflects the ability of a firm to purposefully create, 
extend, or modify its resource base (Helfat et al., 2007; p1). In aerospace 
manufacturing, an example of a renewing dynamic capability is evident in the 
application of composites material which began as a strategy to reduce the weight 
of aircraft but has since created a positive impact on the affordability of aircrafts 
(Noor et al., 2000).  
Meanwhile, regenerative dynamic capability represents an infrequent process that 
does not directly relate to creating or reconfiguring resources. However, it has an 
indirect influence by embedding new dynamic capabilities into the firm (Ambrosini 
et al., 2009). In the aerospace industry, regenerative dynamic capability may have 
been a product of the industry consolidation where mergers combine similar firms 
with similar technologies and acquisitions unite dissimilar firms with different 
technological capabilities. 
Within these three types of dynamic capabilities recommended by Ambrosini et al. 
(2009), it can be argued that firms must still rely on managers’ perception of what 
constitutes a stable or a rapidly-changing environment . The ability of managers to 
perceive this difference helps in differentiating between changes in the environment 
that can be predicted and those that cannot be anticipated. Thus, this ability in itself 
can be regarded as a dynamic capability. 
Figure 2-3 depicts the three types of dynamic capabilities in three levels of 
(managers’) perceived environmental states, with an implied organisational 
boundary between stable and dynamic environments and the hyper environment. 
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The organisational boundary represents the internal and external processes that 
must be adjusted accordingly as firms move between environmental states.   
 
(Adapted from Ambrosini et al. (2009; pS16)) 
Figure 2-3: Three types of dynamic capabilities in three different levels of 
perceived environmental states  
In a stable environment, the resource base would not be transformed significantly 
through adjustments in processes, but would experience incremental improvements. 
In a dynamic environment, the resource base goes through a “refresh and renew” 
(Ambrosini et al., 2009; pS14) process that modifies and changes the way the 
organisation is able to extract additional value from it. It is at this level of dynamic 
capabilities that firms would develop relevant abilities from technology adoption 
experience (Zollo & Winter, 2002). 
However, when managers begin to anticipate the onset of hyper environment, which 
is characterised by threats to a firm’s competitive advantage, the current stock of 
dynamic capabilities need to transform into a new set of dynamic capabilities. This 
would be the case in an advanced technology industry where firms are expected to 
reconfigure their resource base frequently and modify their stock of dynamic 
capabilities effectively (Zahra et al., 2006). 
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The dynamic capabilities view compels firms to develop knowledge resources 
through knowledge acquisition, dissemination, and interpretation, allowing them to 
develop long-lasting capabilities (Weerawardena et al., 2014). The concepts of 
knowledge acquisition, dissemination, and interpretation can be combined in the 
scope of the learning activity. Teece et al., (1997; p520) posited that learning is “a 
process by which repetition and experimentation enable tasks to be performed better 
and quicker”. This implies that learning is at the core of the development of 
dynamic capabilities, and is often considered a dynamic capability in itself 
(Eisenhardt & Martin, 2000; Zollo & Winter, 2002). Previous research emphasised 
that the learning process is fundamental to a firm’s ability to reconfigure resources 
(Ambrosini & Bowman, 2009; Wang & Ahmed, 2007). In their bibliometric review 
of dynamic capabilities literature, Vogel & Güttel (2013) found that learning is a 
strategic imperative in an organisation, especially in achieving balance among 
learning modes and adapting to technological change.  
As the concept of dynamic capabilities develops over time, Teece (2014) echoed 
the views of Helfat and Winter (2011) that dynamic capabilities are higher-level 
activities that enable a firm to manipulate its ordinary capabilities. Whilst ordinary 
capabilities are focused on a firm’s efficiency in manipulating its resources, 
dynamic capabilities are concerned with a firm’s ability in adapting, orchestrating, 
and innovating (Teece, 2014). This thesis employs the views suggested by the 
dynamic capabilities framework and identifies with specific capabilities of learning, 
integrating, coordinating, and reconfiguring to represent the concept of dynamic 
capabilities in this study. 
2.3.3 Competitive capabilities 
Another view of capabilities in the OM domain is the concept of competitive 
capabilities. Competitive capabilities refer to a manufacturing firm’s “ability to 
achieve superior cost, quality, delivery, and flexibility relative to its competition” 
(Hayes & Wheelwright, 1984; p40) or simply relate to a firm’s ability to manage 
cost, quality, delivery, and flexibility (Boyer & Pagell, 2000).  
Various descriptions of superior cost, quality, delivery, and flexibility have been 
developed over the years to elucidate the significance of these elements to a firm’s 
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manufacturing strategy. For instance, a firm’s cost capability may refer to its ability 
to offer products to customers at a specified unit cost of manufacturing (Schroeder 
et al., 2011; Bozarth et al., 2009), while quality capability is the extent of which a 
firm’s products conform to specifications (Flynn & Flynn, 2004; Ahmad & 
Schroeder, 2003).  
Meanwhile delivery capability may refer to a firm’s ability to meet the agreed 
timeline for the provision of products (Narasimhan & Schoenherr, 2013; Größler & 
Grübner, 2006); and flexibility capability refers to a firm’s ability to reconfigure 
processes to meet customers’ volume requirements (Patel et al., 2012; Swink et al., 
2007). 
The four competitive capabilities of cost, quality, delivery, and flexibility have also 
been referred to as priorities (Zhang et al., 2002; Williams et al., 2002), strategies 
(Ward et al., 1995; Terjesen et al., 2011), competencies (Marsillac & Roh, 2014), 
and dimensions (Lefebvre & Lefebvre, 1998; Schoenherr et al., 2012). For the 
purpose of this thesis, the term “competitive capabilities”, which comprises cost, 
quality, delivery, and flexibility, is used to represent the outcome of a firm’s ability 
to exploit its resource base.  
Studies conducted by Flynn et al. (2010) and Swink et al. (2007) have also applied 
the term “competitive capabilities” in the same form and for the same purpose. This 
approach supports the need to differentiate between what firms aspire to achieve 
through strategic planning and what they actually achieved in the form of economic 
outcomes (Nand et al., 2013). Figure 2-4 illustrates this approach with a model of 
the manufacturing strategy formulation activity. The model highlights the points 
where competitive capabilities are featured in the development of a firm’s business 
strategy by positioning quality, delivery, flexibility, and cost as competitive 
priorities, and as competitive capabilities. 
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Source: Rosenzweig and Easton (2010; p128) citing Skinner (1969), Hayes and 
Wheelwright (1984); Roth and Miller (1992), and Boyer and Lewis (2002). 
Figure 2-4: Model of manufacturing strategy formulation  
The model in Figure 2-4 recommends that firms formulate competitive priorities 
which are aligned with business strategy. These priorities specify a firm’s focus in 
maintaining or improving its competitive advantage based on the dimensions of 
quality, delivery, flexibility, and cost (Boyer & Lewis, 2002). The focus on these 
priorities would then guide the strategic choices that a firm makes. 
The strategic decisions can be in the forms of structural, for instance, technology 
and facilities, or infrastructural, such as workforce and production planning, as well 
as internal and external integration (Hayes & Wheelwright, 1984). The outcome of 
these decisions generate competitive capabilities that enable firms to compete on 
the very dimensions specified earlier as priorities, which are quality, delivery, 
flexibility, and cost (Rosenzweig & Easton, 2010). These are then reflected in a 
firm’s actual performance results.  
For the purpose of this research, cost, quality, delivery, and flexibility are applied 
together as competitive capabilities to signifiy the types of performance outcomes 
that a firm is inclined to target when embarking on a technology adoption strategy. 
2.4 Network as an organisational form 
As highlighted in preceding sections, firms would not be able to achieve the desired 
level of competitive advantage with an inward focus on its resources alone or 
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without a clear strategy to optimise their capabilities. This challenge is further 
amplified when firms compete within a network of heterogeneous firms (Smart et 
al., 2007). With globalisation, this network has expanded beyond domestic 
locations. As a result, firms in high technology industries such as aerospace 
manufacturing often find that they must collaborate and compete with each other 
across the global network. This organisational form allows firms to create, enhance, 
and capture value during the process of making a product or formulating a service. 
A network also integrates firms according to their capabilities within a formal 
structure of equity relationships or a loose structure of partnerships (Bowen, 2007). 
These models are not uncommon in the aerospace manufacturing industry. 
By cooperating with each other in a network, firms are able to specialise in their 
core competencies, and yet benefit from the availability of a diverse range of skills 
and resources within the network (Bales et al., 2004). This interdependence 
promotes knowledge-sharing and innovation, as well as challenges firms to improve 
on their added value continuously (Monnoyer & Zuliani, 2007). Thus, network as 
an organisational form can catalyse technology diffusion and enhance the multiplier 
effects of new products and processes. 
2.4.1 The concept of value network in manufacturing 
The manufacturing activity was overlooked as an input into a firm’s business 
strategy planning until it was highlighted in Skinner's (1969) seminal paper. The 
focus on manufacturing as a critical component of a firm’s business strategy was a 
significant consideration in much of the literature on the development of a firm’s 
competitive advantage, particularly in Porter’s (1985).  
Porter (1985) introduced the concept of value creation that categorises firm’s 
activities into primary and support activities within a value system framework. He 
suggested that a firm’s value chain is part of a larger value system with upstream 
and downstream linkages along the value creation path. This relationship is 
depicted in Figure 2-5. This value system proposed by Porter (1985) may consist 
of multiple supplier value chains that feed into a firm’s value chain. A firm’s value 
chain would then connect to various channel value chains which subsequently 
extend to multiple end-user value chains. 
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Figure 2-5: Porter’s (1985) value system with upstream and downstream linkages  
Porter’s value system framework emphasises on value analysis and the linkages 
between activities instead of merely on resources (Graham & Ahmed, 2000). Value 
creation is captured in financial and transactional terms as firms contribute the 
required input into the final product. This notion is particularly apt in the aerospace 
manufacturing industry where progress in technologies and firm performance often 
move in different trajectories. 
The notion of an interconnected value chain was later expanded by Gereffi et al., 
(2001) in the context of interdependence among countries or economies through the 
flow of goods and services, representing the global value system environment that 
Porter’s value system appears to suggest. The framework is also useful to 
approximate the capabilities of a firm in the industry (Prahalad & Hamel, 1990) as 
each firm’s output represents a specific value creation contribution to the overall 
network. In the aerospace manufacturing value network, this is evident throughout 
the assembly of multiple systems, as well as during final assembly of the aircraft, 
as parts and components from various manufacturers are assembled at a single 
location. 
Incidentally, there are various terms to describe the platform for the value creation 
process such as supply chain, value chain, and value network (Gereffi et al., 2001). 
For instance, Mabert and Venkataramanan (1998; p538) took a holistic approach 
when they defined supply chain as “the network of facilities and activities that 
performs the functions of product development, procurement of material from 
vendors, the movement of materials between facilities, the manufacturing of 
products, the distribution of finished goods to customers, and aftermarket support 
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for sustainment”. Meanwhile, Porter's (1985) description of value chain was 
specific to a combination of nine operating activities within two categories of 
primary and support, with value representing the amount that buyers are willing to 
pay for a firm’s offering.  
The descriptions of supply chain and value chain suggest that both co-exist within 
a firm. Ramsay (2005) suggested that the terms supply chain and value chain are in 
fact complementary views of a firm with a multitude business processes that enable 
concurrent flows of products and services in a particular stream; with the customer 
demand and financial transactions in another. However, while supply chain 
suggests multiple non-linear relationships, value chain typically implies linear, 
sequential relationships from one link to the next (Sherer, 2005; p78), providing 
maps on the vertical sequence of events (Sturgeon, 2001; p10). 
Meanwhile, the term “network” represents the nature and extent of the relationships 
between firms that belong in economic groups (Sturgeon, 2001; Sherer, 2005). 
Allee (2008; p6) suggested that the term value network denotes “any set of roles 
and interactions in which firms engage in both tangible and intangible exchanges 
to achieve economic or social good”. These relationships are also characterised by 
the complexity of the product in the network, such as an aircraft. In the aerospace 
manufacturing value network, the high number of suppliers, the variety of 
components and parts, and the diverse technical capabilities reflect the inherent 
complexity of the manufacturing activity.  
Allee (2008) also expanded her definition of a value network to include external-
facing value networks where firms not only interact with suppliers and customers, 
but also with investors and strategic business partners. Evidently, coordinating such 
a value network that includes more than the flow of goods and services is a complex 
task (Allee, 2000).   
For clarity, Table 2-3 offers a summary of the definitions of supply chain, value 
chain, and value network respectively. 
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Terminology Definitions Authors 
Supply Chain “A network of facilities and activities that performs the 
functions of product development, procurement of 
material from vendors, the movement of materials 
between facilities, the manufacturing of products, the 
distribution of finished goods to customers, and 
aftermarket support for sustainment”. 
Mabert & 
Venkataramanan, 
1998 
Value Chain A combination of nine operating activities within two 
categories – primary and support – in a firm that provide 
value to customers. Value represents the amount buyers 
are willing to pay for what a firm provides. 
Porter, 1985 
Value Network “Any set of roles and interactions in which people 
engage in both tangible and intangible exchanges to 
achieve economic or social good” 
Allee, 2008 
Table 2-3: Definitions of supply chain, value chain, and value network 
Value network derives its value from the collective ability of participating firms to 
deliver the required output, hence, enhancing the capability of the network as a 
whole (Kothandaraman & Wilson, 2001). In the case of the aerospace 
manufacturing industry, firms with different sets of capabilities are able to 
collaborate in a particular aircraft development programme, yet compete in another.  
In such a scenario, it is the combined value of each network that becomes a 
competitive advantage of that network. It is not uncommon to observe global 
competition being fought among value networks, instead of simply among firms 
(Ketchen & Hult, 2007). Thus, the term “value network” is deemed most 
appropriate as the setting for this thesis as it depicts the value creating logic that is 
suitable for firms in the aerospace manufacturing industry. 
2.5 Theoretical model for the study based on underpinning theory 
The management of firm resources and the development of corresponding 
capabilities are fundamental to a firm’s strategic success. The success indicators 
can be in the form of competitive capabilities targets involving cost, quality, 
delivery, and flexibility.  
The theoretical model in Figure 2-6 encapsulates the discussion on underpinning 
theory throughout this chapter. 
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Figure 2-6: Theoretical model of this study based on underpinning theory 
The theoretical model acknowledges the pre-existing requirement for a firm to 
focus on a business strategy that includes considerations on cost, quality, delivery, 
and flexibility. This set of strategy guides the strategic choices that a firm makes 
with regards to its resources and capabilities. When combined, competitive 
priorities together with resources and capabilities influence the development of a 
firm’s competitive capabilities in terms of cost, quality, delivery, and flexibility. 
These capabilities will then help generate the desired economic outcomes for the 
firm. 
2.6 Chapter Summary 
This chapter introduced resource-based view (RBV) as an internal perspective for 
the development of a firm’s competitive strategy. The RBV suggests that a firm’s 
success or failure relies on the types of resources and the resource combinations it 
possesses. In keeping with the inward-view theme, the chapter proceeded to explain 
the concepts of organisational routine and absorptive capacity to illustrate the link 
between a firm’s resource base and the development of its capabilities. 
The chapter then discussed the two main types of organisational capabilities; 
ordinary and dynamic capabilities, and how they differ in their purposes and 
intended outcomes. The discussion is also expanded into the competitive 
capabilities topic to highlight its use in literature both as a strategy as well as an 
outcome. 
The chapter reiterated the significance of resources and capabilities among firms in 
a value network to emphasise the interaction of different sets of resources and 
capabilities. 
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This chapter concludes with a preliminary theoretical model developed for this 
research based on the discussion on underpinning theory. 
Chapter 3 follows with a discussion on the applied literature for this research. 
  
76 
3.0 LITERATURE REVIEW 
3.1 Chapter Introduction 
This chapter begins by describing the significance of technologies in aerospace 
manufacturing in Section 3.2. This is followed by an explanation on the concept of 
the aerospace manufacturing process and the focus on technology readiness. The 
section then addresses the concept of technology adoption to link to the research 
context. 
Section 3.3 addresses the evolution of manufacturing technologies from Advanced 
Manufacturing Technologies (AMT) to Cyber-Physical Systems (CPS). The 
discussion then positions the evolution of manufacturing technologies within the 
backdrop of Industry 4.0 in Section 3.4 to highlight the extent and scope of 
manufacturing technologies so far. 
This thesis introduces the theoretical model for this research in Section 3.5. The 
section also discusses the scope of CPS technologies adoption for the context of 
this research and proceeds to introduce the research propositions and hypotheses. 
The section continues with a description of two core hypotheses for this research 
before introducing the intended contribution of this research. 
3.2 Technologies in aerospace manufacturing 
The two primary sectors in the aerospace industry are the civil and defence sectors 
(Varga & Allen, 2006). In both sectors, manufacturers must produce high quality 
and reliable aircrafts. Understandably, the manufacturing activity has evolved into 
a complex series of processes and methodologies and are increasingly reliant on 
technology advancements. Often, it is the implementation and extent-of-use of 
these technologies that determine the impact on manufacturing performance 
(Jonsson, 2000). 
Generally, firms are driven towards technology adoption to improve operational 
efficiency and increase competitive advantage. The activity itself involves a 
complex set of activities that can be broadly categorised into two areas. The first 
set requires the operation and reorganisation of existing technologies, while the 
second set involves the absorption of new technologies and their integration into 
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the existing systems (Sonntag, 2003). This view attests to the length of time that 
firms must invest in to ensure a successful technology adoption. 
Literature on manufacturing technologies suggest that factors such as business 
strategy (Jonsson, 2000), process type (Das & Narasimhan, 2001), plant size (Sinha 
& Noble, 2008), and technology novelty (Lall, 2001) contribute to the successful 
implementation of manufacturing technologies. There is also a concurrent theme on  
the need to develop, enhance, and extend employee competencies and knowledge 
through constant refresh of technologies and techniques (Thomas et al., 2012). 
Firms are inclined to explore technologies with the initial intent of enhancing 
product functionality. This usually leads to adjustments in process technologies. In 
OM research, the application of manufacturing technologies has been discussed in 
terms of process technologies (Zahrah & Covin, 1993; Nair & Swink, 2007; 
Machuca et al., 2011), manufacturing process technologies (Schroeder et al., 1995; 
Baines et al., 1998; Mills et al., 2004), and advanced manufacturing technologies 
(AMT) (Boyer et al., 1997; Cagliano & Spina, 2000; Swink & Nair, 2007). Some 
researchers also suggested that process technologies is in fact one of the categories 
of AMT18 (Kotha & Swamidass, 2000; Swink & Nair, 2007). 
In aerospace manufacturing, participating firms need to keep pace with the rapid 
nature of technology advancements. Capabilities derived from incorporating 
technologies in the manufacturing process not only benefit the current aircraft 
development programme but are also transferable to new programmes. These 
capabilities are often considered as prerequisites for firms to retain their positions 
in the aerospace manufacturing value network (Lefebvre & Lefebvre, 1998).  
                                            
18 Kotha and Swamidass (2000) identified three other categories of AMT as product design 
technologies, logistics/planning technologies, and information exchange technologies. Swink and 
Nair (2007) suggested only one other category as planning technologies. 
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The application and transferability of technologies within the aerospace industry is 
uniquely exemplified by the application of composite materials19 for aircraft 
structures. Composites are widely used in aircraft structures today due to their 
characteristics of being light weight, strong, and resistant to corrosion (McGuire & 
Islam, 2015). For instance, the use of fibre-reinforced composite materials20, 
particularly the carbon-fibre-reinforced polymer or CFRP. Composite materials are 
capable of reducing the weight of primary aircraft structures such as wings and 
fuselages by 20 percent and secondary structures such as door frames and wing tips 
by 40 percent (Soutis, 2005).  
Historically, composite materials were first introduced for military aircrafts in the 
1960s. This led to its application on civil aircrafts in the following decade (Soutis, 
2005). Since then, civil aircrafts, for example, the A300 aircraft model developed 
by Airbus in 1974 contained 4.5 percent of composites, and the Boeing B727 model 
developed in 1980 had 5 percent composites (Rösner & Jockel-Miranda, 2006; 
McAdam et al., 2008). Over time, and as a result of increased level of capabilities 
throughout the aerospace manufacturing value network, Airbus increased their use 
of composites to 40 percent by the year 2005 for the A350 model (Rösner & Jockel-
Miranda, 2006). Similarly, in the development of its latest aircraft model, the 787 
Dreamliner, Boeing applied composites in 50 percent of the aircraft structure 
(McAdam et al., 2008; Mallick, 2007). 
The demand for composites for aircraft structures has been driven by the increasing 
demand from aircraft operators to reduce fuel consumption and minimise 
environmental impact (Andersson et al., 2014). Aerospace manufacturers respond 
                                            
19 A composite material is “a combination of two or more chemically distinct and insoluble phases 
with a recognisable interface, in such a manner that its properties and structural performance are 
superior to those of the constituents acting independently” (Kalpakjian & Schmid, 2014; p.215). 
Examples of composite materials are steel reinforced concrete (metals + ceramics), vinyl-coated 
steel (metals + polymers), fiber reinforced plastics (ceramics + polymers) (Nayak, 2014; p1). 
20 “Fiber-reinforced composite materials consist of high-strength and modulus fibers embedded in 
or bonded to a matrix of distinct interfaces or boundaries between them. In this form, both fibers 
and matrix retain their physical and chemical identities, yet they produce a combination of properties 
that cannot be achieved with either of them acting alone” (Mallick, 2007; p1). 
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to these demands by focusing on reducing the weight of the aircraft while increasing 
its performance and fuel-efficiency. The transferability of technologies in 
composites and the corresponding capabilities generated from the process have 
enabled OEMs such as Airbus to incorporate them in the newer aircraft models. For 
instance, in the design of the A380.  
Figure 3-1 depicts the components of an Airbus A380 model where various types 
of composite materials were brought together for use. The increased use of 
composite materials had led to the displacement of conventional materials that are 
heavier such as aluminium and titanium alloys (Soutis, 2005). However, they are 
still used for specific aircraft components such as doors and wing structure. These 
are depicted in blue, in Figure 3-1, for the Airbus A380 model.  
 
 
* GLARE, or glass-reinforced aluminium laminate, is “a new class of fibre-metal laminates for 
aerospace structural applications. It consists of thin aluminium sheets bonded together with 
unidirectional high-strength glass fibres” (Wu & Yang, 2005; p72).  
(Adapted from Pora (2001) and Mallick (2007)) 
Figure 3-1: Application of composite materials in the design of Airbus A380 
Evidently, the application of composite materials in aircrafts has not only 
transformed the configuration of the final product, but has also driven changes in 
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the manufacturing process. For example, composites need to be shaped according 
to the specifications of highly curved surfaces of an aircraft wing component. This 
process requires precise control of multi-axis robotic system and accurate data 
visualisation (McAdam et al., 2008). Any imperfections during the process can 
create points of weakness in the composites which can reduce the strength 
properties of the material (Soutis, 2005). Thus, it is equally critical to select the 
most appropriate manufacturing process and the corresponding technologies to 
ensure material optimisation and to satisfy the complexity of design specifications 
(Hinrichsen & Bautista, 2001). 
The aircraft structure relies on technological maturity of both the material and the 
processes of crafting the material. This is important for two reasons: to ensure 
smooth exchange of technology use in the aircraft development process, as well as 
to facilitate the adoption of appropriate technologies into specific product 
components and parts (Ward et al., 2012). The entire process is underpinned by a 
steady collaboration among relevant participants in the aircraft development 
programme. 
As manufacturing becomes increasingly dependent on technologies, it has become 
critical that the human-to-machine connection is enriched with suitable tools and 
methods. This connection can be illustrated by the growing application of additive 
manufacturing (AM)21 in aerospace manufacturing. The human-to-machine 
connection is manifest in the involvement of the human designer and the three-
dimensional printer, where the designer’s input into the machine enables the 
production of parts without disrupting the entire manufacturing process (Petrovic 
et al., 2011). 
                                            
21 A manufacturing process involving building a part or component layer by layer through 
incremental addition of relevant material, as opposed to the traditional method of substractive 
manufacturing. The process requires the use of a dedicated software with operator input for the setup 
of computer files and the initiation of production process (Kalpakjian & Schmid, 2014; p.540). 
Examples of AM technologies are 3D-printing, selective laser sintering, stereolithography, electron 
beam melting and laminated object modelling (Oettmeier & Hofmann, 2017; p98). 
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The technologies for both product and process that are applied in aerospace 
manufacturing comprise various aspects of availability, maturity, and volatility 
which are influenced by factors such as costs, intellectual property rights, and rates 
of change (Williams et al., 2002). They need to be aligned with demands for 
efficiency and multifunctionality where new capabilities in material selection and 
structural forms, for instance, can be configured precisely into manufacturing 
processes. Understandably, these activities can be both costly and risky, thus, the 
systems used to organise and coordinate these technologies are often capabilities 
themselves (Williams et al., 2002).  
The successful implementation and use of technologies in the aerospace 
manufacturing process requires investments in many areas including capital 
equipment and infrastructure (Lall, 2001). The capability building activity must 
occur at all functional levels of the firm and synchronised with the entire value 
network. Some of these functional levels include product and process engineering, 
quality management, maintenance, procurement, inventory control, outbound 
logistics and relations with other firms and institutions (Prakash & Sinha, 2008). 
These functions represent both technical and managerial capabilities that are needed 
within participating firms and the value network they belong to. 
The use of technologies in a value network has featured in various types of business 
arrangements in the past, ranging from R&D joint ventures and partnerships, to 
licensing and cross-licensing agreements, and contract R&D (Dietrich & Cudney, 
2011). In the aerospace industry today, risk-sharing partnerships feature 
prominently as instruments to allow participants to explore and share processes and 
financial strengths (Henderson & Clark, 1990). Although this may suggest that 
firms can be categorised into technology users and technology suppliers, this thesis 
focuses on firms as technology users. 
This applied literature review on technologies in aerospace manufacturing is guided 
by two themes. The first theme is on the inevitability of technology adoption and 
the transferability of technologies based on technology readiness, and the second 
theme addresses the complexity of the aerospace manufacturing process itself 
which drives the need for technology adoption. 
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For clarity, this thesis applies a broad definition of technology in manufacturing to 
include the entire spectrum of hardware, software, systems, and networks that 
function concurrently with humans and organisational aspects of the manufacturing 
process. 
3.2.1 Conceptualising the aerospace manufacturing process 
Processes in manufacturing is described as the “arrangement and application of 
production technologies” (Sinha & Noble, 2008; p943). Baines et al. (1998; p128) 
define manufacturing process technologies as the “physical manufacturing 
processes, methods, techniques, tools, and equipment by which products are made 
or services rendered”. In more recent studies, researchers also emphasised the 
importance of process technologies to enhance manufacturing performance 
(Cagliano & Spina, 2000; Adner & Levinthal, 2001; Nair & Swink, 2007). These 
descriptions are consistent with the general view that manufacturing involves a 
process of making products by using purposeful machines and tools. 
Process technologies have evolved from the manual and artisanal craft methods to 
the technology driven systems and tools of today. There is a definite interlink 
between process and product technologies in OM research, with researchers 
suggesting that any advancements in manufacturing processes often translate into a 
critical capability for product innovation (Pisano & Wheelwright, 1995; Dosi et al., 
2000).  
In the aerospace manufacturing industry, the arrangement and application of 
process technologies represent the criticality of converting designs into a new 
aircraft (Curran et al., 2007). Due to the complexity of an aircraft as the final 
product, the manufacturing process for a particular aircraft development 
programme involves various firms with different capabilities that are suitable for 
specific component or part of an aircraft. In order to understand the adoption and 
extent-of-use of technologies in the aerospace manufacturing process, it is 
necessary to conceptualise this entire process. For that purpose, this section refers 
to the characteristics of the aerospace industry addressed in Chapter 1. 
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The characteristics of the aerospace industry are based on the assumption that 
aerospace manufacturers who participate in a particular aircraft development 
programme are involved in the entire process from conceptual design of an aircraft 
model, including its specific components and parts; to the delivery of the first 
functional aircraft. The end-to-end process is usually managed by an OEM. For the 
purpose of illustration in this thesis, the said process is adapted from the Airbus 
product lifecycle and development milestones (Mas et al., 2013) and depicted as 
Value Network 1 (VN1) in Figure 3-2. 
 
(Adapted from Mas et al. (2013)) 
Figure 3-2: Aircraft development process from conceptual design to delivery 
VN1 offers a simplified view of the aircraft development process from design to 
manufacturing, assembly, testing, and certification, through to delivery of a 
complete aircraft to the first airline customer. The VN1 process typically spans over 
a decade (Pritchard, 2002; Remy, 2004), combining knowledge, experience, and 
technical creativity of personnel in aircraft manufacturers’ multidisciplinary design 
and production groups (Pardessus, 2004). The same process is often applied to the 
manufacturing of main aircraft components such as engines or wings (Mas et al., 
2013). 
In VN1, the design process alone forms a significant portion of the development 
timeframe. This elucidates the reliance on advanced technologies from the 
beginning to ensure the reduction of development cycle and costs within the entire 
process. For clarity, the design process in VN1, which is produced as an integrated 
framework, often includes activities such as testing, certification, and installation, 
as well as, maintenance and operation (Curran et al., 2007). 
The magnitude of tasks in the design process is best exemplified by the Airbus 
A380 model which requires approximately one million drawings, with the 
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functional architecture of the systems alone comprising 70 major systems22 
(Pardessus, 2004). These drawings typically include descriptions of tools and 
equipment required for the specific processes, combined with definitions of 
information and data that can ensure traceability of processes and parts.  
As the OEM, Airbus oversees the entire process in VN1 by managing a selected 
group of manufacturers and sub-systems assemblers with specific capabilities. Due 
to the complexity of developing an aircraft, Airbus would define and implement an 
industrial work-sharing for a VN1 process including the series23 production 
(Pardessus, 2004). Thus, VN1 participants are usually risk-sharing partners for a 
particular aircraft development programme. This requires synchronising a variety 
of capabilities for fabrication of primary parts, assembly of major component, and 
final installation of the aircraft’s various operating systems into the complete 
aircraft structure (Goldstein, 2002). One of the critical outputs of VN1 is the design 
and manufacturing documentation, which includes the number of versions, variants, 
customer customisations, and modifications due to flight security and 
improvements (Mas et al., 2015). These documentations are needed to support the 
new aircraft throughout its operational lifecycle. 
The aerospace manufacturing industry’s reliance on design is perhaps the most 
critical step in aircraft development. Apart from focusing on the safety and 
performance requirements when designing new aircrafts, OEMs must also comply 
with regulatory and industry standards. In addition to these, OEMs are also 
expected to satisfy the customer airlines requirements. Typically, these 
requirements are driven by a combined perennial need by customer airlines to 
improve the direct operating costs of their existing fleet, as well as, to achieve the 
optimum mix of capacity requirements in terms of number of passengers, seating 
layout and range (Jupp, 2012). Thus, the design process represents an integrated 
                                            
22 According to the latest figures released by Airbus, “each A380 consists of around 4 million 
individual components with 2.5 million part numbers produced by 1500 companies from 30 
countries around the world” (Airbus, 2018; p4). 
23 For example, the Airbus A380 series starts from a baseline passenger aircraft, which is the A380-
800 (Monnoyer & Zuliani, 2007). 
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framework for all aspects of manufacturing including materials, treatments, part 
fabrication, assembly, quality, tooling, and industrial engineering (Curran et al., 
2007). 
To illustrate an example of the design process in VN1, this thesis adapted a four-
phase aircraft design process formulated by Airbus (Remy, 2004). This is depicted 
in Figure 3-3 to highlight the scope of the aircraft design activity which also implies 
the complexity of a single process within VN1. 
 
(Adapted from Remy, 2004) 
Figure 3-3: Airbus aircraft design process phases 
Based on Figure 3-3, the Feasibility Phase of the aircraft design activity begins 
when the initial product ideas are agreed upon and a corresponding concept is 
selected, which then leads to a Concept Phase. During the Concept Phase, an 
integrated engineering design optimisation supports the decision-making process 
on critical components such as engine mounting system (Remy, 2004). As the 
process gradually enters Definition and Development phases, the focus shifts from 
guaranteeing optimised integrated engineering design to guaranteeing the overall 
quality and maturity of the aircraft prior to its entry into service (Remy, 2004; p4).  
The lifecycle of an aircraft is approximately just over 50 years (Mas et al., 2015) or 
up to 60 years before an aircraft goes out of service (Remy, 2004). To manage this 
lifecycle, aerospace manufacturers also participate in another value network. This 
network is associated with the Maintenance, Repair and Overhaul (MRO) 
requirements in the aerospace industry. According to Knotts (1999), the principal 
activities in MRO include servicing, repair, modification, overhaul, inspection, and 
determination of aircraft condition. The MRO activity is essentially responsible in 
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ensuring that only fully-serviceable aircrafts are offered to airline operators (Ayeni 
et al., 2011). 
Value Network 2 (VN2) in Figure 3-4 represents the process from the time an 
aircraft is launched into service by a customer airline until the end of its useful life. 
The industry has also measured the useful life of the aircraft in terms of the number 
of years it can operate after the end of the aircraft model production (Remy, 2004). 
As such, the design process in VN2 does not only represent an extension of the 
design process in VN1, but also includes additional requirements upon the end of 
that particular aircraft model production. These additional requirements may range 
from a requirement for improved tool capacity or enhanced material performance 
(Hinrichsen & Bautista, 2001).  
VN2 in Figure 3-4 depicts the aircraft lifecycle management process that is 
typically led by an OEM. 
 
(Adapted from Knotts (1999) and Al‐kaabi et al. (2007)) 
Figure 3-4: Aircraft lifecycle management process which represents the aircraft 
MRO activity 
The starting point of VN2 as depicted in Figure 3-4 is also design. As mentioned 
earlier, there is often a need for design changes to aircraft parts throughout the 
aircraft lifecycle, even long after the aircraft model production has ceased. As such, 
OEMs would continue to rely on its network of manufacturers to ensure that any 
changes to designs (of parts) would proceed through the testing and certification 
phases accordingly prior to installation on in-service aircrafts. 
The VN2 process has been the mainstay of airline operators which combines their 
technical capabilities and logistics configuration (Al‐kaabi et al., 2007). These 
airline operators are usually provided with access to OEMs’ supply network for 
parts and components throughout the lifecycle of aircrafts in their fleet. There has 
also been participation from independent suppliers that serve new airline entrants 
in the last two decades (Johnstone et. al., 2009). However, OEMs have since begun 
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offering service packages that include essential MRO services as part of the aircraft 
lifecycle management. These packages range from bundled asset management 
programmes to integrated customer support (Ayeni et al., 2011). 
In order to manage the complexity of the design process throughout VN1 and VN2, 
OEMs have introduced the latest design technologies such as the Digital Mock-Up 
(DMU) application, a three-dimensional (3D) representation of a complete aircraft 
design (Krause, 2007). DMU comprises “3D Models, Computer-Aided Design 
(CAD) native and/or visualization data, and Configuration Metadata24” (Parhiala et 
al., 2014; p12). From a technology perspective, the DMU relies on similar 
techniques to Virtual Reality25 (Pardessus, 2004). The DMU also brought about the 
increased use of additive manufacturing (AM), a process involving the conversion 
of three-dimensional data from DMU into joining of materials layer-by-layer (Joshi 
& Sheikh, 2015).  
Initially set up as a process for building prototypes and testing products, AM has 
increasingly become a predominant process for the fabrication of components and 
parts (Oettmeier & Hofmann, 2017). The main driver for using AM in aerospace 
manufacturing is the ability to produce customised parts which otherwise would 
have required longer prototype development period and higher costs (Khajavi et al., 
2014). 
Another significant use of the DMU is in enabling the simulation and optimisation 
of the manufacturing activity. The ability to simulate and optimise the 
manufacturing process helps with the effective organisation of the final assembly, 
as well as the reduction in the number of physical prototypes (Parhiala et al., 2014).  
                                            
24 Configuration Metadata consists of Product Structure (with parent-child relations and positioning 
information) and Attributes (for lifecycle management). Attributes are all the business and technical 
information of the product, including additional information such as on work sharing, industrial 
flow, regulations of authorities, change process and configuration management (Parhiala et al., 2014; 
p12). 
25 Virtual Reality technique in DMU application uses advanced graphics and graphically-simulated 
environment to allow designers to view and examine parts in detail (Kalpakjian & Schmid, 2014; 
p551). 
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Besides integrating data from engineering, manufacturing and maintenance, DMU 
uses the data to simulate various industrial processes, uses, behavior and 
performance of the finished product (McBeth et al., 2006). The DMU is the source 
of all original product information of each part, component, and system in the 
aircraft and considered as the binding reference for all the aircraft operations 
(Parhiala et al., 2014). In other words, the DMU is regarded as the reference point 
throughout the processes in VN1 and VN2. 
The DMU is a significant tool in aerospace manufacturing as it replaced the 
hardware mock-up technique prevalent in use by OEMs prior to the late 1990s (Mas 
et al., 2013). For instance, Airbus began applying DMU in 1998 to control 
production costs and scheduling of assembly and integration of critical components 
(Garbade & Dolezal, 2007). The capabilities that were developed from the 
introduction of DMU led to its application in the more recent aircraft programmes 
at Airbus such as the A380 and A350. 
By incorporating DMU in the entire design process of the A380, Airbus was able 
to consolidate the highly heterogeneous tool environment that requires the 
integration of three different 3D CAD26 (computer-aided design) systems, two 
assembly management tools, and four legacy product development systems 
(Garbade & Dolezal, 2007). In doing so, engineering teams across the aircraft 
development programme are able to share information on the product development 
status. This forms the basis for the Airbus Concurrent Engineering (ACE) 
programme at that time, where concurrent engineering27 techniques were 
introduced with the objectives of reducing development lead time and costs 
throughout the aircraft lifecycle (Pardessus, 2004). 
                                            
26 CAD is an application that involves the use of computers to create the design drawings and 
geometric of components and parts (Kalpakjian & Schmid, 2014; p1105). 
27 Concurrent engineering technique at Airbus is aimed at enabling the reduction of development 
lead time and costs, by organising a multidisciplinary technical skills that can contribute to product 
engineering, and by setting and managing the operational conditions for work in parallel (Pardessus, 
2004). 
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However, one of the challenges of the concurrent engineering programme at Airbus 
was the inconsistencies in the design outputs (Mas et al., 2013). This was 
particularly conspicuous in the components of the Configuration Metadata, which 
comprises product structure and product attributes (Parhiala et al., 2014). The 
metadata provides a consolidated view of functional and manufacturing attributes 
of the aircraft which often include considerations on details related to work-sharing 
arrangement among manufacturers, production flow, change process, and 
configuration management (Garbade & Dolezal, 2007). A typical DMU output of 
an aircraft is depicted in Figure 3-5 to illustrate the main components comprising 
CAD output and configuration metadata. 
 
Figure 3-5: Components of DMU (Digital Mock-Up) of an aircraft 
In order to overcome the challenges posed by inconsistent design outputs, Airbus 
introduced an extension to ACE, by incorporating a collaborative engineering 
methodology (Mas et al., 2013). As a result, participating manufacturers soon 
adjusted to further changes in systems and tools. For instance, a system that 
integrates Computer Aided Design (CAD), Computer Aided Engineering (CAE), 
and Computer Aided Manufacturing (CAM) applications was introduced to provide 
digital product definition and simulation, combining people, tools, methodologies, 
and resources throughout the network of participants (Laframboise & Reyes, 2003). 
It must be highlighted that these changes were taking place during the Airbus A380 
development programme, particularly throughout VN1. Furthermore, these design, 
engineering, and manufacturing systems are then integrated with an administrative 
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system, which is typically the Enterprise Resource Planning (ERP)28. The 
integration of CAD/CAE/CAM systems with ERP are known to offer firms the 
competitive advantage needed by enabling automation of manufacturing processes 
(Soliman et al., 2001). 
Evidently, both VN1 and VN2 processes require effective coordination of all 
participating firms. Timely coordination is critical, particularly due to the need to 
combine various firms’ capabilities upon design changes across both value 
networks. Although this often results in increased costs to OEMs, it strengthens the 
overall competencies of the value network by enhancing each firm’s capabilities 
(Romano, 2003). Over time, the level of inter-dependency among firms increases 
due to end-product complexity and the dynamic structure of the value network 
(Bales, et al., 2004). 
By conceptualising the aerospace manufacturing process into VN1 and VN2, this 
thesis positions the inevitability of technology adoption due to the complexity of 
the final product itself. The focus on superior safety standards has been the basis of 
integrating aerospace manufacturers into long term relationships (Rose-Anderssen 
et al., 2008). Thus, the effectiveness of these relationships rely on the ability of 
manufacturers to integrate business operations, manage product and service 
performance, and monitor operational performance. The active interactions 
emphasise the different levels of capabilities that must be integrated and 
coordinated by lead firms in the respective value networks (Mahmood, et. al., 
2011). 
3.2.2 Technology readiness in aerospace manufacturing 
The aerospace manufacturing activity is complex and demands constant 
development of new manufacturing techniques and tools. The activity requires a 
                                            
28 ERP is a system that provides effective planning and control of all the resources required in a firm 
to take orders for products, as well as to produce, deliver to customers, and provide after-sales 
service. ERP integrates all information sources from diverse technical and financial activities in a 
manufacturing firm (Kalpakjian & Schmid, 2014; p1112). 
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specific approach to managing technology development as manufacturers and 
assemblers are located in disparate geographical locations (Dietrich & Cudney, 
2011). Because the reliance on technologies transcends national borders and 
encompasses the entire aerospace value network, firms rely on each other for 
information on technology readiness. For instance, the jet engine manufacturer 
relies on the airframe29 manufacturer and vice versa. This ensures that the 
integration between the two components will fit perfectly based on design 
specifications as well as industry quality and safety standards.  
Due to the lengthy product development timeframe in aerospace manufacturing, 
technology insertion opportunities in the form of new aircraft models are relatively 
infrequent (Ward et al., 2012). Participants of the manufacturing value network are 
expected to commit relevant resources to specific aircraft development programmes 
in order to benefit from technology insertions for parts and components, as well as 
for machines and tools throughout the development period. It is not uncommon to 
have new manufacturing technologies developed amidst a product (aircraft) 
development programme (Dietrich & Cudney, 2011).  
New aircraft system capabilities relies on prior success of advanced R&D efforts 
across the value network. To facilitate technology decisions in a timely manner, 
aerospace manufacturers require information on the status of all relevant 
technologies in the form of a technology readiness assessment (Ward et al., 2012). 
Technology readiness assessment differentiates the aerospace industry from other 
high-technology industries in that technologies are evaluated and tested into the 
final product (the aircraft) in various stages. This is a critical step in an aircraft 
development programme as the level of maturity or readiness of a particular 
technology will determine whether or not it will be included in the final product and 
incorporated within the manufacturing process. According to Mankins (2009; 
p1217), technology readiness assessments or TRAs are “the points when an 
organisation attempts to determine the maturity of a new technology and/or 
                                            
29 The body of an aircraft as distinct from its engine (Oxford Dictionaries, 2017). 
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capability including the required levels of engineering or economics-related 
performance”.  
An effective TRA requires a technology readiness level (TRL) description, a 
concept developed by the National Aeronautics and Space Administration (NASA) 
in the mid-1970s to assess and communicate the maturity of new technologies for 
aerospace and astronautic30 systems (Reinhart & Schindler, 2010; Straub, 2015). 
The maturity or readiness of a new technology is estimated based on the nine TRL 
levels (Reinhart & Schindler, 2010; Straub, 2015) which are depicted in Figure 3-6. 
The nine TRL levels represent the need to evaluate technology readiness at various 
points of the lifecycle of the said technology and its functionality in new systems. 
The TRL scale in Figure 3-6 indicates that as technology becomes more developed, 
its position in the TRL scale increases. TRL 1 for instance, is the lowest level of 
technology readiness and represents a stage where basic principles of the 
technology is observed and reported. An example of TRL 1 is the observation and 
reporting of the basic properties of a new composite material (Mankins, 2009). 
At the other end of the scale, TRL 9 represents a level where the technologies have 
successfully been applied in actual systems through a successful functional 
demonstration in a mission operation (Straub, 2015). This is also a stage where 
“small” fixes such as a software change or an operational procedure revision are 
conducted to ensure the technologies being evaluated are well integrated into an 
existing system (Mankins, 2009). 
All other levels in the TRL scale indicate the progress of the maturity or readiness 
of the technology being evaluated. 
                                            
30 Oxford Dictionaries (2017b) define “aerospace” as the branch of technology and industry 
concerned with both aviation and space flight; and “astronautics” as the science and technology of 
space travel and exploration. 
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Note: “Breadboard validation” at TRL 4 and TRL5 refers to making an experimental model 
of an electric circuit on a board (“Oxford Dictionaries,” 2017a). 
Figure 3-6: Overview of the NASA technology readiness level (TRL) scale.  
The NASA TRL scale has been applied in other technology maturity scales used by 
the European Space Agency (ESA), the US Department of Energy, and the US 
Department of Defence (DoD) (Straub, 2015); among others. The TRL has inspired 
several derivative models such as the manufacturing capability readiness levels 
(MCRL) developed by Rolls-Royce. Rolls-Royce applies the MCRL throughout its 
internal and external value networks, particularly in response to the recent 
development of the Boeing 787 Dreamliner (Ward et al., 2012). 
Another example of a by-product of the TRL scale is the manufacturing readiness 
levels (MRLs) which was developed jointly by the US DoD and industry (Dietrich 
& Cudney, 2011). The MRL scale enables an evaluation of manufacturing activities 
that involve design, materials, quality, process capability and control, as well as 
cost and funding (Peters, 2015b; Ward et al., 2012). Although the MRL scale 
focuses on the assessment of manufacturing risk and the maturity of manufacturing 
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process, it is intended to serve a similar purpose as the TRL scale is created for 
technology readiness. Both the TRL and MRL scales are applied in the aerospace 
industry to evaluate the capability and the risk profile of technologies in terms of 
their manufacturing readiness (Dietrich & Cudney, 2011). Incidentally, TRL and 
MRL scales have also inspired the automotive industry to approach their 
requirements for new manufacturing technologies according to the development 
activities of new product design and specifications (Ward et al., 2012).  
Arguably, both the TRL and MRL scales must be adapted to measure readiness of 
manufacturing technologies so that new processes can be developed in conjunction 
with new product development needs. Because technology management influence 
both product development and process improvement, the future potential and risk 
of a technology should be the main considerations when assessing manufacturing 
technology readiness (Dietrich & Cudney, 2011). In fact, achieving the right level 
of technology maturity must be viewed across multiple subsystems and components 
(Mankins, 2009), particularly in aerospace manufacturing, as this can help reduce 
product development timeline, while maintaining industry quality and safety 
standards. 
3.2.3 Conceptualising technology adoption for this research 
Technology adoption in manufacturing is often regarded as an antecedent to a 
firm’s ability to generate new capabilities. These manufacturing capabilities may 
include the ability to operate new machines and tools, as well as to manage new 
processes. Manufacturing firms embark on technology adoption for various 
reasons, for instance, to increase productivity, improve product quality, reduce 
production costs, improve manufacturing flexibility, accelerate product 
development, and to reduce market response time (Beaumont & Schroder, 1997; 
Small, 2006; Roh et al., 2014). Empirical research on technology adoption among 
manufacturing firms, for instance, also observed the creation of complementary 
capabilities such as decision-making process and organisational structuring (Banker 
et al., 2006). 
Changes in the stock of organisational capabilities resulting from technology 
adoption is regarded as the result of purposeful investments undertaken by firms. 
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The experience in technology adoption can help firms increase knowledge and 
skills that enhance their capabilities to adopt newer manufacturing technologies 
(McAffee, 2002; Sohal et al., 2006). This supports the underlying assumption of 
this study, that firms are more likely to go through various cycles of technology 
adoption when they possess the capabilities from previous adoption activities; than 
when they did not have the requisite capabilities. 
Literature on technology adoption generally includes the concept of technology 
diffusion (Pulkki-Brännström & Stoneman, 2013; Correa et al., 2010; Comin & 
Hobijn, 2004). To clarify, this thesis refers to technology adoption as “the stage in 
which a technology is selected for use by an individual or an organisation” (Sharma 
and Mishra (2014; p18), citing Carr Jr. (1999)), while technology diffusion as the 
stage in which the technology spreads to general use and application (Rogers, 2003; 
p11). Although the concept of technology diffusion has largely been applied to the 
spread of technology use outside the firm, this thesis considers technology diffusion 
to be crucial within a firm in the first instance. This is because business and 
functional units in a firm must work in concert to ensure that both technology 
adoption and diffusion activities are measurable by firm performance. For the 
purpose of this research, technology adoption and diffusion activities are regarded 
as a unified activity that represents the scope of CPS technologies adoption. 
One of the key activities in capability development through technology adoption is 
innovation. This research acknowledges the significance of innovation as a 
“formal” R&D activity that contributes to the development of a firm’s 
manufacturing capabilities. However, this research regards a firm’s activity in 
adopting manufacturing technologies to be occurring in the context of the 
technology readiness in the industry, which implies their existing and emerging 
states. Thus, innovation as a formal R&D activity is assumed to precede the said 
context and is therefore considered to be beyond the scope of this thesis. 
One of the most prominent perspectives on technology adoption is that offered by 
evolutionary economics, as articulated by Nelson and Winter (1982). Because this 
branch of economics focuses on evolution as a process of qualitative change over 
time, technology adoption is viewed as an activity that befits the perspective. 
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Furthermore, positioning technology adoption as a process of qualitative change is 
more closely associated with changes that are driven by firms, rather than by 
specific individuals within the firms (Zhang & Dhaliwal, 2009). However, this 
research recognises that the qualitative change desired by a firm must lead to 
corresponding capabilities throughout the firm itself. 
Empirical studies on technology adoption have focused not only on the technical 
aspects of technologies, but also on the human behaviour factors. This aligns with 
the understanding that technology accumulation alone woud not lead to the 
development of capabilities that are needed by a high technology industry such as 
aerospace manufacturing. Various research that focus on the human behaviour 
factors include those that examine social influence processes for technology 
acceptance (Venkatesh & Davis, 2000), investigate the incorporation of skill 
training to encourage technology adoption (Venkatesh et al., 2003), and highlight 
the importance of senior management support to ensure a successful technology 
adoption (Low et al., 2011). These examples imply a focus on the actors of 
technology adoption. As such, past research has explored technology adoption from 
the perspectives of individual technology adoption (Sträub, 2009) and 
organisational technology adoption (Sinha & Noble, 2008).  
Historically, the individual concept of technology adoption has focused on 
identifying evidence of behaviour change (Sträub, 2009). Whereas, the 
organisational level perspective emphasises the need to understand the impact of 
technology adoption on performance, instead of on factors influencing technology 
adoption decisions (Sinha & Noble, 2008). However, various aspects that influence 
technology adoption have been discussed in terms of internal firm characteristics 
and strategies (Darban & Wan Ismail, 2012), organisational design framework 
(Cardoso et al., 2012), barriers to adoption (Tan et al., 2009), and developing 
worker empowerment and a maintenance programme (Jonsson, 2000). This 
research explores the impact of technology adoption on firm performance, thus, the 
factors influencing the adoption activity are considered as relevant prerequisites. 
The individual and organisational levels of technology adoption represents the 
components of the process of the adoption activity itself. Research on the topic of 
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technology adoption also highlighted that the process can be daunting, even though 
it is conceptualised as a simple two-step process (Leonard-Barton & Deschamps, 
1988; Gallivan, 2001). This two-step process highlights the importance of the 
commitment by decision-makers on a technology adoption activity in the first 
instance. This is followed by a comprehensive plan to implement and ensure that 
the technologies being adopted are built into productive use (Edmondson et al., 
2003). Figure 3-7 depicts the two-step process for technology adoption in a firm. 
 
(Adapted from Leonard-Barton and Deschamps (1988); and Gallivan (2001). 
Figure 3-7: Two-step technology adoption process  
Firstly, a firm must identify the business objectives that necessitate the adoption 
and ensure that suitable technologies are available for the agreed purposes. A firm’s 
strategic objectives and availability of technologies should ideally align with the 
initial reason for technology adoption, prior to commencing Step 1. Once these are 
established, the primary adoption process at the organisational level begins. 
Secondary adoption process soon follows with three different paths to ensure that 
there is a firm-wide acceptance among employees, which is at the individual level 
(Gallivan, 2001). These paths can be in the form of a company-wide mandate, a 
suitable infrastructure and support to users, and implementation of pilot projects 
that can be used to gauge new process requirements and potential outcomes 
(Gallivan, 2001; p53). 
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This thesis considers a classification of four different technology adoption 
categories to determine a suitable adoption type for the context of this research. The 
classification is developed based on technology adoption occurring at individual 
and organisational levels (Gallivan, 2001). Table 3-1 depicts this classification 
scheme. 
 
 
Does the firm implement the technology 
adoption? 
(Organisational adoption) 
Do the employees 
participate in the 
technology adoption? 
(Individual adoption) 
 Yes No 
Yes 
Authority-based 
adoption 
Bottom-up 
adoption 
No 
Adoption but no 
deployment 
No adoption 
(Adapted from Gallivan (2001; p54)) 
Table 3-1: Authority-based adoption as the scope of technology adoption for this 
study 
At the organisational level, the fundamental question is whether the firm is 
implementing the technology adoption. Whereas, at the individual level, the 
question is whether the employees participate in the technology adoption. Table 
3-1 indicates that the worst-case scenario is when the firm does not implement and 
the employees do not participate, which essentially would not lead to any 
technology adoption. Whereas, when the firm implements, but the employees do 
not participate, it will lead to a technology adoption without actual deployment. 
Incidentally, a bottom-up adoption would occur when the employees are pushing 
for technology adoption without management support. Thus, the ideal category is 
when both top management implement and employees participate in technology 
adoption (Gallivan, 2001); highlighted as authority-based adoption in Table 3-1. 
While leaders in the firm may focus on the objective of overall performance 
improvement, they must be mindful of the need to ensure that relevant employees 
would learn to use the technologies being adopted (Chang et al., 2008). The 
adoption of systems such as ERP for instance, requires everyone in the firm to 
acquire the ability to use the system for their respective functions. 
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For clarity, this research applies the authority-based adoption as a background 
context to the adoption of CPS technologies in aerospace manufacturing, where 
both individual and organisational technology adoption occurs.  
Empirical research on technology adoption has focused primarily on the adoption 
of ICT, particularly on information systems31 (Melville et al., 2004). A broad range 
of these research investigates the impact of ICT adoption on contexts such as 
improving supply chain management (Small, 1999), reorganising customer order 
fulfilment in high-technology manufacturing (Beaumont & Schroder, 1997), and 
determining return on investment (Jonsson, 2000). However, the studies on the 
impact of ICT adoption are often criticised for the lack of discussion on the effective 
integration of systems that often contributes to delays in implementation (Oliveira 
& Martins, 2010; Tan et al., 2009; Buonanno et al., 2005; Melville et al., 2004). 
This supports the assumption that when identifying organisational factors that can 
influence a successful technology adoption activity, firms need to ensure adequate 
technological capabilities to support the entire process. 
Within the context of ICT adoption, various models have been introduced to discuss 
the technology adoption activity. Among them are the technology acceptance model 
(TAM) (Davis, 1989), unified theory of acceptance and use of technology 
(UTAUT) (Venkatesh et al., 2003), diffusion of innovation (DOI) (Rogers, 2003), 
and the technology, organization, and environment (TOE) framework (Tornatzky 
et al., 1990). The TAM and UTAUT models are used to theorise technology 
adoption at individual level, while the DOI and TOE models have been applied at 
organisational level (Sharma & Mishra, 2014; Oliveira & Martins, 2011).  
Early research on ICT adoption using these models had focused on various aspects 
of information systems that are omnipresent today such as electronic mail and 
spreadsheets (Venkatesh et al., 2007). The models have also been applied in 
empirical research for specific applications such as smart card-based payment 
                                            
31 Information systems refer to the “combinations of hardware, software, and telecommunications 
networks that people build and use to collect, create, and distribute useful data, typically in 
organizational settings” (Valacich & Schneider, 2017; p44). 
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system in the retail industry (Plouffe et al., 2001), and building energy management 
system (Chin & Lin, 2015), as well as in geographical contexts and work cultures 
(Calantone et al., 2006; Burinskiene & Pipiriene, 2013). 
The technology adoption models are summarised in Table 3-2. 
 
Technology 
adoption models 
Description Empirical use 
In
d
iv
id
u
a
l 
Technology 
Acceptance Model 
(TAM) 
Comprises two constructs, namely, perceived 
usefulness and perceived ease-of-use to predict 
the extent of adoption of new technologies at 
individual level (Sharma & Mishra, 2014; p21) 
Studies on the 
adoption of email 
service and file 
editor 
Unified Theory of 
Acceptance and 
Use of Technology 
(UTAUT) 
A comprehensive model based on consolidation 
of eight earlier models. Four key constructs 
namely performance expectancy, effort 
expectancy, social influence and facilitating 
conditions are regarded as most significant as 
determinants of intention to use information 
technology (Venkatesh et al., 2003; p467). 
Studies on attitude 
towards computer 
use 
O
rg
a
n
is
a
ti
o
n
a
l 
Diffusion of 
Innovation (DOI) 
Five-stage process of diffusion, namely, 
knowledge, persuasion, decision, 
implementation, and confirmation. The process 
results in six categories of users: innovators, 
early adopters, early majority, late majority, 
laggards and the leap- froggers (Sharma & 
Mishra, 2014; p18). 
Studies on the 
growth of the 
internet 
Technology, 
Organisation, and 
Environment (TOE) 
Three aspects of a firm’s context that influence 
the technology adoption process namely 
technological, organisational, and 
environmental contexts. Technological context 
describes both internal and external 
technologies relevant to the firm. 
Organisational context refers to descriptive 
measures about the organisation such as scope, 
size, and managerial structure. Environmental 
context refers to the industry, competitors, and 
dealings with the government (Oliveira & 
Martins, 2011; p112). 
Studies on the 
adoption of 
electronic 
commerce and 
ERP 
(Adapted from Sharma and Mishra (2014)) 
Table 3-2: Summary of technology adoption models for individual and 
organisational levels 
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According to Sharma and Mishra (2014), of the four technology adoption models 
in Table 3-2, the DOI (Diffusion of Innovation) model is the earliest32 model that 
considers innovation, communication channels, time, and social system as key 
determinants for a successful technology adoption. Meanwhile, TOE (Technology, 
Organisation, and Environment), which was developed in 1990, was found to be 
consistent with DOI in terms of the emphasis on the internal and external 
characteristics of the organisation (Oliveira & Martins, 2011). As indicated in 
Table 3-2, both DOI and TOE have largely been applied in studies that explore the 
technology adoption activity at the organisational level. 
Whereas, TAM (Technology Acceptance Model) and UTAUT (Unified Theory of 
Acceptance and Use of Technology) have been used in studies on technology 
adoption at the individual level. The TAM model was developed with two 
constructs of perceived usefulness and perceived ease-of-use with the intention of 
providing a simplified view of IT adoption during the early 1990s (Gallivan, 2001). 
However, the TAM model was later criticised for not being able to reflect the rapid 
advancements in IT (Benbasat & Barki, 2007).  
Meanwhile, the UTAUT model was inspired by the “fragmented theory and 
research on individual acceptance of information technology” presented by eight 
earlier models (Venkatesh et al., 2003; p467). It was suggested that the UTAUT 
model is capable of explaining 70 percent variance in the individual adoption 
behaviour, compared to only 30 to 40 percent variance in the earlier models 
(Venkatesh et al. 2003).  
One of the main predictors in UTAUT is facilitating conditions. These refer to the 
extent that individuals believe about the existence of organisational and technical 
infrastructure that can support the use of technologies being adopted (Cantamessa 
et al., 2012). In the contexts of ICT adoption involving systems that are considered 
relatively complex such as ERP, some of the facilitating conditions include 
providing training programmes on the newly-adopted system (Amoako-Gyampah 
                                            
32 The DOI (Diffusion of Innovation) model was developed by Everett Roger in 1960 (Sharma & 
Mishra, 2014) 
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& Salam, 2004) and ensuring management commitment in the implementation of 
the system (Chang et al., 2008). These initiatives are necessary to help adopting 
firms keep pace with technological advancements in their work processes. 
3.3 Evolution of manufacturing technologies 
Technology and organisational practices in manufacturing have evolved 
significantly as a result of the types and quantity of technology implemented 
(Percival and Cozzarin, 2010). In the aerospace manufacturing industry, this 
evolution has also been fuelled by the need to satisfy a global customer demand, as 
well as, the growing competition from low-cost industry players in emerging 
economies. The increasing complexity in technologies and the challenges 
associated with timely technology refresh and upgrades have also forced firms to 
focus on workers’ re-skilling and training. 
Technologies used in manufacturing have been referred to as “master tools” that 
magnify the efforts of individual workers and enable production of all manufactured 
goods (Sinha & Noble, 2008; p944). In the decade where technology applications 
in manufacturing were still limited to standalone machines and tools, Henderson 
and Clark (1990) suggested that there are radical manufacturing technologies that 
have the potential to redefine an industry.  
One such “radical” technology at the time was the Computer Numerical Control 
(CNC) machine. Although developed in the 1950s as the Numerical Control (NC) 
machine, CNC has been instrumental in the growth of manufacturing globally, 
providing capabilities such as milling, turning, and grinding on a single machine 
setup (Newman et al., 2008). The CNC has since evolved from its single setup mode 
to being integrated with machine programming and design systems such as 
computer-aided design (CAD), thus, making flexible manufacturing systems (FMS) 
possible (Bi et al., 2014). Arguably, CNC is one of the machines at the centre of the 
evolution of manufacturing technologies. 
The use of technologies in manufacturing has been researched extensively in OM 
literature under the topic of advanced manufacturing technologies, or commonly 
known by its acronym “AMT” (Voss, 1986; Boyer et al., 1996; Small, 2007). 
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Empirical studies over the last three decades refer to AMT as computer-based 
systems and manufacturing techniques that are implemented to improve production 
operations (Suresh & Meredith, 1985; Small & Chen, 1995; Small, 1999; Kotha 
and Swamidass, 2000, Swink & Nair, 2007; Chung & Swink, 2009). Chung and 
Swink (2009) for instance, suggested that AMT refer to a variety of both hard and 
soft manufacturing technologies. Thus, it can be said that AMT had emerged from 
the convergence of manufacturing process technologies that involved machining 
and tooling33 with computer-based control technology (Swamidass & Kotha, 1998).  
Figure 3-8 depicts the convergence of production machinery and equipment, 
production techniques and methodologies, and computer control systems into AMT 
(Kotha & Swamidass, 2000; Swink & Nair, 2007; Chung & Swink, 2009). 
 
Figure 3-8: Convergence of production machinery and equipment, production 
techniques and methodologies, and computer control systems into AMT 
The convergence of electronics and ICT in physical machines has since been 
augmented by the prevalence of network connectivity, which also led to the 
growing interests in Internet-of-Things (IoT). Advancements in internet-based 
systems and applications have also enabled collaborations between the connected 
workspace and the machines and tools on the production floor, as well as with 
manufacturing entities in distant locations.  
                                            
33 The machining and tooling industry generally includes fabricated metal products, industrial and 
commercial machinery, computer equipment and electronic parts (Galbraith & Noble, 2002; Beede 
& Young, 1998). 
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The apparent convergence of physical, computerised and internet-connected 
manufacturing elements, and connectivity forms what is termed as “Cyber-Physical 
Systems” (CPS), which is a natural step forward in the evolution of manufacturing 
technologies (Jazdi, 2014).  
Figure 3-9 depicts the convergence of physical systems, computerised and internet-
connected manufacturing elements (virtual systems), and connectivity into cyber-
physical systems (CPS). 
 
Figure 3-9: Convergence of physical, virtual, and communications systems into 
CPS 
Industry 4.0 envisions a manufacturing environment that utilises intelligent 
machines, systems, and networks that are capable of independently exchanging and 
responding to information (Monostori et al., 2016). As the volume of heterogenous 
data grow across the manufacturing activity, there is an urgent need to adopt 
relevant technologies and to develop the corresponding capabilities. 
3.3.1 Advanced Manufacturing Technologies (AMT) 
Historically, AMT was introduced into the manufacturing activity in the 1950s, but 
it was not until the 1980s that it became widely adopted to improve the 
manufacturing process (Goyal & Grover, 2012). One of the early process 
innovations in AMT was the MRP (Materials Requirements Planning), a new 
approach of managing production planning and control developed in the US in the 
1960s (Voss, 1988). During the 1990s, AMT featured regularly as an emerging 
research topic in OM journals.  
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Swink and Nair (2007) suggested that there is a general agreement in OM literature 
on three types of AMT categories which are design technologies, process (or 
manufacturing) technologies, and planning (or administrative) technologies (Boyer 
et. al., 1996; Swamidass & Kotha, 1998). These three categories of AMT had been 
applied in empirical studies by Small and Yasin (1997), Kotha and Swamidass 
(2000), Swink and Nair (2007), and Chung and Swink (2009) to determine the 
contribution of AMT adoption to manufacturing performance. 
New applications, equipment, and systems have since been introduced to broaden 
the scope of AMT to include a variety of technologies that utilises computers to 
control, track or monitor manufacturing activities (Chung & Swink, 2009). Boyer 
et al. (1996) and Diaz et al. (2003) suggest that the adoption of these technologies 
at the time was often due to their usefulness as standalone units of equipment and 
relatively low cost. Thus, AMT has also been viewed in terms of categories of 
systems that are standalone, intermediate, and integrated (Suresh & Meredith, 1985; 
Small & Chen, 1995; Small, 1999).  
The approach of classifying AMT according to categories of systems that are 
standalone, intermediate, and integrated, promotes the idea that any impact of 
technology adoption on manufacturing performance should be examined as a 
combination of technologies being adopted (Chung & Swink, 2009). This 
classification recognises that the combination of technologies being adopted can be 
influenced by legacy systems that firms have in their possession at the time of 
adopting new manufacturing technologies (Suresh & Meredith, 1985; Small & 
Chen, 1995; Small, 1999). Thus, this research does not apply this classification as 
it is believed to be suitable for a longitudinal study. 
Table 3-3 offers a view of technologies under the categories of design, process (or 
manufacturing), and planning (or administrative), as well as the stated purpose of 
AMT in the respective studies. The studies were selected to represent the decades 
they were conducted, as well as the discussions on the purpose of AMT at the time. 
This is to enable a comparative review of the types of AMT that have been in focus 
over a period of more than twenty years. This approach provides a perspective on 
the evolutionary nature of manufacturing technologies for this research. 
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It can be inferred from the summary provided in Table 3-3 that the purpose of AMT 
adoption was viewed in a broader perspective of increasing firm’s competitiveness 
during the late 1980s and the 1990s (Voss, 1988; Dean & Snell, 1991; Boyer et al., 
1997; Small & Yasin, 1997; Swamidass & Kotha, 1998). This view subsequently 
evolved into specific purposes of improving manufacturing performance and 
capabilities (Nair & Swink, 2007; Bourne, et. al., 2011; Tassey, 2014) in later years. 
The adoption of CAD proves significant across the selected literature in Table 3-3. 
This is closely followed by CAM, also from the design category; as well as CNC 
and FMS, from the process or manufacturing category. The list in Table 3-3 also 
identifies JIT34 and TQM in the planning or administrative category although both 
were excluded from the AMT list in later studies. The planning or administrative 
category had also included electronic mail and electronic data interchange in earlier 
AMT research (Boyer et al., 1997; Small & Yasin, 1997); both of which are 
omnipresent in today’s manufacturing activity. 
As the adoption of AMT evolved from the implementation of standalone units to 
integrated systems, manufacturers began to recognise that AMT changes the 
characteristics of their production processes. For instance, technologies that support 
Flexible Manufacturing Systems35 (FMS) and Computer-Integrated 
Manufacturing36 (CIM) began to attract interest. They also noticed that the extent 
of improvement relies on the types of AMT being implemented and the level of 
integration of these varied technologies (Percival, 2009).  
                                            
34 JIT, or just-in-time, is a comprehensive approach to continuous manufacturing improvement 
based on the notion of eliminating all waste in the manufacturing process. Developed in its initial 
for at Toyota, JIT is one of the most important approaches to gaining a competitive edge through 
improving the manufacturing process (Sakakibara et al., 1993; p177; Lawrence & Hottenstein, 
1995). 
35 Flexible manufacturing systems (FMS) refers to a network of machine tools linked together by a 
material-handling system, and controlled by a central computer (Kalpakjian & Schmid, 2014; 
p1124). 
36 Computer-integrated manufacturing (CIM) refers to the integration of software and hardware 
needed for computer graphics, computer modelling, computer-aided design, and manufacturing 
activities, from initial product concept through its production and distribution in the marketplace 
(Kalpakjian & Schmid, 2014; p25). 
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Table 3-3: Types of AMT based on the classification of Design, Process (or Manufacturing), and Planning (or Administrative) 
Authors Purpose of AMT adoption Design Process / Manufacturing Planning / 
Administrative 
CAD CAE CAM CAPP CNC CIM FMS AMHS 
MRPI/
II 
robots JIT TQM 
Voss, 1988 Increase firm’s competitiveness. *  *  *  *  * * *  
Dean & Snell, 
1991 
Facilitate integration of production 
processes, functional departments, 
and manufacturing goals. 
* * * *  * *    * * 
Boyer et al., 1997 
Improve manufacturing 
performance. 
*    *        
Small & Yasin, 
1997  
Improve manufacturing operations. *   * * * *      
Swamidass & 
Kotha, 1998 
Integrate manufacturing processes 
to improve productivity and 
flexibility. 
* * *  *  *  *    
Nair & Swink, 
2007 
Improve manufacturing 
capabilities. 
* * * *   *  *    
Bourne, et. al., 
2011 
Improve productivity. * * *  *     *   
Tassey, 2014 
Increase technology-based growth 
especially from R&D. 
* * * * * * * * * *   
Legend: 
CAD – Computer-Aided Design 
CAE – Computer-Aided Engineering 
CAM – Computer-Aided Manufacturing 
CAPP – Computer-Aided Process Planning 
CNC – Computer Numerical Control 
CIM – Computer Integrated Manufacturing 
FMS – Flexible Manufacturing System 
AMHS – Automated Material Handling Systems 
MRP I/II – Materials Requirement Planning 
Robots – industrial robots 
JIT – Just-In-Time 
TQM – Total Quality Management 
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AMT adoption has led to massive investments in technology acquisition and 
manufacturing process reconfigurations, leading to various empirical studies on 
AMT investment justification such as those explored by Small and Chen (1995), 
Brandyberry et al. (1999), and Hofmann and Orr (2005). These studies were 
supported by a strand of OM research which focused on the reasons for AMT 
adoption. Table 3-4 illustrates some of these reasons based on selected studies. 
Authors Reasons for AMT adoption 
Boyer, 1999 
To produce a large variety of products cost effectively, improve 
production flexibility with greater control of the manufacturing 
process. 
Lewis & Boyer, 2002 
To enable greater process control and improve production precision 
and speed, ultimately, developing operations as a competitive 
advantage. 
Chung & Swink, 2009 
To reduce costs, improve speed of delivery, attain high volume 
mass customisation, achieve volume efficiencies, and product 
flexibility. 
Bogue, 2012 
To reduce time to market and improve on ability to respond rapidly 
to changing customer requirements. 
Goyal & Grover, 2012 To improve overall effectiveness of a manufacturing system. 
Table 3-4: Reasons for AMT adoption 
The reasons for AMT adoption includes the need to produce a large variety of 
products cost effectively (Boyer; 1999), to enable greater process control and 
improve production precision and speed (Lewis & Boyer, 2002), to improve speed 
of delivery, attain high volume mass customisation, achieve volume efficiencies, 
and product flexibility (Chung & Swink, 2009), to reduce time to market and 
improve on ability to respond rapidly to changing customer requirements (Bogue, 
2012), and to improve overall effectiveness of a manufacturing system (Goyal & 
Grover, 2012). 
Although these studies share a common focus on improving manufacturing 
performance from AMT adoption, early researchers indicate that firms had initially 
been motivated by a cost-cutting strategy (Dean & Snell, 1996; Chung & Swink, 
2009). This had led to undue focus on a short-term business strategy. Thus, 
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researchers such as Schroder and Sohal (1999), Kotha and Swamidass (2000), 
Swink and Nair (2007) and Co et al. (2011) suggest that investment in AMT should 
be addressed with a long-term view of influencing the development of a firm’s 
competitive advantage, instead of a narrow focus on cost reduction alone. 
Research on AMT adoption highlight the positive impact on firm performance 
(Beaumont & Schroder, 1997; Jonsson, 2000; Raymond & St-Pierre, 2005). 
However, these studies had focused on specific aspects of firm performance such 
as job design (Dean & Snell, 1991), manufacturing infrastructure (Boyer et al., 
1997), customer retention (Tracey et al., 1999), investment justification (Small, 
2007), and technology implementation (García & Alvarado, 2012).  
Additionally, OM research has also considered the use of AMT in enhancing a 
firm’s process knowledge and operational capabilities, and helping to reduce the 
need for trade-offs (Boyer & Lewis, 2002; Rosenzweig & Roth, 2004). This view 
implies that it is not impossible for firms to develop multiple capabilities 
simultaneously, and that a combination of capabilities (from AMT adoption) can 
positively affect a firm’s performance (Kotha and Swamidass, 2000; Chung and 
Swink, 2009). Thus, this research recognises that capabilities can influence each 
other simultaneously and positively over time, and that the rate of improvement 
relies on the success of manufacturing technologies adoption within the firm. 
In order to understand the significance of AMT adoption; and to apply the 
understanding to CPS adoption, it is important to review the research contexts of 
empirical studies in terms of its merits and popularity in selected industries, as well 
as, the size and location of firms being studied. Two main themes are applied by 
empirical studies on AMT adoption. The first is a theme that links the adoption and 
implementation of AMT to firm performance, and the other justifies the investment 
on AMT to operational and business outcomes.  
Table 3-5 provides some insights into these studies in terms of the impact of AMT 
adoption on firm performance. 
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Table 3-5: Empirical studies measuring impact of AMT adoption on firm performance 
Authors Objective(s) of study Sample size Findings 
Dean & Snell, 
1991 
Impact of AMT, JIT and TQM on 
job design. 
123 US plant managers in metal-
working industry 
Importance of integrating technical and organizational 
processes to align AMT adoption with job design.  
Boyer et al., 1997 
Impact of AMT adoption on firm 
performance when manufacturing 
infrastructure is improved. 
202 US companies in metal-working 
industry, in various stages of AMT 
implementation 
Firms that invest in both AMT and manufacturing 
infrastructure concurrently perform better than firms that 
invest in one or the other. 
Kotha & 
Swamidass, 2000 
Relationships among AMT, strategy, 
and firm performance. 
160 US manufacturing firms from a 
group of six industries 
Firms must match strategy and AMT adoption in order to 
achieve growth or profitability. 
Hofmann & Orr, 
2005 
Determinants of AMT investment in 
large German manufacturers. 
50 German manufacturers mainly 
from automotive and aerospace (20%), 
and machinery industries (16%) 
Successful AMT investments occur more often when idea 
was initiated by middle management. 
Small, 2007 
Impact of planning, investment 
justification, and project installation 
on AMT adoption. 
82 US manufacturing firms in discrete 
parts and durable goods grouping (US) 
AMT adoption must be supported by proper planning 
(from investment decision to project installation), and 
development of human and technology resource. 
Chung & Swink, 
2009 
Relationship between patterns of 
AMT utilisation and development of 
manufacturing capabilities.  
224 US manufacturing plants in 
discrete parts and assembled products 
grouping 
AMT adoption enables plants to attain multiple 
capabilities simultaneously, although limited to improved 
delivery and flexibility. 
García & 
Alvarado, 2012 
Relationship between AMT 
implementation and firm 
performance in Mexico. 
189 manufacturing firms in nine 
industries including automotive, 
electronics, and medical in Mexico 
Firms face eight key challenges in AMT implementation, 
including maintenance, installation and setup, supplier 
relationships, and investment justification process. 
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Studies on AMT adoption have largely been based on sample sizes of US 
manufacturing firms with at least 50 employees, selected based on the Standard 
Industrial Classification (SIC) codes (Boyer et al., 1997; Swamidass & Kotha, 
1998; Lewis & Boyer, 2002; Das & Nair, 2010). They represent industries such as 
primary and fabricated metal, industrial and computer equipment, electronic and 
electrical, and transportation equipment. In Table 3-5, except for Dean and Snell 
(1991) and Boyer et al. (1997) whom specified sample sizes of firms in the metal-
working industry, the rest of the studies selected manufacturing firms from the 
industries based on the aforementioned SIC codes. 
Studies conducted in Germany and Mexico were also featured in Table 3-5. The 
former targeted large manufacturers in Germany, of which 10 out of 50 respondents 
were from automotive and aerospace sectors (Hofmann & Orr, 2005). The study 
focused on determining the impact of managerial participation in the decision-
making process for AMT investment, concluding that AMT investments were more 
likely to be successful when the idea for its adoption was mooted by middle 
managers.  
Whereas, the latter study in Mexico generated responses from small and medium 
enterprises in a specified industrial region, representing industries such as 
automotive, electronic, plastic, building materials, and medical (García & 
Alvarado, 2012). This study represents an insight into AMT adoption in an 
emerging economy that have benefited from the offshoring of low-value 
manufacturing activities by manufacturers in developed economies.  
Except for the study in Germany, the selection of samples for the rest of the studies 
highlighted in Table 3-5 is indicative of the levels of capabilities of the 
manufacturing firms. For instance, it can be deduced that if placed within a value 
network of suppliers and partners in their respective industries, these firms are 
positioned among components and parts manufacturers that supply to a lead firm or 
an OEM. 
Empirical studies on AMT adoption had inclined to focus on success stories, rather 
than on the failures (Kotha & Swamidass, 2000; Small, 2006; Goyal & Grover, 
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2012). Failures have largely been associated with issues in the selection of 
appropriate AMT, evaluation of AMT investment, and implementation (Goyal & 
Grover, 2012). These issues have been addressed in AMT literature that focused on 
criticality of selection (Sambasivarao & Deshmukh, 1995; Chen & Small, 1996), 
evaluation of the potential investment (Kakati, 1997; Brandyberry et al., 1999; 
Hofmann & Orr, 2005) and the need for a structured implementation (Voss, 1988a; 
Small & Yasin, 1997; Lewis & Boyer, 2002).  
Implementation challenges, in particular, have been attributed to the 
communication of new technologies within the firm, commitment across functional 
departments, education and awareness of new technologies, and lack of previous 
experience in technology implementation (Jonsson, 2000; Gordon & Sohal, 2001; 
Walters et al., 2006). Other reasons cited for failures include inability of firms to 
integrate AMT with existing systems of processes, and infrastructural problems 
such as inadequate organisational planning and preparation (Small, 2007).  
Due to the criticality of success in AMT adoption, researchers have suggested 
various perspectives of success in AMT adoption. Voss (1988b) implied that AMT 
adoption contribute to a technical success when the technologies function according 
to their specifications. However, technical success may not necessarily translate 
into business success in terms of increased productivity, reduced lead-time, 
improved quality, and improved flexibility (Voss, 1988b).  
Meanwhile, Udo and Ehie (1996) suggest that the measure of success of AMT 
adoption should be in terms of tangible and intangible benefits to the firm. They 
posited that tangibles are those that can be measured in direct monetary terms, such 
as inventory savings, optimisation of floor space, improved return on investment, 
and reduced unit cost of production. While intangibles are those benefits that appear 
to have long term impact on the business, such as enhanced competitive advantage, 
increased flexibility, improved product quality and quick response to customer 
demand (Udo & Ehie, 1996; p7). 
Apart from defining success of AMT adoption, various studies also investigated 
success factors. Some of these success factors are listed in Table 3-6. The list offers 
a balance of structural and infrastructural elements as success factors. Dean and 
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Snell (1991) and Small (2007) suggested inter-departmental coordination, while 
Boyer et al. (1997) suggested that infrastructural elements must include upgrading 
of workforce skills. Incidentally, the development of clear strategies (García & 
Alvarado; 2012) and the alignment with firm’s business strategy (Kotha & 
Swamidass, 2000) are also considered as important success factors.  
Authors Success factors 
Dean & Snell, 1991 Inter-departmental coordination  
Boyer et al., 1997 
Manufacturing infrastructure including upgrading of 
workforce skills 
Kotha & Swamidass, 2000 Alignment of AMT adoption with firm’s growth strategy 
Small, 2007 
Alignment with business strategy and inter-departmental 
coordination  
García & Alvarado, 2012 Development of clear strategies to help solve challenges 
Table 3-6: Success factors for AMT adoption 
A firm’s early possession of strategic resources and capabilities can enable a 
successful adoption of AMT, provided the implementation focuses on the extant 
use of AMT, firm-specific AMT knowledge accumulation, and the transfer of AMT 
ideas among networks of firms (Sohal et al., 2006). Firm’s experience in AMT 
adoption can help to increase the awareness and need for newer technologies, skills, 
and knowledge. 
3.3.2 Cyber-Physical Systems (CPS) 
The term Cyber-Physical Systems (CPS) was coined in the US in 2006 to refer to 
the increasing importance of the interactions between interconnected computing 
systems and the physical world (Wang et al., 2015; Leitao et al., 2015). CPS is 
defined as “automated systems that enable connection of the operations of the 
physical reality with computing and communication infrastructures” (Jazdi, 2014; 
p2). CPS technologies such as wireless system integration, wireless controls, 
machine learning, and sensor-based tools provide a focused capability of sensing, 
cross-platform-communication and control for manufacturing (Wright, 2014). 
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From a system components perspective, manufacturing technologies have evolved 
from embedded systems to CPS (Mosterman & Zander, 2015). Embedded systems 
refer to the combination of computer systems that are configured for specific 
functions, residing within a larger functional system, but typically lacking in real-
time connectivity capability (Lu, 2017; Hehenberger et al., 2016; Sanislav & 
Miclea, 2012; Lee, 2008). Whereas, CPS are “open, linked-up systems that operate 
flexibly, cooperatively (system-system-cooperation) and interactively (human-
system-cooperation)” (Mikusz, 2014; p385). In other words, while embedded 
systems focus on computational elements that are hosted in stand-alone devices, 
CPS exist in a network of interacting computational and physical devices (Leitao et 
al., 2015). This characteristic emphasises the integration of computation systems 
with physical processes, either by machines or humans.  
The evolution of embedded systems to CPS is also characterised by the growing 
presence of heterogeneous data and knowledge integration (Lu, 2017). This is based 
on the understanding that the entire manufacturing process generate huge amount 
of data. Some of these data can be analysed and converted into knowledge that can 
help manufacturers reduce product development costs and timeframe, while 
enhancing product functionalities (Hehenberger et al., 2016). The system capability 
that captures, stores, analyse these data is enabled by the availability and 
affordability of sensors, data acquisition systems and computer networks (Lee, et. 
al, 2015). 
The development of CPS can be described by three different, but interrelated, 
phases (Hermann et al., 2016). In the first phase, CPS focuses on identification 
technologies such as RFID37 (Radio Frequency IDentification) tags so that an item’s 
status within the manufacturing process can be identified and tracked (Zhou & 
Piramuthu, 2012). The second phase of CPS development is characterised by 
machines and tools that are equipped with sensors and actuators, but with limited 
interoperability as they may operate as standalone units. The third generation of 
                                            
37 RFID provides item-level identification capability, as well as enables local storage and retrieval 
of relevant features associated with each item (Zhou & Piramuthu, 2012). 
 115 
CPS are not only equipped with sensors and actuators, but are able to exchange, 
store, and analyse data via a secure communication link (Hermann et al., 2016). 
Today, a typical setup of CPS consists of a control unit comprising one or more 
microcontrollers, which regulate the sensors and actuators that require a 
communication interface to interact with other machines or the human users, as well 
as process the data obtained (Jazdi, 2014). This setup is prevalent not only on the 
factory floor but can also be observed in an aircraft, for instance, where sensors and 
networking systems enable the monitoring of its operation while coordinating with 
ground stations (Khaitan & McCalley, 2015). 
Empirical research on the adoption of CPS in the OM domain is scarce. Key 
discussion topics are explored by IEEE journals on CPS concepts and scope (Hu et 
al., 2016; Kim & Kumar, 2012; Sha et al., 2008), CPS characteristics (Monostori et 
al., 2016; Hehenberger et al., 2016; Mikusz, 2014), as well as, the utility and impact 
of CPS on manufacturing activities (Babiceanu & Seker, 2016; Herterich et al., 
2015; Wang et al., 2015; Dworschak & Zaiser, 2014). One of the most significant 
aspects of utility and impact of CPS on manufacturing highlighted by these 
researchers is the accumulation and transformation of massive data into information 
that assist in organisational decision-making. 
The concept of connected systems in CPS enables planning that improves 
communication among machines. The communication interface in CPS is critical 
in augmenting the inter-working of embedded controllers, sensor systems, robots, 
and humans (Brettel et al., 2014). For machine-to-machine interactions, 
manufacturers have traditionally relied on wired connectivity among manufacturing 
systems in the form of point-to-point or peer-to-peer connections (Bi et al., 2014).  
Fortunately, the prevalence of wireless networks today provides the network 
ubiquity that enables not only machine-to-machine interactions but also seamless 
human-to-machine exchanges. The advancements in wireless broadband network 
connectivity, for instance, allow the capabilities of individual machine tools to be 
queried, instructions downloaded and executions monitored at real time (Bourne et 
al., 2011); both by other machines as well as by human operators. 
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The components that make up a typical CPS as described in the preceding 
paragraphs are illustrated in Figure 3-10. 
 
(Adapted from Brettel et al. (2014; p38)) 
Figure 3-10: Typical components of CPS  
Development in electronics, wireless communication, internet bandwidth, 
including the availability of sophisticated computing devices; and the continuous 
improvements in energy capacity have contributed to the transformation of 
manufacturing technologies into CPS (Lee, 2008; Rajkumar et al., 2010). With the 
increased demand for complex products such as an aircraft, the manufacturing 
activity requires sensor-intensive, computer-controlled production machinery 
(Wright, 2014). Incidentally, the aerospace industry is recognised as a leading 
industry in creating the demand for CPS technologies. This is attributed to the 
industry’s need for safety-critical aircraft components and parts that are produced 
timely and precisely (Rajkumar et al., 2010). 
One of the main aspects of the aerospace manufacturing activity that relies on CPS 
technologies is design. The design requirements span across the industry which 
includes aerodynamics, new engines, alternative fuels, as well as flight deck and 
cabin configurations (Sampigethaya & Poovendran, 2013). The application of CPS 
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technologies features prominently in each component’s early design process as 
described earlier in this chapter. 
It is apparent that manufacturing technologies have evolved from the standalone 
production machines, computer systems, and production techniques to the 
integrated platform of networked and connected computer systems, virtual systems, 
and physical processes on CPS. This evolution is depicted in Figure 3-11 
illustrating the initial convergence of production machinery and equipment, 
computer control systems, and production techniques and methodologies to form 
advanced manufacturing technologies (AMT). With the advancements of 
computing and communication technologies, these manufacturing technologies can 
be differentiated according to their characteristics of physical, virtual, and 
communication; which then forms cyber-physical systems (CPS). Monostori et al. 
(2016) refer to the convergence as the intersection, while Rajkumar et al. (2010) 
suggest that it is the confluence of the physical and the cyber.  
 
(Adapted from Kotha and Swamidass (2000), Swink and Nair (2007), and Chung and 
Swink (2009) for AMT; Rajkumar et al. (2010); Wang et al. (2015), Monostori et al. (2016) 
for CPS) 
Figure 3-11: Evolution of manufacturing technologies into CPS  
3.4 Industry 4.0 technologies 
Advancements in information and communication technologies (ICT) are regarded 
as the catalyst for pervasive computerisation in manufacturing and the driver for 
improved integration with suppliers, business partners, and customers. The ICT 
industry has since been experiencing increased demand in sensors, actuators, 
microchips, and autonomous systems (Roblek et al., 2016). Both phenomena of 
computerisation and integration have enabled manufacturers to utilise and benefit 
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from some of the unique features of Industry 4.0 such as visualisation and real-time 
collaboration (Masood et al., 2015; Posada et al., 2015). 
Industry 4.0 envisions a manufacturing environment that utilises intelligent 
machines, systems, and networks that are capable of independently exchanging and 
responding to information (MacDougall, 2014). The two main components of 
Industry 4.0 are Internet-of-Things (IoT) and Cyber-Physical Systems (CPS) (Qin 
et al., 2016; Mosterman & Zander, 2015; Jazdi, 2014). 
As highlighted in Chapter 1, IoT is “a collection of physical items that contains 
electrical, mechanical, computing, and communication mechanisms which enable 
internet-based communication and data exchange” (Thames & Schaefer, 2016; 
p13). In manufacturing, IoT is represented by the connectivity and interactivity 
among machines, devices, and tools that are equipped with sensors, actuators, and 
RFID (Giusto, 2010). One of the direct output of having machines and tools 
networked over a high-speed communication link is the huge amount of data. This 
phenomenon has brought about two of the most significant technologies in Industry 
4.0 namely data analytics38 and cloud39. 
The adoption of data analytics and cloud have featured in literature as catalysts for 
manufacturing process improvement. Both technologies can provide manufacturers 
with various capabilities including the ability to configure the production process 
in order to reduce machine downtime (Thames & Schaefer, 2016; p14), reduce 
product prototyping turnaround time (Cheng et al., 2016; p408), reduce product 
assembly turnaround time (Wang et al., 2015; p524), improve overall equipment 
efficiency and reliability (Lee et al., 2015; p6), implement rapid product 
                                            
38 Data analytics refer to the process that applies tools and techniques that leverage on the 
combination of process capability (such as a analytical software), memory, storage, and network 
(Babiceanu & Seker, 2016). 
39 Cloud refers to the technology that enables “everywhere, easy and on-demand” computing access 
to a shared pool of resources (including networks, servers, storage, applications) over a network, 
where there is zero or minimal interaction with or involvement of the service providers (Ogunde & 
Mehnen, 2013; p79). 
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development (Brettel et al., 2014; p38), and increase production transparency 
(Schuh et al., 2014; p54).  
Figure 3-12 depicts the flow of data collection in a typical system architecture to 
illustrate the connectivity on a factory floor. The system architecture view shows 
four components comprising devices, controls, access points, and access networks. 
The big data platform and applications are indicated in grey to denote that they may 
exist in physical servers within the firm or virtualised within cloud computing. 
 
(Adapted from Wan et al. (2016)) 
Figure 3-12: System architecture view depicting the flow of data collection to 
illustrate the significance of connectivity in the manufacturing process 
In a design process, for instance, the design application will send design parameters 
and specifications via access points and networks to the 3D printing devices as 
indicated in Figure 3-12. As the printing of the prototype begins, the devices will 
communicate relevant data according to the data collection path, via wireline or 
wireless connectivity. The big data platform then processes the data based on the 
decision-support requirements of the firm, which are fed into various applications 
as appropriate.  
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The ability to manage huge amount of data that are produced by machines on the 
factory floor is fast becoming a necessity rather than a novelty. Some of these 
capabilities are summarised in Table 3-7 to depict the nature of improvements that 
can be expected from the adoption of data analytics and cloud. 
Authors Improvements enabled by Industry 4.0 
Thames and Schaefer 
(2016; p14) 
Ability to deploy network devices that share a common software 
provides the flexibility for manufacturers to configure machines and 
tools based on changes in processes; thus, reduces machine 
downtime. 
Cheng et al. (2016; 
p408) 
Dynamic configuration mode for production process that enables 
design, assembly, and testing of product to be done in modules that 
can be combined via software applications; thus, reducing product 
prototyping turnaround time. 
Wang et al. (2015; 
p524) 
Virtual-to-real remote component assembly in real-time, where an 
off-site operator can manipulate a physical robot instantly via 
virtual robot control in cyber-workspace; thus, reducing product 
assembly turnaround time. 
Lee et al. (2015; p6) Ability to process and analyse machining data, evaluate the health 
condition of critical machine and tool components, and improve the 
overall equipment efficiency and reliability by predicting upcoming 
failures, scheduling maintenance beforehand and adaptive control. 
Brettel et al. (2014; 
p38) 
Rapid product development as data is exchanged among humans, 
machines and products. 
Schuh et al. (2014; p54) Simplify complexity of the value chain through virtual sharing of 
participants’ output and performance, as well as problems and 
bottlenecks; which increases production transparency. 
Table 3-7: Manufacturing process improvements enabled by Industry 4.0 
These improvements highlight a departure from the traditional manufacturing 
challenge where data originate from machines and tools that are standalone, as well 
as stored and distributed in a variety of formats that are often incompatible. The 
examples of data analytics and cloud provide a perspective on how CPS transforms 
the manufacturing process. 
3.4.1 An overview of Industry 4.0 
Many industrialised nations today have begun to embrace Industry 4.0 with their 
respective national initiatives. The common objective is to improve manufacturing 
efficiency and productivity while optimising new systems and processes by 
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utilising the latest technologies. This objective is the essence of the Industry 4.0 
vision made popular by the German government in 2011 as “Industrie 4.0”. It was 
introduced to describe the country’s high technology strategy that promotes the 
merging of real and virtual worlds by employing ICT (Mosterman & Zander, 2015). 
Although almost 90 percent of Germany’s industrial manufacturing processes are 
already supported by ICT, the Industry 4.0 action plan is intended to strengthen its 
position as the world’s leading manufacturing equipment supplier (Kagermann et 
al., 2013). 
Ironically, early advancements of ICT were not embraced immediately in the 
manufacturing activity but instead were actively adopted in the consumer space. 
For example, Apple released its iPod range of mobile devices in late 2005 (Dedrick 
et al., 2009), but the manufacturing industry has not been as swift in incorporating 
mobile devices on the production floor. However, this phenomenon took a turn 
when the concept of CPS was coined in 2006 by American scientist Helen Gill (Lee 
& Seshia, 2017; p5). The term CPS refers to the idea that “a new generation of 
systems with integrated computational and physical capabilities can interact with 
humans through many new modalities” (Baheti & Gill, 2011). This development 
was regarded as the long overdue recognition that ICT can in fact play a significant 
role in the manufacturing activity. 
The intellectual appeal of Industry 4.0 rests on the fact that it is being observed a 
priori, instead of ex-post like its predecessors (Drath & Horch, 2014; Lasi et al., 
2014). This may suggest that the scope of technogical advancements in Industry 4.0 
is not yet final. In fact, this explains the heightened interests among governments, 
industries, and businesses because it offers opportunities for everyone to influence 
the eventual shape that Industry 4.0 will take (Hermann et al., 2016). 
Industry 4.0 has become a recurring topic and written extensively by research 
houses, consulting companies, and large technology-based multinationals, as well 
as discussed at various industry and scientific conferences regularly (Lu, 2017; 
Hermann et al., 2016). These organisations appear to convey a similar core message 
that Industry 4.0 is set to transform manufacturing significantly. 
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There have been at least two attempts at reviewing literature on the topic of Industry 
4.0 within the academic space. The first was conducted to explore the latest content, 
scope, and findings (Lu, 2017), and the other was to establish the academic research 
value of Industry 4.0 (Liao et al., 2017). While Lu (2017) examined published 
papers from 2011 to 2016 in the databases of Web of Science and Google Scholar, 
Liao et al. (2017) conducted a systematic search through three electronic databases, 
namely Web of Science, Scopus, and Science Direct, up until June 2016.  
Between the years 2011 to 2014, Lu (2017) found an annual average number of 
published papers at 13, with an average annual citation of 157. This was followed 
by a sudden surge of papers in 2014. These papers have all included a citation of 
the industry report authored by Kagermann et al. (2013). The report is an output of 
Germany’s Industry 4.0 Working Group at the National Academy of Science and 
Engineering, which is the most quoted reference on Industry 4.0 (Liao et al., 2017).  
Liao et al. (2017) found that 70 percent of peer-reviewed articles on the Industry 
4.0 topic are published mainly in Computer Science and Engineering journals; 
particularly in Automation Technology and Proceedings of the IEEE. The topics 
have largely focused on technologies, tools, and applications (Lu, 2017), for 
instance, intelligent manufacturing and automation technologies, and advanced 
information and manufacturing systems (Liao et al., 2017). Although Industry 4.0 
is a growing research topic in scientific journals, it has not been addressed widely 
in the OM space40.  
The academic research fraternity has offered various definitions of Industry 4.0. 
Hermann et al. (2016; p3928) define Industry 4.0 as “the convergence of industrial 
production and information and communication technologies (ICT)”. Whereas, Lu 
(2017; p3) describes Industry 4.0 as an integrated, adapted, optimised, service-
                                            
40 Based on database search on the keyword “Industry 4.0” in high-ranking OM journals such as 
Journal of Operations Management, International Journal of Operations and Production 
Management, Production and Operations Management, and Manufacturing and Service Operations 
Management over a period of six months up to 10th September 2017. 
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oriented, and interoperable manufacturing process which involves algorithms, big 
data, and various technologies. 
In the US, the Industrial Internet Consortium41 (IIC) defines Industry 4.0 as “the 
integration of complex physical machinery and devices with networked sensors and 
software, used to predict, control and plan for better business and societal 
outcomes” (Hermann et al., 2016; p3930), citing Industrial Internet Consortium 
(2014). Therefore, Industry 4.0 and Industrial Internet are terms that are coined to 
denote the merger of the physical components of manufacturing with systems that 
are equipped with sensors and controls, all interconnected via the internet or a 
secure network connectivity. 
3.4.2 Characteristics and components of Industry 4.0 
Industry 4.0 offers a vision of the manufacturing activity that uses technologies to 
achieve operational efficiency and productivity. These can be achieved through the 
enhancement of manufacturing ecosystem with autonomic characteristics such as 
self-configuration, self-monitoring, and self-healing (Thames & Schaefer, 2016). 
The phrases “smart manufacturing” and “smart factory” represent this ecosystem 
and are often applied to refer to the ultimate vision of manufacturing plants and 
factories in Industry 4.0 (Esmaeilian et al., 2016; Liao et al., 2017). 
“Smart manufacturing” is a fundamental concept in Industry 4.0. It is based on the 
idea that manufacturing will be equipped with sensors, actors, and autonomous 
systems that provide manufacturers with the ability to improve processes through 
self-optimisation and autonomous decision making (Roblek et al., 2016; Thames & 
Schaefer, 2016). With all the technologies and process transformation that smart 
manufacturing offers, “smart factory” represents the end-state that a manufacturing 
firm can expect to achieve in Industry 4.0. The concept of smart factory is depicted 
                                            
41 Founded in March 2014, the Industrial Internet Consortium (IIC) is the open membership, not-
for-profit organization that catalyses and coordinates the priorities and enabling technologies of 
industry, academia and the government around the Industrial Internet (Industrial Internet 
Consortium, 2014). 
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in Figure 3-13 as the centre of the Industry 4.0 elements that is supported by various 
interconnected functions.   
 
(Adapted from Kagermann et al. (2013)) 
Figure 3-13: The Smart Factory concept at the centre of the Industry 4.0 framework 
Due to the pervasiveness of manufacturing technologies, the Smart Factory does 
not only manufacture products more efficiently but also ensures that products are 
traceable to their combination of raw materials; hence, the notion of smart product 
(Roblek et al., 2016). The interface with smart buildings, smart logistics, smart 
mobility, and smart grids represent the interconnectedness of the Smart Factory 
with its internal and external infrastructure. This interface highlights the integration 
and interoperability of all the elements in the Smart Factory concept. 
Other views on the characteristics of Industry 4.0 includes that offered by Hermann 
et al. (2016) whom recommend interoperability, virtualisation, decentralisation, 
real-time capability, service orientation, and modularity; suggesting that these are 
the states of capabilities that firms can expect to achieve. For instance, 
interoperability refers to the ability of computer systems to interact with each other 
across different software architecture and operating systems (Lu, 2017). While 
virtualisation represents the separation of a function such as the sensor network, 
which is typically physical, into its virtual self (Hehenberger et al., 2016). 
Incidentally, these characteristics are also identified as capabilities that firms can 
 125 
expect to achieve when adopting technologies in Industry 4.0 (Lasi et al., 2014; 
Hermann et al., 2016; Shafiq et al., 2016). 
Meanwhile, Vogel-Heuser and Hess (2016) suggest that the characteristics of 
Industry 4.0 are cloud or intranet, data integration, flexible machine adaptation, 
intelligent collaboration and self-organising, secure communication, and systems 
optimisation. They suggest that the challenge for manufacturers remain in the need 
to combine these characteristics effectively. Arguably, these different sets of 
characteristics are similar in that they reflect a broad range of capabilities that can 
be derived from Industry 4.0.  
Industry 4.0 is driven by numerous technologies, as well as industry standards and 
best practices. Some of the technologies include those that have been addressed 
individually in OM research such as Computer-Aided Design (CAD) (Malhotra et 
al., 2001; Kotha & Swamidass, 2000), Radio Frequency Identification (RFID) (Hitt 
et al., 2016; Jin et al., 2015) and Enterprise Resource Planning (ERP) (Tao et al., 
2011; Choi et al., 2001). Industry standards and best practices that are relevant to 
Industry 4.0 today have been identified in OM research in the contexts of managing 
product complexity (Closs et al., 2008), improving a firm’s position in a value 
network (Mills et al., 2004), and managing supplier risk in a supply chain (Sinha et 
al., 2004). Thus, some of the components and characteristics of Industry 4.0 are not 
uncommon to OM research.  
There are numerous technologies today that can fit into the spectrums of IoT and 
CPS. For instance, the range of technologies in visual computing forms part of IoT 
and CPS (Georgakopoulos et al., 2016; Posada et al., 2015). Visual computing 
technologies such as intelligent robotics, industrial automation, big data analytics, 
product life-cycle management, semantic technologies, encryption, and cloud 
technologies can be regarded collectively as a unifying element for various 
applications in Industry 4.0. Based on the suggestions by Georgakopoulos et al. 
(2016) and Posada et al. (2015), Figure 3-14 summarises the range of visual 
computing technologies to illustrate how a specific range of technologies represents 
the scope of Industry 4.0. The technologies highlighted are representative of the 
combination of the physical and cyber elements. 
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Figure 3-14: Some of the key technologies available in Industry 4.0, as represented 
by a selection of visual computing technologies 
Based on Figure 3-14, automation and robotics are often regarded as the more 
conspicuous technologies associated with CPS (Roblek et al., 2016; Hermann et al., 
2016). In fact, automation and robotics are not only representative of the overall 
digitisation of business and manufacturing processes (Roblek et al., 2016), but also 
a necessary support to their human counterparts for complex, risky, or continuous 
tasks (Hermann et al., 2016; Esmaeilian et al., 2016). 
As one of the visual computing technologies highlighted in Figure 3-14, big data 
analytics refer to the collection and intelligent analysis of massive amount of data 
gathered from all connected machines, tools, and devices within the manufacturing 
activity. These data are combined with external sources including market trends, 
economic factors, current and future demands and enterprise resources for strategic 
business decision-making (Lee et al., 2015; p4).  
Whereas, Product Lifecycle Management (PLM) provides a comprehensive view 
of engineering activities around the creation and management of product-related 
information from initial concept, through design, development and production, to 
service, support, disposal and recycle (Ameri & Dutta, 2005; p577). This is enabled 
by ICT solutions that facilitate communication and collaboration across functional, 
organisational and geographical boundaries (Zhang & Gregory, 2011; p741). 
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Meanwhile, semantic refers to technologies that provide a common “language” for 
machines and applications to interact and share data with each other, for instance, 
in data and signal processing (Gusmeroli et al., 2009; p63). While cloud 
technologies are best described as a dynamic and scalable computing mode where 
all resources including network, servers, storage, application, and computing are 
virtualised and provided as a service over the internet (Xiong et al., 2015; p43). 
Therefore, cloud technologies comprise all that apply in the resources for cloud 
computing. 
Because Industry 4.0 promotes efficient control and management of machines, 
tools, and production processes through the use of technologies, manufacturing 
firms are able to make real-time and flexible adaptations of the production process. 
For instance, to track parts and products, and to provide new types of services and 
business models of interaction in the value network (Lu, 2017; Shafiq et al., 2016). 
These represent new capabilities for firms and often translate into improved 
operational performance such as shorter production lead times, flexibility in design 
and volume changes, and improved cost efficiency (Shafiq et al., 2016). 
3.5 Theoretical model for this research  
In Section 2.5, this thesis offered a preliminary theoretical model based on the 
review of underpinning theory for this research. The model is reproduced in Figure 
3-15 for ease of reference. 
 
Figure 3-15: Theoretical model of this study based on the review of underpinning 
theory 
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The theoretical model in Figure 3-15, illustrates the notion that when assessing a 
firm’s performance, there is a need to evaluate the outcomes as well as the drivers 
of those outcomes (Hitt et al., 2016). 
Meanwhile, the literature review throughout this chapter amplifies the role of 
manufacturing technologies in aerospace manufacturing and their adoption into the 
manufacturing process. The stock of manufacturing technologies is represented by 
CPS, which are conceptualised as a combination of AMT and connectivity systems. 
This thesis considers that the adoption of CPS increases a firm’s stock of resources 
and capabilities. Additionally, capabilities are referred to throughout this thesis not 
only at firm level, but also in the context of its interaction and involvement with 
other firms within a value network. 
Figure 3-16 illustrates the adoption of manufacturing technologies as represented 
by CPS. The review of underpinning theory in Chapter 2 supports the assumption 
that the decision to embark on the adoption of CPS is guided by business strategy 
and strategic choices that a firm makes. Figure 3-16 also indicates that CPS 
adoption influences performance outcomes in terms of changes in cost, quality, 
delivery , and flexibility. 
 
Figure 3-16: Theoretical model for this research based on the review of applied 
literature  
Based on the revised theoretical model in Figure 3-16, two fundamental questions 
emerge. Firstly, “When a firm adopts manufacturing technologies and implements 
them successfully, does a firm’s existing capabilities contribute to the effectiveness 
of the adoption activity?”, and secondly, “Do these capabilities affect the extent-
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of-use of technologies being adopted, thus contribute to the success of technology 
adoption to help improve a firm’s operational performance?”.  
To address these fundamental questions, this thesis consolidates the literature 
perspectives from underpinning theory and applied literature as represented by 
Figure 3-15 and Figure 3-16. In other words, the eventual theoretical model for 
this research considers the direct relationship between CPS adoption and firm 
performance, as well as the influence of a firm’s capabilities on the said 
relationship. Figure 3-17 depicts the said relationships. 
 
Figure 3-17: Consolidated theoretical model depicting a direct relationship 
between CPS adoption and firm performance that is influenced by Capabilities 
The consolidated theoretical model in Figure 3-17 is developed to represent the 
core research question introduced in Chapter 1. The core research question is 
restated as follows:  
“How does the adoption of different CPS technologies affect operational 
performance, given that firms possess varying levels of capabilities?” 
3.5.1 The scope of CPS technologies adoption in this study 
In order to refine the theoretical model, it is necessary to identify the types of 
technologies that are relevant within the scope of CPS adoption. This thesis applies 
the term “CPS adoption” to refer to the cumulative adoption of manufacturing 
technologies in a firm over time. Specifically, CPS adoption refers to the 
procurement of CPS elements including tools, equipment, systems, techniques, and 
methodologies; and its implementation or installation into specific manufacturing 
process flows for their proper intended use. This is in recognition that any 
technology adoption requires not only an understanding of the physical and 
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computing systems separately, but also how they are connected with each other 
(Galunic & Eisenhardt, 2001). 
For the purpose of this thesis, the terms “technology adoption”, “technology 
implementation”, and “technology use” are applied collectively to denote CPS 
adoption. This ensures that the focus is on the extent of actual use of the technology, 
and not merely on the acquisition and possession activities (Devaraj and Kohli, 
2003; Das and Nair, 2010). 
The topic of CPS adoption does not yet command the same depth and breadth of 
empirical testing as AMT adoption in OM research. Therefore, this study infers that 
the characteristics and challenges of CPS adoption are similar to that of AMT 
adoption. The study also approximates the consideration of relevant issues over 
time when assessing the extent-of-use of technologies in manufacturing (Schroeder 
et al., 2011; Flynn & Flynn, 2004), for instance, the availability and readiness of 
technologies and the extent of industry acceptance of their usability. 
Thus, based on the review of literature on AMT and CPS in this chapter, four 
categories of CPS technologies are identified to represent CPS adoption. These 
categories are Design, Manufacturing, Administrative, and Connectivity. Whilst the 
Design, Manufacturing, and Administrative categories have been adapted from 
AMT discussions by Kotha and Swamidass (2000), Swink and Nair (2007), and 
Chung and Swink (2009); Connectivity was derived from discussions on CPS by 
Rajkumar et al. (2010); Wang et al. (2015), Monostori et al. (2016). Table 3-8 
provides a description of each category of CPS technologies applied for this 
research. 
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CPS technologies 
category 
Description Authors 
Design Technologies such as computer-aided design 
(CAD), computer-aided engineering (CAE), and 
computer-aided manufacturing (CAM), that 
provide product definition, structure, and related 
information processing functions. 
Kotha and 
Swamidass 
(2000) 
Manufacturing Technologies such as flexible manufacturing 
systems (FMS) and computer numerically 
controlled (CNC) machines help reduce product 
changeover costs and process variability by 
controlling and monitoring material flow, 
production scheduling, and planning. 
Swink and Nair 
(2007) 
Administrative Technologies that must be applied concurrently 
with utilisations of Design and Manufacturing 
technologies such as office automation (OA), 
because they integrate supporting activities such 
as documentation and tracking of operation 
inputs and outputs  
Chung and 
Swink (2009) 
Connectivity Technologies that enable cloud computing and 
wireless communication which allow Design, 
Manufacturing, and Administrative technologies 
to exchange and respond to information. 
Brettel et al. 
(2014) and 
Monostori et al. 
(2016) 
Table 3-8: Categories of CPS technologies applied in this research 
3.5.2 Theoretical model for this study 
Based on the categories of CPS technologies established in the preceding section, 
the theoretical model for this study can be refined to include the respective 
components of each variable in the theoretical model. Figure 3-18 depicts an 
updated version of the theoretical model. 
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Figure 3-18: Theoretical model for this research 
The theoretical model in Figure 3-18 illustrates the direct relationship between CPS 
and operational performance, OP. OP is depicted with its performance outcome 
related to cost, quality, delivery, and flexibility. The model also indicates that 
Capabilities influence the relationship between CPS and OP. Capabilities are 
represented by two categories of Operational and Advanced Manufacturing. While 
the term Operational Capabilities is applied in this thesis to represent ordinary 
capabilities, Advanced Manufacturing Capabilities is derived from the discussion 
on dynamic capabilities in Chapter 2. 
For clarity, operational performance, OP, represents a firm’s desired performance 
outcome of the adoption of CPS. Based on empirical research, competitive priorities 
in cost, quality, delivery, and flexibility are widely used as measures of a firm’s 
operational performance (Voss, 1995; Ward et al., 1995; Joshi et al., 2003; 
Amoako-Gyampah & Acquaah, 2008). This research promotes the view that the 
implementation and extent-of-use of CPS technologies will have a direct impact on 
operational performance. Literature on AMT adoption support this notion and 
demonstrate how factors such as business strategy, process type, plant size, and 
technology novelty (Swamidass and Kotha, 1998; Jonsson, 2000; Diaz et al., 2003; 
Das & Nair, 2010) can contribute to the extent-of-use of manufacturing 
technologies.  
The theoretical model in Figure 3-18 also helps address the following research 
questions: 
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RQ1: How can the extent of use and the effectiveness of CPS adoption be measured 
relative to a firm’s operational performance?  
RQ2: How do operational capabilities and advanced manufacturing capabilities 
affect the relationship between CPS adoption and a firm’s operational performance? 
The theoretical model in Figure 3-18 makes three key assumptions. Firstly, a firm’s 
current stock of capabilities can influence the success of capability development 
from technology adoption. Secondly, a firm’s current position in its value network 
is a function of its past technology adoption decisions and its ability to undertake 
future technology adoption activities (Teece et al., 1997) based on the premise that 
the development of manufacturing capabilities (from technology adoption) is a 
long-term undertaking. Thirdly, the development of capabilities is “organic” in 
nature and not a result of corporate mergers or company acquisitions (Wang et al., 
2007).  
The first and second assumptions clarify that the benefits of technology adoption 
extend into capabilities outcome for a firm. This acknowledges the role of 
managerial decision-making. The notion is also grounded on the dynamic 
capabilities concept of improving performance and maintaining competitiveness 
through reconfiguring, learning, integrating, and coordinating throughout the 
technology implementation (Teece et al. 1997). Based on a review of dynamic 
capabilities literature in Chapter 2, this study applies the notion that the ability to 
reconfigure underpins the abilities to learn, integrate, and coordinate; which is 
consistent with the view that dynamic capabilities are tools that enable 
reconfiguration of existing capabilities (Galunic & Eisenhardt, 2001).  
Capabilities in the proposed theoretical model also includes operational 
capabilities. Teece (2014) describes operational capabilities as being embedded in 
combinations of employee skills, facilities and equipment, processes and routines, 
as well as administrative synchronisation. This description is applicable to this 
research as it implies that a technology adoption exercise would require a concerted 
involvement of managers and skilled technical personnel. 
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Meanwhile, the third assumption is based on the concept that firms can develop 
competitive advantage through efficient exploitation of both internally-developed 
and externally-acquired capabilities (Teece & Pisano, 1994). This was addressed 
earlier in Cohen & Levinthal's (1990) absorptive capacity concept that recognised 
the need for firms to acquire external resource. 
3.5.3 Research propositions based on theoretical model 
For the purpose of describing the role of the variables and the nature of their 
relationships in the theoretical model in Figure 3-18, this thesis develops two main 
propositions as follows: 
Proposition 1: The adoption of Cyber-Physical Systems (CPS) would have direct 
and positive effects on a firm’s operational performance, OP. 
Proposition 2: Operational Capabilities, OC, and Advanced Manufacturing 
Capabilities, AMC, have positive effects on the relationship between CPS adoption 
and a firm’s operational performance, OP. 
In Proposition 1, the adoption of CPS draws parallels with the empirical concept of 
AMT adoption which have been measured in terms of the extent-of-use and levels 
of success. The measures of success for AMT adoption had included various 
dimensions such as operational, organisational, and managerial benefits 
(McDermott & Stock, 1999), growth and financial performance (Kotha & 
Swamidass, 2000; Diaz et al., 2003), as well as manufacturing (Swink & Nair, 
2007) and plant performance (Machuca et al., 2004).  
The application of AMT in a firm’s manufacturing activity has also identified 
operational benefits in terms of output levels, efficiency, cost reduction, reliability, 
repeatability, quality, and flexibility (Zairi, 1992; Boyer et al., 1996). As mentioned 
earlier, this study regards that the characteristics and challenges of CPS adoption 
by firms are similar to that of AMT adoption. Thus, empirical research outcomes 
investigating the impact of AMT on firm performance are considered applicable to 
the context of investigating the impact of CPS on firm performance.  
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Meanwhile, Proposition 2 suggests that a firm’s range of available capabilities 
influences the level of impact CPS adoption has on its operational performance. For 
instance, a firm’s ability “to integrate, build, and reconfigure internal and external 
competences” (Teece et al., 1997; p516) represents advanced manufacturing 
capabilities that the firm derives from the adoption of AMT. Whereas, operational 
capabilities that are embedded in the combinations of employee skills, facilities and 
equipment, processes and routines, and administrative synchronisation (Teece, 
2014) may equally influence the level of impact CPS adoption has on a firm’s 
operational performance. 
3.5.4 Hypotheses development 
In order to conduct empirical tests on the research propositions, two core 
hypotheses are developed. These hypotheses are guided by the research question:  
“How does the adoption of different CPS technologies affect operational 
performance, given that firms possess varying levels of capabilities?” 
The hypotheses are depicted in Figure 3-19, and elaborated in subsequent sections.  
 
Figure 3-19: Theoretical model depicting Hypothesis 1 and Hypothesis 2 
The first hypothesis, H1, postulates a direct and positive relationship between CPS 
adoption and a firm’s operational performance, OP; while the second hypothesis, 
H2, theorises that both operational and advanced manufacturing capabilities 
influence the direct and positive relationship between CPS and OP positively. 
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Hypothesis 1 (H1): There is a direct and positive relationship between cyber-
physical systems technologies adoption (CPS) and operational performance, OP. 
Hypothesis 2 (H2): Capabilities, namely operational capabilities, OC, and 
advanced manufacturing capabilities, AMC, positively moderates the relationship 
between CPS adoption and operational performance, OP. 
Both Hypothesis 1 and 2 are described in the following sections. 
3.5.4.1 Impact of CPS adoption on operational performance  
Hypothesis 1 (H1) is derived from the theoretical model to guide the investigation 
on the impact of CPS adoption on a firm’s operational performance.  
Based on a review of OM literature, this research posits that the technologies in 
AMT has evolved into CPS technologies. As such, the initial classification of AMT 
into Design, Manufacturing, and Administrative technologies are applied as 
constructs for the variable CPS adoption. A fourth category of CPS technologies 
namely Connectivity, is added based on a review of literature on CPS.  
To measure the impact of CPS adoption on operational performance, this study 
reviewed literature that link AMT adoption with improvements in operational 
performance (Tracey et al., 1999; Raymond & St-Pierre, 2005). Literature indicates 
that operational performance is usually associated with a firm’s competitive 
capabilities comprising cost, quality, delivery, and flexibility (Miller & Roth, 1994; 
Lefebvre & Lefebvre, 1998; Ahmad & Schroeder, 2003; Pagell & Krause, 2004).  
In summary, Hypothesis 1 theorises that there is a direct and positive relationship 
between the adoption of CPS technologies (CPS) and operational performance, OP. 
Table 3-9 provides a list of statements for Hypothesis 1, highlighting the 
hypothesised relationship of each of the CPS technologies category of Design, 
Manufacturing, Administrative, and Connectivity with OP. 
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Items  Hypothesis 1 statements 
H1 There is a direct and positive relationship between CPS technologies adoption 
and Operational Performance 
H1a There is a direct and positive relationship between Design CPS and Operational 
Performance 
H1b There is a direct and positive relationship between Manufacturing CPS and 
Operational Performance 
H1c There is a direct and positive relationship between Administrative CPS and 
Operational Performance 
H1d There is a direct and positive relationship between Connectivity CPS and 
Operational Performance 
Table 3-9: Statements for Hypothesis 1 (H1) 
H1a hypothesises that there is a direct and positive relationship between Design 
CPS technologies adoption and operational performance, OP. H1b hypothesises the 
same for the relationship between Manufacturing CPS technologies adoption and 
OP. H1c hypothesises a direct and positive relationship between Administrative 
CPS technologies adoption and OP, and H1d, between Connectivity CPS 
technologies adoption and OP. 
3.5.4.2 Effects of operational and advanced manufacturing capabilities  
Based on Proposition 2, which states that “operational and advanced 
manufacturing capabilities have positive effects on the relationship between CPS 
adoption and a firm’s operational performance”, a second hypothesis was 
developed. Hypothesis 2 (H2) was derived from the theoretical model for this 
research to explore any possible effects that operational and advanced 
manufacturing capabilities may have on the relationship between CPS adoption and 
operational performance. 
Both operational capabilities, OC, and advanced manufacturing capabilities, AMC, 
are identified as the constructs for Capabilities as a moderating variable. Hypothesis 
2 postulates that Capabilities influence the relationship between CPS adoption and 
operational performance positively.  
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The theoretical model for this research was developed based on the premise that 
OC and AMC co-exist in firms that operate in the aerospace manufacturing 
industry.  
Empirical studies on AMT adoption suggest that successful implementation relies 
on various factors. For instance, Dean and Snell (1991) and Small (2007) suggested 
inter-departmental coordination is required, while Boyer et al. (1997) posited that 
infrastructural elements are needed and must include upgrading of workforce skills. 
The development of clear strategies (García & Alvarado; 2012) and the alignment 
with firm’s business strategy (Kotha & Swamidass, 2000) are also considered as 
contributing factors to the positive impact of AMT adoption on firm performance.  
These examples indicate that the success of CPS adoption should also be 
attributable to an influencing factor. This research theorises that this influencing 
factor is in fact, the capabilities of the firm. Therefore, Hypothesis 2 will test the 
moderating effects of Capabilities on the relationship between CPS adoption and 
operational performance, OP. 
Table 3-10 provides a list of statements for Hypothesis 2, highlighting the 
hypothesised moderating effect of Capabilities on each of the relationship between 
CPS technologies category of Design, Manufacturing, Administrative, and 
Connectivity with OP. 
Items  Hypothesis 2 statements 
H2 Capabilities positively moderates the relationship between CPS technologies 
adoption and Operational Performance 
H2a Capabilities positively moderates the relationship between Design CPS and 
Operational Performance 
H2b Capabilities positively moderates the relationship between Manufacturing CPS 
and Operational Performance 
H2c Capabilities positively moderates the relationship between Administrative CPS 
and Operational Performance 
H2d Capabilities positively moderates the relationship between Connectivity CPS and 
Operational Performance 
Table 3-10: Statements for Hypothesis 2 (H2) 
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H2a hypothesises that Capabilities positively moderates the relationship between 
Design CPS technologies adoption and operational performance, OP. H2b 
hypothesises the same for the relationship between Manufacturing CPS 
technologies adoption and OP. H2c hypothesises that Capabilities positively 
moderates the relationship between Administrative CPS technologies adoption and 
OP, and H2d, between Connectivity CPS technologies adoption and OP. 
3.5.5 Intended contribution of this research 
This research explores the extent and the effectiveness of the adoption of CPS 
technologies in aerospace manufacturing, given that aerospace manufacturers have 
different sets of capabilities. It is acknowledged that the industry is overwhelmed 
with unique challenges such as lengthy development period and technology 
readiness. Furthermore, established aerospace manufacturers must endeavour to 
sustain their competitive advantage in light of the growing global competition. 
Based on literature review, this thesis develops a conceptual understanding of the 
aerospace manufacturing process to illustrate the complexity and the need for 
manufacturers to not only keep pace, but also lead in technological advancements. 
Literature on technology adoption offers some insights that are largely focused on 
the adoption of ICT technologies in manufacturing. This thesis considers a broader 
view of technologies for adoption in aerospace manufacturing by reviewing the 
adoption of AMT. The types of AMT discussed in literature offer a more relevant 
view of the types of manufacturing technologies that are typically adopted by 
aerospace manufacturers. Additionally, a review of AMT adoption literature also 
provides insights into the capabilities that contribute to the success of the 
technology adoption activity. Having established the characteristics of AMT 
adoption from literature, this research extends the scope of AMT into Cyber-
Physical Systems (CPS), which represent technologies that are prevalent in Industry 
4.0.  
Success in technology adoption is addressed in this research in terms of the impact 
on operational performance. OM literature acknowledges that a successful AMT 
adoption affects firm performance positively (Beaumont & Schroder, 1997; Tracey 
et al., 1999; Jonsson, 2000; Gordon & Sohal, 2001; Raymond & St-Pierre, 2005). 
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Researchers have also identified the impact of AMT adoption on manufacturing 
performance (Cagliano & Spina, 2000; Beaumont & Schroder, 1997) and 
organisational performance (Jonsson, 2000; Gordon & Sohal, 2001). However, 
researchers such as Malhotra et al., (2001) and Raymond and St-Pierre (2005) 
advocated the need to assess the impact of AMT adoption at the operational level, 
since this is where the implementation and use of these technologies are featured 
most. This research embraces this suggestion in assessing the impact of CPS 
adoption on a firm’s operational performance by focusing on the impact on unit 
cost of manufacturing, quality of product conformance, on-time delivery 
performance, and flexibility to change volume. 
As a practical value, this research is intended to offer some insights to aerospace 
manufacturers on the types of technologies available in CPS. An assessment on the 
functionalities of some of these technologies, once adopted into the manufacturing 
process; are expected to contribute to the improvement of operational performance. 
The research is also intended to provide a perspective on the types of capabilities 
that can help aerospace manufacturers achieve the successful adoption of CPS 
technologies. 
3.6 Chapter Summary 
This chapter began by describing the significance of technologies in aerospace 
manufacturing. This was followed by a discussion on the concept of the aerospace 
manufacturing process, the industry’s reliance on technology readiness, and the 
concept of technology adoption that is relevant to the context of this research. 
The chapter proceeded to describe the evolution of manufacturing technologies 
from AMT to CPS, before introducing the Industry 4.0 as a backdrop for the 
advancements of manufacturing technologies today. 
Based on the applied literature review, this chapter introduced the theoretical model 
for this research, which was duly accompanied by descriptions of the research 
propositions and core hypotheses 
The chapter concluded by describing the intended contribution of this research. 
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Chapter 4 follows with a discussion on the research design for this study. 
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4.0 RESEARCH DESIGN 
4.1 Chapter Introduction 
This chapter identifies the research approach to study the selected topic. In 
describing the research design, the chapter discusses the philosophical positions the 
researcher applies to this study and specifies the research method and process for 
data collection and analysis. 
Section 4.2 discusses the main research philosophies that are applicable to social 
science research. The discussion begins with an introduction to major ontological, 
epistemological, and methodological positions available for this study. The author 
then concludes the section by describing the author’s philosophical and 
methodology selection. 
Section 4.3 introduces the survey research method and describes the benefits of 
applying the said method for this study. The section then introduces the self-
administered questionnaire as the selected research instrument. 
Based on the author’s philosophical position and the corresponding research 
method, Section 4.4 introduces the theory-testing survey research process as 
described by Forza (2002). The section then introduces the recommended step-by-
step process of linking the research method to the theoretical model for this study. 
This is followed by an introduction to the variables and their respective nominal 
definitions, as well as a description of the selected unit-of-analysis. 
Section 4.4 proceeds to describe the development of the operational definitions of 
each research variable, namely CPS, Operational Performance, Operational 
Capabilities, and Advanced Manufacturing Capabilties. The section then introduces 
the measurements that have been selected for each of the variable in the theoretical 
model. This is followed by a description the sampling for this research. 
The questionnaire design for this study is described in Section 4.5. The design 
includes the number of questions that have been incorporated based on the overall 
design of the survey. 
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Section 4.6 describes the ethical considerations that have been observed in order to 
conduct this research. 
Section 4.7 explains the pilot-test conducted for this study and highlights relevant 
feedback that are incorporated into this research. 
Section 4.8 describes the administration of the survey, highlighting the survey 
distribution phases and the corresponding data reliability checks. 
4.2 Research Philosophies and the Researcher 
The approach to research involves developing a philosophical orientation about the 
world, selecting specific methods, as well as determining the nature of research that 
the researcher brings to a study (Creswell, 2014). As a process of knowledge 
production, research relies on various assumptions. These assumptions are 
represented by rules and beliefs that define the domains of knowledge, the empirical 
phenomena, as well as the relationship between both knowledge and the empirical 
phenomena (Chua, 1986). This is especially pertinent in social science research as 
its identity within the scientific realm and its application of natural science research 
methods have often been debated. For instance, unlike a natural science research 
outcome, a social science phenomenon generally does not provide specific causal 
relationships of variables across time and context (Fabian, 2000).  
Social science research philosophies are concerned with highlighting unique 
elements of the individual phenomenon, individualising conceptualisation, and 
seeking singular assertory propositions (Blaikie, 2007). The philosophies provide a 
method of viewing the study of people and society in their social realm and 
explaining the corresponding phenomena through models or frameworks. The 
application of these philosophies depends on the relationship between the 
researcher and the objects or subjects being researched. 
Prominent philosophies that have been used in social science research are 
positivism, interpretivism and realism (Saunders et al., 2016). The selection of 
research philosophies determines the manner in which relationships among 
identified variables in the research are viewed and explored by the researcher. 
Because the researcher and the phenomenon of study are not independent of each 
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other as in natural science research, the outcome of social science research can often 
change the characteristics of the phenomenon of study (Orlikowski & Baroudi, 
1991). This is also because social science studies “self-interpreting beings”, unlike 
natural science research (Bishop, 2007; p353). 
Management research applies social science research philosophies to address the 
diversity and complexity of organisations and the constantly changing 
environments they are in. For instance, organisational characteristics such as firm 
size and ownership, as well as external environments that are affected by 
technological advancements, often influence the outcome of research on technology 
adoption (Schroder & Sohal, 1999; Patterson et al., 2003; Low et al., 2011). 
Therefore, such research undertaking require multiple levels of analysis and various 
contingent causal processes (Fabian, 2000) in helping to answer fundamental 
questions about suitable theories and methods.  
Management research benefits from the plurality of theories in that the same 
phenomenon can be explained by different theories (Miller & Tsang, 2010). For 
instance, the extent of AMT adoption and its contribution to firm performance have 
been discussed using resource-based view (RBV) (Swink & Nair, 2007; Zhang & 
Dhaliwal, 2009), transaction cost theory (Rahman et al., 2009; Michailova & Zhan, 
2015), and dynamic capabilities (Sohal et al., 2006; Anand et al., 2009). This 
accentuates the complexity of studying organisations in their unique environments, 
and the need for a broad range of theories to explain the variety of organisational 
phenomena. Thus, research philosophies and theoretical assumptions provide the 
intellectual context for a researcher to conduct research through the development 
of assumptions and ideas (Blaikie, 2010). 
The following sub-sections describe the ontological, epistemological, and 
methodological positions that help frame the author’s research paradigm in 
conducting this study. 
4.2.1 Ontological positions 
Ontology is defined as “the science or study of being” (Blaikie, 1993; p6). In social 
science research, the ontological position helps in answering the question “What is 
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the nature of social reality?” (Blaikie, 2007; p13). This position is based on 
assumptions on the kinds of social phenomena that do or can exist, the conditions 
of their existence, and the ways in which they are related (Blaikie, 2010; p92). 
These assumptions enable researchers to establish what can be known based on 
their perceptions of how things really are and how things really work. 
Ontological positions reflect the way researchers view the world or a particular 
discipline of study. In fact, each discipline of study is said to have its own regional 
ontology (Benton & Craib, 2001). This refers to the way the particular field of study 
lists, describes, and classifies the range of things, relationships, and processes that 
constitute the knowledge of the field (Benton & Craib, 2001; p5). As such, this 
position will also influence what the researcher thinks can be known about the 
world or the discipline, and how the researcher thinks it can be investigated.  
The ontological positions that are commonly applied in research are objectivism 
and constructivism. In management research, both ontological positions are often 
described within the context of “organisation”. For instance, organisation has rules, 
regulations, and hierarchy; representing a reality that is external to the individuals, 
but these are not pre-existing characteristics and must be worked on and refined 
continuously (Bryman, 2016). Because ontology is concerned with the nature of 
social entities, a researcher must contemplate if the social entities should be 
considered objective entities with a reality that is external to social actors 
(objectivism), or social constructions built up from perceptions and actions of social 
actors (constructivism) (Bryman, 2016; p28). These ontological positions are 
summarised in Table 4-1. 
Ontological positions – the nature of what exists 
Objectivism Constructivism 
Social phenomena and their meanings have an 
existence that is independent of social actors 
Social phenomena and their meanings are 
continually being accomplished by social actors 
Table 4-1: Ontological positions - Objectivism and Constructivism 
The objectivist researcher believes that there is a single reality and that the world is 
independent of our knowledge of it, thus, the world exists “out there” (Gray, 2014). 
 146 
However, the objectivist researchers are challenged by their individual views as all 
individual experiences are deemed subjective (Babbie, 2016; p42). Thus, the 
objectivism position requires that researchers embark on a discovery of objective 
truth that is not influenced by their own views, feelings, and values. 
Meanwhile, constructivism holds that the reality has to be “constructed” by 
individuals in groups instead of “discovered” because there is no single reality that 
represents the world (Gray, 2014). It requires the researcher to view social reality 
as a series of ongoing achievements of social actors rather than something external 
to them (Bryman, 2016). While searching for new meanings of objects and things, 
the constructivist researcher must develop subjective explanation of the respective 
experiences. Thus, the researcher must rely on the participants’ views of the 
phenomenon being studied, while focusing on the contexts of the participants in 
order to understand their historical and social settings (Creswell, 2014). 
4.2.2 Epistemological positions 
Epistemology is a theory of knowledge that provides a view and a justification for 
what constitutes knowledge or “a theory or science of the method or grounds of 
knowledge” (Blaikie, 2007; p18). An epistemological position is developed from 
assumptions related to how knowledge is gained and how the reality can be known. 
It provides a perspective on the types of knowledge that are possible, with criteria 
for deciding when knowledge is both adequate and legitimate (Blaikie, 2010; p92). 
Thus, an epistemological issue is concerned with what is or should be regarded as 
acceptable knowledge in a particular discipline (Bryman, 2016).  
A researcher’s epistemological position concerns with how knowledge can be 
created, acquired, and communicated. Therefore, the researcher must clarify the 
structure of the research including determining the type of evidence that needs to 
be collected, from where, and the method for data interpretation (Gray, 2014). A 
common debate persists on whether social sciences should apply the same 
principles and procedures as those used in natural sciences for data collection and 
analysis (Bryman, 2016). 
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The two most common epistemological paradigms are positivism and 
interpretivism. Historically, positivism alludes to positive knowledge as a product 
of natural science, which assumes that all scientific disciplines can be explained 
with the same logical explanation (Blaikie, 2007). Although positivism promotes 
the application of principles and procedures of the natural sciences in the social 
context (Bryman, 2016), this does not imply that positivism is synonymous with 
being scientific. In fact, the notion is that the only acceptable reality of knowledge 
is based on what was derived from experience. Since experience typically 
comprises observed events and objects that occur in some degree of regularities, 
positivism concerns the understanding of how general laws are developed (Blaikie, 
2010).  
As the concept of positivism developed into the twentieth century, it was used to 
characterise social science research approaches that apply large data sets, 
quantitative measurement, and statistical methods of analysis (Benton & Craib, 
2001). This came with the realisation that it is not possible to be certain about the 
claim to positive knowledge when studying the behaviour and actions of humans in 
their social contexts (Creswell, 2014). Positivism assumes that social entities exist 
and behave in accordance with general laws and rejects the need to identify and 
evaluate the causes that influence those behaviour and actions. Thus, the positivism 
position in management research is constrained by rules and regulations, whereas, 
social actors are free to choose their actions, which are causes of behaviour and 
actions (Miller & Tsang, 2010). 
Meanwhile, interpretivism regards social reality as the product of its social actors 
(Blaikie, 2010). Interpretivism advocates the idea that social actors and their 
organisations are fundamentally different from that purported by natural sciences 
(Bryman, 2016). Interpretivist researchers argue that social science is qualitatively 
distinctive from natural sciences because the former involves a study of human 
behaviour, thus, requires a different logic of enquiry and specific methods of study 
(Blaikie, 2007).  
The interpretive epistemology relates to subjectivism of the real world where people 
may construct meaning of the same phenomena in different ways (Scotland, 2012). 
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Due to this expected irregularity, social regularities can only be explained “by 
constructing models of typical meanings used by typical social actors engaged in 
typical courses of action in typical situations” (Blaikie, 2010; p99). These models 
usually comprise hypotheses that need to be tested. In doing so, a variety of 
processes and interpretations of information are required. This can be increasingly 
complex when the study involves human behaviour in various organisation types 
and industry contexts with their own unique rules and regulations (Saunders et al., 
2016). 
Table 4-2 summarises the epistemological positions of positivism and 
interpretivism, as described by Blaikie (2010; p97 & p99). 
Epistemological positions – a theory of knowledge 
Positivism Interpretivism 
Social reality consists of discrete events that 
can be observed by the human senses. The only 
acceptable knowledge of this reality is that 
which is derived from experience. 
Social reality is regarded as the product of its 
inhabitants, interpreted by the meanings 
participants produce and reproduce as a 
necessary part of everyday activities together. 
Table 4-2: Epistemological positions - Positivism and Interpretivism  
The researcher acknowledges that while positivism recognises a statement as true 
knowledge only if it can be confirmed by data, interpretivism promotes the idea that 
nothing is determined by data alone (Bryman, 2016). This corresponds with the 
opposing positions of believing in a single reality against constructing the reality 
for the study. Realism offers a middle ground between these contrasting 
epistemologies in that it concerns with a reality where the objects of study “exist 
and act” independently of the researchers and their activities (Bhaskar, 1986; p5). 
Realism promotes the idea that there is a real world in which individuals are part of 
(Haig & Evers, 2016). Based on this fundamental view, realism acknowledges that 
both observable and unobservable characteristics of that real world can be 
investigated and discovered accordingly. Realism rejects the positivist view of 
science, but adopts the interpretivist position which recognises fundamental 
differences between natural and social phenomena (Blaikie, 1993; p58). For 
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instance, the study of human behaviour in an organisation is distinct from the study 
of chemical reactions in an experiment. 
4.2.3 Methodological positions 
Understanding “what is” (ontology), and “what it means to know” (epistemology), 
involve the use of theory that is relevant to the research project (Gray, 2014; p19). 
Thus, a researcher embarks on a study in order to answer questions posed by 
theoretical considerations, or to produce theory from data collection and analysis 
(Bryman, 2016). Once the ontological and epistemological positions are 
established, it is crucial to determine the research methodology. This involves 
producing an account of the rationale for the choice of research methods as well as 
explaining the forms these methods are adopted (Crotty, 1998).  
When selecting a suitable research methodology, it is imperative to establish 
whether the research should begin with testing available theory or developing 
theory as an outcome of research. The former is the “deductive” approach, whilst 
the latter is the “inductive” approach. The deductive approach is commonly applied 
in quantitative research where theories are depicted as a set of variables that are 
formed into propositions or hypotheses to represent the relationships among the 
said variables (Creswell, 2014; p54). Whereas the inductive approach is widely 
used in qualitative research where theories are usually the “end point” of the data 
collection and analysis process (Creswell, 2014; p65). 
The deductive approach involves drawing from existing theoretical ideas to deduce 
a hypothesis that can help in designing a research strategy (Saunders et al., 2016). 
The aim of the deductive approach is to use theory to explain the relationships 
between variables and concepts. The deductive approach is commonly used in 
natural science research where existing theories are used as the basis to explain, 
confirm or argue the assertions highlighted by the research.  
Meanwhile, the inductive approach concerns with the generation of theory. It aims 
to establish generalisations about the nature of relationships between measured 
characteristics of individuals and the social phenomena (Blaikie, 2010). This 
involves defining concepts and planning for data collection and analysis that allow 
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the researcher to establish patterns that may emerge from the observed relationships 
(Gray, 2014). The inductive approach is particularly concerned with the context or 
the environment of the variables being investigated. This provides the backdrop for 
constructing the meanings and patterns in relationships. 
Apart from the deductive and inductive methodological positions, abductive and 
retroductive positions are also applicable to help answer research questions. 
According to Blaikie (2010; p89), whilst the deductive approach is used to answer 
the “why” questions and the inductive approach is commonly applied to “what” 
questions, the abductive and retroductive approaches can be used to answer both 
types of questions.  
The abductive approach is particularly useful to quantify meanings and accounts of 
activities of social actors in order to understand the research problem. The 
researcher then needs to discover and describe this research problem as an “insider” 
instead of imposing an “outsider” view on the issues (Blaikie, 2010; p89). 
Typically, the process of discovering and describing can be established by 
analysing quantitative data. 
Just like the abductive approach, the retroductive approach is also based on cyclic 
or spiral processes, instead of linear logic (Blaikie, 2007; p82). The retroductive 
approach typically involves examining the characteristics of research context, along 
with considerations of possible competing mechanisms (Blaikie, 2010; p87). This 
requires the researcher to work back from data to offer an explanation. The process 
requires a “logic of discovery” and a “disciplined scientific imagination” (Blaikie, 
2007; p83) in order to derive the assumptions that support the explanation. 
Table 4-3 summarises the preceding discussion on methodological positions of 
deductive, inductive, abductive, and retroductive, by highlighting their respective 
aims, and start-to-finish procedures for investigation (adapted from Blaikie (2010; 
p84)).  
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 Deductive Inductive Abductive Retroductive 
Definition New observations 
are the outcome of 
research 
Theory is the 
outcome of 
research 
Categories and 
concepts form the 
basis of 
understanding the 
research problem 
Researcher works 
back from data to a 
possible 
explanation 
Aim To test theories, to 
eliminate false ones 
and corroborate the 
survivor 
To establish 
descriptions of 
characteristics and 
patterns 
To describe and 
understand social 
life in terms of 
social actors’ 
meanings and 
motives 
To discover 
underlying 
mechanisms to 
explain observed 
regularities 
Start • Identify a regularity 
that needs to be 
explained 
• Construct a theory 
and deduce 
hypotheses 
• Collect data on 
characteristics 
and/or patterns 
• Produce 
descriptions 
• Discover everyday 
lay concepts, 
meanings, and 
motives. 
• Produce a technical 
account from lay 
accounts 
• Document and 
model a regularity 
• Describe the 
context and 
possible 
mechanisms 
Finish Test hypotheses by 
matching them with 
data explanation 
Relate these to the 
research question 
Develop a theory 
and elaborate it 
iteratively 
Establish which 
mechanism(s) 
provide(s) the best 
explanation in that 
context 
Table 4-3: Methodological positions – Deductive, Inductive, Abductive, and 
Retroductive  
4.2.4 Author’s philosophical position and methodology selection 
As mentioned in Chapter 1 of this thesis, the aim of this research is to explain the 
relationship between the types of CPS technologies being adopted and their impact 
on the operational performance of aerospace manufacturers. At the same time, this 
research also aims to confirm if the capabilities possessed by the firms have any 
positive effects on the said relationship. In other words, this research aims to explain 
human behaviour through observations of its interactions with its external realities 
(Saunders et al., 2016); where external realities are represented by not only the 
organisations that the human actors belong to, but also the aerospace manufacturing 
value network that the firms participate in. As such, the author of this thesis 
acknowledges the need to observe whether these interactions occur in some level 
of regularities. 
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To recap, the investigation conducted in this research is guided by the overarching 
research question as follows:  
“How does the adoption of different CPS technologies affect operational 
performance, given that firms possess varying levels of capabilities?” 
Because the aim of this research is focused on discovering the reality to explain the 
relationships between objects, events, enablers, and practices, this research can be 
categorised as adopting the objectivist approach to science. It can be argued that the 
study of Cyber-Physical Systems (CPS) technologies is relevant to natural science, 
while evaluating the extent of the CPS technologies adoption and interpreting firm 
capabilities and performance are related to social science. Thus, the scope of this 
research is at the intersection of knowledge about the physical, for example, 
machines and systems; and knowledge about the social, which is  human behaviour 
(Gregor, 2006).  
The objectivist approach is prevalent in AMT adoption research in OM literature. 
In particular, the objectivist approach that employs deductive research methods in 
studies such as Dean and Snell (1991), Boyer et al. (1997), Small and Yasin (1997), 
Swamidass and Kotha (1998), Kotha and Swamidass (2000), Nair and Swink 
(2007), Swink and Nair (2007), and Chung and Swink (2009). The objectivist 
approach used in these research also coincides with the positivism epistemology in 
that they apply large data sets, quantitative measurements, and statistical method of 
analysis.  
The underlying focus of this research has been addressed to an extent in OM 
literature, particularly in AMT adoption literature. This research recognises that the 
basic premise is that AMT adoption have a positive impact on firm performance 
(Beaumont & Schroder, 1997; Tracey et al., 1999; Jonsson, 2000; Raymond & St-
Pierre, 2005; Small, 2007; García & Alvarado, 2012). However, OM research not 
addressed recent advancements in AMT that have evolved into CPS technologies. 
Thus, based on the assumption that the circumstances surrounding AMT adoption 
are similar to that for CPS adoption, a core hypothesis for this research theorises 
that the adoption of CPS technologies will have a positive impact on firm 
performance.  
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To theorise, the researcher needs to establish the descriptions of observed patterns, 
which will be conducted via a deductive approach (Blaikie, 2004). With the 
deductive approach, the researcher deduces a hypothesis from what is known in a 
particular domain and on relevant theoretical ideas (Bryman, 2016). This is done 
prior to testing the hypothesis empirically. 
Research methodology selection is an exercise that is driven by three factors 
namely, research aim, the audience for whom the research findings will be reported, 
and the researcher’s personal experience (Creswell, 2014). This research employs 
the quantitative research methodology to achieve the aim of explaining the 
relationships being hypothesised. The quantitative research methodology is 
particularly suitable when some of the research variables have been reasonably 
investigated empirically (Forza, 2002).  
In summary, Figure 4-1 depicts a summary of the author’s philosophical position 
and methodology selection for this research. 
 
Figure 4-1: Summary of author’s philosophical position and methodology selection 
The research method selection is included in the above summary for information 
and discussed in detail in the next section. 
4.3 Research Method 
This section identifies and explains the research method and the research instrument 
selected for data collection in this study. 
4.3.1 Why survey research 
The survey research method is chosen for this research to align with the author’s 
epistemological position of positivism. According to Blaikie (2010; p227), there is 
no necessary connection between research approaches and methods of data 
collection and analysis. He asserted that it is more of a convention instead of a 
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methodological requirement, adding that the central focus is whether the researcher 
is embarking on theory construction or theory testing. Based on the theoretical 
model developed for this study in Chapter 3 of  this thesis, the focus of this research 
is on theory testing. 
Survey research comprises a cross-sectional research design for data collection on 
a sample of cases drawn from a population and at a single point in time so that 
quantitative data for identified variables can be analysed for patterns of association 
(Bryman, 2016; p54). As a procedure that enables a systematic collection of data 
about individuals or the social groups they belong to, a survey allows comparisons 
of the collected data and inferences from a sample to a population (Creswell, 2014). 
Although the cross-sectional design often includes various research methods such 
as questionnaires, structured interviews, and official statistics, the most commonly 
used are the self-administered questionnaire and structured interview (Blaikie, 
2010; p205). Both methods are known to keep the researcher at a distance from the 
actual social processes, although they are often treated as identical. However, there 
is a clear distinction between standardised interview and questionnaire 
(Oppenheim, 2005).  
Survey research is particularly advantageous in helping researchers describe the 
characteristics of a large population, as well as providing researchers with the 
flexibility in data analysis (Babbie, 2016; p279). Surveys are also especially useful 
when many questions need to be asked in order to establish relationships among 
variables. Although this process can be challenging as the researcher attempts to 
understand the reality through the analysis of these relationships, it provides the 
researcher with the flexibility in analysing variables that are not directly observable 
in the study. 
Survey research is characterised by the act of “asking people” questions, is usually 
a quantitative method, and involves a sample in data gathering (Malhotra & Grover, 
1998; p409; Blaikie, 2010; p204). These characteristics are summarised in Table 
4-4. 
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Characteristic Description 
“Asking people” pre-
prepared questions 
• data collection by asking people for information in a structured 
format, for instance, a self-administered questionnaire. The 
individuals surveyed often represent themselves, their projects, 
their expertise, or their organisations. 
Quantitative method • counting and measuring standardized data in order to define, 
describe, and study relationships between variables. 
Involves a sample • a fraction of the population, with the need to be able to generalize 
findings from the sample to the population. 
Table 4-4: Characteristics of a survey research  
Survey research often involves questionnaire construction, sample selection, and 
data collection through interviewing or self-administered questionnaire (Babbie, 
2016; p280). This step-by-step process are determined by various factors 
particularly those that relate to the theoretical basis of the research. These steps are 
discussed in detail in Section 4.4. 
A study on the evolution of survey research based on published articles over a 
twenty-year period found that the types of survey research commonly conducted in 
OM are those that are exploratory, confirmatory, and descriptive (Rungtusanatham 
et al., 2003). Table 4-5 offers brief descriptions of the three types of survey research 
according to Forza (2002; p155) and Malhotra and Grover (1998; p409). 
Exploratory survey research does not use a model to understand and measure the 
concepts relevant to the study (Malhotra & Grover, 1998). Exploratory survey may 
be useful in identifying the benefits associated with technology adoption, or in 
exploring problems that may impede successful implementation of technology 
adoption.  
Confirmatory survey research, or also known as “explanatory”, focuses on 
investigating causal relationships among variables (Malhotra & Grover, 1998). It 
uses established theories for a phenomenon to explain how and why these variables 
are related the way they are (Forza, 2002). For instance, an explanatory survey 
research can help ascertain and explain the relationship between the adoption of 
advanced manufacturing technologies and improvement in a firm’s delivery 
performance. 
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Type of survey Description 
Exploratory • Applies during early stages of research into a phenomenon. 
• Objective is to gain preliminary insight on a topic that can provide 
the basis for an in-depth survey. 
• No theoretical model. 
• Can help provide preliminary evidence of association among 
concepts, thus, the valid boundary of a theory. 
Confirmatory (or 
theory-testing or 
explanatory) 
• Applies when knowledge of a phenomenon has been articulated in a 
theoretical model. 
• Objective is to test the adequacy of concepts developed in relation to 
the phenomenon, of hypothesised linkages among the concepts, and 
of the validity boundary of the models. 
Descriptive • Applies when there is a need to describe the distribution of the 
phenomenon in a population. 
• Objective is to understand the relevance of a certain phenomenon. 
• Although not intended for theory development, the facts described 
can provide useful hints for both theory building and theory 
refinement. 
Table 4-5: Types of survey conducted in OM research  
Descriptive survey is often used to describe the distribution of a phenomenon in a 
population in order to determine reality (Buckingham & Saunders, 2004; p44). 
Historically applied in the early stages of studying a phenomenon, descriptive 
survey helps develop the appropriate units that comprise theories (Malhotra & 
Grover, 1998). For instance, descriptive survey can be useful to help document the 
types of technologies used among aerospace manufacturers in the global value 
network. 
Knowledge of the phenomenon that will be investigated in this study has been 
articulated previously in empirical models and propositions for AMT adoption; 
albeit within broader industrial organisation contexts than the aerospace 
manufacturing context applied for this study. For example, OM literature has 
reviewed the effects of organisational capabilities on the successful adoption of 
AMT (Chung & Swink, 2009; Sohal et al., 2006; Swink et al., 2005).  
Thus, the most suitable type of survey for this study is the explanatory survey, or 
theory testing, as it facilitates testing of concepts based on a theoretical model that 
have been developed from underpinning and applied theories. 
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4.3.2 Research instrument 
This research uses the self-administered questionnaire as the instrument for data 
collection and analysis. A questionnaire is defined as “a set of printed or written 
questions with a choice of answers” (Oxford Dictionaries, 2017). According to 
Blaikie (2010; p278), a self-administered questionnaire is generally less expensive 
and quicker to conduct compared to face-to-face structured interviews. 
Additionally, respondents are found to be more willing to respond to controversial 
questions anonymously in the self-administered questionnaire than they would in 
face-to-face interviews (Buckingham & Saunders, 2004; p55). 
Today, self-administered questionnaires are commonly deployed as web-based 
online questionnaires using an application software. This study uses the Qualtrics 
application. Apart from the clear benefits of being inexpensive and quick, 
developing a questionnaire in this manner provides ease of distribution, helps in 
building the database, and provides analysis of collected data (Forza, 2002). Also, 
such application software has a built-in feature to allow for protection of 
respondents’ anonymity or data confidentiality through a password (Dillman et al., 
2009).  
Questions developed for a questionnaire can be open-ended to allow respondents to 
respond freely, or closed-ended to limit respondents to specific choices (Forza, 
2002). For the open-ended questions, they can be constructed for short or long 
responses. This is an advantage for variables that need to be investigated through a 
number of related questions (Fowler Jr., 2009). However, the questions need to be 
designed carefully for each identified variable. For self-administered 
questionnaires, questions are more likely to be closed-ended and pre-coded to ease 
the data processing task (Bryman, 2016; p227). 
In this study, the questions related to capabilities, for instance, are in the form of 
perceptual measures on a seven-point Likert scale. Respondents are asked to rate 
capability-related statements based on their agreement or disagreement. Whereas, 
questions related to the use of technologies in aerospace manufacturing is designed 
as a drop-down menu on a five-point Likert scale. These are followed by open-
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ended statements inviting respondents to state any other technologies they feel 
should be included in the list.  
The scales and measures for the self-administered questionnaire in this research 
have been developed based on those that were used in previous OM empirical 
studies. The selection was based on proven high levels of reliability and validity 
(Lewis & Boyer, 2002). For example, studies by Kotha and Swamidass (2000), 
Swink and Nair (2007), and Chung and Swink (2009) were referenced to produce 
the initial list of manufacturing technologies used in aerospace manufacturing. This 
list is subsequently reinforced with the technologies relevant to Cyber-Physical 
Systems (CPS), as suggested by Rajkumar et al. (2010), Wang et al. (2015), and 
Monostori et al. (2016). A detailed list of CPS technologies identified for this 
research is provided in Section 4.4.2.1. 
The self-administered questionnaire developed for this research is discussed in the 
following sections.  
4.4 Designing survey research for this study 
The process of designing a survey for OM research is a lengthy one and requires a 
theoretical model that can help to communicate the focus of the study (Forza, 2002). 
Although it is considered as the most demanding type of survey research, theory-
testing enables the reuse of measures, explanations, and results from previous 
studies, which contributes to a continuous refinement of the survey instrument 
(Forza, 2009).  
As a guidance, the theory-testing survey research process as described by Forza 
(2002; p157) is used for this study. The step-by-step process is depicted in Figure 
4-2. For clarity, research propositions and hypotheses within Step 1, labelled Link 
to theoretical level; have been developed and explained in Chapter 3 of this thesis. 
The rest of the items in Step 1, as well as items in Step 2 (Design), 3 (Pilot test), 
and some items in Step 4 (Collect data for theory testing), are elaborated in 
subsequent sections in this chapter.  
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(Forza (2002; p157)) 
Figure 4-2: The theory testing survey research process 
To complete the theory testing process for this research based on Figure 4-2, Step 
5 for Analyse data will be discussed in Chapter 5, while Step 6 for Generate 
report is addressed in Chapter 6. 
4.4.1 Linking to theoretical model 
The theoretical model for this study was introduced in Chapter 3 and reproduced 
below for ease of reference. 
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Figure 4-3: Theoretical model for this research 
4.4.1.1 Variables and their nominal definitions 
Based on the theory testing process, this research identifies the constructs or 
variables for the survey research, including their respective operational definitions. 
Generally, variables identified in a theoretical model provide an insight into the 
research problem and represent the aspect of the problem that the study aims to 
explain (Bryman, 2016; p151). The definitions of variables are critical to develop 
meaningful measurements of concepts within the theoretical model. Because of the 
emphasis on rigorous statistical tests in quantitative studies, the definitions of 
variables also need to be developed clearly and formally (Wacker, 2004). 
Based on the theoretical model in Figure 4-3, four main variables are identified for 
this study. They are Cyber-Physical Systems (CPS), Operational Performance (OP), 
Operational Capabilities (OC), and Advanced Manufacturing Capabilities (AMC). 
Table 4-6 describes their nominal definitions for the context of this research. 
Cyber-Physical Systems (CPS) is defined as “automated systems that enable 
connection of the operations of the physical reality with computing and 
communication infrastructures” (Jazdi, 2014; p2). This definition emphasises the 
integration of computational systems with physical processes, either by machines 
or humans.  
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Variables Nominal Definitions 
Cyber-Physical 
Systems (CPS) 
• “Automated systems that enable connection of the operations of the 
physical reality with computing and communication infrastructures” 
(Jazdi, 2014; p2). 
• This research uses the term “CPS adoption” to refer to the extent-of-use 
of CPS elements including tools, equipment, systems, techniques, and 
methodologies; and its implementation or installation into specific 
manufacturing process flows for their proper intended use.  
• For clarity, this research refers to “technology adoption”, “technology 
implementation”, and “technology use” collectively (Das & Nair, 2010). 
Operational 
Performance (OP) 
The outcome of operational activities undertaken by firms that relate to 
changes in cost, quality, delivery, and flexibility (Ahmad & Schroeder, 
2003). 
Operational 
Capabilities (OC) 
“The capacity of an organization to purposefully bundle its resource base 
in ways that enable the organization to perform the ongoing task of 
transforming inputs into outputs” (Coltman & Devinney (2013; p557) 
citing Helfat et al. (2007)). 
Advanced 
Manufacturing 
Capabilities 
(AMC) 
Advanced manufacturing technologies (AMT) refer to the combination 
of computer-based systems and production techniques that are 
implemented and integrated into the firm’s manufacturing processes 
(Boyer et al., 1997; Kotha & Swamidass, 2000, Swink & Nair, 2007). 
Thus, AMC refers to a firm’s ability to perform tasks and activities over 
the long term by utilising AMT. 
Table 4-6: Variables in this study and their respective nominal definitions 
As an independent variable, CPS denotes the extent of CPS technology adoption, 
whereby technology adoption refers to “the stage in which a technology is selected 
for use by an individual or an organization” (Sharma & Mishra (2014; p18) citing 
Carr Jr. (1999)). The scope of technology adoption for this research includes 
“technology implementation” and “technology use” (Das and Nair, 2010), to 
emphasise the extent of actual use of technology, and not merely acquisition and 
possession. Additionally, because CPS adoption has not been studied extensively 
in OM research, the scope of CPS adoption for this study also draws references 
from research on the extent of investment in AMT (Boyer, 1997; Jonsson, 2000) 
and the extent of use of AMT (Snell & Dean, 1992; Small, 1999).  
Thus, CPS adoption refers to the procurement of CPS elements including tools, 
equipment, systems, techniques, and methodologies; and its implementation or 
installation into specific manufacturing process flows for their proper intended use. 
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This study infers that the characteristics and challenges of CPS adoption are similar 
to that of AMT adoption. 
The dependent variable Operational Performance (OP) subscribes to the notion that 
performance success indicators can be in the form of changes in competitive 
capabilities targets involving cost, quality, delivery, and flexibility (Ahmad & 
Schroeder, 2003). These targets represent the outcome of operational activities 
undertaken by firms and have been used in various empirical studies. For instance, 
Devaraj et al. (2007) identifies operational performance as a construct focusing on 
cost, delivery, and flexibility, while McAffee (2002) applies delivery and flexibility 
to define the operational performance construct for his research. Whereas, Machuca 
et al. (2011) employs unit cost of manufacturing, on-time delivery performance, 
and flexibility in changing product mix, and Prajogo and Olhager (2012) use speed 
of delivery and production costs as two of the components of the operational 
performance construct.  
The theoretical model for this research combines Operational Capabilities (OC) and 
Advanced Manufacturing Capabilities (AMC) as a moderating variable. OC in 
particular, refers to a firm’s capacity to bundle its resources to “enable the 
organisation to perform the ongoing task of transforming inputs into outputs” 
(Coltman & Devinney (2013; p557) citing Helfat et al. (2007)). Because operational 
capabilities have been identified in literature as embedded in combinations of 
employee skills, facilities and equipment, processes and routines, as well as 
administrative synchronisation (Teece, 2014), they infer the significance of human 
skills to manage all the said components. 
Meanwhile, Advanced Manufacturing Capabilities (AMC) is applied in the 
theoretical model to denote a specific reference to a firm’s ability to perform tasks 
and activities over the long term by utilising AMT.  
AMT is described in empirical studies as computer-based systems and 
manufacturing techniques that are implemented to improve production operations 
(Suresh & Meredith, 1985; Small & Chen, 1995; Small, 1999; Kotha and 
Swamidass, 2000, Swink & Nair, 2007; Chung & Swink, 2009). Because AMT has 
featured prominently in literature focusing on improving firms’ manufacturing 
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processes since the late 1980s, firms are said to have developed the experience in 
developing the corresponding advanced manufacturing capabilities (Goyal & 
Grover, 2012). Therefore, AMC is also recognised in the theoretical model as the 
result of past technology adoption undertaken by firms. 
4.4.1.2 Boundary conditions: Unit of analysis and population  
One of the boundary conditions specified by Forza (2002) in his theory testing 
process is the unit of analysis. The unit of analysis represents the items that need to 
be examined in order to create summary descriptions and explain any differences 
(Babbie, 2016; p98). Units of analysis are instrumental to the level of data 
aggregation that must be performed upon completion of data collection (Forza, 
2009; p106). 
This research investigates the effects of CPS adoption on a firm’s operational 
performance, given that firms have varying levels of capabilities. Thus, the unit of 
analysis applied in this research is the firm. In order to clarify the use of “firm” as 
the unit of analysis for this study, it is important to revisit the structure of the 
aerospace manufacturing industry.  
As highlighted in Chapter 1 of this thesis, the global aerospace industry underwent 
a consolidation during the 1990s that was caused by a global demand slowdown. 
As a result, various organisations merged their operations and combined 
manufacturing capabilities, particularly in response to the decreasing number of 
aircraft programmes.  
For instance, in the UK, BAE Systems42 was formed in 1999 with the merger of 
British Aerospace and Marconi Electronic Systems (Weiss & Amir, 2017). Such a 
business consolidation exercise resulted in a concentration of capabilities within 
BAE Systems, one of the largest organisations in the UK aerospace industry today.  
As a unit of analysis for this research, a “firm” is not limited to the corporate entity 
alone. The BAE Systems example illustrates that a “firm” exists in the form of 
                                            
42 BAE Systems operates in fifty sites around the UK alone, with a global presence in more than 
forty countries (BAE Systems, 2016). 
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subsidiaries and associate companies to the larger corporate entity. This research 
considers that the relevant subsidiaries and associate companies of an entity such 
as BAE Systems, which are involved in the aerospace manufacturing activity are 
also considered in the unit of analysis applied for this research. 
The next step to ensure adherence to the unit of analysis is to select individuals in 
the firms as respondents to the survey. For this study, target respondents are those 
in managerial and task-leadership roles; for instance, in engineering, production, 
testing, and maintenance, strategic planning, as well as procurement. Ideally these 
respondents possess reasonable knowledge and experience in manufacturing 
technology adoption activities in the firm. The broad coverage of managerial roles 
in the target respondents is deliberate in keeping with the understanding that 
technology adoption is a strategic firm-wide decision-making exercise and not 
limited to those in technical roles (Papke-shields & Malhotra, 2001). This study 
also relies on the respondents’ perceived relevance of the survey (to their roles in 
the respective firms) to help mitigate any initial resistance of completing the 
questionnaire, hence, to increase participation (Frohlich, 2002). 
In determining the population as the boundary condition of this research, it is 
important to understand the global nature of the aerospace manufacturing value 
network today. OEMs such as Airbus and Boeing are known to have risk-sharing 
partners and suppliers from geographically disparate aerospace industry clusters 
such as those in the UK. As at 2016, there are approximately 3000 companies in the 
industry (AGP, 2016)43 that are involved in the manufacture of airframe, aircraft 
systems, and engines; provision of tooling equipment and maintenance, as well as 
repair and overhaul services for both defence and civil markets in the UK and 
overseas. An exact number of aerospace companies currently operating in the UK 
is not publicly available in formal industry reports at the time of the writing of this 
thesis. 
                                            
43 The Aerospace Growth Partnership (AGP) is a collaborative partnership between the UK 
Government and aerospace firms to maintain and grow the industry (AGP, 2016). 
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For the purpose of this study, the population of the aerospace industry players in 
the UK is considered representative of the entire global population of the aerospace 
industry players. 
4.4.2 Developing operational definitions of research constructs 
According to Forza (2009; p107), the concepts in a theoretical model need to be 
translated into observable and measurable elements in order to test the 
corresponding hypotheses. The process of doing so is guided by a review of 
measures that have been developed and applied in empirical studies.  
For the purpose of this research, the theoretical model was developed with three 
main variables. They are Cyber-Physical Systems (CPS), Operational Performance 
(OP), and Capabilities; comprising Operational Capabilities (OC) and Advanced 
Manufacturing Capabilities (AMC). The operational definitions of these variables 
are provided in subsequent sections. 
4.4.2.1 Cyber-Physical Systems (CPS) 
The operational definition of CPS draws from the description of CPS as the 
outcome of the merging of physical, virtual, and communication technologies in 
manufacturing (Rajkumar et al., 2010; Wang et al., 2015; Monostori et al., 2016). 
In the theoretical model, CPS is represented by four categories of technologies. 
These categories consist of manufacturing technologies that have been identified in 
AMT and CPS literature, and classified into Design, Manufacturing, 
Administrative, and Connectivity. Because technology advancements in CPS is still 
in progress within the scope of Industry 4.0 (Liao et al., 2017), the list of CPS 
technologies identified for this research is non-exhaustive. CPS technologies 
identified for this study are intended to be representative of the technologies that 
are commonly applicable in aerospace manufacturing. 
The categories of Design, Manufacturing, and Administrative are adapted from 
research on AMT (Boyer & McDermott, 1999; Swamidass & Kotha, 1998), while 
the category of Connectivity was derived from discussions on CPS (Rajkumar et 
al., 2010; Wang et al., 2015; Monostori et al., 2016).  
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AMT in Design, Manufacturing, and Administrative have been applied in empirical 
research by Kotha and Swamidass (2000) to investigate the relationship among 
strategy, AMT adoption, and firm performance; by Swink and Nair (2007) to 
examine the complementary role of firm assets in AMT adoption; and by Chung 
and Swink (2009) to investigate the relationship patterns of AMT utilisation and 
development of manufacturing capabilities. Thus, the categories of Design, 
Manufacturing, and Administrative are deemed suitable for the purpose of this 
study. 
Citing Boyer et al. (1996), Boyer and McDermott (1999; p295) referred to the 
Design category as “design of products and processes”, Manufacturing category as 
“actual manufacturing and physical transformation of the product”, and 
Administrative category as those used “primarily to track operation inputs and 
outputs”. However, Swamidass and Kotha (1998; p25) offered extended versions 
of the definitions of the categories. They suggest that Design refers to “automated 
drafting technologies that focus primarily on product definition, design, and related 
information processing functions”; Manufacturing refers to “technologies used on 
the factory floor including those that control and monitor material flow, production 
scheduling, and planning”; and Administrative refers to “technologies that facilitate 
storage and exchange of information among design and manufacturing 
technologies”. 
Meanwhile, the category of Connectivity is identified based on the convergence of 
physical systems, virtual systems, and communication systems into CPS. Because 
CPS depicts the interaction among humans, machines, and products (Brettel et al., 
2014), connectivity is regarded as an essential component. Thus, Connectivity 
refers to technologies that allow Design, Manufacturing, and Administrative 
technologies to exchange and respond to information (Brettel et al., 2014; 
Monostori et al., 2016). 
Table 4-7 summarises the operational definitions of the four categories of 
manufacturing technologies that form CPS technologies for the purpose of this 
research.  
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Categories Definitions 
Authors (Boyer & McDermott, 1999) (Swamidass & Kotha, 1998) 
Design Technologies for “design of 
products and processes”. 
“Automated drafting technologies 
that focus primarily on product 
definition, design, and related 
information processing functions”. 
Manufacturing Technologies that relate to “actual 
manufacturing and physical 
transformation of the product”. 
“Technologies used on the factory 
floor including those that control 
and monitor material flow, 
production scheduling, and 
planning”. 
Administrative Technologies that are used 
“primarily to track operation inputs 
and outputs”. 
“Technologies that facilitate storage 
and exchange of information among 
design and manufacturing 
technologies”. 
Authors (Brettel et al., 2014; Monostori et al., 2016) 
Connectivity 
Technologies that allow design, manufacturing, and administrative 
technologies to exchange and respond to information. 
Table 4-7: Four categories of technologies in CPS and their corresponding 
operational definitions 
Based on the operational definitions described in Table 4-7, this study identifies 
the CPS technologies that are deemed relevant for each category of Design, 
Manufacturing, Administrative, and Connectivity.  
Table 4-8 provides a list of Design CPS technologies, namely Computer-Aided 
Manufacturing (CAM), Computer-Aided Design (CAD), Computer-Aided 
Engineering (CAE), and Computer-Aided Process Planning (CAPP); with their 
respective descriptions. All the descriptions are referenced to Kalpakjian and 
Schmid (2014), unless stated otherwise. 
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Design CPS Descriptions 
a) Computer-aided 
manufacturing (CAM) 
b) Computer-aided design 
(CAD) 
c) Computer-aided 
engineering (CAE) 
d) Computer-aided process 
planning (CAPP) 
a) A system for control of machine tools and machinery in the 
manufacturing process. 
b) A system for product design and documentation. 
 
c) A system for engineering analysis of robustness and 
performance of components and assemblies. 
d) A system for product manufacturing plan based on 
projected variables such as cost, lead times, equipment 
availability, production volumes, potential material 
substitution routings and testing requirements 
Table 4-8: Design CPS technologies 
Meanwhile, OM literature offers numerous examples of manufacturing 
technologies that fulfil the definition of Manufacturing technologies in CPS. 
Thirteen of these technologies are identified including industrial robots, 
Computerised Numerical Control machines (CNC), Environmental control system, 
Enterprise Resource Planning (ERP), and 3D-printing. A full list of these thirteen 
technologies are described in Table 4-9. 
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Manufacturing CPS Descriptions 
a) Industrial robots 
 
 
 
b) Real-time process 
control system 
 
c) Flexible Manufacturing 
System (FMS) 
d) Computerised Numerical 
Control Machines 
(CNC) 
e) Automated material 
handling system 
 
f) Environmental control 
system 
 
g) Automatic identification 
 
 
h) Knowledge-based 
system 
 
i) Decision support system 
j) Material Requirements 
Planning (MRP) 
k) Manufacturing Resource 
Planning (MRP II) 
 
 
l) Enterprise Resource 
Planning (ERP) 
 
m) 3D-printing 
a) Machines consisting of programmable mechanisms, often 
having the appearance of one or several arms with a wrist 
capable of holding a tool, a workpiece, or an inspection 
device. 
b) Systems comprising process tool, statistical process control 
and data analysis, control software, and data acquisition 
software. 
c) A network of machine tools linked together by a material-
handling system and controlled by a central computer. 
d) A system in which a control micro-computer is an integral 
part of a machine that can be programmed by the machine 
operator. 
e) Automation that reduces or eliminates the need for humans 
to check-in, check-out, sort material, or to move totes and 
bins containing library material. 
f) A control system to operate the mechanical equipment that 
maintains the environment. 
 
g) Methods of identifying objects, collecting data about them, 
and entering that data directly into computer systems, for 
example, RFID and barcode. 
h) Automation of production processes assisted by knowledge-
based systems such as artificial intelligence or expert 
systems. 
i) Computerised tool for effective decision-making process. 
j) Production planning, scheduling, and inventory control 
system used to manage manufacturing processes. 
k) An integrated information system to centralize, integrate, and 
process information for effective decision-making in 
scheduling, design engineering, inventory management and 
cost control in manufacturing. 
l) A system that coordinates, optimises, and dynamically 
integrates all information sources and the diverse technical 
and financial activities in manufacturing. 
m) A process of making three dimensional solid objects from a 
digital file. 
Table 4-9: Manufacturing CPS technologies 
Based on the definition of the Administrative category in Table 4-7, three 
technologies are identified as fulfilling the description of the category. They are 
office automation, activity-based costing, and data analytics. The descriptions of 
these technologies are included in Table 4-10. 
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Administrative CPS Descriptions 
a) Office automation 
 
 
b) Activity-based costing  
 
 
 
c) Data analytics 
a) Computer machinery and software used to digitally create, 
collect, store, manipulate, and relay office information 
needed for accomplishing basic tasks. 
b) Costing methodology that identifies activities in an 
organization and assigns the cost of each activity with 
resources to all products and services according to the actual 
consumption by each. 
c) Data generated from activities across the company, when fed 
into analytical software, will yield information to improve 
manufacturing processes and increase productivity (Lee et 
al., 2015). 
Table 4-10: Administrative CPS technologies  
Finally, the CPS technologies that satisfy the definition of the Connectivity 
category are intra-company computer networks, wireless communication, and 
cloud computing. They are listed with their descriptions in Table 4-11. 
Connectivity CPS Descriptions 
a) Intra-company computer 
networks 
b) Wireless communication  
 
c) Cloud computing 
a) Network infrastructure for exchange of data across the 
company and among all functional teams. 
b) Network infrastructure that enables the inter-networking of 
all electronic devices with the production floor. 
c) Technology that enables the management and operation of 
company-wide hardware and software via the internet, for 
example, secure data and file sharing, and remote monitoring 
(Wang & Xu, 2013). 
Table 4-11: Connectivity CPS technologies 
To address the progressive nature of technology advancements, the list of 
technologies identified for each category of CPS in the preceding tables was based 
on three considerations. Firstly, the frequency of which each technology was 
featured up to January 2017; in AMT literature for Design, Manufacturing, and 
Administrative (for example, Boyer et al. (1997), Swamidass and Kotha (1998), 
Jonsson (2000) and Diaz et al. (2003)), and in CPS literature for Connectivity (for 
example, Rajkumar et al. (2010), Wang et al. (2015), and Monostori et al. (2016)).  
Secondly, based on a recommendation by Chung and Swink (2009), the list also 
includes Design, Manufacturing, and Administrative technologies that have 
become prevalent since the earlier studies were conducted, for instance, industrial 
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robots, 3D-printing, and data analytics. Thirdly, the selection of the technologies 
was also based on feedback from the pilot testing of the questionnaire designed for 
this research (which is discussed later in this chapter). 
4.4.2.2 Operational Performance (OP) 
Performance measurement is an analysis of both efficiency and effectiveness in 
accomplishing a given task (Fugate et al., 2009; Gligor et al., 2015). Whilst 
efficiency refers to how economically a firm utilises its resources, effectiveness 
refers to the extent of which customer requirements are met based on specifications.  
In OM literature, operational performance is often discussed along two main 
perspectives. The first focuses on financial measures such as profit, return on 
investment and productivity; and the second concerns with measures of competitive 
priorities, such as cost, quality, delivery, and flexibility (Ghalayini & Noble, 1996). 
Generally, OM researchers are inclined towards viewing operational performance 
according to the second perspective. Typically, this would be in terms of changes 
and improvements in cost, quality, delivery and flexibility (Miller & Roth, 1994; 
Ahmad & Schroeder, 2003; Pagell & Krause, 2004). This is also supported by the 
outcome of research conducted by Das and Narasimhan (2001) that the application 
of manufacturing technologies must be confined to a set of defined process goals. 
Thus, this research adopts the second perspective that operational performance is 
concerned with changes and improvements in cost, quality, delivery, and flexibility. 
Operational Performance in this research refers to the outcome of a firm’s adoption 
of CPS technologies. Although cost, quality, delivery, and flexibility have been 
known collectively as competitive priorities, they are typically multidimensional 
and are often operationalised as individual dimensions (Flynn & Flynn, 2004). For 
instance, Vickery et al. (1993) identified them as price, conformance and 
performance quality, delivery dependability and speed, and product flexibility and 
volume flexibility. Boyer and Lewis (2002) investigated inventory cost, consistent 
and reliable quality, meeting delivery promises, and making rapid design changes, 
while Amoako-Gyampah and Meredith (2007) identified material costs, supplier 
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quality, faster deliveries, and manufacturing lead time; to represent cost, quality, 
delivery, and flexibility.  
This study operationalises “operational performance” by selecting unit cost of 
manufacturing to represent cost, quality of product conformance to represent 
quality, on-time delivery performance to represent delivery, and flexibility to 
change volume to represent flexibility (Ahmad & Schroeder, 2003; Pagell & 
Krause, 2004; Peng et. al, 2008). The selection is based on the need to test for a 
direct influence of CPS adoption on a firm’s operations, which relies on the 
assumption that the knowledge of these items is directly observable or accessible 
by those involved in the adoption activity. Table 4-12 summarises the definitions 
of each of the item selected to depict operational performance (OP). 
Operational 
Performance variables 
Definitions Authors 
Cost: Unit cost of 
manufacturing 
Ability to lower work-in-process 
inventories, reduction of overheads etc. to 
ensure lower unit cost. 
Noble (1997); Danese 
and Romano (2012) 
Quality: Quality of 
product conformance 
Ability to manufacture a product whose 
operating characteristics meet established 
performance standards. 
Curkovic et al. (2000) 
Delivery: On-time 
delivery performance 
Ability to provide quick and reliable 
deliveries based on agreed scheduling 
with customers. 
Noble (1997); 
Machuca et al. (2011) 
Flexibility: Flexibility to 
change volume 
Ability to accelerate or decelerate 
production very quickly. 
Flynn and Flynn 
(2004) 
Table 4-12: Definitions of Operational Performance, OP, variables 
For clarity, “Unit cost of manufacturing” is defined as a firm’s ability to lower 
work-in-process inventories and reduce overhead costs, which is aimed at ensuring 
that unit cost is maintained at a low level (Noble, 1997; Danese & Romano, 2012). 
“Quality of product conformance” is defined as the ability to manufacture based on 
established performance specifications and standards (Curkovic et al., 2000), while 
“On-time delivery performance” reflects a firm’s ability to provide quick and 
reliable deliveries based on agreed scheduling with cutomers (Noble, 1997; 
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Machuca et al., 2011). Lastly, “Flexibility to change volume” refers to a firm’s 
ability to accelerate or decelerate production quickly (Flynn & Flynn, 2004). 
4.4.2.3 Operational Capabilities (OC) 
The term operational capabilities is adopted from Helfat and Winter (2011) to be 
applied in the theoretical model. The scope of operational capabilities represents 
the ability of firms to execute their daily manufacturing activities. OM researchers 
have illustrated the role of operational capabilities in various contexts. For instance, 
based on an assessment of operational performance (Ward et al., 1998; Nand et al., 
2013), an assessment of the relationships among various performance dimensions 
(Ferdows & Meyer, 1990; Schoenherr & Narasimhan, 2012), and an investigation 
on the link between operational performance and organisational strategy 
formulation (Ahmed et al., 1996; Devaraj et al., 2004; Narasimhan et al., 2005). 
The focus of operational capabilities has been on their influence on the achievement 
of business objectives based on the implementation of business strategies. 
However, Peng et al. (2008) cautioned that these studies do not imply that there are 
prescriptive guidelines on developing winning operational capabilities. 
As a variable, operational capabilities has been applied empirically to mediate the 
relationship between a firm’s strategic flexibility and operational efficiency 
(Kortmann et al., 2014), as well as to moderate the relationship between 
manufacturing flexibility and firm performance (Patel et al., 2012). Based on these 
empirical research, operational capabilities have also been referred to as “the ability 
of a firm’s operational units to acquire, assimilate, transform, and exploit 
knowledge from the operations environment” (Patel et al., 2012; p202). This 
description is aligned with the notion that operational capabilities refer to the ability 
of a firm to integrate a set of tasks in order to enhance its output through the most 
efficient use of its manufacturing competencies, technology, and flow of materials 
(Hayes et al., 1988; Dutta et al., 1999).  
The variety of descriptions of operational capabilities allude to the ability of human 
managers to undertake all the said tasks. Lefebvre and Lefebvre (1998) suggested 
that the successful adoption of technologies in a firm relies on managerial skills; 
both in the areas of strategic management and marketing, as well as technical. This 
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is understandable since a technology adoption activity involves specialised 
activities including evaluation of technical feasibility of manufacturing 
technologies, effective management of the progress of technology adoption, and 
operation of the manufacturing processes that have been enhanced by technology 
adoption; all of which refer to the human skills. Thus, these capabilities themselves 
are often testament to the success of the previous adoption of manufacturing 
technologies.  
The dimensions that have been identified to operationalise “operational 
capabilities” for this study are managerial and technical capabilities. Table 4-13 
provides the respective definitions. 
Dimensions Definitions Authors 
Managerial capability The ability to administer operational 
activities by monitoring and reporting 
progress, designing incentives, and 
managing conflicts. 
Danneels (2002) 
Technical capability The ability to deploy manufacturing 
technologies and accumulate technical 
knowledge in the process. 
Chandran and Rasiah 
(2013) 
Table 4-13: Two dimensions of Operational Capabilities comprising Managerial 
and Technical capabilities 
Managerial capability refers to a firm’s ability to monitor and report on progress, 
design incentives, and manage conflicts within its operational activities (Danneels, 
2002), while technical capability represents a firm’s ability to deploy manufacturing 
technologies and accumulate technical knowledge in the process (Chandran & 
Rasiah, 2013). 
The operational definition of operational capabilities for this research is also guided 
by the discussion of the topic in Pavlou and Sawy (2011). In their research context, 
Pavlou and Sawy (2011) suggested three dimensions of operational capabilities 
namely, technical capability, managerial capability, and customer capability. To 
describe technical capability, they adopted Pisano's (1994) description of technical 
capability as the ability to physically develop new products by understanding 
product technologies, evaluating the feasibility of product designs, testing 
 175 
prototypes, and assessing technical specifications. To describe managerial 
capability, Pavlou and Sawy (2011) also applied Danneels' (2002) description as 
highlighted in Table 4-13. However, Pavlou and Sawy (2011) included “customer 
capability” as the third element of operational capabilities in order to investigate 
capabilities for “determining market characteristics and trends”, “appraising 
competitors and products”, and “executing test-marketing programmes”.  
This research does not consider “customer capability” as one of the constructs of 
operational capabilities. “Customer capability” in the context identified by Pavlou 
and Sawy (2011) is not applicable to the individual firm in the aerospace 
manufacturing value network. Aerospace manufacturers rely on their participation 
in an aircraft development programme and their industry-certified capabilities to 
acquire the said customer capabilities, instead of having to “determine market 
characteristics and trends”, “appraise competitors and products”, and “execute test-
marketing programmes”. 
4.4.2.4 Advanced Manufacturing Capabilities (AMC) 
Manufacturing capabilities are strategic resources, competences and priorities that 
“can be built, maintained, and enhanced” (Teece et al., 1997; p516). These 
capabilities are developed over time from both internal and external sources that 
reflect the technological progress in products and processes. The main source of a 
firm’s manufacturing capabilities is the technology assets, systems, and processes 
that have been acquired and implemented successfully over the years (Sinha & 
Noble, 2008).  
Based on the broad description of manufacturing capabilities, this study defines 
AMC as a firm’s ability to perform tasks and activities over the long term by 
utilising AMT. As discussed earlier, AMT refers to a variety of both hard and soft 
manufacturing technologies (Chung & Swink, 2009) that emerge from the 
convergence of manufacturing process technologies involving machining and 
tooling with computer-based control technology (Swamidass & Kotha, 1998). 
For the purpose of this research, AMC is regarded as possessing the characteristics 
of dynamic capabilities because they reflect a firm’s ability “to integrate, build, and 
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reconfigure internal and external competences to address rapidly changing 
environments” (Teece et al., 1997; p516). This ability is critical to ensure a 
successful technology adoption. Furthermore, AMC are deemed dynamic because 
they involved a long-term commitment in technologies to enable resource 
reconfiguration that modify the resource base of a firm (S. G. Winter, 2003). Thus, 
AMC represents the transformation of a firm’s resources and the development of 
capabilities from technology adoption. 
Researchers have highlighted the inherent challenges in operationalising and 
measuring dynamic capabilities (Williamson, 1999; Galunic & Eisenhardt, 2001; 
Pavlou & Sawy, 2011). This is attributed to the multitude of terms used to describe 
dynamic capabilities. For instance, Teece et al. (1997) used the terms to “integrate, 
build, and reconfigure internal and external competences to address rapidly 
changing environments” in their description of dynamic capabilities. Ambrosini et 
al. (2009; pS11) then expanded on these terms by suggesting that integrate refers 
to the task that a firm undertakes to manipulate assets and resources in order to 
generate a new resource base. They also posited that build is associated with the 
ability to manage new investments and concurred that reconfigure refers to the 
ability to transform the existing resource base (Ambrosini et al., 2009; pS11). 
Whereas, Helfat et al. (2006; p1) suggested that dynamic capabilities refer to the 
abilities to “create, extend, and modify resource base”.  
To operationalise AMC according to the concept of dynamic capabilities in 
literature, this study identifies the abilities to Learn, Integrate, and Coordinate as 
representative of the descriptions of dynamic capabilities provided by Teece et al. 
(1997) and Helfat et al. (2006).  
“Learning” is considered a dynamic capability in itself (Eisenhardt & Martin, 2000; 
Zollo & Winter, 2002) because it involves knowledge acquisition, dissemination, 
and interpretation (Weerawardena et al., 2014). In fact, Teece et al., (1997; p520) 
had earlier posited that learning is “a process by which repetition and 
experimentation enable tasks to be performed better and quicker”. Previous 
research also emphasised that the learning process is fundamental to a firm’s ability 
to reconfigure resources (Ambrosini & Bowman, 2009; Wang & Ahmed, 2007).  
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Meanwhile, “Integrating” refers to the ability of firms to manipulate assets and 
resources in order to generate a new resource base (Ambrosini et al., 2009), and 
“Coordinating” is described as the ability to gather and process information (Teece 
et al., 1997; p519).  
For clarity, this study interprets the ability to reconfigure as pre-existing within the 
identified dimensions of AMC because reconfiguring involves transforming 
existing resource base, which constitutes the collective outcome of learning, 
integrating, and coordinating. This is consistent with the view that dynamic 
capabilities themselves are tools that enable reconfiguration of existing capabilities 
(Galunic & Eisenhardt, 2001). 
As a variable for this study, AMC possess the combined characteristics of those 
abilities described by Teece et al. (1997), Helfat et al. (2006) and Ambrosini et al. 
(2009). In fact, Teece et al. (1997; p516) posited that because the ability “to 
integrate, build, and reconfigure internal and external competences to address 
rapidly changing environments” is underpinned by the effectiveness of managerial 
and organisational processes, the specific capabilities involved are related to the 
abilities of managers to learn, integrate, and coordinate.  
For the purpose of this research, the three dimensions of AMC, namely learning, 
integrating, and coordinating capabilities; as described in preceding paragraphs, are 
highlighted in Table 4-14 together with their respective operational definitions. 
Learning capability has been described in terms of a firm’s absorptive capacity and 
organisational routines in acquiring, assimilating, transforming, and exploiting 
knowledge (Zahra & George, 2002). Learning capability not only enables tasks to 
be performed effectively and efficiently, but also facilitates reflection on failures 
and successes (Ambrosini et al., 2009). It also encourages employees to be 
proactive by enhancing their “creative capacity” (Cohen & Levinthal, 1990; p131). 
In the context of technology adoption, learning is an underlying requirement for 
firms to ensure that existing and new technical knowledge are disseminated 
effectively across the organisation. 
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Dimensions Definitions Authors 
Learning capability The ability to acquire, assimilate, transform, 
and exploit knowledge.  
Cohen and 
Levinthal (1990); 
Zahra and George 
(2002) 
Integrating capability The ability to combine individual knowledge 
by contributing, representing, and 
interrelating individual input to the entire 
business unit. 
Pavlou and Sawy 
(2011; p245) 
Coordinating capability The ability to orchestrate and deploy tasks, 
resources, and activities. 
Pavlou and Sawy 
(2011; p246) 
Table 4-14: Three dimensions of Advanced Manufacturing Capabilities, AMC, 
comprising Learning, Integrating, and Coordinating capabilities 
Integrating capability refers to a firm’s ability to combine individual knowledge by 
“contributing, representing, and interrelating” individual input to the entire business 
unit (Pavlou & Sawy, 2011; p245). Pavlou & Sawy (2011) cited various studies 
including Helfat and Peteraf's (2003) to clarify that the ability to “contribute, 
represent, and interrelate” involves disseminating individual input across the firm 
into a collective activity. For instance, upon adoption of a new manufacturing 
technology, the knowledge acquired by design and production engineers must be 
integrated with that in purchasing and finance in order to track the return on 
investment of the new technology.  
Additionally, Pavlou and Sawy (2011; p246) define Coordinating capability as the 
“ability to orchestrate and deploy tasks, resources, and activities”. This ability is 
especially critical when adopting a new technology into existing manufacturing 
systems and processes, while maintaining a reasonable level of production activity. 
Although Integrating and Coordinating capabilities are said to be positively 
associated with each other through the use of a shared language such as a common 
computing language (Galunic & Eisenhardt, 2001), both capabilities are treated as 
distinct in this study. While Coordinating capability focuses on allocating 
resources, as well as assigning and synchronising tasks; Integrating capability 
concerns with ensuring overall understanding of the task at hand among relevant 
participants (Pavlou & Sawy, 2011). 
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4.4.3 Measurements development 
Based on the discussion on operational constructs for this research in the preceding 
section, this thesis proceeds to identify the measurements for each variable in order 
to test the hypotheses derived from the theoretical model. To recap, this research 
employs the theory testing survey method. As such, this particular survey method 
facilitates a reuse of measurements from previous empirical research for the 
constructs  (Forza, 2009; p101). 
Measurements in OM research are often developed to generate four different kinds 
of data for analysis; two of which are commonly applied (Flynn, Sakakibara, 
Schroeder, Bates, & Flynn, 1990). One of the commonly used data is nominal data, 
which is usually collected through questions that require respondents to assign their 
current experiences into a category, for instance, “Please state your role in your 
organisation from the following categories”. The other is ordinal data, which 
follow questions that provide large categories of responses, allowing respondents 
to describe their perceptions in non-numerical terms such as “strongly agree” or 
“strongly disagree” (Fowler Jr., 2009; p100). Since measurements are essentially 
used to describe the properties of a scale, it is imperative that a scale satisfy the 
conditions of linearity and uni-dimensionality, reliability and consistency, and most 
of all validity in measuring the attributes it sets out to measure (Oppenheim, 2005; 
p153). 
This survey research applies multi-item scales that are adapted from empirical 
research to measure CPS adoption (Boyer et al., 1997; Dean & Snell, 1996; Wang 
et al., 2015; Monostori et al., 2016), operational and advanced manufacturing 
capabilities (Pavlou & Sawy, 2011; Jonsson, 2000), and operational performance 
(Ahmad & Schroeder, 2003; Pagell & Krause, 2004; Peng et. al, 2008). The 
measurements identified within the contexts of all the said studies were applied to 
measure the perception of respondents from the respective samples.  
The Likert scale is the most common technique used to investigate perceptions and 
attitudes in survey research. Named after Rensis Likert who developed the method 
in 1932, the Likert scale enables a multiple-item measure of the intensity of feelings 
or attitudes in the identified areas of research (Bryman, 2016). A typical format to 
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indicate level of agreement is a five-point scale from “strongly agree” to “strongly 
disagree”, with a middle position of  “neither agree nor disagree” (Bryman, 2016; 
p154).  
4.4.3.1 Independent variable 
The extent-of-use of technology can be measured in three ways; (1) absolute total 
usage or ownership at a given point in time; (2) usage or ownership relative to some 
total output measure; and (3) total usage relative to some estimated post-diffusion 
level of usage (Pulkki-Brännström & Stoneman, 2013; p1769). These measures 
have been applied empirically in the contexts of measuring the global spread of new 
technologies (Pulkki-Brännström & Stoneman, 2013), effects of management 
practices on the extent-of-use of technological innovations (Battisti & Iona, 2009), 
as well as inter-firm and intra-firm technology diffusion (Hollenstein & Woerter, 
2008). Another study investigates the extent-of-use of information technology (IT) 
in the development of a firm’s market access, integrity-related, and functionality-
related competencies (Ravinchandran & Lertwongsatien, 2005).  
The abovementioned studies share a common approach of evaluating the extent-of-
use of technology against a specific performance measure. To recap, in order to test 
Hypothesis 1 of this research, a measure is needed to test the hypothesis to 
determine the extent-of-use of CPS technologies on a firm’s operational 
performance. 
The adoption of AMT has been measured along various dimensions including 
operational, organisational, and managerial benefits (McDermott & Stock, 1999), 
growth and financial performance (Kotha & Swamidass, 2000; Diaz et al., 2003), 
as well as manufacturing performance (Swink & Nair, 2007) and plant performance 
(Machuca et al., 2004). OM literature has also discussed the operational benefits of 
AMT adoption in terms of output levels, efficiency, cost reduction, reliability, 
repeatability, quality, and flexibility (Zairi, 1992; Boyer et al., 1996).  
As described earlier, CPS technologies is represented in the theoretical model by a 
list of items, an approach similar to those applied for AMT items by researchers 
such as Snell and Dean (1992), Dean and Snell (1996), and Boyer et al. (1997). This 
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approach was also applied by OM researchers such as Kotha and Swamidass (2000) 
whom applied nineteen technologies to measure how frequently a particular 
technology was used, by Swink and Nair (2007) whom applied six technologies, 
and Chung and Swink (2009) with eleven technologies to be compared with 
industry average.  
To measure the selected technologies, OM researchers such Snell and Dean (1992) 
and Dean and Snell (1996) applied a five-point scale that represent 1 = not at all, 3 
= moderately, and 5 = extensively, to measure the extent-of-use of ten technologies 
in the plant, while Boyer et al. (1997) used a seven-point Likert scale to measure 
the amount of investment in twenty technologies. Boyer (1999) subsequently reused 
the seven-point Likert scale in a longitudinal analysis of the same sample. Research 
by Kotha and Swamidass (2000) applied the same five-point scale as those used by 
Snell and Dean (1992) and Dean and Snell (1996), while  Swink and Nair (2007) 
and  Chung and Swink (2009) used 1 = much less, 4 = about the same, 7 = to a 
much greater extent, to compare with industry average. Based on these studies, the 
author of this thesis considers that the same approach is suitable to measure the 
extent-of-use of CPS technologies. 
This research measures the extent-of-use of each CPS technology on a five-point 
Likert scale where 1 = Never, 2 = Sometimes, 3 = About half the time, 4 = Most of 
the time, and 5 = Always. The CPS technologies selected for this study is 
reproduced in Table 4-15 to illustrate their respective item codes for each 
technology. The item codes are incorporated to ease the process of data collection 
input. 
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Categories Technologies 
Design (D1) Computer-aided manufacturing (CAM) 
(D2) Computer-aided design (CAD) 
(D3) Computer-aided engineering (CAE) 
(D4) Computer-aided process planning (CAPP) 
Manufacturing (M1) Industrial robot 
(M2) Real-time process control systems 
(M3) Flexible manufacturing systems (FMS) 
(M4) Computerised numerical control machines (CNC) 
(M5) Automated material handling systems 
(M6) Environmental control systems 
(M7) Automatic identification 
(M8) Knowledge-based systems 
(M9) Decision support systems 
(M10) Material requirements planning (MRP) 
(M11) Manufacturing resource planning (MRP II) 
(M12) Enterprise Resource Planning (ERP) 
(M13) 3D Printing 
Administrative (A1) Office automation 
(A2) Activity-based costing system 
(A3) Data analytics 
Connectivity (C1) Intra-company computer networks 
(C2) Wireless communication  
(C3) Cloud computing 
Table 4-15: Classification of CPS technologies for construct measurement  
To illustrate the measurement of CPS technologies, this thesis develops the 
measurement model for this research in two parts. The first is shown in Figure 4-4 
representing Hypothesis 1; depicting the constructs for independent variable, CPS 
and dependent variable, OP.  
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Figure 4-4: Measurement model featuring constructs for independent variable, 
CPS and dependent variable, OP 
Based on Figure 4-4, CPS is formed by four categories of CPS technologies 
comprising a total of twenty-three items for measurement. They are reflected and 
coded in the measurement model as per the list of technologies provided in Table 
4-15. 
4.4.3.2 Dependent variable 
OM research suggests that improved operational performance can be attributed to 
the success of AMT adoption, provided firms also invest on manufacturing 
infrastructure (Boyer et al., 1997; Zhou et al., 2009), establish proper planning 
(Chen & Small, 1996) and develop appropriate strategy (Kotha & Swamidass, 
2000). Other OM researchers have suggested that improved operational 
performance as a result of AMT adoption can also be attributed to involvement of 
managers in the strategy formulation process (Tracey et al., 1999), as well as strong 
relationships with technology suppliers (Abd. Rahman et al., 2009). 
Perhaps the most important of all operational performance measures is cost 
(Machuca et al., 2011), of which a focus of this research is on “unit cost of 
manufacturing”. Quality has been defined in various terms in OM, but a leading 
measure is “quality of product conformance” which aligns with pre-defined product 
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specifications and consistent reliability standards (Devaraj et al., 2004). As for 
delivery performance, OM literature uses two basic measures of either reliability or 
speed (Wackery & Sheu, 2006). This study applies “on-time delivery performance” 
to indicate a combination of both. To measure flexibility, OM literature suggests 
that two of the most influential measures are the ability to change volume and 
product mix (Machuca et al., 2011). This study applies “flexibility to change 
volume” instead of “flexibility to change product mix” because the latter is less 
appropriate for a highly design-dependent environment such as the aerospace 
manufacturing industry. 
Operational Performance, OP, is measured as a four-item scale where the 
respondents are asked to provide self-assessed responses based on comparisons 
with the performance of their competitors. These measures are selected to reflect 
the operational performance that are directly influenced by advanced technologies 
(Chenhall, 2007) and are rated on a seven-point Likert scale from 1 = Much worse 
to 7 = Much better, with 4 = About the same.  
Since this study tests the hypothesis of a positive impact of CPS adoption on 
operational performance, OP, it implies relative performance measurement among 
manufacturers based on the types of CPS technologies each firm acquires and 
implements. Limiting the measurement of OP to self-assessed responses allows the 
targeted respondents to focus on outcomes they have control over (Pagell & Krause, 
2004). In fact, self-assessed responses are deemed consistent with objective 
performance measures and with external secondary data (Fugate et al. (2009) citing 
Slater and Narver (1994) and Venkatraman and Ramanujam (1986)). Abdel-
maksoud et al. (2005) also suggested that because operational performance is 
associated with daily manufacturing activities, it is more appropriate to measure 
operational performance with non-financial measures. Thus, a comparative 
performance measure is preferred over an absolute performance measure (Pagell & 
Krause, 2004). 
The measurement model in Figure 4-4 illustrates operational performance OP with 
its cost, quality, delivery, and flexibility dimensions. 
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4.4.3.3 Moderating variable 
Literature on AMT adoption investigates the moderating effect of various factors 
on firm performance. Some of these factors include strategy (Dean and Snell; 
1996), manufacturing infrastructure such as quality leadership and worker 
empowerment (Boyer et al., 1997), training and man-machine interface (Guimaraes 
et al.,1999) high-performing teams such as that in a quality circle (Malhotra et al., 
2001), and design-manufacturing integration (Swink & Nair, 2007). Additionally, 
empirical research on AMT adoption has also discussed the moderating effects of 
time (Boyer, 1999), and firm size (Swamidass & Kotha, 1998). 
This research identifies “Capabilities” as the moderating variable for the 
relationship between CPS adoption and firm performance. As a research variable, 
“Capabilities” has been conceptualised in OM literature as a firm’s intended or 
realised competitive performance or operational strength (Peng et al., 2008). The 
“Capabilities” variable has also been assessed with multi-dimensional measures of 
cost, quality, delivery, and flexibility (Ferdows & Meyer, 1990; Boyer & Lewis, 
2002; Flynn & Flynn, 2004).  
For this study, “Capabilities” is depicted as a moderating variable comprising 
Operating Capabilities, OC, and Advanced Manufacturing Capabilities, AMC. 
Based on the operational definitions of both constructs based on the theoretical 
model of this study, all measures for “Capabilities” are included in the self-
administered questionnaire on a seven-point Likert scale from 1 = Strongly 
disagree to 7 = Strongly agree, while 4 = Neither agree nor disagree.  
Respondents are asked to provide self-perceptual feedback to statements about their 
organisations’ positions on these “Capabilities”. For example, “As you respond to 
this question, please reflect on the activities that your firm has undertaken to ensure 
that new manufacturing technologies are adopted successfully. Please indicate 
your level of agreement or disagreement with the following statements”. 
Operational capabilities, OC, are categorised into “Managerial capability” and 
“Technical capability” in this study. The former measures managerial effectiveness 
in manufacturing, while the latter measures managerial competency in evaluating 
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and assessing the requirements of technology management. According to Teece 
(2014; p330), firms are considered in possession of strong operational capabilities 
when they achieved best practices, combined with employee base that includes 
skilled people and advanced equipment. For clarity, both capabilities are usually 
developed over long periods of time through knowledge acquisition and on-the-job 
experience (Kaplinsky, 2000). 
Table 4-16 depicts three measures with three corresponding scales for Managerial 
and Technical capabilities respectively. All scales are adapted from Pavlou and 
Sawy (2011). 
Measures Scales 
Managerial capability (MC) 
a) MC1 
b) MC2 
c) MC3 
 
a) (MC1) the ability to monitor the progress of technology adoption 
effectively. 
b) (MC2) the ability to be actively involved in technology adoption 
activities at the working level. 
c) (MC3) the ability to administer tasks and functions effectively.  
Technical capability (TC) 
a) TC1 
b) TC2 
c) TC3 
 
a) (TC1) the ability to evaluate the suitability of new manufacturing 
technologies to processes. 
b) (TC2) the ability to evaluate the suitability of new manufacturing 
technologies to changing technical specifications. 
c) (TC3) the ability to conduct recurrent tests to determine basic 
performance of new manufacturing technologies. 
Table 4-16: Measures and scales for Operational Capabilities 
The measurements for AMC for this study are based on the measurements for 
dynamic capabilities. Researchers have recognised the difficulty in articulating the 
measurement of dynamic capabilities in a construct (Winter, 2003; p991). Pavlou 
and Sawy (2011; p251) concur that dynamic capabilities are abstract, intangible, 
and difficult to describe. For this study, three categories of measures namely, 
Learning, Integrating, and Coordinating capabilities are selected, as depicted in 
Table 4-17. Each category of measures for AMC are assigned the scales suggested 
by Pavlou and Sawy (2011). 
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By positioning AMC within the moderating role of the theoretical model, this study 
attempts to address the same criticism that dynamic capabilities are tautologically 
linked to performance as acknowledged by Williamson (1999), Priem and Butler 
(2001), and Pavlou and Sawy (2011). 
Measures Scales 
Learning capability (LC) 
a) LC1 
b) LC2 
c) LC3 
d) LC4 
e) LC5 
 
 
a) (LC1) the ability to identify, value and import new systems and 
technologies. 
b) (LC2) the ability to assimilate new systems and technologies. 
c) (LC3) the ability to transform existing processes with new systems 
and technologies. 
d) (LC4) the ability to utilise new systems and technologies in 
manufacturing operation. 
e) (LC5) the ability to develop new knowledge that has the potential 
to influence the manufacturing process. 
Integrating capability 
(IC) 
a) IC1 
b) IC2 
c) IC3 
d) IC4 
e) IC5 
 
 
a) (IC1) the ability of technical employee to contribute his/her 
individual input to manufacturing operation. 
b) (IC2) the ability to have a general understanding of each other’s 
tasks and responsibilities. 
c) (IC3) the ability to know who in the group has relevant specialized 
skills and knowledge. 
d) (IC4) the ability to interrelate each other’s actions to meet changing 
conditions. 
e) (IC5) the ability to interconnect activities across the company to 
ensure successful integration of new and existing technologies. 
Coordinating capability 
(CC) 
a) CC1 
b) CC2 
c) CC3 
d) CC4 
e) CC5 
 
 
a) (CC1) the ability to ensure that work output is synchronized with 
the work of others in the company. 
b) (CC2) the ability to ensure an appropriate allocation of resources 
(e.g., information, time, reports) within the company. 
c) (CC3) the ability to assign tasks that commensurate with 
employees’ task-relevant knowledge and skills. 
d) (CC4) the ability to ensure that there is compatibility between 
employees’ expertise and work processes. 
e) (CC5) the ability to ensure that the technology adoption activity is 
well coordinated. 
Table 4-17: Measures and scales for Advanced Manufacturing Capabilities 
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To illustrate the measurement of Capabilities, Figure 4-5 depicts the second portion 
of the measurement model representing Hypothesis 2.  
 
Figure 4-5: Measurement model featuring constructs for “Capabilities” 
The measurement model in Figure 4-5 indicates that together, Operational 
Capabilities, OC, and Advanced Manufacturing Capabilities, AMC, form the 
moderating variable, “Capabilities”.  
4.4.3.4 Control variables 
Control variables are typically used to suggest that there may be other factors apart 
from the operational constructs that can explain potential variance in the dependent 
variable. Four control variables are included in this study. They are firm size, firm 
age, a firm’s position in the value network, and the type of products a firm 
manufactures.  
OM literature has shown that firm size is a significant influence in AMT research 
among small manufacturing firms (for example, Lefebvre et al. (1996) and Sohal 
(1996)), and among firms in general (for example Swamidass and Kotha (1998), 
Schroder and Sohal (1999), and Sohal et al. (2006)). Because firm size relates to a 
firm’s capacity to implement technology adoption, it is often indicated by 
employment figures provided by survey respondents (Swamidass & Kotha, 1998). 
Survey research on AMT adoption has regularly included firm size as a control 
variable based on empirical findings that smaller firms use different forms of 
 189 
technologies and benefit from different types of technologies compared to larger 
firms (Percival, 2009). 
Firm age reflects the strength of organisational routines and norms  that have been 
developed over the years (Patel et al., 2012). This research applies the measure of 
number of years a firm has been operating in the aerospace industry as one of the 
control variables. Older firms are expected to have adopted more manufacturing 
technologies, since they often possess more production experience and have 
developed higher degree of routine activities compared to younger firms (Kortmann 
et al., 2014; Terjesen et al., 2011). 
This study also controls for a firm’s position in the aerospace manufacturing value 
network by way of asking respondents to indicate the position of their respective 
companies based on the industry tiers. The industry tiers are adapted from a 2013 
report commissioned by ADS, the UK trade organisation representing Aerospace, 
Defence, Security, and Space sectors. These tiers are reproduced in a diagram as 
depicted in Figure 4-6 and included in the questionnaire for easy reference. 
 
Figure 4-6: Aerospace manufacturing tiers in the UK 
Feedback from respondents with regards to their firms’ positions within the tiers is 
expected to indicate a firm’s capabilities relative to the level where final assembly 
of a complete aircraft is conducted at the OEM level. OM researchers apply a 
variety of control variables for a similar reason, such as per capita income of the 
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region (Devaraj & Kohli, 2003), type of order fulfilment practices (Banker et al., 
2006), and percentage of sales from export (Piening & Salge, 2015) to determine a 
firm’s level of capabilities  
The fourth control variable is the type of products that firm manufactures. This 
variable supports the third control variable in that it helps verify a firm’s position 
in the aerospace manufacturing value network. The type of products that an 
aerospace manufacturing firm produces can indicate its ability in manufacturing 
complex parts and components of the aircraft, thus, provide an inference on the 
extent of technology adoption it has implemented. 
4.4.4 Sampling 
In order to understand and explain the relationships hypothesised for this research, 
it is vital that an adequate sample is derived from the population of aerospace firms 
in the UK. This will enable the researcher to generalise the characteristics of the 
selected group to the population elements (Forza, 2009).  
As mentioned earlier in this chapter, the Aerospace Growth Partnership44 (AGP) 
suggests that there are over 3,000 aerospace companies in the UK (AGP, 2016), 
although a directory of these companies is not publicly available. However, this 
study focuses on UK aerospace firms that have been involved in the manufacturing 
activity through their participation in aircraft development programmes. This is an 
essential requirement for this research and firms that participate in these 
programmes can be distinguished from those who do not, based on their 
certification from industry regulators and OEMs. Additionally, the rigorous 
regulatory and industry certification process demands that firms demonstrate the 
requisite industry experience and skills, both in terms of manufacturing 
technologies as well as human skills capacities (McGuire & Islam, 2015). 
                                            
44 AGP is a collaborative partnership between industry and Government for the UK aerospace 
industry (AGP, 2016). 
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Fortunately, information on the capabilities of the UK aerospace manufacturing 
firms are available on publicly accessible platforms such as the industry cluster45 
directories and the respective firms’ websites. Figure 4-7 depicts a sample from the 
website of Gardner Aerospace. 
 
(Gardner Aerospace, 2018b) 
Figure 4-7: Sample of publicly available information on the industry certification 
and approvals 
Forza (2002) suggested that a population frame should be determined from widely 
available resources so that studies can be replicated. A common example of a 
widely available resource is the standard industrial classification of economic 
activities, otherwise known as the SIC codes. Based on the population frame 
applied by Rhodes et al. (2015) in their UK Government report, SIC 2007 for 
“Group 30.3: Manufacture of air and spacecraft and related machinery” represents 
UK firms that are involved in aerospace manufacturing (Gov.UK, 2016). The report 
quoted a figure of 634 manufacturers in 2013 (Rhodes et al. (2015) citing the Office 
for National Statistics (ONS) Annual Business Survey, November 2014). 
                                            
45 The UK aerospace manufacturers are organised not only by their capabilities, but also by their 
affiliations to trade cluster groups in the UK. There are six aerospace clusters in the UK, namely, 
Aerospace Wales, Farnborough Aerospace Consortium (FAC), Isle of Man Aerospace Cluster, 
Midlands Aerospace Alliance (MAA), North-West Aerospace Alliance (NWAA), and West of 
England Aerospace Forum (WEAF). Participation in these clusters are based on approved 
memberships.  
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However, although SIC codes provide a useful starting point in identifying the 
population of aerospace manufacturers, they often require modifications to fit into 
the scope of a research (Forza, 2002; Flynn et al., 1990). Forza (2009) suggested 
that there are at least three justifiable ways of facilitating this modification, namely, 
by applying product description, common process technology, or firms’ position in 
the value network as a selection criteria (Forza, 2009). In the context of this 
research, a capability description was used as the selection criterion to determine 
the population frame.  
Fortunately, UK aerospace manufacturers belong to at least one of the six aerospace 
cluster organisations in the country. For instance, Airbus UK is a registered member 
at the North-West Aerospace Alliance (NWAA), the West of England Aerospace 
Forum (WEAF), as well as at ADS; a trade organisation representing the 
Aerospace, Defence, Security and Space sectors in the UK. This can be verified 
through the directories of the respective aerospace cluster organisation. These 
directories are publicly accessible and provide a search function that can filter 
members by capabilities. 
However, because the figure of 634 aerospace manufacturers is cited in a 2014 
report, a more recent figure is deemed necessary. Thus, as a further verification to 
the population frame, the researcher also reviewed a report on a study to investigate 
the UK aerospace supply chain that was commissioned by the UK Government 
Department for Business, Innovation and Skills (BIS) in 2016. The BIS study used 
a database of 884 aerospace manufacturing companies that are “involved directly 
in the manufacture of aerospace products” provided by ADS (Department for 
Business Innovation & Skills, 2016).  
According to Forza (2002), sample designs can be grouped into two categories of 
probabilistic and non-probabilistic sampling. Probabilistic sampling assumes that 
the population elements have some known probability of being selected, to assure 
the representativeness of the sample when the researcher is interested in 
generalising the results (Forza, 2002; p164). Whereas, non-probabilistic sampling 
is used when there are other factors, such as time or specific expertise areas, that 
can influence the generalisability of the results (Forza, 2002). This research applies 
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a random probabilistic sampling approach to generate a sample of aerospace 
manufacturers. 
Table 4-18 summarises the two sources of documents that were considered in 
framing the population for sampling. Based on the discussion in preceding 
paragraphs, this research adopts the figure of 884 as the population of aerospace 
manufacturing firms in the UK since it is the most current figure for the purpose of 
this study. 
Document source of population frame 
Number of 
aerospace 
manufacturers in 
the UK 
Author 
SIC 2007 for “Group 30.3: Manufacture of air and 
spacecraft and related machinery”, cited by Office 
for National Statistics (ONS) Annual Business 
Survey, November 2014. 
634 • Rhodes et al. 
(2015) 
UK aerospace supply chain study commissioned by 
the UK Government Department for Business, 
Innovation and Skills (BIS) in 2016, where 
aerospace manufacturing companies are those 
“involved directly in the manufacture of aerospace 
products”, according to ADS. 
884 • (Department 
for Business 
Innovation & 
Skills, 2016) 
Table 4-18: Two different sources that inform the population figure of aerospace 
manufacturers in the UK 
4.5 Questionnaire design 
The survey instrument chosen for this study is the self-administered questionnaire. 
The questionnaire is used to gather feedback on all the variables identified in the 
theoretical model. The questionnaire developed for this study was designed using 
Qualtrics application as a self-administered questionnaire than can be accessed via 
an online link. A print-out version of the questionnaire is provided in Appendix A 
of this thesis. 
The online link is accessible via computers and mobile devices. One of the benefits 
of providing an online link is the speed of distribution and relative low cost 
(Dillman et al., 2014; p303). It eliminates the need to distribute paper copies of the 
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questionnaire, thus removing the necessity for face-to-face interaction with 
respondents. 
The target respondents for the questionnaire are employees at aerospace 
manufacturing firms who are in managerial or task-leadership positions, either in 
technical or non-technical roles. This selection is based on the understanding that 
the technology adoption decision-making and activity in firms involve relevant 
employees in both technical and non-technical roles (Papke-shields & Malhotra, 
2001). Examples of technical roles are design, engineering, production, machining 
and tooling, testing, and quality control; whereas examples for non-technical roles 
are strategic planning, finance, human resource and administrative, as well as sales 
and marketing.  
The questions in the questionnaire are structured into four blocks. A total of eight 
questions are included in Block 1 to help determine that the respondents belong in 
the profile of targeted sample. The first four questions in Block 1 are related to the 
respondents’ profile, namely the type of organisation they represent, whether they 
are in a technical or non-technical role in the organisation, the length of time they 
have been in their roles, and whether the organisation manufactures and supplies 
directly to an OEM. While the first three questions are for demographic purposes, 
the fourth question helps control for the phenomenon being studied since a firm’s 
proximity to an OEM increases the chances of having to adopt manufacturing 
technologies. 
Block 1 of the questionnaire also includes questions that act as control variables 
such as age of the organisation, number of employees, the organisation’s position 
in the industry in terms of industry tiers, and types of products they manufacture 
based on the aircraft components their products are incorporated . These questions 
are applied to control for the effects of firm characteristics on the relationships 
highlighted in the theoretical model.  
Meanwhile, Block 2 of the self-administered questionnaire consists of questions on 
both “Operational Capabilities” (OC) and “Advanced Manufacturing Capabilities” 
(AMC) as they form the moderating variable “Capabilities”. Questions were 
structured into five sections comprising “Learning capability”, “Integrating 
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capability”, and “Coordinating capability” representing AMC, as well as 
“Managerial capability”, and “Technical capability” representing OC. At the 
beginning of each capability section, the respondent is guided with the following 
statement: 
“As you respond to this question, please reflect on the activities that 
your firm has undertaken to ensure that new manufacturing 
technologies are adopted successfully. Please indicate your level of 
agreement or disagreement with the following statements.” 
Five statements were provided for each capability for AMC, and three statements 
each for OC. Respondents were given a 7-point Likert scale from 1 = “Strongly 
disagree” to 7 = “Strongly agree”, while 4 = “Neither agree nor disagree”. In total, 
Block 2 provides twenty-one statements representing the moderating variable 
“Capabilities”. 
Block 3 of the questionnaire comprises questions on the types of Cyber-Physical 
Systems (CPS) technologies. Since CPS is classified into four categories of 
technologies based on literature review for this research, the questions in the 
questionnaire are organised into Design, Manufacturing, Administrative, and 
Connectivity sections. There are four Design technologies, thirteen for 
Manufacturing, and three each for Administrative and Connectivity. In total, 
twenty-three CPS technologies are listed in the questionnaire based on their 
categories. The definition of each technology is included to ensure common 
understanding as well as to mitigate any risk of misinterpretation on the functions 
of all the technologies. All the definitions of CPS technologies provided in the 
questionnaire are based on the operational definitions listed earlier in this chapter 
to ensure consistency. 
For instance, in the Manufacturing category, “Industrial robot” is defined as “a 
machine consisting of a mechanism, often having the appearance of one or several 
arms with a wrist capable of holding a tool, a workpiece, or an inspection device” 
(Kalpakjian & Schmid, 2014; p1078). This definition is verified as consistent with 
industry definition provided by ISO 8373 (International Federation of Robotics, 
2013) as “an automatically controlled, reprogrammable, multipurpose manipulator 
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programmable in three or more axes, which may be either fixed in place or mobile 
for use in industrial automation applications” (Wilson, 2015). 
For each category of CPS technologies, respondents are asked a question in the 
beginning about extent-of-use of the technologies. For instance, in the section on 
Design technologies, the introductory question is stated as follows: 
“To what extent are the following applications and systems used in 
the design of your manufacturing output? Please select your response 
from the drop-down menu.” 
Respondents are offered answer options from the drop-down menu in the form of a 
5-point Likert scale from 1 = “Never”, 2 = “Sometimes”, 3 = “About half the time”, 
4 = “Most of the time”, and 5 = “Always”.  
Finally, Block 4 of the questionnaire consists of items that represent “Operational 
Performance”. Respondents are asked to indicate their opinion on how their firms 
compare to competitors in “unit cost of manufacturing”, “quality of product 
conformance”, “on-time delivery performance”, and “flexibility to change 
volume”. Respondents are requested to rate their responses based on a 7-point 
Likert scale from 1 = “Much worse” to 7 = “Much better”, with 4 = “About the 
same”. 
Table 4-19 summarises the description of items and dimensions that correspond to 
the number of questions in the questionnaire for this research. 
  
 197 
Block Descriptions Dimensions 
No. of 
questions 
1 Respondent’s profile Individual and organisational profile 8 
2 Capabilities, comprising 
Advanced Manufacturing 
Capabilities and 
Operational Capabilities 
• Learning capability 
• Integrating capability 
• Coordinating capability 
• Managerial capability 
• Technical capability 
21 
3 Types of CPS technologies • Design  
• Manufacturing 
• Administrative 
• Connectivity 
23 
4 Operational performance  • Unit cost of manufacturing 
• Quality of product conformance 
• On-time delivery performance 
• Flexibility to change volume 
4 
  Total 56 
Table 4-19: List of items representing the number of questions in the questionnaire 
The questionnaire adopts various features offered by the Qualtrics application to 
ensure meaningful and consistent responses are obtained. For instance, respondents 
are given the flexibility to go back to any of the questions if they needed to change 
their answers. Additionally, the questionnaire features a “force response” function 
which disallows the respondent to proceed with the questionnaire if they had not 
provided responses on the current page. This helps to reduce the chances of 
incomplete responses. The Qualtrics application is also able to estimate that the 
questionnaire will take approximately ten minutes to be completed.  
4.6 Ethical considerations 
In accordance to the protocol guidance provided by the university, the researcher 
submitted a proposal for ethics approval which specified a target population based 
on SIC 2007 for “Group 30.3: Manufacture of air and spacecraft and related 
machinery”, that represents UK firms involved in aerospace manufacturing 
(Gov.UK, 2016). The researcher also specified that the online questionnaire will be 
distributed via ADS and Qualtrics. The ethical approval obtained for this research 
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in turn specified that the main considerations of a well-designed survey must 
include items such as Informed Consent, Participant Confidentiality and Data 
Security, Benefits and Risks, as well as Right of Withdrawal by participants. 
Informed consent is obtained for this study as soon as respondents selected the 
online link to the self-completion questionnaire. However, if the respondents 
decided not to participate, they can withdraw by closing the web-link browser. 
Since responses were recorded anonymously, respondents were duly informed that 
they would not be able to withdraw any data which they have already submitted 
partially or in full. 
As described in the preceding section, questions in Block1 of the questionnaire 
pertain to respondent’s profile such as firm size, firm age, firm’s position in the 
value network, and the type of product a firm manufactures. These questions are 
designed to collect information that are non-identifiable and impersonal so that the 
target respondents are assured that they are not required to reveal their personal 
identities. 
Data collected from the survey is hosted online by Qualtrics and can only be viewed 
by authorised users. In this instance, only the researcher will have access to the 
research data. This is part of the Survey Protection feature provided by Qualtrics. 
The researcher selected “By Invitation Only” to prevent unauthorised access to the 
questionnaire and to ensure that data is kept secure. A screenshot of the Survey 
Protection feature selected for the questionnaire in this research is shown in Figure 
4-8.  
 
Figure 4-8: Screenshot of Qualtrics’ Survey Protection feature to ensure that data 
collected from participants are kept secure 
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Respondents are also assured that there are no known or expected risks to 
respondents from participating in the survey. As a benefit to the respondents, a copy 
of the final report of the survey outcome will be made available at the end of the 
study. 
All research data and administrative records will be retained in physical and 
electronic formats wherever appropriate. These will be secured in a locked filing 
cabinet and encrypted in files on the department server at WMG Warwick 
University, for a period of at least 10 years from the date of publication of this 
thesis. 
A copy of the complete ethics approval letter from the university is attached in 
Appendix B. 
4.7 Pilot-test of survey 
As soon as the survey design is completed, the questionnaire must be put through a 
pilot test so that the measurement properties can be examined and the viability of 
administering the questionnaire is determined (Forza, 2002). Since this study uses 
the self-administered questionnaire, a pilot is especially critical to alleviate the 
impact from the absence of the researcher to guide the respondents through the 
questions. The pilot test also serves to mitigate any risk of respondents’ resisting to 
complete the self-administered surveys, in the event that the questions are perceived 
to be irrelevant or appear to require extra effort of participation (Frohlich, 2002). 
The questionnaire for this study was distributed to four academics and six industry 
respondents for pilot-testing. One of the industry respondents is a representative of 
ADS, the trade organisation representing Aerospace, Defence, Security and Space 
sectors in the UK. The ADS representative is in charge of industry technology 
development.  
While the purpose of gathering feedback from the academics was to test for clarity 
of research objectives, feedback from industry respondents was to help determine 
the suitability of questions for the target population (Forza, 2002). Thus, the pilot-
test assessed three key characteristics of the questionnaire: timing for completion, 
clarity of items being measured, and content validity (Chandrasekaran et. al., 2012). 
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Generally, there were no major difficulties encountered by the pilot respondents 
when filling out the questionnaire. The academic respondents provided feedback 
such as improving the wording of the questions and clarifying the use of relevant 
terms to minimise confusion, for instance, the terms “supply network” and “value 
network”. Fortunately, one of the academic pilot respondents had previously 
supervised doctoral research in the aerospace industry. Thus, he suggested various 
improvements including the use of a graphic to depict industry tiers and clear 
definitions of each CPS technology item to ensure that respondents have similar 
understanding of the technologies. 
Meanwhile, pilot respondents from the industry confirmed that the questionnaire 
completion time was approximately ten minutes or less. They also confirmed that 
the questions are relevant to the industry and that the items being measured are 
clearly explained and easily understood.  
The ADS representative offered specific comments to ensure that the questionnaire 
has the clarity and suitability of questions for the targeted group of its member base. 
For instance, he commented on the the control question on type of products 
manufactured, “Please select part(s) of the aircraft in which your product is 
incorporated”. He suggested that this question must offer options that clearly 
reflect aircraft components handled by UK aerospace manufacturers. For example, 
“Structures” to include fuselage, nacelle, tail, and wings; and “Propulsion” to 
include combustion, compressor system, fan system, and turbine.  
The ADS representative also argued that “data analytics” as a CPS technology is 
relevant across “Design” and “Manufacturing” and does not only belong in 
“Administrative” CPS as specified in the questionnaire. The author acknowledges 
the argument but explained that “data analytics” is assigned to the “Administrative” 
category for the purpose of the measurement model in this study. 
4.8 Survey administration 
The questionnaire was revised accordingly based on the feedback of the pilot test, 
before the researcher embarks on a survey distribution exeercise. In order to ensure 
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that the survey is administered effectively to aerospace manufacturers in the UK, 
the researcher sought to collaborate with ADS. 
Initial discussions with ADS revealed that they have been tasked by the UK 
government to develop a digital manufacturing roadmap for the UK aerospace 
industry in 2018. This roadmap is expected to contribute to the Industrial 
Digitalisation Review46 that was announced in January 2017 as part of the UK 
Government’s Industrial Strategy. ADS suggested that the focus of this research 
can potentially be considered as part of the input into the drafting of the digital 
manufacturing roadmap for the UK aerospace industry. 
Discussions with ADS also indicated that UK aerospace manufacturers are 
experiencing survey-fatigue. This stems from the recent increase in number and 
frequency of surveys targeting the aerospace industry players, mainly due to the 
increasing awareness of the global industry circumstances, as well as uncertainties 
in the industry following the UK’s decision to leave the European Union (ADS, 
2015). Based on these feedbacks from ADS, the researcher formulated a plan to 
distribute the survey in two phases. 
4.8.1 Survey distribution phases 
The first phase of the survey distribution plan targets a group of ADS members in 
specific Special Interest Groups (SIG) at ADS. The second phase is targeted 
towards the general population of aerospace manufacturers in the UK as specified 
by ADS. The two-phased approach is adopted to ensure that the questionnaire can 
reach the population of 884 manufacturers (Department for Business Innovation & 
Skills, 2016) to help achieve the minimum sample size. A minimum number of 
respondents for a survey research is often established based on the rule-of-thumb 
that it must be sufficient to test categories in the theoretical model with statistical 
                                            
46 The Industrial Digitalisation Review is being carried out by leading business figures on behalf of 
the Government to assess how UK manufacturing can benefit from increasing digitalisation and 
technological change. The aim is to see how the UK can benefit from the rapid technological changes 
that society and business is undergoing (IDR, 2017) 
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power (Forza, 2002). For this purpose, a minimum target of 150 respondents was 
established for this study. 
The minimum target of 150 respondents is deemed adequate to affect 
generalisability of the results by the ratio of observations to independent variables. 
As suggested by Hair et al. (2010; p171), the ratio should not fall below 5:1. This 
implies that there must be five observations for each independent variable for the 
sample to be representative. The measurement model for this study identifies 
twenty-three items in the independent variable, indicating a minimum sample size 
target of 115. 
Table 4-20 summarises the two phases adopted for the distribution of questionnaire 
for this study. 
Two phases of questionnaire distribution  
Phase 1 ADS members who belong to Special Interest Groups in ADS 
that represent their manufacturing capabilities 
Phase 2 Population of 884 aerospace manufacturers in the UK, based 
on figures provided by ADS (Department for Business 
Innovation & Skills, 2016) 
Table 4-20: Two-phased approach for questionnaire distribution 
For the first phase, ADS suggested that the questionnaire for this research is 
distributed to five SIGs. Although there are at least twenty SIGs at ADS, only five 
SIGs were identified as most suitable for this study. They are the Aircraft Interiors 
Group (AIG), the Maintenance, Repair, and Overhaul Logistics Group (MROLG), 
the Systems and Equipment Committee (SEC), the Digital Manufacturing Group 
(DMG), and the Non-Destructive Testing Group (NDTG). Together, they represent 
391 members of ADS.  
The list of the selected SIGs in ADS and the breakdown of the number of members 
in each of them is provided in Table 4-21. 
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No. of members 
1. Aircraft Interiors Group (AIG) 149 
2. Maintenance, Repair, Overhaul and Logistics Group (MROLG) 122 
3. Systems and Equipment Committee (SEC) 69 
4. Digital Manufacturing Group (DMG) 13 
5. Non-Destructive Testing Group (NDTG) 38 
 Total 391 
Table 4-21: Number of members identified by ADS for the first phase of the 
questionnaire distribution 
Due to the confidentiality of its members contact details, ADS is not able to disclose 
the list of companies identified in Table 4-21. Therefore, the questionnaire 
distribution was administered by ADS via direct e-mails. The introductory e-mail 
message was prepared by the author of this thesis. The full version of the 
introductory e-mail to the online survey was sent to ADS for inclusion in their 
emails to the SIG members. Appendix C provides a sample of the introductory 
email to the Digital Manufacturing Group (DMG) SIG. 
Within the first 3 weeks upon distribution of the questionnaire, the survey received 
34 responses. Based on the number of SIG members selected for Phase 1 of the 
questionnaire distribution, this provides a less than 10 percent response. Bryman 
(2016; p186) citing Baruch (1999), suggests that when managers are the focus of a 
survey, the response rate tends to be low. As mentioned earlier in this chapter, this 
survey targets repondents in managerial and task-leadership roles. The low response 
rate is also not unexpected as ADS had earlier warned about survey-fatigue among 
aerospace manufacturers. 
A reminder was then sent out to the SIG members six weeks after the first date of 
the questionnaire distribution. By then, the survey attracted an additional 15 
responses, bringing the total number of responses from the SIG members to 49. 
This represents a 12.5 percent response rate.  
The researcher then embarked on Phase 2 of the questionnaire distribution. In order 
to distribute the questionnaire to the rest of the population of aerospace 
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manufacturers in the UK, ADS allowed access to the survey via the ADS weekly 
bulletin. ADS included an internet link to the questionnaire in two consecutive 
weekly bulletins in late November 2017, with an additional message thanking those 
that have responded to the survey earlier. This was augmented by regular alerts on 
social media organised by the WMG Supply Chain Research Group to ensure that 
those who have responded would not participate again.  
In the second phase, the questionnaire was also distributed via Qualtrics. To ensure 
that respondents in this phase represent UK aerospace manufacturers as described 
by ADS, two additional screening questions were added to the questionnaire. The 
first screening question asks if the respondent is working in the aerospace 
manufacturing industry, while the second screening question asks“Are you in a 
managerial or task-leadership role in your company?”.  
Both screening questions serve to determine that only respondents that belong in 
the aerospace manufacturing industry as managers or task-leaders are considered 
knowledgeable about the construct of interests presented in the questionnaire. As 
an added feature of the online survey on the Qualtrics application, only when these 
two screening questions are responded to in the affirmative would the respondent 
be allowed access to the rest of the questionnaire. Otherwise, the online survey 
application would take the respondents directly to the end-of-survey page.  
To ensure that the survey distribution in Phase 2 would produce quality responses, 
a test was conducted to collect an initial sample of 10 responses. The test provided 
an opportunity for the researcher to scrutinise the responses for data reliability. 
Except for two responses from the sample that were found to have included 
inappropriate feedback to the questions “Please state other design (or 
manufacturing, administrative, and connectivity systems) and applications you feel 
should be included in the list above”, the rest of the sample were accepted as 
reliable. 
From the 10 samples, it was also noted that the median completion time of the 
survey was 5 minutes. This timing is consistent with the feedback obtained from 
industry participants during pilot testing. Based on this information, the researcher 
decided that respondents who were clocking below one-third of the median 
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completion time should be removed to ensure data reliability. This helped to filter 
respondents who sped through the survey, seemingly without reading the questions; 
which can often compromise the reliability of responses. 
Although the survey application already provides a survey protection feature that 
prevents the questionnaire from being taken by the same respondent more than 
once, additional reliability and validity checks were included. For instance, the 
application monitors for “straight-liners”, which refer to respondents who answer 
grid questions systematically to indicate “strongly agree” across all attributes with 
little or no variation (Hair et al., 2010). The application also monitors for bots, 
which are software that are created to take surveys multiple times. In these 
instances, the application would identify these respondents as low-quality, and thus, 
remove them from the list of respondents.  
Within four weeks of the start of Phase 2 of the survey distribution process, an 
additional 126 responses were collected. At this point, the survey was halted as the 
combined number of responses from Phases 1 and 2 is now 175; substantially higher 
than the minimum target sample size of 150. 
175 responses represent a 19.8 percent response rate of the population of 884 UK 
aerospace manufacturers. The response rates of similar studies investigating the 
adoption of manufacturing technologies vary from 10 percent (Co et al., 1998) to 
36 percent (Jonsson, 2000). The achieved sample is deemed large enough to provide 
adequate statistical power for data analysis for this research. Thus, the sample is 
considered representative of the population of aerospace manufacturers in the UK. 
4.8.2 Data reliability checks 
Several analyses were employed to investigate non-response bias and 
representativeness of the sample for this study. According to Forza (2009), non-
response effects can limit the generalisability of the results of a study. One of the 
ways of minimising non-response effects on the collected data is to scrutinise each 
of the individual response to determine consistency in the profiles of respondents. 
The researcher embarked on an exercise to identify non-respondents to control 
whether they are different from the respondents (Forza, 2009). This comparison 
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exercise was conducted throughout the five-month data collection process for this 
study. 
The responses provided on the CPS technologies for instance, were mapped onto 
control questions such as the number of years the organisation has been operating 
in the aerospace industry, the industry tier of the organisation, and the aerospace 
components or parts that his or her organisation manufactures. This is done by 
comparing the responses with similar organisations in the ADS directory. Checking 
the representativeness of a sample based on industry membership is a common 
approach in OM research investigating manufacturing technology adoption (Swink 
& Nair, 2007). 
For example, a respondent indicated that his or her organisation has been operating 
for more than 25 years, belongs in Tier 1 of the industry tier, and manufactures parts 
that are incorporated within the propulsion system of an aircraft. The researcher 
then filters the ADS directory for manufacturers involved in propulsion system. Out 
of 25 companies shortlisted by the filter in the ADS directory, only 3 of them would 
fit the said profile. The researcher then inspects the official company websites of 
each of the 3 organisations to determine if the respondent’s background is 
consistent with the choices made on the types of CPS technologies. For instance, a 
Tier 1 aerospace manufacturer that has been operating for more than 25 years and 
manufactures parts of the propulsion system such as Meggitt PLC would possess 
industry certification from the top four aircraft engine manufacturers namely, Pratt 
& Whitney, Rolls Royce, SAFRAN and GE Aviation. Thus, this example indicates 
that the respondent could potentially represent 1 out of the 3 organisations identified 
in the ADS directory. 
Based on these checks, 14 cases were identified as suspicious and incomplete. 
Because the survey was designed with apparent face validity, those that were 
deemed suspicious and incomplete were removed. As a result, the total number of 
usable responses reduced from 175 to 161 responses. This represents a 18.2 percent 
response rate out of a population of 884 aerospace manufacturers. A response rate 
of about 18 percent is comparable to similar empirical studies in manufacturing 
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technology adoption such as Swamidass and Kotha (1998), Beaumont et al. (2002), 
Swink and Nair (2007) and Das and Nair (2010). 
The researcher also conducted an assessment for non-response bias by comparing 
the respondents in Phases 1 and 2 in terms of their positions in industry tiers. 
Because late respondents’ profiles often match those of non-respondents (Malhotra 
et al., 2001), the differences between Phase 1 and Phase 2 respondents were tested 
using t-tests. Results of the independent t-tests were not significant as indicated at 
p > 0.05 level. These results confirmed that respondents from Phase 2 did not differ 
significantly from respondents in Phase 1; thus, ruling out non-response bias. 
4.9 Chapter Summary 
This chapter introduced the research approach to study the selected topic. The 
chapter described the philosophical positions the researcher applied to this study 
and specified the research method and process for data collection and analysis. 
The chapter began by discussing key research philosophies that are applied in social 
science research, with an introduction into major ontological, epistemological, and 
methodological positions available for this study. At the end of Section 4.2, the 
author specified the philosophical position for this study. 
In Section 4.3, the survey research method was described together with an 
explanation on the use of the self-administered questionnaire as the selected 
research instrument. 
As a guiding structure to the research design process, the author introduced the 
theory-testing survey research process as described by Forza (2002) in the 
beginning of Section 4.4. This was followed by a description of the step-by-step 
process of describing the theoretical model for this study. The process began with 
an introduction to the variables and their respective nominal definitions, followed 
by a description of the selected unit-of-analysis. 
Section 4.4 also described the operational definitions of the variables for this 
research and proceeded to introduce the measurements selected for each variable in 
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the theoretical model was provided. The section concluded with a description of the 
sampling applied for this research. 
Section 4.5 described the design of the questionnaire and highlighted the number 
of questions asked. 
Section 4.6 discussed the ethical considerations for this research as required by the 
university. 
Section 4.7 described the pilot-test of the survey and how feedback from the pilot-
test was incorporated in the final version of the questionnaire. 
Section 4.8 discussed the administration of the survey by explaining the survey 
distribution phases and data reliability checks. 
Chapter 5 follows with a discussion on the results and analysis of the survey 
research. 
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5.0 RESULTS AND ANALYSIS 
5.1 Chapter Introduction 
Upon the conclusion of the survey distribution, results were collated and presented 
in Section 5.2. A sample profile of the survey respondents was summarised based 
on the results. This is followed by goodness-of-measure tests to ensure that the data 
collected for this study is meaningful based on the measures assigned to the 
respective variables. The tests selected for this analysis are exploratory factor 
analysis and reliability analysis. 
Section 5.2 also elaborates on the relevant statistical analyses for this study 
including descriptive statistics, a Pearson correlation analysis, and hierarchical 
regression analysis.  
The hierarchical regression analysis is elaborated in Section 5.2.5 to describe the 
results of the hypotheses-testing for this study. The section concludes with a 
summary of updated hypotheses. 
5.2 Results of survey 
The data for this study was collected from respondents who are identified in the 
positions of managers and task-leaders at their respective organisations in the UK 
aerospace manufacturing industry. The dataset for this research is analysed using 
the IBM SPSS Statistics 24 application. 
5.2.1 Sample profile 
Of the 161 responses, 42% represents firms that are “UK-based business”, while 
39% are “UK-headquartered business with overseas operations”. Additionally, 20% 
are firms “Headquartered outside UK with UK business operations”.  
39% of these firms have been operating for “more than 25 years”, with 46% of them 
having “251 to 500 employees”. 
In terms of their respective positions in the UK aerospace industry tiers, 26% of the 
respondents are from OEMs, which are those that conduct final assembly of 
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aircrafts. 24% represent Tier 1 manufacturers with system integrator capabilities 
and 27% are from Tier 2 manufacturers with equipment and assembly capabilities.  
Meanwhile, 14% of the respondents represent Tier 3 manufacturers with build-to-
print components or sub-assembly supply capabilities, and 9% are from Tier 4 
manufacturers with processing and material supply capabilities. 
Figure 5-1 depicts the summary of the percentages of respondents according to 
their respective organisations’ tier positions in the UK aerospace industry. 
 
Figure 5-1: Number of respondents based on the UK aerospace industry tiers 
Out of the 161 respondents, 78% are in technical roles such as design, engineering, 
production, machining and tooling, testing, and quality control; while 22% are in 
non-technical roles such as strategic planning, finance, human resource and 
administrative, sales and marketing. Additionally, 58% of the respondents have 
been in their respective roles for more than six years. 
Since 78% of the respondents are in technical roles, with more than half having 
been in their respective roles for more than six years; it is reasonable to assume that 
the sample profile represents respondents with significant awareness of 
manufacturing technologies adoption in their respective firms.  
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Profile Description Frequency Percentage 
Organisation 
type 
• UK-based business 
• UK-headquartered business with overseas 
operations 
• Headquartered outside UK with UK business 
operations 
67 
62 
 
32 
41.6% 
38.5% 
 
19.9% 
Respondent’s 
role in the 
organisation 
• Technical; such as design, engineering, 
production, machining and tooling, testing, 
and quality control 
• Non-technical; such as strategic planning, 
finance, human resource and administrative, 
sales and marketing 
125 
 
 
36 
77.6% 
 
 
22.4% 
Number of years 
respondent in 
the role 
• Less than 1 year 
• 1 to 5 years 
• 6 to 10 years 
• More than 10 years 
7 
61 
59 
34 
4.3% 
37.9% 
36.6% 
21.1% 
Number of years 
organisation 
operate in the 
aerospace 
industry 
• Less than 5 years 
• 5 to 15 years 
• 16 to 25 years 
• More than 25 years 
7 
51 
41 
62 
4.3% 
31.7% 
25.5% 
38.5% 
Number of 
employees 
• Less than 50 
• 50 to 250 
• 251 to 500 
• More than 500 
8 
50 
74 
29 
5% 
31% 
46% 
18% 
Manufacture for 
and supply 
directly to OEM 
Yes 
No 
145 
16 
90% 
10% 
Industry tier 
position 
• OEM 
• Tier 1; systems integrator capabilities 
• Tier 2; equipment or assembly capabilities 
• Tier 3; build-to-print components or sub-
assembly capabilities 
• Tier 4; processing and material supply 
41 
39 
44 
23 
 
14 
25.5% 
24.2% 
27.3% 
14.3% 
 
8.7% 
Type of products 
manufactured 
are incorporated 
in these main 
aircraft 
components 
• Structures; such as fuselage, nacelle, tail, and 
wings 
• Systems; such as avionics, fuel, high lift, 
landing gear, and power 
• Propulsion; such as combustion, compressor 
system, fan system, turbine 
• Non-structural; such as interiors and others 
• Other 
51 
 
63 
 
23 
 
6 
18 
32% 
 
39% 
 
14% 
 
4% 
11% 
Table 5-1: Profile of Respondents 
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Table 5-1 is a summary of the descriptive statistics of the respondent’s profile. 90% 
of respondents represent organisations that manufacture and supply directly to 
OEMs. This is a significant indicator of the direct relationship that these 
manufacturers have with the final assembly activity of complete aircrafts, for 
instance Tier 1 manufacturer such as Meggitt PLC that provides landing gear 
systems, among other systems; and and Tier 2 manufacturer such as Gardner 
Aerospace that manufactures sheet-metal parts. This also infers that they must 
adhere to a strict requirement of industry standards, thus, a potential motivation to 
enhance the adoption of manufacturing technologies.  
The profile of respondents in Table 5-1 also shows that 39% are involved in the 
manufacturing of systems such as avionics, fuel, high lift, landing gear, and power; 
and 32% are manufacturing structures such as fuselage, nacelle, tail, and wings. 
The combined majority of 71% of respondents in these two areas of manufacturing 
is consistent with the profile of the UK aerospace manufacturers as applied by the 
UK Department for Business, Innovation and Skills (BIS), which cited the number 
of manufacturers provided by ADS. 
In fact, when combined with 14% of respondents in the profile that represent 
manufacturers in propulsion-related products and systems, such as combustion, 
compressor system, fan system, and turbine, it validates the assertion that the 
concentration of UK manufacturers is in airframe, aircraft systems, and engines 
(AGP, 2016), as indicated by a total of 85% of respondents. This infers that a 
majority of UK aerospace manufacturers possess high levels of manufacturing 
capabilities.  
In addition to the above groups of manufacturers, 4% of the respondents are 
involved in the manufacturing of non-structural products such as those related to 
the interior of aircrafts. This may be in the form of airline seats and window panels, 
which are still subject to certification requirements by industry regulations and 
standards. Examples of manufacturers in this type of capabilities are Flitetec Ltd. 
that manufactures door locks and seat covers for aircrafts, and Replin by 
Hainsworth that manufactures seating an wall coverings (ADS, 2018). 
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Meanwhile, 11% of the respondents represent “Other” manufacturers. Based on 
supporting individual responses, these are manufacturers who manufacture 
products that are incorporated in all the above components stated, which are 
structures, systems, propulsion, and non-structures. This infers that these 
manufacturers have a broad range of capabilities. 
Interestingly, the sample also produced individual responses to the question, 
“Please state other design (or manufacturing, administrative, and connectivity) 
systems and applications you feel should be included in the list above” for each of 
the CPS technology category. The question(s) were presented as open-ended to 
encourage respondents to highlight other technologies that they feel should be 
included in the survey. Several respondents identified specific systems that are 
essentially related to CPS technologies already included in the survey, such as those 
for cloud computing and inventory management. While others suggested 
technologies that were not identified in the questionnaire such as artificial 
intelligence (AI), and precision testing and simulation systems. 
5.2.2 Goodness of measures 
As highlighted in Chapter 4, this study adapted and used measures from previous 
OM research where possible (Chenhall (2007); Kotha and Swamidass (2000); Dean 
and Snell (1996); Snell and Dean (1992)), and developed measures from 
operational definitions of research constructs in empirical OM studies where 
needed (Pavlou and Sawy (2011) and Peng et al. (2008)). Even so, these measures 
must still be assessed to minimise any measurement error that might affect the 
results of this research (Forza, 2009). 
Based on the theoretical framework developed for this research and the 
corresponding hypothesised relationships, data collected from the questionnaire are 
analysed to determine if they are meaningful according to the measures applied. 
Two types of goodness-of-measure tests are conducted on the data collected for this 
study. They are factor analysis and reliability analysis. 
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5.2.2.1 Factor Analysis 
Factor analysis is an interdependence technique that defines the underlying 
structure among variables in an analysis (Hair et al., 2010) in order to summarise 
patterns of correlations among observed variables, or to test a theory about the 
nature of underlying processes (Tabachnick & Fidel, 2014). The factor analysis 
process produces sets of variables that are highly interrelated as factors that 
represent dimensions within the data (Hair et al., 2010).  
Factor analysis can be conducted from the perspectives of either exploratory or 
confirmatory. Exploratory Factor Analysis (EFA) is used to search for structure 
among a set of variables or as a data reduction method, allowing the factor analytic 
techniques to produce factors that are not based on any predetermined structure 
(Hair et al., 2010). Whereas, Confirmatory Factor Analysis (CFA) is used to assess 
the degree to which data meet the expected structure based on theoretical support 
or prior research, (Hair et al., 2010). In other words, CFA is suitable when the 
researcher has preconceived ideas about the exact number of factors or which 
variables will be grouped together on a factor. 
This study applies EFA to search for a structure among variables identified in the 
theoretical model. The researcher has no predetermined structure to determine the 
actual number of factors, or which variables will group together in the factor 
analysis process. Because the objective of conducting factor analysis is to achieve 
a parsimonious representation of the associations among measured variables, EFA 
is deemed more suitable in this research (Fabrigar et al., 1999). 
To determine the suitability of EFA for the intended purpose in this research, 
Kaiser-Meyer-Olkin (KMO) test and Bartlett's test of sphericity are used to evaluate 
appropriateness. While the KMO test assesses both correlations and patterns 
between variables, Bartlett’s test indicates the presence of non-zero correlations 
(Hair et al., 2010).  
The results of both KMO test and Bartlett’s test of sphericity are depicted in Table 
5-2. The KMO test produced the overall sampling adequacy with a value of 0.899, 
which is sufficiently high. A value close to 1 indicates that factor analysis is useful 
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to generate reliable factors for the dataset of this study (Blaikie, 2003). Bartlett's 
test of sphericity is also highly significant (p < 0.001), which confirms the presence 
of patterned relationships among items to warrant a factor analysis. 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy .899 
Bartlett’s Test of Sphericity Approx. Chi-Square 6569.122 
 df. 1128 
 Sig. .000 
Table 5-2: KMO and Bartlett’s tests to evaluate data suitability for Exploratory 
Factor Analysis 
Since EFA can help identify the underlying structure of relationships among 
variables, correlation patterns need to be determined. In doing so, the factor 
extraction method needs to be selected for use from either the Common Factor 
Analysis (CoFA) or Principal Components Analysis (PCA).  
CoFA47 is used mainly to identify underlying factors that reflect what the variables 
share in common (Hair et al., 2010), while PCA is applied to summarise or reduce 
a large number of variables into smaller number of components (Tabachnick & 
Fidel, 2014). In short, CoFA produces factors, while PCA produces components 
(Yong & Pearce, 2013). Because this study focuses on identifying the latent 
constructs represented in the original variables in terms of factors, the CoFA is 
selected as the factor extraction method.  
Another term that is used to refer to CoFA is Principal Axis Factoring (PAF). PAF 
helps to understand the latent variables that account for relationships among 
measured variables by allowing factors to be extracted successively until a large 
enough variance is accounted for in the correlation matrix (Conway & Huffcutt, 
2003). PAF is said to yield more stable loadings, thus, performs better in 
overextraction (de Winter & Dodou, 2012) compared to say, Maximum 
                                            
47 CoFA is also known as Principal Factor Analysis (PFA). 
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Likelihood48 (ML). Incidentally, PAF and ML are two of the most popular 
extraction methods for Exploratory Factor Analysis. ML can be considered as a 
factor extraction method if correlated factors are found to be combined with highly 
unequal loadings within a factor (de Winter & Dodou, 2012). 
Having selected Principal Axis Factoring  (PAF) as the extraction method for factor 
analysis in this study, the SPSS output would indicate factor loadings for each 
variable on each factor. However, these factor loadings need to be rotated to achieve 
a simpler and theoretically more meaningful factor solutions (Hair et al., 2010). 
This is achieved when variance from earlier factors are redistributed to the later 
factor outputs. Thus, rotation is used to maximise high correlations between factors 
and variables, as well as minimise low ones (Tabachnick & Fidel, 2014; p673).  
There are two types of rotation namely orthogonal factor rotations and oblique 
factor rotation. They are similar to each other in that the objective is to simplify the 
rows and columns of the factor matrix to facilitate interpretation (Hair et al., 2010). 
However, oblique factor rotation allows correlated factors, which supports the 
assumption that constructs in this research are somehow correlated with each other. 
Thus, this study applies the Promax rotation, which is one of the options for oblique 
rotations in SPSS. Oblique rotations such as Promax are said to be more flexible 
and more realistic to produce theoretically meaningful factors (Hair et al., 2010). 
The process of extraction (with Principal Axis Factoring) and rotation of variables 
(with Promax) produces the factor loading matrix based on the survey data of this 
research. Essentially, the factor loading matrix is a matrix of correlations between 
factors and variables where a factor is interpreted from the variables that have high 
loadings on it (Tabachnick & Fidel, 2014; p673). 
Based on the initial dataset for this research with 48 factors, eight significant factors 
emerged from the factor analysis in SPSS which explains a cumulative variance of 
                                            
48 Maximum Likelihood (ML) allows for the computation of a wide range of indexes of the 
goodness-of-fit of the model (Fabrigar et al., 1999). ML also provides for significance testing and 
estimation of confidence intervals, which are reflective of its origin from the normal distribution 
theory (de Winter & Dodou, 2012). 
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71.1%. A cumulative variance close to 100% indicates that the variables are highly 
related to one another (Hair et al., 2010). SPSS computes these factor loadings at 
an eigenvalue greater than 1.0. The eigenvalue cut-off at 1.0 represents the 
acceptable amount of information captured by a factor, which indicates that enough 
factors have been extracted (Hair et al., 2010). 
The eight factors that emerged from the factor analysis will then need to be 
scrutinised for factor loading patterns. Items within each factor that exhibited 
loadings greater than 0.51 are retained (Hair et al., 2010). Each of this factor must 
also consists of at least three items. These guidelines for factor loadings are 
consistent with the rules applied for factor loadings in OM research (Swamidass & 
Kotha, 1998; Tracey et al., 1999; Peng et al., 2008; Schoenherr & Narasimhan, 
2012). Based on these guidelines, assessment on factor loadings may indicate issues 
such as insignificant or weak loadings for one or more variables and cross-loadings 
(Hair et al., 2010). 
Upon checking for factor loading issues, only six factors remain; each factor with 
a minimum of three items. Only one item, which is M7 or Automatic identification 
is loaded onto Factor 7 on its own. Therefore, it is removed from final analysis. 
Meanwhile, two items, D4 and M4, which are Computer-Aided Process Planning 
(CAPP) and Computerised Numerical Control machines (CNC) respectively, are 
revealed to have weak loadings. For instance, CAPP loaded onto Factors 2 and 4 
with values of 0.513 and 0.519 respectively, suggesting that CAPP cannot be 
attributed clearly to any of the factor. Similarly, CNC loaded on Factors 2 and 4 
with 0.485 and 0.496 respectively. Therefore, both CAPP and CNC are removed 
from the final analysis. 
The factor loadings with Principal Axis Factoring and Promax rotation in 7 
iterations are shown as a truncated version in Table 5-3. Values above a significant 
factor criterion of 0.51 (Stevens, 2009) are highlighted in bold. A full matrix of 
factor loadings is included in Appendix D. 
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Code Description Factors 
  1 2 3 4 5 6 7 
CC2 Coordinating capability 2 .875       
CC1 Coordinating capability 1 .870       
LC4 Learning capability 4 .863       
MC3 Managerial capability 3 .861       
CC3 Coordinating capability 3 .861       
IC4 Integrating capability 4 .855       
LC5 Learning capability 5 .849       
IC3 Integrating capability 3 .844       
LC3 Learning capability 3 .843       
MC1 Managerial capability 1 .839       
IC1 Integrating capability 1 .836       
MC2 Managerial capability 2 .835       
CC4 Coordinating capability 4 .835       
IC5 Integrating capability 5 .830       
CC5 Coordinating capability 5 .829       
LC1 Learning capability 1 .828       
LC2 Learning capability 2 .809       
TC1 Technical capability 1 .801       
IC2 Integrating capability 2 .798       
TC2 Technical capability 2 .758       
TC3 Technical capability 3 .733       
M5 Automated material handling systems  .835      
M3 Flexible manufacturing systems (FMS)  .761      
M8 Knowledge-based systems  .737      
M9 Decision support systems  .694      
A3 Data analytics  .691      
M2 Real-time process control systems  .688      
M13 3D Printing  .664      
M6 Environmental control systems  .639      
M1 Industrial robot  .603      
C3 Cloud computing  .574      
C2 Wireless communication   .743     
A1 Office automation   .678     
A2 Activity-based costing system   .579     
C1 Intra-company computer networks   .526     
D2 Computer-aided design (CAD)    .822    
D1 Computer-aided manufacturing (CAM)    .764    
D3 Computer-aided engineering (CAE)    .658    
D4 Computer-aided process planning (CAPP)  .513  .519    
M4 Computerised numerical control (CNC)  .485  .496    
flex Flexibility to change volume     .818   
cost Unit cost of manufacturing     .764   
del On-time delivery performance     .707   
qual Quality of product conformance      .657   
M12 Enterprise Resource Planning (ERP)      .722  
M10 Material requirements planning (MRP)      .716  
M11 Manufacturing resource planning (MRP II)      .688  
M7 Automatic identification   .402   .289 .516 
(Note: Values in bold indicate significant loading. Only relevant cross-loadings are shown) 
Table 5-3: Factor loadings for 6 factors 
 219 
Additionally, the communality values which constitute the total amount of variance 
that a variable shares with all other variables, indicate that they are related to each 
other (Hair et al., 2010; p90). Although communality values closer to 1 indicates 
that the variables are better explained by the factors, results above 0.5 are acceptable 
(Tabachnick & Fidel, 2014). All the items in the factor analysis show communality 
values that are significantly above 0.5. Items with communality value of less than 
0.5 should be considered for removal (Hair et al., 2010). The table of communality 
values for the factor analysis is provided in Appendix E. 
IBM SPSS Statistics 24 application also provides other sophisticated tests on 
factorability. This includes anti-image correlation matrix. All anti-image 
correlations for the respective factors are significantly high at above 0.5 which 
implies that the factors can be identified as “true” factors (Tabachnick & Fidel, 
2014).  
Based on the results of the EFA, all 21 items in Advanced Manufacturing 
Capabilities (AMC) and Operational Capabilities (OC) loaded onto Factor 1 at 
values substantially above the significant factor criterion of 0.51 (Hair et al., 2010). 
Factor 1 is now labelled as Capabilities. 
Meanwhile, Factor 2 emerged as a composite of CPS technologies from three 
different initial categories of Manufacturing, Administrative, and Connectivity as 
specified in the theoretical model. Factor 2 consists of ten CPS technologies. The 
Manufacturing CPS technologies are those identified earlier for functions such as 
controlling and monitoring of material flow, production scheduling, and planning 
(Swamidass & Kotha, 1998). The Administrative CPS technologies are used 
primarily to track operation inputs and outputs (Boyer & McDermott, 1999), while 
Connectivity CPS technologies are those that allow design, manufacturing, and 
administrative technologies to exchange and respond to information (Brettel et al., 
2014; Monostori et al., 2016). 
The Manufacturing CPS technologies that loaded into Factor 2 consists of 
Automated Material Handling System (AMHS), Flexible Manufacturing System 
(FMS), Knowledge-Based System (KBS), Decision-Support Systems (DSS), Real-
Time Process Control Systems (RTPCS), 3D Printing, Environmental Control 
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System (ECS), and Industrial Robots. The Administrative and Connectivity CPS 
technologies which also loaded on Factor 2 are Data Analytics and Cloud 
Computing respectively. As mentioned in their respective operational definitions, 
Data Analytics relies on data generated from activities across the firm, so that 
meaningful information can be shared to improve manufacturing processes and 
increase productivity (Lee et al., 2015), while Cloud Computing enables on-demand 
network access to a shared pool of computing resources across the firm (Wang & 
Xu, 2013).  
The CPS technologies in Factor 2 have a common function of handling processes 
via systems and devices, thus, reducing the amount of human intervention. Hence, 
these technologies are re-designated into a new category called Automation. 
Based on the EFA results, all CPS technologies are dispersed into four different 
categories as predicted conceptually. However, most of the technologies were 
loaded into new groupings; as in the case of Factor 2. The same treatment is applied 
for Factors 3 and 6, which are explained in the following sections. 
Factor 3 consists of wireless communication, office automation, activity-based 
costing system, and intra-company computer networks. These technologies are 
considered as part of the required infrastructure to exchange and respond to 
information (Brettel et al., 2014; Monostori et al., 2016), as well as to track 
operation inputs and outputs (Boyer & McDermott, 1999). Thus, these technologies 
are re-designated into a new category called Infrastructure. 
Factor 6 comprises Enterprise Resource Planning (ERP), Material Requirements 
Planning (MRP), and Manufacturing Resource Planning (MRP II). While MRP 
focuses on the planning and management of materials and resources availability for 
manufacturing processes, MRPII was promoted in  the 1980s as the integrated 
information system that enables effective decision-making in manufacturing 
through firm-wide feedback system (Kalpakjian & Schmid, 2014; p1112). 
Meanwhile, ERP is said to be an extension of MRP II that facilitates information 
flow among all functional areas in a firm including human resources, finance, sales, 
and manufacturing (Kalpakjian & Schmid, 2014; Basoglu et al., 2007). Therefore, 
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this group of CPS technologies is assigned into a new category of Information 
Management. 
Incidentally, another technology that was loaded together with ERP, MRP, and 
MRP II in Factor 6 is automatic identification system. However, its loading value 
is less than 0.51 (i.e.: 0.289), thus, it was dropped from Factor 6. 
Meanwhile, three CPS technologies loaded into Factor 4, namely computer-aided 
design (CAD), computer-aided manufacturing (CAM), and computer-aided 
engineering (CAE). These are technologies identified for the category of Design in 
the theoretical model. Two other technologies also loaded onto Factor 4 namely, 
items D4 computer-aided process planning (CAPP), and M4, computerised 
numerical control machines (CNC). They produced loading factors of 0.519 and 
0.496 respectively.  
However, although the loading value of CAPP is just above 0.51, it also has a 
similar cross-loading in Factor 2 at a value of 0.513. This indicates that CAPP needs 
to be removed from Factor 4 (Schoenherr & Narasimhan, 2012). It is common 
practice to remove variables that load significantly on two or more factors to 
develop truly independent factors (Small, 2007). Similarly, CNC also has a cross-
loading in Factor 2 but is removed due to its low loading value of below 0.51. Thus, 
only CAD, CAM, and CAE are retained in Factor 4 in the Design category. 
As predicted, performance dimensions comprising unit cost of manufacturing, 
quality of product conformance, on-time delivery performance, and flexibility to 
change volume loaded onto a single common variable. All these items loaded with 
factor loadings significantly greater than 0.51, which are duly accepted into Factor 
5, Operational Performance.  
Each of the factor displays unidimensionality in that the loaded items in each factor 
are strongly associated with each other to represent a single concept (Hair et al., 
2010).  
In summary, the EFA produced six significant factors. The range of factor loadings 
are all above the 0.51 level, which suggests high level of convergence among 
variables within each factor (Hair et al., 2010). These are depicted in Table 5-4. 
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Factor Construct Range of factor loadings 
1 Capabilities 0.733 – 0.875 
2 Automation 0.574 – 0.835 
3 Infrastructure 0.526 – 0.743 
4 Design 0.658 – 0.822 
5 Information Management 0.688 – 0.722 
6 Operational Performance 0.657 – 0.818 
Table 5-4: Range of factor loadings in each factor  
Based on the factor solution derived from EFA, Factors 2, 3, and 5 are assigned 
new labels namely, Automation, Infrastructure, and Information Management 
respectively. The selection of the labels is guided by the appropriateness of the 
terms in representing the underlying dimensions of the new factors (Hair et al., 
2010). 
To illustrate the changes in the variables from their initial forms based on the 
theoretical model of this research, to the variables after EFA, a before-and-after 
depiction is provided in Figure 5-2.   
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Figure 5-2: Variables for this research before and after exploratory factor analysis 
(EFA) 
Hence, the theoretical model of this research is revised with the factors derived from 
EFA, as depicted in Figure 5-3. 
 
Figure 5-3: Revised theoretical model incorporating new factors 
To recap, the initial core hypotheses based on the earlier theoretical model are as 
follows: 
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Hypothesis 1 (H1): There is a direct and positive relationship between cyber-
physical systems adoption (CPS) and operational performance, OP. 
Hypothesis 2 (H2): Capabilities, namely operational capabilities and advanced 
manufacturing capabilities, positively moderates the relationship between CPS 
adoption and operational performance, OP. 
Based on the revised theoretical model in Figure 5-3, the hypotheses are re-stated 
in Table 5-5 to reflect the output of the factor analysis. 
Items  Hypotheses statements 
H1 There is a direct and positive relationship between CPS adoption and 
Operational Performance 
H1a There is a direct and positive relationship between Automation and Operational 
Performance 
H1b There is a direct and positive relationship between Infrastructure and 
Operational Performance 
H1c There is a direct and positive relationship between Design and Operational 
Performance 
H1d There is a direct and positive relationship between Information Management and 
Operational Performance 
H2 Capabilities positively moderates the relationship between CPS adoption and 
Operational Performance 
H2a Capabilities positively moderates the relationship between Automation and 
Operational Performance 
H2b Capabilities positively moderates the relationship between Infrastructure and 
Operational Performance 
H2c Capabilities positively moderates the relationship between Design and 
Operational Performance 
H2d Capabilities positively moderates the relationship between Information 
Management and Operational Performance 
Table 5-5: List of hypotheses based on the revised theoretical model 
H1a hypothesises that there is a direct and positive relationship between 
Automation CPS technologies adoption and operational performance, OP. H1b 
hypothesises the same for the relationship between Infrastructure CPS technologies 
adoption and OP. H1c hypothesises a direct and positive relationship between 
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Design CPS technologies adoption and OP, and H1d, between Information 
Management CPS technologies adoption and OP. 
Meanwhile, H2a hypothesises that Capabilities positively moderates the 
relationship between Automation CPS technologies adoption and operational 
performance, OP. H2b hypothesises the same for the relationship between 
Infrastructure CPS technologies adoption and OP. H2c hypothesises that 
Capabilities positively moderates the relationship between Design CPS 
technologies adoption and OP, and H2d, between Information Management CPS 
technologies adoption and OP. 
5.2.2.2 Reliability analysis 
Reliability is an assessment of the degree of consistency between multiple 
measurements of a variable (Hair et al., 2010; p125). Reliability analysis of a 
measurement instrument is critical to determine its ability to generate consistent 
measurements (Flynn et al., 1994). The most commonly used measure of reliability 
in this instance is internal consistency. Internal consistency promotes the idea that 
all items in a scale should be highly intercorrelated because they should be 
measuring the same construct (Hair et al., 2010). 
Based on the outcome of factor analysis in the previous section, Cronbach’s alpha 
is chosen as the diagnostic measure to assess internal consistency of the entire scale 
used in this research. The reliability coefficient in Cronbach’s alpha can indicate 
how closely related the items are in a factor. The generally agreed upon lower limit 
for Cronbach’s alpha is 0.70 (Hair et al., 2010; p125). The reliability coefficient for 
all variables in this research is higher than the recommended Cronbach’s alpha 
value of 0.70, which indicates a high level of internal consistency.  
Table 5-6 provides the Cronbach’s alpha value for each variable, together with the 
respective mean and standard deviation (SD) values. 
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Factor Variable  Cronbach’s 
alpha 
Number 
of items 
Mean (SD) 
1 Capabilities 0.979 21 112.646 (25.75) 
2 Automation 0.898 10 30.07 (8.98) 
3 Infrastructure 0.753 4 13.75 (3.59) 
4 Design 0.796 3 10.78 (3.02) 
5 Operational Performance 0.822 4 21.08 (4.21) 
6 Information Management 0.788 3 10.34 (3.25) 
Note: Valid N (listwise): 161 
Table 5-6: Internal consistency of variables 
The Cronbach’s alpha values for all variables are above the lower limit of 0.70, 
indicating lower measurement error, thus, significant reliability of all scales.  
Meanwhile, mean values of each variable indicate a measure of central tendency 
across the observations of N = 161. Whereas, the standard deviation provides an 
indication of how dispersed the individual responses are from the mean, suggesting 
the spread of the observations (Hair et al., 2010). For instance, when the mean 
values of Design and Information Management are compared, they indicate that 
both variables were rated favourably by respondents (based on a maximum 
measurement value of 15). However, the standard deviation values indicate that 
Design (SD = 3.02) has a more consistent score than Information Management (SD 
= 3.25) since larger standard deviation value represent how far the data deviates 
from the mean.  
The reliability of measurements used in this study can also be subjected to 
inaccurate responses, caused by misinterpretation or doubts on the part of the 
respondents, thus, creating increased measurement error. In such instances, there is 
a need to quantify measurement error. However, this approach is not suitable for 
the sample size of this research (Hair et al., 2010), thus, is beyond the scope of this 
study. 
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5.2.3 Descriptive statistics 
One of the distinct approaches in quantitative data analysis is the use of descriptive 
statistics to obtain an understanding of the data (Hair, 2016; p322). Descriptive 
statistics output depicts the distribution of responses for each measurement variable. 
Describing data in terms of variables and combinations of variables assists in 
finding reliable differences or relationships (Tabachnick & Fidell, 2007; p8).  
Statistics to describe variables typically focus on describing central tendency and 
dispersion. Central tendency provides a general impression of values that are 
common or average, while dispersion gives an idea on how values are spread around 
the central tendency (Saunders et al., 2016; p529). The mean and standard deviation 
values (SD) for all items where N = 161, were presented and discussed in Table 
5-6 to depict central tendency and dispersion respectively.  
5.2.3.1 Normality tests 
The dataset for this study was tested for normality using skewness and kurtosis, as 
well as a visual inspection of the normal probability plot of the constructs. Skewness 
and kurtosis values represent the characteristics of the distribution of the 
observations, where the symmetry and the peakness or flatness of the distribution 
is interpreted (Hair et al., 2010). Skewness values of ±1 indicate a non-substantial 
skewed distribution. Whereas, kurtosis values of less or greater than 3 may indicate 
the presence of some outliers (Tabachnick & Fidell, 2007). 
The skewness values of the study variables in Table 5-7 indicate that they are 
satisfactory for the researcher to proceed with other parametric tests such as 
regression analysis on the survey data. Only Capabilities, at a skewness value of -
1.18, indicate a slight negatively skewed distribution. Since this is not a substantial 
skewness, there is no real need to transform the study data before proceeding to 
conduct regression analysis. 
Meanwhile, the kurtosis values of all the variables in Table 5-7 indicate that there 
is a presence of some outliers. The existence of outliers can be attributed to errors 
in data transcription or variation in the population (Hair et al., 2010). However, not 
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all outliers are considered bad and must be removed. Some outliers should be 
retained due their unique characteristics to the overall data (Hair et al., 2010). 
Factor Variable  Min Max Skewness Kurtosis 
    Stat. Std. Error Stat. Std. Error 
1 Capabilities 1.00 7.00 -1.18 0.19 1.96 0.38 
2 Automation 1.00 5.00 -0.19 0.19 -0.67 0.38 
3 Infrastructure 1.25 5.00 0.11 0.19 -0.79 0.38 
4 Design 1.00 5.00 -0.62 0.19 -0.10 0.38 
5 Operational 
Performance 
2.50 7.00 -0.19 0.19 -0.607 0.38 
6 Information 
Management 
1.00 5.00 -0.35 0.19 -0.46 0.38 
Note: Valid N (listwise): 161 
Table 5-7: Descriptive statistics 
Based on the histogram for normality and the test for linearity, which is addressed 
in the next section; four outliers were identified and duly removed. The four outliers 
are considered influential outliers as their removal caused some figures to become 
significant.  
The rest of the descriptive statistics are depicted in Table 5-7 to provide a view of 
the minimum (Min) and maximum (Max) figures of the variables respectively. For 
instance, Operational Performance (OP) registers a higher Min value compared to 
the Min values of other factors. This can be attributed to the fact that the 
measurement of OP relies on self-assessed responses by respondents who are 
optimistic that they have control over the performance outcomes of the firm (Pagell 
& Krause, 2004). 
Based on the visual inspection of the normal probability plots in SPSS, no further 
evidence of extreme departures from the normality assumptions were identified. 
The tests conducted for normality revealed that the data for this study is normally 
distributed. The histogram for normality based on the data of this study; after the 
removal of four outliers, is provided in Appendix F. 
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5.2.3.2 Linearity 
A normally distributed data implies that relationships among pairs of variables are 
linear (Tabachnick & Fidell, 2007). Because correlations only measure linear 
relationships, nonlinear relationship effects may underestimate the actual strength 
of the relationships (Hair et al., 2010). Linearity among pairs of variables can be 
assessed through visual inspection of scatterplots. The linearity assumption is met 
when there is no visible pattern in the scatterplot. The scatterplot for this study in 
Appendix F indicates no visible pattern. 
5.2.4 Pearson correlation analysis 
The Pearson product-moment correlation is the most frequently used measure of 
association (Tabachnick & Fidell, 2007). The correlation coefficient, r, indicates 
the extent of which variables are related to each other, although it does not denote 
any influence that variables may have on each other. An r value of +1 represents a 
perfect positive correlation, while a value of -1 indicates a perfect negative 
correlation (Saunders et al., 2016). Table 5-8 depicts the Pearson correlation matrix 
for variables in this study. 
 Caps Auto Infra Design IM OP 
Capabilities (Caps)       
Automation (Auto) 0.245**      
Infrastructure (Infra) 0.102 0.4**     
Design 0.298** 0.332** 0.362**    
Information 
Management (IM) 
0.132 0.506** 0.513** 0.446**   
Operational 
Performance (OP) 
0.457** 0.391** 0.169* 0.236** 0.209**  
** Correlation is significant at the 0.01 level (2-tailed) 
* Correlation is significant at the 0.05 level (2-tailed) 
Table 5-8: Pearson correlation matrix 
All the variables are significantly correlated with each other at p < 0.01, except for 
the relationship between Infrastructure CPS and Operational Performance which is 
significant at p < 0.05. In other words, there is enough evidence to suggest that the 
correlations observed in Table 5-8 exist in the sample. 
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The relationship between Infrastructure and Capabilities appears to be 
insignificantly correlated with an r value of 0.102 (p > 0.05). Similarly, the 
relationship between Information Management and Capabilites is also found to be 
insignificantly correlated with an r value of 0.132 (p > 0.05). These results indicate 
that the variances of Capabilities do not influence the impact of both Infrastructure 
and Information Management CPS technologies on Operational Performance. 
5.2.5 Hierarchical regression analysis 
While correlation is used to measure the association among variables, regression is 
used to predict one variable from other variables (Tabachnick & Fidell, 2007; p56). 
The Pearson product-moment correlation discussed in the previous section has 
identified the significant patterns of association among the variables, but the 
patterns do not explain the strength of the relationships nor the influence the 
variables have on each other. Thus, regression is used to assess the relative 
contribution of each CPS technologies (independent variable) towards predicting 
the variation in Operational Performance (dependent variable). 
The procedure used to test the two core hypotheses of this research is hierarchical 
regression. This approach is commonly used to facilitate an analysis of the effects 
of groups of variables in an incremental and controlled manner (Boyer et al., 1997). 
Hierarchical regression analysis also allows the contribution of each component of 
the model to be evaluated (Meyer et al., 2002). 
In the first step, the direct effect of each category of CPS technologies adoption on 
Operational Performance was assessed. In the second step, the direct effect of CPS 
technologies adoption together with Capabilities on Operational Performance was 
measured. Finally, the third step involved assessing for interaction effects of 
Capabilities on the relationship between CPS technologies adoption and 
Operational Performance to determine the moderating effects. 
The results of the hierarchical regression analysis produce three direct models. They 
are analysed separately in the following sections.  
Based on the first core hypothesis, H1, the first model depicts the relationship 
between the independent variable which comprises all four factors of CPS 
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technologies, with Operational Performance. The regression equation used to test 
the first hypothesis is as follows: 
(Model 1): OP = a + β1.Automation + β2.Infrastructure + β3.Design + 
β4.Information Management; 
where a is the Constant, and β1, β2, β3,  and β4 represent the weighted values of 
Automation, Infrastructure, Design, and Information Management CPS 
technologies respectively, as depicted in Table 5-9. 
The second model illustrates the direct effects of Capabilities as independent 
variable on Operational Performance. Although this is not part of H1, the regression 
equation to represent the regression test is as follows: 
(Model 2): OP = a + β1.Automation + β2.Infrastructure + β3.Design + 
β4.Information Management + β5.Capabilities; 
where a is the Constant, β1, β2, β3, and β4 represent the weighted values of 
Automation, Infrastructure, Design, and Information Management CPS 
technologies respectively, while β5 represents the β value of Capabilities at 0.538, 
as depicted in Table 5-9. 
The third model depicts the interaction effects of Capabilities with Automation, 
Infrastructure, Design, and Information Management respectively. The model helps 
to assess the impact of Capabilities on the relationships between the adoption of 
each category of CPS technologies with Operational Performance (OP). The 
regression equation for this model, Model 3, is the same as for Model 2. 
(Model 3): OP = a + β1.Automation + β2.Infrastructure + β3.Design + 
β4.Information Management + β5.Capabilities + β6.Automation.Capabilities + 
β7.Infrastructure.Capabilities + β8.Design.Capabilities + β9.Information 
Management.Capabilities; 
where a is the Constant, while β1, β2, β3, and β4 represent the weighted values of 
Automation, Infrastructure, Design, and Information Management CPS 
technologies respectively, and β5 represents the β value of Capabilities at 0.133, as 
shown in Table 5-9. Β6, β7, β8, and β9 are weighted values for the interactions 
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between Capabilities and Automation, Infrastructure, Design, and Information 
Management. 
The results of the hierarchical regression is summarised in Table 5-9 for dependent 
variable, OP. 
 Model 1 Model 2 Model 3 
Constant 3.704* 1.943* 4.194*** 
Automation  0.378*  -0.365 
Infrastructure  -0.036  -1.238 
Design 0.122  -0.782 
Information Management  -0.019  2.068 
Capabilities  0.538* 0.133 
Int_Automation_Caps   0.700 
Int_Infrastructure_Caps   1.755** 
Int_Design_Caps   1.093*** 
Int_InfoMgmt_Caps   -2.754* 
R2 0.167 0.405 0.504 
Δ R2 0.167 0.238 0.099 
F of Δ R2 7.617* 60.364* 7.348* 
Notes: 
- Int_”CPS”_Caps denotes interaction between each category of CPS with 
Capabilities. 
- Values reported are standardised regression coefficients. 
- *p<0.001; **p<0.005; ***p<0.05 
Table 5-9: Results of hierarchical regression 
The SPSS output for the Model Summary is included in Appendix G for reference. 
5.2.5.1 Relationship between CPS technologies adoption and Operational 
Performance 
The first model derived from the regression analysis shows the relationships 
between the four categories of CPS technologies namely Automation, 
Infrastructure, Design, and Information Management with Operational 
Performance, OP. This was set out as Hypothesis 1 that states “There is a direct 
and positive relationship between CPS technologies adoption and operational 
performance, OP”. 
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In order to compare the relative importance of these four independent variables, 
beta coefficient β values are used. β values can be directly compared with each other 
because they account for the spread of values within each independent variable 
(Hair et al., 2010). In other words, when there is a change in the standard deviation 
of any one of the independent variables, the changes reflect the relative impact on 
the dependent variable, OP. As indicated in the notes of Table 5-9, standardised 
regression coefficients are used. This enables a direct comparison of β values to 
indicate how much each variable contributes independently to the variance in 
Operational Performance (Buckingham, 2004). 
In Figure 5-4, based on its β value of 0.378 (p<0.001), Automation is deemed the 
most important variable in relation to its effect on Operational Performance, OP. 
Although the β value of Design is positive at 0.122, it is deemed insignificant to OP 
because p>0.05. Meanwhile, β values for Infrastructure and Information 
Management CPS technologies at -0.36 and -0.019 respectively; both at p>0.05. 
The minus signs indicate negative relationships; where OP decreases by these 
amounts as the adoption of Infrastructure and Information Management CPS 
technologies increases. Thus, they are considered lesser in importance in terms of 
their effects on Operational Performance, compared to Automation.  
 
Figure 5-4: Direct effects of each category of CPS technologies on Operational 
Performance, OP 
The regression model in Figure 5-4 also shows R-square change value for 
Operational Performance. R-square is one of the measures used to assess model fit. 
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A value closest to 1 is desirable, although a high R-square value does not 
necessarily indicate a better fit (Hair et al., 2010).  
The R-square change value of 0.167 on OP in Figure 5-4 indicates that 16.7% of 
total variance in OP is explained by the model as a whole. The F change statistics 
in this regression model is significant at p<0.001. This shows that Automation CPS 
has a significant positive impact on Operational Performance among aerospace 
manufacturers in the survey. 
In other words, when all the independent variables are acting together, Automation 
has the strongest relationship with OP. 
5.2.5.2 Relationship between Capabilities and Operational Performance 
In this second model, the regression result shows the extent of the direct influence 
that Capabilities have on Operational Performance, OP. Based on the theoretical 
model of this study, Capabilities is theorised as a moderator that can influence the 
relationships between each dimension of CPS technologies adoption with OP. 
However, the β value of 0.538 (p<0.001) for Capabilities, as depicted in Figure 
5-5, indicates a significantly strong direct relationship between Capabilities and OP.  
 
Figure 5-5: Direct effect of Capabilities on Operational Performance, OP 
The R-square change value of 0.238 in Figure 5-5 indicates that Capabilities 
explains 23.8% of the total variance in Operational Performance; a substantial 
percentage compared to the percentage derived in the previous model. The F change 
statistics for this model is also significant at p<0.001, indicating a significant and 
positive that Capabilities have on OP. This is unsurprising as the capabilities 
required of aerospace manufacturers determine if they are able to participate in 
aircraft development programmes. 
By now, regression models in Figure 5-4 and Figure 5-5 explain almost 41%  of 
the total variation in OP when the R-square change values are totalled. 
 235 
5.2.5.3 Interaction effects of Capabilities on CPS technologies adoption  
The objective of this analysis is to observe if the interaction effects of Capabilities 
have positive impact on Operational Performance. This is based on the theoretical 
consideration of Hypothesis 2 which suggests that “Capabilities positively 
moderates the relationship between CPS adoption and Operational Performance”. 
Figure 5-6 depicts these interaction effects between each category of CPS 
technologies with Capabilities.  
Capabilities is shown with a positive β value of 2.068 (p<0.001) with Information 
Management CPS, which indicates a significant interaction effect. Meanwhile, 
Capabilities registers β values of -1.238 and -0.782 with Infrastructure and Design 
respectively (both at p<0.05), suggesting significant interaction effects. However, 
a β value of -0.365 (p>0.05) for Automation denotes an insignificant interaction 
effect that Capabilities have on Automation. 
The β values for Capabilities in Figure 5-6 indicate that Capabilities have positive 
moderating effects on the relationships between Infrastructure, Design, and 
Information Management CPS technologies with Operational Performance 
respectively. However, Capabilities has insignificant moderating effect on the 
relationship between Automation and OP. This may indicate that Automation can 
potentially replace the manufacturing functions normally performed by humans 
such as the precise shaping of a composite material for an aircraft structure. Thus, 
the adoption of Automation CPS would have a positive impact on OP regardless of 
a firm’s current stock of capabilities. 
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Figure 5-6: Interaction effects of Capabilities on the relationship between CPS 
technologies and Operational Performance 
The R-square change value of 0.099 suggests that the strength of the moderating 
effects of Capabilities on Infrastructure, Design, and Information Management CPS 
technologies explains 10% of the total variance on Operational Performance.  
Although the R-square value of 0.099 is considerably far from 1, it does not 
necessarily indicate a poor model fit since there are no absolute standards to assess 
the strength of R-square (Hair et al., 2010; p613). Furthermore, OM research often 
includes low R-square change value to compare the impact of different independent 
variables on a dependent variable (Devaraj & Kohli (2003); Zhou et al. (2009); and 
Bai et al., (2016)).  
In the case of the regression model in Figure 5-6, the interaction effect of 
Capabilities on Infrastructure, Design, and Information Management CPS 
technologies has a positive impact on Operational Performance. But Capabilities 
does not have a significant interaction effect on the relationship between 
Automation and OP. 
5.2.5.4 Strengths of relationships with Operational Performance 
Based on the theoretical model developed for this study, all four dimensions of CPS 
technologies are hypothesised as having a direct and positive relationship with 
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Operational Performance (OP). However, Figure 5-4 has shown that only 
Automation has a direct effect on OP. In fact, the strength of the relationship 
between Automation and OP contributes to almost 17% of the total variance in OP. 
Additionally, Capabilities is hypothesised as having the moderating strength to 
influence the relationship between the dimensions of CPS technologies and 
Operational Performance. It was revealed that Capabilities have interaction effects 
on the relationships between Infrastructure and OP, Design and OP, as well as 
Information Management and OP. The strength of these interaction effects 
contributes 10% to the total variance of OP  as shown in Figure 5-6. But there is 
no interaction effect on the relationship between Automation and OP.  
Figure 5-7 summarises the hierarchical regression output in terms of the strengths 
of relationships between each variable with OP. The R-square value of 0.505 
suggests that the total effects of all the relationships, when combined, explain 
50.5% of the total variance on OP.  
In other words, all three regression models derived from the analysis indicate 
approximately 51% variance that OP is explained by two direct relationships 
namely, between Automation and OP, and between Capabilities and OP; as well as 
by relationships that have positive interaction effects from Capabilities, as 
explained in Figure 5-6. 
 
Figure 5-7: Summary of the strengths of relationships between each independent 
variable and Operational Performance, OP 
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As a moderator, Capabilities causes each of the relationship between Infrastructure, 
Design, and Information Management CPS with OP to change. Graphical 
depictions of these changes are shown in the following charts; where the x-axis 
indicates low to high level adoption of CPS technologies, while the y-axis shows 
the range of mean performance increase or decrease in OP. 
The moderating effect of Capabilities on the adoption of Infrastructure CPS is 
depicted in Figure 5-8. This chart illustrates that when a firm has a high level of 
Capabilities, increasing the adoption of Infrastructure technologies will improve OP 
marginally; indicated by a red line on the chart. However, when a firm has a low 
level of Capabilities, increasing the adoption of Infrastructure CPS technologies has 
a negative effect on OP; indicated by a blue line on the chart. 
 
Figure 5-8: Moderating effect of Capabilities on Infrastructure CPS 
In Figure 5-9, the moderating effect of Capabilities on the relationship between 
Design CPS technologies and OP indicates similar trends as in Infrastructure CPS. 
The graph shows that when there is a high level of Capabilities, increasing the 
adoption of Design CPS technologies will only provide a small improvement in OP. 
However, when the level of Capabilities is low, an increased adoption of Design 
CPS technologies will have a significantly negative effect on OP. 
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Figure 5-9: Moderating effect of Capabilities on Design CPS 
Whereas, the moderating effect of Capabilities on the relationship between 
Information Management CPS and OP is show in Figure 5-10. The graph illustrates 
that when there is a high level of Capabilities, an increased adoption of Information 
Management CPS will only generate a small improvement on OP. However, when 
there is a low level of Capabilities, an increased adoption of Information 
Management CPS will significantly improve Operational Performance.  
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Figure 5-10: Moderating effect of Capabilities on Information Management 
5.2.5.5 Summary of hypotheses results 
The results of the factor analysis highlighted earlier in this chapter indicate that both 
hypotheses are now depicted with new factors to represent H1 and H2 respectively. 
The revised theoretical model is reproduced in Figure 5-11 for ease of reference. 
 
Figure 5-11: Hypotheses 1 and 2 in revised theoretical model 
Results of the hierarchical regression indicate that both core hypotheses H1 and H2 
are partially supported. This is concluded based on eight supporting hypotheses, 
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where two are Supported, two are Partially Supported, while four are Not 
Supported.  
For instance, based on the supporting hypotheses for H1, only Automation fully 
supports the hypothesis that “Automation has a direct and positive relationship with 
Operational Performance”, as indicated by H1a in Table 5-10. While the outcomes 
for Infrastructure, Design, and Information Management are Not Supported, as per 
H1b, H1c, and H1d. 
Whereas, the outcomes of supporting hypotheses for H2 indicate that Capabilities 
positively moderates the relationship between Information Management CPS and 
OP, as indicated by H2d in Table 5-10. Capabilities does not positively moderate 
the relationships between Infrastructure and Design with OP because they register 
only marginal increases in OP when Capabilities are high, but cause significant 
decrease in OP when Capabilities are low. These are depicted by H2b and H2c in 
Table 5-10. The outcome for Automation CPS does not support hypothesis H2 as 
per H2a. 
The list of hypotheses for the updated theoretical model is presented in Table 5-10 
with the corresponding remarks of “Supported”, “Partially Supported”, and “Not 
Supported”. 
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Items Hypotheses statements Remarks 
H1 There is a direct and positive relationship between CPS adoption and 
Operational Performance 
Partially 
Supported 
H1a There is a direct and positive relationship between Automation and 
Operational Performance 
Supported 
H1b There is a direct and positive relationship between Infrastructure and 
Operational Performance 
Not Supported 
H1c There is a direct and positive relationship between Design and 
Operational Performance 
Not Supported 
H1d There is a direct and positive relationship between Information 
Management and Operational Performance 
Not Supported 
H2 Capabilities positively moderates the relationship between CPS 
adoption and Operational Performance 
Partially 
Supported 
H2a Capabilities positively moderates the relationship between Automation 
and Operational Performance 
Not Supported 
H2b Capabilities positively moderates the relationship between 
Infrastructure and Operational Performance 
Partially 
Supported 
H2c Capabilities positively moderates the relationship between Design and 
Operational Performance 
Partially 
Supported 
H2d Capabilities positively moderates the relationship between Information 
Management and Operational Performance 
Supported 
Table 5-10: List of hypotheses based on results of multiple regression analysis 
In summary, the regression analysis indicates that only the adoption of Automation 
CPS technologies has a direct and positive relationship with Operational 
Performance, while the adoption of Infrastructure, Design, and Information 
Management CPS respectively, does not affect Operational Performance directly 
and positively. 
Additionally, Capabilities influence the adoption of Infrastructure, Design, and 
Information Management CPS, but not Automation. However, Capabilities only 
influence the adoption of Information Management CPS positively. In fact, when 
Capabilities are low, only the adoption of Information Management CPS will 
improve Operational Performance significantly, but increasing the adoption of 
Infrastructure and Design CPS would not improve Operational Performance. 
There is also no distinction in the influencing effects of Operational Capabilities 
and Advanced Manufacturing Capabilities.  
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5.3 Chapter Summary 
Section 5.2 presented the survey results beginning with a sample profile of the 
survey respondents. This is provided to summarise the general outcome of the 
survey. The sample profile is followed by goodness-of-measure tests that included 
exploratory factor analysis and reliability analysis to ensure that the data collected 
for this study is meaningful based on the measures assigned to the respective 
variables. 
Section 5.2 also provided descriptive statistics and Pearson correlation analysis of 
the dataset. This is followed by the hierarchical regression analysis in Section 5.2.5 
for all variables identified in the theoretical model earlier. Based on the outcomes 
of the regression analyses, the hypotheses developed for this study were updated 
accordingly.  
Chapter 6 follows with a discussion on the findings of the survey research.  
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6.0 DISCUSSION 
6.1 Chapter Introduction 
This chapter discusses the survey results in relation to the research objectives and 
theoretical model hypotheses developed for this study. The findings from the survey 
is discussed based on each category of CPS technologies that have been derived 
from the earlier statistical analysis, as well as the role of Capabilities in CPS 
adoption.  
To contextualise the results of the survey research to the research context of this 
study, Section 6.2.1 reviews the profile of survey respondents from the UK 
aerospace manufacturing industry. 
Section 6.2 proceeds to review the CPS technologies that have been adopted by UK 
aerospace manufacturers by describing selected examples. 
Section 6.3 provides a perspective into the types of capabilities identified in this 
research and their influence on the relationship between CPS technologies adoption 
and operational performance. 
6.2 Contextualising survey results of this research 
This study set out to explain the relationship between the types of CPS technologies 
being adopted by aerospace manufacturing firms and the impact of the adoption on 
the firms’ operational performance. The study also explored if a firm’s capabilities 
have any significant impact on the said relationship. 
This study has been guided by its core research question that was established as 
follows: 
“How does the adoption of different CPS technologies affect operational 
performance, given that firms possess varying levels of capabilities?” 
In answering the core research question, this study developed a theoretical model 
to illustrate the relationship between CPS adoption and operational performance, as 
well as to depict the capabilities that moderate the relationship.  
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Two core hypotheses were then established based on the theoretical model. The 
first hypothesis, H1, postulates a direct and positive relationship between CPS 
adoption and a firm’s operational performance, while the second hypothesis, H2, 
theorises that both operational and advanced manufacturing capabilities influence 
the direct and positive relationship between CPS adoption and operational 
performance.  
These hypotheses were subsequently tested using a measurement model developed 
for this study. The analysis of the survey results conducted in Chapter 5 produced 
several observations. These are contextualised with selected examples from the UK 
aerospace manufacturing industry firms in the rest of this chapter.  
6.2.1 Review of survey respondents’ profile for contextualisation 
In Table 1-3, examples of UK aerospace manufacturers are highlighted to depict 
their respective positions in the industry tiers and their corresponding capabilities 
based on an industry report by KPMG and ADS (2013). These examples are also 
referenced with other government reports on UK manufacturers in SIC 2007, 
“Group 30.3: Manufacture of air and spacecraft and related machinery”, such as 
Gov.UK (2016) and Department for Business Innovation & Skills (2016). They are 
used collectively as a reference in selecting appropriate examples of firms for 
analysing the outcome of the survey research for this study. Additionally, examples 
are verified with the list of UK aerospace firms available on the ADS directory and 
the UK aerospace clusters directories. 
The results of the survey indicate that 77% of the respondents represent UK 
aerospace manufacturers at the higher tiers of the industry hierarchy such as Tier 2, 
Tier 1, and OEM. This is a useful indicator for the purpose of this analysis as firms 
that are more established in the aerospace industry have specialised capabilities and 
are usually in the higher tiers, thus, are more inclined to adopt the latest 
manufacturing technologies (McGuire & Islam, 2015).  
Additionally, 90% of the survey respondents represent aerospace firms that supply 
and manufacture directly for OEMs. Firms at Tier 1, for instance, have tendencies 
to become early technology adopters (Esposito & Raffa, 2007). Similarly, firms that 
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supply directly to OEMs are more susceptible to the demands of technology 
adoption in the manufacturing process. It is not uncommon that firms who are 
positioned in the lower tiers such as Tiers 3 and 4 would also have direct 
manufacture and supply relationships with OEMs (Haywood & Peck, 2003), 
although they represent about 24% of the respondents in the survey. One such 
example is Aeromet, a Tier 4 manufacturer of cast metal parts. The direct 
relationships with OEMs and the direct interaction contribute to the urgency to keep 
up with the advancements in manufacturing technologies (Grubic et al., 2011).  
In the civil aerospace industry, demands for aircrafts that are fuel-efficient, yet 
satisfy the need for speed and safety, are often the main reason for the use of 
technologies in the manufacturing process. This involves not only the operation and 
reorganisation of existing technologies, but also the absorption of new technologies 
and their integration into existing systems (Sonntag, 2003). Admittedly, these 
processes have long lead times and require a firm’s experience throughout several 
aircraft programmes. 64% of the respondents in the survey for this study represent 
firms that have been in the industry for more than 16 years, with 60% of those in 
this group coming from firms that have been operating for more than 25 years. 
For example, Meggit, a Tier 1 manufacturer that has been producing aircraft braking 
systems for various OEMs including Airbus and Boeing, manufactures carbon 
brakes (Meggitt PLC, 2018). Meggitt has benefited from its involvement in 
numerous aircraft development programmes over the last 20 years.  
The profile of the survey respondents also indicate that 39% of the respondents 
represent aerospace manufacturers that are involved in the production of systems, 
32% are involved in structures and 14% are respondents from firms that are 
involved in propulsion. Systems include “avionics, fuel, high lift, landing gear, and 
power”, structures include “fuselage, nacelle, tail, and wings” while propulsion 
includes “compressor system, fan system, and turbine” (Department for Business 
Innovation & Skills, 2016). With a combined total of 85% of respondents 
representing firms with such specialised capabilities, it can be inferred that the level 
of technology adoption for the manufacturing process in an organisation such as 
Rolls-Royce is high. 
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6.2.2 CPS technologies adoption in UK aerospace manufacturing 
The application of technologies in manufacturing has been addressed extensively 
in OM literature, particularly within the topic of advanced manufacturing 
technologies (AMT) (Voss, 1986; Boyer et al., 1997; Swamidass & Kotha, 1998; 
Cagliano & Spina, 2000; Swink & Nair, 2007). AMT has been described in OM 
literature as an amalgamation of production equipment, production techniques and 
methodologies, as well as computer control systems. As the manufacturing activity 
enters the era of Industry 4.0, this study considers that AMT is now enhanced by 
Cyber-Physical Systems (CPS). As described in Chapter 3 of this thesis, CPS 
represents the combined state of physical, virtual, and communication systems, 
which has been enabled by the advancements in ICT (Jazdi, 2014). 
Some of the AMT technologies identified for the measurement model of this 
research remains relevant today. Technologies such as Automated Material 
Handling System (AMHS) and Knowledge-Based System (KBS) are known to 
have been incorporated into a centralised system such as ERP in at least three large 
aerospace companies in the UK (Parry & Graves, 2008). For instance, Rolls-Royce 
is one of the most prominent Tier 1 manufacturer that embarked on the 
implementation of ERP in the late 1990s with a focus on improving customer 
delivery. Prior to that, Rolls-Royce were using 1500 systems, causing significant 
challenges for timely decision-making and performance assessment (Yusuf et al., 
2004). 
The survey analysis for this research led to a refinement of the classification of CPS 
technologies. Instead of the Design, Manufacturing, Administrative, and 
Connectivity categories, new categories emerged as Automation, Infrastructure, 
Design, and Information Management. 
6.2.2.1 Automation CPS technologies 
This study embarked on a survey data analysis to test two core hypotheses. To 
recap, the first hypothesis suggests that the adoption of all CPS technologies has a 
direct and positive relationship with Operational Performance. Statistical results in 
Chapter 5 have shown, however, that out of the four categories generated by the 
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factor analysis exercise, only the adoption of Automation CPS technologies affect 
Operational Performance directly and positively.  
When a composite of several CPS technologies from the Manufacturing, 
Administrative, and Connectivity categories emerged in a single factor in the 
statistical analysis, it became evident that these technologies share a common 
characteristic. This new group consists of Automated Material Handling System 
(AMHS), Flexible Manufacturing System (FMS), Knowledge-Based System 
(KBS), Decision-Support Systems (DSS), Real-Time Process Control Systems 
(RTPCS), Environmental Control System (ECS), 3D Printing (3DP), Industrial 
Robots (IR), Data Analytics (DA), and Cloud Computing (CC). They share a 
common characteristic of handling processes via machines, computer software, or 
systems and devices; processes that, otherwise, would have been handled by human 
operators.  
In OM research, AMHS, FMS, KBS, DSS, RTPCS, and ECS have featured in the 
AMT list of technologies that firms are inclined to invest in (Boyer et al., 1996; 
Boyer et al., 1997; Jonsson, 2000; Diaz et al., 2003). AMHS and FMS for instance, 
were included in the AMT list when researchers were investigating the selection 
and implementation issues of AMT (Sambasivarao & Deshmukh, 1995), and 
assessing the manufacturing performance from AMT investment (Small & Yasin, 
1997; Small, 1999). Whereas, RTPCS has featured in discussions on information 
exchange and planning (Das & Nair, 2010) and also highlighted as one of the 
technologies that was selected to denote a focus on quality (Ward and Duray, 2000). 
Meanwhile, 3D printing (3DP) is a process commonly associated with new product 
development. The process was reportedly developed in 1983 by a design engineer 
who was keen to reduce the lead time from product design to mould-making 
(Kietzmann et al., 2014). Formally identified as one of the methods in “additive 
manufacturing”, 3DP applies manufacturing processes that transform three-
dimensional data into physical parts, without the use of tools and moulds (Weller 
et al., 2015). This differs from conventional processes where raw material is shaped 
from its solid form into a product, such as that in subtractive processes of milling 
or drilling, formative processes of casting or forging, and joining processes of 
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welding and fastening (Conner et al., 2014). 3DP offers optimisation of the use of 
materials, as well as enables the production of complex and customised parts (Wits 
et al., 2016; Yao & Lin, 2016).  
As for industrial robots (IR), although introduced in the early 1960s, they were first 
used in the manufacturing environment in the 1970s to handle hazardous operations 
such as the handling of toxic radioactive materials, as well as the loading and 
unloading of hot workpieces from furnaces to foundries (Kalpakjian & Schmid, 
2014; p1079). OM literature began to identify robots as an AMT to denote its role 
in reducing the amount of work-in-progress, eliminating product specification 
errors, and improving consistency of outputs (Voss, 1988). Another suggested that 
when integrated with other AMT, industrial robots can improve operating 
performance dramatically (Udo & Ehie, 1996). 
Figure 6-1 summarises the list of technologies in the Automation CPS category, as 
a result of the factor analysis exercise in Chapter 5 of this thesis. 
 
Note: Figures in parentheses for “CPS categories from theoretical model” indicate the 
number of technologies in each initial CPS category. 
Figure 6-1: Automation CPS technologies 
Automation is a recurring theme in discussions on the adoption of advanced 
manufacturing technologies in OM (Swamidass & Kotha (1998); Boyer (1999); Co 
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et al. (2011); and Goyal and Grover (2012)). They suggest that automation is the 
capability that can be achieved through the adoption of various manufacturing 
technologies. For instance, Boyer (1999) and Co et al. (2011) implied that AMT 
adoption creates the ability for the automation of manufacturing processes where 
technologies are linked physically and electronically. Goyal and Grover (2012) 
suggested that the increased adoption in manufacturing technologies is attributed to 
the attractiveness of the benefits from automation.  
The term “Automation” was coined in the 1940s by the US automotive industry to 
depict the automatic handling and processing of parts (Kalpakjian & Schmid, 2014; 
p1060). Automation is associated with the smart factory concept where direct and 
indirect labour are reduced, rework and inspection are minimised, and 
manufacturing planning and control are improved (Co et al., 2011). In Industry 4.0, 
the smart factory concept is enhanced with the use of data analytics (Esmaeilian et 
al., 2016; Roblek et al., 2016). Incidentally, Data Analytics (DA) is one of the 
technologies in Automation CPS depicted in Figure 6-1, which refers to a 
systematic data collection process conducted by sensors, with the analytics process 
performed by a software application (Leitao et al., 2015). DA is usually integrated 
with CAD, CNC, and MRP on a common software platform via a secure cloud 
infrastructure (Yu et al., 2015; Botta et al., 2015; Georgakopoulos et al., 2016).  
The prevalence of data from devices, machines, and systems that are connected and 
networked is a direct outcome of the IoT phenomenon in Industry 4.0. In 
manufacturing, firms recognise the need to transform data from all these devices, 
machines, and systems into information and subsequently into knowledge that can 
be applied to improve a process or overcome an operational challenge. This is made 
possible through the analysis of massive amount of data from the factory floor, as 
well as from external sources such as market trends, economic factors, and future 
demands (Lee et al., 2015).  
The overall design process at the OEM level for instance, provides an apt reflection 
to the pervasiveness of data and data analytics. Based on the Digital Mock-Up 
(DMU) (Krause, 2007) example introduced in Chapter 3, design teams would 
typically begin with a review of product structure handling, data exchange, trouble 
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detection, and visualisation support based on data from previous aircraft 
programmes (Garbade & Dolezal, 2007). Due to the massive amount of system 
interactions within the operation of an aircraft, newer aircraft designs have 
incorporated numerous sensors and actuators (Sampigethaya & Poovendran, 2012). 
For example, sensors are included within the engine design to monitor engine 
emissions. Data from the actual engine performance are often reviewed to 
determine compliance to emission standards, with discrepancies addressed based 
on design during the VN2 (Value Network 2) process.  
In aerospace manufacturing, an example that encapsulates the extent-of-use of 
automation through the use of Industrial Robots (IR) can be seen at Meggitt PLC, 
a Tier 1 manufacturer. One of its specialised capabilities is in the area of aircraft 
braking system which consists of wheels, brakes, and brake control system (Meggitt 
PLC, 2018). Meggitt produces aircraft brakes in steel, carbon, and electric forms. 
Figure 6-2 provides an illustration of the products and systems in the aircraft 
braking system offered by Meggitt; with carbon brakes encircled to show its 
position relative to other components of the aircraft braking system in the aircraft. 
The aircraft industry had mainly been using steel brakes until carbon brakes were 
introduced in the 1980s (Windhorst & Blount, 1997). Carbon brakes contribute to 
significant weight saving of an aircraft and offer twice the endurance of steel brakes 
(Stimson & Fisher, 1980). These benefits support a perpetual market demand for 
lighter and more cost-effective aircraft. The use of carbon brakes in aircrafts led to 
various transformations in the manufacturing process for brake discs over the years. 
The process has also benefited from technological progress in composite materials 
in the industry since the 1960s (Soutis, 2005). 
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Figure 6-2: Components of aircraft braking system produced by Meggitt PLC, 
highlighting carbon brakes 
The manufacturing of carbon barkes at Meggitt involves the process of cutting, 
laying up, and compression of each brake disc that relies on the precision offered 
by robots (Meggitt PLC, 2018). 85% of these processes is fully automated, where 
the use of robots ensures that each brake disc achieves the strength and wear 
characteristics, as well as complies to specific density requirement set by OEMs 
and regulators (Meggitt PLC, 2018). The Meggitt experience provides a sound 
example of the adoption of Automation CPS in the manufacturing process to 
improve the quality of product conformance.  
Manufacturers have been able to perform quick changeover and improve process 
control while maintaining high machine utilisation and reducing work-in-process 
inventory with automation (Walters et al., 2006; Co et al., 2011; and Chatha & Butt, 
2015). Repetitive and manual tasks are often the natural candidates for automation, 
which have led to fears of deskilling workers and reducing their interactions with 
programmable systems (Snell & Dean, 1992). However, it is also argued that 
automation increases worker productivity (Schuh et al., 2013; Boothby et al., 2010), 
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although, the stock of technical capabilities in the firm will go through various 
transformation. 
In aerospace manufacturing, automation can be a necessary solution to improve 
precision of output specification and enhance flexibility in design changes, 
particularly for complex aircraft parts. In these instances, automation requires new 
skillsets and knowledge, and existing workers are often accorded the opportunity to 
acquire new skills and responsibilities (Boothby et al., 2010). Aeromet, a Tier 4 
manufacturer that has been operating for almost 40 years, underwent this process.  
Aeromet produces cast metal parts for a range of aircraft components including 
engine and fuel systems, as well as winglets and doors (Aeromet, 2018). As an 
illustration of a cast metal part produced by Aeromet, Figure 6-3 depicts a winglet 
on a typical aircraft, and a sample of an actual cast metal winglet manufactured by 
Aeromet. 
 
Figure 6-3: An aircraft winglet, one of the cast metal parts produced by Aeromet 
In the last few years, Aeromet has been enhancing its sand-casting process for 
aluminium and magnesium casts by using simulation and computer modelling 
technology, while developing a rapid prototyping capability with 3D-printed 
casting moulds (Aeromet, 2018). The number of its production employees 
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decreased between the years 2011 to 2016, but increased marginally in 201749 
(Companies House, 2018). Although this can be attributed to various reasons, 
publicly available company records indicate some asset acquisitions in the form of 
manufacturing equipment. The efforts to improve its manufacturing process have 
strengthened the company position among OEMs, as evident in a recent 
announcement by Boeing UK on the selection of Aeromet as one of the UK 
suppliers for the new Boeing facility in Sheffield (Boeing UK, 2018).  
The range of specialised capabilities at Aeromet is testament to the complexity of 
the aerospace manufacturing process, for instance, in parts design. Their simulation 
and rapid prototyping with 3D-printing capabilities help to reduce delivery 
turnaround time and eliminate hard tooling requirements that are time-consuming 
(Aeromet, 2018). Parts design and manufacturing are known to be complex as they 
usually involve a large variety in small batches, and often inundated with frequent 
changes to production status (Chu et al., 2016). This process is associated with the 
output in Value Network 2 (VN2), as described in Chapter 3 earlier. 
Meanwhile, Cloud Computing (CC) is the virtual version of a computing 
infrastructure that integrates sensors, storage devices, analytics tools, visualisation 
platforms, and client delivery systems (Gubbi et al., 2013). Instead of having data 
stored in physical devices, CC enables data to be stored in clouds, potentially saving 
firms from the need to invest in physical database space. Additionally, CC allows 
anytime access to a continuous stream of data that can be used to analyse and 
optimise the manufacturing process (Roblek et al., 2016). In this instance, CC is 
linked to data analytics (DA) where the functions are controlled by programmed 
software, without regular human intervention.  
An example of the adoption of CC in the UK aerospace industry is provided by 
BAE Systems. In early 2010s, BAE Systems embraced CC by implementing a 
hybrid cloud managed by its IT department and other cloud service providers 
(Sultan & van de Bunt-Kokhuis, 2012). The company was motivated by the need 
                                            
49 Aeromet currently employs 260 people in three facilities (Aeromet, 2018). 
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to reduce project setup time by optimising its internal IT systems and hosting non-
critical applications with external cloud providers. Automating the project setup 
process, which used to take up to 6 weeks; led to a reduced setup time of 72 hours 
(Sultan & van de Bunt-Kokhuis, 2012).  
In aerospace manufacturing, large investments in automation are not only 
considered inevitable but also necessary as components and parts are often put 
through multiple design and specification changes that workers are not dexterous 
enough to adapt. Aerospace manufacturers may have considered automation as an 
alternative to outsourcing the tasks to cost-competitive locations. Arguably, 
outsourcing may pose an issue when demand is high, as it often increases the cost 
of the outsourced capacity to a higher level than what it would have cost internally 
(Anand & Ward, 2004).  
6.2.2.2 Infrastructure CPS technologies 
Based on the factor analysis results in Chapter 5, two technologies from 
Administrative CPS category and two from Connectivity CPS were grouped in a 
common factor. These are Office Automation (OA), Activity-Based Costing system 
(ABC), Intra-Company Computer Networks (ICCN), and Wireless Communication 
(WC). These technologies represent the essential components that support the 
manufacturing activity (Leong et al., 1990) and are considered fundamental to 
facilitate the exchange and response to data and information (Brettel et al., 2014; 
Monostori et al., 2016). Thus, these technologies are re-labelled as a new category 
called “Infrastructure”, as depicted in Figure 6-4. 
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Note: Figures in parentheses for “CPS categories from theoretical model” indicate the 
number of technologies in each initial CPS category. 
Figure 6-4: Infrastructure CPS technologies 
OA and ABC were identified as Administrative CPS from early AMT literature 
(Boyer et al., 1997; Boyer & McDermott, 1999; Jonsson, 2000; Boyer & Pagell, 
2000). OA constitutes computer machinery and software that are used to process 
and manage all information within the firm. Despite no longer regarded as a cutting-
edge technology (Boyer, 1997), OA remains a favourite with firms investing in OA 
out of necessity, hence, its role as a required infrastructure. OM literature recognises 
that infrastructure has a significant role to support technology adoption in 
manufacturing (Flynn et al., 1999). 
ABC is often applied at the application layer of the administrative function in the 
firm. It is a costing method that matches activity costs to resources based on 
consumption. Just like OA, ABC has also featured in firm’s early investment in 
AMT. This indicates its continued usability (Flynn & Flynn, 2004; Zhou et al., 
2009) which has now become a necessity in the infrastructure setup for 
manufacturing. 
Although empirical studies indicate that technologies such as OA and ABC have 
strong correlation with profit and growth (Boyer, 1997), and can generate high 
performance (Jonsson, 2000), others suggest that OA and ABC must be moderated 
by other factors such as a firm’s cumulative capabilities (Flynn & Flynn, 2004) and 
design-manufacturing integration (Swink & Nair, 2007). The design-manufacturing 
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integration is particularly critical in the aircraft design activity, as described in 
Chapter 3. The approach relies on the implementation of both OA and ABC; OA as 
the required computing infrastructure to enable the production of digital design 
mock-ups, and ABC as the tool to produce engineering bill-of-material (E-BOM) 
(Curran et al., 2007). 
Meanwhile, ICCN and WC are aptly classified in “Infrastructure” which are 
consistent with the characteristics of CPS where computing, communication, and 
control technologies are connected and integrated via wireline and wireless 
networks (Kim & Kumar, 2012). These networks enable all the manufacturing data 
to be collected, stored, applied, and analysed. It is the prevalence of network 
deployment which included the use of sensors and embedded systems that has 
created such a compelling reason for manufacturing to embrace CPS.  
In aerospace manufacturing, the types of CPS technologies in use are characterised 
by precise control, high security, and high computing power (Sanislav & Miclea, 
2012). Thus, the networks must be reliable and equipped with the necessary security 
protocols. The trend towards wireless networks on the manufacturing floor, for 
instance, suggests that it is more widely implemented than the wireline network; 
while still providing the ubiquity and flexibility that manufacturers require 
(Horváth & Gerritsen, 2012). Figure 6-5 depicts the ICCN enabled by wireless 
connectivity in a typical manufacturing firm layout. 
A typical network setup in a manufacturing firm comprises four different areas of 
activities, namely office, security, production, and communication. Figure 6-5 
shows the wireless communication link from the core network to the said areas of 
activities. The core network is usually hosted at a telecommunication service 
provider location. The production network in particular, consists of a connection 
hub that are linked to all the machines and equipment. Similarly, a connection hub 
is available within the office, security, and communication activity areas. Thus, the 
wireless connectivity enables communication and exchange of data throughout the 
firm. 
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(Adapted from Wan et al., (2015)).  
Figure 6-5: Overview of wireless connectivity for intra-company communication 
This study found that the adoption of Infrastructure CPS technologies comprising 
Office Automation (OA), Activity-Based Costing system (ABC), and Intra-
Company Computer Networks (ICCN), and Wireless Communication (WC) do not 
affect the improvement of Operational Performance directly. However, the success 
of the adoption of Infrastructure CPS relies on Capabilities. This is elaborated in 
Section 6.3. 
6.2.2.3 Design CPS technologies 
Technologies in the design AMT category refer to drafting technologies that focus 
primarily on product definition, design, and related information processing 
functions (Swamidass & Kotha, 1998). Design AMT technologies feature 
prominently in firms’ AMT investment (Boyer et al., 1997; Diaz et al., 2003; Small, 
2006; Percival, 2009). However, to ensure a positive return on AMT adoption, firms 
have been inclined to invest relatively equally in design, manufacturing, and 
administrative AMT, instead of solely on design AMT (Boyer, 1999). This implies 
that Design AMT must be integrated with other systems with the manufacturing 
process in order to reap the benefits. 
 259 
The application of design AMT is reportedly one of the most popular strategies to 
improve manufacturing performance during the late 1990s (Sun, 2000) and had a 
significant impact on manufacturing performance involving job-shop process, 
although, not in assembly line (Das & Narasimhan, 2001). 
For the measurement model of this study, four Design CPS technologies were 
included, namely Computer-Aided Design (CAD), Computer-Aided 
Manufacturing (CAM), Computer-Aided Engineering (CAE), and Computer-Aided 
Process Planning (CAPP). This is consistent with the approach taken by previous 
empirical studies such as Das and Narasimhan (2001) and Nair and Swink (2007) 
that included all four technologies in the design AMT category.  
As a specific system for product design, CAD used to be categorised as a standalone 
system in AMT literature (Small & Chen, 1995; Small, 1999). However, CAD was 
also considered one of the components of computer integrated manufacturing 
(CIM) (Udo & Ehie, 1996; Sun, 2000). Another set of AMT literature regards CAD 
as part of an integrated system together with CAE and CAM (Das & Nair, 2010) or 
as a prevalent technology that has experienced significant upgrading in 
manufacturing firms (Malhotra et al., 2001). Regardless of the way it has been 
incorporated in the manufacturing activity, CAD remains an essential investment 
among aerospace manufacturers. 
While CAM refers to technologies that control machine tools and machinery in the 
manufacturing process, CAE focuses on engineering analysis of robustness and 
performance of components and assemblies (Kalpakjian & Schmid, 2014; p1105). 
CAM and CAE are often cited alongside CAD in AMT literature (Udo & Ehie, 
1996; Sun, 2000; Malhotra et al., 2001; Das & Nair, 2010). In fact, CAD, CAM, 
and CAE are often applied together in new product development activities. The 
integrated use of these Design CPS is known to have reduced the need for 
prototypes, enabled rigorous design testing, and allowed early detection of product 
failures (McAdam et al., 2008). 
The survey analysis for this study indicated that only CAD, CAM, and CAE are 
grouped together. Figure 6-6 depicts CAD, CAM, and CAE in a new category of 
Design CPS. 
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Note: Figures in parentheses for “CPS categories from theoretical model” indicate the 
number of technologies in each initial CPS category. 
Figure 6-6: Design CPS technologies 
It is understandable that CAD, CAM, and CAE were grouped together as they share 
a common function that contributes directly to product design, analysis, and 
documentation. Whereas, CAPP functions more broadly to include planning 
variables such as cost, lead times, equipment availability, and production volumes, 
which is effectively linking design with engineering and manufacturing processes 
by converting design parameters into processing codes (Sun, 2000). Arguably, these 
functions are linked to the overall architecture within ERP50, such as the one 
implemented by Rolls-Royce.  
                                            
50 ERP is a system that coordinates, optimises, and dynamically integrates all information sources 
and the diverse technical and financial activities in manufacturing (Kalpakjian & Schmid, 2014; 
p1112). When implemented successfully, ERP is able to link all functions in the organisation 
including manufacturing, order management, human resources, and financial systems in an 
integrated manner (Chen, 2001). 
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(Adapted from Yusuf et al. (2004)) 
Figure 6-7: Overview of ERP system architecture at Rolls Royce, depicting the 
position of CAPP 
In Figure 6-7, ERP is depicted as the core of the overall system architecture 
implementation at Rolls Royce. Rolls-Royce is one of the most prominent OEMs 
that embarked on the implementation of ERP in the late 1990s with a focus on 
improving customer delivery (Yusuf et al., 2004). Its ERP system is set up to 
integrate with existing systems such as CAPP for a specific assembly instruction 
and control function. The adoption of ERP at Rolls Royce is elaborated in the next 
section.  
This study found that the adoption of Design CPS technologies comprising 
computer-aided design (CAD), computer-aided manufacturing (CAM), and 
computer-aided engineering (CAE) do not affect the improvement of Operational 
Performance directly. Just as the adoption of technologies in Infrastructure CPS 
relies on Capabilities to affect Operational Performance, the adoption of 
technologies in Design CPS is also dependent on firm capabilities. This is 
elaborated in Section 6.3. 
6.2.2.4 Information Management CPS technologies 
Survey analysis results in Chapter 5 indicate that three of the thirteen 
Manufacturing CPS technologies were grouped together in a new classification. 
They are Enterprise Resource Planning (ERP), Material Requirements Planning 
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(MRP), and Manufacturing Resource Planning (MRPII). These three systems share 
a connected legacy in manufacturing in that, while MRP was introduced in the 
1960s, MRP II was promoted as an upgrade of MRP in the 1980s, followed by ERP, 
which is positioned as a recent system that combines the functions of MRP and 
MRP II (Kalpakjian & Schmid, 2014). 
ERP, MRP, and MRPII share a common characteristic in their setup as an integrated 
information system platform that facilitates information flow. Hence, they were re-
labelled as a new category of “Information Management” as depicted in Figure 6-8. 
 
Note: Figures in parentheses for “CPS categories from theoretical model” indicate the 
number of technologies in each initial CPS category. 
Figure 6-8: Information Management CPS technologies 
Historically, MRP was developed in the US in the mid-1960s and widely regarded 
as the precursor to ERP and MRP II (Voss, 1986). Among the three technologies, 
MRP is considered a pioneer in the manufacturing process of planning and 
management of materials. MRP provide manufacturers with the ability to view a 
master production schedule, supported by bill of material files that identify the 
specific materials needed to produce each finished item (Basoglu et al., 2007). 
Both MRP and MRPII have been identified in a specific grouping of integrated-
logistic related technologies (Small & Chen, 1995), or categorised in the 
administrative or planning AMT category (Swamidass & Kotha, 1998; Boyer & 
McDermott, 1999). It was also suggested that when MRP and MRPII are integrated 
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in the manufacturing process, firms are able to adjust production and inventory 
systems to address volume and delivery timing changes (Small & Yasin, 1997). 
Meanwhile, ERP is said to have evolved from MRP and MRPII. ERP is defined as 
an integrated software solution that is used to manage a firm’s resources (Basoglu 
et al., 2007), with the objective of providing information about all the functions 
within a firm through a single system (Umble et al., 2003). Some of the functions 
in a firm that are usually integrated into the ERP platform are finance, human 
resources, manufacturing, logistics, as well as sales and marketing (Umble et al., 
2003). The application of ERP is often associated with the need to manage a firm’s 
resources efficiently and effectively (Buonanno et al., 2005). To satisfy such a 
requirement, a firm requires an efficient flow of information not only within its 
internal operation, but also with partners, suppliers, distributors, and customers. 
Due to its ability to help firms produce efficient production plans, ERP is often used 
to help with the decision-making process and strategy formulation.  
In the context of this research, ERP is implemented to improve information sharing 
among stakeholders in an aircraft development programme. Information sharing is 
one of the biggest challenges facing the industry in an effort to improve productivity 
and quality (Bales et al., 2004). Although ERP has been around since the 1990s; 
both as custom-design software and packaged software solution, its implementation 
can be particularly challenging due to the complexity of integrating technologies 
with tasks, people, and structure (Alfalla-Luque et al., 2013). 
Prior to its organisation-wide ERP implementation, Rolls-Royce were using 1500 
systems, causing significant challenges for timely decision-making and 
performance assessment (Yusuf et al., 2004). Figure 6-9 depicts the transition of 
1500 legacy systems at Rolls-Royce into ERP, comprising 8 main functions. 
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(Adapted from Yusuf et al. (2004) and Alfalla-Luque et al. (2013)) 
Figure 6-9: ERP implementation at Rolls-Royce involved the integration of 1500 
systems 
Rolls-Royce is world-renowned for its turbine engines for aircrafts. Its capabilities 
in producing turbine engines can be traced to product development activities since 
the early 1940s. In recent times, the integration of information with its group of 
suppliers has become a success factor to its overall performance because it involves 
the integration of technological knowledge and capabilities, instead of merely an 
assembly of parts and components (Prencipe, 2000). With more than 300 suppliers 
within the UK alone, communication and information management are essential to 
the promise of quality and timely delivery (Hollinger, 2017). 
The Rolls-Royce experience in implementing ERP reflects one of the key outcomes 
of the survey analysis for this study. Out of the three categories of CPS 
technologies, the adoption of Information Management CPS is positively 
influenced by Capabilities to achieve the desired effect on Operational 
Performance. However, the survey analysis of this study indicates that the impact 
on Operational Performance is more substantial for manufacturers with low 
capabilities. This finding is elaborated in Section 6.3. Although Rolls-Royce would 
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be characterised as possessing high levels of capabilities, this study shows that the 
effect of adopting ERP on its operational performance is still positive. 
6.3 The role of Capabilities in CPS adoption 
This research hypothesised that a firm’s adoption of CPS technologies will only 
generate a significant positive impact on Operational Performance when the 
adoption is influenced by capabilities available within the firm.  
To recap, there are various definitions of capabilities in literature and these can be 
categorised into three groups (Collis, 1994). The first category focuses on 
capabilities as the ability to perform basic functional activities (Dosi et al., 2000; 
Helfat & Peteraf, 2003), followed by a second category that recognises capabilities 
as the ability to perform dynamic improvement on firm’s activities (Winter, 2003; 
Dutta et al., 2005), and finally, a third category that describes capabilities as the 
ability to recognise the inherent value of resources or to formulate unique business 
strategies ahead of competition (Amit & Schoemaker, 1993; Wang & Ahmed, 
2007). 
However, based on the varied classification of capabilities and the underpinning 
literature review in Chapter 2, this research operationalises capabilities with two 
categories of Operational Capabilities (OC) and Advanced Manufacturing 
Capabilities (AMC). The two dimensions of OC are managerial and technical 
capabilities that represent the ability of firms to execute their daily manufacturing 
activities (Helfat and Winter, 2011). While the dimensions of AMC are learning, 
integrating, and coordinating capabilities that are derived from the experience that 
firms gather through the process of AMT adoption (Chung & Swink, 2009). 
The survey data analysis in Chapter 5 indicates that all 21 constructs identified for 
OC and AMC are grouped into a single factor. This suggests that there is no 
differentiation among the five types of capabilities to influence the success of CPS 
adoption. Additionally, it infers that both types of capabilities must exist within a 
firm in their aggregated states in order to influence the success of CPS adoption in 
aerospace manufacturing.  
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The findings from the survey is aligned with the notion discussed in Chapter 2 that 
some capabilities may satisfy the characteristics of both ordinary (OC) and dynamic 
capabilities (AMC), particularly when they affect large amounts of change in a short 
period (Helfat and Winter, 2011). This view implies that OC and AMC can only be 
differentiated by the speed of change they generate in a firm. Interestingly, this view 
recounts the evolutionary economics approach to technology adoption as described 
earlier by Nelson and Winter (1982), where evolution is regarded as a process of 
qualitative change over time. This was supported by the notion that technology 
adoption often follows a firm’s prior experience in technology which leads to the 
emergence of new capabilities  (Lefebvre et al., 1996; Zhang & Dhaliwal, 2009). 
Inevitably, prior experience is closely associated to the number of years a firm has 
been operating in a particular industry. 
In the aerospace manufacturing industry, prior experience in aircraft development 
programmes is critical. Fortunately, 96% of the respondents in the survey for this 
study represent firms that have been in the industry for more than 5 years; which 
indirectly offers reliability to the responses on effectiveness and extent-of-use of 
CPS technologies.  
Based on a study conducted on the implementation of manufacturing technologies 
among small-medium companies in the UK,  an aerospace company was selected 
as one of the subjects. The company had only been in operation for about a year 
prior to the research interview process, yet, invested in a vertical turning centre51 to 
help reduce its manufacturing process lead times (Walters et al., 2006). However, 
it was revealed that the company struggled with system implementation, as well as 
machine operations and reliability issues. The research supports the assertion that 
previous technological implementation experience is an important consideration for 
any adoption of manufacturing technologies (Walters et al., 2006). 
                                            
51 Vertical turning centre is also known as computer-controlled lathes that perform operations on a 
rotating workpiece. The machine handles drilling or milling operations within the Computerised 
Numerical Control machines; otherwise known as CNC (Kalpakjian & Schmid, 2014; p708). 
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The result of this research does not diminish the significance of the distinguishing 
characteristics between ordinary and dynamic capabilities in the body of knowledge 
underpinning this research. However, based on the survey results, this research 
hints at the notion that ideally, all types of capabilities must develop and crystallise 
together to influence firm performance positively. 
6.3.1 Direct effect of Capabilities on Operational Performance 
To recap, this study views Operational Performance (OP) as a multidimensional 
factor comprising unit cost of manufacturing, quality of product conformance, on-
time delivery performance, and flexibility to change volume (Ahmad & Schroeder, 
2003; Pagell & Krause, 2004; Peng et. al, 2008). These items are considered to be 
significantly influenced by CPS adoption based on the assumption that the 
knowledge of these items is directly observable or accessible by those involved in 
the CPS adoption activity.  
In OM literature, capabilities have often been identified as an influencer for firms 
to achieve improved performance, for example, in Machuca et al. (2004), Swink et 
al. (2007), Terjesen et al. (2011), and Haeussler et al. (2012). Although capabilities 
are described in different contexts in OM literature, such as, in terms of 
organisational capabilities by Machuca et al. (2004) and strategic supplier 
capabilities by Swink et al. (2007), this research does not imply that capabilities in 
all their forms have a direct effect on firm performance. However, based on the 
survey results of this research, capabilities are found to have a direct effect on 
operational performance. 
It is unsurprising that Capabilities is revealed as affecting Operational Performance 
directly and positively in the aerospace manufacturing industry. Apart from the fact 
that the final product comprises a substantial number of complex components and 
systems, the manufacturing process throughout a particular aircraft programme 
requires effective coordination of capabilities among participating firms. Changes 
in design, for instance, requires timely coordination of capabilities so that any 
increase in cost can be contained (Romano, 2003). This is inevitable as the majority 
of an aerospace product’s cost is in its design (Rossetti & Choi, 2005). In fact, 
aerospace manufacturers share a common incentive to control cost by ensuring that 
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capabilities are well integrated throughout aircraft development programmes, 
which can often extend over 10 to 15 years (Pritchard & MacPherson, 2007).  
With growing demands on production capacity, OEMs rely on the ability of 
manufacturers to integrate business operations, manage product and service 
performance, and monitor operational performance. The active interactions 
emphasise the complexity of integrating and coordinating different levels of 
capabilities that are faced by OEMs (Mahmood, et. al., 2011). This is exemplified 
by the transferability of technologies and capabilities through a formal patenting 
structure. Both Airbus and Boeing contributed almost 70% of patents to the industry 
over the last 50 years (McGuire & Islam, 2015). It was found that Tier 1 
manufacturers such as United Technologies, Honeywell, and General Electric are 
identified with similar patenting profiles that complement the patenting profiles of 
Airbus and Boeing (McGuire & Islam, 2015). This indicates the significance of 
diffusion of technologies and the integration of capabilities within the aerospace 
value network. 
Another example of viewing the direct effect of capabilities on performance in the 
aerospace manufacturing value network is by assessing the value created by OEMs. 
Because OEMs such as Airbus and Boeing are increasingly focused on their roles 
as total systems integrator, the value created within aircraft development 
programmes are representative of the transfer of knowledge and co-creation of 
distinctive capabilities along the industry tier (Blokland et al., 2012). This is 
depicted in Figure 6-10 as the flow of capabilities among firms within the industry 
tiers. As mentioned earlier, it is not uncommon for Tier 4 suppliers, for instance, to 
have direct relationships with manufacturers at each of the higher tier. 
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(Adapted from Blokland et al. (2012)) 
Figure 6-10: Flow of capabilities within the industry tiers 
The flow of capabilities within the industry tiers and their direct impact on 
operational performance of each participating firm (in aircraft development 
programmes), can be explained using the development of flight control system as 
an example. The flight control system52 requires very specific capabilities, not only 
in design and production processes, but also in managing technological risks as a 
result of rapid evolution of electronic component technologies; as well as the 
systemic interactions between flight controls and other systems such as wings 
(Beaugency et al., 2015). The first generation of electrical flight controls with 
digital technologies that control the slats, flaps, and spoilers (of the aircraft wings) 
were available in early 1980s (Traverse, 2015). The said parts are illustrated in 
Figure 6-11.  
                                            
52 Flight control system is a collection of mechanical and electronic equipment that allows an aircraft 
to be flown with precision and reliability. The system consists of cockpit controls, sensors, actuators 
(hydraulic, mechanical or electrical) and computers (Traverse, 2015). 
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(Adapted from Traverse (2015)) 
Figure 6-11: Electrical flight controls with digital technologies began with controls 
of slats, flaps, and spoilers of aircraft wings 
Over three decades, advancements of technologies and development of capabilities 
in electrical flight controls have benefited various high-tier manufacturers, although 
there are no more than ten design and production firms involved in the system today 
(Beaugency et al., 2015). These advancements were based on capabilities 
developed in earlier decades, such as for the Caravelle53 aircraft during the early 
1950s (Traverse, 2015). Table 6-1 depicts the incremental introduction of 
technologies in flight control systems that contribute to the capabilities of 
manufacturers such as BAE Systems, Honeywell, and UTC today (Beaugency et 
al., 2015). 
  
                                            
53 The Caravelle was the first commercially successful European passenger jet that was developed 
by a French company during post-war France (Airbus, 2018c). 
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Year of 1st flight 1955 1972 1988 
Flight control system 
components 
   
Servo controls X X X 
Electro-hydraulic actuators  X X 
Command and monitoring  X X 
Digital computers   X 
Trim, yaw, damper, protection X X X 
Electrical flight controls   X 
Side-stick, control laws  X X 
Auto-pilot X X X 
Formal system safety  X X 
System integration testing X X X 
Table 6-1: Incremental introduction of technologies for flight control systems at 
Airbus 
Aircrafts launched during the 1950s were mostly equipped with mechanical flight 
controls. These are essentially control devices connected directly to the pilot via a 
system of rods, levers, cables, and pulleys (Traverse, 2015). As depicted in Table 
6-1, by the 1970s, the Airbus aircraft models were still transmitting pilot orders to 
servo-controls by an arrangement of the said mechanical components, but specific 
computers and actuators are now driving the mechanical connections. Since the late 
1980s, the capabilities in digital computers and electrical flight controls are 
increasingly dependent on hardware and software systems (Traverse, 2015). These 
developments have subsequently contributed to the development of capabilities in 
the manufacture of parts and materials such as electrical cables, actuators, and 
antenna. Copper & Optics Ltd. is one such manufacturer located in the West 
Midlands that satisfy the Tier-4 manufacturer description in this capability space. 
Since its inception in the late 1990s, Copper & Optics not only manufactures 
electrical parts but also provides electrical assembly services (Midlands Aerospace 
Alliance, 2017). 
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6.3.2 Indirect effects of Capabilities on Operational Performance 
OM literature highlighted the positive impact of AMT adoption on firm 
performance (Beaumont & Schroder, 1997; Jonsson, 2000; Raymond & St-Pierre, 
2005), although it was acknowledged that the impact is not a direct one. Some of 
the studies include those that investigate the impact of AMT adoption on various 
aspects of firm performance such as job design (Dean & Snell, 1991), improvement 
of manufacturing infrastructure (Boyer et al., 1997), customer retention (Tracey et 
al., 1999), investment justification (Small, 2007), and the importance of proper 
technology implementation (García & Alvarado, 2012). These suggest a broader 
application of firm performance outside the scope of Operational Performance 
identified for this research. 
To recap, the survey analysis results in Chapter 5 indicate that only Automation 
CPS has a direct effect on Operational Performance. Infrastructure, Design, and 
Information Management CPS only affect Operational Performance when firms 
possess Capabilities. In other words, to ensure a successful adoption of 
Infrastructure, Design, and Information Management CPS technologies, firms 
require Capabilities. 
In the aerospace industry, manufacturers typically remain in the industry over a 
considerable length of time and accumulate relevant capabilities over the years. For 
instance, the sample profile for this research indicates that almost 65% of 
respondents represent aerospace manufacturers that have been operating in the 
industry for more than 16 years. However, the statistical results of this research 
indicate that the extent of the level of capabilities is a significant differentiator.  
For instance, when Capabilities are high, increasing the adoption of Design CPS 
will only lead to a minor improvement in performance. This suggests that when 
firms increase the adoption of Design CPS technologies such as Computer-Aided 
Design (CAD), Computer-Aided Manufacturing (CAM), Computer-Aided 
Engineering (CAE) when the level of Capabilities in the firm are already high, the 
effect on Operational Performance will still be positive but the increase is marginal. 
Unfortunately, at a low level of Capabilities, increasing the adoption of Design CPS 
will only decrease performance. 
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This criticality of the aircraft design scenario was discussed in the literature review 
chapter of this thesis. The emphasis on achieving fuel efficiency in a new aircraft 
design for instance, require capabilities to evaluate factors such as design range, 
weight reduction; through the use of advanced materials or system concepts, and 
propulsion efficiency (Jupp, 2012). In other words, it requires designers with 
knowledge of digital design and modelling platforms, whom are also skilled at 
integrating with cost modelling functions (Curran et al., 2007). The need for 
detailed and reliable cost information is not only necessary for design optimisation, 
but also to control any potential cost escalation caused by design changes (Scanlan 
et al., 2002). It can be inferred that the critical success factor for the adoption of 
Design CPS relies on the availability of relevant human skills, both managerial and 
technical, as well as experience from previous use of similar technologies. 
The significance of the design process can also be illustrated by a Tier 4 
manufacturing capability, for example, a steel wire manufacturer, Webster and 
Horsfall Ltd. The company is featured in the Airbus’ suppliers list for its latest A350 
aircraft model (Airbus, 2018b) and is also certified as a supplier to Rolls Royce and 
BAE Systems. Its specialist capabilities include the design of steel wires that 
comply with purity and surface finish, among others; skills that have been 
developed over a century (Webster and Horsfall, 2018). 
Meanwhile, the survey analysis results for Information Management CPS indicate 
encouraging findings. When firms have low levels of Capabilities, an increased 
adoption of Information Management CPS will improve Operational Performance 
drastically. These results indicate that investments in ERP, MRP, or MRP II can 
help firms with low levels of Capabilities improve Operational Performance. For 
example, in a study of ERP adoption among SMEs, it was found that SMEs are 
increasing their adoption of ERP systems to manage the huge information flow 
among value network partners (Haddara & Zach, 2012). Interestingly, the success 
in implementing ERP is influenced by the overall industry requirement for a 
systematic management of information (Saade & Nijher, 2016). Additionally, 
another study suggests that the critical success factors for a successful ERP 
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adoption are skill training and education, and not necessarily system integration 
capabilities (Ram et al., 2013). 
Prior to its ERP implementation, Rolls Royce had outsourced its IT department 
function (Yusuf et al., 2004). Thus, the system integration capabilities required for 
the ERP implementation was readily available. In fact, the main issue faced by the 
project team prior to the ERP system going “live” was the transferring of data from 
legacy systems (Yusuf et al., 2004).  
6.4 Chapter Summary 
This chapter began with a discussion on the survey results in relation to the research 
objectives and theoretical model hypotheses developed for this study. The findings 
from the survey is described based on each category of CPS technologies that have 
been derived from the earlier statistical analysis, as well as the role of Capabilities 
in CPS adoption. 
To contextualise the results of the survey research to the research context of this 
study, Section 6.2.1 provided a review of the profile of survey respondents from the 
UK aerospace manufacturing industry. This was followed by a review of CPS 
technologies that have been adopted by UK aerospace manufacturers with the use 
of selected examples. 
Section 6.3 provides a perspective into the types of capabilities identified in this 
research and their influence on the relationship between CPS technologies adoption 
and operational performance. 
Chapter 7 concludes this thesis with a discussion on research contribution, 
limitations of this research, and future research opportunities.  
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7.0 CONCLUSION 
7.1 Chapter Introduction 
This chapter summarises the theoretical implication and practical contribution of 
this research, as well as reviews the limitations and future research opportunities. 
Section 7.2.1 highlights the theoretical implication of this research, particularly on 
the evolution of manufacturing technologies and their adoption in Industry 4.0, as 
well as the role of capabilities. Section 7.2.2 discusses the practical contribution of 
this research by highlighting the types of CPS technologies and the role of 
capabilities in improving a firm’s performance. These discussions are interspersed 
with relevant examples from the UK aerospace manufacturing industry. 
Section 7.3 identifies the limitations of this research while recommending aspects 
of the research methodology that can be improved on. Within the same section, 
future research opportunities are also identified. 
Section 7.4 offers a conclusion to this thesis. 
7.2 Research contribution 
The aim of this research is to explore the adoption of CPS technologies and how 
the activity might affect the operational performance of a manufacturing firm. More 
specifically, this study set out to investigate how UK aerospace manufacturers can 
attain improved operational performance through the adoption of CPS technologies, 
given that the industry is organised based on capabilities.  
In the UK, the aerospace industry is identified as a high-value manufacturing 
(HVM) industry (Technology Strategy Board, 2012) which is characterised by high 
R&D intensity, high capital investment, long product development cycle, and 
stringent safety requirements. Thus, technological capabilities are regarded as a 
prerequisite for firms participating in the aerospace manufacturing value network 
as the industry places significant emphasis on capabilities that must be certified by 
both industry regulators and OEMs. 
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To illustrate the breadth and depth of the technological capabilities that can be 
found in aerospace manufacturing, this research conceptualises the aerospace 
manufacturing process by way of value networks. Firstly, Value Network 1, or 
VN1, which essentially depicts new product development process from conceptual 
design of an aircraft, to the delivery of the first functional aircraft. Secondly, Value 
Network 2, or VN2, which represents the maintenance, repair and overhaul (MRO) 
requirements of the new aircraft. In both value networks, aerospace manufacturers 
play a significant role from design to final assembly of aircrafts throughout the 
lifecycle of these aircrafts. The concept of value network is addressed in the 
literature review to depict the organisational form that is suitable for the context of 
this research. 
This research identified and explored two key domains of knowledge in the 
strategic management field namely resource-based view (RBV) and capabilities. 
The concepts of RBV and capabilities are well operationalised in OM research and 
thus, have been applied as underpinning theory for numerous empirical research on 
the adoption of manufacturing technologies.  
Based on the research on the adoption of advanced manufacturing technologies 
(AMT) in OM literature, empirical results on the types of technologies are applied 
to illustrate how manufacturing technologies have evolved. The evolution of AMT 
to CPS is preordained, as the manufacturing activity is set to be transformed by 
technological advancements in Industry 4.0. 
This research developed the following key propositions to guide the survey research 
process. The propositions are as follows: 
Proposition 1: The adoption of Cyber-Physical Systems (CPS) would have direct 
and positive effects on a firm’s operational performance, OP. 
Proposition 2: Operational Capabilities, OC, and Advanced Manufacturing 
Capabilities, AMC, have positive effects on the relationship between CPS adoption 
and a firm’s operational performance, OP. 
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7.2.1 Theoretical implication 
This study contributes to the existing body of knowledge in OM research that is 
related to the adoption of AMT in manufacturing by extending the scope of AMT 
into CPS. Over three decades from the late 1980s, empirical studies had featured 
AMT as computer-based systems and manufacturing techniques that are 
implemented to improve production operations (Suresh & Meredith, 1985; Small 
& Chen, 1995; Small, 1999; Kotha and Swamidass, 2000, Swink & Nair, 2007; 
Chung & Swink, 2009). However, by the end of the 2000s, OM research on AMT 
was relatively subdued. 
Fortunately, the scientific journals, particularly those in the IEEE series, acquired 
the momentum of discussing CPS topics at about the same time, coinciding with 
the Industry 4.0 vision made popular by the German government in 2011. Riding 
on the increasing popularity of Industry 4.0 as a topic of interest, numerous research 
houses, consulting companies, and large technology-based multinationals began 
producing research reports, supported by various industry and scientific 
conferences.  
Incidentally, because CPS is identified as a key component of Industry 4.0, the 
scientific journals have the tendencies to focus on topics such as reviewing the latest 
CPS technologies and how these technologies might fit into existing manufacturing 
processes. Arguably, most of these topics do not address the challenges of 
improving manufacturing performance directly. Thus, there was no apparent 
connection to AMT adoption in OM research. This study then draws references 
from non-OM literature to illustrate how the progress of technologies in CPS is 
contributing to the OM discussions by extending the scope of the technologies to 
depict CPS adoption. 
This study also contributes to strategic management and OM research discussions 
on capabilities. Based on the context of this research, capabilities are found to 
influence a firm’s operational performance directly. However, instead of 
differentiating these capabilities into ordinary and dynamic, this study reveals that 
there is no reason for doing so within the context of this research. In fact, it can be 
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inferred that both types of capabilities need to be present together in a firm, 
concurrently, to influence the success of CPS adoption. 
Based on the research propositions and the corresponding hypotheses developed for 
this research, this thesis explores two aspects of the implication to theory. Firstly, 
the connection between AMT and CPS to represent the evolution of manufacturing 
technologies, and how technological progress in Industry 4.0 makes the adoption 
of these technologies a necessity to improve firm performance. Secondly, the extent 
of influence that capabilities have on the adoption of CPS technologies, and whether 
the influence is sufficient to create an impact on firm performance. 
7.2.1.1 Evolution of manufacturing technologies and their adoption  
OM research offers extensive insights into AMT adoption, but CPS adoption has 
not been addressed widely. Instead, CPS is published in the computing and 
engineering journals with discussions focusing on CPS architectures and standards, 
interoperability, engineering methods and tools, and applications (Colombo et al., 
2016). Incidentally, the systematic literature review conducted by Liao et al. (2017) 
that was published in the International Journal of Production Research offered to 
address this gap. However, the link to AMT was absent from the analysis. 
In this research, the conceptualisation of CPS adoption applies all the 
considerations discussed for AMT adoption. As an independent variable identified 
for the theoretical model, “CPS adoption” refers to the cumulative adoption of 
manufacturing technologies in a firm. In doing so, this research extends the scope 
of technologies previously identified under AMT, into the realm of CPS. 
The evolution of AMT into CPS is addressed in Section 3.3. To recap, AMT had 
emerged from the combination of production machinery and equipment, production 
techniques and methodologies, and computer control systems (Kotha & Swamidass, 
2000; Swink & Nair, 2007; Chung & Swink, 2009). The advancements of 
information and communication technologies (ICT) have enabled the 
differentiation of technologies according to their characteristics of physical, virtual, 
and communication. This has led to the convergence of physical, computerised and 
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internet-connected manufacturing elements with connectivity, which is termed as 
“cyber-physical systems” (CPS) (Jazdi, 2014).  
A depiction of this evolution is reproduced in this section for ease of reference. 
 
Note: adapted from Kotha and Swamidass (2000), Swink and Nair (2007), and Chung and 
Swink (2009) for AMT; Rajkumar et al. (2010); Wang et al. (2015), Monostori et al. (2016) 
for CPS. 
According to AMT literature, the most common classification of AMT technologies 
is based on three categories of design, process (or manufacturing), and planning (or 
administrative) (Boyer et. al., 1996; Swamidass & Kotha, 1998; Swink & Nair, 
2007). Considering the technological advancements identified in Industry 4.0; for 
example Intra-Company Computer Network, Wireless Communication, and Cloud 
Computing, this research applies Connectivity as the fourth category of CPS 
technologies to denote “CPS adoption”. Hence, the measurement model for this 
research introduced four CPS technologies categories of Design, Manufacturing, 
Administrative, and Connectivity.  
By examining the extent-of-use and the effectiveness of CPS technologies to a 
firm’s performance, this study updates the classification of manufacturing 
technologies for the context of this research. The factor analysis results suggest that 
the updated categories of CPS technologies are based on the functional 
characteristics of each technology. Thus, this research re-classifies CPS 
technologies into categories of Automation, Infrastructure, Design, and Information 
Management. 
OM literature suggests that the reasons for AMT adoption include, to produce a 
large variety of products cost effectively (Boyer; 1999), to enable greater process 
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control and improve production precision and speed (Lewis & Boyer, 2002), and to 
improve speed of delivery, attain high volume mass customisation, achieve volume 
efficiencies, and product flexibility (Chung & Swink, 2009). Whereas, this research 
set out to investigate the impact of CPS adoption on a firm’s operational 
performance.  
Operational performance in this research is represented by unit cost of 
manufacturing, quality of product conformance, on-time delivery performance, and 
flexibility to change volume (Ahmad & Schroeder, 2003; Pagell & Krause, 2004; 
Peng et. al, 2008). Thus, the focus was to identify changes and improvements in 
cost, quality, delivery and flexibility (Miller & Roth, 1994; Ahmad & Schroeder, 
2003; Pagell & Krause, 2004). Feedback on these changes and improvements were 
analysed from respondents’ self-assessed responses when comparing with the 
performance of their competitors.  
This research explored the impact of CPS adoption on Operational Performance. 
The statistical analysis indicates that out of the four categories of CPS technologies, 
only Automation CPS adoption has a direct and positive impact on a firm’s 
Operational Performance. 
This research also found that three other categories of CPS technologies, namely 
Infrastructure, Design, and Information Management rely on a firm’s stock of 
Capabilities to affect Operational Performance. When firms have high levels of 
Capabilities, the success of Infrastructure and Design CPS adoption will improve 
Operational Performance. Whereas, the success of Information Management CPS 
adoption will improve Operational Performance even when firms have low levels 
of Capabilities. 
Table 7-1 provides a summary of the theoretical implication of this research based 
on the review of AMT adoption literature. 
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Empirical knowledge based on AMT 
adoption literature 
Theoretical implication of this research 
AMT combines production machinery and 
equipment, production techniques and 
methodologies, and computer control systems 
(Kotha & Swamidass, 2000; Swink & Nair, 
2007; Chung & Swink, 2009). 
AMT evolves into CPS in Industry 4.0. With the 
advancements of computing and communication 
technologies, manufacturing technologies can now 
be differentiated according to their characteristics 
of physical, virtual, and communication. 
There are three types of AMT categories, 
namely design, process (or manufacturing), 
and planning (or administrative) (Boyer et. 
al., 1996; Swamidass & Kotha, 1998; Swink 
& Nair, 2007). 
Types of manufacturing technologies expand into 
CPS to include connectivity. Based on factor 
analysis in this research, new categories are 
derived. They are Automation, Infrastructure, 
Design, and Information Management, to reflect 
the actual functions of the technologies in 
manufacturing. 
Firms adopt AMT to increase 
competitiveness (Voss, 1988; Dean & Snell, 
1991; Boyer et al., 1997; Small & Yasin, 
1997; Swamidass & Kotha, 1998) and to 
improve manufacturing performance and 
capabilities (Nair & Swink, 2007; Bourne, et. 
al., 2011; Tassey, 2014). 
The purpose of CPS adoption in this research is to 
improve operational performance. 
Operational performance in this research is 
represented by unit cost of manufacturing, quality 
of product conformance, on-time delivery 
performance, and flexibility to change volume 
(Ahmad & Schroeder, 2003; Pagell & Krause, 
2004; Peng et. al, 2008). 
AMT adoption has a positive impact on firm 
performance (Beaumont & Schroder, 1997; 
Jonsson, 2000; Raymond & St-Pierre, 2005); 
albeit not directly. 
This research found that only Automation CPS 
adoption has a direct positive impact on a firm’s 
operational performance. 
The success of AMT adoption relies on the 
development of clear strategies (García & 
Alvarado; 2012), inter-departmental 
coordination (Small, 2007), alignment with 
firm’s business strategy (Kotha & 
Swamidass, 2000), and infrastructural 
elements that include upgrading of workforce 
skills (Boyer et al., 1997). 
The success of Infrastructure and Design CPS 
adoption will improve operational performance 
when firms have high levels of Capabilities. 
The success of Information Management CPS 
adoption will improve operational performance 
even when firms have low levels of Capabilities. 
Table 7-1: Summary of theoretical implication of this research based on the AMT 
adoption literature domain 
7.2.1.2 The role of capabilities  
Theoretical implication of this research on the role of capabilities in literature can 
be explained in terms of ordinary capabilities, dynamic capabilities, and cumulative 
capabilities.  
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Ordinary capabilities are embedded in combinations of employee skills, facilities 
and equipment, processes and routines, as well as administrative synchronisation 
(Teece, 2014). In strategic management research, ordinary capabilities are also 
known as “operational capabilities” (Helfat and Winter, 2011). This research 
applies the term “operational capabilities” to represent the ability of firms to execute 
their daily manufacturing activities.  
Operational capabilities have been applied empirically to mediate the relationship 
between a firm’s strategic flexibility and operational efficiency (Kortmann et al., 
2014), as well as to moderate the relationship between manufacturing flexibility 
and firm performance (Patel et al., 2012). These studies allude to the ability of 
human managers to undertake the said tasks. This is understandable since a 
technology adoption activity involves specialised activities such as the evaluation 
of technical feasibility of manufacturing technologies and effective management of 
the progress of technology adoption; which relate to the skills of human managers. 
Two types of operational capabilities that were identified for this research are 
managerial capability (Danneels, 2002) and technical capability (Chandran & 
Rasiah, 2013). Managerial capability refers to the ability to monitor and report on 
progress, design incentives, and manage conflicts within a firm’s operational 
activities (Danneels, 2002), while technical capability represents a firm’s ability to 
deploy manufacturing technologies and accumulate technical knowledge in the 
process (Chandran & Rasiah, 2013). 
Empirical research suggests that operational capabilities do not have a direct 
influence on performance (Devaraj et al., 2007; Rosenzweig et al., 2003). These 
studies suggest that operational capabilities may help to strengthen a firm’s supply 
chain integration which then improves performance.  
The findings of this research suggest that operational capabilities have a direct 
influence on performance provided they are combined with advanced 
manufacturing capabilities. Furthermore, Capabilities need not be differentiated 
into ordinary (Operational Capabilities) and dynamic (Advanced Manufacturing 
Capabilities) to influence the success of CPS adoption.  
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Table 7-2 summarises the theoretical implication of this research on ordinary 
capabilities literature domain. 
Empirical knowledge based on ordinary 
capabilities literature 
Theoretical implication of this research 
Ordinary capabilities are embedded in 
combinations of employee skills, facilities 
and equipment, processes and routines, as 
well as administrative synchronisation 
(Teece, 2014). Ordinary capabilities are also 
known as operational capabilities (Helfat and 
Winter, 2011). 
The term “operational capabilities” is applied in 
the theoretical model of this research to represent 
the ability of firms to execute their daily 
manufacturing activities. 
There are three types of operational 
capabilities, namely managerial capability 
(Danneels, 2002) technical capability 
(Chandran & Rasiah, 2013), and customer 
capability (Pavlou and Sawy, 2011). 
This research applies two types of operational 
capabilities – managerial and technical. 
Managerial capability refers to the ability to 
monitor and report on progress, design incentives, 
and manage conflicts within a firm’s operational 
activities (Danneels, 2002). 
Technical capability represents a firm’s ability to 
deploy manufacturing technologies and 
accumulate technical knowledge in the process 
(Chandran & Rasiah, 2013). 
Ordinary capabilities do not influence 
performance directly (Devaraj et al., 2007; 
Rosenzweig et al., 2003). 
This research found that when ordinary capabilities 
are combined with dynamic capabilities, they 
influence operational performance directly. 
However, this research does not suggest that 
ordinary capabilities alone can influence 
performance directly. 
Table 7-2: Summary of theoretical implication on ordinary capabilities literature 
Dynamic capabilities refer to a firm’s ability “to integrate, build, and reconfigure 
internal and external competences to address rapidly changing environments” 
(Teece et al., 1997; p516). This research considers Advanced Manufacturing 
Capabilities (AMC) as dynamic capabilities because they involve a long-term 
commitment in technologies to enable resource reconfiguration that modify the 
resource base of a firm (Winter, 2003). This is consistent with the capabilities 
requirements of firms in a high-technology industry. Furthermore, the dynamic 
capabilities concept also suggests that firms must refresh their bundles of resources 
continuously. Thus, dynamic capabilities act as the barometer of change for firm 
resources (Winter, 2003). 
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The findings of this research indicate that dynamic capabilities can influence 
changes in firm resources, provided they are combined with ordinary capabilities. 
These were revealed by the statistical results for the adoption of Infrastructure, 
Design, and Information Management CPS technologies. However, the results 
indicate that the success of adopting Automation CPS does not rely on the combined 
capabilities of ordinary and dynamic that firms possess. In other words, the 
adoption of Automation CPS technologies affect performance directly.  
Table 7-3 summarises the theoretical implication of this research on dynamic 
capabilities literature domain. 
Empirical knowledge based on dynamic 
capabilities literature 
Theoretical implication of this research 
Dynamic capabilities refer to a firm’s ability 
“to integrate, build, and reconfigure internal 
and external competences to address rapidly 
changing environments” (Teece et al., 1997; 
p516).  
This research considers Advanced 
Manufacturing Capabilities (AMC) as dynamic 
capabilities because they involve a long-term 
commitment in technologies to enable resource 
reconfiguration that modify the resource base of 
a firm (S. G. Winter, 2003). 
Dynamic capabilities concept suggests that 
firms must refresh their bundles of resources 
continuously, especially in a rapidly changing 
industry.  
Dynamic capabilities act as the barometer of 
change for firm resources (Winter, 2003). 
When dynamic capabilities are combined with 
ordinary capabilities, they influence changes in 
firm resources, for instance, the adoption of CPS 
technologies for Infrastructure, Design, and 
Information Management.  
The success in adopting Automation CPS does 
not rely on the combined capabilities that firms 
possess. 
Table 7-3: Summary of theoretical implication on dynamic capabilities literature 
The results of statistical tests in Chapter 5 indicate that performance outcomes on 
cost, quality, delivery, and flexibility loaded together as a single factor. Thus, the 
finding concurs with the concept that firms compete in specific combination sof 
priorities or capabilities comprising cost, quality, delivery, and flexibility 
(Rosenzweig & Easton, 2010) that would be reflected in their actual performance 
results. 
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For the purpose of this research, cost, quality, delivery, and flexibility are applied 
together as competitive capabilities to signifiy the types of performance outcomes 
that a firm is inclined to target when embarking on a technology adoption strategy. 
7.2.2 Practical contribution 
This study had propositioned that capabilities will influence the success of CPS 
adoption which will affect operational performance positively. The theoretical 
model developed for this research and the corresponding statistical analysis have 
enhanced the understanding of CPS technologies adoption to improve firm 
performance. The notion is fitting for a high technology industry such as aerospace 
manufacturing where the application of technologies is at the core of its product 
development and lifecycle management. 
Thus, this study offers several practical contributions for aerospace manufacturers 
in their quests to improve operational performance in terms of cost, quality, 
delivery, and flexibility. These contributions are elaborated in the rest of this section 
under the following topics: 
1. Types of CPS technologies and their functions 
2. The role of capabilities in determining the success of CPS technologies adoption 
7.2.2.1 Types of CPS technologies and their functions  
Empirical research on the adoption of AMT in OM literature routinely list out 
technologies that are available at the time of writing to obtain perceptual feedback 
from respondents on the extent of use. Various technologies have been selected for 
AMT research to ensure a good representation of technologies in Design, 
Manufacturing, and Administrative categories (Boyer et al., 1997; Swamidass & 
Kotha, 1998; Das & Narasimhan, 2001; Diaz et al., 2003).  
Over the last two decades, some of these technologies were removed from or added 
into the AMT list for empirical research purposes. For instance, electronic mail 
featured regularly in the Administrative category during the early 1990s but was 
subsequently removed as its use became widespread. While computer-aided design 
(CAD) was identified consistently in either Design or Manufacturing categories as 
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it was often portrayed as a leading type of AMT that firms should consider for 
implementation (Chung and Swink, 2009). 
The list of CPS technologies for this research is expanded to include Connectivity. 
This reflects the need to identify and combine the existing AMT categories of 
Design, Manufacturing, and Administrative with manufacturing technologies that 
are prevalent in Industry 4.0. Twenty-three technologies were identified for this 
research.  
Based on the findings of this study, the categories of CPS technologies identified 
earlier were updated and reclassified into Automation, Infrastructure, Design, and 
Information Management. For instance, Data Analytics was initially added into the 
category of Administrative CPS for the theoretical model. However, based on factor 
analysis results, data analytics was found to correspond with the description of 
Automation CPS. This is due to its characteristic of handling data analysis processes 
via computer software, which eliminates the need for a human operator. These 
revised categories reflect a more appropriate representation of the CPS technologies 
that are used in aerospace manufacturing, than the technologies proposed in OM 
literature, which are usually identified for a variety of industries.  
Additionally, three technologies were excluded from the revised CPS categories 
based on factor analysis results. These are Computer-Aided Process Planning 
(CAPP), Computerised Numerical Control Machines (CNC), and automatic 
identification (autoID). CNC and autoID were initially identified for the 
Manufacturing CPS category, while CAPP was included in the Design category for 
the initial theoretical model.  
However, for practical purposes, these technologies should not be disregarded from 
adoption entirely as they do feature in the manufacturing activity today. For 
example, CNC, widely recognised as a legacy system, has been in use throughout 
the general manufacturing activity since the 1950s. In fact, its predecessor, the 
numerical control (NC) machine, has been providing manufacturers with the ability 
to handle milling, turning, and grinding on a single machine setup (Newman et al., 
2008). With the advancements in ICT, the capabilities of CNC machines have taken 
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on the multi-axis, multi-tool, and multi-process characteristics, often integrated 
with machine programming and design systems (Bi et al., 2014). 
The factor analysis results for CNC indicate that CNC had a cross-loading on 
Automation and Design CPS. Cross-loadings usually signify interrelations between 
factors (Vogel & Güttel, 2013), which in this case, suggests that the survey 
respondents were divided between two factors. However, this division is 
understandable as the function of CNC in aerospace manufacturing has traditionally 
been linked to CAD. CNC is believed to be undergoing a gradual replacement by 
the combined application of flexible manufacturing system (FMS), 3D printing, and 
Computer-Aided Design (CAD) (Yamazaki, 2016). Thus, CNC would still be a 
relevant consideration as a CPS technology that firms should consider adopting, 
where appropriate. 
Similarly, CAPP was introduced in the 1960s to aid manufacturing process 
planning based on projected variables such as cost and lead times (Alting & Zhang, 
1989; Marri et al., 1998). However, because CAPP is essentially a decision-making 
tool (Marri et al., 1998), other technologies such as decision-support system (DSS) 
and real-time process control system (RTPCS) in the Automation category are 
already supporting that need. This study does not rule out the relevance of CAPP in 
the manufacturing process and supposes that its functions are present in Decision 
Support System (DSS) and Real-Time Process Control System (RTPCS). 
As for autoID, the required process of identifying objects, collecting data about 
them, and entering data into computer systems are also handled by automated 
material handling system (AMHS) and supported by data analytics. Both AMHS 
and data analytics are two of the technologies in the Automation CPS. This study 
acknowledges that as machines become increasingly equipped with sensors and 
actuators, autoID may have transformed from being a standalone feature into a 
common characteristic in various manufacturing equipment.  
Based on the results of this study and the preceding discussion in this section, the 
CPS technologies can be mapped on a performance framework as illustrated in 
Figure 7-1. The framework lists the categories of CPS categories that are matched 
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across low-to-high Capabilities. The underlying objective of this framework is to 
improve a firm’s operational performance through CPS adoption. 
 
Legend: Info Mgt = Information Management; Infra = Infrastructure 
Figure 7-1: High-performance framework based on the findings of this research 
The framework offers the following recommendations: 
1. When firms have low levels of Capabilities, this study highly recommends the 
adoption of Information Management CPS technologies. Examples are MRP, 
MRP II or ERP. 
2. When firms have high levels of Capabilities, this study recommends the 
adoption of Infrastructure CPS technologies such as Office Automation, 
Activity-Based Costing System, Intra-Company Computer Networks, and 
Wireless Communication. 
3. The adoption of Automation CPS technologies is highly recommended 
regardless of a firm’s level of Capabilities. 
Additionally, the framework also indicates that when firms have low levels of 
Capabilities, the adoption of Design and Infrastructure CPS technologies are not 
recommended due to their adverse effects on Operational Performance. 
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Meanwhile, when firms have high levels of Capabilities, firms may consider the 
adoption of Information Management and Design CPS technologies with caution 
because they will only improve Operational Performance marginally. 
The CPS technologies identified in this study offer an insight into the type of 
technologies aerospace manufacturers can consider adopting to improve their 
operational performance. Thus, these findings can aid managers in their decision-
making process when evaluating suitable CPS technologies. 
7.2.2.2 The role of capabilities in determining the success of CPS technologies 
adoption 
Research in the adoption of technologies for manufacturing suggests that 
capabilities develop incrementally through the application of these technologies 
into existing processes or by upgrading and extending the functions of existing 
processes and systems (Allwood et al., 2015). This point is particularly pertinent in 
aerospace manufacturing as technology adoption can be regarded as a rule rather 
than an exception.  
In fact, the application of new technologies is at the core of the demanding 
certification procedures undertaken by regulatory and certification authorities that 
impose requirements for technical competence, regulatory compliance, as well as 
traceability and control. Furthermore, aerospace manufacturers are also assessed 
regularly by OEMs. Thus, this research found that capabilities that are developed 
as a result of technology adoption are able to influence a firm’s performance in the 
aerospace industry. 
This thesis concurs that the technology adoption process must be guided by a sound 
business strategy. In the aerospace industry, this is especially critical as the aircraft 
development programmes often stretch between ten to twelve years (Francis & 
Pevzner, 2006). Evidently, this lengthy development timeframe requires significant 
resource investments. For these reasons alone, it is almost prohibitive for new 
manufacturers to establish themselves successfully in the aerospace industry. 
However, it is particularly interesting that the results of this study indicate that the 
adoption of Automation CPS does not rely on the extent of existing capabilities in 
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a firm to affect its operational performance positively. This suggests that aerospace 
manufacturers may consider adopting Automation CPS to improve production 
capacity or to advance their positions in the industry tier regardless of their existing 
stock of capabilities. However, this does not imply that the same approach is 
relevant for new entrants into the aerospace manufacturing industry. Among other 
things, the underlying qualifier rests on the industry capability assessment by OEMs 
and regulators, which is a time, skill, and cost dependent process.  
To recap, Automation CPS technologies identified in this research are Automated 
Material Handling System (AMHS), Flexible Manufacturing System (FMS), 
Knowledge-Based System (KBS), Decision-Support Systems (DSS), Real-Time 
Process Control Systems (RTPCS), Environmental Control System (ECS), 3D 
Printing (3DP), Industrial Robots (IR), Data Analytics (DA), and Cloud Computing 
(CC). They share a common characteristic of handling processes via machines, 
computer software, or systems and devices. Most of these processes would 
otherwise be done by a human operator.  
In a report by ADS on the outlook of the aerospace industry in 2017, the UK 
aerospace manufacturers cited existing business and the growth of new business 
opportunities globally as main reasons to invest in improving existing production 
capacity (ADS, 2016b). This suggests that aerospace manufacturers must respond 
to the demand from the supply chain by increasing the production levels of 
components and parts for assembly into complete aircrafts. The same ADS report 
also indicates that almost 50 percent of the UK aerospace manufacturers surveyed 
were planning to increase investment in production and assembly capacity. This 
study offers a perspective on the necessity of these investments by way of looking 
at the corresponding levels of manufacturing capabilities. 
By viewing the technology adoption in conjunction with levels of capabilities, 
managers can apply an informed approach to the decision-making process. For 
instance, when firms already possess high level of capabilities, increasing the 
adoption of Infrastructure and Design CPS technologies would only improve 
performance slightly. Even more disconcerting, at a low level of capabilities, 
adopting Infrastructure and Design CPS technologies will affect performance 
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negatively, inferring a poor return on investment in the adoption of these 
technologies.  
To recap, Infrastructure CPS technologies are Wireless Communication (WC), 
Office Automation (OA), Activity-Based Costing System (ABC), and Intra-
Company Computer Networks (ICCN), while Design CPS are Computer-Aided 
Design (CAD), Computer-Aided Manufacturing (CAM), Computer-Aided 
Engineering (CAE). 
Meanwhile, the application of Information Management CPS technologies 
comprising Enterprise Resource Planning (ERP), Material Requirements Planning 
(MRP), and Manufacturing Resource Planning (MRPII) are not unique to aerospace 
manufacturing. In fact, these technologies have been applied in the manufacturing 
activity over the last five decades (Haddara & Zach, 2012).  
The extent-of-use of Information Management CPS technologies in aerospace 
manufacturing as captured in this study is encouraging. At a high level of 
capabilities, increasing the adoption of Information Management CPS will affect 
performance positively, albeit only slightly. Whereas, when there is a low level of 
capabilities, firms may want to consider increasing the adoption of Information 
Management CPS technologies as they will improve performance significantly. 
7.3 Limitations and future research 
This research had focused on ensuring that every aspect of the research process is 
conducted at reasonably high standards. However, the researcher recognises that 
there may be limitations in terms of the breadth and depth of constructs, the research 
design, and the context of the research itself. This section outlines these limitations 
to provide new perspectives and avenues for future research. 
7.3.1 List of technologies 
The list of technologies included in this study was selected carefully to represent 
those that are commonly used in aerospace manufacturing. While every effort was 
made to ensure its relevance, it is acknowledged that the list is non-exhaustive. This 
is partly due to the constant progress in technology advancements where the 
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functions of CPS technologies are expected to continue evolving, particularly 
within the framework of Industry 4.0. 
The list of technologies identified for this research was derived from literature 
review on the topics of AMT and CPS. As explained in Chapter 4, technologies 
identified for AMT were considered for inclusion in the measurement model of this 
study based on the frequency at which they were featured in OM empirical research 
and those that have become prevalent over the years. Meanwhile, CPS technologies 
were identified from the scientific and engineering journals, which were largely not 
empirical-based. Consequently, the list of technologies was also revised based on 
feedback from the pilot study. 
The researcher acknowledges that when respondents were asked to provide 
comments on “other applications and systems you feel should be included in the 
list above” upon completing the questionnaire, the majority of respondents 
indicated “none”. This suggests that the list of technologies provided was adequate 
for the sample selected.  
Interestingly, some of the technologies highlighted with reasonable regularity in the 
questionnaire by respondents are Artificial Intelligence (AI) and artificial 
intelligence analytics, cloud manufacturing software and cloud-based integration54, 
as well as integration of workforce communications. Thus, future research should 
keep abreast with the development of these technologies and include them in the 
assessment of their applications in aerospace manufacturing. 
7.3.2 Research design 
This study was designed to explore the relationship between CPS adoption and 
operational performance. As a measure of outcome, performance measurement has 
been viewed in terms of operational elements (cost, quality, delivery, and 
flexibility) and financial (profit, return on investment and productivity). Although 
                                            
54 This study included “cloud computing” to represent all cloud-related technologies for 
manufacturing in the initial category of Connectivity. After factor analysis, cloud computing is re-
classified in Automation CPS. 
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operational performance measures are widely applied in OM literature, research 
continues to rely on self-assessed perceptual data (Ghalayini & Noble, 1996).  
In this study, data collection was conducted among managers and task-leaders on 
the extent-of-use and effectiveness of CPS adoption measured in terms of 
operational performance. Thus, there is a potential risk that these managers and 
task-leaders over-estimate the impact of CPS technologies on the operational 
performance of their firms. In this study, the potential risk was mitigated by 
allowing multiple respondents in the same firm to respond to the questionnaire, in 
order to broaden the data collection to more than one response per firm.  
Future research should consider applying follow-on methods such as structured 
interviews with selected respondents that are supported by references to financial 
data of firms. This provides an opportunity for future research to cross-validate the 
dataset and to offer a richer set of findings.  
Another limitation to the research design remains that this data was collected at a 
particular point of time. Performance outcome from a technology adoption exercise 
is usually not realisable immediately and may also change over time. Therefore, 
future research should conduct a longitudinal study of CPS adoption among 
aerospace manufacturers in the UK. 
7.3.3 Context of research 
While every effort was taken to protect and strengthen the internal validity of the 
theoretical model for this research, it is acknowledged that the generalisability of 
the findings is limited to the context of this study. The focus on UK aerospace 
manufacturers was inspired by the industry’s leading position in Europe and the 
capabilities across design, development, and manufacture. Thus, the UK aerospace 
manufacturing industry is considered as representative of the global aerospace 
manufacturing industry. 
The context of this research could have been extended among aerospace 
manufacturers in Europe, but the researcher was cautioned of potential challenges 
related to language barriers and confidentiality issues within the global aerospace 
manufacturing value network. This is unfortunate as there is a general industry 
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interest to investigate CPS adoption among aerospace firms in specific aircraft 
development programmes or in the same supply chain managed by a large OEM. 
These can be explored in future research, provided there are strong industry 
endorsement and support. 
Focusing on the UK aerospace manufacturers in this study was also a deliberate 
effort to generalise the extent of CPS adoption in a high-value manufacturing 
industry. Only one other industry, which is the pharmaceutical industry, is 
identified in the same league of high-value manufacturing by the UK government 
(Technology Strategy Board, 2012). Both these industries satisfy the criteria of 
applying advanced technologies in creating products, production processes and 
corresponding services, as well as developing technical knowledge and expertise to 
sustain the high value economic growth in the industry. Therefore, future research 
may consider exploring the extent of CPS adoption in the pharmaceutical industry. 
7.4 Conclusion  
This research hypothesised that a firm’s adoption of CPS technologies will only 
generate a substantial impact on operational performance when the adoption is 
influenced by capabilities available within the firm. Subsequently, statistical tests 
in Chapter 5 indicate that the impact of capabilities is only significant for the 
adoption of Design, Infrastructure, and Information Management CPS 
technologies. 
Perhaps the most startling finding of this research is that the adoption of Automation 
CPS technologies affects operational performance directly. This is a departure from 
the initial hypothesis that capabilities would influence the adoption of all types of 
CPS technologies. This finding suggests that the UK aerospace manufacturers 
should consider investing in Automation CPS technologies to improve their 
operational performance regardless of the stock of capabilities they possess. 
Additionally, the findings suggest that aerospace manufacturing emphasises the 
importance of combined capabilities to influence the success of CPS technologies 
adoption. This infers that the level of capabilities among aerospace manufacturers 
is extremely critical for continued participation in the value networks.  
 295 
In conclusion, this research found that the adoption of Automation CPS 
technologies can affect a firm’s operational performance directly, while the 
adoption of Design, Infrastructure, and Information Management CPS technologies 
CPS technologies can affect operational performance indirectly with the influence 
of Capabilities. 
7.5 Chapter Summary  
This chapter highlighted the contributions of this research based on the theoretical 
and practical implications.  
Section 7.2.1 discussed the theoretical implications of this research, particularly on 
the evolution of manufacturing technologies and their adoption in Industry 4.0. 
While Section 7.2.2 explained the practical contribution of this research in terms of 
the types of CPS technologies that firms can acquire and the role of capabilities in 
ensuring the success of CPS technologies adoption. Relevant examples from the 
UK aerospace manufacturing industry were provided in the discussion. 
The chapter proceeded to identify the limitations of this research in Section 7.3, 
while recommending aspects of the research process that can be improved. Within 
the same section, future research opportunities were highlighted. 
Section 7.4 offered a conclusion to this thesis. 
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APPENDICES 
Appendix A – Sample questionnaire of this research 
ADS & WMG: Extent of use and effectiveness of manufacturing technologies in 
aerospace manufacturing 
 
 
The purpose of this survey is to gather your feedback on the extent of use and the 
effectiveness of manufacturing technologies in aerospace manufacturing. Your response 
will help provide an insight into how manufacturing technologies have evolved and how 
they have contributed to the product and service development in the industry. All responses 
will be compiled as input into the UK aerospace digital manufacturing road-map. The 
content of this road-map is expected to feed into the Industrial Digitalisation Review which 
is part of the Government's Industrial Strategy announced in January 2017. The survey 
should take no more than 10 minutes of your time to complete.  
 
Thank you for participating in this survey. 
 
 
1.  Which option best describes your organisation? 
o Solely UK-based business 
o UK headquartered business with overseas operations 
o Headquartered outside UK with UK business operations 
 
 
 
2. Please state your role in your organisation from the following categories. 
o Technical e.g.: design, engineering, production, machining and tooling, testing, 
quality control ________________________________________________ 
o Non-technical e.g.: strategic planning, finance, human resource and 
administrative, sales and marketing 
________________________________________________ 
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3. Please indicate the length of time you have been in your role as selected above. 
o less than 1 year 
o 1 - 5 years 
o 6 - 10 years 
o more than 10 years 
 
 
 
4. Please indicate the number of years your company has been operating in the aerospace 
industry. 
o less than 5 years 
o 5 - 15 years 
o 16 - 25 years 
o more than 25 years 
 
 
 
5. How many people are employed in your company? 
o less than 50 
o 50 - 250 
o 251 - 500 
o Other (please specify) 
________________________________________________ 
 
 
 
6. Does your company manufacture for and supply directly to an OEM? 
o Yes 
o No 
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7. The following chart depicts the tiers in the aerospace manufacturing supply chain 
(ADS/KPMG, 2013). Please select where your company is positioned based on the tiers 
indicated on the chart. 
 
o OEM 
o Tier 1 
o Tier 2 
o Tier 3 
o Tier 4 
 
 
 
8. Please select part(s) of the aircraft in which your product is incorporated. 
o Structures - fuselage, nacelle, tail, wings 
o Systems - avionics, fuel, high lift, landing gear, power 
o Propulsion - combustion, compressor system, fan system, turbine 
o Non-structural - interiors and others (please state) 
________________________________________________ 
o Other (please specify) 
________________________________________________ 
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9. As you respond to this question, please reflect on the activities that your firm has 
undertaken to ensure that new manufacturing technologies are adopted successfully. 
Please indicate your level of agreement or disagreement with the following statements. 
 
Strongly 
disagree 
  
Neither 
agree 
nor 
disagree 
  
Strongly 
agree 
(LC1) We have effective 
routines to identify, value 
and import new systems and 
technologies. 
o  o  o  o  o  o  o  
(LC2) We have effective 
routines to assimilate new 
systems and technologies. o  o  o  o  o  o  o  
(LC3) We are effective in 
transforming existing 
processes with new systems 
and technologies. 
o  o  o  o  o  o  o  
(LC4) We are effective in 
utilizing new systems and 
technologies in our 
manufacturing operation. 
o  o  o  o  o  o  o  
(LC5) We are effective in 
developing new knowledge 
that has the potential to 
influence the manufacturing 
process. 
o  o  o  o  o  o  o  
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10. As you respond to this question, please reflect on the activities that your firm had 
undertaken in integrating new manufacturing technologies with existing ones. Please 
indicate your level of agreement or disagreement with the following statements. 
 
Strongly 
disagree 
  
Neither 
agree 
nor 
disagree 
  
Strongly 
agree 
(IC1) Every technical 
employee contributes his/her 
individual input to our 
manufacturing operation. 
o  o  o  o  o  o  o  
(IC2) We have a sound 
understanding of each 
other’s tasks and 
responsibilities. 
o  o  o  o  o  o  o  
(IC3) We are fully aware 
who in the group has 
specialized skills and 
knowledge relevant to our 
work. 
o  o  o  o  o  o  o  
(IC4) We carefully 
interrelate our actions to 
each other to meet changing 
conditions. 
o  o  o  o  o  o  o  
(IC5) We interconnect our 
activities across the 
company to ensure 
successful integration of 
new and existing 
technologies. 
o  o  o  o  o  o  o  
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11. As you respond to this question, please reflect on the activities that your firm had 
undertaken in coordinating all manufacturing technology adoption and 
upgrades. Please indicate your level of agreement or disagreement with the 
following statements. 
 
Strongly 
disagree 
  
Neither 
agree 
nor 
disagree 
  
Strongly 
agree 
(CC1) We ensure that the 
output of our work is 
synchronized with the work 
of others in the company. 
o  o  o  o  o  o  o  
(CC2) We ensure an 
appropriate allocation of 
resources (e.g., information, 
time, reports) within the 
company. 
o  o  o  o  o  o  o  
(CC3) Employees are 
assigned to tasks that 
commensurate with their 
task-relevant knowledge and 
skills. 
o  o  o  o  o  o  o  
(CC4) We ensure that there 
is compatibility between 
employees' expertise and 
work processes. 
o  o  o  o  o  o  o  
(CC5) Overall, our 
technology adoption activity 
is well coordinated. o  o  o  o  o  o  o  
 
 
 
 
 355 
12. As you respond to this question, please reflect on the activities that your firm had 
undertaken in managing the manufacturing technology adoption process. Please 
indicate your level of agreement or disagreement with the following statements. 
 
Strongly 
disagree 
  
Neither 
agree 
nor 
disagree 
  
Strongly 
agree 
(MC1) Management 
effectively monitors the 
progress of technology 
adoption. 
o  o  o  o  o  o  o  
(MC2) Management is 
effectively involved in 
technology adoption 
activities at the working 
level. 
o  o  o  o  o  o  o  
(MC3) Management 
effectively administers 
relevant tasks and functions. o  o  o  o  o  o  o  
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13. As you respond to this question, please reflect on the activities that your firm had 
undertaken in ensuring fit and usability of new manufacturing technologies. Please 
indicate your level of agreement or disagreement with the following statements. 
 
Strongly 
disagree 
  
Neither 
agree 
nor 
disagree 
  
Strongly 
agree 
(TC1) We evaluate the 
suitability of new 
manufacturing technologies 
to existing processes before 
we procure. 
o  o  o  o  o  o  o  
(TC2) We regularly evaluate 
tests of new manufacturing 
technologies to determine 
basic performance against 
changing technical 
specifications. 
o  o  o  o  o  o  o  
(TC3) We frequently 
execute prototypes or 
sample product testing to 
test the new manufacturing 
technologies. 
o  o  o  o  o  o  o  
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14. To what extent are the following applications and systems used in the design of your 
manufacturing output?  
 Never Sometimes 
About half 
the time 
Most of the 
time 
Always 
(D1) Computer-aided 
manufacturing (CAM) (for 
control of machine tools and 
machinery in the 
manufacturing process) 
o  o  o  o  o  
(D2) Computer-aided design 
(CAD) (for product design 
and documentation) o  o  o  o  o  
(D3) Computer-aided 
engineering (CAE) (for 
engineering analysis of 
robustness and performance 
of components and 
assemblies) 
o  o  o  o  o  
(D4) Computer-aided 
process planning (CAPP) 
(for product manufacturing 
plan based on projected 
variables such as cost, lead 
times, equipment 
availability, production 
volumes, potential material 
substitution routings and 
testing requirements) 
o  o  o  o  o  
 
 
 
 
15. Please state other design applications and systems you feel should be included in the list 
above. 
________________________________________________________________ 
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16. To what extent are the following applications and systems used in the manufacturing 
process of your firm?  
 Never Sometimes 
About half 
the time 
Most of the 
time 
Always 
(M1) Industrial robot (a 
machine consisting of a 
mechanism, often having the 
appearance of one or several 
arms with a wrist capable of 
holding a tool, a workpiece, or 
an inspection device) 
o  o  o  o  o  
(M2) Real-time process control 
systems (comprising process 
tool, statistical process control 
and data analysis, control 
software, and data acquisition 
software) 
o  o  o  o  o  
(M3) Flexible manufacturing 
systems (FMS) (a network of 
machine tools linked together 
by a material-handling system, 
and controlled by a central 
computer) 
o  o  o  o  o  
(M4) Computerised numerical 
control machines (CNC) (a 
system in which a control 
micro-computer is an integral 
part of a machine that can be 
programmed by the machine 
operator) 
o  o  o  o  o  
(M5) Automated material 
handling systems (automation 
that reduces or eliminates the 
need for humans to check-in, 
check-out, sort material, or to 
move totes and bins containing 
library material) 
o  o  o  o  o  
(M6) Environmental control 
systems (control system to 
operate the mechanical 
equipment that maintains the 
environment) 
o  o  o  o  o  
(continued next page) 
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(continued from previous) 
 Never Sometimes 
About half 
the time 
Most of the 
time 
Always 
(M7) Automatic identification 
(methods of identifying objects, 
collecting data about them, and 
entering that data directly into 
computer systems, for example, 
RFID and barcode) 
o  o  o  o  o  
(M8) Knowledge-based systems 
(automation of production 
processes assisted by 
knowledge- based systems such 
as artificial intelligence or 
expert systems) 
o  o  o  o  o  
(M9) Decision support systems 
(computerised tool for effective 
decision-making process) o  o  o  o  o  
(M10) Material requirements 
planning (MRP) (production 
planning, scheduling, and 
inventory control system used 
to manage manufacturing 
processes) 
o  o  o  o  o  
(M11) Manufacturing resource 
planning (MRP II) (an 
integrated information system to 
centralize, integrate, and 
process information for 
effective decision-making in 
scheduling, design engineering, 
inventory management and cost 
control in manufacturing) 
o  o  o  o  o  
(M12) Enterprise Resource 
Planning (ERP) (a system that 
coordinates, optimises, and 
dynamically integrates all 
information sources and the 
diverse technical and financial 
activities in manufacturing) 
o  o  o  o  o  
(M13) 3D Printing (a process of 
making three dimensional solid 
objects from a digital file) o  o  o  o  o  
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17. Please state other manufacturing process systems and applications you feel should be 
included in the list above. 
________________________________________________________________ 
 
 
 
18. To what extent are the following applications and systems used in the administration 
of the manufacturing process of your firm? 
 Never Sometimes 
About half 
the time 
Most of the 
time 
Always 
(A1) Office automation 
(computer machinery and 
software used to digitally create, 
collect, store, manipulate, and 
relay office information needed 
for accomplishing basic tasks) 
o  o  o  o  o  
(A2) Activity-based accounting 
system (costing methodology 
that identifies activities in an 
organization and assigns the 
cost of each activity with 
resources to all products and 
services according to the actual 
consumption by each) 
o  o  o  o  o  
(A3) Data analytics (data 
generated from activities across 
the company, when fed into 
analytical software, will yield 
information to improve 
manufacturing processes and 
increase productivity) 
o  o  o  o  o  
 
 
 
 
19. Please state other administrative systems and applications you feel should be 
included in the list above. 
________________________________________________________________ 
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20. To what extent are the following connectivity infrastructure used to enable and support 
the manufacturing process in your firm? 
 Never Sometimes 
About half 
the time 
Most of the 
time 
Always 
(C1) Intra-company computer 
networks (for exchange of data 
across the company and among 
manufacturing and production 
teams) 
o  o  o  o  o  
(C2) Wireless communication 
(network infrastructure that 
enables the inter-networking of 
all electronic devices with the 
production floor) 
o  o  o  o  o  
(C3) Cloud computing 
(technology that enables the 
management and operation of 
company-wide hardware and 
software via the internet, for 
example, secure data and file 
sharing, and remote 
monitoring)  
o  o  o  o  o  
 
 
 
 
21. Please state other types of connectivity you feel should be included in the list above. 
________________________________________________________________ 
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22. Please indicate your opinion about how your firm compares to its competition in your 
industry in the following aspects of performance. 
 
Much 
worse 
  
About 
the same 
  
Much 
better 
Unit cost of 
manufacturing o  o  o  o  o  o  o  
Quality of product 
conformance o  o  o  o  o  o  o  
On-time delivery 
performance o  o  o  o  o  o  o  
Flexibility to 
change volume o  o  o  o  o  o  o  
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Appendix B – BSREC ethics approval 
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Appendix C – Sample introductory email for launch of survey research 
 
Dear Digital Manufacturing SIG Member, 
You are invited to take part in a short survey regarding the adoption of Cyber-Physical 
Systems (CPS) in the Aerospace sector. 
Background: Industry 4.0 is here. The aerospace industry is both a contributor and user of 
advanced manufacturing technologies, particularly those enabled by electronics and ICT in 
physical machines and augmented by communication platforms. ADS, in conjunction with 
WMG Warwick University, is interested to gather feedback on the extent of use and 
effectiveness of CPS adoption among aerospace manufacturers in the UK. 
Objectives of survey: To establish if CPS adoption has permeated into UK aerospace 
manufacturing and has had an impact on operational performance. 
All responses will be compiled as input into the UK aerospace digital manufacturing road-
map. The content of this road-map is expected to feed into the Industrial Digitalisation 
Review which is part of the Government's Industrial Strategy announced in January 2017. 
The survey will take approximately 10 minutes to complete. 
Survey Link: ADS & WMG: Extent of use and effectiveness of manufacturing technologies 
in aerospace manufacturing 
 If you have any questions, please do not hesitate to contact (Ms.) Sha Abubakar (Supply 
Chain Research Group, WMG Warwick University) at email: S.Abubakar@warwick.ac.uk 
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Appendix D – Exploratory factor analysis (EFA) results 
CC2_res_alloc .875 .221 -.014 .229 .368 .084 .023 .104 
CC1_synch .870 .257 .138 .261 .405 .008 -.109 -.019 
LC4_utilise .863 .213 -.020 .231 .454 .149 .052 .266 
MC3_admin .861 .212 .111 .200 .409 .061 .045 .117 
CC3_task2skill .861 .176 .102 .337 .331 .050 -.105 .000 
IC4_interrelate .855 .206 .084 .203 .367 -.057 -.078 -.081 
LC5_dev_new .849 .242 .120 .268 .442 .062 -.026 .060 
IC3_aware .844 .203 .056 .285 .277 .030 -.145 .196 
LC3_transform .843 .241 .028 .173 .444 .188 .066 .271 
MC1_progress .839 .221 .127 .216 .483 .109 .127 -.089 
IC1_tech_contrib .836 .169 .233 .252 .425 .024 -.238 .018 
MC2_working .835 .171 .060 .201 .348 .087 .130 .034 
CC4_expert2process .835 .206 .208 .314 .207 -.029 -.267 -.014 
IC5_interconnect .830 .168 -.013 .173 .453 .045 .030 -.104 
CC5_well .829 .187 .093 .217 .329 .082 -.079 -.035 
LC1_identify .828 .230 .095 .275 .428 .227 .059 .064 
LC2_assimilate .809 .259 .020 .153 .502 .270 .142 .112 
TC1_suitable .801 .129 .081 .255 .301 .147 .156 -.085 
IC2_understand .798 .208 .002 .195 .352 .175 .040 -.278 
TC2_tests .758 .287 .239 .301 .282 .194 -.117 .232 
TC3_proto .733 .287 .142 .248 .292 .198 -.182 .308 
M5amhs .238 .835 .291 .237 .358 .311 .094 .113 
M3fms .143 .761 .175 .204 .261 .233 -.056 -.013 
M8kbs .202 .737 .335 .020 .280 .216 .133 -.143 
M9dss .091 .694 .486 .101 .187 .360 .125 .111 
A3data .131 .691 .487 .303 .308 .469 .161 .068 
M2proc .230 .688 .371 .395 .300 .229 -.009 .218 
M13prt3 .155 .664 .124 .202 .323 .282 .012 .122 
M6env .184 .639 .242 .316 .174 .325 -.037 .101 
M1rbt .179 .603 .329 .448 .363 -.021 -.045 .022 
C3cloud .209 .574 .504 .143 .351 .243 .113 -.200 
(continued next page) 
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(continued from previous) 
C2wless .109 .454 .743 .123 .264 .181 -.007 .026 
A1oa .057 .165 .678 .323 .027 .331 .081 .067 
A2abc .079 .326 .579 .234 .123 .340 .082 -.017 
C1intra .056 .126 .526 .375 .136 .314 .416 .030 
D2cad .246 .201 .341 .822 .175 .173 -.071 .095 
D1cam .304 .302 .249 .764 .305 .336 .086 .338 
D3cae .208 .328 .225 .658 .080 .415 .073 .098 
D4capp .245 .513 .247 .519 .278 .362 .081 .158 
M4cnc .199 .485 .280 .496 .255 .333 -.137 .021 
flex .375 .231 .073 .141 .818 .067 .087 -.013 
cost .387 .331 .157 .111 .764 .081 -.018 -.166 
del .321 .430 .255 .254 .707 .212 -.001 .237 
qual .392 .284 .060 .286 .657 .127 .122 .307 
M12erp .143 .378 .409 .252 .237 .722 .330 .025 
M10mrp .025 .353 .353 .317 .085 .716 .100 .097 
M11mrp2 .161 .545 .398 .481 .204 .688 -.050 .199 
M7autoid .060 .353 .402 .171 .126 .289 .516 -.017 
Extraction Method: Principal Axis Factoring.  
Rotation Method: Promax with Kaiser Normalization. 
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Appendix E – Exploratory factor analysis (EFA) Communalities 
 Initial Extraction 
LC1_identify .816 .708 
LC2_assimilate .806 .735 
LC3_transform .848 .780 
LC4_utilise .867 .809 
LC5_dev_new .823 .730 
IC1_tech_contrib .846 .790 
IC2_understand .820 .788 
IC3_aware .846 .765 
IC4_interrelate .877 .772 
IC5_interconnect .831 .739 
CC1_synch .857 .782 
CC2_res_alloc .847 .784 
CC3_task2skill .853 .770 
CC4_expert2process .851 .811 
CC5_well .820 .701 
MC1_progress .851 .758 
MC2_working .848 .725 
MC3_admin .859 .760 
TC1_suitable .832 .709 
TC2_tests .768 .652 
TC3_proto .744 .652 
D1cam .666 .665 
D2cad .721 .700 
D3cae .630 .514 
D4capp .656 .426 
M1rbt .666 .559 
M2proc .601 .535 
M3fms .684 .629 
M4cnc .581 .412 
M5amhs .737 .716 
M6env .636 .445 
M7autoid .612 .520 
M8kbs .737 .660 
M9dss .741 .599 
M10mrp .664 .571 
M11mrp2 .674 .664 
M12erp .645 .630 
M13prt3 .660 .487 
A1oa .643 .563 
A2abc .583 .389 
A3data .671 .586 
C1intra .602 .592 
C2wless .654 .616 
C3cloud .639 .512 
cost .723 .654 
qual .593 .533 
del .668 .578 
flex .754 .685 
Extraction Method: Principal Axis Factoring. 
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Appendix F – Histogram, Scatterplot, and P-P plot charts 
N = 157 
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Appendix G – Regression Analysis Model Summary and Coefficients 
 
 
 
 
