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INTRODUCTION
Building on the accomplishments of Berzelius, Cannizzaro and Stas, high-accuracy determinations of atomic weights culminated in the early 20 th century in the work of Theodore W. Richards. 1 For this, he was awarded the 1914 Nobel Prize in Chemistry.
The Harvard method, as it was known, essentially established a firm relationship between the atomic weights of metallic elements by precipitation of their halides with silver salts.
The atomic weight of antimony, for example, was established by titration of pure SbBr 3
with AgNO 3 . Thus, the isotopic composition of antimony was calibrated against the isotopic composition of silver (and bromine). [2] [3] Although now entirely absent from the scientific arsenal, such an approach had the advantage of c ross-validating isotopic composition amongst the elements-a feature that is lacking with m odern mass spectrometry methods, wherein isotopic composition for each element is determined in isolation using blends of near-pure isotopes of the same element for calibration. [4] [5] [6] [7] In modern metrological parlance, this corresponds to establishing commutability of isotope amount ratio measurement results.
Traditionally, thermal ionization mass spectrometry (TIMS) has been the authoritative technique for delivering the smallest possible measurement uncertainty of isotope amount ratios 8 . Recent developments in multicollector inductively coupled plasma mass spectrometry (MC-ICPMS) have enabled this technique to become a powerful research tool with over four-hundred papers published annually in the past several years 9 . In addition to its simple and robust sample introduction system, the ICP source is capable of ionizing nearly all elements, providing relative repeatability of the isotope amount ratio measurements as low as 1 .
10
-5 , similar to that achieved with TIMS 8 . The simultaneous multi-element measurement capability enables correction of isotope amount ratio values against readily available certified isotopic reference materials of other elements. For example, measurements of isotope amount ratios for mercury can be calibrated using thallium admixed to the Hg sample 10 . Although this principle of 'external normalization' in mass spectrometry dates back to 1987 11 , its full potential remains untapped due to several difficulties with its implementation. 4 First, there is a common belief that an effective isotope amount ratio correction can only be achieved when working in close vicinity to the atomic mass of the measurand due to higher likelihood that both it and the calibrant will have identical mass-bias, or nearly so.
In other words, silver would typically be dismissed as a calibrant for the establishing the value of N( 123 Sb)/N( 121 Sb) owing to their large difference in atomic masses. Rather, that selection is more rationally undertaken using the adjacent element tin 12 . It is clear that such a mode of operation restricts the number of potential applications of external normalization even within the limitations of current MC-ICPMS instruments, which allow for an ∼20% spread in atomic mass to be measured simultaneously.
Second, the mathematical formalism of t he mainstream isotope amount ratio measurement protocol-the exponential correction model-is based on the assumption of identical mass-bias between the isotopes in the calibrant and those of the measurand. 8 In recent years, however, it has been recognized that the extent of isotope fractionation differs from element to element. Consequently, the isotope amount ratios derived in this manner can be erroneous 8 Tl using the exponential correction model 10 . Moreover, the isotope amount ratios corrected using the exponential model can
show dependence on the concentration of the measurand, which clearly invalidates the use of such a correction approach 10 . The modern log-linear regression model of isotope amount ratio calibration abandons both of t hese restrictions while delivering metrologically traceable isotope amount ratios with unprecedented small measurement uncertainties. 10, [13] [14] [15] To date, there is a limited set of p ublished MC-ICPMS Sb isotope amount ratio measurements, all of which report variations against a common working calibrator (delta scale) to circumvent the challenge of m ass-bias correction for measurements of metrologically t raceable data and to achieve much smaller uncertainty for relative measurements, not necessarily metrologically traceable isotope amount ratios. 12, [16] [17] There are none for indium by MC-ICPMS. To the best of our knowledge, this is first report of measurements of metrologically traceable isotope amount ratios of antimony and indium using MC-ICPMS. 5 As noted earlier, mass bias is traditionally corrected for using the principle of least difference between the atomic masses of the measurand and calibrant. 
It is worth emphasizing that this expression is a logarithmic rearrangement of the
r Sb and R Ag = K Ag . r Ag , where K is the isotope amount ratio correction factor (constant) that links measured isotope amount ratio value (r) with the mass bias corrected isotope amount ratio (R). As evident from Figure 1 , the drift in the N( 123 Sb)/N( 121 Sb) and N( 109 Ag)/N( 107 Ag) measured isotope ratios defines a log-linear relationship over a measurement session of 10-15 h in accordance with equation (2) . The corresponding intercept (a) and slope (b) of the log-linear regression are calculated using a least squares approach and the estimates are then used to obtain the mass bias corrected isotope ratios of antimony using an expression that follows directly from equation (2) high-quality Sb→In sets exhibiting coefficient of determination larger than 0.99 were selected. The size of each result set was simply idiosyncratic and determined by the effort and investment of labour. One such measurement series is shown in Figure 1 .
The mass bias corrected Sb or In isotope amount ratios were then obtained using equation (3) with subsequent calculation of the corresponding isotope abundances and atomic weight. 
Uncertainty evaluation. Uncertainty estimations for the mass bias corrected Sb and
In isotope amount ratios as well as isotopic abundances and atomic weight were done in accordance with t he JCGM 100:28 "Guide to the Expression of U ncertainty in Measurement". 22 The actual calculation procedure is described in detail elsewhere. 10, 23 To wit, measurement uncertainty propagation of equation (3) leads to the following for antimony (Ag→Sb):
The estimates of the Ag→Sb and Sb→In regression intercepts and slopes are perfectly anticorrelated (ρ a,b = -1), whereas in the In→Ag measurement system-positively correlated. Note that the uncertainty of the isotope amount ratio of silver is incorporated into the combined uncertainties of the Sb and In isotope ratios. Although trivial, this aspect is not widely appreciated. 9 The uncertainty in the measurements of isotope abundance is obtained from equation (5) as isotope abundance is calculated from isotope amount ratios, i.e., x 121 = 1/(1 + R Sb ) and x 123 = 1 -x 121 , hence:
Lastly, the uncertainty in the measurements of atomic weight was calculated as follows:
20, 24 (6) . (7) Using this approach, each regression plot yields a set of Sb isotope ratios, isotope abundances and atomic weight with their corresponding uncertainties for each estimate.
The grand average of experimental results is then obtained which serves as the property value for all measurands. Similar equations were derived for Sb→In, In→Ag and Ag→In regressions.
The combined uncertainty of the grand mean, u c , was obtained by combining the uncertainties of the individual estimates and the variations between these means as per recent guidelines from NIST-the Type B model of the bias method. 25 The following equation was used:
,
where s m is the standard deviation of the p means and u i is the uncertainty of the individual measurand estimates, i = [1…p].
Measurement results
Metrological triangle. As a result of the availability of isotopic silver measurement standard (NIST SRM 978a), Sb and In were selected for study as they cover the largest possible atomic mass interval (17%) compatible with simultaneous MC-ICPMS Furthermore, the robustness of the regression model was tested by performing the pairwise isotope amount ratio calibrations sequentially over an extended period of time (see Table 2 for the Faraday cup configurations). This was done with samples prepared from different stock solutions. Again, the NIST SRM 978a value of R Ag = 1.076 39(22) k=2 was 
