Abstract-We provide a performance analysis of a new class of serial concatenated convolutional codes (SCCC) where the inner encoder can be punctured beyond the unitary rate. The puncturing of the inner encoder is not limited to inner coded bits, but extended to systematic bits. We derive analytical upper bounds to the error probability of this particular code structure and address suitable design guidelines for the inner code puncturing patterns. We show that the proportion of systematic and parity bits to be deleted strongly depends on the SNR region of interest. Furthermore, we show that puncturing of the inner code systematic bits should be interleaver dependent. Based on these considerations, we derive design guidelines to obtain well-performing rate-compatible SCCCs families. Throughout the paper, the performance of the proposed codes are compared with analytical bounds, and with the performance of PCCC and SCCC proposed in literature.
I. INTRODUCTION
Parallel and serial concatenated codes are two classes of powerful error correcting codes with performance very close to the Shannon limit [1, 2] . Recently, a new class of hybrid serial concatenated codes was proposed in [3] with bit error performance between that of PCCC and SCCC. A similar concept has been presented in [4] to obtain well performing rate-compatible SCCC families. To obtain rate-compatible SCCCs, the puncturing is limited to inner coded bits. However, in contrast to classical SCCC, codes in [4] are obtained puncturing both inner code parity bits and systematic bits, thereby obtaining rates beyond the outer code rate. With this assumption, puncturing is split into two puncturing patterns, for both systematic and parity bits. As a result, code optimization relies in optimizing these two puncturing patterns and finding the optimal percentage of inner code systematic and parity bits to be punctured to obtain a given rate. Some design criteria to obtain good rate-compatible SCCs are also discussed in [4] . However, the considerations in [4] are limited to heuristic design guidelines, with no theoretical analysis support. Thus, a deeper and more formal insight on the performance of this new class of SCCCs is needed.
In this paper, we provide a performance analysis of this new class of concatenated codes. By properly redrawing the SCCC as a parallel concatenation of two codes, we derive the analytical upper bounds to the error probability using the concept of uniform interleaver. We then propose suitable design criteria for the inner code puncturing patterns, and to select the percentage of inner code systematic bits and parity bits to be deleted. We show that the optimal percentage of bits to be punctured depends on the SNR region of interest. Moreover, the optimal inner systematic bits puncturing depends on the outer encoder and, thus, it must be interleaver dependent. Finally, based on these considerations, we address design guidelines to obtain wellperforming SCCCs families.
II. A NEW CLASS OF SERIAL CONCATENATED CONVOLUTIONAL CODES
Throughout the paper we shall refer to the encoder scheme shown in Fig. 1 . We consider the serial concatenation of two systematic Fig. 1 can be punctured beyond the unitary rate, i.e., the overall code rate R SCCC can be greater than the outer code rate R o c . Moreover, as made evident in the figure, puncturing is not directly applied to the inner code sequence but split into two different puncturings, in correspondence to inner code systematic bits and inner code parity bits (P s i and P p i , respectively). Assuming an inner mother code of rate 1/n, the rate of the resulting SCCC is given by
is the outer code rate after applying the fixed puncturing pattern Po, and ρs (ρp) is the systematic permeability (parity permeability) rate, defined as the proportion of inner code systematic bits (parity bits) which are not punctured [5] .
It is clear that the performance of the SCCC code depend on puncturing patterns Po, P s i and P p i , and, subsequently, on the permeability rates ρ s and ρ p , which should be properly optimized. In [4] , some heuristic design guidelines were given to select ρs and ρ p , leading to well-performing families of rate-compatible SCCCs. However, the work in [4] lacks in providing formal analysis to clarify the behavior of this code structure and to provide a unique framework to properly select ρs and ρ p . The aim of this paper is to address design guidelines to clarify some relevant aspects of this new code structure and to provide the clues for the code optimization.
III. UPPER BOUND TO THE ERROR PROBABILITY
In this section, we gain some analytical insight into the code structure of Fig. 1 to address design guidelines to properly select ρ s , P s i and ρ p , P p i . To this purpose, we derive the upper bounds on the bit error probability, following the concept of uniform interleaver used in [6] and [2] for PCCC and SCCC. However, we do not treat the code structure of Fig. 1 as a classical SCCC, so we cannot directly apply the considerations in [2] . Indeed, the treatment in [2] would consider the inner encoder (with its puncturing) as a unique entity, therefore diluting the contribution of inner code systematic bits and parity bits to the bound. Instead, our idea is to decouple the contribution of the inner code systematic bits and inner code parity bits to the error probability bound to better identify how to choose ρs, P s i and ρp, P p i . In fact, we shall show that to obtain good SCCC codes in the form of Fig. 1 , the selection of inner code puncturing directly depends on the outer code, which has a crucial impact on performance. This dependence cannot be taken into account by the upper bounds derived in [2] for SCCC.
Following the derivations in [6] and [2] for PCCC and SCCC, in this section we derive the union bound of the bit error probability for the code construction of Fig. 1 . Recalling [2] , the bit error probability of a SCCC can be upper bounded through
where w o m is the minimum weight of an input sequence generating an error event of the outer code, N is the interleaver length, hm is the minimum weight of codewords of the SCCC, C s , of rate R SCCC , and A Cs (w, H) is the Conditional Weight Enumerating Function (CWEF) of the overall SCCC code. For a generic serially concatenated code, consisting of the serial concatenation of an outer code Co with an inner code C i through a uniform interleaver, A Cs (w, H) can be calculated exploiting the properties of the uniform interleaver, which transforms a codeword of weight l at the output of the outer encoder into all distinct This is basically the same result obtained in [2] . However, and this is the key novelty of our analysis, to evaluate the performance of the code structure of Fig. 1 , instead of proceeding, as in [2] , using (2), it is more suitable to refer to Fig. 2 , which properly redraws the encoder of Fig. 1 , for the derivation of the upper bound. Fig. 2 allows us to decouple the contributions of the inner code puncturings P s i and P p i to the error probability bound. Now, the serial concatenated code structure under consideration can be interpreted as the concatenation of a new code C o , obtained from the puncturing of the code C o through Po and P (the deinterleaved version of P
, and the code C i , which is a rate-1 inner encoder generating only parity bits punctured through P p i . C i is fed with an interleaved version of codewords generated by C o . Therefore, the SCCC codeword weight h can be split into two contributions j and m, corresponding to the output weights of the codewords generated by encoder C o and the inner encoder C i , respectively, such that h = j + m. With reference to l,m can be expressed as
where the coefficient A 
Finally, substituting (5) into (1), we obtain the upper bound for the bit error probability,
Equivalently, the upper bound for the frame error probability is given by
For large N and for a given h = j + m, the dominant coefficient of the exponentials in (6) and (7) is the one for which the exponent of N is maximum [2] . This maximum exponent is defined as
For large E b /N0, the dominating term is α(hm), corresponding to the minimum value h = h m ,
and the asymptotic bit error rate performance is given by
where B is a constant that depends on the weight properties of the encoders, and N is the interleaver length.
On the other hand, the dominant contribution to the bit and frame error probability for N −→ ∞ is the largest exponent of N [2] ,
We consider only the case of recursive convolutional inner encoders. In this case, αM is given by
and
where again K is a constant that depends on the weight properties of the encoders and h(αM ) is the weight associated to the highest exponent of N . Now, denoting by d i f,eff the minimum weight of inner code C i sequences generated by input sequences of weight 2, we obtain the following results for the weight h(αM ):
where
is the minimum weight of C o code sequences corresponding to a C o code sequence of weight d o f and h (3) m is the minimum weight of sequences of the inner code C i generated by a weight-3 input sequence.
Finally, since
We observe that the coefficient h(αM ) increases with d (14) instead of (15), the criterion is equivalent to optimize the distance spectrum of C o . Notice that this is equivalent to optimize the outer code Co punctured through Po and a pattern P with permeability ρ s and then set P s i to be equal to the interleaved version of P , i.e., P s i = Π[P ]. Therefore, P s i turns out to be interleaver dependent.
IV. RATE-COMPATIBLE SCCCS
Rate-compatible serial concatenated convolutional codes are obtained by puncturing inner code bits with the constraint that all the code bits of a high rate code must be kept in all lower rate codes. Depending on the puncturing pattern, the resulting code may be systematic (none of the systematic bits are punctured), partially systematic (a fraction of the systematic bits are punctured) or nonsystematic (all systematic bits are punctured). In [7] it was argued that a systematic inner code performs better than a partially systematic code. This result was assumed in [8] to build rate-compatible SCCCs limiting puncturing to inner parity bits. This assumption, however, is not valid for all SNRs. Indeed, keeping some systematic bits may be beneficial for speed up iterative decoding convergence. Since puncturing is limited to inner parity bits, the rate of the SCCC satisfies the constraint RSCCC R o c . As already stated, in contrast to [8] we do not restrict puncturing to parity bits, but extend it also to systematic bits, thus allowing RSCCC beyond the outer code rate.
Assuming an outer encoder puncturing pattern fixed (P o in Fig. 1 ), the design of well-performing rate-compatible SCCCs in the form of Fig. 1 limits to optimize the inner code puncturing patterns for systematic and parity bits according to the design criteria outlined in the previous section, with the constraint of rate-compatibility. Applying these design rules, optimal SCCC families can be found considering inner systematic and inner parity bits separately:
• To find the optimum puncturing pattern for inner code parity bits, start puncturing the inner mother code parity bits one bit at a time, fulfilling the rate-compatibility restriction. Define as dw the minimum weight of inner codewords generated by input words with weight w, and by N w the number of nearest neighbors (multiplicities) with weight dw. Select at each step the candidate puncturing pattern P p i for the inner code parity bits as the one optimizing its IOWEF, i.e., yielding the optimum values for (dw, Nw) for w = 2, . . . , wmax (first dw is maximized and then N w is minimized). • Select the candidate puncturing pattern P as the one yielding the best outer code (punctured through P o and P ) output weight enumerating function (OWEF). Namely, to find the optimum puncturing pattern for inner code systematic bits, start puncturing the outer mother code output bits one bit at a time, fulfilling the rate-compatibility restriction. Then, since the systematic bits at the input of the inner encoder are an interleaved version of the outer encoder output bits, set P Since also outer code information bits are punctured, the invertibility of the outer code at each step must be guaranteed. At the end, take the best puncturing pattern P and apply its interleaved version P s i = Π[P ] to inner code systematic bits (see Fig. 1 ).
V. RESULTS AND COMPARISON WITH ANALYTICAL BOUNDS
The performance of rate-compatible SCCCs mainly depend on its overall rate RSCCC and on the selected combination of ρs and ρp. In this Section, based on the considerations drawn in Section III and IV, we discuss how to properly select ρs and ρ p . We compare through simulation several rate-compatible puncturing schemes, and compare the performance of the proposed rate-compatible SCCCs with the upper bounds to the error probability.
We consider the serial concatenation of two rate 1/2, 4-states, systematic recursive encoders, with generator polynomials (1, 5/7) in octal form. The outer encoder is punctured to rate 2/3 by applying a fixed puncturing pattern. In particular, two puncturing patterns 
In this case, the minimum weight of inner code input sequences that yields
However, this value of αM is achieved also by the inner input weights l = 4 and l = 6, leading to a slight modification of (14). In fact, l = 4 yields αM = −2 (since n o = 1 and n i = 2), and h(αM ) = 2d
. Also l = 6 yields αM = −2 (since n o = 2 and n i = 3), and h(αM ) = 3d
In this case, only the minimum weight of the inner code input sequences l min = 4 yields αM = −2 (since n o = 1 and n i = 2), and h(αM ) = 2d Table I . In Table I we list the parameters hm, h(αM ), h Fig. 3 gives the union bound (7) on the Frame Error Rate of the codes listed in Table I . The markers used in Fig. 3 are listed in Table I . It is shown that the error floor is lowered by increasing ρp, i.e., the proportion of surviving inner code parity bits. The higher error floor is obtained for ρp = 20/300, whereas increasing ρ p leads to better performance in the error floor region. Nevertheless, it should be stressed that a sufficient number of systematic bits should be preserved in order to ensure a good behavior for high E b /N 0 values. This can be observed for the curve ρ p = 100/300, which shows a worse slope. Indeed, for asymptotic values of E b /N0, the performance is dominated by hm, the minimum weight of code sequences. Therefore, the best performance for very high signal-tonoise ratios E b /N0 is obtained for ρp = 20/300 (curve with ' * ' in Fig. 3 ), since the corresponding code has hm = 3, whereas the worst performance is obtained for ρp = 100/300 (curve with '•' in Fig. 3 ), since the corresponding code has hm = 1.
In Table II Fig. 4 . The markers used in Fig. 4 are listed in Table II . A performance similar to that of the codes of Fig. 3 is observed. The bounds are congruent with the parameters reported in Table II. Table II. 1.E-11
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In Fig. 5 we compare simulation results of the rate-2/3 SCCC with the analytical upper bounds for several values of ρp. The curves are obtained with a log-map SISO algorithm and 10 iterations. We used a random interleaver of length N = 3000 bit. The simulation results show a very good agreement with the analytical bounds of Section III and confirm that lower error floors can be obtained by increasing ρp. On the other hand, the performance in the waterfall region can be explained in part looking at the cumulative function
Cs h of the output distance spectrum of the serial concatenated codes. The codes for which the cumulative function of the average distance spectrum is minimum perform better at low SNRs, since, in this region, the higher distance error events have a nontrivial contribution to the error performance. The worst performance for low signal-to-noise ratios E b /N0 is obtained for ρp = 20/300, since the corresponding code has the maximum cumulative function of the average distance spectrum, whereas the best performance is obtained for ρp = 80/300, since the corresponding code has the minimum cumulative function of the average distance spectrum. This is in agreement with the simulation results of Fig. 5 .
For comparison purposes, we report in the same figure the performance of the rate-2/3 PCCC (8-states constituent encoders) proposed in [9] and the rate-2/3 SCCC proposed [8] . The proposed SCCC code shows a significant gain in the error floor region w.r.t. the code in [9] . On the other hand, the code in [8] performs much worse since only systematic bits are maintained after puncturing. of ρ p . The curves show that the higher the E b /N 0 , the heavier should be the puncturing on inner systematic bits, i.e., the higher should be ρp. Nevertheless, it should be stressed that some of the systematic bits must be maintained in order to allow convergence of the decoding process. According to the union bounds and simulation results we may conclude that, in the region of E b /N0 of interest, to obtain a better performance it is advantageous to put more puncturing on inner systematic bits (i.e., to take a high ρ p value), still maintaining some of the systematic bits to allow decoding convergence.
VI. CONCLUSIONS
In this paper we have proposed a method for the design of rate-compatible serial concatenated convolutional codes (SCCC). To obtain rate-compatible SCCCs, the puncturing has not been limited to inner parity bits only, but has also been extended to inner systematic bits, puncturing the inner encoder beyond the unitary rate. A formal analysis has been provided by deriving upper bounds to the error probability. This has allowed us to address suitable design criteria for this particular code structure. In particular, it has been shown that the performance of a SCCC of given rate can be enhanced in the error-floor region by increasing the proportion of surviving inner code parity bits, as far as a sufficient number of systematic bits is preserved.
