This paper uses operational problems at commercial banks in sending Fedwire payments as a proxy for aggregate uncertainty in end-of-day Fed account positions and then examines funds market behavior on those days. The results suggest that increased uncertainty is associated with a deviation of the federal funds rate from the FOMC's target rate, the magnitude depending on the severity of the difficulty, the payment volume of the affected participant, and the time of day. Moreover, discount window borrowing picks up on days with operational difficulties. These effects are generally transitory, and markets revert back to previous levels the next day.
The dominant factors affecting daily federal funds market conditions are, of course, the aggregate supply of and demand for Federal Reserve balances. Supply reflects actions by the trading desk at the Federal Reserve Bank of New York, which conducts daily open market operations to maintain a level of balances in the banking system, so-called "autonomous factors," which include currency in circulation and the balance in the Treasury's account at the Fed, and occasionally discount window loans, which represent balances borrowed from the Federal Reserve System. Demand for balances is determined by market conditions, which include the day of the maintenance period, and expected daily payment flows. The equilibrium of supply and demand determines the daily federal funds rate.
Factors that increase uncertainty about end-of-day balances can affect the market for balances. However, measuring uncertainty about reserve positions can be difficult.
Studies have isolated factors that affect the supply of balances, such as shocks to the Treasury balance.
1 Other studies have focused on factors that affect the demand for balances, such as payment flows. 2 Both sets of factors increase uncertainty in reserve positions and have affects on the federal funds market. Although these factors may increase uncertainty in balance positions, some part of these flows is predictable. Less is known about the effect on the federal funds market of completely exogenous, intraday shocks to end-of-day balances at individual institutions.
In this study, we use computer problems at depository institutions as a proxy for exogenous shocks to end-of-day balances. Each day, banks send on average over $1.8 trillion in funds to each other by wire transfer using the Fedwire funds transfer service, a real-time gross settlement payment system owned and operated by the Federal Reserve.
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Among the top 50 senders of payments over Fedwire by volume, the average rate at which payments are sent over Fedwire is approximately 1 per second. If a bank has an operational problem and cannot send funds over Fedwire, balances may become temporarily trapped in one bank's reserve account, creating aggregate uncertainty of the level of balances available in the system, and potentially affecting the federal funds market.
Based on the characteristics of normal Fedwire operations, in this paper, we employ a simple algorithm to identify outliers in payment patterns at individual depository institutions. These outliers are for the most part, simply outliers, but a subset of them may represent possible outages. After identifying days with these outliers, we examined aspects of the federal funds market on days with such possible outages. In doing so, we sought answers to the following questions, which inform researchers about banks' reaction to uncertainty in the federal funds market: Do operational difficulties have a measurable effect on the federal funds market? What are the factors that determine the magnitude of the effect? How do these effects persist?
We find that the deviation of the effective rate from the target rate is positive on days with possible operational problems and thus potentially higher aggregate uncertainty. Moreover, the magnitudes of the effects depend on the severity of the difficulty, the volume of payments made by the affected participant and the time of day at which it occurs. 4 Perhaps as a result of the uncertainty and associated dislocations, discount window borrowing picks up on days with operational difficulties. And finally, our results show that the effect of these operational difficulties is transitory, and generally the funds rate reverts back to its previous level the next day.
To be sure, the federal funds market is a very well functioning market, and
Fedwire is a well-functioning payment system. However, even in well-functioning situations problems can occur. We exploit these rare instances of difficulty to proxy for exogenous shocks to the federal funds market.
The paper proceeds as follows. Section 2 provides an example, reviews some basic facts, and discusses the data. Section 3 explores some theoretical considerations and the empirical methodology. Section 4 presents the results. Section 5 concludes. 4 Extensions are discussed in more detail below.
Example, basic facts and data

Example: An operational outage
A simple illustrative example will guide the analysis. Suppose a bank with a significant presence in the federal funds market has a computer problem which causes it not to be able to consistently send payments from its account for lengthy periods of time.
Suppose on average, this bank usually makes payments every second. If other banks can still send payments to the affected bank, but the bank cannot send out payments, its account balance will balloon. Balances will be temporarily trapped in one bank's account, and other banks will be unsure about how long the problems will persist. This leads to an increase in market uncertainty. As banks become more uncertain about endof-day balances, they may seek to purchase funds in the market. This can result in an effective funds rate that deviates substantially from the target rate.
Before continuing into the analysis, it is important to review a few basic facts about monetary policy implementation, reserve accounting and payment systems.
Basic facts: Implementation of monetary policy, reserve accounts and payment systems
A bank's reserve requirement is applied to a two-week average level of transaction deposits, and is specified as an average level of overnight reserve balances to be maintained over a two-week reserve maintenance period. Banks may also commit to holding a level of contractual clearing balances to facilitate making payments from its Fed account. Some banks also choose to hold balances in excess of their required reserve balances and required clearing balances as a buffer stock in case of an unexpected shock to balances. However, given that banks do not currently earn interest on reserves, if a bank has funds in excess of its required balances and contractual clearing balances, it may choose to loan these funds in the federal funds market. 5 Likewise, if a bank has fewer funds than desired, it may choose to borrow funds in the federal funds market.
Trades are conducted either directly from bank to bank or through federal funds brokers.
The rate at which these funds are traded is known as the federal funds rate. Banks may borrow balances directly from the Federal Reserve through the discount window. The rate at which banks in good financial condition can borrow from the Federal Reserve is called the primary credit rate, and is currently 100 basis points above the federal funds target rate. Because discount window loans are generally more expensive than federal funds borrowed in the market, the quantity of discount window loans outstanding is generally low relative to the aggregate level of balances.
Choosing the appropriate quantities of balances to buy and sell in the federal funds market and to borrow from the discount window in order to meet overnight requirements is complicated by the fact that bank balances are not static throughout the day. Banks make and receive payments from their Federal Reserve account, at levels well in excess of the total amount of balances in the system. The average daily total value of payments in 2004 was approximately $1.9 trillion. As a point of comparison, the average daily value of Fed balances in 2004 was $23 billion. As there may be a timing mismatch between sending and receiving of funds throughout the day, many banks are overdrawn on their reserve account during the day; these are known as daylight overdrafts. The fees associated with daylight overdrafts are relatively low, particularly when contrasted with fees on overnight overdrafts. The effective annual rate for daylight overdrafts is 32.25 basis points, while that for overnight overdrafts is currently 400 basis points above the target federal funds rate.
Bank reserve managers forecast their reserve needs in order to achieve their desired levels of overnight balances to meet reserve requirements and avoid overnight overdrafts. However, uncertainty in the level of these balances may affect reserve manager decisions and thus affect the federal funds market. The example discussed above of an operational outage is one source of uncertainty about end-of-day balances.
Banks expecting funds from the bank with the operational difficulty may find themselves short at the end of the day, forcing them to buy funds in the market or to take out a discount window loan in order to avoid an overnight overdraft. The results in this paper
give insight into how the federal funds market is affected by this type of aggregate uncertainty shock.
It is important to realize that although we know that operational difficulties occasionally occur, there is no data series available that lists these instances with certainty. The next section describes the Fedwire data we use and our method for constructing the list of "possible outages." It also reviews the federal funds market variables used in the analysis.
Constructing the data: Fedwire and federal funds market data
The primary source of data is the Fedwire Funds service transaction data, which records transfers sent using the Fedwire Funds transfer service. These data have been used in other contexts, most notably by Furfine (1999 Furfine ( , 2000 , Whitesell (2006) , and Ashcraft and Duffie (2007) to explore dynamics in the federal funds market. This paper uses the data in a different way, by taking information from the absence of payments, linking it perhaps more closely with the literature on the effect of trading stoppages on price movements as in Bhattacharya and Spiegel (1998 We looked at payment patterns for each account and identified intervals that were at least 15 minutes long during which no payments were made. We then determined whether these inactive intervals were outliers in the account's payment pattern, by taking into consideration the institution's typical payment patterns for the time of day the inactive interval occurred. Although this method identifies some outliers that might not be the result of operational problems at commercial banks, it succeeds in identifying many known disruptions. The Appendix details our method for finding outages. The median time between payments from each account is about one second. We identified 1,115 outliers, ranging from fifteen minutes -our lower bound -to over 5 ½ hours, with a median length of 43 minutes. 6 Throughout the rest of the paper, these instances of long intervals between payments will be referred to as "possible outages."
The top part of The variables in the Fedwire transaction data allow us to identify extensions.
Fedwire has two cutoffs for transfers, third-party and settlement transactions. The cutoff for third-party transfers is at 6:00 p.m, while the cutoff for settlement transactions is 6:30 p.m. If the last third-party transfer occurred later than normal third-party transfer hours, we assumed that Fedwire was extended. Almost all settlement extensions are associated with a third-party extension, but some short third-party extensions are not associated with a settlement extension. However, because these short third-party extensions indicate an operational problem, we used extensions to third-party transfers for our analysis.
In order to see how possible outages affect the federal funds market, we paired the Fedwire data with information on federal funds market variables. Our primary variable of analysis is the daily effective federal funds rate. 8 The daily effective federal funds rate is a volume-weighted average of rates on trades arranged by major federal funds brokers.
Although the daily effective federal funds rate is close to the target rate on most days, there is deviation from the target rate throughout the day and on a day-to-day basis. This deviation from the target can be affected by uncertainty in reserve balances, the phenomenon we analyze in this paper. Thus, much of the analysis will be focused on the deviation of the effective rate from the target rate.
As shown in table 2, over the sample period, on average, the deviation of the effective federal funds rate from the target is less than a basis point. The range is considerable: from 181 basis points below the target to 156 basis points above the target.
The median deviation from the target is zero basis points, and the standard deviation is 14 basis points. The distribution is skewed somewhat to the left.
The behavior of the deviation of the effective rate from the target rate changed somewhat over the period. As shown in figure 3 , the deviation of the effective federal funds rate from the target rate trended down from 1998 through the beginning part of 2004, but began to pick up somewhat during the first half of 2004. Hilton (2005) provides possible causes for these trends, which include lagged reserve accounting, a low absolute funds rate through mid-2004, and a corresponding pickup with an increase in the target rate through 2005.
We also examine the effect of possible outages on federal funds market volatility, measured by the intraday standard deviation of the federal funds rate. The intraday standard deviation of the federal funds rate is a volume-weighted measure of intraday standard deviation based on total brokered funds transactions on a given day. Over the period, this measure of volatility averaged about 10 basis points, and ranged from about 1 basis point (with some frequency during the period when the target rate was at 1 percent)
to a high of 341 basis points, on the June 1998 quarter end.
As our final step, we evaluate the effect of operational difficulties on discount window borrowing. During the period we study, there were two regimes of discount window borrowing: adjustment credit and primary credit. The adjustment credit period covers the first part of the sample, through to January 8, 2003. Over the period, the mean level of adjustment credit was $82 million, and the median level was $9.8 million. The values range considerably, from a low of zero to a high of $3.2 billion; the distribution is skewed to the right and exhibits heavy tails. We contrast this period to the primary credit period, which began in January 2003. Primary credit borrowing averages approximately $39.8 million an evening, and the median level is approximately $6.5 million. Like under adjustment credit, the distribution is skewed to the right and exhibits heavy tails.
With these empirical facts in mind, we turn to the theory and methodology.
Theory and empirical methodology
Some popular theories of daily federal funds rate behavior are based on the microstructure features of the federal funds market, including the maintenance period construct, payment flows and discount window borrowing. In this section, we review some of the established theories in the literature, sketch the theoretical model and testable empirical hypotheses, and discuss the empirical specification used in this paper.
Some established theories
A leading theoretical model of the federal funds rate posits that because balances on different days of the maintenance period are perfect substitutes for one another, the daily federal funds rate should follow a martingale process. Empirical evidence suggests otherwise, however. An early study by Roberds, Runkle and Whiteman (1993) observes that the forecasting ability of short-term rates differ according to the day of the maintenance period. Hamilton (1996) shows that the funds market tends to exhibit tightness, particularly on settlement Wednesday. Furfine (2001) finds that payment flows significantly affect the pattern of funds rate deviations from the target. Carpenter and Demiralp (2006) also find predictable behavior on days of the maintenance period other than settlement Wednesday, in addition to providing evidence of a liquidity effect in the federal funds market.
In part motivated by the empirical evidence, previous research models federal funds market microstructure that cause the funds rate process to deviate from a martingale. Ho and Saunders (1986) shows that differences in the degree of risk aversion to reserve under-or overshooting can explain why some banks are net sellers and other banks are net borrowers of funds, a characteristic that has material effects on the equilibrium federal funds rate. Hamilton (1996) provides a theoretical model that implies transaction costs cause balances not to be perfect substitutes for one another on one day of the maintenance period or another. In a similar vein, Clouse and Dow (1999) posit that the existence of a penalty for discount window borrowing can explain observed behavior in the federal funds market and the deviation from the martingale hypothesis.
As in the previously mentioned studies, this paper also finds empirical evidence rooted in market microstructure that rejects the martingale hypothesis. Previous models and empirical work do not focus on this aggregate uncertainty. Similar to the individual uncertainty case, theoretically, should an aggregate, temporary shock hit the banking system, the federal funds rate should still follow a martingale, as banks would be able to smooth perfectly any deviation the next day. These exogenous shocks should not be necessarily be associated with deviation from the target, as balances on one evening are perfect substitutes for balances on another. Again, however, empirical evidence suggests otherwise.
Sketch of a theoretical model
The observations in the previous studies lead to our theoretical model. However, a few assumptions are needed in order to control for potential biases of our estimated parameters.
Assumption 1:
The operational problem creates a liquidity shock, not a credit shock.
Duffee and Singleton (2003) outline three major categories of risk: credit risk, operational risk, liquidity risk and operational risk. Credit risk is defined as "the risk of changes in value associated with unexpected changes in credit quality." In contrast, liquidity risk is defined as "the risk that the costs of adjusting financial positions will increase substantially or that a firm will lose access to financing." Operational risk, perhaps the least clearly defined of the three (and also perhaps the least understood) is "the risk of fraud, systems failures, trading errors (e.g., deal mispricing) and many other internal organizational risks." 9 The operational difficulties we study here most likely would extend only to liquidity risks. By assuming that the operational problem is a pure liquidity shock, and not a credit shock, we can abstract from issues regarding the creditworthiness of the institution with the computer problem or its counterparties.
Allowing the shock to create credit effects would be unrealistic, and would imply a more complex model of interrelated credit relationships than what is modeled here.
Assumption 2: Banks and the Desk cannot forecast the shock.
If banks could perfectly forecast that a computer problem will occur, then they would be able to smooth their reserve balances over the maintenance period. This would imply no impact on the federal funds market. Likewise, if the Desk could perfectly forecast the shock, it could provide sufficient balances so as to counteract the effect of an effective balance shortage in the system.
Assumption 3:
The shock can be observed.
This assumption implies that banks monitor activity in their Fedwire accounts and react to a possible shortfall in the federal funds market at the end of the day. It is easy to imagine that banks monitor their own Fedwire accounts. However, it is difficult to see how they monitor other accounts. One way would be to check if payments that were expected from a counterparty were received. But, this would only work if the affected participant was a direct counterparty. Another way to observe an operational difficulty is by observing an extension to Fedwire, which is broadcast to major participants. where γ T-δ is a shock that occurs due to an operational problem at time T-δ, 0 < δ < α < T and ε T is a zero mean normally distributed shock occurring at time T. The expectation at time T-α of the shock γ T-δ equals zero, as we assumed that this shock cannot be anticipated either by institutions or the Desk. This specification takes into account the fact that although reserve managers may be able to forecast end-of-day balances more accurately towards the end of the day, the realized amount of balances will be more affected by shocks that occur towards the end of the day. Moreover, it separates out shocks over which the reserve manager can potentially alter its position versus those that it cannot. The reserve manager can adjust to the shock denoted by γ, but not to shocks denoted by ε. Whether γ is positive or negative is an empirical question, but in this paper we assume it is negative.
Finally, depending on the magnitude and timing of the shock, bank reserve managers may update their demand. The magnitude of the deviation from the target likely depends on the parameters α, δ and γ. As α and δ approach 0, or as γ gets large, the dislocation in the reserve market likely increases, causing increased deviation from the target and possible discount window lending.
Empirical methodology
The assumptions and theoretical model lead to the empirical methodology. The first empirical model used to evaluate the effect of operational outages on the federal funds rate is a variant on the framework used by Hamilton (1996) , Carpenter and Demiralp (2006) and Hilton (2005) . These studies model the deviation from the target rate as ( ) 
If the coefficients on the lagged variables are statistically significantly different from zero, this provides evidence of a persistent effect. However, if they are insignificant, it illustrates that the effects of the outage are transient. 
By using this specification, we address the fact that unobserved factors affecting the probability of an extension are likely correlated with the unobserved factors that affect the deviation from the target. In other words, the error terms in the two equations above are correlated. Thus, it is possible that the estimated coefficient on the extension factor is biased and inconsistent in model (1).
The fifth model investigates another federal funds market indicator and evaluates the effect of operational difficulties on the intraday standard deviation of the effective federal funds rate. Similar to the models above, the model is specified as 
Evidence of elevated intraday standard deviation on days with potential outages gives insight into some of the uncertainty created by these events and the intraday fluctuations of the funds rate.
The final model we evaluate is the following:
where credit t is the amount of primary credit borrowed overnight on date t. 10 We perform the analysis on two separate samples, the first covering the adjustment credit period and the second covering the primary credit period. We evaluate this model using a tobit correction that controls for evenings that have no discount window borrowing.
Empirical results
Baseline summary statistics
10 A constant term is included in the empirical specification. The factors presented here explain only a small, but in some cases statistically significant, amount of the variation in the federal funds rate. However, further statistical tests show that these events creating aggregate uncertainty can have appreciable effects on the federal funds rate. Table 3 presents the results from the specification in equation (1). As in previous studies, we see that the funds rate fails to follow a martingale, with persistence in deviations from the target and predictable calendar effects. As a result, we first investigated the data to determine the order of the autoregressive process, and we found that an AR(1) process fit the data relatively well.
Model results
As shown in the table, the coefficient on the lagged deviation from the target is positive and significant. The coefficients on the fifteenth of the month and the end of the month are both significantly different from zero, and indicate some predictable tightness in the funds rate.
Key results of this paper are in lines 3-7 of the table. An outage by itself does not cause significant deviation from the target, nor does an outage at an institution in the top 25 accounts of our sample. Outages that last longer than thirty minutes have a statistically significant effect at the 90 percent confidence level. However, outages that occur in the late afternoon or are accompanied by an extension both cause the effective federal funds rate to be significantly different from the target. Lines 8-11 confirm the calendar effects observed in previous studies on systematic deviations of the federal funds rate from the target rate.
As our sketch of a theoretical model predicts, outages that are longer, or occur late in the afternoon, or days with extensions are associated with a positive deviation from the target. Outages that occur earlier in the day or are shorter are not. Uncertainty associated with operational problems that can be resolved well in advance of the close of Fedwire, such that a bank would not have to take out a discount window loan or incur an overnight overdraft, on average do not result in any different behavior in the federal funds market.
However, increased uncertainty at the end of the day will lead reserve managers to seek funds in the market, bidding up the target rate.
In order to investigate effects on the next day, the second column of table 3 repeats the specification in equation (1) with lagged terms. We see that operational difficulties the previous day that occur in the late afternoon do not have an appreciable effect on the deviation from the target the next day, nor do extension days. This is similar to the results with the other calendar effects, which show that lagged calendar effects do not have an appreciable effect on the target the next day. Table 4 displays the results from estimating equation (2), and shows the effect of outages and calendar configuration on extensions. The specifications differ according to the use of calendar effects. As shown in column (1), the probability of an extension is 17.5 percentage points higher if there was an outage in the late afternoon. Other outage characteristics are not significantly correlated with the probability of an extension.
There is a distinct possibility that the probability of an extension depends on payment flows: higher payment flows suggest a greater effect of operational problems, and thus, a higher likelihood of an extension. As shown in figure 1, payment flows have cyclical patterns according to the day of the month. We control for these effects in column (2). The results strongly suggest that extensions are more likely on high payment flow days, including the mid-month date, the first of the month, and the end of a quarter.
The coefficient on the late afternoon outage characteristic attenuates a bit when controlling for these other factors, however, it remains in the ballpark of the estimate in column (1) and is highly statistically significant.
In both specifications, the modest pseudo R-square statistics suggests that only a limited amount of the variation in the probability of an extension is captured by these factors. On the other hand, as shown in the lower rows of the table, the models predict the actual probability of an extension fairly well at the data means. Table 5 presents results from the system regression of the probability of an extension in conjunction with the deviation from the target. It allows us to judge if the probability of an extension is correlated with unobserved factors that affect the deviation from the target. It also allows us to evaluate better the "treatment effect" of an extension on the deviation from the target. In the treatment equation, the dependent variable is a zero or one indicator, with a value of one indicating that an extension occurred on that business day.
As shown in Table 5 , controlling for possible correlation between the error term in the treatment equation and the error term in the outcome equation increases the magnitude of the coefficient on the extension parameter from that seen in the previous specifications: the point estimate is about 4 basis points. More broadly, the results suggest that unobserved factors that affect the probability of an extension are negatively correlated with unobserved factors that affect the funds rate. Indeed, as shown by the sign and significance of the rho parameter in the lower part of the table, the correlation between the error terms of the treatment and the outcome equations indicate that there will be some attenuation bias on the extension coefficient. A counterfactual experiment suggests that if there had not been an extension requested, the effective funds rate would have been 2 basis points more firm than its actual outcome. In the theoretical model above, lengthening the day effectively increases the value of T, which, in turn, suggests that there may be a diminished effect of operational outages on the federal funds rate.
Turning to another measure of price action in the funds market , table 6 summarizes information on the effect of operational outages on the intraday standard deviation of the effective federal funds rate. While an outage by itself seems to be correlated with a lower intraday standard deviation of the effective federal funds rate, outages that are longer than thirty minutes seem to increase this measure. A rise in rates above the prevailing market rate in the wake of an operational outage would cause the intraday standard deviation to increase, and it appears that this effect is more pronounced for longer outages. This phenomenon is consistent with the theoretical framework outlined above, where outages increase aggregate uncertainty and thus affect overall market functioning. However, it does not appear that other outage variables are correlated with an increase in intraday standard deviation.
The evidence presented here shows that operational difficulties can have an appreciable effect on the behavior of the effective federal funds rate. The next table also shows evidence that operational outages have effects on discount window borrowing as well. We divide the analysis into two time periods. The first period, the results shown in column (1), covers from 1998 through January 2003, the adjustment credit period. The second column shows results from the primary credit period.
Clearly, as shown in the second column, operational outages can create outsized demand for primary credit borrowing. Unlike the deviation from the target, run-of-themill calendar effects have no special effect on primary credit borrowing. These observations are consistent with one of the stated purposes of the primary credit facility, that is, to be a backup source of funds in case other options are not available to depository institutions.
Although there is a noticeable effect of operational problems on discount window borrowing during the primary credit period, the same is not true under the adjustment credit period. Indeed, the F-statistic of the regression as a whole indicates that the hypothesis that all coefficients are equal to zero cannot be rejected. The administration of adjustment credit was quite different from the current policies under primary credit.
Under adjustment credit, banks were required to have exhausted other sources of funds before turning to the discount window. Thus, even if there was an operational problem affecting the federal funds market, banks would be compelled to seek other sources of funds, and spikes above the target rate of more than 9 percentage points were not uncommon. By contrast, under current policy, banks may use primary credit as a backup source of liquidity under a "no questions asked" policy. The different policies for the administration of discount window credit could easily be driving the difference in results under the two regimes.
Conclusion
In sum, this paper provides a sketch of a theoretical model that explains how a bank reserve manager may react to an operational shock in the federal funds market. In addition, it offers empirical evidence that operational difficulties proxied by outliers in payment activity affect the federal funds market to varying extents, depending on the circumstances. The effects are generally more pronounced when the possible outage occurs in the late afternoon or is accompanied by an extension.
To reiterate, Fedwire is a resilient payment system, and the federal funds market is a well-functioning market. The effects of operational outages measured by the methodology in this paper are not large; that we find them to be modest is in line with our expectations. Other methodological approaches -for example, using a VaR framework to study losses to the financial system in times of financial market stress -may provide additional insight into operational risk issues by attaching a dollar amount to the effect of an operational problem. As a final point, the results in this paper point to the usefulness of central bank facilities such as the discount window and the extension of Fedwire operating hours to help to smooth market functioning in times of market stress.
Appendix: Constructing the outages
Using data from the Fedwire funds transfer service, we searched for intervals when institutions' accounts were inactive for extended periods. We examined the accounts of about fifty Fedwire participants that consistently sent the largest number of Fedwire funds payments from early 1998 to mid-2005. We identified inactive intervals that were outliers in payment patterns, taking into account the time of the day and the institution. We termed these instances of inactivity "possible outages".
Although it seems straightforward to identify gaps between payments, defining outages takes some care. As in many exchanges, the pattern of Fedwire transfers varies by the day of the month, by the time of the day and by institution. 11 As shown in figure   3 , the number of payments made per day in the first half of 2005 ranges from a low of around 310,000 on March 25 to more than double -around 800,000 -on June 30. 12 The median number of payments per day is about 500,000 and the mean number of payments per day is approximately 480,000. The high payment flow days and maintenance period effects contribute to a relatively high variance to the distribution for the number of payments per day and a distribution skewed to the right.
As could be expected from looking at the chart, tests to see whether the monthly patterns follow a normal distribution were rejected. 13 However, there is some periodicity to these payment flows. Nonparametric tests of whether individual monthly distributions were equal to each other were not rejected at the 95 percent confidence level. 14 The panel shows this well: Each month has approximately two maintenance periods, a few high payment flow days, and sometimes a holiday. Given that most months have these characteristics, the overall flow of payments during a month is relatively constant across months. As a result, we chose to use monthly comparisons for the basis of our analysis.
11 McAndrews and Rajan (2000) explore the possibility that banks coordinate their payment activity at the end of the day in order to avoid drawing down account balances or incurring overdraft fees. 12 The analysis reflects third party transfers only. However, the mean time between payments made between 9 and 10am is approximately 9.0 seconds, relatively more than the mean time between payments made between 5 and 6pm, 6.9 seconds. The standard deviation of the time between payments also declines as the day wanes: the standard deviation is 132.9 seconds between 9 and 10am, but only 44.0 seconds between 5 and 6pm.
Interday variability in payment patterns also depend on the time of day. The standard deviations are not constant across days; the medians of these standard deviations range from 44.0 to 149.5. Moreover, the median of the standard deviations for the time between payments is higher in the morning than in the afternoon. The interquartile ranges of these standard deviations are also wider in the morning than in the afternoon.
In addition, the maximum standard deviations are also greater for the morning hours than for the afternoon hours. For these reasons, we defined outages relative to the hour in which they occurred.
Even within this special sample, the sending patterns of these institutions vary considerably. Some institutions have a distribution of sent payments that rises gradually throughout the day, while others send the majority of its payments in the morning, and then send relatively fewer payments in the afternoon.
16
The above analysis suggests a methodology for identifying outages. While the relative homogeneity across months suggests examining the data on a monthly basis, the differences according to the time of day and the institution indicate that these are significant factors that should be noted when defining an outage. In addition, the heavy tails of the distributions of the time between payments implies that a nonparametric approach is likely the best methodology for identifying outliers to these distributions.
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15 In contrast, the total value of transactions the percent of dollar value sent daily steadily increases throughout the day, with approximately 50 percent of the average daily dollar value sent after 5pm. 16 Differences in sending patterns stem from posting rules and exogenous factors. 17 We performed a Kolmogorov-Smirnov test to see whether the distribution of the gaps between sends follow a normal distribution, which was rejected.
which it occurred. Each outage satisfies three conditions for each month-institution-hour triple:
(1) the outage lasted at least fifteen minutes;
(2) the minimum number of sent payments for that hour occurred on that day; and (3) the maximum gap between sends on that day fell outside of the 75 th percentile plus three times the interquartile range.
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We chose fifteen minutes because extensions to Fedwire are granted in fifteen minute increments. The other two criteria are simple ways to identify outliers in a dataset, the first based on location and the second based on scale.
18 The interquartile range is the 75 th percentile minus the 25 th percentile. (1) and (2). 
