Distributed sensor fields have recently gained popularity as a means for detecting intruders moving through a protected area of the ocean. We characterize the detection capabilities of a network of randomly-deployed sensors with varying sensing capabilities. We develop a framework for analytically approximating the probability that such a sensor field detects a constant course target moving through the region as a function of the number of sensors deployed and the statistical properties that govern the sensing range. Analytical and empirical results indicate that, when the total sensing area is fixed, a set of smaller distributed sensors can achieve significantly improved detection performance relative to a single large sensor. We also study the relationship between coverage of a region of interest and likelihood of detecting a constant course intruder moving through that region. We derive expressions for the average number of sensors required to achieve a prescribed likelihood of detection and level of coverage and conclude that detection and coverage are fundamentally different characterizations of the capabilities of a sensor field. In fact, the number of sensors required to achieve a particular detection level may be several orders of magnitude smaller than that required to achieve the same level of coverage.
Introduction
The first line of defense for protecting a defined region of the ocean, often called a sea base, is a system consisting of sensors and the associated signal processing that perform detection, classification, localization, and tracking (DCLT). We are engaged in the basic research needed to inform the development of SONAR system technology that can be used to determine if underwater objects (fish, mines, submarines, or underwater vehicles) are present in the volume of water constrained within, for example, a square area of the ocean. Traditionally, DCLT tasks have been performed by large, expensive sensor platforms with sophisticated signal processing capabilities that result in long detection ranges. Recent advances in the detection capabilities of commercial networks composed of small, low-cost wireless sensors [1, 2] have raised the possibility of similar approaches in an underwater environment. These approaches, called undersea distributed networked systems (UDNS), are becoming a research topic of significant interest in the underwater community [3] .
A chief goal of our work is to characterize the performance of randomly-distributed sensor fields for detection of an intruder moving through the region of interest. Much of the existing research on the capabilities of such sensor fields has focused on coverage, or equivalently, the probability that a particular point in the region is within the sensing region of at least 1 (or perhaps at least k) sensors. Onur et al. [4] present an analytical expression for the probability that a random point in a rectangular region is detected by at least one of N identical randomly-deployed sensors. Additional coverage measures such as breach and support are defined in [5] , and algorithms for identifying paths that achieve maximum breach and minimum support under known sensor placement are developed in [5] and [6] . In [7] , the concept of coverage is extended to consider moving targets by quantifying the coverage along an arbitrary path through the region of interest. Liu et al. [8] compute the probability that an object moving between two points in a region can be detected by a homogeneous network of randomly-deployed sensors as a function of the length of the path traveled. In both [7] and [8] , an infinite region of interest is assumed in generating analytical results, and hence edge effects are not incorporated. Clouqueur et al. [9] also consider detection capabilities for moving targets but with a focus on algorithmic strategies for deploying sensors in the region of interest.
Our work differs from that described above in that it focuses purely on quantifying the probability of detecting a moving target (rather than on coverage statistics for the region or for a target path) within a bounded region of interest using a field of randomly-deployed sensors, directly addressing the effects of boundary conditions on detection capabilities. In work that has studied detection directly, analysis has focused on the detection capabilities of sparsely distributed sensors whose sensing regions are assumed not to overlap [10] . In [11] , for example, Traweek and Wettergren characterize the sensing range that optimizes the detection vs. cost trade-off in a sparse sensor field. In contrast to previous work, we consider how to choose the number and sophistication of sensors to maximize detection performance when sensor placement is random. Such a model is particularly relevant when small, low-cost sensors are used, since deployment may be as simple as dropping sensors from a moving platform, such as a plane or surface ship. Once deployed in the ocean environment, floating sensors will be relocated by waves, tides, and other ocean forces. An additional complexity occurs when individual sensors within the network vary with respect to detection capabilities, specifically the sensing range. Such variability may be introduced intentionally when sensors of differing sophistication are incorporated in a heterogeneous network. Consider, for example, a network composed of submarines, unmanned vehicles, sonobuoys, and low-cost floating (un-tethered) sensors. Each type of sensor is expected to provide different detection capabilities, in correlation with their respective costs of production and operation. Alternatively, variability may be introduced through manufacturing uncertainties, e.g., variations in the performance of a batch of sensors designed to meet certain specifications. In many scenarios, especially when a large number of sensors are deployed, it is impractical to test each sensor prior to deployment, and hence sensors with varying capabilities will be used. Even if testing of all sensors is possible, removing sensors that fail to meet design specifications is an inefficient approach, since even lowerperforming sensors (whose cost of production has already been paid) can contribute to the overall detection capabilities of the network. In our work, we explore detection performance as a function of both the number of sensors deployed and their individual detection radii. We are interested in exploring the performance of such systems in the limit as the number of sensors grows and their respective sophistication/cost decreases. A related engineering and production challenge, of course, is to deliver small, reliable sensors at low cost, an important topic beyond the scope of this article.
The remainder of the article is organized as follows. A model for the system under consideration is presented in Section 2. The likelihood of detection using a single sensor placed at the center of a square sea base is derived in Section 3. The likelihood of detection for randomly-distributed heterogeneous sensors is derived in Section 4, and the generalization beyond a square sea base to arbitrary convex regions is discussed. The relationship between coverage and detection for randomly placed sensors is discussed in Section 5, and conclusions are drawn in Section 6.
System Model
We consider sensors that have a disc-shaped detection region, e.g., omnidirectional sensing. The range of a sensor's detection region is given by its sensing radius r 0 , which we assume is a random variable drawn from some known probability density function f(r). Thus the detection range, and hence the detection region, varies from sensor to sensor. A sensor network field of this type, with heterogeneous sensing radii, adds an additional level of complexity to the analysis: not only are the sensor locations random, but the actual coverage area of each sensor is also random. Variation in sensor range might occur, for example, as sensor performance degrades over shelf life or as new models are introduced with improved performance [12] . When all sensors are assumed to have the same known sensing radius r 0 , the probability density function simply reduces to f(r) ¼ (rr 0 ), where denotes the Dirac delta function. In all cases, a Boolean sensing model is assumed [13] : a sensor detects a moving target with probability one if the intruder's path intersects the sensing region of that sensor. Expanding the sensor operating model to characterize the effect of detection as a function of time spent in the sensing region and false alarm rates is an important topic but lies outside the scope of this paper.
Randomly scattered sensors are assumed to be spatially distributed according to a Poisson point process [14] with parameter l. A spatial Poisson process provides a model for the number of points associated with a particular event over a region of space. For example, suppose denotes an n-dimensional set, and let A Ì . Consider points scattered randomly throughout , and let N (A) denote the number of points that are contained in A. Then the random process N ¼ {N (A), A Ì } is called a point process in . Let ||A|| denote the volume of A. The stochastic process N ¼ {N (A), A Ì } is an n-dimensional Poisson counting process with parameter l > 0 if a. N (A) follows a Poisson distribution with mean l ||A||, and b. The number of points occurring in disjoint subsets of are mutually independent. Thus, if N ¼ {N (A), A Ì } is an n-dimensional Poisson counting process with parameter l > 0, then the probability of k occurrences (of points) in the subset A is given by
It follows from (a) that the average number of points in is l||||, where |||| denotes the volume of the region . A more detailed description of spatial Poisson processes can be found in [14] .
One of the main goals of our work is to draw a distinction between intruder detection and region coverage as metrics for quantifying the performance capabilities of randomlydistributed heterogeneous sensor fields. Hence, we introduce sensor coverage statistics based on a Poisson point process model. For a two-dimensional region (n ¼ 2), assuming that the sensing range for all sensors are independent of location and drawn from density f(r), the number of sensors that cover an arbitrary point x P is a Poisson random variable with parameter (cf., [15] )
Hence, the probability that k or more sensors cover the point x P is equal to Ã k e -Ã /k!, and the probability that x is covered by at least one sensor is given by
¼1 À e ÀÃ:
(1)
We refer to the statistic r as the predicted coverage for the sensor network. The coverage statistic r can also be interpreted as the expected proportion of the space covered by at least one sensor. We should point out that for the three-dimensional problem, we have Ã¼ 4 3 lp R 1 0 r 3 f ðrÞdr; however, for the remainder of this paper we will consider only the two-dimensional case.
We model the region of interest (sea base) as a square with sides of length 2U, but the techniques employed and the corresponding results can be generalized to any convex region, as will be discussed further in Section 4.2. We employ a Cartesian coordinate system in which the sea base is centered at (x, y) ¼ (0, 0). An intruder is constrained to move at a constant course (straight line) through the sea base but can enter at any arbitrary point and travel on any arbitrary course that will take it through at least some portion of the region of interest. Without loss of generality, we assume that the intruder enters the sea base through the lower edge of the square. The intruder enters at point (u, -U) and with angle , where u P [-U, U], and P [0, p]. An example trajectory through the sea base is shown in Fig. 1 . Our analysis results in an expression for probability of detection that is independent of the particular path traveled by the intruder through the sea base. To obtain this result, we model both the point u at which the intruder enters the sea base and the angle with which it enters as uniformly distributed random variables with probability density functions given by
8 < :
and f ðÞ ¼ What differs is the coverage, i.e., the actual sensing radius of each sensor varies from scenario to scenario. When the sensing range is a random variable, the answer to the question of whether or not an arbitrary sensor will detect a particular intruder is not binary. This can be seen in Fig. 2 , as sensors at particular locations detect the intruder in some scenarios but not in others. 
Likelihood of Detection Using a Single Centered Sensor
In this section, we consider the detection performance of a single sensor with sensing radius R whose center is located at the center of the sea base, e.g., (x, y) ¼ (0, 0). Such a scenario could be used to model, for example, a submarine monitoring a particular region of the ocean. We use the single centered sensor as a baseline representation of a traditional sophisticated sensor and compare its performance to that of a randomly-deployed sensor field. Using an analytic approach, we determine the probability that the single sensor will detect an intruder moving in a straight line through the square sea base. An intruder entering the sea base at point (x, y) ¼ (u, -U) will intersect the sensing region of the sensor if its angle of entry is within a particular range, as shown in Fig. 3 . Since the distribution over the angle of entry is uniform, we need to determine (as a function of u) only the fraction of the range of entry angles from 0 to p that will result in an intersection. We denote this range of entry angles by f. Creating the right triangle, we see that
For a particular point of entry u, the probability that an intruder enters with an angle within the range f for which detection occurs can then be written as
: Figure 3 . f denotes the extent of angles for which an intruder entering the sea base at point (x, y) ¼ (u, -U) will be detected by a single sensor centered in the sea base. The two dashed lines shown create a right triangle when combined with the rightmost solid line. The length of the hypotenuse is easily computed as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi u 2 þ U 2 p , and the length of the side lying within the circle is R.
Detection Capabilities of Randomly-Deployed Sensor Fields
Integrating over a uniform prior on u, we obtain the expression
It is insightful to evaluate the likelihood that an intruder traveling a straight line will be detected when the sensing radius of the single sensor is equal to half the length of the square, e.g., R ¼ U. In such a scenario, the sensing region is a circle inscribed in the square sea base, but intruders still avoid detection when traveling through a corner of the square, as shown in Fig. 4 . In the limit as R approaches U from the left, we find that Thus, the probability that the intruder will travel through one of the corner regions and avoid detection is 1 -P c d (U) % 0.28. Note that this probability is independent of the size of the sea base. Note also that, because we are considering the likelihood of detecting a moving target, the probability of avoiding detection in this scenario is not equivalent to the fraction of the sea base area not covered by the sensing region of the single large sensor. In fact, the likelihood that the sensing region covers a randomly chosen point in the sea base is given by sensing area sea base area
and hence coverage of a randomly chosen point is more likely than detection of a target following a randomly chosen straight line. We will see that this relationship is reversed (e.g., detection becomes more likely than coverage) when a network of smaller sensors is employed.
To corroborate our analytical results, the likelihood of detection for a single centered sensor has been simulated for U ¼ 1 R between 0 and 1. For each value of R, 10 6 independent simulations were conducted. Both the analytical and simulation results are plotted as a function of R in Fig. 5 . The analytical and empirical results are nearly identical, providing two independent but consistent answers to the same question. As the sensing radius R increases beyond 1, P d increases more slowly, reflecting the fact that much of the additional detection region falls outside the sea base.
Likelihood of Detection using a Heterogeneous Sensor Field

Detection Probability for a Single Sensor
To derive the probability of detecting an intruder when a set of sensors with heterogeneous sensing range are randomly deployed in the sea base, we begin by deriving the probability we can compute P d for a given u and as
where A ¼ fðx c ; y c Þ : d min r; x 2 ½ÀU; U; y 2 ½ÀU; Ug:
The probability that the intruder intersects the sensing region of the sensor is equal to the probability that the distance from the sensor center to the closest point on the line is less than or equal to the sensing radius of the sensor. The closest point on the target path to the sensor center is the solution to d dx ðx À x c Þ 2 þ ðyðxÞ À y c Þ 2 ¼ 0; which is given by
y ¼ x c tan þ y c tan 2 À U À u tan 1 þ tan 2 :
The minimum distance between the sensor center and a point on the line traveled by the intruder is then computed as
where m ¼ tan and b ¼ -Uu tan are the slope and y-intercept, respectively, of the target path. Rearranging (4), the region of the sea base for which d min r can be expressed in terms of x c and y c as
Graphically, the region of interest lies between the target path shifted upward by r ffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ m 2 p and the target path shifted downward by r ffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ m 2 p
, three examples of which are shown in Fig. 6 . The perpendicular distance between the target path (center line of the shaded region) and either of the shifted paths (edge lines of the shaded region) is r. The result is intuitively pleasing, as it concludes that a sensor whose center is within distance r of the target path will detect the intruder.
The region denoted by A is simply the region that falls between the shifted paths and within the sea base, e.g., all points (x c , y c ) within the sea base for which d min r. The form of the region A depends upon which sides of the square are intersected by the ends of the shifted path segments that define the detection region; these are, in turn, determined by the point and angle at which the intruder enters the sea base, as well as by the radius, r of the sensor. Three possible scenarios are shown in Fig. 6 . While it is possible to identify ranges of u and that uniquely define the shape of the detection region, such an approach is tedious and cumbersome. Instead, we employ an approximate approach that, as we will show, Figure 6 . Possible target paths through the sea base and associated regions for which d min r. The target path within the sea base is represented by the center lines. The region for which d min r 2 (darkly shaded) is between the edge lines, each of which is a shifted version of the target path. The cenarios shown are examples of case 1, 2, and 3, respectively, as defined to compute P d (r). yields results that are very similar to empirical results for the range of r in which we are interested. Rather than computing the exact area of the detection region, we compute the area of the rectangle whose central axis is given by the target path within the square and whose width is given by 2r, the perpendicular distance between the edge lines of the shaded region. We denote this region by Ã . Figure 7 shows the corresponding rectangle for each of the three scenarios given in Fig. 6 .
For ease of presentation, let U ¼ 1. To compute the length of the target path within the sea base (and hence the approximate area of the detection region), we consider three cases. For each case, the applicable ranges of u and , as well as the resulting area of the rectangle, are given below: tan À1 ð2=ð1 À uÞÞ tan À1 ð2=ðÀ1 À uÞÞ jjÃ 2 jj ¼ 4r sin The probability of detection across all u and can be written as
The function to be integrated displays symmetry across 0 p/2 and p/2 p, and hence we can equivalently compute
1 sin ddu
% 0:7098r:
The rectangle-based approach yields an approximation for likelihood of detection that is linear in sensing radius r. (For general values of U, the approximation to probability of detection is given by P d (r) % 0.7098r/U.) To evaluate the accuracy of the analytically-derived approximation to the probability of detection, we simulate the likelihood of detection for a single sensor randomly placed in the sea base for values of r between 0 and 1 and compare the results to our approximation for 0 r 1. Figure 8 shows the approximate and empirical values of P d (r) as a function of r. The linear approximation generated via analytical means provides results nearly identical to those generated empirically for values of r below approximately 0.75, or equivalently for sensors whose diameter is less than 75% of the length of one side of the square. In many detection scenarios, the size of the region to be monitored will be Figure 8 . Probability that a straight-line target is detected by a single sensor with radius r and center randomly located within the sea base, U ¼ 1. The approximate analytical expression is plotted as a solid line; stars denote empirical results for the same parameters.
considerably larger than the sensing range of an individual sensor, even when sophisticated platform-based sensors are employed. Hence, we argue that the values of r of interest are those that are significantly less than U and thus the linear approximation to the probability of intersection can be employed with a minimal introduction of error. Now consider a scenario in which, rather than having a known sensing radius r, the radius of the randomly-placed sensor is a stochastic variable drawn from the probability density function f(r). (We continue to assume U ¼ 1 to simplify presentation.) The likelihood of detection in this case is given by
where the second line is obtained using the linear approximation (5) to P d (r). Hence, the detection probability for a random sensor network with heterogeneous sensing radius varies directly as the mean of the sensing radii. As we will see shortly, the detection probability also varies inversely as the area of the surveillance region. Thus, (6) may be written as
where is the surveillance region and |||| is its area. In our derivations and examples, we use ¼ [-1, 1] Â [-1, 1], hence (in this case) the result reduces to (6) . For our work, we consider a system in which the sensor range to detection follows a beta-type density: where À denotes the Gamma function: ÀðzÞ ¼ R 1 0 t zÀ1 e Àt dt: Here, sensors have a maximum detection radius of c and a mean detection radius of R 1 0 rf ðrÞdr ¼ ac aþb . As the ratio of a to b increases, R 1 0 rf ðrÞdr approaches c, and randomly-drawn values of r are concentrated near the maximum sensing radius. The shape of three example beta-type density functions, each with a mean value R 1 0 rf ðrÞdr ¼ 0:1, are shown in Fig. 9 . The beta-type density allows us to investigate the case where some sensors perform better than others. From a manufacturing standpoint, sensors may be designed to achieve a particular sensing radius, but some will fall short of that design parameter in practice. A heterogeneous model employing a beta-type distribution allows us to model such variability in manufactured specifications. Additionally, sensor sensitivity may decay over time due to power reduction, physical degradation, etc. For example, the detection range may deteriorate as the battery discharges, or the battery life might be extended by actively adjusting (reducing) the detection range, or limiting when the sensor transmits or processes results. As an extention, the distribution from which sensor radii are drawn may change as a function of time, thereby allowing us to model the evolution of detection capabilities.
In Table 1 , we compare the mean detection rate (obtained via 100,000 simulations) provided by a single randomly deployed sensor to the detection rate predicted by (6) . Column one contains the predicted estimates. Columns two through four pertain to the detection rate for a homogeneous system, while columns five through seven pertain to a heterogeneous system with sensing radius drawn from a beta-type distribution. r 0 is the radius of all sensors from the homogeneous system. c ¼ r 0 aþb a is the maximum radius attained in the heterogeneous system. This value is used for c in order to keep the mean detection range for the heterogeneous system equal to that of the homogeneous system. The surveillance region ¼ [-1, 1] Â [-1, 1]. For the homogeneous system, predicted and Table 1 Comparison of single sensor detection capability for homogeneous and heterogeneous systems. For each row, P d is the predicted probability that a single randomly placed sensor will detect a random (constant course) target moving through the surveillance region simulation detection propabilities differ by nomore than 2.7%. For the heterogeneous system, the maximum difference increases slightly to 4.67%. Table 2 compares the predicted detection rate, P D , of a randomly distributed sensor field to the estimate obtained via averaging over 10,000 simulations. For simulations of up to 40 sensors, the sensors are randomly deployed over the surveillance region. For more than 40 sensors, an equivalent (relative to surveillance region size) number of sensors were randomly distributed over a slightly larger surveillance space ([-1.05, 1.05] Â [-1.05, 1.05]) to adjust for increased sensor detection area outside the surveillance region. Detection is still based on targets entering the original surveillance region; however, the coverage lost due to sensor coverage extending beyond the original surveillance region is counter-balanced by the coverage of the extra sensors that intrude into the surveillance region. Determining how much to increase the surveillance region is, at best, an art and needs further study.
Extension of Analysis to General Convex Regions
Regions other than a square sea base may be of interest in detection applications. They include those defined as convex, i.e., regions for which any line segment drawn from one point on the closed perimeter to another remains inside the space. When a rectangular approximation is made to the detection region for a particular target path, the probability of detection for that path is dependent only upon the length of the path within the sea base and the mean sensing radius. Each path through the sea base is a chord in the convex region. Since the sensing radius r and the chord length c are independent random variables, the Table 2 Comparison of predicted and actual detection rate for a sensor field consisting of N randomly distributed sensors. The sensor radii are randomly drawn from a beta-type density with parameters a ¼ 1, b ¼ 0.67 and c ¼ 0.0167. The mean detection values, M D , were obtained by averaging the detection rate for 10,000 network field simulations
Sensor Field Detection Comparison
No. Sensors Predicted Detection (P D ) Mean Detection (M D ) % -Error average area of a rectangular detection region can be expressed as jjÃjj ¼ 2" c R 1 0 rf ðrÞdr, where " c denotes the mean chord length for the convex region of interest. The detection probability is then approximated by the ratio of the mean detection region area to the total area:
where |||| denotes the area of the surveillance region .
Contrasting Detection and Coverage
In designing or evaluating sensor networks for surveillance applications, coverage of the region by the sensor network is often chosen as a performance metric [12, [16] [17] [18] . In other words, what fraction of the region of interest lies within the detection region of at least one (or perhaps at least k) sensors? While a relationship undoubtedly exists between coverage and detection capabilities, our analysis shows that when the goal of the network is to detect intruders traveling a straight path through the sea base, the fraction of the region covered by the network of sensors underestimates the probability of detection. Additionally, under our assumptions, a given coverage provided by a single large sensor does not necessarily yield the same P d as a set of smaller sensors with the same cumulative coverage area.
To better understand this phenomenon, recall from (1) that the coverage provided by a network of sensors is given by r¼ 1 À expf À lp R 1 0 r 2 f ðrÞdrg, where l is the mean number of sensors per unit volume. Thus, the average number of sensors deployed over |||| is Nðf Þ ¼ l k k. Therefore, on average, the number of smaller sensors required for the randomly deployed network to have the same coverage as a single large sensor (of sensor radius R) placed at the center of the surveillance region satisfies
Solving for N (f), we obtain the average number of randomly-deployed smaller sensors required to achieve the same coverage as a single large sensor:
Using L'Hôpital's rule, one can show that, as the surveillance region grows large, i.e., in the limit as |||| approaches 1, (8) becomeŝ
For the special case in which the system of small sensors have identical sensitivity range r 0 , Nððr À r 0 ÞÞ ¼ R 2 =r 2 0 . Expression (9) holds in the important case in which the surveillance region is large relative to the number and size of sensors in use and there is little chance of the randomly deployed sensors having regions of overlapping coverage.
Detection Capabilities of Randomly-Deployed Sensor Fields Figure 10 shows the number of smaller sensors required to achieve the same coverage as a single centered sensor with radius R. The number of small sensors required is plotted as a function of their mean sensing range. Both fixed sensing range and sensing range drawn from a beta-type distribution are considered. As the mean sensing radius decreases, the number of sensors required to achieve a particular coverage level increases exponentially. This can be attributed to two factors. First, the coverage area scales with the square of the sensing radius. Second, as the number of sensors deployed increases, the likelihood that the sensing regions overlap also increases, and hence additional sensors contribute less on average to the total sensing area.
In contrast, the presence of the sensing area overlap does not pose the same detriment to detection capabilities. Figure 11 compares the detection performance of a single large sensor to two systems of smaller homogeneous sensors, one in which the sensing radius is r 0 ¼ 0.05, and one in which the sensing radius is r 1 ¼ 0.2. The sea base is assumed to have area 4 square units, e.g., U ¼ 1. The cumulative coverage of the random systems are adjusted so that they equal the total coverage of the single sensor. For example, P ðcÞ d ðRÞ, detection probability for a single sensor with sensing radius R, is compared to P . Note that the sensing areas of the M smaller sensors may overlap, and hence the total coverage provided by the M sensors may be smaller than that provided by the single large sensor. One can quickly glean that, despite the possibility for overlap, the detection performance improves as the number of sensors increases while the total sensing area is held constant.
Let M(f) denote the number of small sensors (with range sensitivity density f(r)) needed to achieve a detection probability of at least P d (R), where P d (R) denotes the detection probability for a single centered sensor with radius R and is given by (2) . That is, M(f) is the smallest value of M satisfying 1 À ½1 À P d M ! P d ðRÞ;
(10) Figure 10 . Number of small sensors required to achieve the same coverage as a single sensor (centered at the origin) with radius R ¼ 1. Mean sensing range for the small sensors varies as the horizontal axis. Results for fixed small sensor radius are shown with a plus, and the results for small sensing radius drawn from a beta-type distribution are shown with a circle.
where the left side of (10) is the probability of detection by at least one of M sensors with radii distributed according to f(r Table 3 compares the number of smaller sensors required to achieve the same coverage as a single sensor (centered at the origin) with R ¼ 0.75 to the number of smaller sensors required to obtain the same detection probability as the single large sensor -both as a function of the sensing radii of the smaller sensors. Clearly, the number of sensors required to provide equivalent detection is significantly less than that required to provide equivalent coverage, and the magnitude of the difference increases as the sensing radii of the smaller sensors decrease. For example, for r ¼ 0.10, detection requires approximately 12% (9 versus 74) of the sensors required for coverage. For r ¼ 0.01, the detection requires only 1.2% (87 versus 7423) of the sensors required for coverage. Put briefly, increasing the detection probability requires significantly fewer sensors than increasing the expected coverage. A quick look at (8) and (11) reveals that while coverage scales with the square of the sensing radius, detection probability is approximately linear in sensing radius. One can consider this in the framework of comparison to a single large sensor.
Discussions and Conclusion
We have developed a framework for analytically approximating the detection capabilities of a randomly-deployed heterogeneous sensor field. Using this framework, we have derived an approximation to probability of detection that is a function of only the number of sensors deployed and the mean sensing radius. Empirical results confirm that our approximation yields very good results, with, in general, a small margin of error. The approximation provides a valuable tool for time-constrained decision making, as one can instantly estimate the necessary network size to achieve a desired detection performance without the need for any simulation or in-depth analysis. Additionally, we have shown how, using results from integral geometry, the simple approximation to P d that we have derived for a square region of interest can be easily extended to any convex surveillance region. We have directly compared the coverage and detection capabilities of randomlydistributed heterogeneous sensors and have shown that, while the number of sensors required to achieve a given coverage level increases exponentially as the desired coverage level increases, the number of sensors required to achieve a desired detection probability increases much more slowly. These results are fundamental to the analysis of randomlydeployed sensor networks for surveillance applications, as they imply that, when detection of a moving target is the goal, coverage is not the metric that best indicates performance, and in fact, coverage greatly overestimates the network size required to achieve a particular probability of detection. The modest number of sensors required to achieve high detection probability in a heterogeneous sensor field, as well as the sensor field's ability to achieve higher detection probability than a single sensor for the same cumulative sensing area, holds strong promise for randomly-distributed sensor networks as a practical approach to Table 3 Comparison of the number, N f , of small random sensors required to achieve the same coverage probability as a single large sensor centered at the origin, and the number, M ðkÞ f , of small random sensors required so that the probability of detection (by at least k sensors) is at least as great as detection probability for a single large sensor centered at the origin. Surveillance region ¼ ½À1; 1 Â ½À1; 1
