Abstract Interactive methods are useful and realistic multiobjective optimization techniques and, thus, many such methods exist. However, they have two important drawbacks when using them in real applications. Firstly, the question of which method should be chosen is not trivial. Secondly, there are rather few practical implementations of the methods. We introduce a general formulation that can accommodate several interactive methods. This provides a comfortable implementation framework for a general interactive system. Besides, this implementation allows the decision maker to choose how to give preference information to the system, and enables changing it anytime during the solution process. This change-of-method option provides a very flexible framework for the decision maker.
1985) where the aim is to find the most preferred solution in the presence of several conflicting objectives. The task of multiobjective optimization methods is to support a decision maker (DM) in formulating one's preferences and identifying the best of many Pareto optimal solutions. Different multiobjective optimization methods use a variety of forms of preference information and versatile techniques in generating Pareto optimal solutions. Because the task is to support a DM, so-called interactive approaches have turned out to be very useful and applicable. For this reason, many interactive methods, based on different solution philosophies, have been developed.
In interactive multiobjective optimization methods, a solution pattern is formed and repeated several times and at each iteration the DM can direct the search towards such Pareto optimal solutions that are interesting. The DM gets to see some information about the feasible Pareto optimal solutions available (and maybe some other information describing the trade-offs in the problem) and can specify preference information in order to find more preferable solutions. The benefit of using an interactive method is that the DM has a chance to learn about the interrelationships between the objectives and what kind of solutions are feasible for the problem. This helps in having more realistic expectations about the solutions. On the other hand, the DM can concentrate on such solutions that seem interesting and, thus, it typically is sufficient to produce a relatively small amount of Pareto optimal solutions, which means low computational costs.
Because there are many interactive methods available, it is not always easy to select the method to be used. As pointed out by Kaliszewski (2004) , it would be good to create environments (with a common interface) where different methods were present and the DM could freely select the method (and the way of specifying preference information) as well as switch between methods. There have been some attempts of formulating this kind of an environment. For example, Gardiner and Steuer (1994a,b) suggested a unified algorithm which incorporates nine to thirteen different methods. However, the implementation of this unified algorithm is not a straightforward task. This conclusion is supported by Kaliszewski (2004) with the statement that even though the idea was appealing, it has remained too complex for DMs. Romero (2001) presented another attempt to prepare a general optimization structure where several variants of goal programming as well as some other methods can be covered. However, the usefulness and benefits of this approach have not been demonstrated or discussed from the implementation point of view. One more generalized formulation is given in Vassileva et al. (2005) incorporating thirteen different subproblems used in different methods but the formulation is rather complex. As far as implementations are concerned, PROMOIN (Caballero et al. 2002) is an example of an environment where several interactive methods are included but there is no general problem formulation and each method must be implemented separately. Furthermore, the synchronous NIMBUS method and its implementations WWW-NIMBUS ® (http://nimbus.it.jyu.fi/) and IND-NIMBUS ® (Miettinen 2006) contain scalarizing functions of different methods but the way to specify preferences is the same for all of them.
In this paper, we introduce a general formulation that covers eight interactive multiobjective optimization methods representing three (or actually four) different method types. Namely, the reference point (Wierzbicki 1980) , GUESS (Buchanan 1997) , NIMBUS Mäkelä 1995, 2006) , STEM (Benayoun et al. 1971) , STOM (Nakayama and Sawaragi 1984) , Chebyshev (Steuer and Choo 1983) , SPOT (Sakawa 1982) and PROJECT (Luque et al. 2008 ) methods are covered. The advantage of this formulation is its simple and compact structure which enables easy implementation. Furthermore, the framework presented allows the DM to conveniently change the style of expressing preference information, that is, changing the method used. However, the DM is not supposed to know different multiobjective optimization methods and their specificities but can concentrate on the actual problem to be solved and must only decide which kinds of preferences one could provide in order to direct the solution process to a desired direction so that the most preferred solution can be identified. Based on the preference type used, the general interactive solution scheme will choose the most appropriate method(s) for each case. The flexible possibility of changing the method means that the DM is not restricted to one way of specifying preferences. In different phases of the solution process the DM may wish to approach the problem in different ways and this is now possible. For example, at the early stages, in the so-called learning phase, the DM may wish to get a general overview of the solutions available and later on, once an interesting region of solutions has been identified, the DM may wish to fine-tune one's preferences in a smaller neighborhood. Our framework supports the DM in this and the DM has easy access to methods representing different solution philosophies.
It has often been wondered in the literature why relatively few real life applications of multiobjective optimization have been reported. One possible explanation is that computer implementations of the plethora of methods developed are not always easily accessible. Another explanation could be that they and their user interfaces are too complex for real DMs (as mentioned, e.g., in Kaliszewski 2004) . The benefit of our framework is that it is easy to implement. Thus, we can say that one of our motivations in this paper is to bridge the gap between methods developed and their real-world applicability.
In practice, our interactive solution scheme is used so that at each iteration of the solution process, the DM can decide the type of preferences one wishes to specify: a reference point (or a classification of objective functions), selecting from a set of Pareto optimal solutions or marginal rates of substitution (MRSs). Our formulation contains several methods in each method type and problems corresponding to the type selected are formed (by setting appropriate variable values in the general problem formulation) and solved and the DM can decide whether to consider one such solution or more solutions based on the same preference information. Then, the DM can fine-tune one's preferences and get new solutions or continue by changing the type of preference information specified.
Let us point out that if the DM so desires, after having specified preferences in some form and obtained solution(s), it is possible to deduce what preferences of some other type could have produced the same solution, see Luque et al. (2007) . This property can easily be included in our solution framework.
The rest of this paper is organized as follows. We discuss some concepts and notations in Sect. 2 and introduce our general problem framework, that is, GLIDE, the global formulation for interactive multiobjective optimization and the interactive solution scheme based on GLIDE in Sect. 3. Section 4 is devoted to an example demonstrating how our formulation can be applied and, finally, we conclude in Sect. 5.
Concepts and notations
We consider multiobjective optimization problems of the form
involving k (≥ 2) conflicting objective functions f i : S → R that we want to minimize simultaneously. The decision variables
T and the image of the feasible region is called the feasible objective region Z = f(S).
In multiobjective optimization, objective vectors are optimal if none of their components can be improved without deteriorating at least one of the others. More precisely, a decision vector x ∈ S is said to be efficient if there does not exist another
for at least one index j. On the other hand, a decision vector x ∈ S is said to be weakly efficient for problem (1) if there does not exist another x ∈ S such that f i (x) < f i (x ) for all i = 1, . . . , k and x is said to be properly efficient if unbounded trade-offs are not allowed. The corresponding objective vectors f(x ) are called (weakly/properly) nondominated objective vectors. Note that the set of properly nondominated solutions is a subset of nondominated solutions which is a subset of weakly nondominated solutions. In what follows, we denote the current nondominated solution by f h .
Let us assume that for problem (1) the set of nondominated objective vectors contains more than one vector. Because it is often useful to know the ranges of objective vectors in the nondominated set, we calculate the ideal objective vector z = (z 1 , . . . , z k ) T ∈ R k by minimizing each objective function individually in the feasible region, that is, z i = min x∈S f i (x) = min x∈E f i (x) for all i = 1, . . . , k, where E is the set of efficient solutions. This gives lower bounds for the objectives. The upper bounds, that is, the nadir objective vector
In practice, the nadir objective vector is usually difficult to obtain. Its components can be approximated using a pay-off table but in general this kind of an estimate is not necessarily too good (see, e.g., Miettinen 1999, Section 2.4, and references therein). As an alternative, we can ask from the DM the worst possible objective values one could consider and use them as components of the nadir objective vector. In this way, the solution process is not disturbed by the possibly weak approximation obtained from the pay-off table.
Furthermore, sometimes (as proposed in Steuer 1986, 473-474) a utopian objective vector z = (z 1 , . . . , z k ) T is defined as a vector strictly better than the ideal objective vector. Then we set z i = z i − ε (i = 1, . . . , k), where ε > 0 is a small real number. This vector can be considered instead of an ideal objective vector in order to avoid the case where ideal and nadir values are equal or very close to each other. In what follows, we assume that the set of nondominated objective vectors is bounded and that we have global estimates of the ranges of nondominated solutions available.
All nondominated solutions can be regarded as equally desirable in the mathematical sense and we need a DM to identify the most preferred one among them. A DM is a person who can express preference information related to the conflicting objectives. In this paper, it will be assumed that the solution process is carried out using some interactive method (the general features of this class of methods have been described in Sect. 1). Among other issues, these methods differ from each other in the kind of information asked from the DM at each iteration.
In this paper, we consider different styles of specifying preference information: reference levels (that is, levels that are regarded as desirable for the DM for each objective function; or classification, that is, a division of the objectives into classes depending on whether the DM wishes to improve, impair or maintain the current value), just choosing one solution among several ones, or MRSs, that is, the amount of decrement in the value of one objective function that compensates an infinitesimal increment in the value of another one, while the values of all the other objectives remain unaltered. In this paper we introduce a global formulation which can be transformed, by changing some parameters, into interactive methods belonging to all these three classes.
GLIDE: a global formulation for interactive multiobjective optimization
We want to define a global formulation for interactive multiobjective optimization techniques. For this purpose, we define a general scalarized formulation called the GLobal Interactive Decision Environment (GLIDE), which has been designed so that it can generate different interactive techniques by changing the values of its parameters. Although eight different methods obtained from GLIDE are reported in this paper, the global formulation can accommodate other interactive procedures as well. For the multiobjective optimization problem (1), the GLIDE problem is defined as follows
where x ∈ R n is a vector of decision variables, and α ∈ R is an auxiliary variable (not a parameter), introduced to make the problem differentiable. In addition, we have several parameters (α, ρ,
, s ε and ε h i ) which are to be set depending on the kind of information the DM is willing to provide, and consequently, on the corresponding interactive method used. That is, by changing the values of these parameters (as described in Tables 1, 2 , 3, 4, 5, 6, 7, 8, 9) , the GLIDE problem is transformed into the (intermediate) single objective problems employed by the eight different interactive methods covered by the general formulation. 
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Therefore, if the optimal solution obtained is denoted by x h+1 and the corresponding objective vector by f h+1 = f(x h+1 ), the (weak, proper) efficiency is guaranteed just as in the corresponding methods. Anyway, the following theorem collects general results about the efficiency of the optimal solutions of problem (2), depending on the values of some parameters.
Theorem 1 Let x h+1 be an optimal solution of problem (2). Then, the following statements hold:
is an efficient solution of problem (1). 
Weights 
. Therefore, we have for
which implies that x * is feasible for problem (2), and the corresponding value of the objective function is better than the objective value of x h+1 , which contradicts the fact that x h+1 is an optimal solution of (2). Thus, x h+1 must be efficient. (2) is equivalent to solving a minmax problem with a restricted feasible region. If x h+1 is not weakly efficient, then there exists a feasible solution x * ∈ S, such that
Therefore, for each i = 1, . . . , k, we have:
Thus, x * is feasible for problem (2), and the corresponding value of the objective function is strictly better than the objective value of x h+1 (as in case (i)). Because of this contradiction, x h+1 must be weakly efficient. Using the same reasoning it follows that if x h+1 is a unique optimal solution of (2), then it is efficient.
, the first block of constraints of problem (2) is actually a non-negativity condition on α. Therefore, at the optimal solution α must be zero, and thus, problem (2) is equivalent to solving
which is equivalent to a weighted sum problem with a restricted feasible region, whose additional constraints are the same as in the previous case. Therefore, any feasible solution with better or at least the same objective values as in x h+1 (with at least one strictly better value) would be feasible for (2), and it would have a better objective function value. Here we again have a contradiction and, thus, x h+1 must be efficient. Analogously, if for some j we have ω h j = 0, then x h+1 is weakly efficient.
It is important to point out that all the efficient (or properly efficient) solutions of problem (1) can be obtained using this global scalarized formulation with adequate values for the parameters. For example, if we set μ h i > 0 and
, we get the achievement scalarizing function defined by Wierzbicki (1980) . Besides giving a general problem formulation, we also want to design a flexible global interactive solution scheme which allows the DM to choose the kind of information one wants to provide at each iteration. This will make the decision process easier for the DM, who does not have to follow the same preference elicitation pattern during the whole solution process. Rather than that, the scheme is adapted to the way the DM Fig. 1 Flowchart of the global interactive solution scheme for multiobjective optimization prefers to provide preference information in, by changing the interactive method. To this end, based on the GLIDE formulation, we propose the global interactive solution scheme described in Fig. 1 . Given the current solution, the DM can choose what kind of information (s)he wants to provide: just choose a solution among several ones, reference levels or marginal rates of substitution. The discontinuous line leading to the MRS option means that this case cannot be applied to all kinds of problems, as will be specified later in Sect. 3.3. Then the DM is asked to provide the corresponding preference information, and the parameters for GLIDE are set accordingly. Namely, if the reference point option is chosen, the reference point based methods (REF) or the classification methods (CLASS) can be used, as will be described in Sect. 3.1; if the DM wants to choose a solution among several ones, the corresponding methods (SAMPLE) are used as will be described in Sect. 3.2; and if the MRS option is chosen, then some methods of this type can be used, as will be described in Sect. 3.3.
Once the parameters have been set, problem (2) must be solved. If several solutions are generated, the DM has to choose one of them. The next step is to ask whether the DM is satisfied with this solution. If so, the solution process finishes. Otherwise, the DM can decide whether it is desirable to obtain more solutions without having to provide extra information. If the answer is positive, problem (2) is solved again with internally updated parameters values. To this end, several methods of the selected type are used. Finally, if the DM wishes to provide new kind of information, a new iteration is carried out.
In the implementation of this global formulation, it can be useful to allow the DM to save interesting solutions found during the solution process in a database (see, e.g., Jaszkiewicz and Slowiński 1999; . In other words, the DM can save solutions that are potential candidates as a final solution although they do not seem quite satisfactory yet. In addition, given two already saved solutions, it may be interesting for the DM to generate intermediate solutions between them. This can be done by considering as reference points several points belonging to the segment which joins both the solutions, and adjusting the parameters as described in Sect. 3.1.
In what follows, we describe the different ways of specifying preference information that we consider and the corresponding interactive methods in more detail.
Reference levels
If the DM wishes to specify reference levels (also known as aspiration levels), given the current nondominated objective vector f h , the DM must provide such objective function values that should be reached. The point consisting of these reference levels is referred to as a reference pointq h = (q h 1 , . . . ,q h k ). Because the current solution is nondominated, it is not possible to improve all objective function values simultaneously. However, the DM can specify a reference point without taking this specifically into account. Then, once a new solution is generated with a reference point based method, the DM can see which objective values did actually impair in order to let the others improve. However, if the DM wants to control the search more by specifying which objective functions are allowed to impair, we can utilize this information by using a classification based method. Note that based on the reasoning above, if classification based methods can be used, then also reference point based methods can be used but not vice versa (Miettinen and Mäkelä 2002) .
REF: generate first solution
If the DM has specified reference levels such that a reference point based method is to be used, we use the reference point method (Wierzbicki 1980) to generate the first new nondominated solution to be shown to the DM. To this end, let us set the parameters for problem (2) as shown in Table 1 . 1 Parameter ρ is the so-called augmentation coefficient. 2 Using these parameters, problem (2) is equivalent to solving the following problem:
It must be pointed out that the weights μ h i in Table 1 have a pure normalizing role. It is also possible for the DM to use these coefficients in order to express preferences regarding the achievement of the reference levels. This possibility, which can accelerate in many cases the convergence of the method, is described in full detail in Luque et al. (2009) , and from the implementation point of view, it only involves assigning different values to the weights μ h i in Table 1 .
REF: generate more solutions
If the DM wants to generate more solutions with the same preference information (that is, the same reference levels), we can consider a perturbation of the reference point, as suggested by Wierzbicki (1980) , for each j ∈ {1, . . . , k} as follows
where f h,0 is the objective vector corresponding to the solution generated by (3). In this way, up to k new solutions can be generated by solving problem (2) with q h =q h + q h, j ( j = 1, . . . , k) and keeping the other parameters as in Table 1 . If the DM still wants to see one more solution, the GUESS method (Buchanan 1997 ) can be used by setting the parameters for problem (2) as shown in Table 2 .
In this case, problem (2) is equivalent to solving the problem minimize α subject to
Note that there is no augmentation term in the original method but in our formulation we can easily generate properly efficient solutions (instead of weakly efficient ones) by setting ρ > 0 and
CLASS: generate first solution
If the DM specifies a reference point such that a classification based method can be used, we use the NIMBUS method Mäkelä 1995, 2006) to generate the first solution. Let us define three classes of indices:
, and let us set the parameters for problem (2) as shown in Table 3 .
Given the parameter values of Table 3 , problem (2) can be expressed as
However, it may be necessary to clarify the reasoning behind the equivalence with problem (2) by showing an intermediate phase. Given that
then it follows that:
and, therefore, the optimal value for α is achieved at some constraint belonging to I ≤ h . Therefore, the constraints regarding I = h ∪ I ≥ h can be eliminated from problem (2), and thus, we have the equivalent problem (4).
Note that in the original NIMBUS method, there are two more classes: I < h and I h for functions to be improved as much as possible and functions that are allowed to change freely for a while, respectively. Anyway, if a reference levelq h i is set equal to the corresponding ideal objective value z i , then this index could be considered as belonging to I < h . In the same way, if any reference levelq h j is set equal to the corresponding nadir objective value z nad i , then this index could be considered as belonging to I h . For further details, see Miettinen (1999, Section 5.12) , and Miettinen and Mäkelä (1995 , 2000 , 2006 .
CLASS: generate more solutions
The GLIDE formulation can accommodate two other classification based methods: STEM and STOM. In order to obtain the STEP method (STEM) (Benayoun et al. 1971) , let us define classes I ≤ h , I = h , and I ≥ h as in the NIMBUS method, and let us set the parameters for problem (2) as shown in Table 4 .
Using a similar reasoning as in the previous method, problem (2) takes the following equivalent form:
which corresponds to STEM modified for nonlinear problems (Eschenauer et al. 1990) . (Note that the original method was for linear problems only.)
Finally, the satisficing trade-off method (STOM) by Nakayama and Sawaragi (1984) can also be obtained from the GLIDE formulation by setting q h i = z i and . . . , k) . All the other parameter values are the same as in the GUESS method in Table 2 . (Under certain assumptions, the original STOM offers a possibility to calculate reference levels for objectives in I ≥ h using sensitivity analysis, see Nakayama and Sawaragi (1984) . However, we do not utilize it here because in our formulation we assume that the DM specifies all reference levels.)
Let us point out that if the DM wants to see more nondominated solutions after the solutions of NIMBUS, STEM and STOM have been generated, we can use the reference point based methods described earlier.
SAMPLE: several solutions

SAMPLE: generate first solution
If the DM wants only to compare a set of nondominated solutions, we use the Chebyshev method by Steuer and Choo (1983) (also known as the interactive weighted Tchebycheff method). To this end, the DM is asked to decide the number of solutions, NS, to be shown. Then, a sample of weight vectors (with all coordinates ranging between 0 and 1) will be randomly generated. For each vector of weights μ μ μ h , let us set the parameters for problem (2) as shown in Table 5 .
This problem is equivalent to solving:
and a corresponding objective vector is obtained. (Actually, more than NS solutions can be generated and then filtered in order to obtain the NS most different objective vectors to be shown to the DM; see Steuer and Choo (1983) for further details about the random generation of weights and the filtering process).
If the DM wants to generate more concentrated solutions (for example solutions focused on an area around a given previously saved solution), the Chebyshev method offers the possibility to reduce the weights space using a reduction factor. Again, see Steuer and Choo (1983) for further details on this option. Finally, if the DM wants to generate another set of solutions, a new random generation process can be carried out using the same method (and therefore, the same parameters but new random weights). 3
MRS: marginal rates of substitution
If the DM desires to specify marginal rates of substitution, then, given the current objective vector f h , the DM must choose a reference objective function f r , and then provide MRSs m h ri comparing each objective function to f r (i = 1, . . . , k, i = r ). This information can be approximated in the following way. Starting from f h , the DM is required to provide the amount f h i to be improved on the value of objective function f i that can exactly offset the given amount f h r to be worsened of the reference objective f r . Then, these amounts allow us to approximate the MRSs as
As previously mentioned, MRS methods cannot be applied to any kind of problem. In what follows, we will state the conditions under which the different methods are assured to work properly. It is strongly recommended not to use this kind of methods unless one can somehow be sure that the corresponding conditions are fulfilled. To begin with, optimal Karush-Kuhn-Tucker (KKT) multipliers have to be calculated at the current solution. To this end, some regularity condition (constraint qualification) has to be satisfied at every iteration.
The optimal KKT multipliers can be calculated in two different ways. In option 1, it is also necessary that second order optimality conditions (Chankong and Haimes 1983, Chapter 4) are satisfied at the current solution. If this holds, the following problem is solved:
which is obtained from problem (2) by setting the parameters as shown in Table 6 .
Let us denote by λ h ri the optimal KKT multipliers corresponding to the constraints set on objective functions (i.e., f i (x) ≤ f h i , i = r ). Furthermore, we set λ h rr := 1. Option 2 to obtain the optimal KKT multipliers, which does not assume second order optimality conditions (Yang 1999) , is by solving the following minmax problem minimize α subject to 1
which can also be obtained from problem (2) by considering the parameter values given in Table 7 . Again, we denote by λ h ri the optimal KKT multipliers corresponding to the constraints (1/(
MRS: generate first solution
The first solution based on MRSs is an adaptation of the SPOT method (Sakawa 1982) . This adaptation does not make use of the proxy function (whose estimation goes beyond the reach of the GLIDE formulation). This method is applicable if the objective functions are twice continuously differentiable and convex, and the feasible set is convex. Besides, the existence of a continuously differentiable implicit value function of the DM, which is strictly decreasing and concave, is also assumed. Let us set the parameters for problem (2) as shown in Table 8 . Then, problem (2) is equivalent to solving the following problem:
Several values for s ε are set and, in this way, different solutions are obtained by solving problem (7). The DM is then asked to choose one of them. The variation interval for s ε must be chosen in such a way that problem (7) is assured to have feasible solutions. To this end, it is necessary to calculate an upper bound for s ε , denoted bys ε . Lets ε be the smallest value of s ε such that some coordinate of ε h i + s ε · ε h i reaches its corresponding ideal value. If problem (7), for s ε =s ε , has feasible solutions, then s ε is an appropriate upper bound. If not, we reduces ε , multiplying it by a number between 0 and 1 (usually, this number is chosen between 0.5 and 1), and we check the feasibility again. The process continues until a valid value fors ε is found. Then, several values between 0 ands ε are selected and the corresponding problem (7) is solved.
MRS: generate more solutions
Finally, the algorithm used to generate alternative solutions under the MRS option is a modification of the GRIST method (Yang 1999) , called PROJECT (Luque et al. 2008) . In this method, the objective functions are assumed to be continuously differentiable, and the efficient set is assumed to be connected. Given the current objective vector and the MRSs between the objective functions, an approximation of the normalized value function gradient is calculated and a normal vector to the current objective vector is given by the optimal KKT multipliers mentioned above. The projection of this vector onto the tangent plane of the efficient set can provide an ascending direction in the DM's value function that better approximates the feasible region. Starting from f h and in the direction of this projection vector, several points are generated and shown the DM. To generate these points, we calculate the last point whose coordinates are equal to or smaller than the corresponding ideal objective values (i.e., the first point with at least one coordinate being equal to the corresponding ideal objective value). Then we calculate several points between this point and the current objective vector and show them to the DM who is supposed to choose one. Let us denote it byq h . This point chosen by the DM, which is infeasible in the majority of cases, is used to generate a solution which obeys the MRSs by solving the following problem:
which can be obtained from the GLIDE formulation by setting the parameters as shown in Table 9 . For further details about the determination of the normal vector and other features of the algorithm, see Yang (1999) , Yang and Li (2002) .
Example
Let us illustrate with an example how our interactive solution scheme with GLIDE can be utilized. The problem considered has been described in Narula and Weistroffer (1989) and also considered in Miettinen and Mäkelä (1997) and briefly described in . We have a pollution problem of a river involving four objective functions and two variables in the form maximize f 1 (x) = 4.07 + 2. In this problem, a fishery and a city of medium size are polluting water in the river and, thus, there is both industrial and municipal waste in the river. The city is situated downstream from the fishery. There exist two treatment plants, one in the fishery and another in the city. The waste is described in pounds of biochemical oxygen demanding material (BOD) and the two decision variables represent the proportional amounts of BOD removed from water in the treatment plants.
Here the first two objective functions describe the quality of water after the fishery and after the city, respectively. Cleaning the water in the fishery decreases the return on investments and, thus the third objective function measures the percent return on investment at the fishery. Finally, cleaning the water in the city means addition to the tax rate in the city and this is represented in the last objective function. Therefore, the first three objective functions are to be maximized, while the last one is to be minimized. The ideal and nadir values of the four objective functions are displayed in Table 10 . It can be observed that f 2 (quality of the water after the city) has the smallest variation range. Iteration 1. When we start solving the problem, let us assume that the DM wishes to get an overall picture of the problem with four different nondominated solutions. Therefore, the option 'just choose one among several solutions' is used, and the following nondominated solutions are obtained by solving the GLIDE problem (2) with the parameters given in Table 5 (with four sets of random weights):
(5.56, 2.87, 7.13, 0.00), (6.00, 2.88, 6.27, 0.00), (5.80, 3.02, 6.82, 0.95), (6.21, 3.15, 4 .75, 2.00).
Among these solutions, the DM chooses the last one: (6.21, 3.15, 4.75, 2.00). In relative terms, here the value of f 1 (water quality after the fishery) is the closest one to its ideal value. Iteration 2. Next, the DM wishes to give MRSs, 4 taking f 1 as the reference objective. If this objective is relaxed by 0.1 units, the DM says that this is compensated by an improvement of 0.3 units in f 2 , or an improvement of 0.1 units in f 3 , or an improvement of 0.05 units in f 4 . This implies that we can roughly speaking say that the DM regards f 2 as (locally) less important than objective 1, objective 3 as (locally) equally important than objective 1, and f 4 as (locally) more important than objective one. Therefore, problem (2) is solved using the parameters shown in Table 8 As it can be seen, the environmental objectives f 1 and f 2 have experimented a light decrease, while the economical ones ( f 3 and f 4 ) have been improved. Iteration 3. Let us now assume that the DM wishes to set very optimistic reference levels for every objective, as follows:
Therefore, the reference point option is selected, and the parameters for problem (2) are set as shown in Table 1 . As a consequence, the following solution is obtained : (6.16, 3.14, 5.29, 1.97) .
In this iteration, the quality of the water after the fishery ( f 1 ) has slightly decreased and the addition to the tax rate ( f 4 ) has increased significantly. On the other hand, both the quality of the water after the city ( f 2 ) and the return on investments ( f 3 ) have increased. Iteration 4. Now the DM wishes to improve the economical objectives at the price of relaxing a little bit in the environmental ones. Therefore, the DM sets the following reference levels: In this case, the classification based option is chosen and problem (2) is solved using the parameters shown in Table 3 . The solution obtained is the following one: (6.00, 3.05, 6.28, 1.10).
As it can be seen, the quality of the water after the fishery is at its reference level and the quality of water after the city is slightly better than the reference level. On the other hand, the economical objectives have been improved beyond their reference levels. Let us assume that the DM decides to stop with this solution, which implies to remove the 85.02% of the BOD at the treatment plant of the fishery, and the 79.01% of the BOD at the treatment plant of the city. A graphical representation of the four iterations (with the solutions selected) can be seen in Fig. 2 , where the bigger the horizontal bars are, the better the value of the corresponding objective is.
Finally, it must be pointed out that the purpose of this example is to illustrate the performance and flexibility of the global interactive solution scheme, and that is why four iterations have been carried out, all of them with different preference elicitation styles. Obviously, the DM does not have to change the type of preference information so often, but it is possible to ask for several solutions based on the information already specified and continue the solution process as long as desired.
Conclusions
In this paper, a global formulation which can accommodate several interactive multiobjective optimization methods has been introduced. The compact structure of this formulation takes the form of a general optimization problem with a set of parameters that have to be changed in order to obtain the different interactive methods supported. To be more specific, in this paper we show how the Reference Point, GUESS, NIM-BUS, STEM, STOM, Chebyshev, SPOT and PROJECT methods can be derived from this general formulation (besides, other interactive methods like Klamroth and Miettinen 2008 could also be considered by choosing the corresponding parameters).
It is clear that one of the main features that an interactive decision aid tool must have in order to successfully tackle real problems is flexibility. This flexibility is understood as the ability of the system to adapt the solution process to the DM's wishes allowing one to choose the most appropriate way of providing information any time during the process. To this end, it is necessary to implement different interactive techniques which utilize different kinds of preference information. On the other hand, one of the weak points of the interactive multiobjective optimization field is the very limited number of practical and easy-to-use implementation.
We would like to emphasize the compactness of the formulation proposed, which makes it different from the other general counterparts previously published. The GLIDE formulation has been designed with two main aims. First, providing a comfortable decision aid environment for the DM, and second, aiding potential programmers to implement the interactive system.
From the point of view of the user, a general algorithm has been built where the DM only has to decide what type of preference information (reference levels, choosing a solution among some efficient solutions or MRSs) to provide at each iteration. The algorithm chooses the corresponding method and produces the solution(s). Given that more than one interactive method of each class is supported by the global formulation, it is also possible to generate several different solutions with the same information if the DM so wishes.
From the point of view of the programmer, the global formulation is complemented with tables with the values of the parameters of GLIDE for each of the methods considered. This provides a simple implementation framework that makes it easier to create an interactive system based on the GLIDE formulation.
Finally, a simple hypothetical illustrative example has been used to show the performance of the global formulation and of the interactive solution scheme proposed. Although a preliminary implementation has been developed in order to test the algorithm and to solve the example, our future research trends include a more versatile implementation of an interactive system based on GLIDE with a flexible and graphical user interface, and its application to real life problems.
