Given the orthonormal basis of Hecke eigenforms in S 2k (Γ(1)), Luo established an associated probability measure dµ k on the modular surface Γ(1) \ H that tends weakly to the invariant measure on Γ(1) \ H. We generalize his result to the arithmetic suface 
which was investigated by Luo [3] for the case N = 1. In [3] , it is proposed that as an analogue of the unique quantum ergodicity conjecture for holomorphic cusp forms, the eigenforms f j,k may fulfil the equidistribution law Remark (1) The O-term in the case N = 1 is slightly sharper than Luo's result.
(2) Our approach is started with Petersson's trace formula, while Luo [3] utilized the holomorphic kernel.
2. PRELIMINARIES.
The volume of D, with respect to the measure
We pick an open neighborhood U a ⊂ D and a scaling matrix
(note σ a ∞ = a) so that σ −1 a U a is a neighborhood at the cusp ∞, and lies in some vertical strip {z = x + iy : x 1, y > δ a } where δ a > 0. Certainly, we can choose in such a way
Then, δ ∞ > 0, and hence, δ := min{δ a : a ∈ S} > 0 which may depend on N but is independent of k.
where the slash operator is defined by Let B be an orthonormal basis in S 2k (Γ 0 (N )) with respect to the inner product (1.1). From [1, Theorem 3.6 ] with suitable adjustment, we get for any m, n ≥ 1,
where for a = ∞, S aa (m, n, c) = S(m, n, c) = ad≡1 (c) e((ma + nd)/c) is the usual Kloostermann sum, and for a = 1/v,
with vw = N and vv
Finally, we want to evaluate J 2k . To this end, we use the results in [2] , together
with a simple refinement of [2, (2.72)] (on the weight aspect).
Lemma 2.1 Let N be a fixed squarefree integer and k be any sufficiently large integer.
Denote the set of all newforms in S 2k (Γ 0 (N )) by H k (N ). For any > 0,
where φ(·) is the Euler phi function, and the O-constant depends on N only.
Proof. From [2, (2.59), (2.62), (2.63) and (2.69)] with n = 1, we see that (as
Thus,
To evaluate the sum over m, we use the formula
Then the sum over m is
Splitting the integral into two parts over [0,
respectively, the contribution from the second part is, by the first derivative test (with
after substituting u = sin θ and using m≤x e(2mu) min(x, | sin(2πu)| −1 ). Inserting the above estimates into (2.7) and then (2.5), we get from (2.4) with the choice X = k
The asymptotic formula of J 2k follows from Lemma 2.1 and [2, (2.14)]; we have
, J 2k can be written as
3. SOME LEMMATA.
Our first lemma is a particular case of Lipschitz's formula in [5, §37 (in Chapter
Lemma 3.1 For e z > 0, e s > 1, we have
Proof. For any 0 < < 1/2 and y > , we put W = {λ ∈ C : − /2 < e λ < 1 + /2, |Im λ| < /4}. Applying the series representation
by Lemma 3.1. If we impose a further restriction |λ| < /4, then the above multiple series is absolutely convergent and rearrangement is allowed. Using
we obtain for |λ| < /4 that the last line of (3.1) equals
Since this multiple series is absolutely convergent for λ ∈ W , we can extend the range of λ to the whole W by analytic continuation. The lemma follows by taking λ = 1
and replacing m by n + r, together with a simple computation.
Lemma 3.3
For all sufficiently large k, we have
Proof. After the change of variable y = √ u, the integral in (i) is equal to
Similarly, we can get
Write f (x) = 4x/((x+3/4) 2 +x), then it is straightforward to see that f is increasing on (0, 3/4) and decreasing on (3/4, ∞). The maximum value is f (3/4) = 1. As
we see that
We cut the range of the integral into three pieces at κ ± = 3/4 ± 3 (log k)/k, hence
The last integral is computed by putting y 2 = 3/4 + u, and then w = u 2 /(3 + 4u),
4. PROOF OF THEOREM 1.
From (1.2),
Let us recall that A a = A ∩ U a , a ∈ S. Hence σ −1 a A a ⊂ {z = x + iy : |x| ≤ C, y ≥ δ} for some constant C > 0 (independent of a). (The value of δ is chosen as in Section 2.) Then, from (2.1)-(2.3), we deduce that for each a ∈ S,
and S 1 , S 2 are defined as below:
where
and A = {z + v/w : z ∈ σ −1 a A a } for a = 1/v, and A = A ∞ for a = ∞.
Let B > 0 be chosen such that | e z| ≤ B for any z ∈ A. Denote A + (H) = A∩{z ∈ C : Imz ≥ H} and A − (H) = A ∩ {z ∈ C : Im z ≤ H}. We split the integral in S 2 into two parts A = A + (2) + A − (2) and write, accordingly,
and (4.5), we have from (4.4) and (4.6) that
by Lemma 3.1. Since n∈Z |y + ni| −2k = y −2k + 2 n≥1 (y 2 + n 2 ) −k y 1−2k , we see
Now we bound S − 2 , which is, by (4.4) and (4.6),
Repeating the argument in handling S 
To estimate (4.9), we shall consider the cases: |r| ≥ 5, |r| = 4, 3 and |r| ≤ 2. Denote
We have
As |x| ≤ B, we have for |n| ≥ |r| + 2B + 2,
and hence U n,r (y) y 2 n −4 n −4 (as δ ≤ y ≤ 2). While for |n| < |r| + 2B + 2, we use the fact |r − (a + d)/c| is either 0 or ≥ c −1 . The former case yields U n,r (y) y 2 /(y 2 + c −2 ) 2 from (4.8) and the latter one gives U n,r (y) y 2 /(y 2 c −2 ). Thus, U n,r (y) c 2 in both cases. It follows immediately that for all r, n∈Z U n,r (y) c 2 (1 + |r|). U n,r (y) = y
Thus, U n,r (y) ≤ (y 2 + 4) −1 for |r| = 4, U n,r (y) ≤ y 2 /((y 2 + 3/4) 2 + y 2 ) for r = 3 and U n,r (y) ≤ 1/25 for r = −3. Therefore, after using (4.12), Then,
to handle the sum over n, it follows that
Hence, l≥3 T (l) (2/3) 2k .
(ii) |rc − (a + d)| = 2. We have c −2 − (r − (a + d)/c) 2 /4 = 0; so from (4.8),
with Lemma 3.3.
(iii) |rc − (a + d)| = 1. We have U n,r (y) ≤ c 4 y 2 /(((cy) 2 + 3/4) 2 + (cy) 2 ).
, and thus,
With (4.11), (4.13), (4.17), S
k −1/2 , and S 2 k −1/2 by (4.6), (4.7).
To complete the proof of Theorem 1, it remains to evaluate S 1 in (4.2). Write
then we split the integral into
, and denote the corresponding sums by S ∞ n=1 e −n 2 t 2 dt 1. Our desired result follows with (4.1).
