Let J = {1, 0} be the set of foreground/background labels.
Define the familyΓ D of admissible coloured polygonal configurations in D by taking all planar graphs γ in D ∪ ∂D with line segments as edges so that:
• all interior vertices of γ have degree 2;
• all boundary vertices have degree 1;
• the edges of γ do not intersect;
• no two edges of γ are co-linear.
For each γ, there are exactly two colouringsγ such that no adjacent regions have identical colour.
◭ ◮

Poisson line process
Let Λ D be the restriction to D of the Poisson line process Λ:
• generate a Poisson process {ρ i } i on R + with rate 2π;
• draw independent lines {l i } i tangent to each disc B(0, ρ i ) at a uniformly chosen points on its boundary.
The intersection of Λ with a fixed line l α,p := {x :< x, u α >= p} is a Poisson process on l α,p with intensity 2; the intersection angles
Polygonal Markov field
The Arak processÂ D on D is defined by
where l(γ) is the total edge length of γ, and, for any family
• l i ∩ γ consists of exactly one non-zero length interval, possibly with some isolated points added (intersections with other edges of the polygonal field).
• Exactly solvable: explicit formula for the normalising constant;
• Consistent:Â D coincides in distribution with the restriction ofÂ
is possible;
• Markov: For a smooth closed curve θ ⊂ R
2
, the conditional distribution in the interior of θ depends on the configuration outside θ only through the intersection points and intersection directions of θ with the edges of the polygonal field and through the colouring of the field along θ;
• Linear sections: for any line l,Â D ∩ l is a rate 2 Poisson process coloured uniformly under the condition that no two adjacent segments share the same colour.
Arak and Surgailis (1989)
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Dynamic representation
Idea: Interpret D as 2D time-space, so that a polygonal Markov field is the coloured trajectory of a 1D particle system through time.
Births:
• interior birth sites form a Poisson process of rate π;
• two particles are emitted moving with velocities v
thus, the angle α ∈ [0, π) between the trajectories is distributed according to sin(α)/2,
• boundary birth sites form a Poisson process with intensity measure κ(B) = E#{l ∈ Λ, in(l, D) ∈ B}, B ⊆ ∂D; the angle of a line entering at x is distributed as a Poisson line l conditioned on the event {x = in(l, D)}.
Colours are chosen so as not to cause clashes.
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◭ ◮
Dynamic representation (ctd)
Evolution rules:
• upon touching ∂D, a particle dies;
• when two particles collide, both die;
• a particle changes velocity according to a pure-jump Markov process with
Proposition ( 
Gibbsian modification for segmentation
Data image: y = (y s ) s∈S , y s ∈ L, where S ⊂ D is the set of pixels, L the set of pixel labels.
Model: Gibbsian modification ofÂ D with energy
where • H(γ) is a prior or regularisation energy that constrains the geometry so as to favour large polygons with smooth boundaries;
• H( y;γ) describes the goodness-of-fit betweenγ and y.
Example:
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◭ ◮
Monte Carlo sampling
• with intensity [πdx + κ(dx)] ds setδ :=γ s ⊕ x, and acceptδ with probability min
• for each birth site x inγ s , setδ :=γ s ⊖ x with intensity ds, and accept with probability min
• with intensity τ > 0, recolour the polygonal regions of γ s (probability 1/2 each) to getδ, and accept with probability
i" .
Proposition:
The above dynamics converge in total variation to the Gibbsian modification ofÂ D with energy H as s → ∞.
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Disagreement loop
Add a new birth site x 0 ∈ D. Then
• the new site yields two new particles, hence new segments;
• the new particles kill some of the existing ones, hence segments disappear;
• killing particles lets others survive;
• and so on. 
Results
Procedure implemented in C++ taking
• α = 0 , i.e. Arak penalty on total length;
• cooling schedule β n := 20.0 + 0.009 * n;
Misclassification rates 3 percent.
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◭ ◮
Conclusions so far
We showed that Arak-Clifford-Surgailis polygonal Markov fields can be used for image interpretation and
• capture the topology of large-or medium-sized image components;
• are robust with respect to noise;
• loose fine details;
• can easily be adapted for more than two labels.
Our next topic is to present discrete counterparts that allow faster algorithms and include explicit gradient information.
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◭ ◮
Ingredient I: Line field
A regular linear tessellation is a countable family T of straight lines in R 2 such that
• no three lines of T intersect at one point;
• T is locally finite.
Examples:
• realisations of the Poisson line process;
• planar lattice.
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◭ ◮
Polygonal configurations
T induces a partition of D into a finite collection of (partial) polygons. We assume that
• ∂D contains no nodes of T ;
• for all l ∈ T , l ∈ T ∩ ∂D consists of two points.
Define the familyΓ D (T ) of admissible coloured polygonal configurations in D by taking all planar graphs γ in D ∪ ∂D so that:
• all edges of γ lie on the lines of T (are maximal unions of connected co-linear segments);
• the edges of γ do not intersect.
◭ ◮
Discrete polygonal field
Given activity parameters π l ∈ (0, 1) quantifying the utility of the line, set
where l[e] ∈ T is the line containing the open edge e, and
where nodes n(l 1 , l 2 ) either lie on the edges of γ or coincide with one of its vertices, and l ≁ e means that l intersects e but is not co-linear with it.
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• Markov: For a smooth closed curve θ ⊂ R 2 containing no nodes of T , the conditional distribution in the interior of θ depends on the configuration outside θ only through the intersection points and intersection directions of θ with the edges of the polygonal field and through the colouring of the field along θ;
• Linear sections: For any line l containing no nodes of T , the intersection points and intersection directions of l with the edges ofÂ D coincide in distribution with the intersection points and directions of l with the line field Λ T defined to be the random sub-collection of T where each straight line l * ∈ T is independently chosen to belong to Λ T with probability 
Dynamic representation
Assume that no line of T is parallel to the spatial axis.
Births: Independently place a birth site
• at each node n(l 1 , l 2 ) of the tessellation T falling into D, with probability π l 1 π l 2 (interior birth site);
• two particles are emitted moving with initial velocities such that the initial segments of their trajectories lie on l 1 and l 2 going out from the birth site, unless a previously born particle hits the site;
• at each entry point in(l, D) of lines l ∈ T into D, with probability
(boundary birth site); the initial particle trajectory follows l.
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◭ ◮
Dynamic representation (ctd)
• when a particle moving along l 1 ∈ T reaches a node n(l 1 , l 2 ), it changes its velocity so as to move along l 2 with probability π l 2 , and keeps moving along l 1 otherwise.
Proposition
If we pick one of the two possible colourings at random with probability 1/2, the distribution coincides with that ofÂ D .
Image • π l ≡ 0.3;
• cooling schedule β n := 0.05 * n;
• regular lattice.
The fixed lattice restricts the precision (misclassification rates 4 percent), yet yields results much faster than the continuous approach.
