This paper introduces an updated version of the well-known Virtual KITTI dataset which consists of 5 sequence clones from the KITTI tracking benchmark. In addition, the dataset provides different variants of these sequences such as modified weather conditions (e.g. fog, rain) or modified camera configurations (e.g. rotated by 15 • ). For each sequence we provide multiple sets of images containing RGB, depth, class segmentation, instance segmentation, flow, and scene flow data. Camera parameters and poses as well as vehicle locations are available as well. In order to showcase some of the dataset's capabilities, we ran multiple relevant experiments using state-ofthe-art algorithms from the field of autonomous driving. The dataset is available for download at https://europe.naverlabs.com/Research/Computer-Vision/Proxy-Virtual-Worlds.
Introduction
Acquiring a large amount of varied and fully annotated data is critical to properly train and test machine learning models for many tasks. In the past few years, multiple works have demonstrated that while synthetic datasets cannot completely replace real-world data, they are a cost-effective alternative and supplement, and can exhibit good transferability [1, 2] . For this reason, synthetic datasets can be used to evaluate preliminary prototypes [1, 3] and, sometimes in combination with real-world datasets, to improve performance [2, 4, 3] .
The Virtual KITTI dataset [1] was one of the first to explore this approach to training and evaluating models related to driving applications. By carefully recreating real-world videos from the popular KITTI tracking benchmark [5] in a game engine, [1] showed that it was possible to generate synthetic data that are comparable to, and can for some applications substitute, real data.
In this paper, we introduce the new Virtual KITTI 2 dataset. Virtual KITTI 2 is a more photo-realistic and better-featured version of the original virtual KITTI dataset. It exploits recent improvements in lighting and post-processing of the Unity game engine 1 to bridge the gap between Virtual KITTI and KITTI images (see Figure 1 for examples). To showcase the capabilities of Virtual KITTI 2, we re-ran the original experiments of [1] and added new ones on stereo matching, monocular depth estimation and camera pose estimation as well as semantic segmentation.
Changelog
The original Virtual KITTI dataset was built using the Unity game engine. It used version 5.3 at time of release then 5.5 for updated versions. It mostly used standard shaders to render objects and no post-processing of any kind was applied to the rendered images. In Virtual KITTI 2, the scenes were upgraded to Unity 2018.4 LTS and all the materials to HDRP/Lit in order to leverage the visual improvements of the High Definition Render Pipeline. The geometry and trajectories were not altered in any way. To increase the application and research field, we added a stereo camera.
To generate the modalities of Virtual KITTI 2, we reused the code we wrote to generate the Virtual Gallery Dataset [6] which includes handling of multiple cameras and post-processing of RGB images (supports custom anti-aliasing and the game engine's post processing package). We extended it by adding Virtual KITTI's optical flow implementation.
In all, Virtual KITTI 2 contains the same 5 sequence clones as Virtual KITTI but now provides images from a stereo camera (new). Camera 0 is identical to the Virtual KITTI camera, and camera 1 is 0.532725m to its right. Each camera renders RGB, class segmentation, instance segmentation, depth, forward and backward optical flow (new), and forward and backward scene flow images (new). For each sequence, cameras parameters, vehicle color, pose and bounding boxes are provided.
Related datasets
In recent years multiple large-scale datasets have been released that focus on furthering appearance and geometry understanding in road scenes. The widely-used Cityscapes [7] dataset contains more than 25k images along with ground-truth semantic segmentation annotations and has been widely used to train and test segmentation models. The SYNTHIA dataset [4, 8, 9] is a synthetic dataset that, similar to Virtual KITTI, was generated using a video game engine. SYNTHIA annotations are focused on semantic segmentation [4] and have been successfully used, in combination with real-world data, to improve segmentation model performance. DrivingStereo [3] is a large-scale real-world dataset designed for the stereo matching problem. Playing for Benchmarks [10] is another synthetically generated dataset which provides a rich selection of data modalities. Virtual Gallery 2 [6] is a synthetic dataset generated to target specific challenges of visual localization such as illumination changes or occlusions. An interesting collection of datasets can be found here 3 . In a complementary line of work, a method was proposed for validating that a selected dataset is relevant for a given task and contains sufficient variability [11, 12] .
Virtual KITTI is unique in that it can be applied to the union of problems addressable by each of the datasets cited above. More importantly, Virtual KITTI is a reproduction of camera sequences captured in real environments which additionally enables research on domain adaptation, both from sim2real and between different camera angles, filming conditions, and environments [13] .
Experiments

Multi-Object Tracking
In a first set of experiments, we attempted to reproduce the conclusion in [1] , which is that in the context of multi-object tracking performance the gap between real and virtual data is small.
In [1] , transferability was tested by comparing multi-object tracking metrics between real and virtual worlds. In particular, a pre-trained Fast-RCNN [14] model was used as a detector and combined with edge boxes proposals [15] . Two trackers were then evaluated, the dynamic programming min-cost flow (DP-MCF) algorithm of Pirsiavash et al. [16] and the Markov Decision Process (MDP) method of Xiang et al. [17] . They used Bayesian hyperparameter optimization [18] to find fixed tracker hyperparameters for each pair of real and clone videos with the sum of the multi-object tracking accuracies [19] as the objective function.
In this paper, real KITTI videos are compared to Virtual KITTI 1.3.1 and Virtual KITTI 2. Faster-RCNN [20] (PyTorch implementation [21] ) replaces Fast-RCNN/Edge Boxes proposals. ResNet-50 FPN [22] [23] was used as the backbone. Similar to the original experiment, the network was first trained on imagenet, then fine-tuned on pascal voc 2007 [24] and finally on the KITTI object detection benchmark [5] .
The results are reported in table 1. In this experiment, we show that for every pair there exists a set of DP-MCF parameters for which the MOTA metrics are high and similar between real and virtual data. The conclusions of the original paper therefore still apply. Table 1 : DP-MCF MOT results on original real-world KITTI train videos and virtual world video "clones" (prefixed by a "v"). real vs 1.31 (left) and real vs 2.0 (right). AVG (resp. v-AVG) is the average over real (resp. virtual) sequences. We report the CLEAR MOT metrics [19] -including MOT Accuracy (MOTA), MOT Precision (MOTP), ID Switches (I), and Fragmentation (F) -complemented by the Mostly Tracked (MT) and Mostly Lost (ML) ratios, precision (P) and recall (R). For completeness, we also include the results of the variation experiment in table 2. It is noteworthy that the lighting condition changes in Virtual KITTI 2 have a smaller impact on the results. The significantly different implementations of the condition changes make them difficult to compare. 
In the next experiment, we evaluated the training performance of the three datasets. We finetuned the pre-trained imagenet model on the 5 cloned KITTI sequences then tuned the detector on 5 short videos (0,3,10,12,14) and finally evaluated the performance on a test set of 7 long diverse videos (4, 5, 7, 8, 9, 11, 15) . All three models converged very rapidly (with very few epochs), as shown in Figure 2 . Detailed metrics are reported in table 3. In this experiment, the improved RGB seems to have a larger effect closing the gap by 50%. 
GANet
Since Virtual KITTI 2 also provides stereo image pairs (contrary to the original version), we conducted experiments with a dense deep learning-based stereo matching method, namely GANet [25] . One of the main advantages of Virtual KITTI 1 & 2 is the ability to test algorithms under different conditions. In detail, we can test algorithms with a configuration as close as possible to the real KITTI dataset (clone) as well as with artificial rain, fog or even with slight changes of camera configurations (e.g. rotated 15 degree left). In order to show these new capabilities, we ran GANet [25] on Virtual KITTI 2 as well as on the real KITTI sequences (KITTI tracking benchmark [5] ) using the provided pre-trained models. Figure 3 shows one example disparity map (inverse depth) generated using GANet and Virtual KITTI 2. The ground-truth (the reference data provided with our dataset) can be found in the middle and the synthetic camera image can be found at the top. Tables 4 and 5 show qualitative results of GANet on the real KITTI sequence (real) and Virtual KITTI 2 (all others). There are two main findings: (i) Our clone of the real sequence performs similarly to the real sequence. (ii) Only fog and rain significantly decrease the stereo matching results using this algorithm. Since the original Virtual KITTI does not provide stereo images, we could not run GANet for comparison.
SfmLearner
In this experiment, we ran a deep learning-based monocular depth and camera pose estimation algorithm on Virtual KITTI 1 and 2 as well as on the real sequences which were used to generate Virtual KITTI (KITTI tracking benchmark [5] ). We selected a method called SfmLearner [26] (PyTorch implementation 4 ) and used the pre-trained model Tables 6 -9 show the results on depth estimation using SfmLearner on both versions of Virtual KITTI as well as real KITTI (real) on scene 01 and scene 02. Tables 10 and 11 show the results of camera pose estimation using the metric absolute translation error (ATE) for Virtual KITTI 1.3.1 and 2. The rotation error (RE) for both Virtual KITTI versions is given in tables 12 and 13. 
Semantic segmentation
In this section we use Virtual KITTI 2's ground-truth semantic segmentation annotations to evaluate a state-of-the-art urban scene segmentation method, Adapnet++ [27] , under Virtual KITTI 2 variations. We use the pre-trained models provided by the authors. These models were trained using the CityScapes [7] dataset. The models were trained on 11 semantic categories from CityScapes. We evaluated on the following 7 classes (in addition to background) which were the classes common to both Virtual KITTI 2 and CityScapes: sky, building, road, vegetation, pole, car/truck/bus, and traffic sign. We evaluate on both RGB and depth input settings. While we would have ideally liked to have used models trained on real KITTI data, there currently exists only a small set of 200 KITTI images with segmentation data. Further, because these 200 images do not correspond to an image sequence, we do not have a cloned virtual sequence with which to compare. Table 14 shows mAP of the Adapnet++ model trained on RGB images and tested on Virtual KITTI 2. One sees similar performance variations as for the earlier problems addressed. In particular, performance is relatively stable for small and moderate changes in the camera angle (15 and 30 degrees respectively) but degrades significantly in the presence of fog and rain. Table 15 shows results for Adapnet++ model trained on depth images. We first note that semantic segmentation performance is in general poorer when using depth images rather than RGB images, which is consistent with [27] . Further, because Virtual KITTI 2's ground-truth depth is not affected by meteorological conditions or lighting, the depth images for the fog, morning, overcast, rain and sunset variations are identical, and therefore so is the performance of the model. As a point of comparison to real-world data, we evaluated the Adapnet++ RGB model on the 200 KITTI images with segmentation ground-truth. The mAP of 58.07 is in line with the average mAP across the 5 cloned scenes of 58. 22 . This indicates that Virtual KITTI 2 may be a good proxy dataset for evaluating segmentation algorithms on KITTI. Figure 4 shows examples of segmentation results for both RGB and depth frames. We can see that the RGB model performs well overall while the depth model often confuses the sky and building classes. 
