We present a joint experimental and theoretical investigation to resolve the discrepancy in the ratio of relative peak cross sections for narrow atomic resonances among various experimental spectra and also between theory and experiment. Our study includes an effort to measure both the absorption and ionization spectra in a single experimental set-up. We also present a careful analysis of the effect on the resonance structure due to the Doppler broadening at finite temperature when the Doppler width is greater than the natural line width of the resonance. In addition, we demonstrate that the column density not only affects strongly the absorption structure profile of a narrow atomic resonance but also the ionization spectra measured in an ionization chamber. From the good agreement reported in this papaer between the observed and the theoretically simulated spectra for the pressure dependent peak cross sections and the effective asymmetry parameter for the lowest resonance of the He (1 0) − 2 series, we are able to characterize the monochromator (i.e., slit) function of a given light source, including its estimated energy resolution.
Introduction
In spite of the continuous efforts over the past several decades for high resolution measurements with increasingly more sophisticated experimental techniques and large number of high precision theoretical calculations based on various different approaches, substantial discrepancy over the ratio of the relative peak cross sections remains among the observed and calculated results for narrow resonances in atomic photoionization and photoabsorption spectra (see, e.g., Table III of [1] and its discussions for the most often studied He gas at room temperature.) The main objective of this paper is to investigate the sources of this discrepancy and to propose appropriate procedures to compare the resonance profiles between theoretical and experimental results.
It is generally assumed that the density effect is not significant for photoionization as the interaction zone is usually small (e. g., in a cross beam experiment). For photoionization experiment performed in an ionization chamber, on the other hand, the column density for the interaction zone may not be as small. In other words, the total ions or electrons collected in such experiment could be affected by the column density as the light attenuated along its interaction path. In fact, we will show in this paper that, in principle, if the interaction path is of the order of several , the measured ion current would then be affected by the column density, not just for the peak values of the narrow resonance, but also the background cross sections in the non-resonant region.
The photoabsorption cross sections is usually determined by the light attenuation of an incident light of intensity   through a gas medium of column density , i.e., the experimental cross section   () is measured by the Beer-Lambert law,
where () is the attenuated intensity of the transmitted light at a photon energy .
With a slit function F centered at a photon energy  and an energy resolution Ω,   and  can be expressed as
and
where ( 0   ) is the absolute cross section at an infinite energy resolution and temperature  with a slit function given by
Based on Eqs.
(1-3), the measured resonance structure   (  ) in a photoabsorption experiment should be represented by a convoluted spectrum which is expressed in terms of the true cross section  by an integral in the form of
When  → 0, as expected, the photoabsorption cross section given by Eq. (5) reduces to the usual form for the photoionization cross section, i.e.,   →   , where
It is known that the measured photoabsorption spectrum for an atomic resonance is significantly affected by the column density  of the gas medium and the energy resolution Ω of the experimental monochromator (i.e., slit) function, if the width of the resonance Γ is substantially smaller than Ω of the incident light, i.e., when ΓΩ ¿ 1 [2, 3] . This column density effect is often demonstrated by the change of the measured peak cross section   of a narrow resonance as  varies [3, 4] .
For light source with relatively high energy resolution, the slit function may be approximated by the combination of a dominating Gaussian distribution function G at the center and a Lorentzian distribution L at its tail. It can be expressed by a weighted combination of G and L, i.e.,
where   +   = 1 and G and L are given by
respectively and ∆ = Ω(2 √  2). The energy resolution Ω is usually measured by the full width at half maximum (FWHM) of the slit function. The rate of change of the peak cross section   of the convoluted spectrum is greater for the Gaussian distribution than that of the Lorentzian as  varies (see, e.g., Figs. 1 and 2 of [4] ). It is important to note that in the absence of a detailed quantitative determination of the three parameters,
i.e.,   ,   , and Ω, the convoluted theoretical resonance spectrum for a narrow resonance could be manipulated at will to match the experimental photoabsorption spectrum by adjusting two of these three parameters. As a result, to compare properly the simulated theoretical spectra with the experimentally observed spectra, it is necessary to convolute the theoretical spectra with well characterized   ,   , and Ω. In principle, the values of Ω do not have to be the same for the Gaussian and Lorentzian distributions. We could introduce one additional parameter, i.e., a second Ω, to characterize the slit function.
However, for simplicity, we choose to employ the same Ω for Gaussian and Lorentzian distributions in this study. In our analysis, it is relatively straightforward to add the extra parameter, if necessary.
In section 2, we will discuss in detail the effect of the Doppler broadening (i.e., the temperature effect) on the theoretical spectrum. In particular, we will introduce the proper procedure leading to the theoretically simulated spectra. In section 3, we present in details the experimental procedure which measures both the ionization and absorption spectra in one experiment. The use of the ionization chamber in our experiment offers the opportunity for a detailed estimate of the light attenuation effect to the resonance spectrum as a function of column density along the interaction zone of the ionization chamber. Results and discussion, together with the implication of what we learn in this study, are presented in section 4.
Doppler broadening
The Doppler broadening, due to the thermal motion of the medium with a molecular(atomic) weight  at a temperature  , could be estimated by the expression [5] 
where   is the excitation energy. At a room temperature of 298  , the Doppler broadening is pressure independent and about 0.39 meV for He (with a molecular weight  = 4). Theoretically, the structure profile of an isolated resonance, in the absence of Doppler broadening (or, at temperature  = 0) is described by the Fano formula [6] in terms of an asymmetry parameter  and the smoothly varying background cross section
where
Γ) is the reduced energy defined in terms of the energy   and the natural width Γ of the resonance. For a narrow atomic resonances with a natural linewidth substantially less than the Doppler broadening at finite temperature, instead of the expression given by Eq. (10), the expected resonance structure due to the interaction between the Doppler shifted photons and the molecules/atoms at a temperature  should be given by
is the Doppler broadening profile due to the Maxwellian velocity distribution at thermal equilibrium [5] . The Doppler width, in terms of the expression given by Eq. (9), is in fact derived from this Gaussian-type Doppler profile P(  0 ;  ), i.e.,
where  is the Boltzmann's constant.
In theory, the resonance structure represented by Eq. (10) is derived in the absence of Doppler effect, i.e., at a temperature  = 0. On the other hand, the observed spectra, which are almost always measured at a substantially higher temperature, should have a structure profile that is affected by the Doppler broadening. In other words, even under the best experimental conditions, e.g., with the column density  → 0 and the energy resolution of the slit function of the light source Ω → 0 (i.e., with extremely high energy resolution), the measured spectrum at a finite temperature  should be represented by the temperature dependent resonance structure given by Eq. (11) [7] or the (2 1 3 ) line named elsewhere [8] .) We shall denote this resonance as the 3 − line in all our subsequent discussions. The theoretical spectrum of the 3 − line, with an estimated natural width Γ close to 01 meV and a peak cross section   over 20 , was calculated using the B-spline based configuration interaction (BSCI) method reported in detail elsewhere [9] . Fig. 1(b) shows the variation of the peak   as  varies. As expected,    increases to the theoretical value over 20  as temperature approaches absolute zero.
The Doppler effect on a spectral line of the Lorentzian type is usually taken into account by the Voigt profiles [10] , which represents a convolution of the Gaussian (Doppler effect) and Lorentzian (natural line) distribution functions. We have decided not to employ in the present work the Voigt profile since the theoretical resonance structure is expected to be of the Fano type, rather than the Lorentzian type.
The substantial change in the peak cross sections from the theoretical Fano spectrum to the temperature dependent Doppler spectrum   at 298   shown in Fig. 1 may not account entirely for the discrepancy in the ratio of the peak heights of the narrow resonance structures between experimental and theoretical results discussed earlier.
However, one could easily conclude that it is one of the key contributing factors to such discrepancy. In fact, it is of critical importance for a proper comparison between theory and experiment to employ the temperature dependent spectrum   derived from Eq.
(11) in the convolution of the theoretical spectrum following Eqs. (5-6) in section 1.
In other words, one should always check the effect of the Doppler broadening at finite temperature as outlined in this section to decide if one could or could not convolute the theoretical spectra by applying directly the theoretically calculated spectrum in the form of Fano profile given by Eq. (10). For example, since Γ  is usually substantially smaller than the natural width Γ for a broader resonance of a heavier element, a convolution performed directly from the calculated Fano structure would be a good approximation to the one obtained from the procedure discussed above.
Experiment and attenuation effect for ionization spectrum
One of the new features in the work reported in this paper is the ability to measure both the absorption and ionization spectra in one experiment. elsewhere [11] are employed to measure the absolute photoabsorption cross sections in the present study.
As we pointed out earlier, a proper comparison between the theoretical and experimental spectrum depends critically on the energy resolution Ω of the slit function. The energy resolution of a light source is often estimated experimentally by its nominal width,
i.e.,the FWHM value of the spectral line at low pressure. Figure 4 shows the pressure variation of the FWHM values of three simulated theoretical photoabsorption spectra using pure Gaussian slit function with Ω = 190 195 and 20  , respectively. The observed FWHM values from our observed photoabsorption spectra at two low pressures confirms the estimated energy resolution close to 195  for the U9 beam line at NSRRC.
Since the structure profile of the atomic resonances is not generally symmetric, it is interesting to ask the question that if one could compare the asymmetirc structure between theoretical and experimental spectra for a narrow resonance. Ideally, if one could perform the experiment at zero temperature with infinite energy resolution, i.e.,
at Ω = 0, the theoretically calculated Fano  parameter could be compared directly with the fitted  parameter from the absorbed spectra. Since the experimental conditions are far from optimal, instead, we have chosen to characterize the asymmetry of the resonance structure by a modified asymmetry parameter   . It measures the ratio of the differences of the maximum and minimum cross sections, respectively, from the background cross section as a function of the column density. This effective asymmetry parameter is defined as
and shown schematically in Fig. 5 . Unlike the peak cross section, which could only be compared effectively between theory and experiment for the photabsorption spectrum with its measured absolute cross sections,   could be compared for both the absorption and ionization spectra.
As the pressure increases, the observed ionization spectrum measured in our experiment is expected to be affected substantially by the light attenuation effect. Assuming an ionization efficiency  for the medium in the chamber, the total ion current collected is given by
( 1 5 ) where the total light attenuation
The experimental ionization cross section   () may be defined in the usual form, i.e.,
or,
As expected, Eq. (18) reduces to Eq. (6) when both  and   approach zero. Of course, in practice, it is the total ion current that is measured experimentally.
Eq. (18) shows clearly that the measured cross sections   are affected by the light attenuation as column density of the medium varies. In fact, even with a near constant
,   will vary as a function of column density. This could be seen analytically by considering the slow varying   , or, when
is approximately a constant, the intergration over  0 will only include the slit function
, and   reduces to
The resulting Eq. (19) can be expanded approximately in terms of a polynomial of
where  =  
. Evidently,   will be modified as the column density increases due to the presence of the additional terms in Eq. (20).
In addition to the attenuation effect, the measured widths of the observed structures will also be affected by the collision-induced excitation or de-excitation of the target atoms (i.e., pressure broadening) as pressure increases. It is well known that, qualitatively, the pressure broadening Γ  is proportional to the pressure  (or column density) [12] , i.e.,
where  is the pressure broadening coefficient.
Experimentally, as pressure increases, the increase in the measured width ∆  can be attributed to the pressure broadening Γ  and the column density effect ∆Γ  , i.e.,
With ∆Γ  determined by a procedure outlined below, Eq. (22) suggests that one will be able to estimate the pressure broadening Γ  if the increase in the experimental spectral widths ∆  ( ) could be measured with sufficiently high accuracy.
The increase in width ∆Γ  due to the column density effect could be determined from the simulated theoretical spectra calculated with Eqs. (5) and (18) for absorption and ionization, respectively. We should note again that the temperature dependent spectrum   at 298   should be the one (instead of the theoretical Fano spectrum)
that is applied in the calculation of the simulated spectra. For the ionization measurement, with  = 30  and   = 9 , the ionization chamber operates in the present experiment has a value of   around 012 for the  3 − line at a pressure of about 5 mTorr. To estimate the effect due to the light attenuation as  increases, we first determine the FWHM width Γ  (  ) from the simulated theoretical spectrum at the lowest experimental pressure (i.e., at  = 5  ), where   is the corresponding number density. Similarly, we determine the FWHM width Γ  () at various number densities  (or, pressure) using Eq. (18). The contribution to the increase in width due to the light attenuation at different column density  is then estimated by the difference
The same procedure could also be applied to determine ∆Γ  from the absorption measurement.
Results and discussions
Fig . 6 compares the observed spectra with the simulated theoretical spectra at pressure  = 50 mTorr for the He 3 − line. We obtain the best agreement between theory and experiment (as shown) with a slit function dominated by the Gaussian distribution at   = 08. For the ionization spectra, the observed relative cross sections are normalized against the simulated theoretical spectra. The overall agreement between theory and experiment is very good. Fig. 7 shows the substantial column density effect to the resonance structures as the pressure increases from 5 mTorr to 200 mTorr. For the absorption spectra, the background cross section stays the same while the peak cross section decreases as pressure increases. For the ionziation spectra, as expected, both background and peak cross sections decrease as pressure increases. Before we present in detail the additional results, we should point out that the most critical test for what we report in this paper is the good agreement between theory and experiment for all three pressure-dependent observables, i.e., the absolute peak cross section from the absorption spectrum and the two effective asymmetry parameters   from the absorption and ionization spectra, respectively. agreement with the measured ones than the peak cross sections from the simulated spectra convoluted directly with the Fano spectrum. Since the simulated spectra do not include the effect due to the pressure broadening, the small difference at higher pressure between the simulated and the observed results could be attributed qualitatively to the collision-induced excitation or de-excitation of the target atoms, which reduces the number density and thus less light attenuation and smaller observed peak cross section.
We also note from Fig. 7 that as pressure increases, the peak cross section decreases at a rate greater than that of the minimum cross section. As a result, one should expect that the effective asymmetry parameter   , as defined in section 3, should decrease as pressure increases. Indeed, Fig. 9 shows such a decrease for the photoabsorption as well as for the ionization. The agreement between the observed   and the ones obtained from the simulated spectra are very good. We also include in Fig. 9 the effective   obtained from the simulated spectra convoluted directly from the theoretical Fano spectrum. The small difference at higher pressure between the simulated and observed results, again, could be attributed to the neglect of the effect due to the pressure broadening in the simulated spectra as we discussed earlier. absorption/ionization spectra. The difference in FWHM between the observed and calculated spectra at higher pressure due to the pressure broadening is expected to increase linearly as a fucntion of the pressure.
