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Abst ract - -Th is  paper presents a clan-based evolutionary approach for solving control problems. 
Three selected control problems, viz. linear-quadratic, harvest, and push-cart problems, are solved 
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solutions for these selected problems. 
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1. INTRODUCTION 
Existing optimization techniques such as dynamic programming [1] for solving control prob- 
lems are computationally intensive. Recently, evolutionary methods gained prominence by solv- 
ing many difficult optimization problems: combinatorial optimization (CO) and real-parameter 
function optimization problems. Evolutionary methods have been investigated in the context of 
optimal control problems [2-4]. Michalewicz et al. [2] employed genetic algorithms for solving 
control problems and the performance of GA was compared with that of the student version of 
the General Algebraic Modeling System (GAMS), a numerical optimization software package. 
Fogel [3] investigated the applicability of evolutionary programming to selected control prob- 
lems and has shown that EP outperforms GA. ~rther,  experimental results reveal the fact that 
EP procedure is consistent with GAMS on certain problems and outperforms GAMS on other 
problems. As evolutionary methods utilize the concept of maintaining a population of solutions, 
similar to the concept of population of species in natural evolution, these methods are amenable 
to high parallelization and thus are endowed with powerful optimization capability in real-time 
environments. Three most popular population based methods are Genetic Algorithms (GAs), 
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Evolution Strategies (ES) and Evolutionary Programming (EP). Many attempts have been made 
in employing these approaches to model and predict he behavior of both stationary and nonsta- 
tionary environments. All these three techniques, generally, assume that the size of the population 
is fixed, i.e., a population of a fixed number of solutions. The number of offspring generated by 
each parent is fixed irrespective of its capability in the survival game. This way of generating a 
fixed number of offspring does not take into account he nature of solutions in the population, 
unless some explicit heuristics are used. In this paper, we propose a new evolutionary approach 
based on a clan and subclan model of natural evolution that dynamically varies the number of 
offspring generated epending on the nature of solutions in a population. 
This paper is organized as follows. Section 2 presents the proposed evolutionary approach. 
Section 3 discusses the selected control problems. Experimental results and analysis are presented 
in Section 4. Conclusions follow in the last section. 
2. CLAN-BASED 
EVOLUTIONARY APPROACH 
There is considerable interest in evolutionary methods as they are population based stochastic 
search techniques that adopt principles of natural evolution. Many CO problems and function 
optimization problems have been solved effectively using these methods. As these approaches 
do not assume any information about the problem being solved, such as differentiabilty and 
continuity, these approaches gained much prominence in optimization area. Both GAs and EP 
have also been used to evolve artificial intelligence [5-7]. Readers are referred to books by 
Goldberg [8], Fogel [7], and Schwefel [9] for detailed coverage on this subject. 
Basically all these approaches maintain a population of solutions that are represented in a 
specific form, and each solution is evaluated against its merit, called fitness value. New population 
is evolved by applying some operators over the solutions in the current population. By the nature 
of operators employed which have specific resemblance to that of natural evolutionary operators, 
viz. reproduction, recombination and mutation, the solutions in the generated population are 
assumed to be better in terms of their merit or fitness values. This process is continued until 
a satisfactory solution is obtained or computational resources are exhausted. This process of 
generating a new population from the current population is similar to the process of evolving new 
population (offspring) of species from the current population of species (parents). The outline of 
a general evolutionary algorithm is presented in Figure 1. There are some differences in solution 
representation i  these methods. In genetic algorithms, solution in the population is generally 
represented as bit string, called chromosome.  The operators used are binary crossover, binary 
mutation and selection. Recent investigations focused on using floating point representation f 
solution in order to enable GA to obtain high precision solutions [2]. In the other methods (ES 
and EP), solution is represented as a vector of parameters and Gaussian mutations are used in 
the mutation operation. This form of representing solution as a concatenation of parameters i
called phenotypic in evolution terminology whereas representing in the form of a bit string is 
called genotypic. Selection operator selects potential candidates or solutions from the current 
population to the next population. 
1. Start with a population of solutions, II °, i ---= 0. 
2. While the number of generations i not completed, perform Steps 3 and 4. 
3. Apply evolutionary operators crossover, mutation to generate offspring. 
4. Select parents in the next population, II i+1, i = i + 1. 
5. Output the best solution obtained. 
Figure 1. Outline of evolutionary approach. 
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In all these evolutionary approaches, the total number of offspring generated is assumed to be 
constant, irrespective of the nature of parents in the population. Generally, in GAs an offspring is 
generated from a parent whereas in ES the ratio of the number of parents to offspring generated 
is constant, even though the number of offspring generated per parent is generally more than 
one. Recently, controlled generation of offspring from parents has been explored in EP [10]. The 
underlying idea is to generate more offspring to low-fit parents o that the probability of survival 
of at least one of its progeny to future generations increases. Another difference between these 
approaches i based on the simulating evolution of a species or a set of species. In the case of GA 
and ES, it is at the level of a reproductive species, whereas in EP, a set of reproductive species 
is used as a population and all these species are coevolved [11]. 
The proposed approach is based on the clan and subclan model of natural evolution [12] and 
is similar to EP with respect o manipulation of solutions of more than one reproductive species. 
We argue that the crossover operation should try to combine beneficial mutations imultaneously 
guaranteeing a behavioural link between parent and offspring as is emphasized in EP. This is 
incorporated in Clan-based Evolutionary Approach (CEA) by maintaining enealogy information 
of solutions. Existing evolutionary approaches, viz. GA, ES and EP, do not make use of genealogy 
information in the process of search for an optimal solution. Detailed CEA and experimental 
comparisons with other approaches have been presented elsewhere [13,14]. 
CEA starts with a population of solutions called parents. The solution is represented in a 
phenotypic form. For example, in order to optimize a function g(x, y, z) with three variables, the 
solution is represented by a vector of size 3 by the concatenation of the values of x, y, and z. The 
score of an individual or solution is computed by evaluating its function value. This approach 
operates by varying the number of offspring generated epending on the fitness values of the 
parents. Offspring are generated from the parents by using mutation and crossover operators. 
Parents in a population are partitioned into disjoint sets such that any two parents in a set must 
have a common ancestor in one of the previous generations. These sets are called mating pools. 
The number of offspring generated from a parent is estimated using its fitness value. Each parent, 
Pi, produces a set of estimated number of offspring by mating with other parents in its mating 
pool forming a group. Even though an offspring is obtained by the crossover of two mutated 
parents, for computational purpose, the generated offspring is placed in a parent's group, i.e., 
group of Pi, which initiates mating. In fact, it is justified to place the generated offspring in 
a parent's group from which it inherits more features. Regardless of which parent's group an 
offspring belongs to, it will be in the same clan, described later, as that of its parents. 
The parents are mutated by adding Gaussian random values to each of the components. This 
is similar to the one followed in evolutionary approaches such as ES and EP. Gaussian mutations 
are proved to be quite useful in the context of real-parameter function optimization [15], whereas, 
problem dependent mutation schemes are required in the case of CO problems. For example, in 
solving TSP (Traveling Salesman Problem), a mutation can be thought of as an interchange of 
city positions in a solution that is represented by the concatenation of cities being traveled in a 
specific order. Generated offspring and/or parents participate in a group competition to compute 
the strength of each solution to survive. Solutions that survive this competition are placed as 
parents in the next population. This process of offspring generation and selection constitutes a
generation. The concepts of clan and subclan can also be introduced in ES and EP. 
Each parent maintains a label along with it, indicating its genealogy information. Label is 
represented by an array of integers. For example a label, 3.4.1.2, of a parent in the 4 th population 
indicates that the current position in the population is 3 and it is generated from a parent 
occupying the 4 th position in the previous population, and its grandparent is identified as the 
1 st parent in the 2 nd population and so on. This idea can be compared with parent, grandparent, 
and great grandparent concept in natural evolution. This label is used to decide whether crossover 
is allowed between two generated offspring. This type of crossover guarantees to maintain a 
behavioral link between the parents and the generated offspring. It is indicated that for successful 
44 G.P .  BABU et al. 
search, a behavioral link should he maintained between a parent and its offspring. It has been 
mentioned by Fogel [7, p. 118]: " . . . ,  mutation operations such as crossover can be detrimental. 
For adaptation to succeed, a sufficient behavioral link between parent and offspring must be 
maintained. When this link is destroyed the results can be worse than a random search of all 
possible coding structures." 
The intention of designing this type of crossover operator is to combine the features of two 
solutions with a common ancestor that have survived through generations. This effectively solves 
some of the labeling problems, such as the graph partitioning problem, that are difficult for 
genetic algorithms and evolution strategies using a classical crossover operator (single point 
crossover) [8,9]. Many studies have been made to find good crossover schemes to solve per- 
mutation problems [13]. In our approach, a recombination operator is nothing but an exchange 
of useful mutations that have made them to survive till the current population. It is clear that 
a crossover is an exchange of useful mutations occurred in the survived solutions. Even though 
studies concentrate around finding good crossover schemes for solving CO problems, the permu- 
tation problem that occurs in real-parameter function optimization problems has not been dealt 
with extensively [13]. 
Each parent in the population is a point in the search space and struggles to ensure the survival 
of its progeny to future generations. In order to survive against selection mechanism that favors 
good solutions, low-fit parents hould generate more offspring to increase the chances of survival 
of its progeny to future generations. This can be simulated by generating more offspring from 
low-fit solutions than the number of offspring generated from high-fit solutions [10,16]. Bounds 
on the maximum and minimum number of offspring generated by a parent can be set a priori. 
Each parent and its offspring form a group identified by the parent's position in the population. 
The proposed evolutionary approach consists of: 
(1) A recombination operator that is viewed as combining beneficial mutations of two solutions 
with a common ancestor. This operator makes use of genealogy information for performing 
recombination. Design of the crossover operator is straightforward as it involves exchange 
of beneficial mutations. Here, beneficial mutations are those that enable the generated 
offspring to survive. 
(2) More offspring are generated from a low-fit individual so as to increa~e the expected 
number of offspring with better fitness values. This also gives better chance for a low-fit 
individual to ensure survival of its progeny into future generations. 
We present he following notation: 
H i represents ith population, H i = pi  t30i; 
= {Pl,P2,... ,P~v} is a set of N parents in ith population; 
O i is a set of No offspring generated in the ith population; 
G~ is jth group of solutions consisting of jth parent and its generated offspring; 
= }; 
f(v) is the fitness value of solution v; 
W(v) is the number of wins obtained in the group competition with the randomly selected 
solutions in other groups; 
L(v) is the index or label associated with v which maintains genealogy information. 
The function, f(v), returns the fitness value of solution v that indicates its strength in the 
survival process. Each parent, pj, and its offspring constitute a group, G~, in ith population. 
Solutions in the first population are generated randomly in the search space. The fitness values 
of these parents are evaluated. In the first generation, no parent is related to any other parent. 
So the offspring are generated through mutation operation only. Each component of parent is 
added with a Gaussian randvm value with a specified variance value which is estimated by the 
fitness value of the parent. The generation of offspring, vt, from parent v using mutation function 
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is given by 
v' ( i )  = + v i  
where iV'(0, a2) generates a Gaussian random value with zero mean and a2 variance and 
x i fax_<x_<bx, 
/3(x)= az i fx<ax ,  
bx if x > bz. 
Here az and b~ are the lower and upper limits of the variable i. High-fit solutions are mutated 
with less mutation variance so as to search in the neighbourhood (local exploration), and low- 
fit solutions are mutated with high-mutation variance so as to cover the search space (global 
exploration). 
In subsequent generations, i.e., from the second generation onwards, offspring are generated 
by the crossover of mutated parents which have a common ancestor in the previous generation. 
This crossover operation is viewed as combining beneficial mutations of the parents having a 
common ancestor in one of the previous generations. This ensures that the offspring generated 
by crossover maintain a sufficient behavioral link with their ancestors. The crossover operation 
is performed between the offspring generated by two parents whose genealogy labels match at 
least at a position. Let the parents be Vl and v2, and the labels be L1 and L2, respectively. The 
parents are said to be related if S(L1, L2) > 0 and S 0 is defined as follows: 
S(Li, Lj) = ~ h(ni(k), nj(k)), 
h 
where 
S 1 if a = b, 
h(a, b) 
I 0 otherwise. 
Each parent Pi searches for another parent, py, in the current population such that S(L~, L j) > 0. 
Then these are allowed to participate in the crossover operation. If a parent does not find any 
related parent, none of its offspring is generated with the crossover operation. In this context, we 
present he definitions of clan and subclan due to Williams [12]. In natural evolution, a clan is a 
set of individuals or organisms that have a common ancestor in the first generation. A subclan 
in a population is a set of individuals, such that the set of all of their ancestors and descendants 
constitutes a clan. Observe that crossover operation is allowed between the individuals pertaining 
to a subclan. Due to selection, most of the clans will become xtinct as the number of generations 
increases. As a result, few mating pools will be formed which are not desirable in the optimization 
of multimodal functions as the search space is restricted to some regions in the search space. With 
this point of view, an index of fixed size, K, is maintained with each solution representing its 
ancestral information of the past K generations. So the search for the related parents is restricted 
to past K generations. The above equation is now changed to S(Li, Lj) = ~Kk=l h(L~(k), Lj(k)). 
The value of K is set to 4 in all the experiments. All labels of the offspring are updated so 
as to include their parents information. In the current implementation, as the length of label 
is restricted to K, oldest ancestor information is deleted so as to accommodate he immediate 
parent's information. The number of groups generated is equal to the number of parents, N. 
After the crossover operation, the score or fitness value of each generated offspring is computed. 
Then each solution including parents and offspring will participate in a group competition. Each 
solution competes with a randomly selected individual in each of the other groups. So the number 
competitions for each individual is N - 1. This group competition technique is an extension of 
a stochastic tournament technique used in evolutionary programming [7]. When an individual 
participates in a competition with another individual in another group, a win is associated with 
it if its fitness value is better than that of the other. Clearly the number of wins reflects the total 
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competence of the individual to survive to future generations. The group competition operator 
can be viewed as a competition for resources in natural evolution process. The number of wins 
associated with each individual, vj, belonging to jth group is computed as follows: 
W(v~): 
(1) Set No__Wins = O. 
(2) For each group, Gi, (1 < i < N), perform Steps 3 and 4. 
(3) If (i ¢ j)  randomly select an individual, v, from Gi. 
(4) I f ( f (v j )  > f(v)) then No Wins= No Wins+l;  
(5) Return No_Wins. 
The computational complexity of this procedure is O(N) for computing the number of wins 
obtained by each individual. The competition can also be restricted to a selected number of 
groups. The total time complexity for computing the wins associated with all individuals in a 
population is O(NNpo) where Npo(= N + No) is the sum of the number of offspring generated 
and the number of parents. 
The maximum number of wins an individual can score in a competition is N - 1. After 
computing W(.) for each individual in the current population including parents and offspring, 
the best N individuals are selected based on W 0 and are placed as parents in the next population. 
This type of selection is called nonextinctive selection as the parents and offspring are allowed in 
the selection process. Observe that in this process, the best individual always survives into the 
next generation. This process of evolving new population Hi+1 from the current population H i is 
called a generation. A representation f offspring and parental relationships i shown in Figure 2. 
In this figure, each offspring maintains information of its one of the parents even though it has 
been generated by the recombination of two parents. In fact, it can maintain the information of 
both parents. For the computational purpose, we restricted it to one parent which initiates the 
mating process. 
Population 1 2 3 4 
12. 1.4.4 1.1.4.4. Pl ~ o 
P2 2.3.5.3 
P3 3.4.1.2 
P4 4.2.6.e 
P5 o 
P7 7.6.5.3 
P8 8.5.2.7 
Partition for population 1 "{(Pl},(P2},{P3},{P4},[P5},[P6}.{P7},{P8}} 
2 : {{Pl},{P2,P8},{P3},{P4}.{P5},{P6},{P7}} 
3 : {{Pl},{P2,P8},{P3,P6}.{P4},{P5},{P7}} 
4 : {{Pl},{P2.PT},{P3},{P4},{P5,P8},{P6}} 
Figure 2. A representation f offspring and parental relationships. 
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In this approach, a mating pool consists of all individuals that have a common ancestor in one 
of the previous generations. At any generation i, all parents can be partitioned into a disjoint 
set of sets GSel , . . . ,GS% where re is the number of sets in H e such that UjGSej = H i and 
GSik A GS h = ~, Vk, 1, k ~ I. Once these sets are computed the effort involved in finding a 
related parent is very easy. The computational complexity of finding these sets is O(N) where N 
is the number of parents. This involves finding the K th grandparent of each parent in the current 
population and assigning the parent to the appropriate set. For example, consider the solutions 
in 3 rd population shown in Figure 2. The labels are 1.4.4 (pl), 2.6.8 (p2), 3.5.3 (p3), 4.1.2 (p4), 
5.2.7 (ph), 6.5.3 (p6), 7.3.1 (pT) and 8.6.8 (p8). The third digit in these labels corresponds to their 
grandparent. So these can be partitioned into {{pl}, {p2, p8}, {p3, p6}, {p4}, {ph}, {p7} }. These 
subsets' addresses can be maintained along with the labels to decide to which subset that parent 
belongs. Once this is done, it is straightforward to find all related parents and select randomly 
one in the associated mating pool. To maintain these labels we need N • K integers. In general 
in most of the applications, it is enough to retain genealogy information of past 3-10 generations. 
Large values of K often leads to homogenization f population as some strong subclan dominates 
the population. 
Fitness variation in the population is maintained as the mutation variance, ~r, is decided based 
on the fitness values of the parents in a population. As the probability of generating optimal 
solution using mutation operation is always greater than zero, this approach converges to optimal 
solution asymptotically [13]. The process of evolving new populations is performed until a desired 
solution is obtained or the limit on the computational resources i reached. The fitness value of the 
best solution in a population is a nondeereasing quantity guaranteeing asymptotic onvergence to 
optimal solution on an infinite number of generations limit. As the mutation operator guarantees 
the probability of generating optimal solution(s) always being greater than zero, in an infinite 
number of generations limit, the proposed approach could find optimal solution to the selected 
problem. Let f.i be the best score in ith population; then limQ-~oo f.e ~ f. ,  where Q is the 
current generation umber. 
In the next section, we describe the selected control problems and employ the proposed ap- 
proach to solve them. 
3. OPT IMAL  CONTROL PROBLEMS 
In this paper, we restrict our scope to three control problems that have been solved using 
genetic algorithms [2], and evolutionary programming [3] thus facilitates direct comparison of 
results. The selected problems are linear-quadratic, push-cart and harvest problems. These 
problems are solved for 45 variables and are described below. 
LINEAR-QUADRATIC PROBLEM. This is a minimization problem and is given by 
Minimize F = qx2n + E ( sx2 + ru2) 
l=O 
Subject to xl+l = axl + bul, l = O, 1, . . . ,  n - 1, 
where a, b, q, s, and r are given constants and xl,ul E ~. In this problem, we have to learn 
control parameters, ul, such that the desired objective function is minimized. The optimal control 
performance can be obtained and its value is given by 
F* = KoX~, 
where Kz is the solution of Riccati equation Kl = s + ra2(Kl+l/(r + b2Kl+l)) and K,~ = q. 
This problem is solved for n = 45 for ten different cases listed in Table 1. For direct comparison 
of results, we have selected values of a, b, q, s and r from [2,3] and the initial value of state xo is 
set to 100. 
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Tab le  1. D i f ferent  tes t  cases  for the  l inear -quadrat i c  p rob lem,  n = 45 and  x0 = 100.0 
in al l  cases.  
Case  No.  s r q a b 
1 1 1 1 1 1 
2 10 1 1 1 1 
3 1000 1 1 1 1 
4 1 10 1 1 1 
5 1 1000 1 1 1 
6 1 1 0 1 1 
7 1 1 1000 1 1 
8 1 1 1 0.01 1 
9 1 1 1 1 0.01 
10 1 1 1 1 100 
HARVEST PROBLEM. This is a maximization problem and is given by 
n-1  
Maximize F = ~ (X/f~l) 
/=0 
Subject to Xl+l = axz - ul and x0 = xn, 
where xl E ~R and uz E !R +. The values of x0 and a are fixed and their values are selected 
from [2,3]. The maximum value of F is given by 
If xo(an- F*= 
This problem is solved by setting x0 = 100 and a = 1.1 for different values of n : 2, 4, 10, 20, 
and 45. Observe that the final state, un, is constrained. For a generated sequence, we compute 
un-1  = axn-1  -xn ,  and if un-1 < 0, that sequence is discarded and a new sequence is generated. 
PUSH-CART PROBLEM.  This is a maximization problem and is given by 
I n - -1  
Maximize F = z l (n )  - -~n ~ u~ 
l=0  
{ xl(1-kl)-=x2(l), -~ 
Subject to x2(l  + 1) 2x2(/) - x l ( l )  + u(1). 
The value of x0 is fixed at 100. The maximum value of F is given by 
n-1  
F* - 1 3n - 1 1 V" l 2 
3 6n 2 2n 3 z..., l=O 
This problem is solved for different values of n = 5, 10, 15, 20, 25, 30, 35, 40 and 45. 
In the next section, we describe how these problems are solved using the proposed evolutionary 
approach. 
3.1. Evo lu t ionary  Operators  for Cont ro l  P rob lems 
In this section, we deal with the representational spects of solution and the design of evo- 
lutionary search operators. An individual or solution is represented by the concatenation of 
parameters. So, the size of the solution vector is n. Before presenting mutation, crossover, and 
selection operators used, we present how to compute the fitness value of a solution. A fitness- 
based offspring estimation procedure is presented for estimating the number of offspring to be 
generated from each parent by mating with other parents in its mating pool. 
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F i tness  eva luat ion  
The most important part is to evaluate the merit of each solution so as to measure its strength 
to participate in group competition. The fitness value of a solution is computed by converting 
it into a set of control parameters and evaluating the objective function value. In the case 
of the maximization problem, the function value acts as fitness value whereas in the case of 
minimization problems, negation of the function value acts as fitness value. We denote the 
fitness value of a solution, v, with f (v) .  The computational time for fitness function evaluation 
depends on the application. If the function is simple then the computational time is less. But 
in some applications, objective function computation is very involved [17] and consumes a lot of 
computational resources compared with other computations such as computing mating pools. 
F i tness -based  of fspr ing es t imat ion  
In the earlier section, we indicated that a low-fit parent should generate more offspring in order 
to ensure survival of some of its progeny to future generations. The number of offspring to be 
generated from a parent should depend on the fitness value. There are typically two ways of 
estimating these values. They are 
(1) fitness-based offspring estimation, and 
(2) rank-based offspring estimation. 
In fitness-based offspring estimation, the designed estimation function will directly use the 
fitness value in evaluating the number of offspring. This function can be either linear or nonlinear. 
On the other hand, rank-based offspring estimation takes the rank of the parent in the population 
into account and assigns a number based on its rank. Note that the number of offspring generated 
with the fitness-based offspring generating scheme may vary with population. But the number 
of offspring to be generated in a population is fixed with a rank-based estimation. 
Let /~min and ~max be the minimum and maximum number of offspring to be generated for a 
parent. The number of offspring to be generated from a parent i is computed as follows: 
(fmax -- f (P i ))  (6max -- ~min) 2r- ~min, 
where fmax and fmin are the maximum and minimum fitness values in the current population. 
The total number of offspring generated in a population is No = ~ = ~ ~,  1 < i < N and the 
bounds for 6 are given by 
(N - 1)(~min d- (~max ~-~ t~ ~ (~min -}- (N  - 1)t~max. 
This type of offspring generation scheme is used in this paper. 
Mutat ion  operator :  M(v)  ~ v' 
This operator is used to generate offspring by mutating the components of parents. Offspring 
are produced from parents by adding Gaussian random numbers to the components of the parent. 
This is performed as follows: 
o~k(l) = B (pi(t) +N (0 ,~) ) ,  
where a 2 is the variance associated with parent i and oik is the k th offspring generated by the 
parent i. The function, B0, ensures that the mutated value remains within the bounds of the 
variable as explained in Section 2. The mutation variance a 2 is computed using the fitness value 
of the parent i and is done as follows: 
2 (:(Pi) --/min_.... )0.2 0"~, 
0",/ = (/max :min) + 
31-6-E 
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where a 2 and ~ are constants, and fmax and fmin are the maximum and minimum fitness 
values in the current population. Af(0, 02) generates normal random variate with zero mean and 
~2 variance. 
This type of fitness-based mutation variance computation is the same as the one used in EP. 
Recently this technique has been employed in GAs [18]. Another approach is to evolve the 
mutation variance parameters along with the solutions. This was first introduced in ES. The 
drawback of this approach is the slow rate of adaptation for large scale parameter optimization 
problems [9]. This technique can also be incorporated in the proposed approach. 
The underlying idea behind fitness-based mutation variance stimation is to maintain a balance 
between local and global exploration. As the number of offspring generated by low-fit parents 
are more, naturally it requires large mutation variance to generate diversified offspring in order 
to perform global exploration, whereas low mutation variance is required for high-fit parents to 
search in their neighborhood for finding better fit solutions. This turns out to be local exploration. 
Crossover operator :  C(v, v') --~ u 
This operator selects two individuals and generates a new individual by combining their fea- 
tures. The combination of features, in one way, can be perceived as an exchange of useful 
mutations that allowed them to survive until the current generation after they were reproduced 
from the same parent in one of the previous generations. Remember that crossover is performed 
between two solution strings if and only if they have a common ascendant. We consider uniform 
crossover operation in which each component value of the offspring is selected from one of the 
parents participating the crossover operation with 0.5 probability. This crossover is performed 
as follows: 
S v(l) if rand (0, 1) > 0.5 U(I) .[ v'(1) otherwise. 
The crossover operation in the context of CO problems, especially in some permutation func- 
tion optimization problems, is somewhat complicated and an explicit exchange of mutations is 
required. Details about such types of crossovers are beyond the scope of this paper. These 
operators require few floating point multiplications and additions. 
Select ion operator :  S(H i) --+ H i+1 
All solutions are evaluated against heir ability to compete with randomly selected individuals 
in other groups. Thus, the number of wins of each individual is computed and the best of them 
are selected. This requires orting of individuals based on the number of wins. Radix sort with 
complexity O(N + No), where N and No are the number of parents and offspring, respectively, 
can be used. After sorting is over, place the best N individuals in the next population. 
The canonical steps of the clan-based evolutionary approach (CEA) are presented below. 
(1) Generate the initial set of parents, i.e., pi(1) = U(a~, bl), 1 < I < n, 1 < i < Np, where al 
and bl are the upper and the lower bounds of the I th component and n is the number of 
components. Here U(a, b) generates a uniform random value in the range [a, b]. 
(2) Compute fitness value, fi, of each solution, i (1 < i < Np). 
(3) Compute mutation step sizes, a~, and the number of offspring, 6i, for each parent. 
(4) Partition the parents into groups such that any two parents, v and u, are in the same 
group if and only if S(Lv, Lu) > O. 
(5) For each parent i perform the following steps: 
(a) se t l= l ;  
(b) while the required number of offspring is not generated execute the following steps; 
(c) select a parent j from the mating pool of i if the size of its mating pool is greater 
than one; 
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(d) oil = M(C(p i ,p j ) )  if j is available, otherwise oil -- M(pi); 
(e) l= l+ l .  
(6) Compute the fitness value of each offspring and allow the solutions to participate in the 
group competition. Compute W(v)  for each solution in the population, including parents 
and offspring. 
(7) If the type selection is extinctive, select N best offspring from the generated offspring 
characterized by the maximum number of wins, i.e., maximum W() value. If the selection 
type is nonextinctive, select N best solutions from the population including parents and 
offspring based on W() value. These selected solutions are placed as parents in the next 
population. Update the lineage information of each parent in the new population. 
(8) If computational resources are available go to Step 2 else terminate by outputting the best 
solution found so far. 
In the above procedure, two types of selection methods are mentioned. One is extinctive 
selection and the other is nonextinctive selection. In extinctive selection, parents for the next 
generation are selected from the generated offspring in the current population, whereas, in the 
case of nonextinctive selection, both parents and offspring are considered in the selection process. 
We use nonextinctive selection in simulations. 
ES and EP are special cases of the proposed approach. The ES approach can be obtained 
by setting ~max = ~rnin = #, where # is the number of offspring to be generated from a parent 
and relaxing group competition such that each individual competes with all individuals in the 
population. Here the mutation operator has to be changed to adapt mutation variance values. On 
the other hand, EP can be obtained by setting ~inax = (~min = 1 and restricting roup competition 
to a limited number of groups. Note here K is 0. 
In the next section, we present experiments conducted to test the robustness of the proposed 
approach in solving control problems. 
4. EXPERIMENTAL  RESULTS 
AND COMPARISONS 
The control parameters of the algorithm such as mutation variances and the number of parents 
are kept constant in all simulations. The number of parents is set to 20. The maximum number of 
offspring, 6max, is set to 7 whereas the minimum number of offspring, ~min,  is set to I. Maximum 
and minimum mutation variances a 2 and a 2 are set to 1.0 and 0.001, respectively. These mutation 
parameters are selected to get high precision solutions (obtained with good local exploration) 
along with global exploration of search space. All simulations are carried out on an IBM/6000 
RISC workstation. 
The linear-quadratic problem is solved by running the proposed approach for 1500 generations 
in all cases. For each of the parameter settings, shown in Table 1, three trials were performed 
with different random initial populations. As the bounds on the solution components are not 
known a priori, we have followed the same initializations used in [3] for comparison purposes. 
For the first problem, each solution variable is initialized in the range [-0.5, 0.5], i.e., al = -0.5 
and bz = 0.5, whereas, for the second and the third problems, they are initialized in the range [0, 
1.0], i.e., al = 0.0 and bl = 1.0. For the second and third problems, solution component values 
are constrained to be positive. 
Results for these problems using GA and EP approaches have been taken from [2,3]. GA used 
by Michalewicz et al. is some sort of steady state GA in which relatively good solutions reproduce; 
bad solutions die out, and are replaced by the offspring produced by the good solutions. This 
type of approach is often termed as steady state GA that updates population asynchronously. 
In this process the number of offspring generated is less than the number of parents. They 
have employed an aging technique which incorporates a nonuniform mutation scheme. Using 
this scheme, coarser to finer search is performed as the number of generations progresses. This 
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Table 2. Compaxision of results for the linear-quadratic problem for different pa- 
rameter settings given in Table 1. CEA was executed for three times in each case. 
Results of EP have been taken from [3]. 
Case no. Exact solution EP CEA Nf - CEA AOG 
la 16,180.3399 1.61830 x 104 1.618046 x 104 95687 64 
lb 1.61882 x 104 1.618049 x 104 95721 64 
lc 1.61849 x 104 1.618043 x 104 95167 64 
2a 109,160.7978 1.091893 x 105 1.091878 x 105 106213 71 
2b 1.092287 x 105 1.092174 x 105 110087 74 
2c 1.092245 x 105 1.091915 x 105 109807 74 
3a 10,009,990.01995 1.003989 × 107 1.001443 x 107 111892 75 
3b 1.001374 x 107 1.001377 × 107 111670 75 
3c 1.001624 x 107 1.001373 × 107 112724 75 
4a 37,015.621187 3.702312 × 104 3.701578 x 104 87183 59 
4b 3.703877 x 104 3.701577 x 104 86469 58 
4c 3.703492 × 104 3.701578 x 104 86867 58 
5a 287,569.37252 2.889080 x 105 2.875782 x 105 56344 38 
5b 2.880036 x 105 2.875807 x 105 55905 38 
5c 2.884033 x 105 2.875773 x 105 56815 38 
6a 16,180.3399 1.618449 x 104 1.618054 x 104 94335 63 
6b 1.618847 x 104 1.618044 x 104 95842 64 
6c 1.618965 x 104 1.618046 × 104 96193 65 
7a 16,180.3399 1.621497 x 104 1.624702 × 104 102324 69 
7b 1.620451 × 104 1.625095 x 104 102329 69 
7c 1.622165 x 104 1.621876 × 104 102247 69 
8a 10,000.5 1.000133 × 104 1.000050 × 104 82715 56 
8b 1.000117 x 104 1.000051 x 104 80817 54 
8c 1.000142 x 104 1.000051 x 104 80615 54 
9a 431,004.0987 4.310779 x 105 4.310042 x 105 124801 84 
9b 4.319744 x 10 s 4.310041 x 105 120331 81 
9c 4.318830 x 105 4.310041 x 105 125487 84 
10a 10,000.9999 2.127527 x 104 1.069897 × 104 52271 35 
10b 1.957339 x 104 1.082089 × 104 52786 32 
10c 2.237536 x 104 1.463569 x 104 52127 35 
AOG: Average number of offspring enerated per population. 
Nf - CEA: The number function evaluations for CEA. 
can  be compared  to  g iv ing emphas is  on global  exp lo ra t ion  init ia l ly and sh i f t ing that  emphas is  
s lowly to  local exp lo ra t ion  as generat ions  progress.  Authors  of [2] have not  p rov ided  the  deta i ls  
of  the  number  of of fspr ing produced per  generat ion  and o ther  parameters  re la ted  to nonun i fo rm 
mutat ion  scheme.  Th is  makes  it diff icult to  es t imate  the  number  of  funct ion  eva luat ions  the  GA 
has  taken  to  reach a so lut ion  w i th  a des i red precis ion. Th is  prec ludes  d i rect  compar i son  of  our  
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Figure 3. A typical learning rate on the linear-quadratic problem (Case 4a) with 
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Figure 4. Number of offspring generated as a function of generation umber. 
results with the published results. Instead, we reproduce their results from [2] wherever necessary 
for understanding the behavior of GA in solving the selected problems. 
EP employed by Fogel [3] to solve control problems is taken for comparing our results. Note 
that the proposed version is some sort of generalization of EP by making use of clan and subclan 
models. The population size was set to 70 in the experiments conducted [3]. The number of 
function evaluations per generation is 70, as 70 offspring are generated from 70 parents. Mutation 
variance parameters were allowed to evolve. 
In CEA, the population size is set in such a manner that the average number of function 
evaluations per generation early approximates to 70 over all cases. It is difficult to estimate the 
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Figure 6. A typical earning rate on the harvest problem (Case 8a) with CEA in 150 
generations. 
number of function evaluations per generation in CEA as it dynamically varies the number of 
offspring generated. 
Results for the linear-quadratic problem are presented in Table 2. Results obtained with EP  are 
taken from [3]. It can be observed that  solutions obtained in cases 1, 4, 5, 6, 8, and 9 are almost 
nearer to the exact solution. Figure 3 shows a typical learning rate for case 4a using CEA after 
20 th generation. Figure 4 shows the plot of the number of offspring generated in each generation 
and Figure 5 shows the number of crossover operations performed in each generation. Observe 
that  the average number of crossover operations decreases with the decrease in the number of 
offspring. Optimal value is also shown in the figure. Out of 30 trials for all cases, the proposed 
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Table 3. Results obtained by GA for the linear quadratic problem. These are repro- 
duced from [2]. 
Generations 
Case Factor 
1 100 1000 10000 20000 30000 40000 
1 17904.4 3.87385 1.73682 1.61859 1.61817 1.61804 1.61804 10 a 
2 13572.3 5.56187 1.35678 1.11451 1.09201 1.09162 1.09161 105 
3 17024.8 2.89355 1.06954 1.00952 1.00124 1.00102 1.00100 107 
4 15082.1 8.74213 4.05532 3.71745 3.70811 3.70162 3.70160 104 
5 5968.42 12.2782 2.69862 2.85524 2.87645 2.87571 2.87569 105 
6 17897.7 5.27447 2.09334 1.61863 1.61837 1.61805 1.61804 104 
7 2690258 18.6685 7.23567 1.73564 1.65413 1.61842 1.61804 104 
8 123.942 72.1958 1.95783 1.00009 1.00005 1.00005 1.00005 104 
9 7.28165 4.32740 4.39091 4.42524 4.31021 4.31004 4.31004 105 
10 9971341 148233 16081.0 1.48445 1.00040 1.00010 1.00010 104 
Table 4. Comparision of results for the harvest problem for different number of 
variables. CEA was executed for three times in each case for 150 generations. Results 
of EP have been taken from [3]. 
Number of 
Exact solution EP CEA N I - CEA AOG 
variables (n) 
2a 6.331738 6.331738 6.331738 8733 59 
2b 6.331738 6.331738 8566 58 
2c 6.331738 6.331738 8589 58 
4a 12.721038 12.721037 12.721038 9661 65 
4b 12.721038 12.721038 11976 80 
4c 12.721038 12.721038 11602 78 
8a 25.905710 25.905673 25.905710 10335 69 
8b 25.905698 25.905710 11540 77 
8c 25.905695 25.905710 11704 78 
10a 32.820943 32.820901 32.820943 10527 71 
10b 32.820875 32.820943 12101 81 
10c 32.818861 32.820943 11506 77 
20a 73.23768 73.095000 73.129549 13054 87 
20b 72.162341 73.160303 13079 87 
20c 73.234749 73.133847 13164 88 
45a 279.275275 214.033813 228.15377 12419 83 
45b 206.228981 228.387285 12527 84 
45c 212.817655 230.83292 12481 84 
AOG: Average number of offspring enerated per population. 
approach  could f ind bet ter  so lut ions  in 24 cases when compared  to EP.  Resu l ts  obta ined  w i th  
GA for th is  p rob lem are reproduced f rom [2] in Table 3. 
For  the  harvest  p rob lem,  we executed  the  program for 150 generat ions  for n = 2, 4, 8, 10, 
20, and  25. The  same contro l  parameters  e t t ings  were used. In each case, resu l ts  are l isted for 
th ree  tr ials.  The  number  of funct ion  eva luat ions  are presented  along w i th  each case. The  resu l ts  
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Table 5. Results  obtained by GA for the harvest problem. These are reproduced 
~om [2]. 
Generat ions 
n 
1 100 1000 10000 20000 30000 40000 
2 6.3310 6.3317 6.3317 6.3317 6.3317 6.3317 6.331738 
4 12.6848 12.7127 12.7206 12.7210 12.7210 12.7210 12.721038 
8 25.4601 25.6772 25.9024 25.9057 25.9057 25.9057 25.905710 
10 32.1981 32.5010 32.8152 32.8209 32.8209 32.8209 32.820943 
20 65.3884 65.6257 73.1167 73.2372 73.2376 73.2376 73.237668 
40 167.1348 251.3241 277.3990 279.0657 279.2612 279.2676 279.271421 
Table 6. Compar~ion  of resu~s for the push-cart  problem for a different number  of 
variables. Evolut ionary approach was executed for three t imes in each case for 150 
generations. Results  of EP  have been taken from [3]. 
Number  of 
Exact  solution EP  CEA Nf  - CEA AOG 
var iab~s (n) 
5a 0.119979 0.119994 0.12000 9152 61 
5b 0.119997 0.12000 9425 63 
5c 0.119989 0.12000 9196 62 
10a 0.140195 0.142300 0.142500 9597 64 
lOb 0.142202 0.142500 10307 69 
10c 0.142340 0.142500 9212 62 
15a 0.142546 0.150074 0.150370 9356 63 
15b 0.149475 0.150370 9036 61 
15c 0.149723 0.150369 9356 63 
20a 0.149953 0.152570 0.154147 8634 58 
20b 0.153278 0.154323 8625 58 
20c 0.153725 0.154337 8862 59 
25a 0.143030 0.154726 0.156658 8546 57 
25b 0.154876 0.156522 8600 58 
25c 0.153788 0.156697 8775 59 
30a 0.123045 0.156115 0.156846 8789 59 
30b 0.156113 0.158025 8913 60 
30c 0.154587 0.157534 8744 59 
35a 0.110964 0.154419 0.158879 8933 60 
35b 0.155896 0.158789 8829 59 
35c 0.153981 0.159030 8819 59 
40a 0.072378 0.152148 0.158321 9041 61 
40b 0.153331 0.158225 9150 61 
40c 0.156482 0.158919 8673 58 
45a 0.072364 0.156591 0.158646 9050 61 
45b 0.156633 0.158289 8968 60 
45c 0.152898 0.158491 8872 60 
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Figure 7. A typical earning rate on the push-cart problem (case 25a) with CEA in 
150 generations. 
'Fable 7. Results obtained by GA ~r the harvest problem. These are reproduced 
~om [2], 
Generations 
n 
1 100 1000 10000 20000 30000 40000 
5 -3.008351 0.081197 0.119979 0.120000 0.120000 0.120000 0.120000 
10 -5.668287 -0.011064 0.140195 0.142496 0.142500 0.142500 0.142500 
15 -6.885241 -0.012345 0.142546 0.150338 0.150370 0.150370 0.150371 
20 -7.477872 -0.126734 0.149953 0.154343 0.154375 0.154375 0.154377 
25 --8.668933 -0.015673 0.143030 0.156775 0.156800 0.156800 0.156800 
30 -12.257346 -0.194342 0.123045 0.158241 0.158421 0.158426 0.158426 
35 --11.789546 -0.236753 0.110964 0.159307 0.159586 0.159592 0.159592 
40 -10.985642 -0.235642 0.072378 0.160250 0.160466 0.160469 0.160469 
45 -12.789345 -0.342671 0.072364 0.160913 0.161127 0.161152 0.161152 
obtained with EP at the end of 1000 generations are presented. Figure 6 shows a typical learning 
rate for case 8a using CEA in 150 generations. Results are listed in Table 4. Opt imal  value is 
also shown in the figure. For this problem, out of 18 trials, the proposed approach could find 
better or equal qual ity solutions in 15 out of 18 cases when compared with EP. Results obtained 
by GA for this problem are reproduced from [2] in Table 5. 
For the push-cart problem, we executed the program for 150 generations for n = 5, 10, 15, 
20, 25, 30, 35, 40 and 45. The same control parameters settings were used. In each case results 
are listed for three trims. The number of function evaluations are presented along with each 
case. Results are listed in Table 6. The results obtained with GA and EP at the end of 1000 
generations are presented. Figure 7 shows a typical learning rate for case 25a using CEA in the 
150 generations. Opt imal  value is also shown in the figure. For this problem, out of 27 trials, 
the proposed approach could find better solutions in all cases when compared to EP. Results 
obtained with GA for this problem are reproduced from [2] in Table 7. 
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Table 8. Comparison of CPU times taken by GA, GAMS, and CEA for different 
values of n in push-cart problem on different platforms. 
CPU time (Secs), CPU time (Secs), CPU time (Secs), 
n 
GA GAMS CEA 
5 65.4 31.5 0.5 
10 109.7 33.1 1.0 
15 230.8 36.6 4.0 
20 257.8 41.1 7.5 
25 301.3 47.7 10.0 
30 389.5 58.2 15.0 
35 413.6 68.0 20.0 
40 467.8 81.3 25.0 
45 615.9 95.9 29.0 
CPU time taken by CEA is rounded to the nearest half second. 
In order to observe the performance of the proposed approach in obtain ing the exact  solution, 
we ran it ti l l  the exact solution with six digit precision is found. The number of generations,  the 
number of function evaluations and the CPU t ime taken are noted for each case. The CPU t ime 
taken by GA and GAMS (General  Algebraic Model ing System) for each case are taken from [2]. 
The GA was run on DEC-3100 system, whereas GAMS was run on Zenith PC/AT-386/20 .  The 
CPU t imes taken by GA,  GAMS and CEA are plotted as a function of problem size (n) and are 
shown in F igures 8-10. Numerical  values are l isted in Table 8. Observe that  CPU t ime for CEA 
increases l inearly with the size of the problem, whereas for GAMS it does not. In the case of 
GA,  it has been ment ioned in [2] that  its growth rate is l inear. But it is with respect o the tota l  
number  of generat ions (40,000) they have run, not the t ime for f inding solutions with six digit  
precision. It  has been remarked in [3] that  the actual  plot of CPU t ime taken by GA for f inding 
the six digit  precision solutions, shown in F igure 8, can be at least faster than linear. F igure 11 
shows the exact  solution for the push-cart  problem of n dimensions and the best solut ion obta ined 
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by EP  in 1000 generations and by CEA in 150 generations. These results ubstant iate he efficacy 
of the proposed evolutionary approach for solving control problems. 
5. CONCLUSIONS 
In this paper, we have proposed a clan-based evolutionary approach which incorporates the 
clan and subclan model of natural  evolution for solving control problems efficiently. Results are 
compared with those obtained by EP. In many cases, the proposed approach outperformed EP 
in terms of computat ional  effort and the quality of solutions. 
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