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Abstract. This paper presents an efficient time-domain 
coarse frequency offset (FO) synchronizer (TCFS) for 
multi-band orthogonal frequency division multiplexing 
(MB-OFDM) systems effective for practical ultra-wide-
band (UWB) environment. The proposed algorithm derives 
its estimates based on phase differences in the received 
subcarrier signals of several successive OFDM symbols in 
the preamble. We consider different carrier FOs and dif-
ferent channel responses in different bands to keep the 
analysis and simulation compatible for practical multi-
band UWB scenario. Performance of the algorithm is 
studied by means of bit error rate (BER) analysis of MB-
OFDM system. We derive the Cramer Rao lower bound 
(CRLB) of the estimation error variance and compare it 
with the simulated error variance both in additive white 
Gaussian noise and UWB channel model (CM) environ-
ments, CM1-CM4. Both analysis and simulation show that 
TCFS can estimate coarse carrier FO more efficiently in 
UWB fading channels for MB-OFDM applications com-
pared to the other reported results in literature. Also, 
computational complexity of the proposed algorithm is 
analyzed for its usability evaluation. 
Keywords 
Synchronization, MB-OFDM, Ultra-Wideband, 
Frequency offset correction, Cramer Rao Bound. 
1. Introduction 
Multi-band orthogonal frequency division multiplex-
ing (MB-OFDM) based transmission for ultra-wideband 
(UWB) [1] is commercially successful for high speed 
wireless personal area networks (WPAN). It offers en-
hanced coexistence with traditional and protected radio 
services by dynamical turn on/off of subcarriers.  
While MB-OFDM is enriched with all the merits of 
OFDM, it suffers (also due to OFDM) from inherent sensi-
tivity to frequency synchronization errors which causes 
a loss of orthogonality among subcarriers and leads to 
severe degradation in error performance [2]. In an MB-
OFDM system, frequency synchronization becomes even 
more critical due to the combination of high data rate and 
fast frequency hopping (FH) of OFDM symbols over bands 
which finally demands a low complexity, fast converging 
algorithm in practice. 
Synchronization for OFDM systems over fading 
channels is well investigated over last two decades and 
several synchronization algorithms have been proposed in 
the literatures [2]-[8]. The frequency offset (FO) estimation 
algorithms for MB-OFDM system is reported in [9]-[16]. 
Kato et al. [9] reports a frequency offset compensation 
scheme by symbol mapping at frequency spreading which 
confirms the reduction of ICI on the pilot subcarriers. But, 
neither any mathematical analysis in support of the scheme 
nor any simulation in a realistic UWB environment is pro-
vided in [9]. Yak et al. [10] derived the maximum likeli-
hood (ML) estimator for FO following [2] using the last 
two successive OFDM symbols of the packet synchroniza-
tion (PS) sequence of the preamble after timing synchroni-
zation. The Cramer Rao Lower Bound (CRLB) for ML FO 
estimator was also calculated and compared with simulated 
results for the UWB channel models (CM) CM1 and CM2. 
However, the performance of the MB-OFDM system with 
FO correction is not analyzed. Li et al. [11] proposed the 
Best Linear Unbiased Estimator (BLUE) for oscillator FO 
estimation for MB-OFDM based UWB. Following the 
same method of [11], Jacobs et al. [12] presented the 
BLUE estimator for a variable correlation window. Li et al. 
has extended the BLUE estimator for time-variant channels 
in [13]. But, in an indoor WPAN environment, the Doppler 
shift that exists is very small and hence its effect can be 
neglected1. Png et al. [14] presented a joint carrier and 
sampling FO estimation scheme considering a common 
error source for both. But, performance analysis of the 
proposed estimator in terms of error variance is not derived 
in this paper [14].  
                                                          
1 In an indoor WPAN, the frequency spreading due to Doppler is 
mainly contributed by pedestrian speed. This spreading may be in the 
order of 10 Hz. For this spreading to matter, the time elapsed needs to 
be of the order of several tens of mille second. In view of this long 
time, the frequency offset due to Doppler spreading can be avoided. 
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We reported the performance of the MB-OFDM sys-
tem with a new FO correction method for CM1-CM4 in 
[15] and [16]. In [15], we considered the same amount of 
normalized carrier FO in all three bands of band group 1 
(BG 1) of the MB-OFDM system. We also provided the 
CRLB on the estimation error in an AWGN channel. In 
[16], we considered different carrier FOs over different 
bands which is a much more practical approach in a real 
UWB environment compared to the consideration in [15] 
and modified our analysis. However, behavior of the esti-
mation error variance and its CRLB in UWB channels are 
not verified in [15] and [16].  
In this paper, we describe our algorithm from [15] 
considering the realistic approach of [16] and we derive the 
CRLB on estimation error variance in all CMs (CM1-
CM4) which are supported by simulation. The proposed 
algorithm closely follows the scheme of Schmidl et al. [4] 
and considers different normalized carrier FOs and differ-
ent channel frequency responses in three different bands. 
Throughout the paper, we refer to this proposed estimator 
([15], [16]) as time domain coarse frequency offset syn-
chronizer (TCFS). The CRLB on the variance of FO esti-
mation error is derived from the Fisher information matrix 
(FIM) to show the efficiency of our scheme. We compare 
the CRLB and error variance from simulation studies with 
that reported by Yak et al2. [10] to show its superiority 
over that given in [10].  Bit Error Rate (BER) perform-
ances, as obtained by simulation studies over CM1-CM4 
are presented. We also incorporate the analysis of the algo-
rithmic computational complexity for TCFS. Our major 
findings here are summarized as follows: 
In AWGN Channel : 
• The variance of estimation errors of the proposed esti-
mator (TCFS) decreases with the increase of number 
(no.) of OFDM symbols L (received in a particular 
band in a band group) utilized in estimation. 
 
• Error variance as obtained from simulation for TCFS 
matches closely to that of theoretical CRLB for dif-
ferent OFDM symbols viz. L =2, 3, 4, and 6.  
In UWB Channel :  
• CRLB in UWB environment is scaled version of 
CRLB in AWGN channel. The scaling factor is hav-
ing its value <1. Its value is near to 1 for UWB CM1 
which is line-of-sight (LOS) channel and minimum 
for CM4 which is non-line-of-sight (NLOS) channel. 
As a result, CRLB plot for CM1 is near to AWGN 
case study followed by CM2-CM4. 
•  
• The BER performance of MB-OFDM system with 
TCFS estimator shows that with higher number of it-
erations of estimation algorithm i.e. using greater no. 
                                                          
2 To the best of our knowledge, CRLB for UWB channels (CM1 
and CM2) are reported in literature by Yak et al. [10] only.  
 
of  OFDM symbols, say L = 6, the performance 
reaches closely to that of AWGN performance. Com-
pared to L = 2 and L = 3, TCFS with L = 6 improves 
the Eb/No (Eb = bit energy, No/2 = noise power spec-
tral density) of around 8.0 dB and 4.0 dB respectively 
in CM1-CM4 at the BER of 2×10-4. This performance 
is achieved with a calculated computational com-
plexity of {(2W+N)(L-1)-1}/Ttotal additions /sec and 
(L-1)N/Ttotal  multiplications/sec; where N is the size 
of FFT, W is no. of stages of the CORDIC block 
(used for extraction of phase), Ttotal = total run time 
for estimation. 
Comparative study with existing reported result:  
• We compare the derived CRLB for both TCFS with 
that of reported results in [10] for both CM1 and 
CM2. For both the CMs we find that the calculated as 
well as simulated results for error variance perform 
better than depicted in [10] in the low signal-to-noise 
ratio (SNR) zone (SNR ≤ 8 dB). For example, at the 
error variance of 10-4, we observe SNR improvement 
of 2.8 dB and 1.3 dB relative to [10] in CM1 and 
CM2 respectively with TCFS. As the preferable ap-
plication of UWB is in low SNR region, our synchro-
nizer TCFS seems to be attractive in practice. 
The rest of the paper is organized as follows: Section 
2 briefly presents the system description, the UWB channel 
model and the signal model, and sets the background. Our 
frequency offset estimation scheme TCFS is analyzed in 
Section 3 and its CRLB both in the AWGN and the UWB 
channel is derived in Section 4. The Simulation results, the 
relevant discussions, and the algorithmic computational 
complexity analysis are given in Section 5. We conclude 
with the summary of our study in Section 6. 
2. Model of the MB-OFDM System 
2.1 The MB-OFDM System 
MB-OFDM splits the UWB spectrum into several 
bands3 of 528MHz each and transmits OFDM symbols by 
hopping over RF frequency bands following a fixed time 
frequency interleaved (TFI) pattern. In the MB-OFDM 
proposal of ECMA-368 [17], a standard preamble is pro-
vided to aid receiver algorithms related to coarse and fine 
time-frequency synchronization and channel estimation. 
The first 21 identical OFDM symbols, called PS sequences 
are followed by 3 identical OFDM symbols provided for 
frame synchronization (FS) followed by 6 channel estima-
                                                          
3 ECMA-368 [17] splits the whole UWB spectrum into fourteen 
(14) bands. The first twelve (12) bands are then grouped into four (4) 
band groups with three bands in each. The fifth band group is having 
remaining two bands. In order to comply with world-wide 
regulations, a sixth band group consisting of three bands is defined 
within first four band group (refer: Section 11.1.2 of [17]). 
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tion (CE) sequences. PS sequences are assigned for packet 
detection, AGC stabilization, timing synchronization and 
frequency synchronization. FS and CE are dedicated for 
synchronization of the receiver algorithm within the pre-
amble and channel estimation along with fine time-fre-
quency estimation respectively. PS and FS sequences have 
the same magnitude but opposite polarity. 
2.2 UWB Channel Model 
The IEEE 802.15 channel modeling sub-committee 
[18] adopted the modified Saleh-Valenzuela (S-V) model 
for UWB that can uniquely distinguish between “cluster 
arrival rates” and “ray arrival rates” (Fig. 1). Depending on 
the distance of transmission, four different kinds of channel 
models are described in [18]: CM1 is 0-4m LOS channel; 
CM2 is 0-4m NLOS channel; CM3 is 0-10m NLOS 
channel; and CM4 is the channel with 25nsec rms delay 
spread. UWB channels contribute to the frequency depend-
ent dispersive effects [19]-[21] of the transmitted signal. In 
view of the dispersive nature, the channel characteristics as 
applicable in different frequency bands differ significantly. 
The model of the impulse response (IR) of a RF UWB 
channel is given in [18]. Its equivalent complex base band 
impulse response component (CIR) applicable for band ‘b’ 
can be written as [11]        
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where p(t) is the impulse response of the combined trans-
mit-receive filter with a delay of t0 introduced to satisfy 
causality; Ts is the sampling time; Lb  is the length of CIR; 
fb is the carrier frequency in band ‘b’; χ , αv,u, Tu,τv,u  are 
the log-normal shadowing, the log-normally distributed 
multipath gain coefficient, the delay of u-th cluster, and the 
delay of v-th ray related to u-th cluster arrival time respec-
tively. 
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Fig. 1. Impulse Response of UWB Channel with non-
overlapping clusters. 
2.3 The Signal Model and Effect of the 
Frequency Offset 
Let {X(k)} represent the complex serial stream of 
symbols to be transmitted using OFDM. The complex base 
band OFDM symbol may be represented as  
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where  f is the inter subcarrier spacing. 
The modulated signal is sampled with a sampling in-
terval T/N.  To reduce the effect of inter symbol interfer-
ence (ISI) due to multi-path, the N length IFFT output is 
padded with Ng zero valued samples such that the total 
samples in one MB-OFDM symbol is NS = N + Ng. Consid-
ering an indoor WPAN, where Doppler shift is negligible, 
the carrier FO is solely attributed to the mismatch of crystal 
oscillators at the transmitter and receiver. Assuming 
a normalized carrier frequency offset (NCFO) of εb = Δfb/f, 
where Δfb is the frequency offset in band ‘b’; a UWB 
channel transfer function coefficient related to k-th subcar-
rier corresponding to l-th OFDM symbol for band ‘b’ 
given by Hb(l,k); and X(l,k) be the information transmitted 
over k-th subcarrier of l-th OFDM symbol; the n-th sample 
of l-th received OFDM symbol in band ‘b’ can be repre-
sented as  
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where wb(l,n) is the n-th time domain AWGN sample 
added to l-th OFDM symbol in band ‘b’ with mean zero 
and variance σ2.  
After overlap and add operation, the zero padded 
portions are removed from an OFDM symbol for further 
signal processing. Hence, (3) can also be expressed as  
 2 ( ) /( , ) ( , ) ( , )g sbb b b
j n N lN Ny l n e x l n w l nπε + += +  (4) 
where 
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xb(l,n) is the n-th time domain sample of the l-th OFDM 
symbol. The distance (Db) between the n-th samples of two 
successively received OFDM symbols in a band ‘b’ given 
as Db = dNS, depends on the TFI pattern opted for trans-
mission; where, for TFI 1 and 2, d = 3; for TFI 3 and 4, 
d =1 and 5; for TFI 5 to 7, d=1; for TFI 8 to 10 d =2 
(Fig. 2). In (5), it is observed that εb causes a phase rotation 
of 2πεb(n+Ng+lNS)/N. If it remains uncorrected, it causes 
both rotation of constellation points and a spread of the 
constellation points on each subcarrier.  
After Fast Fourier Transformation (FFT) of (4), signal 
in frequency domain is written after simplification as [22]   
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It is observable from (6) that the performance fall 
gradually increases with FO (Δfb) when ⎢Δfb⎢ < f/2 while it 
results in a complete detection error when ⎢Δfb⎢ > f/2. 
Hence, FO correction is an essential and crucial issue.  
FO synchronization may be performed in the receiver 
in the time domain before performing FFT of incoming 
signal either by cyclic extension or by using special train-
ing symbols. Synchronization techniques based on cyclic 
extension are not suitable for high rate packet transmission 
(i.e. MB-OFDM) as, (i) An accurate synchronization needs 
an averaging over large (>10) nos. of OFDM symbols to 
attain distinct no. of peaks and a reasonable SNR. (ii) For 
efficient data transmission, the synchronization time needs 
to be as short as possible. In the next Section we discuss 
our proposed training based FO estimation algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. OFDM symbol hopping pattern over three bands of 
BG1 for a) TFI 1 and b) TFI 3. 
3. The Proposed Frequency Offset 
Estimation Algorithm (TCFS) 
As per MB-OFDM specification [17], the maximum 
tolerances for transmitter and receiver frequency are 
±20 parts per million (ppm) and the inter subcarrier spac-
ing is f = 4.125MHz. The carrier frequencies of band1, 
band2, and band3 generated from source oscillator are 
3432 MHz, 3960 MHz, and 4488 MHz respectively. 
Hence, the 40 ppm at the three carrier frequencies yields 
FOs of 137.28 kHz, 158.40 kHz, and 179.52 kHz. So, the 
maximum NCFO in three bands are ε1=0.033, ε2=0.038, 
and ε3=0.043 respectively.  
In MB-OFDM, the center carrier frequencies of three 
bands (in BG1) say f1, f2, and f3 are typically generated 
from the same source oscillator frequency say f0, so that, 
f1=α1 f0, f2=α2 f0, and f3=α3 f0, where, α1, α2, and α3 are the 
scale factors of the corresponding three bands respectively. 
Thus the frequency offsets in the three bands (in absence of 
Doppler) are fully related. Therefore, FO estimated in any 
one band can easily be extended to estimate the offsets in 
other bands. Our proposed scheme TCFS is based on this 
illustration. 
3.1 TCFS Algorithm 
Assuming perfect timing synchronization, TCFS al-
gorithm estimates the FO in time-domain. It utilizes the last 
‘L’ OFDM symbols of the dedicated training symbols for 
synchronization in the preamble received in one band. We 
assume that, the FO is initially estimated in the band, say 
‘bin’. The estimator accumulates the phase offsets compar-
ing several successive OFDM symbols in ‘bin’ in two steps: 
firstly, along the samples of a pair of OFDM symbols by 
performing complex conjugate multiplication of two suc-
cessive OFDM symbols received in that band, and then 
repeating the computation over several sets of OFDM 
symbol pairs received in the same band. FO is estimated by 
averaging4 the accumulated phase over total no. of OFDM 
samples considered for offset estimation in a band. 
Complex conjugate multiplication of n-th sample of 
the l-th and (l+d)-th OFDM symbol (which are dNS sam-
ples apart from each other) in band ‘bin’ can be expressed 
as 
 ( )2 / ( , )( , ) ( , ) ( ),in in ind sbinb b b binj N N l nZ l n e x l n x l d n wπε ∗= + + (7) 
where 
inb bε ε∈ ,  and  [1,2,....14]inb b∈ ∈ . 
Considering ( , )inbw l n  as the effective noise compo-
nent of the complex conjugate product given by  
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Using the fact that X(l,k) = X(l+d,k) (as discussed in Sec-
tion 2.1, the 21 transmitted training OFDM symbols for 
synchronization are identical), and assuming that the chan-
nel is time invariant during one frame (Preamble+ Header+ 
Payload) transmission i.e. ( , ) ( , )in inb bH l k H l d k= + , on further 
simplification of (7), we get 
 22 /( , ) ( , ) ( , )b sin
in in in
j N d N
b b bZ l n e x l n w l n
πε= + . (9) 
                                                          
4 In order to reduce the effect of noise.   
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The phase offset ˆ ( )inb lφ  estimated from pair of M 
samples of the l-th and (l+d)-th OFDM symbol in band 
‘bin’ is represented as 
 ( ) ( )∑−
=
+=
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0
,arg
2
ˆ
M
n
b
bS
b nlwN
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l
in
in
in
επϕ . (10) 
Estimated FO ˆ ( )inb lε  from the two consecutively re-
ceived OFDM symbols l and (l+d) in band ‘bin’ can be 
written as 
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The no. of estimations using L OFDM symbols will 
be (L-1). The estimated frequency offset ˆ ( )inb Lε  using last 
L OFDM symbols of the preamble may be represented as   
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It can be easily shown that, the frequency offset 
estimation in any other frequency band ( ˆbε ) of the MB-
OFDM system can be obtained from the initially estimated 
offset ˆ ( )bin Lε  as  
 ˆbε = ( bC / estC ) ˆ ( )inb Lε  (13) 
where Cb is the center carrier frequency of the band for 
which the FO needs to be estimated, and Cest is the center 
carrier frequency of the band at which the initial FO, 
ˆ ( )bin Lε is estimated. In the next Section, we calculate the 
variance of frequency offset estimation. 
3.2 Variance of Estimation Error  
A detailed derivation of the variance of the frequency 
offset estimation is given in Appendix A. As shown in (49) 
in Appendix A, the estimation variance from two consecu-
tive OFDM symbols may be presented as 
 ( ) 22 22ˆ ( ) (2 ) ( )inb s
NVar l
d N M SNR
ε π=
. (14) 
The variance of the estimated FO from L symbols as ex-
pressed in (50) in Appendix A is  
 ( ) 22 22ˆ ( ) (2 ) ( 1) ( )inb s
NVar L
L d N M SNR
ε π= −
. (15) 
It is observed from (20) that the variance of the FO esti-
mate decreases with the increase of number of OFDM 
symbols (L) used for FO estimate, distance between two 
successively received OFDM symbols in a band, and sig-
nal-to-noise-ratio (SNR). In order to verify the efficiency 
of the proposed estimator, we derive the CRLB of the es-
timate in Section 4. 
3.3 Algorithmic Computational Complexity of 
TCFS 
The detailed calculation of the complexity analysis is 
shown in Appendix B. We define : Ttotalis the total time 
period during which estimation runs, L is the no. of sym-
bols utilized for estimation per band, N is the length of FFT 
window, and W is the no. of stages of the CORDIC block 
(used for extraction of the phase, Appendix B).  
Then, total multiplication and additional complexity 
for TCFS given by (53) and (54) in Appendix B are as 
 ( 1)L N− / totalT  multiplications/sec 
 { (2 )( 1) 1W N L+ − − }/ totalT  additions/sec (16) 
 
4. Cramer Rao Lower Bound (CRLB) 
of the Estimation Error 
It is a useful and general practice in signal processing 
feasibility studies to place a lower bound on the variance of 
any unbiased estimator.  
4.1 CRLB for AWGN Channel 
To derive the Cramer Rao Bound of the estimated FO, 
we rewrite (7) as 
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want to estimate the parameter vector  
 [ , ]
in
T
bAα ε= . (19) 
The joint probability density function of ( , )inbZ l n  is 
2
2
2 21
0
1 ( , ) ( ) ( , ) ( )
2
( ( , ), )
1
2
M
bin
M
b bin inn
U l n U n V l n V n
f Z l n
e
σ
α
πσ
⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
−
=
− − + −
=
⎛ ⎞⎜ ⎟⎝ ⎠
∑  (20) 
60   DEBARATI SEN ET AL., A NOVEL FREQUENCY SYNCHRONIZATION ALGORITHM AND ITS CRAMER RAO BOUND ... 
where 
 ( ) cos 2 and ( ) sin 2 sb bin in
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Unbiased CRLB is obtained from diagonal elements 
of Inverse FIM  J(α) [23] which is given as  
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Detail calculations for obtaining the different 
elements of matrix (22) are shown in Appendix C. Also, 
CRLB for variance of estimation error for two consecutive 
OFDM symbols are given in (65) in Appendix C.   
When FO is estimated over L OFDM symbols, the 
CRLB for variance of FO estimation error is  
 ( )ˆ ( )inbVar Lε = 2N /{ ( )2( ) ( 1) 2 sSNR M L dNπ− }. (23) 
4.2 CRLB for UWB Channel 
It is described in Section 2.2 that the gain co-efficient 
of UWB channel αi,j is log-normally distributed such that  
 2 2, , 1 220log( ) ( , )i j i jNormalα μ σ σ+∼  (24) 
2 2
0 , 1 2
,
10ln 10 10
ln10 20
where j i ji j
T τ γ σ σμ Ω − Γ − += − . (25) 
Here, Г and γ are the cluster and the ray decay rates re-
spectively and Ω0 is the mean energy of the first path of the 
first cluster. Also, σ1 = σ2 = 3.3941 dB. The cluster arrival 
time Tj and the ray arrival time τi,j follows Poisson distri-
bution. Their probability distribution function are given by  
 ( ) ( )1 1exp ,     j 0j j j jp T T T T− −=Λ −Λ − >⎡ ⎤⎣ ⎦ , (26) 
 ( ) ( ), ( 1), , ( 1),exp ,    i 0i j i j i j i jp τ τ λ λ τ τ− −⎡ ⎤= − − >⎣ ⎦  (27) 
where Λ is the cluster arrival rate,  λ is Ray arrival rate, i.e. 
the arrival rate of path within each cluster  and, λ >> Λ. 
Now, suppose there is a total of P no. of rays in the chan-
nel IR. Thus, each sample of an OFDM symbol, Xn would 
pass through P multipath. Thus, the received sample 
 
1
0
P
n pnR
p
X X α−
=
= ∑  (28) 
Here, ⎢αp⎢ the impulse magnitude of the i-th ray of the j-th 
cluster represents the amplitude attenuation of the OFDM 
sample in the p-th multipath. So, ⎢αp⎢ can also be repre-
sented as  
 exp( )p pyα ξ=  (29) 
where  yp ∼Normal(μp,σ2p) and ξ = ln(10) /20.  
Again, from (24) and (25) 
 2 2 2, 1 2andp i j pμ μ σ σ σ= = + . (30) 
Now, the total amplitude attenuation β, of the received 
sample XnR, is given by  
 
1 1
0 0
exp( )p p
P P
p p
yβ α ξ− −
= =
= =∑ ∑ . (31) 
Now, since αp is log normally distributed, β is a sum of 
independent log-normal variables. Such a sum can be 
approximated by another log normal random variable by 
Wilkinson’s Method of approximation [24], [25] given as  
 2exp( ) where ( , )z zz z Normalβ μ σ= ∼ . (32) 
The mean and variance of the random variable β, μβ and 
σ2β can be obtained as [26] 
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. (34) 
Thus, μβ and σ2β  can be related to μp and σ2p [23] as 
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The relation of mean and variance of the log normal 
variable to that of corresponding normal variable can be 
given as 
 
2
exp
2
z
zβ
σμ μ⎛ ⎞= +⎜ ⎟⎝ ⎠
,   ( )2 2exp 2 2z zβσ μ σ= + . (37) 
Hence, the mean and variance, μz and σ2z  are given by 
 lnzμ = ( 2βμ / βσ ) ;  2 lnzσ = ( 2βσ / 2βμ ). (38) 
 
Effectively, the whole OFDM sample would be attenuated 
by a factor of β2, which is log normally distributed [24]. 
( )2 2Now, [ ] exp 2 2final z zE β μ μ σ= = + . (39) 
Since the channel in consideration is time invariant, thus 
the absolute value of the SNR would be scaled down by a 
factor of μfinal [27, pp. 816-820]. Thus, the relation between 
the SNR in UWB channel SNR(uwb) and the SNR in 
AWGN channel SNR(awgn) can be expressed as  
 ,( ) * ( )final CMSNR uwb SNR awgnμ=  (40) 
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where 
max
, ,
1
r
final CM final r
r
μ μ
=
= ∑ , rmax  is no. of channel realizations.  
In a fading channel, since 100% of the transmitted 
power can never be captured at the receiver, SNR(uwb) will 
inevitably be lesser than SNR(awgn). Hence, the value of 
μfinal  is expected to be less than 1. This fact is validated by 
the simulation results in the Section 5.2.3 (Comparing Fig. 
8 and Fig. 9 with Fig. 7). Recalling (23), CRLB for vari-
ance of estimation error in a UWB channel may be defined 
as 
( ) ( )ˆ ( )inbVar L uwbε = 2N /{ ( )2( ) ( 1) 2 sSNR uwb M L dNπ− }. (41) 
It is evident from (41) that the CRLB in UWB envi-
ronment can be modeled as a shifted version of the CRLB 
in AWGN channel caused by a reduction in the SNR (dB) 
by a factor, which is constant for a particular CM. The four 
different CMs, CM1-CM4 are expected to exhibit different 
values of μfinal  and hence separate CRLBs are derived for 
each case. Since SNR(uwb) < SNR(awgn), CRLB of all 
four CMs are expected to be higher than the CRLB in 
AWGN channel. Also CM1 (LOS channel over a distance 
of 0-4m) is expected to give the best performance con-
cerned to CRLB because of the relatively low energy dissi-
pation. The other channels being non-LOS would lead to 
higher levels of energy dissipation and are expected to 
exhibit significantly worse performance. Simulation results 
in Section 5 also verify the same.  
5. Simulation Results and Discussions 
5.1 Simulation Environment 
Simulations are carried out to study the performance 
of the FO estimation algorithm for MB-OFDM systems 
using TFI pattern 1 [17] in UWB CMs CM1-CM4 and 
AWGN in BG 1. Relevant parameters from ECMA-368 
standard for MB-OFDM are considered for the simulation 
study. We have considered 1000 noisy realizations in each 
of the 100 UWB channels. We estimated the channel using 
the least square (LS) estimate during CE sequence (25th-
30th OFDM symbol of the frame format) of the preamble. 
We have considered different CIRs and the NCFOs of 
0.033, 0.038, and 0.043 in band1, band2, and band3, re-
spectively. Performance analysis of MB-OFDM system is 
carried out with TCFS in all UWB CMs. 
5.2 BER Performance 
The coarse FO is estimated using TCFS for AWGN 
and UWB channels using several consecutive OFDM sym-
bols (L = 2, 3 4, 5, and 6) in the preamble for MB-OFDM 
system. Fig. 3 to Fig. 6 present the BER vs. Eb/No plots 
for TCFS with L = 2, 3, and 6 in UWB CM1-CM4 respec-
tively. From Fig. 3 to Fig. 6, the following observations 
can be made: 
 
At the BER of 10-3,  
• L = 6 gives 7.6 dB, 8.4 dB, 8.6 dB, and 8.5 dB 
improvements in Eb/No compared to the cases of  
L = 2 in CM1-CM4 respectively. 
• Compared to L = 3, L = 6 improves Eb/No by 3.4 dB, 
4.2 dB, 4.4 dB, and 4.2 dB in CM1-CM4 respectively. 
At the BER of 2×10-4, 
• With L = 6, Eb/No improves by 8.1 dB, 8.2 dB, 
8.4 dB, and 8.2 dB in CM1-CM4 respectively 
compared to L = 2. 
• L = 6 shows Eb/No improvement of 4.4 dB in both 
CM1 and CM3, 4.3 dB in CM2 and 4.2 dB in CM4 
compared to the case of L = 3. 
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Fig. 3. BER vs. Eb/No for:  a) AWGN with L=6; b) CM1 with 
L=6; c) CM1 with L=3 and d) CM1 with L=2. 
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Fig. 4. BER vs. Eb/No for:  a) AWGN with L=6; b) CM2 with 
L=6; c) CM2 with L=3 and d) CM2 with L=2. 
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Fig. 5. BER vs. Eb/No for:  a) AWGN with L=6; b) CM3 with 
L=6; c) CM3 with L=3 and d) CM3 with L=2. 
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Fig. 6. BER vs. Eb/No for:  a) AWGN with L=6; b) CM4 with 
L=6; c) CM4 with L=3 and d) CM4 with L=2. 
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Fig. 7. Variance of frequency offset estimation error vs. SNR: 
a) CRLB calculated with L=6; b) simulation with L=6; 
c) CRLB calculated with L=2; d) simulation with L=2 
for MB-OFDM system in AWGN channel. 
5.3 CRLB in AWGN Channel 
Here we compare the calculated CRLB with the vari-
ance of error obtained by simulation with TCFS for an 
AWGN channel. Fig. 7 shows the change of variance of 
the FO estimation error of TCFS vs. SNR for various 
values of L, viz. 2, and 6. It also includes the error variance 
of FO estimate and the CRLB of the error variance for 
TCFS for L = 2 and 6. 
From Fig. 7 the following observations can be made: 
• As expected, the variance of FO estimation error de-
creases with increase in L. However, a lower value of 
L is desirable in practice to reduce the system com-
putational complexity.  
• It is observed that the error variance as per our 
scheme is very close to the corresponding CRLB cal-
culated. 
5.4 CRLB in UWB Channel 
It is discussed in Section 4.2 that, the effective SNR 
in UWB channel is the scaled down version of the absolute 
SNR in AWGN channel by a constant of μ final.   
Simulation is carried out to estimate the exact value 
of μ final,CM for CMs. The value of μp was obtained for each 
p across all the 100 realizations of the four CMs using (25) 
and (30). The values of the cluster arrival time Tj and the 
ray arrival time τi,j were obtained from [18]. The value of 
Ω0, defined as the “mean energy of the first path of the first 
cluster” in [18], is obtained by considering the first sample 
of the IR in each realization of CM1. However, for the 
non-LOS CMs, cluster power fails to show a sharp onset. It 
is rather observed that the power increases gradually till a 
local maximum is reached. Thus, merely taking the mean 
energy of the first path of the first cluster would lead to 
inaccurate results. So, the Geometric Mean of all impulse 
powers leading up to local maximum is considered to 
calculate the value of Ω0 here.  
Thereafter, the means and variances namely μβ, σ2β, μz 
and σ2z  are obtained from (35), (36) and (39), (40). The 
value of μ final is thereby calculated individually for each of 
the realizations of a CM. The final mean value for each 
CM μ final,CM is then calculated by averaging μ final of 100 
realizations.  
Fig. 8 shows the error variance of FO estimate ob-
tained from the simulation and the CRLB of the error vari-
ance with TCFS for L=2 in UWB CMs, CM1 and CM3. 
We compare the simulation results with CRLB for CM2 
and CM4 for L=2 in Fig. 9. Observation can be made from 
Fig. 8 and Fig. 9 is:  
• The figures depict that error variances with TCFS 
closely match to their corresponding CRLBs in all 
UWB CMs.  
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A similar kind of decrement in error variance is also 
noticed for L = 3, 4 and 6; but not reported here to reduce 
the redundancy.    
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Fig. 8. Variance of frequency offset estimation error vs. SNR 
with L=2: a) CRLB calculated in CM1; b) simulation 
in CM1; c) CRLB calculated in CM3; d) simulation in 
CM3 with TCFS. 
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Fig. 9. Variance of frequency offset estimation error vs. SNR 
with L=2: a) CRLB calculated in CM2; b) simulation 
in CM2; c) CRLB calculated in CM4; d) simulation in 
CM4 with TCFS. 
We have compared the performance of error variance 
of TCFS with reported results of Yak et al. [10] for CM1 
and CM2. Comparisons in CM3 and CM4 are not provided 
here as the performances of the estimator [10] in these 
channels are not reported in [10]. Fig. 10 and Fig. 11 pre-
sent the comparative study of TCFS with [10] for CM1 and 
CM2 respectively for L = 2. Our main observations from 
these comparative studies (Fig. 10 and Fig. 11) are as fol-
lows: 
• For CM1 both CRLB and simulated error variance are 
lower than [10] for all SNRs of interest. 
• For CM1 SNR improves by 5.8 dB at both the error 
variances of 10-6 and 10-7 in the low SNR zone 
(≤ 8 dB). 
• In CM2, for SNR > 15 dB, the simulated error vari-
ances and CRLB for both TCFS and [10] match 
closely. 
• CM2 shows SNR improvement of 4.8 dB and 4.0 dB 
at the error variances of 10-6 and 10-7 respectively in 
the low SNR zone (≤8 dB). 
Hence, it is noticed that in both the channels, for 
SNR ≤ 8 dB, TCFS performs better than [10]. 
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Fig. 10. Variance of frequency offset estimation error vs. SNR 
with L=2 in CM1: a) CRLB calculated by TCFS; b) 
simulation by TCFS; c) CRLB calculated by Yak et al. 
[10]; d) simulation by Yak et al. [10]. 
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Fig. 11. Variance of frequency offset estimation error vs. SNR 
with L=2 in CM2: a) CRLB calculated by Yak et al. 
[10]; b) CRLB calculated by TCFS; c) simulation by 
TCFS; d) simulation by Yak et al. [10]. 
6. Conclusions  
We present an efficient near-optimum system per-
formance (AWGN performance) achieving, satisfactory 
low-complexity synchronizer TCFS for MB-OFDM UWB 
systems and show the BER performances under different 
UWB realistic channel environments CM1-CM4. We also 
derive CRLB for TCFS and compare the simulated error 
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variance to that of the theoretical calculations. TCFS shows 
excellent attribute in terms of reduction of error variance 
compared to the existing results in literature [10] as well as 
achieving near-optimum BER performances with higher 
no. of OFDM symbols (L values). With large no. of OFDM 
symbols say L= 6, TCFS achieves an Eb/No improvements 
of around 8 dB in all CMs compared to minimum value of 
L i.e. 2 at the BER of 2×10-4 with a reasonable complexity.   
The novelty of TCFS lies in improving the system 
performance by reducing the estimation error variance 
through several iterations performed over a number of 
OFDM symbols utilized for estimation per band. Further-
more, the proposed estimator performs better than the ML 
estimator reported in [10] in the low SNR zone (≤ 8 dB) in 
both CM1 and CM2. This is an attractive feature for UWB 
based system as they are expected to perform in low SNR 
zone in practice. Thus TCFS has good potential for appli-
cation in practical UWB receiver for WPAN. Moreover, to 
the best of our knowledge, CRLB for UWB CM3 and CM4 
are reported for the first time in literature in this paper.  
This work can further be extended for time varying 
channels considering the presence of occasional fast mov-
ing scatterers in channel which can cause abrupt channel 
change blocking some of existing ones. It can also be ana-
lyzed considering jointly the timing error; frequency offset 
error, and the presence of jitter in above described sce-
nario.  
Appendix A  
Calculation of Variance of Frequency Offset 
Estimation 
Following (4) we can write for initial band of 
estimation ‘bin’  
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Hence, the n-th sample of (l+1)-th OFDM symbol 
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Therefore (4) can be rewritten as 
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Now, for the estimation error ˆ ( , ) 2in in sb bl n N dNε ε π−  , 
and high SNR, estimation error is approximated as [10] 
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For estimation using L OFDM symbols 
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The mean of the above expression is found to be zero 
given inbε and{ }( )inby n . The variance of estimation for two 
consecutively received OFDM symbols is thus given by  
 { }2 2ˆvar( ( )) (2 ) ( )in sb l N dN M SNRε π=  (49) 
where SNR = ES/σ2 and ES is the transmitted signal power 
over one subcarrier of an OFDM symbol. 
For estimation over L OFDM symbols, the variance 
of estimation can be obtained as  
 { }2 2ˆvar( ( )) (2 ) ( 1) ( )in sb L N dN L M SNRε π= − . (50)  
Appendix B  
Computational Complexity Analysis for TCFS 
Here, we compute the computational complexity of 
TCFS algorithm for one band. We define: Ttotal is the total 
time of ‘busy period’ during which the estimation runs, 
TOFDM is the time period of one OFDM symbol 
(=312.5 nsec.). It is to be noted that Ttotal gives the time 
period over which we get L OFDM symbols and it depends 
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on the periodicity of same band repetition i.e. on the TFI 
pattern opted for transmission.  
Tab. 1 tabulates the calculated Ttotal for different TFI 
patterns for both L = odd and L = even. 
In the FO estimation algorithm we need to perform 
basically three main operations: complex conjugate multi-
plication, extraction of phase, and averaging. Assuming, 
conjugation is trivial, within the total time period of Ttotal, 
we need to do (L-1)N nos. of complex multiplications. 
We will be using CORDIC block for extraction of 
phase. Let, W  is the no. of stages of the CORDIC block. 
Hence, the no. of addition for each sample is ≈2W. There-
fore, total no. of addition required for the purpose of phase 
extraction is  
 2 ( 1)W L− . (51) 
In the averaging process, we assume that the division 
is trivial. Numbers of samples over which the averaging 
will run are (L-1)N. So, the no. of addition required for 
averaging is  
 ( 1) 1L N− −  (52) 
Now, total multiplication complexity for TCFS is 
 ( 1)L N− / totalT  multiplications/sec  (53) 
and, total additional complexity for TCFS is 
{ ( 1)2 ( 1) 1L W L N− + − − }/ totalT  
={ (2 )( 1) 1W N L+ − − }/ totalT / secadditions  (54) 
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Tab. 1. Expressions of Ttotal for different TFI pattern for 
L= odd and L= even. 
Appendix C  
Calculation Details of the Cramer Rao Lower 
Bound (CRLB) 
Taking the second order partial derivatives 
of ( ( , ), )inbf Z l n α  (20) yield  
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Expected value of second order partial derivative is 
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The second order partial derivatives of ( ( , ), )inbf Z l n α  with 
respect to A yield 
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Expected value of second order partial derivative is 
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which results in  
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Again  
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that yields  
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Unbiased CRLB for the variance of unknown 
parameter estimates are obtained from diagonal elements of 
Inverse FIM  J(α) [23] given as 
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 (63) 
CRLB for variance of FO estimation is given as 
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Substituting signal-to-noise-ratio SNR =A2/σ 2 and on sim-
plification we get 
 ( )ˆ ( )inbVar lε = 2N /{ ( )2( ) 2 sSNR M dNπ }.  (65) 
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