We study the sublattices of the rank 2 d Barnes-Wall lattices BW 2 d which occur as fixed points of involutions. They have ranks 2 d−1 (for dirty involutions) or 2 d−1 ± 2 k−1 (for clean involutions), where k, the defect, is an integer at most 
Introduction
We continue to study the Barnes-Wall lattices BW 2 d and their isometry groups, which are the Bolt-Room-Wall groups BRW + (2 d ) ∼ = 2 Long sets, which are complements of short sets. The author thanks Alex Ryba for many useful discussions. The author has been supported by NSA grant USDOD-MDA904-03-1-0098.
Midsets, of cardinality 2 d−1 , which are either affine hyperplanes (defect 0) or nonaffine midsets of the form S + H, where H is an affine hyperplane and S is a When the trace of t is negative, the rank of L + (t) is

Notation and terminology
We mention some special terminology, definitions and notation; see [PO2 d ]. 
3.14 fourvolution a linear transformation whose square is −1 
eigenlattice, T el(E), T el(L, E)
the sum of the eigenlattices of an elementary abelian 2-group or involution E on the lattice L upper in G but not in R Conventions. Our groups and most endomorphisms act on the right, often with exponential notation. Group theory notation is mostly consistent with [Gor, Hup, G12] . The commutator of x and y means [x, y] = x −1 y −1 xy and the conjugate of of x by y means x y := y −1 xy = x [x, y] . These notations extend to actions of a group on an additive group.
Here are some fairly standard notations used for particular extensions of groups: p k means an elementary abelian p-group; A.B means a group extension with normal subgroup A and quotient B; p a+b+... means an iterated group extension, with factors p a , p b , . . . (listed in upward sense); A:B, A·B mean, respectively, a split extension, nonsplit extension.
Preliminaries
Groups.
Definition 3.1. The Dickson invariant is a natural homomphism O + (2d, 2) → Z 2 which has the property that it is nontrivial on orthogonal transvections. (For an exact definition, see [Dieud] ). The kernel is the subgroup Ω + (2d, 2). Elements of the latter group are called even and elements of O + (2d, 2) which are not even are called odd.
This notion extends to the full holomorph 2 1+2d .O + (2d, 2) in GL (2 d , C) , so that the BRW group BRW + (2 d ) is considered its even subgroup [GrMont] .
Reference to d will typically be suppressed and we use G for G 2 d and R for R 2 d .
Lemma 3.3. Let t be an isometry of V , a vector space in characteristic 2 with an alternating bilinear form. Then [V, t] = Im(t − 1) is totally isotropic.
Proof. Let x, y ∈ V . Then (x(t − 1), y(t − 1)) = (x, y) − (x, yt) − (xt, y) + (xt, yt). Since we are in characteristic 2 and t is an isometry, the first and last terms cancel. Since t 2 = 1, the middle two terms cancel.
Remark 3.4. When t leaves invariant a quadratic form associated to the alternating bilinear form, the totally isotropic space of 3.3 may be totally singular or not.
Notation 3.5. Let R be an extraspecial group and H a subgroup of R which contains Z(R). Then H has a central product decomposition, H = AB, where Proof. The necessity follows from the well-known facts that Ω + (2d, 2) has two orbits on maximal totally singular subspaces and that they are fused by O + (2d, 2) [GrElAb] .
We now prove sufficiency. We may assume that the order of the extraspecial group R is 2 1+2d , for d ≥ 2 (there are no even upper involutions for d = 1). Let t be an upper involution.
The action of t fixes a noncentral involution u ∈ R, by 3.6. So, t acts on 
Proof. For (0), use 9.5. The proof of (1) is formal.
Definition 3.9. A natural BRW subgroup of G is a subgroup of the form C G (S), where S is a plus type extraspecial subgroup of R. Natural BRW subgroups occur in pairs, each member being the centralizer in G of the other.
We need to discuss normalizers of lower elementary abelian subgroups in G and centralizers of clean upper involutions. There are subgroups S, T ≤ R and P ≤ G so that (a) T and S are extraspecial of respective orders
Definition 3.11. Given an involution t in an orthogonal group over a field of characteristic 2, a MNS-subspace for t (minimal nonsingular) is a nontrivial, nonsingular subspace which is t-invariant, and no proper subspace of it has these properties.
Lemma 3.12. Let t be an involution in the orthogonal group Ω ε (2e, 2) and S a MNS-subspace for t. Suppose that t acts nontrivially on S.
Either S has dimension 2 and a basis u, v so that u t = v and (u, v) Proof. We may suppose that dim(S) ≥ 4 and that for every singular vector v ∈ S, (v, v t ) = 0, then try to get the last conclusion. We note that S is spanned by its singular vectors.
Take a singular vector v 1 not fixed by t and define v 2 := v t 1 . Choose a singular vector u 1 ∈ S so that (v 1 , u 1 ) = 1 and (v 2 , u 1 ) = 0. Using t-invariance, we find 
Lemma 3.13. Let u be an involution in Ω + (2e, 2) of defect e. There exists a maximal totally singular subspace F so that F ∩ F u = 0.
Proof. Take a MNS-subspace for S. Then t acts nontrivially on S since the defect is e. Also, t leaves invariant the summands of the decomposition S ⊥ S ⊥ . We are therefore done by induction if we check it for the cases of 3.11. This is trivial for the 2-dimensional case and for the 4-dimensional case, take the span of the second and third basis elements.
Notation 3.14. On the rational vector space spanned by a Barnes-Wall lattice, we take a sultry frame F containing a basis labeled by affine space
For a subset S of the index set, define the orthogonal involution ε S to be the map which is −1 at frame elements labeled by a member of S and 1 on the other frame elements. The set of such linear maps, for S ∈ RM (2, d) The dimension of the space of commutators of a defect k diagonal involution with the translation group of AGL(d, 2) is 2k since the translation group can be interpreted as a complement in R 2 d to the diagonal subgroup corresponding to RM (1, d) . The terms clean and dirty apply to codewords, according to whether the corresponding involutions are clean or dirty.
The term absolute clean trace or positive clean trace applies to any element of BRW + (2 d ) and means, the absolute value of the trace of any clean element in its lower coset. So, the absolute clean trace is a power of 2 even if the element is dirty. We let D and C, respectively, denote the set of dirty and clean codewords in RM (2, d) .
Proof. (i) It is clear from 3.10 that C G (u) has this form, except possibly for the replacement of GL(2k, 2) by Sp(2k, 2) . It is clear that commutation by u gives a linear isomorphism of S/E onto E/Z(R) which makes these two spaces into dual modules for C G (u). The action of C G (u) is therefore symplectic on both. It suffices to show that there is a subgroup of C G (u) which acts on both as the full group Sp(2k, 2).
We take an elementary abelian subgroup
is maximal elementary abelian and so that F ∩ F u = 1 (see 3.13). Then u acts on
(the shape is clearly of the form 2.GL(2k, 2) but is actually a direct product; see
(ii) This follows from noticing that the set of clean elements in uR is just the union of the R-conjugacy class of u with the R-conjugacy class of −u.
Remark 3.17. The exact structure of centralizers for dirty involutions is not needed in this article, but we give a sketch.
There are three main kinds of dirty involutions: lower involutions (defect 0); upper split (positive defect, with elementary abelian commutator subgroup on R); (upper) nonsplit (positive defect, with exponent 4 commutator subgroup on R).
The centralizer of a lower involution has shape [ 
Let t be a dirty split upper involution. Then t = ru, where u is an upper involution and r is a lower involution from R \ [R, u] . The structure of
Let t be a nonsplit involution. Let S be a maximal extraspecial subgroup of 
3.2. The codes RM (2, d) and the diagonal group. Our vector spaces are finite dimensional. We shall mix styles at times, so that a codeword may be written in lower case (when we think of it as a vector) or upper case (if we think of it as a geometric structure, like an affine subspace). This definition extends to a collection of affine subspaces U i of a vector space, provided their common intersection is nonempty. One then chooses any origin in i U i and uses the above definition (which is independent of choice of origin). Lemma 3.23. Suppose that we have k ≥ 1 linearly coindependent codimension 2 affine subspaces
Lemma 3.20. Let t ∈ G be an involution so that [R, t] is elementary abelian and E a given diagonal group. Then there is a conjugate of t in E, unless possibly d is even and t has defect
We use induction on k. The result is trivial for k = 1, 2. We may assume that the spaces contain a common origin, so are linear.
Assume that k ≥ 3 and that the formula holds by induction for k − 1. We have 
. . , S k are coindependent affine codimension 2 subspaces, and
the set of cubi expressions of c, i.e. the set of ordered cubi sequences as above whose sum is c.
Proof. If j = 0, take a lower involution. Suppose j > 0. Then take ε S 1 +···+S j , in the notation of 3.23.
1 We chose the term cubi because our theory suggested the remarkable cubi sculpture series by David Smith. See also the footnote at 3.34.
Next, we show explicitly how to realize a dirty class associated to the clean class within the diagonal group. Proof. Let S 1 , . . . , S k be our cubi sequence and let U := k i=1 S i . Let N be the set of hyperplanes which neither contain U nor avoid U . Then |N | = 2 d+1 −2 2k+1 . This is positive for d ≥ 3 and k ≥ 1.
Let H ∈ N . Then the spaces S i ∩ H have codimension 2 in H. They are coindependent with respect to H since H ∩ U has codimension 1 in U . Therefore, 3.23 gives
Remark 3.28. The codeword of weight 2 d−1 constructed in the proof of 3.27 is not a hyperplane, since the Boolean sum of two distinct nondisjoint hyperplanes is a hyperplane and
We next need to work from a nonaffine midset to the class of clean codewords that it comes from. Definition 3.29. Let d ≥ 3. Given a nonaffine midset a, a hyperplane h so that a + h is clean is called a cleansing hyperplane for h. It follows that if a has defect k, and h is cleansing, then |a ∩ h|
Proof. Take a nontrivial coset, say u + RM (1, d) and take a complement S in RM (1, d) to the 1-space spanned by the universe. The subgroup of the diagonal group corresponding to S has 1-dimensional fixed point sublattice, so the sum of the traces of its elements is 2 d . Assume that the lemma is false. Then every element of u, S \ S gives a diagonal map of trace 0. Therefore the sum of the traces for the subgroup of the diagonal group corresponding to u, S is 2 d , which is impossible since this number must be divisible by 2 1+d .
Lemma 3.31. If c ∈ RM (2, d) is clean, the number of its conjugates by R is 2 2k , where c has defect k.
Proof. This is just the correspondence of the R-orbit of c under the action of conjugation on RM (2, d) with the cosets of C R (c) in R, together with the definitions of defect and cleanliness.
Proposition 3.32. In a given coset c+RM (1, d) , where c is clean and has defect k, the number of clean codewords is 2 2k+1 and the number of dirty codewords is (2, d) , the number of its transforms by R is 2 2k , by 3.31. The coset c+RM (1, d) also contains the same number of transforms of the complement c + F d 2 , which is also clean. We use the irreducible module for G, which is a 2 d -dimensional complex vector space, and the trace function T r on it. The previous paragraph implies that the sum s(c) :
Since the group RM (1, d) acts on the 2 d -dimensional complex vector space so as to afford all linear characters nontrivial on the center, each with multiplicity 1, it follows from orthogonality relations for the group generated by R and c that each s(c) = 2 2d+1 . The coset therefore has 2 2k+1 clean elements and 2 d+1 − 2 2k+1 dirty elements.
Corollary 3.33. The number of cleansing hyperplanes for a dirty codeword s
∈ RM (2, d) is 2 2k+1 ,
where k is the defect of any clean involution in the coset
Thus the set N of 3.27 is the full set of noncleansing hyperplanes.
Example 3.34. Let d = 4, k = 1 and let S be a defect 1 (nonaffine) midset. There are 8 cleansing hyperplanes. Write S = A + H, where A is short and H a cleansing hyperplane of S (this involves half the cleansing hyperplanes). Then A is a 4-set (hence an affine hyperplane) and S ∩ H is a 2-set. This set is stable by translation with elements of the core. Therefore, S is a union of four cosets of S ∩ H. The assignment H → S ∩ H is one-to-one from the set of cleansing hyperplanes such that S + H is short. By counting, this is a bijection. The union of any two sets S ∩H, as H varies, is an affine 2-space. Therefore, S is the disjoint union of a pair of disjoint, nonparallel affine 2-spaces, in three different ways. 
for cleansing hyperplanes, H, the map H → H ∩ S is monic.
Proof. If H 1 and H 2 are distinct, then, since they meet, their sum is a hyperplane. Since H 1 + H 2 is contained in the complement of S, it equals the complement of S. This is a contradiction since S is not affine.
Procedure 3.36. We now have a procedure to determine the orbit of a dirty codeword. It depends only on examining the code, not the action of the group AGL (d, 2) . Call such a codeword v. Add to v all of the 2 d+1 −2 affine hyperplanes. A nonempty set of these will be cleansing and the corresponding sums will have weight of the form 2 d−1 ± 2 d−k−1 , which will give the defect k. This procedure is exponential in d.
Lemma 3.37. Two short (resp. long) clean codewords of the same defect are in the same orbit under AGL (d, 2) . A short clean codeword is a cubi sum.
Proof. We interpret these codewords by their actions on the commutator quotient of R. The result follows from transitivity of the natural action of GL (d, 2) on alternating matrices of the same rank.
Lemma 3.38. Suppose that we are given
is the subgroup of the group of translations which fixes c. This subspace depends on c only, not on a choice from Cubi(c).
Proof. Clearly, the above intersection is a linear subspace and translations by it fix each S i , hence also fix c. Since the space of commutators of the translation group with c has dimension 2k, no translations outside this subspace fixes c. Therefore, this intersection depends on c only. 
2 , namely the core and its complement.
Proof. The second statement follows from the structure of the stabilizer, which we now discuss.
We may think of our clean codeword c as a cubi sum for cubi sequence (S 1 , . . . , S k ). Choose an origin in the core 3.40, i.e., the
Let H be the stabilizer of c in AGL (d, 2) . Then H t := H ∩ T is transitive on U . The last paragraph implies that H = H t H 0 where H 0 is the stabilizer of the origin. So, H t corresponds to U and H 0 lies in the stabilizer in GL(d, 2) of the subspace U , a parabolic subgroup P of the form 2
is a tensor product of irreducibles for the two factors, so is irreducible.
We next argue that
Consider C G (t), where t is the diagonal matrix ε c . Then we have the CMZ decomposition 3.5 for C R (t) and a related one for R: R = R 1 R 0 , where [R 0 , R 1 ] = 1, C R (t) = C 1 R 0 , where R 0 is extraspecial, and C 1 ≤ R 1 and C 1 is elementary abelian and contains Z(R). There is a corresponding product J 0 J 1 of commuting natural BRW subgroups, with t] . The action of t preserves R 1 and the maximal elementary abelian subgroup C 1 . Also, t acts on N J 1 (C 1 ) ∼ = 2 1+4k 2 ( 
, 2) contains a copy of Sp(2k, 2). Since the image of H in the left factor stabilizes a nondegenerate form, the image is exactly Sp(2k, 2).
We claim that the stabilizer of c in AGL (d, 2) contains the natural GL(d−2k, 2) subgroup which commutes with the above copy of Sp(2k, 2) . This follows since the stabilizer of a member of Cubi(c) involves a copy of GL(d − 2k, 2) which acts faithfully on the core and commutes with the action of the above Sp(2k, 2), which acts trivially on the core and faithfully on a complement to the core (meaning, on a linear complement, assuming the origin is chosen from the core).
The claim implies that H maps onto the right factor of P/O 2 (P ) ∼ = GL(2k, 2)× GL(d − 2k, 2). It follows that O 2 (P ) is an irreducible module for H (a tensor product of irreducibles for the factors Sp(2k, 2) and GL(d − 2k, 2)), whence H ∩ O 2 (P ) is either 1 or O 2 (P ). The latter group preserves all cosets of U in Proof. This is obvious from 3.27 and how the stabilizer of the core in
Remark 3.43. The main theorems 1.1 and 1.2 follow from 3.37, 3.42, 9.14, 9.13. Note that, as a corollary, we get the well-known result that the minimum weight codewords in RM (2, d) are the affine codimension 2 subspaces. (ii) Since s is dirty, d − 2k > 0.
Consider the set P of all pairs (s, r) ∈ c + RM (1, d) so that s is dirty, r is short and clean (whence s + r is a hyperplane, so is a cleansing hyperplane; 3.29). We refer to 3.41. Let H be the stabilizer of this coset in AGL (d, 2) . Then H acts transitively on P, which has cardinality
Now, consider a hyperplane h in F d
2 which meets U in a codimension 1 subspace of U . By 3.27, r+h is a midset, so (r+h, r) ∈ P. Since H (r+h,h) stabilizes h, it follows that H (r+h,r) , hence every H (s,r) , has the form [
The conjugacy classes of involutions in G 2 d and orbits on RSSD sublattices
We continue to let G := G 2 d , R := R 2 d and let t ∈ G be an involution. We summarize the conjugacy classes of involutions.
Suppose that t centralizes a maximal elementary abelian subgroup (so is in a diagonal group). For each maximal elementary abelian subgroup E of C R (t), we have representatives of Suppose that t does not centralize a maximal elementary abelian subgroup. Then [R, t] is abelian of exponent 4 and has order 2 1+2k for some k ≥ 1. It is now clear from 9.14, 9.13, that t is conjugate to some η 2k,± ; see 9.7. Here we deal with the general dirty case, i.e., rank 2 d−1 , which represents many orbits. Their associated RSSD involutions are dirty, so if diagonalizable are conjugate to elements of the diagonal group supported by a midsize codeword. We assume that d > 3.
We are given a dirty RSSD sublattice. Multiply this involution by all lower involutions.
Suppose that a nonempty set of such products are clean involutions with common defect k ∈ [0, Suppose that no such product is clean. Then the involution is some η 2k,± . The subgroups C R (t) and [R, t] determine k and the sign ± and so the orbit of the sublattice.
For completeness, we treat the case d = 3. Proof. Note that the determinant 1 subgroup of W E 8 contains a natural BRW + (2 3 ) subgroup of odd index. For rank 2 and 6 sublattices, we are in the clean cases in BRW + (2 3 ). For rank 4, we are in the dirty cases, of which there are just three, associated to a nonsplit involution (see 9.15(ii)), to a lower involution and an upper dirty involution.
There are two orbits of W E 8 on 4-sets of mutually orthogonal pairs consisting of roots and their negatives. One of these 4-sets spans a sublattice of BW 2 3 which is a direct summand and the other spans a sublattice properly contained in a D 4 -sublattice. These cases correpond in the above sense to the nonsplit and lower cases. The third case gives rank 4 sublattices not spanned by roots (9.15). Now consider the case of odd rank fixed point sublattice, M . It suffices to do the ranks 1 and 3 cases. We use a lemma that if g is in a Weyl group and V is the natural module, then g is a product of reflections for roots which lie in [V, r] [Car] . At once, this implies that the rank 1 lattice here is spanned by a root. Suppose now that rank(M ) = 3. Let Φ be the set of roots in M . If there is a pair of nonorthogonal linearly independent roots, then Φ has type A 3 or A 2 A 1 . Since D(M ) is an elementary abelian 2-group, neither of these is possible. We conclude that Φ has type A 1 A 1 A 1 . Since M is even, it must equal the sublattice spanned by Φ. We are done since W E 8 has a single orbit on subsets of three orthogonal roots in a root system of type E 8 .
Remark 4.3. For simplicity, discuss the main theorems for ranks at most 3 so that we may later use the assumption d ≥ 4, as needed.
When d = 1, the fixed point sublattice of any involution is 0 or a rank 1 lattice.
Assume d = 2. The dirty involutions in BW 2 2 and their fixed point sublattices are analyzed in 9.15. If t ∈ BRW + (2 2 ) is clean, its fixed point sublattice has rank 1 or 3. In these respective cases, the sublattice is spanned by a vector of norm 2 or 4 or is the orthogonal of such a rank 1 sublattice, so is a root lattice of type B 3 or C 3 . See the proof of 4.2.
When d = 3, all fixed point sublattices are accounted for in the proof of 4.2. They are all orthogonal direct sums of indecomposable root lattices.
Containments in RM (2, d).
Lemma 4.4. Let A, B ∈ RM (2, d) and suppose that
0 = A < B = F d 2 . Let X c denote the complement of the subset X of F d 2 .
Then one of the following holds: (i) A is a codimension 2 subspace and B is a midset; or B c is a codimension 2 subspace and A c is a midset.
Furthermore, (i) happens for affine hyperplanes B for any d ≥ 3, and for nonaffine midsets B exactly when B has defect 1 and d ≥ 3, respectively. (ii) A is short and B is long, of respective cardinalities
, where (k, r) = (1, 1), (1, 2), (2, 1) or (2, 2) . We summarize:
Note that cases (1, 2) and (2, 2) It is obvious that (i) happens in an essentially unique way when B is an affine hyperplane. Assume B is a midset but not affine. The codimension 2 affine subspaces A and A whose union is B are not translates of each other. Let A be a translate of A which meets A nontrivially. The intersection has codimension 1 or 2 in each of A or A and it is an exercise to show that for codimension 1, this situation does happen in an essentially unique way, and that it does not happen for k = 2 (reason: such subspaces are affinely coindependent and so an associated linear system expressing their intersection has a solution).
Assume that neither A nor B is a midset. In case both are long, we may replace with complements to assume both are short. In any case, we may assume that A is short, of cardinality 2 Proof. Let A and A be any pair of disjoint codimension 2 subspaces. Then A + A is a midset and it has defect 0, 1 or 2 if A has a translate which meets A in codimension 0, 1 or 2, respectively. The first statement follows from 3.32 and transitivity of AGL(d, 2) on midsets of a given defect 3.42.
For the second, consider the three hyperplanes H 1 , H 2 , H 2 which contain A.
, whence H 1 is a cleansing hyperplane, and so
3. This means that at most two of the H i meet B in a set larger than A. Therefore, since H i \ A for i = 1, 2, 3, partition F d 2 \ A, exactly two of the H i meet B in a set larger than A and so there exists an H which meets B in A, and by above counting, it is unique.
More group theory for BRW groups
We list some assumed results from group theory. (ii) A faithful module for Sp(2k, 2) in characteristic 2 has dimension at least 2k. Sp(2k, 2) . Clearly, (i) implies (ii). We prove (i).
We may assume that the field F is algebraically closed and that k ≥ 2. Let M be a module of minimal dimension. Consider the decomposition Proof. This is mainly the 1-cohomology result [Poll] , plus a standard interpretation of Ext 1 .
For clean involutions.
We use the following notation throughout this subsection.
Notation 5.4. We have the clean upper involution t of defect k ≥ 1. Take a CMZ decompostion C R (t) = P Z. Denote by q t the quadratic form on Z = Z t described in 5.3. The subscript indicates dependence on the involution, t. Call z ∈ Z singular or nonsingular, according to the value of q t (z). For k ≥ 2, the action of C G (t) as Sp(2k, 2) on Z is indecomposable; the upper Löwey series has factors of dimensions 1, 2k. [y, t] , which is congruent to f (xy) modulo −1 . If f (xy) ∈ −1 , then xy ∈ C R (t). Therefore f maps R/C R (t) isomorphically onto Z/ −1 . Also, the image of f is a set of cardinality 2 2k which contains 1 and is invariant under C R (t), which acts on Z as Sp(2k, 2) 
We claim that Z is an indecomposable module for Sp(2k, 2). Suppose it is decomposable. Then Im(f ) must be either a subspace of Z complementing Z(R) or essentially a coset of some C R (t)-invariant subspace, say Z 0 , namely it is the set Y which is the notrivial coset with −1 replaced by 1. Then there exists a homomorphism h : R → Z 0 with the property that f (
It can not be a subspace since [R, t] is normal in R. So, the second alternative applies to Im(f ). Now, we shall get a contradiction, using (*).
Note that we have an alternating bilinear form g on Z with values in Z(R), defined by g(a, b) := [a , t, b ] where priming on a ∈ Z means an element a ∈ R so that f (a ) = a. It helps to think of the Hall commutator identity [x,
There is a g-totally singular subspace of dimension k+1 in Z, say W . Assuming that Im(f ) = Y , we take any elements a, b, c in R so that abc = 1 and none of a, b, c is in
This proves that Z is indecomposable.
At this point, we know that Im(f ) is one of two orbits for Sp(2k, 2) in Z, the singular one and the nonsingular one. We claim that it is the singular one. Suppose otherwise. Take W and a, b, c as above. Then (*) implies that (in additive notation) the sum of two orthogonal nonsingular vectors is nonsingular, a contradiction. Definition 5.6. Let φ be a linear character of Z which is nontrivial on Z(R). Then Ker(φ) is a nonsingular quadratic space by restriction of q t 5.4. Its type is plus or minus, according to the Witt index of the restriction of q t .
The orbit lengths are
Note that rows 2 and 3 are equal and rows 1 and 4 are equal.
Proof. It is well-known that C(t)/O 2 (C(t)) ∼ = Sp(2k, 2) acts with two orbits on characters of Z which take nontrivial value on Z(R). These orbits have respective stabilizers the natural subgroups O ε (2k, 2) and respective lengths 2 2k−1 + ε2 k−1 . The rest follows from 5.2.
Proof. The second statement follows from orthogonality of the representation plus absolute irreducibility, which we now prove. We prove irreduciblity for a natural subgroup of C G (t) of the form AB, where 
Proof. We use the subgroup denoted AB in the proof of 5.9. For AB, the module L ε (t) decomposes as a tensor product of irreducibles. It suffices to prove that the trace of z on the tensor factor irreducible for B is ±2 k−1 , ∓2 k−1 , respectively.
We use 5.2 to deduce that
and
A given singular z ∈ Z is in the kernel of 2 k−1 (2 k−1 + ε) = 2 2k−2 + ε2 k−1 characters in Φ ε and outside the kernel of 2 2k−2 characters in Φ ε . It follows that the trace of z on L ε (t) is ε2 k−1 . Singular and nonsingular elements of Z \ Z(R) are paired by congruence modulo Z(R). Therefore, nonsingular elements have trace −ε2 k−1 .
For dirty involutions.
We assume the following notation throughout this subsection.
Notation 5.11. Let t be a dirty split upper involution of defect k. A UL factorization of t is an expression t = u , where u is a clean involution and is a lower involution (note that all of t, u, commute). Write UL(t) for all pairs (u, ) as above. Let U(t) be the set of u and let L(t) be the set of which arise this way. We have |{UL(t)}| = 2 1+2(d−2k)+2k − 2 1+2k .
We get a result for traces of u and on L ε (t) which is similar to 5.10.
Lemma 5.12. On L ε (t), the trace of z ∈ Z \ Z(R) is 0 and the trace of is
Proof. We assume ε = + (the other case is similar). It suffices to consider the sublattices L (a, b) , where u acts as a and acts as b. Recall that the eigenlattices for are ssBW 2 d−1 lattices, for which we may use 5.7 to compute the traces for z. Without loss, we may assume that z has nonnegative traces. We get:
About inherted groups
We continue to use the notations
Notation 6.1. We use bars for images under restriction C G (t) → O(L ε (t)). As in 5.8, we write G ε for the image of 
Proof. 6.3 and 6.2(ii).
Corollary 6.5. Let t ∈ G be an involution and let Z := Z(C R (t)).
(i) Suppose that t is a clean involution of defect
Proof. Note that defect 1 implies that s = 2, in the notation of 6.2. (i): This follows from 6.4.
(ii): Let t be such an involution. Let t = u be a UL-factorization 5.11. We define Z u as Z(C R (u)) and define Z := Z(C R (t)) = Z u × . A character value analysis shows that elements of Z u have 0 trace on L ε (t) and elements of the coset Z u have nonzero trace 5.12. Therefore,
We shall use 6.4 to prove that N O(L ε (t)) (Z u ) is inherited by showing that the latter group induces only Sp(2, 2) on Z. Assume that this is false. We have an action of AGL (2, 2) 
on Z u preserves the coset Z u \ Z and has orbits modulo Z(R) of lengths 1 and 3. Its orbits on Z u \ Z must have lengths 1,1,3,3 since elements in that coset have nonzero trace on L ε (t) so are notProof. We may suppose that t = ε b for a defect 1 midset b ∈ RM (2, d) and we may assume that ε = +. Since d is odd, a ssBW 2 d−2 sublattice is SSD. Let X be such a sublattice of L ε (t). Its associated involution in O(L) is conjugate to an involution of the form ε c ∈ E, where the codeword c is an affine codimension 2 subspace.
Since ε c acts nontrivially on L + (t), c ∩ b = ∅ Let b be the complement of b. We may consider the involution ε h where h is a hyperplane so that h ∩ b = c(see 4.5). Then ε c acts on L + (t) as ε h , which is a lower involution.
Define K to be the normal subgroup of O(L + (t)) generated by all ε X , where X is a SSD sublattice isometric to ssBW 2 d−2 . This is a subgroup of C R (t) which is normal in C G (t) and contains ε h , so is not contained in Z(R). The normal subgroups are 1, Z(R), Z, Z, , C R (t), where ∈ L(t) is any lower part of a UL-factorization. For all such normal subgroups, Y not contained in Z(R), we claim that Z is normal in N O(L + (t)) (Y ). This is obvious except when Y is one of the latter two cases. In those cases, Z(Y ) = Z, . In the action on L + (t), the elements of Z \ Z(R) have trace 0 and the elements of Z have nonzero trace (see 5.12). The claim follows and so does the lemma since K is normal in O(L + (t)).
Lemma 7.7. Suppose that d > 3 and d is odd. Let t be a split dirty involution
Proof. Use 7.6 and 6.5(ii).
This completes the proof of 1.6.
The nonsplit defect 1 case
The style of proof here is rather different. The smallest value of d for this case is d = 2. Involutions in BRW + (2 2 ) ∼ = W F 4 are discussed in 9.15. Involutions in BRW + (2 3 ) are discussed in 4.2(i), the even rank sublattice cases. Proof. The result may be checked directly for d ≤ 2 since we know T el(t) and T el(t) + 2L/2L is the fixed point space for the action of t on L/2L (see
The idea is to use induction on d plus the fact that t leaves invariant the summands of a decomposition L = L ± (u)⊕L ± (v), where u, v generate a lower dihedral group which centralizes t. This proves that L is a free Z t -module, so reduction modulo 2 has the claimed structure.
, so the property is clearly true. By 8.1,
We take x = y. We want (x, xt) ∈ 2Z to conclude that x(t − 1) has norm divisible by 4. This will follow if it is so for a spanning set. Consider the summands of 
and P contains a sublattice Q isometric to L A 8 1 , of index 4 in P .
Let r 1 , . . . , r 8 be an orthogonal basis of roots for Q. Any nontrivial coset of Q in P consists of even norm vectors, so contains an element of shape Let I, I be any two 4-sets which arise as above. We claim that they are disjoint. Assume otherwise. Since P is even, I ∩ I is a 2-set. Then P is isometric to L D 6 ⊥ L A 1 ⊥ L A 1 , whence C R (t) fixes the unique indecomposable orthogonal summand isometric to L D 6 . This is impossible since C R (t) contains a subgroup of shape 2 1+4 + , whose faithful irreducibles have dimension divisible by 4. We conclude that there exists a partition J , J of {1, 2, 3, 4, 5, 6, 7, 8} so that J and J are 4-sets and P = P ⊥ P , where P := {x ∈ P |supp(x) ⊆ J }, 
, all summands are ssBW 2 d−1 lattices which are t-invariant and on them t acts like a nonsplit dirty involution. By induction, we know the eigenlattices for t on each. Basic theory of extraspecial groups extended upwards by their outer automorphism group has been developed in several places. We shall use [GrEx, GrMont, GrDemp, GrNW, Hup, BRW1, BRW2, B] . Proof. We may assume that t, u are noncentral. These involutions are not lower and have the same dimension of fixed points on R/R ∼ = F 2d 2 . Let T, U ≤ R be their respective centralizers in R. Since both t, u are clean, [R, t] and [R, u] are elementary abelian subgroups of T, U , respectively. From 9.9, we deduce that Rt and Ru are conjugate in G 2 d if their common defect is less than We may assume that Rt = Ru. Now use 9.8 to deduce that t is R-conjugate to u or −u. The trace condition implies that t is conjugate to u.
Remark 9.11. The extension 1 → R 2 d → G 2 d → Ω + (2d, 2) → 1 is nonsplit for d ≥ 4. This was proved first in [BRW2] , then later in [BE] and in [GrEx] (for both kinds of extraspecial groups, though with an error for d = 3; see [GrDemp] for a correction). The article [GrEx] gives a sufficient condition for a subextension 1 → R 2 d → H → H/R 2 d → 1 to be split, and there are interesting applications, e.g. to the centralizer of a 2-central involution in the Monster [Gr72] . A general discussion of exceptional cohomology in simple group theory is in [GrNW] . by root lengths, but the resulting products of two reflections represent only two classes: one class (for the pairs of equal length roots) and a second class for the case of unequal root lengths. The latter gives the upper class. For this case, we have an orthogonal set of vectors of norms 2 and 4 in a given eigenlattice, M , corresponding to orthogonal roots of different lengths.
