Human immunodeficiency virus type 1 (HIV-1) has high replication and mutation rates that generate large census populations and high levels of genetic variation. We examined the roles of natural selection, population growth, random genetic drift, and recombination in shaping the variation in 1509 C2-V5 env sequences derived from nine men with chronic HIV-1 infection. These sequences were obtained from clinical visits that reflect the first 6-13.7 years of infection. Pairwise comparisons of nonsynonymous and synonymous distances, Tajima's D test, Fu and Li's D * test, and a test of recurrent mutation revealed evidence for episodes of nonneutral evolution in a total of 22 out of 145 blood samples, representing six of the nine individuals. Using three coalescent-based maximum-likelihood estimators, we found viral effective population sizes in all nine individuals to be ‫01ف‬
. We also show that a previous estimate of the effective population size of ‫01ف‬ 5 based on rare haplotype frequencies decreases to ‫01ف‬ 3 upon correcting a biased sampling procedure. We conclude that the genetic variation in these data sets can be explained by a predominance of random genetic drift of neutral mutations with brief episodes of natural selection that were frequently masked by recombination.
A hallmark of human immunodeficiency virus type 1 of env is uncertain. First, the occurrence of viral escape within env during chronic infection and its importance (HIV-1) infection is a clinical stage of chronic, generally asymptomatic infection of highly variable to HIV-1 disease progression have not been critically evaluated in the context of population genetic theory. length, during which time viral genetic variation accumulates (reviewed in Viscidi 1999) . The roles of populaSecond, none of the aforementioned studies demonstrated that putative escape variants fixed in the population genetic forces in shaping viral genetic variation during chronic infection are unclear. The HIV-1 surface tion faster than one would predict on the basis of random genetic drift alone. Third, HIV-1 has a high rate protein Env is thought to be under particularly strong natural selection because genetic variation generates of recombination (Zhuang et al. 2002) , and we and others have shown that high rates of recombination can antigenic diversity that facilitates escape from immune responses and allows the use of different coreceptors, create the false appearance of natural selection in a standard phylogenetic test in simulated data sets with thus providing alternate cellular targets (Overbaugh and Bangham 2001) . Evidence supporting the imporneutral mutations (Anisimova et al. 2003; Shriner et al. 2003) . Last, application of Tajima's (1989) D test to tance of natural selection has come from immunological studies in which viral escape at CD8 ϩ cytotoxic T lym-HIV-1 sequences has not revealed evidence for natural selection in env (Leigh Brown 1997) . phocyte (CTL) epitopes within the env locus has been noted (Borrow et al. 1997; Evans et al. 1999; Soudeyns If natural selection is more important than random genetic drift in shaping env genetic variation, then deteret al. 1999; Wilson et al. 1999) . Genetic evidence for sites within env under positive natural selection has also ministic models of population genetics might be appropriate (Li 1976) . Under such models, the population been reported (Seibert et al. 1995 ; Nielsen and Yang size is assumed to be much greater than the inverse 1998; Suzuki and Gojobori 1999; Yamaguchi-Kabata mutation rate (Rouzine et al. 2001) . Census population and Gojobori 2000; Yang et al. 2000) .
sizes of HIV-1 within infected individuals have been The overall role of natural selection in the evolution estimated to be Ն10 8 (Piatak et al. 1993; Ho et al. 1995; Wei et al. 1995) , which is substantially greater than the However, the relevant parameter when modeling geestimates. This work leads to a new understanding of the relative roles of natural selection, population growth, netic changes within populations is the effective, not the census, population size, because it represents the random genetic drift, and recombination in shaping env diversity during chronic HIV-1 infection. number of individuals who contribute genetic information to successive generations. The effective population size, known as N e , represents the size of an ideal popula- MATERIALS AND METHODS tion that experiences the same magnitude of random genetic drift as the observed population (Wright 1931;  Study samples: The nine HIV-1 subtype B-infected individuHartl and Clark 1989). Different methods for estials studied were described previously (Rinaldo et al. 1998;  mating the viral effective population size have yielded Shankarappa et al. 1999) . Briefly, they represented incident cases of HIV infection among individuals followed in the widely divergent estimates, using in vivo measurements of Multicenter AIDS Cohort Study (MACS; Kaslow et al. 1987) .
HIV-1 env diversity. Leigh Brown (1997) studied one They had moderate rates of disease progression. Selection individual from whom 77 231-bp sequences encomfor study was based on progression to advanced HIV disease passing the V3 loop were derived from five samples over following an asymptomatic period of at least 6 years, including 7 years of infection. After showing that these sequences an onset of decline in the total T-cell count, which we have shown precedes AIDS in most cases (Margolick et al. 1995;  did not depart from neutral expectations by Tajima's Gange et al. 1998; Rinaldo et al. 1998; Shankarappa et al. D test, Leigh Brown used a coalescent theory-based 1999). Partial env sequences were derived from specimens method that assumed neutrality, no recombination, and collected beginning at the first semiannual clinical visit the no population growth to estimate N e . The results were subject was found to be infected, shortly after seroconversion, striking: N e was estimated to be ‫01ف‬ 3 , substantially less and continuing semiannually for 6 to 13.7 years, until AIDS or death in some cases. These sequences averaged 639 bp and than the inverse mutation rate. Leigh Brown concluded spanned the C2-V5 region of env. A total of 1509 sequences that the results of the test of neutrality and the low from 49 samples of plasma viral RNA and 96 samples of peripheffective population size supported stochastic models eral blood mononuclear cell-associated viral DNA were evaluof population genetics, wherein random genetic drift ated. The 209 follow-up sequences were generated as demay be more important than natural selection in shapscribed previously (Shankarappa et al. 1999) .
Sequence analysis: We used four statistical tests of neutrality.
ing the virus population.
In all cases, the null hypothesis was that all mutations were
In contrast, analysis of the same sequences by Rou- Watterson (1975) showed that the expected value of S ϭ a n , in which a n ϭ ͚ nϪ1 iϭ1 (1/i) is a scalar for n sequences, ϭ assess neutrality, and did not account for population 2N e L is the mutation rate scaled by the effective population growth or recombination.
size for a haploid organism, and is the mutation rate per
In this study, we explored the related issues of the generation per site with L sites. Under the same assumptions, viral effective population size and the roles of natural Tajima (1983) showed that the expected value of k ϭ . Tajiselection, population growth, random genetic drift, and ma's (1989) test is therefore based on the expectation that, on average, k Ϫ (S/a n ) ϭ 0. together with 209 follow-up sequences, using multiple of low-frequency mutations, suggesting negative selection statistical tests of neutrality and multiple estimators of (Tajima 1989) or selective sweeps (Braverman et al. 1995) .
N e , including ones that explicitly account for population Third, Fu and Li's (1993) D* test, also a test based on the distribution of mutant frequencies, compares the total growth and recombination. The large number of serially number of mutations () to the number of singletons ( s ; i.e., sampled sequences permitted a rigorous statistical analymutations that occur on terminal branches on an unrooted sis of natural selection through time. These analyses, phylogeny) among n sequences. and s can be estimated by and reanalysis of Rouzine and Coffin's (1999) work, counting the mutations as they are mapped onto the sample's allowed us to propose a resolution to the discrepancy phylogeny. With the same assumptions as given above for Tajima's test, the test is based on the expectation that, on between low vs. high estimates of N e in favor of low average, (n/(n Ϫ 1)) Ϫ a n s ϭ 0. Thus, similar to Tajima's 1999) . However, we generally did not consider population subdivision in our analyses for two reasons. First, we had no D test, positive D* test statistics reflect an excess of "internal" or "old" mutations, i.e., mutations at intermediate frequency, data for viruses isolated from anatomical sources other than blood. Second, all of these individuals appeared to be infected and negative test statistics reflect an excess of "external" or "new" mutations, i.e., mutations at low frequency.
from a single source, on the basis of phylogenetic analysis (Shankarappa et al. 1999) . Thus, we did not have to be conFor Tajima's and Fu and Li's tests, we ascertained P values that accounted for recombination from null distributions of cerned with migration from completely isolated populations of virus from other individuals, as would occur in cases of 10,000 independent replicates that were created by simulating sequences under a neutral coalescent model. We conditioned dual infection. Any migration that did occur had to be between anatomical or temporal compartments within an infected indiupon a population-scaled mutation rate ϭ 38 per locus and a population-scaled recombination rate ϭ 9 per locus (on vidual and had to be of viruses that shared a most recent common ancestor for the entire infection in the individual. the basis of the estimates from the RECOMBINE program, which is described below) with a locus of 639 sites and the Phylogenetic analysis: Phylogenetic tree reconstruction and model of evolution estimation were performed in PAUP*, appropriate sample size, using DnaSP, version 3.53 (Rozas and Rozas 1999) . The sequences simulated for the power version 4.0 (Swofford 2002) . Trees were reconstructed by first generating a neighbor-joining tree using maximum-likelianalysis of Tajima's test were generated with the same coalescent parameters using TREEVOLVE, version 1.32 (http:/ / hood distances and then swapping under maximum likelihood using the subtree pruning and regrafting (SPR) algorithm evolve.zoo.ox.ac.uk).
These three tests of neutrality each looked at the data in (Swofford 2002) . Models of evolution were estimated using the general time-reversible model with unequal base frequendifferent ways. The test based upon synonymous and nonsynonymous distances uses a codon as its unit, and this test is cies and gamma-distributed rate heterogeneity across sites. Sites with gaps were excluded by pairwise deletion. applicable when the population is not in equilibrium. In contrast, Tajima's D test and Fu and Li's D* test both use an
Multiple tests: Because we statistically tested a large number of samples, our tests needed to be corrected for multiple individual nucleotide as their unit, but assume that the population is in equilibrium. Fu and Li's D* test is generally more comparisons. A strict way to correct for multiple comparisons would be to apply a Bonferroni correction, which is accompowerful in detecting population shrinkage and background selection (which refers to the variation-reducing effect of a plished by dividing the significance level by the number of tests performed (Rice 1989) . However, all of the samples negatively selected polymorphism on linked neutral polymorderived from a single individual have a shared evolutionary phism), whereas Tajima's D test is generally more powerful history and hence are correlated to varying degrees, making in detecting population growth and hitchhiking (which refers such a correction too extreme and thereby resulting in overly to the variation-reducing effect of a positively selected polyconservative conclusions. Because infection in each of the morphism on linked neutral polymorphism; Fu 1996, 1997).
nine individuals represents independent iterates of viral evoluThe fourth test addresses the assumption of infinite sites.
tion, we can justify at minimum nine independent comparisons, We first determined which samples had no sites with more resulting in a correction of the significance level from 5% to than two cosegregating nucleotide states because the variation 0.55%. at such sites can be most parsimoniously explained by one Nucleotide sequence accession numbers: The GenBank accesmutational event. For the remaining samples, we tested sion numbers are AF137629-AF138163, AF138166-AF138263, whether more sites than expected were unambiguously recur-AF138305-AF138703, and AF204402-AF204670 for the 1300 serently mutated (i.e., there were more than two cosegregating quences reported previously (Shankarappa et al. 1999 ) and nucleotide states). To do this, we calculated how many sites AY348333-AY348528 and AY348532-AY348544 for the 209 folwere expected to have been recurrently mutated by assuming low-up sequences reported herein. a Poisson mutational process with a mean conditioned upon the number of total sites and the number of variable sites. P values were generated from 10,000 independent replicates. RESULTS Estimating N e : Effective population sizes were estimated using three coalescent-likelihood programs from the LAMARC Testing neutrality: Each of the three N e estimators we package (Kuhner et al. 1995a) . The first program, COemployed assumed neutrality, so we first addressed this ALESCE, estimates assuming a single panmictic population assumption by applying three two-tailed statistical tests.
of constant size without recombination or natural selection (Kuhner et al. 1995b) . The second program, FLUCTUATE, The first test compared nonsynonymous mutations to estimates and g, the exponential growth rate (Kuhner et al. synonymous mutations. Of 96 viral DNA samples exam-1998). The third program, RECOMBINE, estimates and r, ined (Figure 1, *) , we found 1 sample (from participant the ratio of the recombination rate to the mutation rate, such 6) for which d s exceeded d n and 10 samples (from particithat ϭ r (Kuhner et al. 2000) . Estimates of were generated pants 2, 3, and 9) for which d n exceeded d s . Similarly, from each of the three coalescent-likelihood programs using a transition/transversion ratio estimated from the data (Swofof 49 plasma viral RNA samples examined, no samples ford 2002) and empirical base frequencies. We then calcuwere found for which d s exceeded d n and 3 samples lated the corresponding values of N e , assuming ϭ 2.5 ϫ (from participants 2 and 7) were found for which d n 10 Ϫ5 /site/generation for point substitutions (Mansky 1996). exceeded d s (Figure 1, #) . The samples for which neuTo qualitatively assess the effects of estimating for data with trality was rejected by this test did not tend to cluster at recombination under these three sets of assumptions, 10 independent replicates were generated under a neutral coalescent any particular time during infection (Figure 1 ). Further, model with recombination, using TREEVOLVE. We condithe signal for selection tended to be sporadic, as evident tioned upon a sample size of 10, ϭ 38/locus, ϭ 9/locus, by the single samples in participants 6 and 7 that disand a locus of 639 sites, on the basis of the observed data and played nonneutral evolution. In summary, by this test, the results of RECOMBINE.
we found evidence for a sporadic excess of synonymous radic excesses of nonsynonymous mutations in four of sions. Recombination can induce spuriously inferred parallel changes and reversions on the sample's phylogthe nine individuals.
We next addressed the infinite-sites assumption of eny. Furthermore, recombination is known to make Tajima's test conservative (Tajima 1989 ; Wall 1999; Tajima's and Fu and Li's tests. Thirty-three samples had no sites with more than two cosegregating nucleotide Schierup and Hein 2000) . Figure 2 shows the distributions of Tajima's test statistic for coalescent simulations states (data not shown). For the remaining 112 samples, 1 sample from participant 2 and 3 samples from particiwith and without recombination and demonstrates the reduction in variance induced by recombination. By pant 5 showed significantly more unambiguous recurrent mutation than expected (Figure 1, І) . This result comparing the 95% confidence intervals we calculated an average gain in power for Tajima's test of 11.8% by indicated that the assumption of a Poisson mutational process is largely valid for these samples. Furthermore, accounting for recombination. Using the null distributions with recombination, sigbecause only 4 samples were found to have experienced significant excesses of unambiguous recurrent mutanificant departures from the neutral expectation of Tajima's test (with excesses of low-frequency mutations) tion, diversifying selection was unlikely to have had a predominant role in the evolution of these sequences.
were observed for 2 of the 145 samples, both from participant 3 (Figure 1,  †) . Only 1 sample that yielded signifiThe preceding analysis underestimates recurrent mutation, because it ignores parallel changes and revercance occurred after genetic diversity stabilized [taken Figure 1 , ‡, for the DNA sample and § for the RNA samples). Of these 3, viduals studied. For the other five individuals, the first fixation event happened before genetic diversity stabilized, the 2 samples from participant 6 occurred after genetic diversity stabilized. No departures from neutral expectaas early as 1.5 years after seroconversion. In none of the individuals did the first fixation event happen after tions were detected by either test if recombination remained unacknowledged (data not shown). Accounting genetic diversity stabilized. The observed mean time to the first fixation event of 3.88 years is not significantly for recombination, therefore, revealed stronger evidence for nonneutral evolution in these sequences.
less than the mean time to diversity stabilization of 5.06 years. The observation that fixation occurred at an earAs a further approach for investigating purifying selection, all 1509 sequences were translated and a peptide lier time in five of the nine individuals, but never later, suggests the presence of positive selection. alignment was constructed. Although in any individual no more than ‫%12ف‬ of nucleotide sites were observed In summary, the C2-V5 region of HIV-1 env appears to evolve in a manner consistent with neutral expectato vary at any given time, only one amino acid residue was observed to be 100% conserved (data not shown).
tions in 85% of the samples. However, evidence for episodes of nonneutral evolution was found in seven of This site was G366, which plays a role in CD4 receptor binding (Kwong et al. 1998) . Presumably some of the the nine individuals. Accounting for the reduction of variance introduced by recombination led to stronger observed env alleles do not yield functional proteins; however, the lack of conservation was striking. The obevidence for nonneutral evolution.
Estimating N e : Having addressed the assumption of servation that every other site tolerated some amount of amino acid variation suggests that env evolution is neutrality, we obtained estimates of N e using three coalescent-likelihood programs. The values of N e ranged only minimally constrained by functional requirements.
If HIV-1 populations within infected individuals were from 311 to 4783 for COALESCE (Figure 1 ). RECOM-BINE, which relaxes the assumption of no recombinaexperiencing recurring selective sweeps, we would expect to detect fixation events occurring with high fretion, yielded estimates of N e from 326 to 2886 ( Figure  1 ). As expected, RECOMBINE yielded lower estimates quency. We therefore asked when the first fixation event occurred in each individual. The first fixation event than COALESCE. FLUCTUATE, which relaxes the assumption of a constant effective population size, is was defined as the first time a sample had a derived nucleotide state reach a frequency of 100% when it known to have an upward bias (Kuhner et al. 1998) and yielded the highest estimates (from 439 to 1,063,776; started at 0% (sites that were initially polymorphic were disregarded because it was unknown when the initial Figure 1 ). The overestimates from FLUCTUATE were also consistent with sequences analyzed in the presence mutation events occurred). It is the neutral expectation that the first fixation event should occur after an average of unacknowledged recombination (Figure 3) . All of the estimates of N e based on COALESCE and RECOMBINE, of 2N e generations, with variance on the order of N e 2 (Rodrigo and Felsenstein 1999), which is also the and 88% of the estimates of N e based on FLUCTUATE, were below the inverse mutation rate, with average estiOn the basis of the foregoing, we propose that the mates of 1933 from COALESCE and 1195 from RECOMappropriate mutation rate to use when relating the least BINE, both between one and two orders of magnitude frequent haplotype to the product N e is the effective lower than the inverse mutation rate (Figure 1 ). The mutation rate at the two highly diverse sites in question median from all estimates was 1810. This, together with rather than an average across all sites. From the gamma the analyses of selection above, suggests that stochastic distribution of rate heterogeneity, we estimated the efforces are important influences on these populations fective mutation rate for the class of highly diverse sites and are sufficient to explain much of the observed geto be ‫,41ف‬ relative to a mean across all sites of 1. Thus, netic variation.
after accounting for Rouzine and Coffin's use of the Our estimates of N e are consistent with those of Leigh per site mutation rate ϭ 10 Ϫ5 instead of 2.5 ϫ 10 Ϫ5 , Brown (1997) but not with those of Rouzine and Cofthe mutation rate they used is 14 ϫ 2.5 Ϸ 35 times too fin (1999). Rouzine and Coffin compared the observed low, yielding estimates of N e that are therefore ‫53ف‬ frequencies of rare haplotypes to frequencies obtained times too high. Our proposed corrections estimate N e in simulation experiments of an idealized two-site, twoto be on the order of 10 3 , alleviating the discrepancy state system. However, their test considers only sites that between the estimate based on Rouzine and Coffin's are highly diverse, i.e., an a posteriori selection of sites method and estimates based on coalescent theory. that are not randomly sampled from all sites. From their data and using their definition of highly diverse sites as those with a mutant frequency of 25-75%, there were DISCUSSION 10 sites with high diversity, 15 sites with low diversity, Although HIV-1 sequence heterogeneity is widely recand 209 constant sites ("constant" indicates sites not ognized, its biological origins and consequences are not observed to vary in the sample). If pairs of sites were understood. On the basis of a joint consideration of the randomly chosen from all sites, only ‫%2.0ف‬ of pairs results of four statistical tests of neutrality and estimates would contain 2 highly diverse sites. Thus, their selecof the effective population size, we conclude that the tion of highly diverse sites may have introduced a bias genetic variation in the C2-V5 region of HIV-1 subtype toward higher estimates of diversity and, consequently, B env observed in the nine individuals studied can be higher estimates of N e .
explained by a predominance of random genetic drift To test if the effective mutation rate is the same for of neutral mutations with brief episodes of natural selechighly diverse sites as for all sites, we performed a likelition, which were frequently masked by recombination. hood-ratio test of equal rates across sites vs. gammaOf 145 samples, 21 showed a departure from neutral distributed rate heterogeneity across sites (Yang 1994;  expectations by one of four statistical tests of neutrality, Huelsenbeck and Rannala 1997). We rejected equal and 1 sample showed departures from neutral expectarates across sites, because the test statistic of 44.2 was tions by two tests. The remaining 85% of the samples well outside a 2 distribution with 1 d.f. (P ϭ 3.0 ϫ showed no departures from neutral expectations by any 10 Ϫ11 ; Swofford 2002). Thus, the use of a single average of the tests. We estimated N e to be on the order of ‫01ف‬ 3 , per site mutation rate that describes the overall seconsistent with estimates of Leigh Brown (1997) and quences does not adequately describe the few highly diverse sites. Seo et al. (2002) . Reanalysis of Rouzine and Coffin's (1999) work revealed a systematic bias that, when corafter seroconversion, assuming that 2N e generations is 5.06 years. Furthermore, the maintenance of a stable rected, also yielded an estimate of N e on the order of 10 3 . Simmonds et al. (1991) suggested that stably inteamount of diversity, as shown in Figure 1 , implies that the strength of natural selection remains equally stable grated proviral DNA may turn over more slowly than plasma viral RNA, thus providing a reason to analyze through chronic infection. It seems highly unlikely that the strength of natural selection should remain constant sequences from these two sources separately. In our previous study (Shankarappa et al. 1999) , we found no through time and across individuals. The estimates of N e derived from COALESCE and differences in the development of diversity within time points or divergence from the founder strain between RECOMBINE were remarkably consistent within and among individuals, regardless of the presence or abcell-associated viral DNA and cell-free viral RNA samples. Similarly, in this study, we found no differences in sence of a signal for selection. This suggests that the methods were relatively robust to violations of the asthe patterns of neutrality or the estimates of N e between viral DNA and RNA samples. This lack of difference sumption of no selection in these sequences. The higher may be explained by the fact that our DNA sampling estimates from FLUCTUATE were consistent with inapprotocol does not differentiate between more labile, propriately attempting to explain recombination by a intracellular but unintegrated, viral DNA and more stamodel of population growth. The rate heterogeneity we ble, integrated, proviral DNA. Furthermore, all three invoked to correct Rouzine and Coffin's estimate to 10 3 of these genomic forms probably turn over substantially can be explained by selection and/or recombination faster than the 6-month interval at which the samples (Yang 1994; Schierup and Hein 2000) . We further were obtained (Ho et al. 1995; Wei et al. 1995;  Perelson suggest that if one had adequate data to estimate the et al. 1996; Mittler et al. 1999; Ramratnam et al. 1999) .
least frequent haplotype at less diverse sites, then a more The four tests we used to detect departures from representative estimate would be: average ϭ f con con ϩ neutrality included pairwise comparisons of nonsynonyf low low ϩ f high high , in which f con , f low , and f high are the mous and synonymous distances, Tajima's D test, Fu frequencies of constant, low-diversity, and high-diversity and Li's D* test, and a test of recurrent mutation. For sites, respectively, and con , low , and high are the estimates both Tajima's and Fu and Li's tests, a negative test statisfor if one applied Rouzine and Coffin's test to haplotic that achieves significance indicates an excess of lowtype data from these sites. average could then be used in frequency mutations. Three possible explanations for conjunction with the average per site mutation rate to an excess of low-frequency mutations are directional estimate N e . selection, purifying selection, or population growth Previously, Shankarappa et al. (1999) observed that, (Tajima 1989; Fu and Li 1993; Braverman et al. 1995) .
starting from nearly genetically homogeneous env seDirectional selection is the most likely of these explanaquences after seroconversion, intrasample diversity initions, on the basis of the following observations from tially accumulated at a linear rate and after a certain the present study: (1) the estimates of N e are remarkably time stabilized such that there was a zero slope in the constant (rather than varying with census population curve of diversity as a function of time. There are three sizes); (2) the test of nonsynonymous and synonymous possible explanations for this stabilization of genetic distances predominantly revealed excesses of nonsynondiversity: ymous mutations (the one exception was from partici-1. In the deterministic case, N e is high, and selection is pant 6, for which d s was in excess over d n , suggesting more important than random genetic drift. In this that the excess of low-frequency mutations was due to scenario, the stabilization of genetic diversity reflects purifying selection); and (3) only one amino acid resian equilibrium in which mutant frequencies equal due was 100% conserved. Similarly, for both Tajima's the mutation rate divided by the selection coefficient and Fu and Li's tests, a positive test statistic indicates (Rouzine et al. 2001) . an excess of intermediate-frequency mutations. Such a 2. In the stochastic case, N e is low, and random genetic result may indicate recurrent mutation, in which case S is an underestimate of the true number of mutation drift is more important than selection. In this scenario, the stabilization of genetic diversity reflects the events. However, the four samples that displayed an excess of recurrent mutation did not yield significance equilibrium between neutral mutations and random genetic drift that is expected to occur after an average by either Tajima's or Fu and Li's tests.
Our analyses do not support a hypothesis of recurring of 2N e generations (Rodrigo and Felsenstein 1999) . 3. In the alternative stochastic case, N e is low, but selecselective sweeps affecting env during chronic infection. Nucleotide substitutions should happen more rapidly tion is more important than random genetic drift. In this scenario, recurrent selective sweeps (presumably and more frequently when driven by positive selection than when driven by random genetic drift. Thus, we due to immune pressure) reduce diversity and a true equilibrium is never reached. Under this explanawould have expected the first nucleotide substitution to occur much sooner than the average of 3.88 years tion, the reduction in diversity is due to the hitchhik-ing of neutral mutations linked to the mutation conplayed only a minor role in driving diversity (Coffin 1995; Nowak et al. 1995 Nowak et al. , 1996 . ferring the selective advantage (Maynard Smith and Haigh 1974; Kaplan et al. 1989 
