INTRODUCTION
With technological advances, control problems become more complex. In this context, the traditional control, where the programmer must anticipate all possible situations, become impracticable. Intelligent autonomous systems, which incorporate the ability to self decide what action to take in order to reach their goals, are possible solutions to these problems.
This kind of systems has been designed by techniques such as Fuzzy Logic (FL) [3] and Neural Networks (NN) [11] in areas where conventional approach has failed. Several researchers look for integrate these two techniques generating hybrid models that combine the advantages of each approach and minimize its limitations.
The main limitations of some Neuro-Fuzzy models, such as NEFCON (Neuro-Fuzzy Controller), EFL (Evolutionary Fuzzy Logic), FACL (Fuzzy-Actor-Critic-Learning) and FQL (Fuzzy-Q-Learning) are the necessity of pre-defining the number of fuzzy sets, the membership functions of these sets (used in antecedents and consequents of fuzzy rules), the number of rules, the antecedents that compose the rules and the limitations on the number of input variables in the model.
The RL-NFHP model (Reinforcement Learning -NeuroFuzzy Hierarchical Politree) developed by Figueiredo [5] aimed to overcome these problems and ensure its use in large and/or continuous environments. These environments present a feature called curse of dimensionality, which impedes the direct application of traditional RL. Therefore, the decision to use a recursive partitioning methodology, already explored with excellent results in Souza [1] , results in hierarchical rules, significantly reducing the limitations of this model.
The RL-NFHP does not need a detailed prior knowledge of the environment or a large amount of information. During the learning process and as needed, the model refines certain spaces of states in order to get a better response in accordance with the desired objective.
However, it should be noted that one of the characteristics of models based on Reinforcement Learning is the spent time during the learning process.
Thus, the objective of this work is to accelerate and improve the learning process of RL-NFHP model by inserting the early stopping method and a new policy Q-DC-roulette. The modified RL-NFHP model was tested in the benchmark car mountain problem, which is known in the area of autonomous agents.
The remainder of this work is organized as follows: section 2 briefly describes the original RL-NFHP model, in the third section are presented the improvements to accelerate the learning process, while section 4 shows the results of the benchmark car mountain problem making comparisons with other techniques and, finally, in section 5 conclusions are presented.
II. THE RL-NFHP MODEL
The RL-NFHP model [5] has three key components: the reinforcement learning, the fuzzy characteristic and the hierarchical partitioning.
In the RL-NFHP, the reinforcement learning is based on the SARSA method [10] . The states are not known in advance and 978-1-4244-7107-2/10/$26.00 ©2010 IEEE are identified during the learning process. The rules are generated by an automatic process of partitioning the input space. The RL component makes the model learn to find the most appropriate action to be taken for a given state. The component fuzzy adds states that have similar behaviors, associating them with one action. The hierarchical aspect refers to the fact that each partition of the input space can have as consequent a subsystem.
The RL-NFHP model is composed of one or an amount of RL-Neuro-Fuzzy Politree cells. These cells are arranged in a hierarchical structure like a tree. The highest hierarchical cell generates the output. The lower cells work as consequents of the cells with higher hierarchy.
A. The RL-Neuro-Fuzzy Politree Cells
A RL-Neuro-Fuzzy Politree cell (RL-NFP) is a mini-neurofuzzy system that performs a politree partitioning in a given space, using for each input variable the membership functions described in (1) . The RL-NFP cell gives a precise (crisp) output after a defuzzification process.
These membership functions have two parameters, 'a' and 'b', which define the shape of high (μ) and low (ρ) fuzzy functions. Fig. 1 shows a RL-NFP cell with only two inputs, while Fig. 2 shows the interior of this cell. In these figures, the input values of x 1 and x 2 variables, located in the partition (quadrant) 4, generate the antecedents of the four fuzzy rules after computed the degree of membership ρ 1 (x 1 ), μ 1 (x 1 ), ρ 2 (x 2 ) and μ 2 (x 2 ). The consequent values are sets of actions (a 1 ,a 2 ,...,a t ), where each action is associated with a value function-Q [10] . Through reinforcement learning, an action of each partition is defined as one that represents the desired behavior of the system when it is in a particular state. A state is defined by a set of active cells at the same time. Each cell evaluates all n input variables, forming the antecedents of the rules. Since the consequent partitions of the cell can be either singleton (zero order Takagi-Sugeno inference) or the output of a subsystem in a previous level of RL-NFHP architecture. The amount of partitions is given by the combinations of high and low fuzzy sets of each input: 2 n . Although the consequent singleton is simple, it is not known a priori.
The Ω i s indicate firing rules, which are calculated using an AND operation (T-norm) on the degrees of membership ρ 1 (x 1 ), μ 1 (x 1 ), ρ 2 (x 2 ) and μ 2 (x 2 ), according to (2) . In this equation, the symbol '*' represents the AND operation performed by multiplication. Each rule corresponds to a partition in Fig. 1 . When the values of the inputs are in the quadrant 4, the rule 4 has the highest firing rule. Each quadrant can be divided into four parts, in this example, by another RL-NFP cell.
The output 'y' of each RL-NFP cell is given by the weighted average in all their partition showed in (4) .
where Ω i is the degree of activation of the rule i and a i corresponds to the consequent.
The RL-NFP cells form a hierarchical structure which results in rules that make up the reasoning of an agent. In this model, the input variables, reading by sensors, are evaluated in fuzzy sets of antecedents. The consequents are the actions that the agent must learn through the learning process and are executed by its actuator. Thus, the RL-NFHP model also creates and determines its own structure mapping states into actions. 
B. The RL-NFHP Architecture
The RL-NFHP architecture tree is formed by the interconnection of RL-NFP cells. In the example tree, in Fig. 3 , nodes drawn by gray circles represent RL-NFP cells and end nodes, or leaves nodes, drawn by squares represent the partitions not divided. The root of the tree symbolizes the entire space to be partitioned. The output of the system illustrated in Fig. 3 is given by (5) . 
C. Learning Algorithm RL-NFHP
The RL-NFHP model performs the both tasks: identification of structure and adjustment of parameters, in an integrated way. The flowchart shown in Fig. 4 describes the learning algorithm of the RL-NFHP model, which has six steps, numbered in the flowchart. The learning process starts with the definition of relevant inputs from the system/ environment in which the agent is added and the sets of actions that it may has to achieve its goals. For details see Figueiredo [5] . The RL-based agent must run many cycles to ensure the learning about system/environment. A cycle, episode or season is set by a number of steps, or iterations, that the agent runs on the environment, leaving a starting point to a target point. Each step includes the implementation of the algorithm since the reading of the environment to the execution of the action by the agent.
1) Creation of RL-NFHP model:
A root cell, or father, is created having as its domains of fuzzy sets the range of input variables. These input values are read from the environment and normalized.
2) Calculation and backpropagation of return:
After the implementation of the action, a new reading of the environment is performed allowing the evaluation of the action taken by the agent. This is done through a global return function R defined according to the goals of the agent, by rewarding or punishing it.
The overall return can be transmitted to all partitions of active cells by the calculation of their participation in the resulting action.
3) Selection action:
The exploration of the state space through selection of action is the key of discovering the best actions (the best response from the agent targeting a goal when it is in a certain state of the environment). Conventionally the -greedy policy [10] is used, which selects the greedy action associated with the highest value of Q expected with probability (1 -) and, with probability , randomly selects any action.
4) Update value function Q:
Since the Q values associated with the actions that contributed to the resulting action performed by the agent must be updated, the return values are calculated for each active cell of the structure. This update occurs in two different ways according to (6) : award (R t +1 > R t ) or punishment (R t +1 ≤ R t ).
Q(s t ,a t ) = (1 -t ) . Q(s t ,a t ) + if R t+1 > R t + t [ r t+1 + Q(s t+1, a t+1 )] Q(a t , s t ) = (1 -fp) . Q(a t ,s t ) if R t+1 ≤ R t (6) where the value Q(s t ,a t ) is updated from its current value Q(s t ,a t ); r t+1 is the immediate local return (defined by backpropagation of R t+1 ); is a parameter fixing a percentage of the contribution of the Q value associated with the next action a t+1 chosen at the state s t+1 ; t is a parameter proportional to the relative contribution of local action on global action; and fp is the factor of punishment ranging defined as r t+1 /R t+1 . The value Q(s t+1 ,a t+1 ) is calculated from the weighted sum of Q values with the degree of membership function.
5) Partitioning:
To perform the partitioning, each partition must satisfy two criteria. The first criterion prevents the growth of structure due to poor performance caused by the choice of the still immature actions and the second criterion encourages partitioning when there are significant variations of the functions value Q of the actions. When these two criteria are satisfied, one daughter cell is created and connected to that partition. Its domain is the subdomain corresponding to father partition. 
III. IMPROVEMENTS IN RL-NFHP MODEL
In order to improve and accelerate the learning process were developed two methods: the selection action policy Q-DC-roulette and the automatic end of training early stopping.
A. Policy Q-DC-Roulette
The policy Q-DC-roulette is an innovation presented in this work that aims to merge the benefits of learning through value functions Q with the possibility of operating according to how each action has chosen. It is a mix between the Dual Counter Roulette [2] and the traditional Q-roulette [10] . The selection of action with probability p = is based on a probability distribution according to (7) , and the greedy action is selected in the rest of the time (p = 1 -).
where, P(a i |s) is the probability of choosing action a i , given that the agent is in state s; V(s,a i ) is the number of times that a particular action has been selected (visited) in previous cycles; φ is a weighting constant; and Q(s,a i ) is the value function of the action a i .
The idea is to perform a most intelligent exploitation giving less importance in the selection of actions that have high value function, but were seldom visited, or the actions very chosen, but with low Q(s,a).
B. Early Stopping
The end of the learning process, or training, occurs when the structure RL-NFHP does not change significantly. This means that the agent has learned. In practice, it is difficult to determine the end of training. You can train the structure too much, losing generalization and spending time, or, otherwise, train them poorly, preventing the agent to complete its goal or get into target unsatisfactorily.
In the previous version of the RL-NFHP model, the number of episodes required for learning process was obtained empirically.
Analogous to the concept of early stopping played in Neural Networks [11] , a procedure for automatically stopping the learning process has been developed, which evaluates the convergence of the algorithm. Training is stopped when, in the validation procedure, the average number of steps to reach the objective for the initial conditions tested increases and it is less than the number of maximum steps stipulated empirically. Similar to the process applied in Neural Networks, where the training is stopped when the validation error increases and is smaller than a threshold, the early stopping validation procedure ends the learning process when the agent starts to take longer to accomplish its goal. This validation is performed every N episodes.
IV. RESULTS
The car mountain problem is a highly relevant benchmark, since it has been used by different researchers ( [7] , [10] , [5] and [6] ).
The problem, shown in Fig. 5 , can be described as follows: a car aims to climb to the top of a smooth mountain; however, the car has less power than needed to overcome the force of gravity. The only possible way to achieve the goal is to gain enough inertia moving in the opposite direction to the target in order to add the acceleration of gravity to its own acceleration. 
The return values were calculated in relation of the distance d between the car and the target position and the car velocity v by (9) . (9) where the parameters k 1 and k 2 are constants for adjustment.
It is noteworthy that the reward function must be more elaborate than the required functions for other NF models based on RL, since the system needs to learn the agent´s behavior as well as to learn to identify their states.
A. Comparing Policies
Initially, tests were performed in model RL-NFHP varying only the policies of actions selection: Q-DC-roulette and -greedy. The parameters were defined as Figueiredo [5] . The initial conditions were alternated between (x 0 ,v 0 ) = (1.2,0) and (0.5,0), at the peak at opposite side of goal position and in the The histogram chart of the episodes used to complete training process, in Fig. 6 , shows that the end of learning process, using any of the both policies (Q-DC-roulette or -greedy), occurs most often at the beginning, in 100 episodes. In general, Q-DC-roulette has a faster learning, less dispersion of the number of times required for training.
B. Comparing Models
The tests conducted in this section were intended to compare the RL-NFHP 2 model presented in this work against different models based on RL, developed by other researchers: Neural-Q-Learning, CMAC Q-Learning, FQL and RL-NFHP 1 . These tests were extracted from Figueiredo [5] and the RL-NFHP 2 model was the best obtained in the before section using Q-DC-roulette. Fig. 7(a) ; and -1.2 (mountain peak, best starting point) at zero speed, in Fig. 7(b) . It can be observed that when the car starts at the valley of the mountain, it needs to swing from side to side to increase its speed in order to overcome the force of gravity and, with its inertia, achieve the objective which is the peak (position 0.5). Moreover, when the car starts at the mountain peak, it already has enough potential energy to reach the goal without the need to oscillate. Table I compares the results obtained for the benchmark car mountain problem. The first column indicates the model, the second a characteristic, i.e. the number of neurons in the hidden layer for the case of Neural Q-Learning, the number of grids for the case CMAC and the number of rules for FQL, while the third and fourth columns indicate the performance obtained for each model in terms of numbers of steps for the learning process and testing.
Although the RL-NFHP model does not require prior information on the process of learning such as Neural-Q-learning, CMAC and FQL, its return function, related to the objective and not learning, should be sophisticated. According to Jouffe [7] , the explanation for the Neural Network has the worst result is due to the fact that, beyond learning the values Q, it must also learn to identify the states. But the changes made to the network weights by backpropagation algorithm affect the entire network, damaging learning. In CMAC models and FQL, states are determined a priori (grids and rules) and the changes in value functions only affect the rules or grids which are active in each step of learning.
The perception on the set of active states by the CMAC model is discrete (many neighbor states activate the same set of grids), in the case of FQL and RL-NFHP models the perception on the set of states is continuous. The generalization introduced in the input space by fuzzy rules is softer than the grid introduced by the CMAC model. Therefore the FQL and RL-NFHP results are superior. Interestingly, the result of the FQL was shown to be approximately equal to that obtained by the model RL-NFHP 2 in the test. [5] with its modified version RL-NFHP 2 for the benchmark car mountain problem. The first column represents the model; the second, the number of times necessary for learning; the third, the number of cells of the model after training (structure size) and the fourth and fifth, the average steps per episode during training and test. It is observed in Table II , the training (number of episodes) of the agent through the model RL-NFHP 2 is about 10 times faster than the original model, has fewer cells, which decreased the amount of calculations by step, and learn as well or better (lower average number of steps in test phase) to achieve its goal. There is, as expected, the need of further partition at region of normalized positive velocity [0,1], shift to the right, and low normalized position [0,0.5], left to the valley of the mountain. This is a critical region, because the car must add to the acceleration its own inertia to get up the right side of the mountain.
V. CONCLUSIONS
This work presented a new policy of action selection Q-DC-roulette which has obtained a better performance than the -greedy policy originally applied for the benchmark case studied.
The proposed early stopping, to interrupt the learning process, has proved to be extremely important to reduce the number of necessary episodes for training for the case studied.
These proposals for improvement and acceleration of learning process for the hierarchical neuro-fuzzy RL-NFHP kept the ability of model to create and expand the structure of rules without any prior knowledge (rules or fuzzy sets). The agent extracts knowledge from its direct interaction with large and/or continuous environments, using reinforcement learning, in order to learn what actions must be performed and produces results that are linguistically interpretable, in the form of fuzzy rules, which constitute the reasoning that the agent must infer to achieve their goals.
This benchmark study shows the applicability of the RL-NFHP model in the area of control and robotics, encouraging further research on automatic learning using Neuro-Fuzzy Hierarchical Systems.
Deeper studies are being done in other benchmark cases to demonstrate the real improvement and acceleration of training by including these changes in model RL-NFHP.
