Abstract. Colored tensor models (CTM) is a random geometrical approach to quantum gravity. We scrutinize the structure of the connected correlation functions of general CTMinteractions and organize them by boundaries of Feynman graphs. For rank-D interactions including, but not restricted to, all melonic ϕ 4 -vertices-to wit, solely those quartic vertices that can lead to dominant spherical contributions in the large-N expansion-the aforementioned boundary graphs are shown to be precisely all (possibly disconnected) vertex-bipartite regularly edge-D-colored graphs. The concept of CTM-compatible boundary-graph automorphism is introduced and an auxiliary graph calculus is developed. With the aid of these constructs, certain U(∞)-invariance of the path integral measure is fully exploited in order to derive a strong Ward-Takahashi Identity for CTMs with a symmetry-breaking kinetic term. For the rank-3 ϕ 4 -theory, we get the exact integral-like equation for the 2-point function. Similarly, exact equations for higher multipoint functions can be readily obtained departing from this full Ward-Takahashi identity. Our results hold for some Group Field Theories as well. Altogether, our non-perturbative approach trades some graph theoretical methods for analytical ones. We believe that these tools can be extended to tensorial SYK-models.
Introduction
The term colored random tensor models is a collective for random geometries obtained from quantum field theories for tensor fields. Aiming at a theory of quantum gravity in dimension D ≥ 2, these models are machineries of weighted triangulations of piecewise linear manifolds, the weights being defined by certain path integrals. In that probabilistic ambit, which we shall leave soon, what we obtain here is, crudely, recursions for the connected correlation function G (2k+2) in terms of G (2k) -the Ward-Takahashi Identities (WTI)-which are a consequence of U(∞)-symmetries in the measure of their generating functional, that is to say the free energy log Z[J,J] (see below). Here we do not specialize in the construction of those measures, nor use the probability terminology, but we adhere to the physical one (e.g. we tend to use propagator instead of correlation, etc.; this does not imply that their probabilistic meaning could not be tracked back, though). Accordingly, we drop qualificative "random" and stick to colored tensor models (CTM). These correlation functions reflect, as we shall prove, some of the structure of the tensor fields. The tensors have forbidden symmetries, which has been deemed color. In the arbitrary-dimensional setting the coloring is needed in order for the Feynman expansion to restrict to exactly those graphs one can associate a sensible Ψ-complex to [25, Lemma 1] 1 . As a byproduct of this coloring, these theories might have several, say a k (D), independent correlation functions of the same number 2k of points:
. This is not a feature exclusively of the complex tensor models that we analyze, but it will also be present in the (real) tensorial SYK-models (after Sachdev-Ye-Kitaev [29, 42] ) that have been studied lately [6, 47] if one considers them not as a 0 + 1 field theory (as in [18] ), but allows spacial degrees of freedom, e.g. as in [4] . In this sense, the present article could be useful if one wants to solve the (melonic sector of) that theories.
The initial idea in the primitive versions of random tensor models was to reproduce, in higher dimensions, the success of random matrices in modelling 2D-quantum gravity [1, 11] . The consummation of this generalization had to wait long, however, until the analogue of the large-N expansion, which, as in matrix models, is bedrock of most physical applications, was found [26] . For these higher dimensional analogues of random matrices, what empowered the 1/N -expansion is an integer called Gurȃu's degree, which for rank-2 tensor models (complex matrix models), coincides with the genus (see Def. 4). Crucially, for dimensions greater that two, the degree is not a topological invariant; in particular this integer has complementary information to homology and is able to tell apart triangulations of homeomorphic spaces. Being tensor models a theory of random geometry, the fact that their large-N expansion relies on a non-topological quantity is a rather wished feature, by which the theory of random tensors gains reliability as a properly geometric quantum gravity framework for dimensions D ≥ 2.
The Tensor Track [39] [40] [41] encompasses several classes of tensor models as study objects and synthesizes these random-geometry-foundations in a gravity-quantization program that has as watermark to leave the core of quantum field theory intact-whenever possible. Rooting itself in Wilson's approach to renormalization and functional integrals, the novelty in the tensor track is trading the locality of interactions for invariance under certain large unitary groups (Sec. 2). The origins of the Tensor Track are also amends to the renormalization of Group Field Theory (GFT). In [39] , Rivasseau stated Osterwalder-Schrader-like rules that 1 Pseudosimpicial or Ψ-complexes allow simplices to have more than a common face. Moreover, ostensibly, the coloring of GFTs is not absolutely necessary [44] , but we stick in this paper to colors, as they more easily permit a systematic identification of graphs as spaces. Later on, we discuss models which drop coloring or part of.
F of a specific model, with source-variables J andJ and p being momenta and σ(∂F) a symmetry factor. For matrix models this approach has an astonishing result and needs, in our setting, mainly three steps:
• Finding the right symmetry factors σ(∂F), which in turn requires the CTM-compatible concept of automorphism of colored graphs. This new concept, contrary to the existent in the literature of graph encoded manifolds, precisely exhibits compatibility with the CTM-structure (see Sec. 3.1). Automorphism groups are also computed.
• Non-triviality. Since W [J,J] = log Z[J,J] cancels out the disconnected Feynman graphs, one has to construct connected Feynman graphs with possibly disconnected, arbitrary boundary graph B. This would ensure that each introduced correlation function G (n)
B describes indeed a process in the model under study. We develop first, in Section 3, an operation introduced in [35] for rank 2 and interpreted there as the connected sum, and take it further to arbitrary rank D. This operation sends two Feynman graphs of a fixed model to a Feynman graph of the same model (Prop. 1). Furthermore, the divergence degree that controls the large-N expansion behaves additively with respect to it (Prop. 1).
• Completeness. The exact set of boundary graphs is expected to be model-dependent.
We determine it for quartic (for D ≥ 4 quartic melonic) interactions and show that it is the whole set of D-colored graphs (see Section 4).
The second task is to actually derive the WTI from these constructs. In order to be able to read off from W any correlation function, a graph calculus is developed in Section 5.3.
The results. For tensor models, a version of the WTI was obtained in [43] , with emphasis on ranks 3 and 4. Here we go a different, considerably longer way that has the following advantages:
• it is a non-perturbative treatment. This approach shows a way out of treating single Feynman graphs in tensor models and proposes analytic methods instead. We prove that the correlation functions are indexed by boundary graphs, though, so graph theory cannot be fully circumvented.
• it exhibits the intricate, so far unknown structure of the Green's functions. That the structure of the boundary sector of single models had not been studied underlies this shortcoming. Green's functions are indexed by all boundary graphs; for quartic interactions, namely by all D-colored graphs. Using [2] (see eqs. (25) and (26) below) there are then in rank-3, four 4-point functions, eight 6-point functions; for D = 4, eight 4-point, forty nine 6-point functions and so on.
• it is the full WTI. Roughly speaking, the Ward-Takahashi identities contain a skewsymmetric tensor E mn times a double derivative on the partition function. This double derivative splits in a part proportional to δ mn , which is annihilated by E mn , and the rest. The existing WTI in [43] does not contain the former term. It was enough for successfully treating a "melonic-approximation" [34] and writing down a closed integro-differential equations for the lower-order correlation functions. Our aim, on the other hand, is the full theory. Accordingly, we compute here all terms: nonplanar contributions, in the matrix case, and non-melonic terms -their tensor-model counterpart-are all recovered.
After succinctly introducing the general setting of CTMs in next section, we recap in Section 3 the main graph theory of colored tensor models 2 but adding some new definitions and results 2 A much more thorough exposition is given in [35] (keeping a very similar notation). Fig. 1 Geometric picture of the expansion of a concrete Green's function in Gurȃu's degree for a particular correlation function. Gurȃu's degree is depicted by a handle (it is not a topological invariant, though) useful in order to find, in Section 4, the boundary sector of quartic theories. This has a twofold application. On the one hand it is basis for the expansion of the free energy in boundary graphs (Section 5) which we use in Section 6 to obtain the full WTI. On the other hand, it is useful in finding the spectrum of manifolds that a specific CTM is able to generate. We offer some non-sphere examples of prime factors graphs generated by boundaries of quartic CTMs-here a lens space and S 2 × S 1 . Section 4.3 serves to emphasize this and following aspect about the results of Section 4: If B is a graph with n vertices representing a manifold M , then the multi-point function G (n)
B is expected to have geometrical information about all compact, oriented 4-manifolds bounded by M . In this bordism picture-here including the vacuum graphs to the picture, for which M is empty-some manifolds cannot be obtained from tensor model Feynman graphs, independently of the particular model, e.g. from the onset, Freedman's E 8 manifold cannot appear [15] . Notice that in dimension 4, the categories of topological and PL-manifolds (PL 4 ) are not equivalent, so manifolds with non-trivial KirbySiebenmann class [28] cannot be tensor model graphs. Nevertheless 3 , the PL 4 category is the same as the category of smooth 4-manifolds [9] . Therefore, in dimension 4, tensor models still can in principle access all smooth structures, and which of them are obtained, is model dependent. (It is likely that the model given by the four "pillow-like" invariants in D = 4 colors, what we here call the ϕ 4 4,m -theory, suffices to generate them all.) Each Green's function can be expanded in subsectors determined by common value of Gurȃu's degree ω, symbolically represented as in Figure 1 for M = L 3,1 (S 1 ×S 2 ) S 3 (see ex. 9). That expansion, as in the matrix case, can lead to closed integro-differential equations for sectors such sectors. In particular, this paper provides techniques to find integro-differential equations that these Green's functions obey.
Colored tensors models
The next setting describes a theory that works in certain high-energy scale Λ. With that resolution, an ordinary scalar vertex shows more structure. For instance, this one:
At the energy scale Λ there is a U( 
Tr V3 (ϕ,φ) with ext. legs, D = 3 
for every W (k) ∈ U(N k ) and for each one of the so-called colors k = 1, . . . , D. Here, the rank of the tensors, D ≥ 2, is the dimension of the random geometry we want to generate. For sake of simplicity, one sets N k = N , for each color k, but one insists in distinguishing each factor of the group U(N ) D . Each such factor acts independently on a single index of both ϕ andφ, which is refereed to as tensor-coloring. The energy scale Λ can be seen as (a monotone increasing function of) this large integer N . Symbolically we write the indices of each tensor in Z D , but one should think of it as a cutoff-lattice (Z N ) D .
The classical action functional is build from a selection of connected U(N ) ⊗D -invariants, which are given by traces {Tr Bα (ϕ,φ)} α indexed by regularly D-edge colored, vertex-bipartite graphs. We shorten this term simply to D-colored graphs (see Sec. 3 for details). There is, in any rank, only one quadratic invariant, Tr 2 (ϕ,φ) = a∈Z Dφaϕa, which is, as always, understood as the kinetic part. Higher order invariants as
are the interaction vertices This somehow obsolete notation is the so-called stranded representation. We shall now use an equivalent, simpler notation of these graphs: the bipartite representation. This transition is summarized in Table 1 and allows a connection with the graph theoretical representation of piecewise-linear manifolds [14] , as we explain later in Section 4.3, which is the main link to the geometry of CTMs. However, the graphs one actually associates a (pseudo)manifold-meaning to arise in the Feynman expansion of 
We have chosen directly the bipartite representation but, in order to clarify the switch of notations explained in Table 1 , we consider one of the O(λ 2 )-vacuum-graph contributions to the Figure 2 . It will be seen thereafter that this graph is a (pseudo)simplicial complex that triangulates the sphere S 3 with eight 3-simplices.
Remark 1. Tensor field theory also has propagators that break the invariance in the action, in this case under the unitary groups. It is therefore sensible to consider a slightly modified trace with a symmetry-breaking term E in the quadratic term:
The first term is distinguished, and represents the kinetic part of the action, where E could be interpreted as the Laplacian.
Colored graph theory
In this section we intersperse examples aimed at explaining a series of definitions that concern the CTM-graphs. Each Feynman graph will be taken connected, but boundary graphs of these need not to be so, whence the occurrence of the disconnected graphs in our definitions.
) that is vertex-bipartite and regularly edge-D-colored in the following sense:
• the vertex-set of G, denoted by G (0) , is composed by black G
b and white vertices G
w :
(1) is attached to precisely one white vertex a and one black one w, which we denote by t(e) = a, s(e) = w or, alternatively, e = aw (thus the number of white and black vertices is the same; loops are forbidden),
k , where G . We write G (q) for the set of q-bubbles of G; in particular, G (2) is the set of the faces of G. w . Therefore one has the same number of black and white vertices, (ii) any vertex is either internal or external,
out ; moreover, the set G inn and inn(G)
The factor 2 arises from vertex-bipartiteness. Here for p = 0, of course Grph 
The boundary of C(K c (3, 3)) is obviously K c (3, 3) itself (ex. 2). In our construct, it will be important to be able to generate arbitrary graphs B ∈ Grph c,D as boundaries of a certain theory with fixed interaction vertices. Then, generating them by coning B -that is, by adding an external color-0 leg to each vertex of B-is not an option, for one would need to add to the classical action the interaction vertex given by the connected components of inn(CB) ∈ Grph c,D (and thereby additional coupling constants should in principle be measured). The boundary graph ∂K of K in example 3 is K c (3, 3) . This is the "right" type of graph for us, e.g. obtained solely from a ϕ 4 -theory.
Definition 4. Given a graph G ∈ Grph c,D+1 , each cycle σ ∈ S D+1 a ribbon graph J σ called jacket, which is specified by:
Here σ q (0) is the q-fold application of σ to 0. Obviously σ and σ −1 lead to the same jacket. Moreover each jacket, being a ribbon graph, has a genus [35] and the sum of the genera of the D!/2 jackets of G is called Gurȃu's degree and denoted by ω(G). If a graph has a vanishing degree, it is called melon. For D = 2 then Gurȃu's degree is the genus of the graph, as the only jacket is the graph itself; melons in rank-2 are planar ribbon graphs. In any degree, melons triangulate spheres [27] .
Example 5. The necklace graph N defined by eq. (13) has two spherical jackets J (1234) and J (1423) and a toric jacket J (1324) (see [35] for the full computation). Jackets are the graphversion of surfaces corresponding to Heegaard splittings [27] . Hence the geometric realization of N has a genus-0 Heegaard splitting and is therefore a sphere. Also J (1324) in G is the "Clifford torus" T 2 in S 3 .
One way to determine Gurȃu's degree [5, App. A, Prop 1] of a graph G ∈ Grph c,D+1 is to count its faces G (2) and to use the formula
The relevance of this integer relies in the analytic control it gives to the theory of random tensor models. Here, the amplitude A(G) of Feynman graphs G in CTMs has the following
where Ω ⊂ Grph c,D , |Ω| < ∞, and λ B ∈ R. Finally, by a kinetic term E :
Usually terms E = 1 are employed to make connection with GFTs and TGFTs, as the Laplacian boils down to such a term. We will often obviate E and specify the model only by the potential. The set of (connected) Feynman diagrams of the model V (ϕ,φ) D is denoted by Feyn D (V ) and satisfies
The graphs in Grph . Let k be any color and let e and f be color-k edges in R and Q, respectively, i.e. e ∈ R (1) k and f ∈ Q (1) k . We define the graph R # e f Q as follows:
being E and F new k-colored edges defined by s(E) = s(e), t(E) = t(f ) and s(F ) = s(f ), t(F ) = t(e) (see Figure 3) . Otherwise, the incidence relations and coloring are inherited from those of R and Q. This implies that R # e f Q is a connected graph in Grph
It is obvious that if one chooses only color-0 edges e and f , one can restrict # to a welldefined binary operation on the set of Feynman graphs,
On the definition of #. Here s and t are source and target, respectively for arbitrary rank-D colored (complex) tensor model V (ϕ,φ). This operation # was defined in [35] for 3-colored graphs that are Feynman diagrams of rank-2 tensor models. It is straightforward to check that # is associative. The notation is due to the fact that on Grph c,3 × Grph c,3 , # is the graph-theoretical connected sum. We use it now in higher dimensions, but for D ≥ 3, we (still) do not interpret # as connected sum. We have, nevertheless the following result, which for D = 2 has been proven in [35, Lemma 3] .
of any color c, the operation # e f behaves additively with respect to Gurȃu's degree i.e. ω(
Proof. We use the face-counting formula (6) to calculate Gurȃu's degree and compute how it changes after # e f . First, notice that the vertices of G and K add up exactly to those of G # e f K. Concerning faces, in G there are exactly D two-bubbles containing the edge e, namely the connected component G 
Then using formula (6) for both G and K yields the result.
Example 6. We consider two copies of the (D + 1)-colored graph with two vertices, M. It has only planar jackets, whence its Gurȃu's degree is zero. Therefore, if e i denotes the only color-i edge of M, by Proposition 1, one has
. This graph will be handy in the sequel (in Eq. (16), specifically) in order to separate boundary components (see Lemma 3) . By a similar argument one can see that the vacuum graph in example 1 is a melon. Since melons triangulate spheres [27] , our claim there is proven.
3.1. Colored graph automorphisms. The available concept of automorphism in the theory of manifold crystallization [14, Sec. 1] and graph-encoded manifolds of the late 70s and early 80s cannot be used here, for boundary graphs ∂C have a bipartite-vertex set (which is moreover labelled by the momenta corresponding to the ones carried by open legs of C; see Sec. 5.2); here we introduce the concept that discloses the compatibility with the whole CTM-structure.
Definition 7.
An automorphism Θ of a graph G ∈ Grph c,D is a couple of permutations Θ = (θ,θ) of the set of vertices θ ∈ Sym(G (0) ) and the set of edgesθ ∈ Sym(G (1) ) that respects
• edge-coloring: for any color c and e c ∈ G
b respectively denote the source and target maps. Then the following diagrams are commutative:
We denote by Aut c (G) the group of automorphisms of the colored graph G. Notice that Θ ∈ Aut c (G) has no more information than a permutation of white (or black) vertices plus "preserving the structure of colored graph". That is to say, let r = |G (0) |/2 and suppose that τ ∈ S r is such that there exists an automorphism Θ = (θ,θ) ∈ Aut c (G) that restricts to τ , θ| G (0) w = τ . We construct the other pieces of Θ, beginning withθ. For an arbitrary color j, let e j be an edge in G (1) j . Set theñ θ(e j ) := the only j-colored edge in s −1 (τ (s(e j ))) .
In terms ofθ, we define θ for black vertices: let p ∈ G (0) b and let, for arbitrary color j, f j ∈ G
(1) j be the edge with p = t(f j ). Then set θ(p) := t(θ(f j )). That is, θ andθ can be constructed from τ . We conclude that for connected graphs G ∈ Grph c,D , if τ can be lifted to a Θ ∈ Aut c (G), then Θ is unique and (whenever it exists) it will be denoted byτ . This way we can see Aut c (G) as a subgroup of S r = Sym(G (0) w ). In particular, the following bound holds:
Example 7. By contrast with the 'uncolored' utility graph K(3, 3), for which |Aut(K(3, 3))| = 2(3!) 2 , one has for its color version K c (3, 3) a quite modest Aut c (K c (3, 3)) ∼ = Z 3 . The two non trivial elements of Aut c (K c (3, 3)) are rotations by ±2π/3. The rotations by ±π/3, π are forbidden by edge-coloring preservation. On the other hand, reflections about the depicted axes do preserve edge-coloring but not the bipartiteness of the edges:
The following lines complete the short list of automorphism groups of connected graphs in ≤ 6 vertices; there d = 1, 2, 3 and R θ means anti-clockwise rotation by θ:
More extensive tables of automorphism groups of connected colored graphs, as well as their Gurȃu's degree, can be found in [36] . If G ∈ Grph c,D is the disjoint union of m i copies of pairwise distinct types of connected graphs
where is the wreath product of groups. Hence In [35] it has been shown, constructively, that the geometric realization of the boundary sector of the ϕ
Proof. Let R be a connected 3-colored graph. If R = ∅ is the empty graph, trivially, one can pick any closed (or vacuum) graphR of the model. Assume then, that R is not the empty graph. We constructR so that ∂R = R. To each white (resp. black) vertex d ∈ R (0) w (resp. x ∈ R (0) b ) we associate the following contractions:
The edges of any of the three colors are associated the following Wick-contractions. For e 1 ∈ R
(1) 1
Similarly to given f 2 ∈ R (1) 2 and g 3 ∈ R
(1) 3 , one associates, respectively, the following graphs:
Since each vertex v ∈ R is regularly 3-colored, the five Wick contractions added toṽ saturate all but one irregularly colored vertices inṽ and make them regularly colored. The only one that remains is a leaf and will be an open leg. Of course, connectedness of two vertices d, x ∈ R (0) by an edge of color i (with i = 1, 2, 3) is transferred to the connectedness of the (unmarked) external vertices ofd andx inR by a (0i)-colored path in that graph. Thus, by construction, ∂R = R.
13
Remark 2. In the proof of Lemma 1 the vertex V 3 has been used. We suspect, there is an optimal construction, which it only uses V 1 and V 2 . The optimization of this proof would use the dipole contraction [3, Lemma 4] (in that setting for rank-4 TGFTs) but we defer this proof. Among all the associated racemes, one contracts with a 0-color all but the marked vertex, in such a way that one has a 0i-bicolored path inB between two such preferred vertices at racemesx andd, whenever there is an i-colored edge in B between x and d.
Proof. Let B ∈ Grph c,D . We construct a graphB ∈ Feyn D (ϕ 4 m ) with ∂B = B. Concretely, we assembleB from B as follows. Only after Step 2 we will have a well-defined Feynman graph.
Step 1: Replace any black vertex x ∈ B w byx andd, respectively: . . .
At this stage,B consists of the following connected components {d} d∈B
, which, altogether, have the following set of vertices that are not contracted with the 0-color:
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Step 2: We shall contract all open vertices (11) as follows: Whenever x = t(e i ) and d = s(e i ), for e i an edge of color i = D, e i ∈ B 
Whenever x = t(e D ) and d = s(e D ) for e D ∈ B
(1)
The regularity and the bipartiteness of B imply the well-definedness ofB as open (D + 1)-colored graph. We now see that ∂B = B. Indeed, for each black vertex x (resp. white vertex d) in B, there exactly is a black (resp. white) external leg, namely r x (resp. a d ) which is mapped by ∂ to a black vertex ∂r x (resp. white vertex ∂a d ). Therefore, B and ∂B have the same bipartite vertex set. To conclude, we remark that for every k-colored edge e k in B between x and d, there is indeed a (0k)-bicolored path inB between r x and a d , and this ensures that there is a k-colored edge between ∂a d and ∂r x , by the mere definition of the boundary graph: . . . It is evident that from graphs (9) and (10), that there is a 0k-bicolored path through it that connects r and a. 
for any 1 ≤ i, j ≤ p 1 and 1 ≤ k, l ≤ p 2 , being c (i) (resp. r (j) ) any outer white (resp. black) vertex of G 1 and d (i) (resp. s (j) ) any outer white (resp. black) vertex of G 2 , we claim that
, whose boundary is given by
)) . (15)
Thus, if C is given by
the dots listing uncontracted external legs, Lemma 3 says that
Proof. This is a restatement of [35, Lemma 6] .
One can restate a more general result by considering P = S(g, v; h, w) and taking (D + 1)-colored graphs K and G that might even be closed. By taking edges e ∈ K (1) 0 and f ∈ G (1) 0 and letting k = gw and l = hw one has 
w and x α ∈ (R α ) 
and denote by k i = g i v i and l i = h i w i the 0-edges arising from the Wick-contracting. Then
implies, after repetitively using eq. (16),
Geometric interpretation. Graphs in Grph c,D+1 serve to construct triangulations ∆(G) of D-(pseudo)manifolds, i.e. a (pseudo)complex as stated in [14]:
• for each vertex v ∈ G (0) , add a D-simplex σ v to ∆(G) • one labels the vertices of σ v by the colors {0, 1, . . . , D} • for each edge e c ∈ G Example 9. This result implies that there exist a 4-dimensional Ψ-manifold that is represented by the ϕ 4 m -theory, whose boundary is any closed, orientable (honest) 3-manifold. In particular, for instance, the 3-manifold with the following, say, three connected components: a lens space, L 3,1 ; the 3-manifold with cyclic infinite fundamental group, S 2 ×S 1 ; and a more common prime factor, S 3 . First one needs to crystallize them. The next three are crystallizations of said manifolds, in which we represent the color 4 by a waved line and suppress redundant labels: Γ = 
We compute the fundamental group of these crystallizations in Appendix A. Theorem 1 states that G =Γ#P#M#P#C has as boundary the disjoint union of these graphs. Therefore the geometric realization |∆(G)| of G has as boundary
(n 1 , . . . , n 5 ) with Cycles Green Functions Symmetry factor Table 2 The boundary-graph-expansion's fifth order For further applications it might be important to modify Gurȃu's degree of a graph while simultaneously sparing its boundary. This is also due to the relevance of the differencẽ ω(G) − ω(∂G), whereω is the degree for open graphs defined as the sum of the genera of its pinched jackets [3] . On closed graphsω is the same as ω (closed jackets cannot be "pinched"). The remark is that one can modify any graph G ∈ Feyn D (ϕ 
, by Theorem 1, and ∂(G ) = ∂G ∂L = ∂G by Theorem 3 and because L is a vacuum graph. Notice that the degree cannot be increased by an arbitrary amount, but only by multiples of 2/(D − 1)! .
The expansion of the free energy in boundary graphs
Before tackling the main problem, it will be useful to recall the expansion of the free energy for real matrix models. The reader in a hurry might accept eq. (23) and go to eq. (22) for notation.
5.1. The free energy expansion for a general real matrix model. As background, consider the following model, whose objects are compact operators M : H → H ("matrices"), with H a separable Hilbert space. The interactions are described by a polynomial potential, P (M ). The partition function reads
where E is a Hermitian operator on H. The free energy,
), generates the connected Green's functions. To expand in terms of the combinatorics of the sources' indices, we shall use a multi-index notation, with P m having length m = |P m |. This just means that P m is an m-tuple P m = (p 1 p 2 . . . p m ) ∈ I m for given index set I. I m is often the integer lattice, and m will not be a fixed integer, but we will deal with multi-indices of arbitrary length. To enumerate multi-indices of the same length we use a subindex, so P 
The J-cycles of size , namely 
One word more on notation: Fixed the by the first sum, for 1 ≤ k ≤ , the non-negative integer n k stands for the number of boundary components with k sources (whence n = 0 in the second sum is precisely a way to paraphrase the decomposition in the longest cycle). The number of boundary components B matrix , and the number of sources, N matrix (i.e. the order of the Green's function) are B matrix = j=1 n j and N matrix = j=1 j · n j . Instead of expanding by longest-cycles, we can also rephrase (19) as an explicit Taylor expansion to O(J 6 ),
. Table 2 shows how to read off from (19) , say, the fifth power in J. The Green's function for a fixed cycle can be furthermore expanded in genus-g sectors:
For the 5-tuple (n 1 , . . . , n 5 ) = (3, 1, 0, 0, 0), here chosen only to exemplify the genus expansion's meaning, G Whilst for the lowest order correlation functions this seems to be quite restrictive, the expansion shows intricacy as one goes to higher order ones. We now consider a graph G ∈ Feyn 3 (ϕ 4 ) and set the first convention. We fix the indices of the J-sources (the external lines connected to the black vertices) and let G yield the indices of theJ-sources. For any i, both index types a i , p i ∈ Z 3 , are known as momenta.
We let the notation for the 2k-point function G (2k) ... that describes the "process" G reflect this combinatorics via another graph B to be constructed shortly. The resulting G 
The j-th color of p α will be denoted by p α j and to fix the enumeration of p α , we will ask p A crucial step in order to find the generalization of the expansion (19) , is to notice that 5 that very equation is a sum over boundaries of Feyn R 2 (ϕ 4 ). In order to adapt (19) to Feyn 3 (ϕ 4 ), we take each monomial G (2k)
, which in all generality looks like in eq. (21) and notice that the structure of the sources is, of course, encoded by the boundary graph B = ∂G. Parenthetically, this is not an uncommon practice in (scalar) QFT, where the boundary graph is just a graph without edges, i.e. a finite set whose cardinality gives the number of points of the correlation function. The graph B and said monomial are uniquely, mutually determined as follows:
• a source J a s determines a white vertex in B; a sourceJ p j , a black vertex in B;
• two vertices are joined by a c-colored edge in B if and only if there exists a (0c)-bicolored path in G between the (vertices associated to the) external lines J a s and J p j . Then set
Here the momenta p α are determined as in the graph (21) and the convention below it, and J(B) is a function of the momenta {a} = (a 1 , . . . , a k ) ∈ (Z 3 ) k . Thus, the expansion can be recast as
The author is indebted to Raimar Wulkenhaar for this valuable remark.
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It will be convenient to define a pairing of functions F : (Z 3 ) k → C with boundary graphs B ∈ ∂(Feyn 3 (ϕ 4 )):
With this notation, W takes the neater form:
The fact that all 3-colored graphs appear listed in eq. (23) is consequence of Theorem 1.
Remark 3. A conspicuous difference with matrix models' expansion (19) -where the boundary of each graph is topologically "uniform", all being triangulations of B S 1 -is that in rank-3 tensor field theories, the analogous connected components of the boundary have a non-trivial topology, since these are 3-colored graphs and therefore [35] define closed orientable surfaces,
for the empty connected sum g = 0). As shown here, an analogous result holds for higher dimensions. Details on the expansion of W in disconnected boundary graphs are presented in Appendix B.
To illustrate the expansion, we derive the first terms in powers of the sources:
In this expansion, the monomial J(B) in the sources J andJ is defined by formula (22) . Thus, for instance the term in W [J,J] for the trace indexed by the colored complete graph
This B . This seemingly redundant notation will pay off not before the WTI below. The next short section explains why those factors have been chosen, and how to recover each Green's functions G following behavior 7 :
The first three terms of this series are evident in eq. (24) . For D = 4, they also computed 
This can be straightforwardly computed. First notice that trivially, if p = q, automatically ∂R/∂Q ≡ 0. Otherwise we have:
Lemma 4. Let a 1 , . . . , a r ∈ Z 3 be colorwise, pairwise different, that is for each α, β = 1, . . . , r ∈ Z 3 , and for each color c = 1, 2, 3, one has a α c = a β c . We impose analogous conditions on c 1 , . . . , c r ∈ Z 3 . Then for connected graphs R, Q ∈ Grph c,3
Hereσ ∈ Aut c (R) means the automorphismσ : R → Q whose restriction to white vertices satisfiesσ| R (0) w = σ ∈ Sym(R (0) w ) = S r . Also " ∼ =" denotes isomorphism in the sense of colored graphs, and the δ-function is shorthand for the following product of 3r Kronecker-deltas: δ
Proof. If we compute directly using
where J , J ∈ {J,J},
then one splits this in the J-derivatives and theJ-terms
being the labels of the sources fully determined by
and q
One can again use eq. (28) and compute each of these terms:
a r , and
The OEIS series numbers [32] for Z3,conn. and Z4,conn. are A057005 and A057006, respectively.
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Then
p r (30) where the restriction to sum only over the diagonal τ = σ is derived from the color-1 deltas by using the index-definition (29)
σ(α) for arbitrary α = 1, . . . , r. The second equality follows from the condition c α j = c γ j if α = γ, for each color j = 1, 2, 3. Now suppose that R Q and consider, for an arbitrary σ ∈ S r , the following term in the sum: δ
By assumption Q =σ(R). That is, there is a white vertex (marked by) a α , and a color j = 1, with the following property:
b denotes the black vertex where the j-colored edge e j beginning at a α ends (i.e. t(e j ) = p ν ); and, moreover, if q γ ∈ R
b denotes the vertex where the j-colored edge at c σ(α) ends; thenσ
This means that the following deltas are contained in the term (31):
On the other hand, consider the j-colored edge g j with t(g j ) =σ −1 (q γ ) and the vertex a µ with s(g j ) = a µ . Because ofσ −1 (q γ ) = p ν and as consequence of the regularity of the coloring of the graph one has µ = α. Thus, the term (31) contains, on top of (32), δ The sole non-vanishing terms are precisely the automorphisms of R and the result follows.
To better comprehend this formula, notice that the derivative ∂/∂Q still has momentum dependence, for Q has external lines as vertices. For instance,
For {a, b, c} and {e, f , g} subsets of Z 3 satisfying the hypothesis of Lemma 4, Formula (27) can be directly generalized to non-connected graphs. Any graph R ∈ Grph c,3 that has s different connected components, each of multiplicity m i , i = 1, . . . , s, can be split according to
where the subindices only label copies of the same graph R k * . Using a similar expression for Q ∈ Grph c,3 , one finds,
which we again denote by ∂R/∂Q. For R of the type (33) , this derivative contains certain number σ(R) Kronecker deltas, being σ(
This explains the factors accompanying the Green's functions in the expansion (52).
Lemma 5. For B ∈ Grph c,3 , let N be the number of vertices of B. Then the N -point function corresponding to B is non-trivial and can be recovered from the free energy W as follows:
Proof. In the expansion (23), we single out B and derive with respect to B:
The first summand vanishes, since B does not appear in that sum of terms. The second term yields, after equation (34), precisely G (N )
B . In the ϕ 4 3 -theory, this Green's function is non-trivial, for there exists at least one graph, whose boundary is B, as stated by Lemma 1.
For instance, the 6-point function G (6) reads in full notation
5.4. Arbitrary-rank graph calculus. As is it obvious from the proofs, the results in previous section do not rely on the number of colors. In fact, we claim that for any rank-D model V (ϕ,φ):
For the ϕ Fig. 4 On the definition of the graph B e r a in an arbitrary number of colors, being a one of them. The graph on the left locally represents the a-colored edge e r a and the vertices s(e r a ) and t(e r a ). The dipole that they form is removed and broken edges are colorwise glued (right graph)
Of course, our method reduces to the result to (39) when m a = n a . In order to find the singular contributions, we need to introduce some terminology. Definition 9. Let B ∈ Grph c,D and e ∈ B (1) . The graph B e is defined as the graph that is formed after removal of all the edges between the two vertices e is attached at, and by subsequently colorwise gluing the remaining edges. More formally, we let
We let I(e) be the set of colors in of the edges s −1 (s(e)) ∩ t −1 (t(e)). Then the coloring of A s(e) and of A t(e) agrees, both being equal to {1, . . . , D} \ I(e). We define B e by (B e) (0) = B (0) \ {s(e), t(e)} ,
where f ∼ c g iff f ∈ A s(e) and g ∈ A t(e) have the same color; see Figure 4 . By definition J(∅) = 1, so J(( Keeping in mind the Ward-Takahashi Identity for a fixed color a and fixing the entries (m a n a ) of the generator T a , we shall define an operator ∆ B m a ,r : C
. In order to do so, we need first to introduce more notation concerning the edge removal B e r a as in Definition 9. Let B ∈ ∂Feyn D (V ) with |B (0) | ≥ 4. To stress the essence of the discussion we assume that the boundary graph B is connected and leave the extension of this discussion of the full disconnected boundary sector to Appendix B. We label the (say) white vertices of a boundary graph, B, and of B e 
When B e To clear up the notation in ∆ K m a ,r , consider the graph K in Figure 6 and examples concerning the edge removal, here for, say, e The usefulness of this operation shall be clear in the proof of the next result. Gagliardi's algorithm [17] states that neither the choice of the D − 1 bubble x n that one sets to the identity is important, nor the relation R(B ij m ) that does not appear is, nor the two colors i, j are.
Example 11. We put Gagliardi's algorithm to work for the crystallization. Here we come back to the color-set {0, 1, 2, 3}, instead of {1, 2, 3, 4} and consider Γ ∈ Grph c,3+1 given in Figure 7 lens space L 3,1 , already mentioned in Section 4.3. We choose first the two colors i = 2, j = 3, whose corresponding {2, 
