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EXISTENCE OF TYPICAL SCALES FOR MANIFOLDS
WITH LOWER RICCI CURVATURE BOUND
DOROTHEA JANSEN
Abstract. For collapsing sequences of Riemannian manifolds which
satisfy a uniform lower Ricci curvature bound it is shown that there is a
sequence of scales such that for a set of good base points of large measure
the pointed rescaled manifolds subconverge to a product of a Euclidean
and a compact space. All Euclidean factors have the same dimension,
all possible compact factors satisfy the same diameter bounds and their
dimension does not depend on the choice of the base point (along a fixed
subsequence).
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If a sequence of Riemannian manifolds satisfies a uniform lower sectional
curvature bound, this bound carries over to the possibly non-smooth Alexan-
drov limit. If the limit is actually a smooth manifold, by Yamaguchi’s Fibra-
tion Theorem, [Yam91], the manifolds fibre over the limit in the following
way: If Mi is a sequence of n-dimensional manifolds with a uniform lower
sectional curvature bound and a uniform upper diameter bound converging
to a compact manifold N of lower dimension, then for sufficiently large i ∈ N
there are fibrations Mi → N which are close to Riemannian submersions.
Moreover, up to a finite covering, each fibre is the total space of a fibration
over a torus.
For proving the latter, a crucial argument is the following: Consider the
pre-image of some ball under the fibration Mi → N . After rescaling the
metric up, this pre-image converges to a product of a Euclidean and a com-
pact space. In fact, it is possible to replace the rescaling factors by larger
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2 D. JANSEN
ones such that the limit again has the form of such a product, but the Eu-
clidean factor has higher dimension. This can be iterated until, finally, the
compact factor vanishes. Such scaling factors are called typical scales. Sim-
ilar techniques have been used by e.g. Shioya and Yamaguchi in [SY00] and
Kapovitch, Petrunin and Tuschmann in [KPT10].
If a sequence of manifolds only satisfies a uniform lower Ricci curvature
bound, Yamaguchi’s Fibration Theorem might fail. This was proven by An-
derson in [And92]. However, in recent years Cheeger and Colding obtained
deep structure results for limits of such sequences, [CC97, CC00a, CC00b],
by using measured Gromov-Hausdorff convergence: After renormalizing the
measure of the manifolds and passing to a subsequence, the manifolds con-
verge to a metric measure space such that the (renormalised) measures con-
verge to the limit measure. The uniform lower Ricci curvature bound carries
over to the limit in the sense that the limit measure still satisfies the Bishop-
Gromov Theorem.
Another difficulty occurring with only a lower Ricci curvature bound is
the following: Unlike for lower section curvature bounds, tangent cones of
the limit space need not be metric cones. In fact, in the case of a collapsing
sequence, the tangent cones at some point may depend on the choice of the
rescaling sequence, cf. [CC97]. However, Colding and Naber [CN12] proved
that any limit of a sequence of manifolds with uniform lower Ricci curvature
bound contains a connected subset of full measure such that for each point
in this subset the tangent cone is unique and a Euclidean space of a fixed
dimension k ∈ N. This k is called the dimension of the limit space. Notice
that this dimension is at most the Hausdorff-dimension of the space. In
particular, k < n.
If a collapsing sequence of manifolds Mi satisfies the lower Ricci curvature
bound − εi, where εi → 0, and if this sequence converges to a Euclidean
space, then the Rescaling Theorem of Kapovitch and Wilking in [KW11]
already provides the existence of one sequence of typical scales. For this
sequence, the blow-ups of the manifolds split into products of this Euclidean
space and a compact factor. The main theorem of this paper generalises
this statement by allowing arbitrary limit spaces and a uniform lower Ricci
curvature bound.
Main Theorem. Let (Mi, pi)i∈N be a collapsing sequence of pointed com-
plete connected n-dimensional Riemannian manifolds which satisfy the uni-
form lower Ricci curvature bound RicMi ≥ −(n− 1) and converge to a limit
(X, p) of dimension k < n in the measured Gromov-Hausdorff sense. Then
for every ε ∈ (0, 1) there exist a subset of good points G1(pi) ⊆ B1(pi) satis-
fying
vol(G1(pi)) ≥ (1− ε) · vol(B1(pi)),
a sequence λi →∞ and a constant D > 0 such that the following holds:
For any choice of base points qi ∈ G1(pi) and every sublimit (Y, q) of
(λiMi, qi)i∈N there is a compact metric space K of dimension l ≤ n− k and
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diameter 1D ≤ diam(K) ≤ D such that Y splits isometrically as a product
Y ∼= Rk ×K.
Moreover, for any base points qi, q
′
i ∈ G1(pi) such that, after passing to a
subsequence, both (λiMi, qi) → (Rk ×K, ·) and (λiMi, q′i) → (Rk ×K ′, ·) as
before, dim(K) = dim(K ′).
Observe that dim(K) < n−k might occur in the situation of the theorem:
Consider the sequence of flat tori Mi := S
1 × S1(1i ) × S1( 1i2 ) where S1(r)
denotes a circle of radius r > 0. In this example, it is easy to imagine the last
two factors ‘collapsing to a point’ in the limit, although the very last factor
collapses faster than central one. Hence, Mi converges to S
1. For λi = i, the
rescaled manifolds λiMi converge to R×S1. Using the notation of the main
theorem, one has n = 3, k = 1 and l = 1 < 2 = n− k.
Furthermore, note that the theorem does not prove that all possible com-
pact spaces need to have the same dimension, but that the dimension only
depends on the regarded subsequence and not on the choice of the base
points: Let Mi = S
1( 1
i2
) for i ∈ 2N, Mi = S1(1i ) for i ∈ 2N+1 and
λi = i. Then Mi collapses to a point, but (λiMi)i∈2N → R0×{pt} and
(λiMi)i∈2N+1 → R0×S1.
Now turn to the proof of the main theorem. Let (Mi, pi)i∈N be a collapsing
sequence as in the main theorem and let (X, p) denote its limit. First will
be proven that for points qi ∈ Mi and a small radius r > 0 the conclusion
of the main theorem holds correspondingly on Br(qi) for a subset of good
points Gr(qi) and a sequence of scales λi → ∞, i.e. a ‘local’ version of the
main theorem will be established.
Recall that the set of good points Gr(qi) ∈ Br(qi) and the scales λi →∞
have to satisfy the following: Any point xi ∈ Gr(qi) needs to have the prop-
erty that each sublimit of (λiMi, xi) is the product of R
k with a compact
metric space where the compact spaces (essentially) all have the same di-
mension. This is achieved in two steps.
First, let G1r(qi) ⊆ Br(qi) denote the set of all points xi such that all
sublimits of (µiMi, xi) split off an R
k-factor where µi → ∞ is an arbitrary
sequence. In particular (once λi → ∞ is constructed), for any xi ∈ G1r(qi),
any limit of the sequence (λiMi, xi) splits off an R
k-factor. That these sets
G1r(qi) have large volume inside Br(qi) is obtained by generalising results of
Cheeger, Colding [CC00a] and Kapovitch, Wilking [KW11] involving mod-
ified distance functions coming from splitting theorems. For more details,
see subsection 2.1.
Next, define scales λi → ∞ and another subset G2r(qi) ⊆ Br(qi) of large
volume as the set of points xi such that (λiMi, xi) has small distance to
a product of Rk and a compact metric space of diameter 1. The exis-
tence of such λi → ∞ and G2r(qi) is obtained by using the Rescaling The-
orem of Kapovitch and Wilking in [KW11]. For further explanations, see
subsection 2.2.
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These scales λi → ∞ and the intersection Gr(qi) = G1r(qi) ∩ G2r(qi) give
the splitting result in the local version of the main theorem.
In order to finish the local version, prove that two such limits have the
same dimension. First, the following special case is investigated: Suppose
that two points xi, yi ∈ Gr(qi) are connected by an integral curve of a vector
field whose flow is measure preserving and bi-Lipschitz (on a set of large
enough volume). In this situation, via Gromov-Hausdorff convergence one
obtains a bi-Lipschitz map between subsets of positive volume inside of the
limit spaces of (λiMi, xi) and (λiMi, yi), respectively. In particular, these
limits need to have the same dimension.
For the general situation, recall that the flow of any divergence-free vector
field is measure preserving. Moreover, using (slight generalisations of) results
in [KW11], it is bi-Lipschitz if its derivative is small—in some Lα-norm,
α > 1, and taking some average value (in volume sense). In fact every two
points of the set G2r(qi) are connected by the curve of such a vector field (or
are at least sufficiently close to its start and end point). For more details,
see subsection 2.3.
For verifying the main theorem, i.e. defining G1(pi) and λi →∞, fix r > 0
and finitely many sequences (qi)i∈N such that the union of the subsets of good
points Gr(qi) ⊆ Br(qi) has sufficiently large volume in B1(pi). Define G1(pi)
as the union of these Gr(qi). Now difficulties arise since each sequence (qi)i∈N
provides its own sequence of scales λi → ∞ and these sequences might be
pairwise different, but the main theorem requires only a single sequence of
scales. This problem can be solved if, given two such sequences (q1i )i∈N and
(q2i )i∈N and their corresponding scales λ
1
i → ∞ and λ2i → ∞, the local
version of the main theorem still holds for (q2i )i∈N and λ
1
i → ∞ (instead of
λ2i → ∞). Indeed, this is achieved by a clever choice of the finitely many
(qi)i∈N utilizing the Hölder continuity result of Colding and Naber [CN12].
For more intuitive details on this approach, see the introduction to section 3.
This paper is structured as follows: First, notation is fixed in section 1.
The subsequent sections deal with the proof of the main theorem: First,
section 2 proves the above mentioned local version of the main theorem: If
points qi and some small r > 0 satisfy that the rescaled manifolds (
1
rMi, qi)
are sufficiently close to Rk, then the statement of the main theorem holds on
the ball Br(qi) analogously. As explained before, using finitely many of such
sequences qi and taking the union of the obtained subsets Gr(qi) ⊆ Br(qi)
will be used in section 3 to prove the main theorem.
Acknowledgements. The results of this paper are part of the author’s PhD
thesis1. The author would like to thank her advisor Burkhard Wilking for
his guidance and expertise.
1Available at https://miami.uni-muenster.de.
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1. Notation
For the sake of clarifying notation, recall the following theorem.
Theorem 1.1 (Bishop-Gromov Theorem, [Pet06, Chapter 9, Lemma 1.6]).
Let M be a complete n-dimensional Riemannian manifold with lower Ricci
curvature bound RicM ≥ (n − 1) · κ for some κ ∈ R and let p ∈ M . Then
the map
r 7→ volM (Br(p))
V nκ (r)
is monotonically decreasing with limit 1 as r → 0, where V nκ (r) is the volume
of an r-ball in the n-dimensional space form of sectional curvature κ.
In particular, for R ≥ r > 0,
volM (BR(p)) ≤ V
n
κ (R)
V nκ (r)
· volM (Br(p)).
This factor is independent of M and denoted by
CBG(n, κ, r,R) :=
V nκ (R)
V nκ (r)
.
Throughout this paper, the Bishop-Gromov Theorem will always be ap-
plied using the notion CBG(n, κ, r,R). Regarding CBG as a function of radii
or curvature bound, it has the following properties: Fix any n ∈ N, c ≥ 1, y >
0, −1 ≤ κ ≤ 0 and R ≥ r > 0. Then CBG(n,−1, r, cr) ≤ CBG(n,−1, R, cR),
CBG(n, κ, r,R) ≤ CBG(n, 1, r, R) and limx→∞CBG(n,−1, x, x+y) = e(n−1)y.
In the following, all metric spaces are assumed to be proper, i.e. closed
balls are compact. Recall that a sequence (Xi, pi) of pointed metric spaces
converges to (X, p) (in the pointed Gromov-Hausdorff sense) if
dGH(B
X
r (p), B
Y
r (q))→ 0
for all r > 0 where dGH(B
X
r (p), B
Y
r (q)) denotes the pointed Gromov-Haus-
dorff distance of the (compact) balls (B¯r(p), p) and (B¯r(q), q). In this case,
(X, p) is called (pointed Gromov-Hausdorff) limit of (Xi, pi). If (X, p) occurs
as limit of a convergent subsequence, it is called sublimit, and the sequence
(Xi, pi) is said to subconverge. Note that limits are unique up to isometry.
If dGH(B
X
1/ ε(p), B
Y
1/ ε(q)) ≤ ε for some ε > 0, this is denoted by
dGH((X, p), (Y, q)) ≤ ε .
Recall the following correspondence of Gromov-Hausdorff convergence and
Gromov-Hausdorff approximations where maps f : X → Y and g : Y → X
between compact metric spaces are called (ε-)Gromov-Hausdorff approxima-
tions or ε-approximations between the spaces (X, p) and (Y, q) if f(p) = q,
g(q) = p and the following holds for all x, x1, x2 ∈ X and y, y1, y2 ∈ Y :
|dX(x1, x2)− dY (f(x1), f(x2))| < ε, dX(g ◦ f(x), x) < ε,
|dY (y1, y2)− dX(g(y1), g(y2))| < ε, dY (f ◦ g(y), y) < ε .
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Proposition 1.2. Let (X, dX , p) and (Xi, dXi , pi), i ∈ N, be pointed metric
spaces. If the Xi and X are length spaces, the following are equivalent:
a) (Xi, pi)→ (X, p).
b) There is a sequence εi → 0 and εi-approximations (fi, gi) between the
balls (B¯Xi1/ εi(pi), pi) and (B¯
X
1/ εi
(p), p).
c) For any function g : R>0 → R>0 with limx→0 g(x) = 0 there exists
εi → 0 with dGH(BXi1/ εi(pi), BX1/ εi(p)) ≤ g(εi).
For convergent spaces (Xi, pi)→ (X, p), maps as in b) are always implic-
itly fixed. In this situation, recall that a sequence of points qi ∈ B¯Xi1/ εi(pi) is
said to converge to a point q ∈ X, denoted by qi → q, if fi(qi) converges to q
(in X). In particular, pxi := gi(x) → x. In this situation, (Xi, pxi ) → (X,x)
as well.
Further, note the following fact: If (X, p) and (Y, q) are pointed length
spaces and R ≥ r > 0, then dGH(BXr (p), BYr (q)) ≤ 16 · dGH(BXR (p), BYR (q)).
In particular, convergence dGH(B
Xi
R (pi), B
X
R (p))→ 0 for some R > 0 implies
convergence dGH(B
Xi
r (pi), B
X
r (p))→ 0 for all r ≤ R.
For the sake of simpler notation, instead of passing to a subsequence
occasionally ultralimits will be used. Recall that a non-principal ultrafilter
on N is a finitely additive probability measure ω on N such that all subsets
S ⊆ N are ω-measurable with value ω(S) ∈ {0, 1} and ω(S) = 0 if S is finite,
and that for any bounded sequence (ai)i∈N of real numbers there exists a
unique real number limω ai such that
ω({i ∈ N | |ai − limω ai| < ε}) = 1
for every ε > 0.
Given a non-principal ultrafilter ω and pointed metric spaces (Xi, dXi , pi),
the metric space limω(Xi, pi) := (Xω, dω) is called ultralimit of (Xi, pi) where
Xω := {[(xi)i∈N] | xi ∈ Xi and supi∈N dXi(xi, pi) <∞}
for (xi)i∈N ∼ (yi)i∈N if and only if limω dXi(xi, yi) = 0 and
dω([(xi)i∈N], [(yi)i∈N]) := limω dXi(xi, yi).
Lemma 1.3. Let (Xi, dXi , pi) and (Yi, dYi , qi), i ∈ N, be pointed length
spaces.
a) Let ω be a non-principal ultrafilter on N. Then limω(Xi, pi) is a sub-
limit in the pointed Gromov-Hausdorff sense. Concretely, there exists
a subsequence (ij)j∈N such that both
(Xij , pij )→ limω(Xi, pi) and (Yij , qij )→ limω(Yi, qi)
as j →∞ in the pointed Gromov-Hausdorff sense.
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b) The sublimit of a sequence of pointed length spaces in the pointed Gro-
mov-Hausdorff sense is the ultralimit with respect to a non-principal
ultrafilter. To be more precise: If (X, dX , p) and (Y, dY , q) are pointed
length spaces and (ij)j∈N is a subsequence such that both
(Xij , pij )→ (X, p) and (Yij , qij )→ (Y, q)
as j →∞ in the pointed Gromov-Hausdorff sense, then there exists a
non-principal ultrafilter ω on N such that there are isometries
limω(Xi, pi) ∼= (X, p) and limω(Yi, qi) ∼= (Y, q).
Let (Mi, pi)i∈N be a sequence of pointed complete connected n-dimension-
al Riemannian manifolds with lower Ricci curvature bound RicMi ≥ −(n−1).
If volMi(B1(pi))→ 0 as i→∞, this sequence is said to be collapsing. In this
situation, renormalised limit measures are used, cf. [CC97, section 1]: Let
(Mi, pi)i∈N be a collapsing sequence as above. Then (Mi, pi) subconverges
to a metric space (X, p) such that a ‘renormalisation’ of the measures volMi
converges to a limit measure volX . In fact, the following is true.
Theorem 1.4 ([CC97, Theorem 1.6, Theorem 1.10]). Let (Mi, pi)i∈N be a
sequence of pointed complete connected n-dimensional Riemannian manifolds
satisfying the uniform lower Ricci curvature bound RicMi ≥ −(n− 1). Then
(Mi, pi) subconverges to a metric space (X, p) in the pointed Gromov-Haus-
dorff sense and there exists a Radon measure volX on X such that for all
x ∈ X, xi → x and r > 0,
volMi(B
Mi
r (xi))
volMi(B
Mi
1 (pi))
→ volX(BXr (x)) as i→∞.
Moreover, for any R ≥ r > 0 and x ∈ X,
volX(B
X
R (x))
volX(BXr (x))
≤ CBG(n,−1, r, R).
This volX is called (renormalised) limit measure.
Observe that the limit measure of a sequence (Mi, pi) depends on the
choice of the base points and the considered subsequence, cf. again [CC97,
section 1]. Moreover, observe the following: Gromov’s Pre-compactness The-
orem ensures subconvergence (for pointed Riemannian manifolds of the same
dimension with a lower Ricci curvature bound), but the above theorem guar-
antees more, namely subconvergence (for the same class) including conver-
gence of the (renormalised) measures. Throughout this paper, only mea-
sured Gromov-Hausdorff convergence will be used, i.e. whenever a sequence
(Mi, pi)i∈N converges to a limit space (X, p), this limit is equipped with a
measure volX as in the above theorem.
Let the complete pointed metric space (X, p) be the pointed Gromov-
Hausdorff limit of a sequence of pointed connected n-dimensional Riemann-
ian manifolds (Mi, pi) satisfying the uniform lower Ricci curvature bound
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RicMi ≥ −(n−1). As introduced in [CC97, p. 408], a tangent cone at x ∈ X
is a Gromov-Hausdorff limit of (λiX,x) where λi → ∞ as i → ∞. In gen-
eral, this limit depends on the choice of x ∈ X and the sequence λi →∞. If
the limit is independent of the choice of λi → ∞, it is denoted by CxX. If
CxX = R
k, this point x is called k-regular and the set of all k-regular points
is denoted by Rk. Furthermore, R =
⋃
kRk denotes the set of all regular
points.
Moreover, Cheeger and Colding proved that there are points such that
non-unique tangent cones of different dimensions occur, cf. [CC97, Example
8.80]. In particular, there are points that are not regular. However, they
proved that for any renormalised limit measure the complement X \ R has
measure 0, i.e. almost all points are regular, cf. [CC97, Theorem 2.1]. Even
more, it was conjectured that there is some k such that R\Rk has measure
0 as well, i.e. almost all points are k-regular. This conjecture was proven by
Colding and Naber in [CN12].
Theorem 1.5 ([CN12, Theorem 1.18 and p. 1185]). Let (Mi, pi)i∈N be a
sequence of pointed complete connected n-dimensional Riemannian manifolds
which satisfy the uniform lower Ricci curvature bound RicMi ≥ −(n−1) and
converge to a limit (X, p). Then there is k = k(X) ∈ N such that Rk has
full measure and is connected.
This k is called the dimension of X, a k-regular point is called generic
and Xgen := Rk denotes the set of all generic points. Note that k < n if the
sequence is collapsing.
2. Local construction
For a collapsing sequence of pointed complete connected n-dimensional
Riemannian manifolds (Mi, pi) satisfying the uniform lower Ricci curvature
bound RicMi ≥ −(n − 1), the main proposition of this section provides a
condition on points qi ∈ Mi such that on balls around these points with
sufficiently small radius a ‘local version’ of the main theorem holds: In fact,
the statement of the main theorem holds on Br(qi) if the rescaled manifolds
(1rMi, qi) are sufficiently close to the Euclidean space. Applying this result
to finitely many sequences of such points qi and radii r will prove the main
theorem in section 3.
This local result follows from generalising several theorems of Cheeger and
Colding in [CC96, CC00a] and Kapovitch and Wilking in [KW11]. Those
results make statements assuming a sequence of manifolds to converge to a
Euclidean space Rk. The generalisations do not assume such a convergence
but that the manifolds are sufficiently close to Rk, and then make similar
statements as the mentioned theorems.
In the situation of a sequence (Mi, pi) converging to a limit (X, p) as in
the main proposition, there is no reason why the manifolds should already
be sufficiently close to Rk. On the other hand, there is hope that this is
true after rescaling all manifolds with (the same) factor: For a generic point
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x ∈ X, the rescaled limit space (λX, x) converges to Rk as λ → ∞. In
particular, (λX, x) is close to Rk for sufficiently large λ > 0. Moreover,
given any sequence of points xi ∈ Mi converging to x ∈ X, the equally
rescaled manifolds (λMi, xi) converge to (λX, x). Hence, the (λMi, xi) are
close to Rk for sufficiently large λ and i.
So, one can expect to be able to use the above explained generalisations
for the rescaled manifolds. In fact, those (generalised) theorems make state-
ments about balls of radius 1. Applied to the rescaled manifolds λMi, this
corresponds to balls of radius 1λ in the unscaled manifolds Mi. Thus, in the
following, instead of λ the notation 1r will be used, where r > 0 is sufficiently
small, and statements about balls of radius r will be obtained. This leads to
the following local version of the main theorem, where the choice of notation
εˆ and δˆ—while seemingly artificial—will turn out to be helpful when proving
the main theorem by applying the ‘local version’.
Proposition 2.1. Let (Mi)i∈N be a sequence of complete connected n-di-
mensional Riemannian manifolds with uniform lower Ricci curvature bound
RicMi ≥ −(n−1), and let k < n. Given εˆ ∈ (0, 1), there is δˆ = δˆ(εˆ;n, k) > 0
such that for any 0 < r ≤ δˆ and qi ∈Mi with
dGH((r
−1Mi, qi), (R
k, 0)) ≤ δˆ
there are a family of subsets of good points Gr(qi) ⊆ Br(qi) with
vol(Gr(qi)) ≥ (1− εˆ) · vol(Br(qi))
and a sequence λi →∞ such that the following holds:
a) For every choice of base points xi ∈ Gr(qi) and every sublimit (Y, ·) of
(λiMi, xi) there exists a compact metric space K of dimension l ≤ n−k
satisfying 15 ≤ diam(K) ≤ 1 such that Y splits isometrically as a
product
Y ∼= Rk ×K.
b) If x1i , x
2
i ∈ Gr(qi) are base points such that, after passing to a subse-
quence,
(λiMi, x
j
i )→ (Rk ×Kj, ·)
for 1 ≤ j ≤ 2 as before, then dim(K1) = dim(K2).
The idea of the proof is to construct two families of sets G1r(qi) and G
2
r(qi),
where r is sufficiently small, with the following properties: For any choice of
points xi ∈ G1r(qi) and for any rescaling sequence λi →∞, every (sub)limit
of the sequence (λiMi, xi) splits off an R
k-factor. The second family of sets
G2r(qi) is constructed together with a rescaling sequence λi →∞ such that for
all large enough i and any point xi ∈ G2r(qi) each single rescaled manifold
(λiMi, xi) is close to the product of R
k and a compact space, where this
compact space depends on the choice of the regarded i and the base point
xi. After fixing this sequence λi → ∞, the intersection of those two sets
gives the result.
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This section is structured as follows: First, G1r(qi) and G
2
r(qi) are con-
structed in subsection 2.1 and subsection 2.2, respectively. Next, subsection 2.3
establishes a basis for proving that blow-ups have the same dimension. Fi-
nally, Proposition 2.1 is proven in subsection 2.4.
2.1. Construction of G1r(qi). This subsection deals with finding families
of subsets G1r(qi) ⊆ B1r (qi) such that all blow-ups of Mi with base points
from G1r(qi) split off an R
k-factor. Recall that a blow-up is the limit of
the sequence of rescaled manifolds µiMi for a sequence of scales µi → ∞.
Thus, the natural question is under which condition such a splitting can be
guaranteed.
By modifying certain distance functions, Cheeger and Colding obtained
harmonic functions which were used to prove the following splitting theorem.
Theorem 2.2 ([CC96, Theorem 6.64]). Let (Mi, pi)i∈N be a sequence of
pointed n-dimensional Riemannian manifolds and let Ri →∞ and εi → 0 be
sequences of positive real numbers such that BMiRi (pi) has Ricci curvature at
least −(n− 1) · εi. Assume (BMiRi (pi), pi) to converge to some pointed metric
space (Y, y) in the pointed Gromov-Hausdorff sense.
If Y contains a line, then Y splits isometrically as Y ∼= R×Y ′.
Assuming that the limit space already is the Euclidean space Rn (of the
same dimension as the manifolds of the convergent sequence), Colding proved
convergence of the volume of balls of radius 1 in the manifolds to the volume
of the 1-ball in Rn by using n of such function (for every manifold), cf. [Col97,
Lemma 2.1]. Using both the observations there and the proof of the above
splitting theorem, Cheeger and Colding obtained the following statement
which is stated here as noted in [KW11, Theorem 1.3].
Theorem 2.3 ([CC00a, section 1]). Let (Mi, pi) → (Rk, 0) be a sequence
of pointed n-dimensional Riemannian manifolds which satisfy the uniform
lower Ricci curvature bound RicMi ≥ −1i . Then there are harmonic functions
bi1, . . . , b
i
k : B2(pi)→ R and a constant C(n) ≥ 0 such that
a) |∇bij | ≤ C(n) for all i and j and
b) −∫B1(pi)∑kj,l=1 |〈∇bij ,∇bil〉−δjl|+∑kj=1 ‖Hess bij‖2 dVMi → 0 as i→∞.
Moreover, the maps Φi = (bi1, . . . , b
i
k) : B2(pi) → Rk provide εi-Gromov-
Hausdorff approximations between B1(pi) and B1(0) with εi → 0.
Conversely, Kapovitch and Wilking proved the following in [KW11]: If
there exist k functions with analogous properties on balls with radii ri →∞,
then the sublimit splits off an Rk-factor.
Theorem 2.4 (Product Lemma, [KW11, Lemma 2.1]). Let (Mi, pi)i∈N be
a pointed sequence of n-dimensional manifolds with RicMi > − εi for a se-
quence εi → 0 and let ri → ∞ such that B¯ri(pi) is compact for all i ∈ N.
Assume for every i ∈ N and 1 ≤ j ≤ k there are harmonic functions
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bij : Bri(pi)→ R which are L-Lipschitz and fulfil
−
∫
BR(pi)
k∑
j,l=1
|〈∇bij ,∇bil〉 − δjl|+
k∑
j=1
‖Hess bij‖2 dVMi → 0 for all R > 0.
Then (Bri(pi), pi) subconverges in the pointed Gromov-Hausdorff sense to a
metric product (Rk ×X, p∞) for some metric space X. Moreover, (bi1, . . . , bik)
converges to the projection onto the Euclidean factor.
The above theorems will be generalised to the following statements: If
all manifolds are sufficiently close to Rk, then there exist harmonic func-
tions similar to those of Theorem 2.3 such that the average integral does
not converge to zero but only is bounded, cf. Lemma 2.5. Consequently, an
adaptation of the Product Lemma will be established: Under the following
weaker hypothesis, the same conclusion holds, cf. Lemma 2.7: Only the av-
erage integral about the norms of the Hessian vanishes when passing to the
limit whereas the average integrals about the scalar products of the gradients
are bounded by a small constant.
First, maps similar to those in Theorem 2.3 will be constructed. A crucial
step of the proof will be the rescaling of maps.
Lemma 2.5. Given n ∈ N, there exists L = L(n) ≥ 0 such that the fol-
lowing holds: For arbitrary εˆ > 0, R > 0, k ≤ n and g : R+ → R+
with limx→0 g(x) = 0 there exists δˆ = δˆ(εˆ, g, R;n, k) ∈ (0, 1) such that the
following is true for every δ ≤ δˆ: For every pointed complete connected n-di-
mensional Riemannian manifold (M,p) with RicM ≥ −(n− 1) · δ2 and
dGH((M,p), (R
k, 0)) ≤ g(δ)
there exist harmonic functions f1, . . . , fk : B
M
R (p) → R such that |∇fj| ≤ L
and
−
∫
BMR (p)
k∑
j,l=1
|〈∇fj ,∇fl〉 − δjl|+
k∑
j=1
‖Hess(fj)‖2 dVM < εˆ.
Proof. Let L := C(n) be the constant of Theorem 2.3. The proof is done
by contradiction: Assume the statement is false and let εˆ, R, k and g be
contradicting. For every i ∈ N, let δˆi := (i · (n − 1))−1/2 ∈ (0, 1) and choose
the contradicting δi ≤ δˆi and (Mi, pi) with RicMi ≥ −(n − 1) · δ2i ≥ −1i
and dGH((Mi, pi), (R
k, 0)) ≤ g(δi) such that for all harmonic Lipschitz maps
f i1, . . . , f
i
k : B
Mi
1 (pi)→ R with |∇f ij | ≤ L,
−
∫
B
Mi
1 (pi)
k∑
j,l=1
|〈∇f ij ,∇f il 〉 − δjl|+
k∑
j=1
‖Hess(f ij)‖2 dVMi ≥ εˆ.
Since g(δi)→ 0 as i→∞, (Mi, pi)→ (Rk, 0) and so ( 1R Mi, pi)→ (Rk, 0)
as well. By Theorem 2.3, there are harmonic functions f˜ ij : B
R−1Mi
1 (pi)→ R,
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1 ≤ j ≤ k, with |∇f˜ ij | ≤ L and
−
∫
B
R−1Mi
1 (pi)
k∑
j,l=1
|〈∇f˜ ij ,∇f˜ il 〉−δjl|+
k∑
j=1
‖Hess(f˜ ij)‖2 dVR−1Mi → 0 as i→∞.
In particular, the rescaled functions f ij := R · f˜ ij : BMiR → R satisfy |∇f ij | ≤ L
and
−
∫
B
Mi
R (pi)
k∑
j,l=1
|〈∇f ij ,∇f il 〉 − δjl|+
k∑
j=1
‖Hess(f ij)‖2 dVMi
= −
∫
B
R−1Mi
1 (pi)
k∑
j,l=1
|〈∇f˜ ij ,∇f˜ il 〉 − δjl|+
1
R2
·
k∑
j=1
‖Hess(f˜ ij)‖2 dVMi
≤
(
1 +
1
R2
)
·
(
−
∫
B
R−1Mi
1 (pi)
k∑
j,l=1
|〈∇f˜ ij ,∇f˜ il 〉 − δjl|+
k∑
j=1
‖Hess(f˜ ij)‖2 dVMi
)
→ 0 as i→∞.
This is a contradiction. 
In order to generalise the Product Lemma, the following result of Cheeger
and Colding is used. Again, the theorem is stated using the notation of
[KW11, Theorem 1.5].
Theorem 2.6 (Segment Inequality, [CC96, Theorem 2.11]). Given any di-
mension n ∈ N and radius r0 > 0, there exists τ = τ(n, r0) such that the
following holds: Let M be an n-dimensional Riemannian manifold which sat-
isfies the lower Ricci curvature bound RicM ≥ −(n− 1) and g :M → R+ be
a non-negative function. Then for r ≤ r0,
−
∫
Br(p)×Br(p)
∫ d(z1,z2)
0
g(γz1,z2(t)) dt dV(z1, z2) ≤ τ · r · −
∫
B2r(p)
g(q) dV(q),
where γz1,z2 denotes a minimising geodesic from z1 to z2.
The following lemma is a generalisation of the Product Lemma where the
average integral of scalar products of the gradients does not have to vanish,
but only needs to be bounded.
Lemma 2.7. Let (Mi)i∈N be a sequence of connected n-dimensional Rie-
mannian manifolds with RicMi ≥ −(n − 1) · εi where εi → 0. Let ri → ∞
and qi ∈Mi be points such that the balls B¯ri(qi) are compact. Furthermore,
let k ≤ n and assume that for every 1 ≤ j ≤ k there is a harmonic L-
Lipschitz map bij : Bri(qi) → R satisfying −
∫
Br(qi)
∑k
j=1 ‖Hess(bij)‖2 dV → 0
and −∫Br(qi)∑kj,l=1 |〈∇bij ,∇bil〉 − δjl| dV ≤ 10−n2 for all r ≤ ri.
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Then every sublimit of (Bri(qi), qi) is isometric to a product (R
k ×X, q∞)
for some metric space X and some point q∞ ∈ Rk×X.
Proof. Let (Y, y) be an arbitrary sublimit of (Bri(qi), qi). Without loss of
generality, assume convergence (Bri(qi), qi) → (Y, y). The concept of the
proof is the following: For well chosen qˆi ∈ B1/2(qi), cijl := 〈∇bij,∇bil〉(qˆi)
and after passing to a subsequence, −∫B1(qi) |〈∇bij ,∇bil〉 − cijl| dV → 0. In
a second step, the corresponding statement for balls of arbitrary radius
will be shown. Finally, after passing to a subsequence such that every
(cijl)i∈N converges to some limit cjl and defining hjl via the matrix identity(
(hjl)1≤j,l≤k
)2
=
(
(cjl)1≤j,l≤k
)−1
, the linear combinations dij :=
∑k
l=1 hjlb
i
l
satisfy the hypothesis of the Product Lemma, and thus, prove the claim.
First step: Fix 1 ≤ j, l ≤ k and suppose there exists ε > 0 such that for
every N ∈ N there is i ≥ N with
−
∫
B1(qi)
∫ 1
0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γqˆixi(t)) dt dV(xi) ≥ ε
for all qˆi ∈ B1/2(qi) where γqˆixi denotes a minimising geodesic from qˆi to xi.
For such an i,
−
∫
B1(qi)×B1(qi)
∫ 1
0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γqˆixi(t)) dt dV(qˆi, xi)
≥
−∫B1/2(qi)×B1(qi) ∫ 10 (‖Hess(bij)‖+ ‖Hess(bil)‖)(γqˆixi(t)) dt dV(qˆi, xi)
CBG(n,−1, 12 , 1)
≥ ε
CBG(n,−1, 12 , 1)
> 0.
On the other hand, the Segment Inequality provides τ = τ(n, 1) such that
−
∫
B1(qi)×B1(qi)
∫ 1
0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γqˆixi(t)) dt dV(qˆi, xi)
≤ τ · −
∫
B2(qi)
(‖Hess(bij)‖+ ‖Hess(bil)‖) dV
≤ 2τ ·
(
−
∫
B2(qi)
k∑
j=1
‖Hess(bij)‖2 dV
)1/2
→ 0 as i→∞.
This is a contradiction. Therefore, after passing to a subsequence, there exist
qˆi ∈ B1/2(qi) with −
∫
B1(qi)
∫ 1
0 (‖Hess(bij)‖+ ‖Hess(bil)‖)(γqˆiq(t)) dt dV(q)→ 0.
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Define cijl := 〈∇bij,∇bil〉(qˆi). Then
−
∫
B1(qi)
|〈∇bij ,∇bil〉(xi)− cijl| dV(xi)
≤ −
∫
B1(qi)
∫ 1
0
∣∣∣ d
dt |t=τ
〈∇bij(γqˆiq(t)),∇bil(γqˆiq(t))〉
∣∣∣ dτ dV(q)
= −
∫
B1(qi)
∫ 1
0
∣∣∣〈Hess(bij) · γ˙qˆixi(τ),∇bil〉(γqˆixi(τ))
+ 〈∇bij ,Hess(bil) · (γ˙qˆixi(τ))〉(γqˆixi(τ))
∣∣∣ dτ dV(xi)
≤ −
∫
B1(qi)
3L
2
·
∫ 1
0
(‖Hess(bij)‖+ ‖Hess(bil)‖) ◦ γqˆixi(τ) dτ dV(xi)
→ 0 as i→∞.
Second step: Fix an arbitrary R > 0. Analogously to the first step, one can
prove the existence of q¯i ∈ B1(qi) such that
|〈∇bij ,∇bil〉(q¯i)− cijl| → 0 and
−
∫
BR(qi)
∫ 1
0
(‖Hess(bij)‖+ ‖Hess(bil)‖)(γq¯ixi(t)) dt dV(xi)→ 0
as i→∞. As in the first step,
−
∫
BR(qi)
|〈∇bij ,∇bil〉(q)− cijl| dV(q)
≤ −
∫
BR(qi)
∫ 1
0
∣∣∣ d
dt |t=τ
〈∇bij ,∇bil〉 ◦ γq¯iq(t)
∣∣∣+ ∣∣∣〈∇bij ,∇bil〉(q¯i)− cijl∣∣∣ dτ dV(q)
→ 0 as i→∞.
Third step: As the bij are L-Lipschitz, c
i
jl := 〈∇bij ,∇bil〉(qˆi) ∈ [−L2, L2] is
a bounded sequence, and thus, has a convergent subsequence. Pass to a
subsequence such that all sequences (cijl)i∈N converge and denote the limits
by cjl := limi→∞ c
i
jl ∈ [−L2, L2]. Then
|cjl − δjl| ≤ lim
i→∞
−
∫
BR(qi)
|cijl − 〈∇bij ,∇bil〉| dV+−
∫
BR(qi)
|〈∇bij ,∇bil〉 − δjl| dV
≤ lim
i→∞
−
∫
BR(qi)
k∑
j,l=1
|〈∇bij ,∇bil〉 − δjl| dV ≤ 10−n
2
.
Hence, the matrix C := (cjl)1≤j,l≤k is invertible, symmetric and positive
definite. In particular, its inverse C−1 is diagonalisable with positive eigen-
values. Let C−1D denote the diagonal matrix and S the invertible matrix
with C−1 = S · C−1D · S−1 and define C−1/2D as the diagonal matrix whose
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entries are the square roots of the diagonal entries of C−1D . Then the ma-
trix H := (hjl)jl := S · C−1/2D · S−1 satisfies H2 = C−1. Now define
dij :=
∑k
l=1 hjlb
i
l.
Obviously, these are Lipschitz and harmonic. Furthermore, it is straight-
forward to see
−
∫
BR(qi)
k∑
j1,j2=1
∣∣〈∇dij1 ,∇dij2〉 − δj1j2∣∣+
k∑
j=1
‖Hess(dij)‖2 dV→ 0 as i→∞.
By the Product Lemma, after passing to a subsequence, (Bri(qi), qi) con-
verges to (Rk ×X, (0, q∞)) for some metric space X and q∞ ∈ X. Since
(Bri(qi), qi) converges to (Y, y), this proves that Y is isometric to R
k ×X. 
Applying the previous two lemmata proves that for sufficiently small balls
there is a subset of good base points of arbitrary good volume such that all
sublimits of sequences with respect to those base points split off an Rk-factor.
In order to verify this, the following statement, which in its first form was
proven by Stein in [Ste93, p. 13], is needed for estimating the volume of a
set where the so called ρ-maximum function is bounded from above. Again,
the notation of [KW11, Lemma 1.4b)] is used.
Theorem 2.8 (Weak type 1-1 inequality). Let M be an n-dimensional Rie-
mannian manifold with lower Ricci curvature bound RicM ≥ −(n−1). For a
non-negative function f :M → R and ρ > 0, define the ρ-maximum function
of f as
Mxρ f(p) := sup
r≤ρ
−
∫
Br(p)
f.
Especially, put Mx f(p) = Mx2 f(p). Then there is C1-1(n) > 0 such that for
any non-negative function f ∈ L1(M) and c > 0,
vol({x ∈M | Mxρ f(x) > c}) ≤ C1-1(n)
c
∫
M
f dVM .
In the following, C1-1(n) will always denote the constant of the weak type
1-1 inequality.
Now the first set needed for Proposition 2.1 can be constructed.
Lemma 2.9. Let (Mi)i∈N be a sequence of complete connected n-dimension-
al Riemannian manifolds which satisfies the uniform lower Ricci curvature
bound RicMi ≥ −(n − 1), and let k < n. For every εˆ ∈ (0, 1) there exists
δˆ1 = δˆ1(εˆ;n, k) > 0 such that for all 0 < r ≤ δˆ1 and qi ∈Mi with
dGH((r
−1Mi, qi), (R
k, 0)) ≤ δˆ1
there is a family of subsets of good points G1r(qi) ⊆ Br(qi) satisfying
volMi(G
1
r(qi)) ≥ (1− εˆ) · volMi(Br(qi))
such that for every choice of xi ∈ G1r(qi), every λi → ∞ and every sublimit
(Y, ·) of (λiMi, qi) there exists Y ′ such that Y ∼= Rk ×Y ′ isometrically.
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Proof. Define C(n) := C1-1(n) · 10n2 ·CBG(n,−1, 1, 2), and let δˆ1 = δˆ1(εˆ;n, k)
be the constant δˆ( εˆC(n) , id, 2;n, k) and L(n) be as in Lemma 2.5. Further,
let 0 < r ≤ δˆ1 and qi ∈Mi satisfy
dGH((r
−1Mi, qi), (R
k, 0)) ≤ δˆ1.
Then there are harmonic and L-Lipschitz functions f ij : B
r−1Mi
2 (qi) → R,
1 ≤ j ≤ k, satisfying
−
∫
B
r−1Mi
2 (qi)
ψ∇(f
i) + ψH(f
i) dVr−1Mi ≤
εˆ
C(n)
where ψ∇(f
i) :=
∑k
j,l=1 |〈∇f ij ,∇f il 〉−δjl| and ψH(f i) :=
∑k
j=1 ‖Hess(f ij)‖2.
Define
Gi := {xi ∈ Br
−1Mi
1 (qi) |Mxr
−1Mi
1 (ψ∇(f
i) + ψH(f
i))(xi) < 10
−n2}
where the 1-maximum function is taken with respect to dr−1Mi =
1
rdMi .
Using Theorem 2.8, the volume of this set can be estimated by
volr−1Mi(B
r−1Mi
1 (qi) \Gi)
≤ C(n)
CBG(n,−1, 1, 2) ·
εˆ
C(n)
· volr−1Mi(Br
−1Mi
2 (qi))
≤ εˆ · volr−1Mi(Br
−1Mi
1 (qi)).
Hence, regarding G1r(qi) := Gi as a subset of Mi,
volMi(G
1
r(qi))
volMi(B
Mi
r (qi))
=
volr−1Mi(Gi)
volr−1Mi(B
r−1Mi
1 (qi))
≥ 1− εˆ.
Now let xi ∈ G1r(qi) and λi → ∞ be arbitrary. Define ri := λi · r →∞ and
let 0 < ρ ≤ ri. Since BλiMiri (xi) = Br
−1Mi
1 (xi) ⊆ Br
−1Mi
2 (qi), the rescaled
maps
f˜ ij := ri · f ij : BλiMiri (xi)→ R
are well defined, harmonic and L-Lipschitz. It is straightforward to see
−
∫
B
λiMi
ρ (xi)
ψ∇(f˜
i) dVλiMi ≤ 10−n
2
and
−
∫
B
λiMi
ρ (xi)
ψH(f˜
i) dVλiMi ≤
10−n
2
r2i
→ 0 as i→∞.
By Lemma 2.7, any sublimit of (λiMi, xi) has the form (R
k ×Y ′, ·) for some
metric space Y ′. 
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2.2. Construction of G2r(qi) and λi. The aim of this subsection is to find a
rescaling sequence λi →∞ and a family of subsets G2r(qi) ⊆ Br(qi) with the
following two properties: On the one hand, every single rescaled manifold
λiMi (with a base point from G
2
r(qi)) is close to a product of R
k and a com-
pact metric space. On the other hand, the sublimits of sequences (λiMi, xi)
with base points xi ∈ G2r(qi) have the same dimension (depending not on
the base points but only on the choice of the subsequence).
Before motivating the procedure, recall the definition of time-dependent
vector fields, cf. [Lee03]: A time-dependent vector field on a Riemannian
manifold M is a continuous map X : I × M → TM , where I ⊆ R is
an interval, such that Xt is a vector field for all t ∈ I, i.e. Xt satisfies
Xtp := X
t(p) := X(t, p) ∈ TpM for all (t, p) ∈ I×M . Such a time-dependent
vector field X : I ×M → TM is called piecewise constant in time if there
exist disjoint sub-intervals I = I1 ∐ . . . ∐ In such that Xs = Xt for all
1 ≤ i ≤ n and s, t ∈ Ii.
For arbitrary s ∈ I and I − s := {τ − s | τ ∈ I}, a curve c : I − s → M
is called s-integral curve of X if c′(t) = Xs+tc(t) for all t ∈ I − s. A 0-integral
curve is also called integral curve of X.
Furthermore, there exist an open set Ω ⊆ ⋃s∈I{s} × (I − s) ×M and
a map Φ : Ω → M satisfying the following: for any (s, p) ∈ I × M , the
set Ω(s,p) := {t ∈ I − s | (s, t, p) ∈ Ω} is an open interval which contains
0, and for any fixed (s, p) ∈ I × M the map c : Ω(s,p) → M defined by
c(t) := Φ(s, t, p) is the unique maximal s-integral curve of X with starting
point p. Using the notation ϕst := Φ(s, t, ·), this is equivalent to ϕ being
a maximal solution of ddt |t=t0ϕ
s
t (p) = X
s+t0
ϕst0
(p) and ϕ
s
0 = id. Such a Φ is
called flow of X. Moreover, the following is true: If p ∈ M and s, t, u are
times with (s, t, p) ∈ Ω and (s + t, u, ϕst (p)) ∈ Ω, then (s, t + u, p) ∈ Ω and
ϕs+tu ◦ ϕst (p) = ϕst+u(p). In particular, if defined, ϕs+t−t is the inverse of ϕst .
A time-dependent vector field X has compact support if there exists a
compact set K ⊆M such that for all t ∈ I the vector fields Xt have support
K. In this case, the flow Φ exists for all times.
In order to prove that two blow-ups have the same dimension, the following
will be established and used: Let Xi : [0, 1]×Mi → TMi be time-dependent
vector fields with
∫ 1
0 (Mx2r(‖∇.Xti ‖3/2)(ci(t)))2/3 dt < εˆ for all i ∈ N where
εˆ > 0 and the ci are integral curves. Moreover, let the Xi be divergence
free, i.e. the flows are measure preserving. Then any blow-ups coming from
the sequences with base points ci(0) and ci(1), respectively, have the same
dimension, i.e. if λi →∞ with
(λiMi, ci(0)) → (Y0, y0) and (λiMi, ci(1)) → (Y1, y1),
then dim(Y0) = dim(Y1). This will be proven in subsection 2.3.
Since Gromov-Hausdorff convergence is preserved by shifting base points a
little bit, the same statement is true if the base points ci(0) and ci(1), respec-
tively, are replaced by points xi and yi, respectively, where λi·d(ci(0), xi) < C
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and λi · d(ci(1), yi) < C for some C > 0 (independent of i). This motivates
the following definition.
Definition 2.10. Let M be a complete connected n-dimensional Riemann-
ian manifold and r, C, εˆ > 0. A subset Br(q)
′ ⊆ Br(q) has the C(M, r,C, εˆ)-
property if the following holds:
For all pairs of points x, y ∈ Br(q)′ there exists a time-dependent vector
field X : [0, 1] × M → TM which is piecewise constant in time and has
compact support and an integral curve c : [0, 1] →M satisfying the following
conditions:
a) The vector field Xt is divergence free on B10r(c(t)) for all 0 ≤ t ≤ 1,
b) d(x, c(0)) < C, d(y, c(1)) < C and
c)
∫ 1
0 (Mx2r(‖∇.Xt‖3/2)(c(t)))2/3 dt < εˆ.
Note the following: If a subset Br(q)
′ ⊆ Br(q) has the C(M, r,C, εˆ)-
property and is regarded as a subset Br(q)
′ ⊆ BλMλr (q), where λ > 0, then
it has the C(λM,λr, λC, εˆ)-property. For this reason, the notation of the
C-property contains the manifold M .
In order to construct the subset G2r(qi), the following statement is used:
There is a rescaling factor such that, if a manifold is sufficiently close to Rk,
the rescaled manifold is close to a product. This statement will be proven by
contradiction using the following theorem of Kapovitch and Wilking where
the first part is the first part of the original theorem and the second is taken
from its proof.
Theorem 2.11 (Rescaling Theorem [KW11, Theorem 5.1]). Let (Mi, pi)i∈N
be a sequence of pointed n-dimensional Riemannian manifolds and ri → ∞
and µi → 0 be sequences of positive real numbers such that BMiri (pi) has Ricci
curvature larger than −µi and B¯Miri (pi) is compact. Suppose that (Mi, pi)
converges to (Rk, 0) for some k < n. After passing to a subsequence, there
is a compact metric space K with diam(K) = 10−n
2
, a family of subsets
G1(pi) ⊆ B1(pi) with vol(G1(pi))vol(B1(pi)) → 1, a sequence λi → ∞ and a sequence
εˆi → 0 such that the following holds:
a) For all qi ∈ G1(pi), the isometry type of the limit of any convergent
subsequence of (λiMi, qi) is given by the metric product R
k ×K.
b) The set G1(pi) has the C(Mi, 1, 9nλi , εˆi)-property.
Lemma 2.12. For every εˆ ∈ (0, 1), R > 0, η > 0 and k < n there exists
a bound δˆ = δˆ(εˆ, R, η;n, k) > 0 such that for all pointed n-dimensional Rie-
mannian manifolds (M,p) with RicM ≥ −(n− 1) · δˆ2 satisfying that B¯1/δˆ(p)
is compact and
dGH((M,p), (R
k, 0)) ≤ δˆ
there is a factor λ > 0 such that the following holds:
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a) There are a subset of good points G1(p) ⊆ B1(p) satisfying
volM (G1(p)) ≥ (1− εˆ) · volM (B1(p))
and a compact metric space K of diameter 1 such that for all q ∈ G1(p)
there is a point q˜ ∈ Rk ×K with
dGH(B
λM
R (q), B
R
k×K
R (q˜)) ≤ η.
b) The set G1(p) has the C(M, 1, 9n·10n
2
λ , εˆ)-property.
Proof. This is a straightforward contradiction argument rescaling both the
sequence λi →∞ and the compact spaceK occurring in the Rescaling Theorem 2.11
by a factor 10n
2
. 
Now rescaling the sequence Mi such that each element is close enough to
R
k and applying the previous result, one obtains factors λi which basically
are the sought-after rescaling sequence. However, the lemma does provide
λi for every i, but does not give any information about whether or not
λi → ∞ as i → ∞. In order to prove λi → ∞, the fact is needed that
spaces of different dimensions are not close. This in turn follows from the
fact that sequences of limit spaces do not increase dimension. For this, the
following lemma is needed which states that, given a converging sequence of
proper length spaces, there exists a rescaling sequence such that the rescaled
sequence converges to a tangent cone.
Lemma 2.13. Let (Xi, pi) → (X, p) be a converging sequence of proper
length spaces. Then there exists µi → ∞ such that for all λi → ∞ with
λi ≤ µi, (λiXi, pi) subconverges to a tangent cone of (X, p).
Proof. For εi → 0 such that dGH((Xi, pi), (X, p)) ≤ εi, let µi := ε−1/2i . For
fixed r > 0, let i be large enough such that r ≤ ε−3/2i . Then rµi ≤ 1εi and
dGH(B
Xi
r/µi
(pi), B
X
r/µi
(p)) ≤ 16 · εi → 0 as i→∞.
After passing to a subsequence, (µiX, p) converges to a tangent cone (Y, q).
Then
dGH(B
µiXi
r (pi), B
Y
r (q))
≤ µi · dGH(BXir/µi(pi), B
X
r/µi
(p)) + dGH(B
µiX
r (p), B
Y
r (q))
≤ 16 · εi ·µi + dGH(BµiXr (p), BYr (q))
→ 0,
and this proves that (µiXi, pi) subconverges to (Y, q).
Now let λi → ∞ with λi ≤ µi. After passing to a further subsequence,
λi
µi
→ α for some α ≤ 1, (λiX, p) → (αY, q) and (λiMi, pi) → (αY, q). In
particular, (λiXi, pi) subconverges to a tangent cone of (X, p). 
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Let X n denote the class of all pointed metric spaces that can occur as
Gromov-Hausdorff limit of a sequence of pointed complete connected n-di-
mensional Riemannian manifolds Mi with RicMi ≥ −(n− 1).
Lemma 2.14. Let (Xi, pi) → (X, p) be converging spaces in X n such that
all Xi have the same dimension dim(Xi) = k. Then dim(X) ≤ k.
Proof. In order to estimate l := dim(X), take a generic point x ∈ Xgen and
construct a tangent cone Rl. The idea of this construction is to consider
sequences of manifolds Mij converging to Xi. For large i, these are suffi-
ciently close to X, and applying Lemma 2.5 and Lemma 2.7 will give the
claim. So, let (Mij , pij) → (Xi, pi) as j → ∞. Without loss of generality,
assume (X, p) = (Rl, 0) and RicMij ≥ −(n − 1) · δi for some monotonically
decreasing sequence δi → 0.
Choose εi → 0 such that dGH(BXi1/ εi(pi), BR
l
1/ εi
(0)) ≤ εi2 . Without loss of
generality, dGH(B
Mij
1/ εi
(pij), B
Xi
1/ εi
(pi)) ≤ εi2 for all j ∈ N. Hence,
dGH(B
Mij
1/ εi
(pij), B
R
l
1/ εi
(0)) ≤ εi .
Define g : R+ → R+ by
g(x) :=
{
εi if δi ≤ x < δi−1,
1 if x ≥ δ1,
c = c(n) := 2 · C1-1(n) ·CBG(n,−1, 12 , 1) and choose δˆ = δˆ(10
−n2
c , g, 1;n, l)
as in Lemma 2.5. Let i ∈ N be sufficiently large such that δi ≤ δˆ. Then
RicMij ≥ −(n− 1) · δi and, since g(δi) = εi,
dGH(B
Mij
1/g(δi)
(pij), B
R
l
1/g(δi)
(0)) ≤ g(δi).
So, there are L = L(n) and harmonic L-Lipschitz maps f ijh : B
Mij
1 (pij)→ R,
1 ≤ h ≤ l, such that
−
∫
B
Mij
1 (pij)
l∑
h1,h2=1
|〈∇f ijh1 ,∇f
ij
h2
〉 − δh1h2 |+
l∑
h=1
‖Hess(f ijh )‖2 dVMij <
10−n
2
c
.
In order to simplify notation, let
F ij :=
l∑
h1,h2=1
|〈∇f ijh1 ,∇f
ij
h2
〉 − δh1h2 |+
l∑
h=1
‖Hess(f ijh )‖2.
With the usual argumentation, the set
Gij := {p ∈ B¯Mij1/2 (pij) | Mx1/2(F ij)(p) ≤ 10−n
2}
is compact with vol(Gij) ≥ 12 · vol(B
Mij
1/2 (pij)) and the sequence (Gij)j∈N
subconverges to a set Gi ⊆ B¯Xi1/2(pi) with positive volume. In particular, the
intersection with (Xi)gen is nonempty. Without loss of generality, assume
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that (Gij)j∈N itself already converges to Gi, and choose qij ∈ Gij converging
to a qi ∈ (Xi)gen.
Since (Mij , qij) → (Xi, qi), there exists µij → ∞ as in Lemma 2.13 such
that (µijMij , qij)→ (Rk, 0) as j →∞. On the other hand, the rescaled maps
f˜ ij := µijf
ij : B
µijMij
µij
(qij)→ R
are harmonic and L-Lipschitz. Furthermore, for arbitrary r > 0 and j large
enough such that 2r < µij,
−
∫
B
µi
j
Mij
r (qij)
l∑
h1,h2=1
|〈∇f˜ ijh1 ,∇f˜
ij
h2
〉 − δh1h2 | dVµijMij ≤ 10
−n2 and
−
∫
B
µi
j
Mij
r (qij)
l∑
h=1
‖Hess(f˜ ijh )‖2 dVµijMij → 0 as j →∞.
By Lemma 2.7, there exists a metric space Z and a point z ∈ Rl×Z such
that
(µijMij , qij)→ (Rl×Z, z) as j →∞.
In particular, Rk ∼= Rl×Z, and thus, k ≥ l. 
Lemma 2.15. For all k < n there is ε0 = ε0(n, k) ∈ (0, 1100 ) such that the
following is true: If (X, p), (Rk ×K, q) ∈ X n for a compact metric space K
with diam(K) = 1 and dim(X) = k, then
dGH(B
X
1/ ε0
(p), BR
k ×K
1/ ε0
(q)) > ε0 .
Proof. Assume the statement is false and let k < n be contradicting. For
every i ∈ N with i > 100 choose sequences (Mij , pij) → (Xi, pi) ∈ X n and
(Nij , qij) → (Rk ×Ki, qi) ∈ X n as j → ∞ with diam(Ki) = 1, dim(Xi) = k
and dGH((Xi, pi), (R
k ×Ki, qi)) ≤ 1i .
For every i ∈ N there is J(i) ∈ N such that dGH((Mij , pij), (Xi, pi)) ≤ 1i for
all j ≥ J(i). Define inductively j1 := J(1) and ji+1 := max{J(i+1), ji+1}.
In particular, ji →∞ as i→∞ and dGH((Miji , piji), (Xi, pi)) ≤ 1i .
After passing to a subsequence, (Miji , piji) converges to some (X, p) ∈ X n
as i→∞. For arbitrary r > 0,
dGH(B
Xi
r (pi), B
X
r (p))
≤ dGH(BXir (pi), B
Miji
r (piji)) + dGH(B
Miji
r (piji), B
X
r (p))→ 0 as i→∞.
Hence, (Xi, pi) → (X, p). With analogous argumentation, after passing to
a further subsequence, (Rk ×Ki, qi) → (Rk ×K, q) ∈ X n for some compact
metric space K with diam(K) = 1. On the other hand, for r > 0 and i ≥ r,
dGH(B
R
k ×Ki
r (qi), B
X
r (p))
≤ dGH(BRk ×Kir (qi), BXir (pi)) + dGH(BXir (pi), BXr (p))→ 0 as i→∞.
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Hence, (Rk ×Ki, qi) → (X, p). In particular, X ∼= Rk ×K and dim(X) > k.
This is a contradiction to dim(X) ≤ k by Lemma 2.14. 
Using this lemma, the sought-after rescaling sequence and family of sets
can finally be constructed.
Lemma 2.16. Let (Mi, pi)i∈N be a sequence of complete connected n-dimen-
sional Riemannian manifolds which satisfy the uniform lower Ricci curvature
bound RicMi ≥ −(n − 1), and let k < n. For every εˆ ∈ (0, 1) there exists
δˆ2 = δˆ2(εˆ;n, k) > 0 such that for all 0 < r ≤ δˆ2 and qi ∈Mi with
dGH((r
−1Mi, qi), (R
k, 0)) ≤ δˆ2
there are a family of subsets of good points G2r(qi) ⊆ Br(qi) with
vol(G2r(qi)) ≥ (1− εˆ) · vol(Br(qi))
and a sequence λi →∞ which satisfy:
a) For each xi ∈ G2r(qi) there is a compact metric space Ki with diameter
1 and a point x˜i ∈ {0} ×Ki such that
dGH(B
λiMi
1/ ε0
(xi), B
R
k ×Ki
1/ ε0
(x˜i)) ≤ ε0
200
for ε0 = ε0(n, k) as in Lemma 2.15.
b) The sets G2r(qi) have the C(Mi, r, 9
n·10n
2
λi
, εˆ)-property.
Proof. For εˆ ∈ (0, 1), let δˆ2 = δˆ2(εˆ;n, k) denote the δˆ(εˆ, 1ε0 , ε0200 ;n, k) of
Lemma 2.12. Fix an arbitrary 0 < r ≤ δˆ2 and points qi ∈ Mi satisfying
dGH((r
−1Mi, qi), (R
k, 0)) ≤ δˆ2.
For these (r−1Mi, qi), let λ˜i > 0, G˜1(qi) ⊆ Br
−1Mi
1 (qi) and Ki be as in
Lemma 2.12, define λi :=
λ˜i
r and regard G
2
r(qi) := G˜1(qi) as a subset of Mi.
Then
volMi(G
2
r(qi))
volMi(B
Mi
r (qi))
=
volr−1Mi(G˜1(qi))
volr−1Mi(B
r−1Mi
1 (qi))
≥ 1− εˆ,
for every xi ∈ G2r(qi) there is x˜i ∈ {0} ×Ki with
dGH(B
λiMi
1/ ε0
(xi), B
R
k ×Ki
1/ ε0
(x˜i)) ≤ ε0
200
and G2r(qi) has the C(Mi, r, 9
n·10n
2
λi
, εˆ)-property.
Assume that the sequence (λi)i∈N is bounded. After passing to a subse-
quence, λi → α and (λiMi, xi)→ (αX, q) for some q ∈ X. Then
dGH(B
αX
1/ ε0
(q), BR
k ×Ki
1/ ε0
(x˜i)) ≤ ε0
for all i large enough in contradiction to Lemma 2.15. Hence, λi →∞. 
This concludes the construction of G1r(qi), G
2
r(qi) and λi.
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2.3. The C-property and the dimension of blow-ups. In order to prove
that the blow-ups with base points xi and yi, respectively, have the same
dimension, a crucial argument is that the flow of a time-dependent vector
field as in the definition of the C-property is bi-Lipschitz on some small
set. This result and the implication about dimensions are proven in this
subsection.
For the proof it is important to know under which conditions large subsets
of two balls intersect. The following lemmata deal with this question.
Lemma 2.17. Let (X, d, vol) be a metric measure space and let A′ ⊆ A ⊆ X
and B′ ⊆ B ⊆ X be measurable subsets with
vol(A′) ≥ (1− εˆ) · vol(A),
vol(B′) ≥ (1− εˆ) · vol(B),
vol(A ∩B) > 2εˆ ·max{vol(A), vol(B)}
for some εˆ > 0. Then vol(A′ ∩B′) > 0, in particular, A′ ∩B′ 6= ∅.
Proof. Observe vol((A ∩B) \A′) ≤ vol(A \A′) ≤ εˆ · vol(A) < 12 · vol(A ∩B)
by hypothesis. Analogously, vol((A ∩B) \B′) < 12 · vol(A ∩B). Thus,
vol(A′ ∩B′) = vol(A ∩B)− vol((A ∩B) \ (A′ ∩B′))
≥ vol(A ∩B)− (vol((A ∩B) \ A′) + vol((A ∩B) \B′)) > 0.
Lemma 2.18. Let (M,g) be a complete connected n-dimensional Riemann-
ian manifold with lower Ricci curvature bound RicM ≥ −(n − 1). Given
0 < εˆ < 12 and s > 0, there exist d0(n, εˆ, s) > 0, δ0(n, εˆ, s) > 0 such that
(δ0(n),
1
sd0
− 12) is non-empty and for δ ∈ (δ0(n), 1sd0 − 12), points p, q ∈ M
with distance d := d(p, q) < d0 and R :=
d
2 + δd <
1
s ,
vol(BR(p) ∩BR(q)) > 2εˆ ·max{vol(BR(p)), vol(BR(q))}.
Moreover, this δ0 can be chosen to be monotonically increasing in d0.
Proof. Let p, q ∈ M be arbitrary, γ : [0, d] → M be a shortest geodesic
connecting p and q and define m := γ(d2 ) as the midpoint of this geodesic,
i.e. d(p,m) = d(q,m) = d2 .
First, let r > 0 be arbitrary. Since Br(m) ⊆ Bd/2+r(p) ∩ Bd/2+r(q) and
Bd/2+r(p) ⊆ Bd+r(m),
vol(Bd/2+r(p) ∩Bd/2+r(q))
vol(Bd/2+r(p))
≥ vol(Br(m))
vol(Bd+r(m))
≥ 1
CBG(n,−1, r, d + r) .
Now let C0 :=
1
2εˆ > 1 and rˆ := rˆ(n, εˆ, s) := min
{ ln(C0)
2(n−1) ,
1
s
}
. For any fixed
0 < d < 2rˆ, define
δ˜0(n, εˆ, d) := inf{δ′ > 0 | ∀δ > δ′ : fn,δ(δd) < C0} ∈ [0,∞]
where for δ > 0 and r > 0,
fn,δ(r) := CBG
(
n,−1, r,
(
1 +
1
δ
)
· r).
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In fact, this δ˜0(n, εˆ, d) is finite and monotonically increasing in d as will be
proven next: Assume δ˜0(n, εˆ, d) = ∞, i.e. there exists δm → ∞ such that
fn,δm(δmd) ≥ C0. Then
fn,δm(δmd) = CBG(n,−1, δmd, δmd+ d)→ e(n−1)d as m→∞,
and this implies e(n−1)d ≥ C0. On the other hand, e(n−1)d < e2(n−1)rˆ ≤ C0.
This is a contradiction. Thus, δ˜0(n, εˆ, d) <∞.
Now let d1 < d2 and δ > δ˜0(n, εˆ, d2). Since fn,δ is monotonically increasing
in r,
C0 > fn,δ(δd2) ≥ fn,δ(δd1),
i.e. δ ≥ δ˜0(n, εˆ, d1), and this proves the monotonicity of δ˜0(n, εˆ, ·).
Hence, δ˜0(n, εˆ, d) decreases for decreasing d whereas
1
sd − 12 increases.
Therefore, there exists d0 = d0(n, εˆ, s) ≤ 2rˆ such that δ˜0(n, εˆ, d) ≤ 1sd − 12
for d ≤ d0. Let
δ0 = δ0(n, εˆ, s) := δ˜0(n, εˆ, d0(n, εˆ, s)) = max{δ˜0(n, εˆ, d) | 0 < d ≤ d0}
where the monotonicity of δ˜0 is used in the last equality. Finally, for d ≤ d0
and δ0 < δ <
1
sd0
− 12 , let R := d2 + δd =
(
1
2 + δ
)
·d <
(
1
2 +
1
sd0
− 12
)
·d0 = 1s .
Then
vol(BR(p) ∩BR(q))
vol(BR(p))
≥ 1
CBG(n,−1, δd, d + δd) =
1
fn,δ(δd)
>
1
C0
= 2εˆ.
The next lemma will only be needed in section 3 but is already given here
since its statement and the proof are similar to the previous one.
Lemma 2.19. Let (M,g) be a complete connected n-dimensional Riemann-
ian manifold with lower Ricci curvature bound RicM ≥ −(n − 1). For all
0 < εˆ < 12 and R > 0 there is d0 = d0(n, εˆ, R) > 0 such that for all p, q ∈M
with d(p, q) < d0,
vol(BR(p) ∩BR(q)) > 2εˆ ·max{vol(BR(p)), vol(BR(q))}.
Proof. Similarly to the proof of Lemma 2.18, for arbitrary points p, q ∈ M
with distance d := d(p, q) < 2R, observe
vol(BR(p) ∩BR(q))
vol(BR(p))
≥ 1
CBG(n,−1, R− d2 , R+ d2)
.
As CBG(n,−1, R− d2 , R+ d2)→ 1 as d→ 0, there is d0 = d0(n, εˆ, R) ∈ (0, 2R)
such that CBG(n,−1, R − d2 , R + d2 ) < 12εˆ for all d ≤ d0. In particular, for
points p, q ∈M with d(p, q) < d0,
vol(BR(p) ∩BR(q)) > 2εˆ ·max{vol(BR(p)), vol(BR(q))}. 
An important notion for investigating the C-property is the distortion of
a function which describes how much a function changes the distance of two
points. In particular, it will be important to know how much the flow of a
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vector field changes the distance of two points up to some fixed time. Recall
that the distortion of a map f : M → N between Riemannian manifolds is
the function dtf :M ×M → [0,∞) defined by
dtf (p, q) := |dN (f(p), f(q))− dM (p, q)|.
If Φ is the flow of a time-dependent vector field on M , t ∈ [0, 1], p, q ∈ M
and r ≥ 0, denote ϕt := Φ(0, t, ·) and define
dt(t)(p, q) := max{dtϕτ (p, q) | 0 ≤ τ ≤ t} and
dtr(t)(p, q) := min{r, dt(t)(p, q)}.
The subsequent lemma generalises [KW11, Lemma 3.7] and can be proven
completely analogously to it.
Lemma 2.20. For α˜ ∈ (1, 2) there exist C = C(n, α˜) and Cˆ = Cˆ(n, α˜) such
that the following holds for any 0 < R ≤ 1: Let M be an n-dimensional
Riemannian manifold with RicM ≥ −(n− 1) and X : [0, 1]×M → TM be a
time dependent, piecewise constant in time vector field with compact support
and flow Φ, define ϕst := Φ(s, t, ·) and let c : [0, 1] →M be an integral curve
of X such that Xt is divergence free on B10R(c(t)) for all t ∈ [0, 1].
Let ε˜ :=
∫ 1
0 (MxR(‖∇.Xt‖)) ◦ c(t) dt. Then for any r ≤ R10 ,
−
∫
Br(c(s))×Br(c(0))
dtr(1)(p, q) dV(p, q) ≤ Cr · ε˜.
Furthermore, there is a subset Br(c(0))
′ ⊆ Br(c(0)) with c(0) ∈ Br(c(0))′
such that
vol(Br(c(0))
′) ≥ (1− Cε˜) · vol(Br(c(0))).
Finally, for any t ∈ [0, 1],
ϕ0t (Br(c(0))
′) ⊆ Bα˜r(c(t)) and vol(Br(c(t))) ≤ Cˆ · vol(Br(c(0))).
Proof. The proof can be done completely analogously to the one of [KW11,
Lemma 3.7] by replacing r10 in the induction by
r
m where m = 2 · α˜+1α˜−1 > 0.
Again, the constants C and Cˆ can be made explicit in terms of the constant
appearing in the Bishop-Gromov Theorem. 
The following lemma states that the flow of a time dependent vector field
as in the definition of the C-property is Lipschitz on certain small sets.
Lemma 2.21. Given α ∈ (1, 2), there exist constants C0 = C0(n, α) and
C ′0 = C
′
0(n, α) such that for 0 < εˆ <
1
2C0
and 0 < R ≤ 1 there is a number
rˆ0 = rˆ0(n, εˆ, α,R) <
R
20α satisfying the following:
Let M be an n-dimensional Riemannian manifold with RicM ≥ −(n− 1),
X : [0, 1]×M → TM a time dependent, piecewise constant in time vector field
with compact support and flow Φ, ϕst := Φ(s, t, ·), ϕt := ϕ0t , c : [0, 1] → M
an integral curve of X such that Xt is divergence free on B10R(c(t)) for all
t ∈ [0, 1] and ∫ 10 (Mx2R(‖∇.Xt‖3/2)(c(t)))2/3 dt < εˆ.
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Let p := c(0) and 0 < r < rˆ0. Then there exists a subset Br(p)
′′ ⊆ Br(p)
containing p with vol(Br(p)
′′) > (1 − C ′0
√
εˆ) · vol(Br(p)) such that ϕt is
α-bi-Lipschitz on Br(p)
′′ for any t ∈ [0, 1].
Proof. Define α˜ := α+12 ∈ (1, 32 ) ⊆ (1, 2) and fix the following constants:
• Let C = C(n, α) be the C(n, α˜) and Cˆ = Cˆ(n, α) be the Cˆ(n, α˜)
appearing in Lemma 2.20.
• Let C˜ = C˜(n) > 0 be the constant of [KW11, formula (6)] satisfying
Mxρ[Mxρ(f)](x) ≤ C˜(n) ·
(
Mx2ρ(f
3/2)(x)
)2/3
for any f ∈ L3/2(M) and 0 < ρ ≤ 1.
• Let C0 = C0(n, α) := C˜ · C.
• Let Cˆ0 = Cˆ0(n, α) := 2Cˆ · CBG(n,−1, 110 , α10 ).
• Let C ′0 = C ′0(n, α) := Cˆ0 +
√
C0
2 .
Fix 0 < εˆ < min
{
1
2C0
, 1
}
and 0 < R ≤ 1. First, observe
ε˜ :=
∫ 1
0
(MxR(‖∇.Xt‖))(c(t)) dt ≤
∫ 1
0
MxR(MxR(‖∇.Xt‖))(c(t)) dt
≤ C˜ ·
∫ 1
0
Mx2R(‖∇.Xt‖3/2)2/3(c(t)) dt
< C˜εˆ.
In particular, Cε˜ < C0 εˆ <
1
2 . By Lemma 2.20, for all r ≤ R10 ,
−
∫
Br(p)×Br(p)
dtr(1) dV ≤ Cr · ε˜ < C0 εˆ · r
and there is a subset Br(p)
′ ⊆ Br(p) containing p with
vol(Br(p)
′) ≥ (1−C0 εˆ) · vol(Br(p)) > 1
2
· vol(Br(p))
and ϕt(Br(p)
′) ⊆ Bαr(c(t)) for all t ∈ [0, 1]. Furthermore, for r ≤ R10 ,
vol(Bαr(c(t)))
vol(Br(p)′)
≤ CBG(n,−1, r, αr) · vol(Br(c(t)))
vol(Br(p)′)
≤ CBG
(
n,−1, 1
10
,
α
10
)
· Cˆ · vol(Br(p))
vol(Br(p)′)
≤ Cˆ0.
Moreover,
−
∫
Br(p)′
∫ 1
0
MxR(‖∇.Xt‖) ◦ ϕt(x) dt dV(x)
=
∫ 1
0
1
vol(Br(p)′)
·
∫
ϕt(Br(p)′)
MxR(‖∇.Xt‖)(x) dV(x) dt
EXISTENCE OF TYPICAL SCALES 27
≤
∫ 1
0
vol(Bαr(c(t)))
vol(Br(p)′)
· −
∫
Bαr(c(t))
MxR(‖∇.Xt‖)(x) dV(x) dt
≤ Cˆ0 ·
∫ 1
0
max
0≤ρ≤R
−
∫
Bρ(c(t))
MxR(‖∇.Xt‖)(x) dV(x) dt
≤ Cˆ0 · C˜
∫ 1
0
(Mx2R(‖∇.Xt‖3/2))2/3(c(t)) dt
< Cˆ0 · C˜εˆ.
Define
Br(p)
′′ := {x ∈ Br(p)′ |
∫ 1
0
MxR(‖∇.Xt‖) ◦ ϕt(x) dt < C˜ ·
√
εˆ}.
Note p ∈ Br(p)′′ due to
∫ 1
0 MxR(‖∇.Xt‖) ◦ c(t) dt < C˜ · εˆ ≤ C˜ ·
√
εˆ and
ϕt(p) = c(t). Furthermore,
vol(Br(p)
′′) > (1− Cˆ2
√
εˆ) · (1− C0εˆ) · vol(Br(p))
> (1− C ′0
√
εˆ) · vol(Br(p))
using C ′0 = Cˆ0 +
√
C0
2 = Cˆ0 + C0 ·
√
1
2C0
> Cˆ0 + C0
√
εˆ.
Moreover, points in Br(p)
′′ satisfy the following: Fix t ∈ [0, 1], a ∈ Br(p)′′
and let a˜ := ϕt(a). In particular,
∫ 1
0 MxR(‖∇.Xt‖) ◦ ϕt(a) dt < C˜ ·
√
εˆ
and, by Lemma 2.20, for any ρ ≤ R10 there are subsets Bρ(a)′ ⊆ Bρ(a) and
Bρ(a˜)
′ ⊆ Bρ(a˜) such that
vol(Bρ(a)
′) ≥ (1− C0
√
εˆ) · vol(Bρ(a)) and ϕt(Bρ(a)′) ⊆ Bα˜ρ(a˜),
vol(Bρ(a˜)
′) ≥ (1− C0
√
εˆ) · vol(Bρ(a˜)) and ϕt−t(Bρ(a˜)′) ⊆ Bα˜ρ(a)
where C0
√
εˆ < C0 · εˆ < 12 .
Let d0 = d0(n, εˆ, α,R) and δ0 = δ0(n, εˆ, α,R), respectively, denote the
constants d0(n,C0
√
εˆ, 10R ) and δ0(n,C0
√
εˆ, 10R ), respectively, of Lemma 2.18.
This d0 <
R
10 can be chosen so small that δ0 ≤ 12 − 1α+1 = 12− 12α˜ < 12 . Define
rˆ0 = rˆ0(n, εˆ, α,R) :=
d0
2α
<
R
20α
.
From now on, assume r < rˆ0 and let b ∈ Br(p)′′ be another point. In
particular, d := d(a, b) < 2r < d0α < d0. For arbitrary δ0 < δ <
1
2 , let
ρ := (12 + δ)d <
R
10 . By Lemma 2.17 and Lemma 2.18, there exists a point
z ∈ Bρ(a)′ ∩Bρ(b)′. Thus,
d(ϕt(a), ϕt(b)) ≤ d(ϕt(a), ϕt(z)) + d(ϕt(z), ϕt(b))
< 2 · α˜ρ
= α˜ · (2δ + 1)d.
Since δ > δ0 was arbitrary and (2δ0 + 1) · α˜ ≤ α, this proves
d(ϕt(a), ϕt(b)) ≤ α · d(a, b).
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As before, let a˜ = ϕt(a) and b˜ = ϕt(b). These points have distance
d(a˜, b˜) = d(ϕt(a), ϕt(b)) ≤ α · 2r < d0, and an analogous argumentation
gives
d(a, b) = d(ϕt−t(a˜), ϕ
t
−t(b˜)) ≤ α · d(a˜, b˜) = α · d(ϕt(a), ϕt(b)).
Thus, ϕt is α-bi-Lipschitz on Br(p)
′′ for r < rˆ0. 
If a sequence of manifolds satisfies the previous lemma and the rescaled
manifolds endowed with the end points of the integral curve as base points
converge, the limits have the same dimension.
Proposition 2.22. Let (Mi)i∈N be a sequence of n-dimensional Riemannian
manifolds with RicMi ≥ −(n−1). For every i ∈ N, let Xi : [0, 1]×M → TM
be a time dependent, piecewise constant in time vector field with compact
support and flow Φi, ϕ
t
i := Φi(0, t, ·), ci : [0, 1] → Mi be an integral curve
of Xi such that X
t
i is divergence free on B10r(ci(t)) for all t ∈ [0, 1] and∫ 1
0 (Mx2r(‖∇.Xti‖3/2)(ci(t)))2/3 dt < εˆ for some 0 < r ≤ 1 and εˆ > 0.
Assume that x′i := ci(0) and y
′
i := ci(1) satisfy d(x
′
i, y
′
i) ≤ 2 and let
λi →∞ be scales such that (λiMi, x′i) → (X,x∞) and (λiMi, y′i) → (Y, y∞)
as i→∞. Then dim(X) = dim(Y ).
Proof. The proof consists of three steps: First, for any radius r > 0, construct
a bi-Lipschitz map between subsets of B¯Xr (x∞) and B¯
Y
αr(y∞), cf. Figure 1.
Next, observe that these subsets have positive volume. In particular, they
intersect the set of generic points. Finally, repeating the argument for the
limit spaces proves the claim.
Choose any α ∈ (1, 2). Without loss of generality, let i ∈ N be large enough
such that r < λi · rˆ0 where rˆ0 = rˆ0(α) is the constant from Lemma 2.21.
Furthermore, let BMir/λi(x
′
i)
′′ ⊆ BMir/λi(x′i) and ϕ1i : B
Mi
r/λi
(x′i)
′′ → BMiαr/λi(y′i)
be as in Lemma 2.21. Since ϕ1i is α-bi-Lipschitz, it can be extended to an
α-bi-Lipschitz map ϕ1i : B
Mi
r/λi
(x′i)
′′ → B¯Miαr/λi(y′i).
In order to regard ϕ1i as a map λiMi → λiMi instead of Mi → Mi, let
Gi denote this closure B
Mi
r/λi
(x′i)
′′ regarded as a subset of B¯λiMir (x
′
i) ⊆ λiMi.
Correspondingly, define fi : Gi → BλiMiαr (y′i) by fi(q) := ϕ1i (q), cf. Figure 1.
By definition, this map is α-bi-Lipschitz and measure preserving.
After passing to a subsequence, the Gi converge to a compact subset
Sr ⊆ B¯Xr (x∞) and an α-bi-Lipschitz homeomorphism fr : Sr → fr(Sr) such
that fr(Sr) is the limit of the fi(Gi), cf. again Figure 1.
Now find a point x0 ∈ Sr such that both x0 and fr(x0) are generic: There
exists a constant C > 0 such that
volY (fr(Sr ∩ Xgen) ∩ Ygen) = volY (fr(Sr ∩ Xgen))
= C · volX(Sr ∩ Xgen)
= C · volX(Sr) > 0.
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B¯Mir/λi
(x′i) ∼= B¯λiMir (x′i) B¯Xr (x∞)
BMir/λi
(x′i)
′′ ∼= Gi Sr
B¯Miαr/λi
(y′i) ∼= B¯λiMiαr (y′i) B¯Yαr(y∞)
⊆ ⊆ ⊆
i→∞
i→∞
i→∞
ϕ1i fi fr
Figure 1. Sets and maps used to construct fr : Sr → B¯αr(y∞).
Hence, there exists x0 ∈ Sr ∩ Xgen with image fr(x0) ∈ Ygen. By sim-
ilar arguments as before, for λ → ∞, the sets (λSr, x0) ⊆ (λX, x0) and
(λfr(Sr), fr(x0)) ⊆ (λY, fr(x0)), respectively, (sub)converge to limits S∞
and S′∞, respectively. Moreover, for λfr(x) := fr(x), the α-bi-Lipschitz
maps λfr : (λSr, x0)→ (λfr(Sr), fr(x0)) (sub)converge to an α-bi-Lipschitz
map f : S∞ → S′∞ as λ → ∞. Since x0 and fr(x0) are generic, one has
S∞ ⊆ Rdim(X) and S′∞ ⊆ Rdim(Y ). Furthermore, vol(S∞) > 0. This implies
dim(X) = dim(Y ). 
2.4. Proof of Proposition 2.1. The idea is to intersect the sets constructed
in Lemma 2.9 and Lemma 2.16. For fixed base points xi in the intersec-
tion and the λi of Lemma 2.16, the (λiMi, xi) are both close to products
(Rk×Ki, ·) and converging to a product (Rk×Y, ·) where the Ki are com-
pact with diameter 1 and Y is some metric space. The following (technical)
lemmata show that this space Y in fact is compact. Subsequently, the main
proposition can be proven.
A map f : (X, dX ) → (Y, dY ) between two metric spaces is called ε-
isometry, where ε > 0, if |dY (f(p), f(q))− dX(p, q)| < ε for all p, q ∈ X.
Lemma 2.23. Fix R > r ≥ 0, k ∈ N, SR := SRkR (0), ε > 0, and let
f : SR → B¯RkR (0) \BR
k
R−r(0) be a continuous ε-isometry with ε < 2 · (R− r).
Define pr : B¯R
k
R (0)\BR
k
R−r(0)→ SR by pr(p) := R‖p‖ ·p. Then pr ◦f : SR → SR
is surjective.
Proof. Denote the distance function on Rk by d and distinguish the two cases
of r = 0 and r > 0: First, let r = 0, i.e. f(SR) ⊆ SR and pr = id. Assume
that there exists a point p ∈ SR \ f(SR) and define j : SR \ {p} → Rk−1 as
the stereographic projection. Then the composition j ◦ f : SR → Rk−1 is
continuous and, by the theorem of Borsuk-Ulam, there exist ±q ∈ SR such
that j◦f(q) = j◦f(−q). Since j is a homeomorphism, f(q) = f(−q). Hence,
ε > |d(f(q), f(−q)) − d(q,−q)| = 2R. This is a contradiction. Therefore, f
is surjective.
30 D. JANSEN
Now let r > 0 be arbitrary. For any p, q ∈ B¯RkR (0) \BR
k
R−r(0),
|d(pr ◦f(p),pr ◦f(q))− d(p, q)|
≤ |d(pr ◦f(p),pr ◦f(q))− d(f(p), f(q))|+ |d(f(p), f(q))− d(p, q)|
≤ d(pr ◦f(p), f(p)) + d(pr ◦f(q), f(q)) + ε
≤ 2r + ε .
Therefore, pr ◦f is a continuous 2r + ε-isometry and, by the first part, sur-
jective. 
The following lemma states that, if two products Rk ×X and Rk ×Y are
sufficiently close and X is compact, then Y is compact as well with similar
diameter as X.
Lemma 2.24. Let (X, dX ) and (Y, dY ) be complete length spaces, X be
compact, x0 ∈ X, y0 ∈ Y and define
radY (y0) := sup{dY (y, y0) | y ∈ Y }.
Let k ∈ N, R > diam(X) and ε > 0. Then the following is true:
a) If diam(X)+4 ε ≤ 2R3 and dGH(BR
k ×X
R ((0, x0)), B
R
k ×Y
R ((0, y0))) <
ε
2 ,
then
min{R, radY (y0)}2 ≤ diam(X)2 + 2 ε ·diam(X) + 4 ε(R + ε).
b) If diam(X) = 0 and dGH(B
R
k ×X
R ((0, x0)), B
R
k ×Y
R ((0, y0))) <
R
12 , then
Y is compact with diam(Y ) < 2R.
c) If diam(X) = 1 and dGH(B
R
k ×X
R ((0, x0)), B
R
k×Y
R ((0, y0))) <
1
100R for
some R ≥ 100, then Y is compact with c ≤ diam(Y ) ≤ 5c for a small
constant c > 0.
d) If 1000 · diam(X) ≤ R < 12 · diam(Y ), then
dGH(B
R
k ×X
R ((0, x0)), B
R
k ×Y
R ((0, y0))) ≥ 20 · diam(X).
Proof. a) The idea is to approximate the diameter of Y by taking points
y′ as far away from y0 as possible, to map both the set SR × {y0} and the
points (0, y′) to Rk ×X via ε-approximations, to take the projection onto the
Euclidean factor and to find an upper and lower estimate for the distance
of the obtained set and point. Finally, comparison of this upper and lower
bound gives the result.
Let (f, g) be ε-approximations between the balls B¯R
k ×X
R ((0, x0)) and
B¯R
k ×Y
R ((0, y0)) with f((0, x0)) = (0, y0) and g((0, y0)) = (0, x0). Let
d := diam(X) and δ := min{R, radY (y0)}.
For each n ∈ N, n ≥ 1, choose yn ∈ Y such that δ− 1n ≤ δn := dY (yn, y0) ≤ δ.
(If radY (y0) > R, choose yn ∈ ∂B¯R(0) which is nonempty since Y is a
length space; otherwise, by definition, there exists a sequence y¯n satisfying
dY (y¯n, y0) > δ − 1n .) In particular, δn is convergent with limit δ.
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∂B¯R
k
R (0) × {y0} = SR × {y0}
⊆
BR
k×Y
R ((0, y0))
g(SR × {y0}) = S
⊆
BR
k×X
R ((0, x0))
g
g
Figure 2. Definition of S.
Let SR := ∂B¯
R
k
R (0) ⊆ Rk and S := g(SR × {y0}) ⊆ Rk ×X, cf. Figure 2.
Since
d
R
k ×X(g(0, yn), p)
=
√
d
R
k(pr
R
k(g(0, yn)),prRk(p))
2 + dX(prX(g(0, yn)),prX(p))
2
≤ d
R
k(pr
R
k(g(0, yn)),prRk(S))
2 + d2
for every p ∈ S,√
R2 + δ2n − ε
= d
R
k ×Y ((0, yn), SR × {y0})− ε
≤ d
R
k ×X(g(0, yn), S)
≤
√
d
R
k(pr
R
k(g(0, yn)),prRk(S))
2 + d2
and this proves the lower bound
d
R
k(pr
R
k(g(0, yn)),prRk(S)) ≥
√
(
√
R2 + δ2n − ε)2 − d2.
In order to find the upper bound, choose a natural number m ≥ 2ε and
let ∆ be a spherical triangulation of SR such that the set of vertices Γ˜ of ∆
is a finite 1m -net in SR and each two vertices of a simplex have (spherical)
distance at most 1m . (Notice that their Euclidean distance is at most
1
m as
well.) Define Γ := Γ˜ × {y0} and h := prRk ◦g : Γ → Rk and extend h to a
continuous map H : SR × {y0} → B¯RkR (0) \ BR
k
R−(d+3 ε)(0) by mapping each
(spherical) simplex of ∆ with vertices γi continuously to the corresponding
(Euclidean) simplex in Rk with vertices h(γi), cf. Figure 3. Since Γ is finite,
H is continuous.
Then h(Γ) defines an ( 1m+ε)-net in H(SR×{y0}): Since each two vertices
of a simplex in ∆ have (Euclidean) distance at most 1m , their images have
distance at most 1m + ε. Hence, each point x ∈ H(SR × {y0}) is contained
in a Euclidean simplex whose vertices have pairwise distance at most 1m + ε.
Recall that, since the simplex is Euclidean, x has distance at most 1m + ε to
each of these vertices. Let h(γ) denote one of those vertices. In particular,
x ∈ B¯1/m+ε(h(γ)), hence, H(SR × {y0}) ⊆
⋃{B¯1/m+ε(γ′) | γ′ ∈ H(Γ)}.
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SR × {y0}
⊇
Γ = Γ˜× {y0}
⊆
∆(γ1, . . . , γm)
H(SR × {y0}) ⊆ Rk
⊇
h(Γ)
⊆
∆(h(γ1), . . . , h(γm))
h = pr
R
k ◦g
H
Figure 3. Definition of H.
Furthermore, H is a (5 ε+d)-isometry: Let p, q ∈ SR be arbitrary. Choose
points γp, γq ∈ Γ˜ such that dRk(p, γp) ≤ 1m and dRk(q, γq) ≤ 1m . By construc-
tion,
d
R
k(H(p, y0), h(γp, y0)) ≤ 1
m
+ ε,
and thus,
|d
R
k(H(p, y0),H(q, y0))− dRk ×Y ((p, y0), (q, y0))|
≤ |d
R
k(H(p, y0),H(q, y0))− dRk(h(γp, y0), h(γq , y0))|
+ |d
R
k(h(γp, y0), h(γq , y0))− dRk ×X(g(γp, y0), g(γq , y0))|
+ |d
R
k ×X(g(γp, y0), g(γq , y0))− dRk ×Y ((γp, y0), (γq, y0))|
+ |d
R
k(γp, γq)− dRk(p, q)|
≤ d
R
k(H(p, y0), h(γp, y0)) + dRk(H(q, y0), h(γq , y0))
+
(
d
R
k(pr
R
k ◦ g (γp, y0),prRk ◦ g (γq, y0))2
+ dX(prX ◦ g (γp, y0),prX ◦ g (γq, y0))2
)1/2
− d
R
k(pr
R
k ◦ g (γp, y0),prRk ◦ g (γq, y0))
+ ε
+ d
R
k(p, γp) + dRk(q, γq)
≤ 2 ·
( 1
m
+ ε
)
+ dX(prX ◦ g (γp, y0),prX ◦ g (γq, y0)) + ε+2 ·
1
m
≤ 5 ε+d.
Finally, verify H(SR × {y0}) ⊆ B¯R(0) \ BR−(d+3 ε)(0): Let p ∈ SR be
arbitrary and choose γp ∈ Γ such that d(p, γp) ≤ 1m . Then
d
R
k(h(γp, y0),prRk(0, x0))
=
√
d
R
k ×X(g(γp, y0), g(0, y0))
2 − dX(prX ◦ g (γp, y0),prX ◦ g (0, y0))2
≥
√
(d
R
k ×Y ((γp, y0), (0, y0))− ε)2 − d2
=
√
(R− ε)2 − d2,
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0
pr
R
k(g(0, yn))
p
q
∂B¯R(0)
H(SR × {y0})
σ
Figure 4. Points used to estimate d
R
k(pr
R
k(g(0, yn)),prRk(S)).
and hence,
d
R
k(H(p, y0), 0)
≥ d
R
k(h(γp, y0),prRk(0, x0))− dRk(H(p, y0), h(γp, y0))
≥
√
(R− ε)2 − d2 −
( 2
m
+ ε
)
≥ R− (d+ 3 ε).
Then the image of H intersects each segment σ from the origin to a point
in ∂B¯R(0): By Lemma 2.23, the segment σ intersects ∂B¯R(0) in a point
contained in pr ◦H(SR×{y0}) where pr is the radial projection to the sphere
defined as in Lemma 2.23. Since the projection is radial, the segment σ
intersects H(SR × {y0}) as well.
Let p be this intersecting point for the segment through pr
R
k (g(0, yn)),
cf. Figure 4. Since h(Γ × {y0}) is a ( 2m + ε)-net in H(SR), there exists a
point q ∈ h(Γ) such that d
R
k(p, q) ≤ 2m + ε. Thus, using that the segment
from pr
R
k(g(0, yn)) to p is part of a segment connecting the origin and the
boundary of the R-ball and pr
R
k(S) = pr
R
k ◦g(SR × {y0}) ⊇ h(Γ) ∋ q,
d
R
k(pr
R
k(g(0, yn)),prRk(S)) ≤ dRk(prRk(g(0, yn)), q)
≤ d
R
k(pr
R
k(g(0, yn)), p) + dRk(p, q)
≤ R+
( 2
m
+ ε
)
.
Now m→∞ proves√
(
√
R2 + δ2n − ε)2 − d2 ≤ dRk(prRk(g(0, yn)),prRk(S)) ≤ R+ ε,
and thus,
δn ≤
√
(
√
(R + ε)2 + d2 + ε)2 −R2
=
√
2Rε+d2 + 2 ε2+2
√
(Rε+ ε2)2 + (ε d)2
≤
√
d2 + 2 ε d+ 4 ε(R + ε).
Since this is true for all n and δn → δ as n→∞, this proves the claim.
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b) Let ε := R6 . Then diam(X) + 4 ε =
2R
3 , and by a),
min{R, radY (y0)}2 ≤ 4 ε(R + ε) = 24
25
·R2 < R2.
Thus, radY (y0) < R, and this implies diam(Y ) ≤ 2 · radY (y0) < 2R.
c) Let ε := 150R . Then diam(X)+4 ε ≤ 1+ 225 < R · pi3 and a) can be applied.
Since Rε = 150 = 2 · 10−2 and ε ≤ 2 · 10−4,
min{R, radY (y0)}2 ≤ diam(X)2 + 2 ε diam(X) + 4 ε(R+ ε)
≤ diam(X)2 + 4 · 10−4 · diam(X) + 8 · 10−2 + 4 · 10−8.
Using diam(X) = 1,
min{R, radY (y0)}2 ≤ 1 + 2 · 10−2 + 10−4 + 10−8 < 1.052 < R2.
In particular, diam(Y ) ≤ 2 · radY (y0) < 2 · 1.05 = 2110 .
On the other hand, by permuting X and Y ,
1
4
=
(diam(X)
2
)2
≤ radX(x0)2
= min{R, radX(x0)}2
≤ diam(Y )2 + 4 · 10−4 · diam(Y ) + 8 · 10−2 + 16 · 10−8,
and this implies diam(Y ) ≥ 2150 =: c.
d) Assume dGH(B
R
k ×X
R ((0, x0)), B
R
k ×Y
R ((0, y0))) < 20d for d := diam(X).
Let ε := 40d. By choice of R, diam(X) + 4 ε = 161 · d ≤ 1611000 · R < 2R3 .
Furthermore, 2 radY (y0) ≥ diam(Y ) > 2R. By a),
R2 = min{R, radY (y0)}2
≤ d2 + 2 ε d+ 4 ε(R+ ε)
≤ R
2
106
+
2R2
25 · 103 +
4R
25
· 26R
25
=
166481
106
· R2 < R2.
This is a contradiction. 
Using these results, the main proposition of this section finally can be
proven.
Proposition 2.1. Let (Mi)i∈N be a sequence of complete connected n-di-
mensional Riemannian manifolds with uniform lower Ricci curvature bound
RicMi ≥ −(n−1), and let k < n. Given εˆ ∈ (0, 1), there is δˆ = δˆ(εˆ;n, k) > 0
such that for any 0 < r ≤ δˆ and qi ∈Mi with
dGH((r
−1Mi, qi), (R
k, 0)) ≤ δˆ
there are a family of subsets of good points Gr(qi) ⊆ Br(qi) with
vol(Gr(qi)) ≥ (1− εˆ) · vol(Br(qi))
and a sequence λi →∞ such that the following holds:
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a) For every choice of base points xi ∈ Gr(qi) and every sublimit (Y, ·) of
(λiMi, xi) there exists a compact metric space K of dimension l ≤ n−k
satisfying 15 ≤ diam(K) ≤ 1 such that Y splits isometrically as a
product
Y ∼= Rk ×K.
b) If x1i , x
2
i ∈ Gr(qi) are base points such that, after passing to a subse-
quence,
(λiMi, x
j
i )→ (Rk ×Kj, ·)
for 1 ≤ j ≤ 2 as before, then dim(K1) = dim(K2).
Proof. Given εˆ ∈ (0, 1), let
δˆ1 = δˆ1(εˆ;n, k) > 0 be the δˆ1
( εˆ
2
;n, k
)
of Lemma 2.9,
δˆ2 = δˆ2(εˆ;n, k) > 0 be the δˆ2
( εˆ
2
;n, k
)
of Lemma 2.16,
and define
δˆ = δˆ(εˆ;n, k) :=
1
16
·min{δˆ1, δˆ2} > 0.
Furthermore, let ε0 = ε0(n, k) ∈ (0, 1100 ) be as in Lemma 2.15. Let 0 < r ≤ δˆ
and qi ∈Mi with
dGH((r
−1Mi, qi), (R
k, 0)) ≤ δˆ.
Let G1r(qi) ⊆ Br(qi) be as in Lemma 2.9 and G2r(qi) ⊆ Br(qi) and λi → ∞
as in Lemma 2.16. Define
Gr(qi) := G
1
r(qi) ∩G2r(qi) ⊆ Br(qi).
Clearly, vol(Gr(qi)) ≥ (1− εˆ) · vol(Br(qi)).
Let xi ∈ Gr(qi) and (Y, y) be a sublimit of (λiMi, xi). Using xi ∈ G1r(qi),
there are a metric space Y ′ and y′ ∈ {0}×Y ′ such that (Y, y) ∼= (Rk×Y ′, y′).
On the other hand, since xi ∈ G2r(qi),
dGH(B
λiMi
1/ ε0
(xi), B
R
k ×Ki
1/ ε0
(x˜i)) ≤ ε0
200
for some compact metric space Ki with diameter 1 and x˜i ∈ {0}×Ki. Hence,
by the triangle inequality and for i large enough,
dGH(B
R
k×Y ′
1/ ε0
(y′), BR
k ×Ki
1/ ε0
(x˜i)) <
ε0
100
.
By Lemma 2.24 c), there exists a constant c > 0 such that Y ′ is compact
as well with c ≤ diam(Y ′) ≤ 5c, and after rescaling with 15c this finishes the
first part of the claim.
So let xi, yi ∈ Gr(qi) and K1 and K2 be compact metric spaces such that,
after passing to a subsequence,
(λiMi, xi)→ (Rk ×K1, x∞) and (λiMi, yi)→ (Rk ×K2, y∞).
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Because of xi, yi ∈ G2r(qi), there is a time-dependent, piecewise constant
in time vector field Xi with compact support and an integral curve ci such
that the vector field Xti is divergence free on B10r(ci(t)) for all 0 ≤ t ≤ 1,
d(xi, ci(0)) <
c(n)
λi
and d(yi, ci(1)) <
c(n)
λi
for c(n) = 9n · 10n2 and∫ 1
0
(Mx2r(‖∇.Xti ‖3/2)(ci(t)))2/3 dt <
εˆ
2
.
Let x′i := ci(0) and y
′
i := ci(1). Because of dλiMi(xi, x
′
i) ≤ c(n) and
dλiMi(yi, y
′
i) ≤ c(n), there exists x′∞ ∈ Rk ×K1 such that, after passing
to a subsequence,
(λiMi, x
′
i)→ (Rk ×K1, x′∞).
After passing to a further subsequence,
(λiMi, y
′
i)→ (Rk ×K2, y′∞)
for some y′∞ ∈ Rk ×K2. Then Proposition 2.22 implies
dim(K1) = dim(R
k ×K1)− k = dim(Rk×K2)− k = dim(K2). 
3. Global construction
Based on the ‘local’ version (Proposition 2.1) established in the last sec-
tion, the proof of the following main result can now be given.
Theorem 3.1. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete
connected n-dimensional Riemannian manifolds which satisfy the uniform
lower Ricci curvature bound RicMi ≥ −(n−1) and converge to a limit (X, p)
of dimension k < n in the measured Gromov-Hausdorff sense. Then for
every ε ∈ (0, 1) there exist a subset of good points G1(pi) ⊆ B1(pi) satisfying
vol(G1(pi)) ≥ (1− ε) · vol(B1(pi)),
a sequence λi →∞ and a constant D > 0 such that the following holds:
For any choice of base points qi ∈ G1(pi) and every sublimit (Y, q) of
(λiMi, qi)i∈N there is a compact metric space K of dimension l ≤ n− k and
diameter 1D ≤ diam(K) ≤ D such that Y splits isometrically as a product
Y ∼= Rk ×K.
Moreover, for any base points qi, q
′
i ∈ G1(pi) such that, after passing to a
subsequence, both (λiMi, qi) → (Rk ×K, ·) and (λiMi, q′i) → (Rk ×K ′, ·) as
before, dim(K) = dim(K ′).
The idea of the proof is to take (finitely many) sequences (qi)i∈N satisfying
the hypothesis of Proposition 2.1 for some r > 0 and to define G1(pi) as the
union of the Gr(qi) obtained from Proposition 2.1. Instantly, the following
question occurs:
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(1) Why do sequences (qi)i∈N satisfying the hypothesis of Proposition 2.1
exist?
It will turn out that sequences pxi → x, where x ∈ X is a generic point, are
candidates for these (qi)i∈N: If x ∈ X is generic, then (1rX,x) is close to
(Rk, 0) for sufficiently small r > 0 and so is (1rMi, p
x
i ) for sufficiently large
i ∈ N. In fact, decreasing r only improves the situation.
Now assume that x, x′ are two such generic points, let r > 0 be small
enough and λi → ∞ and λ′i → ∞, respectively, be the sequences given by
Proposition 2.1. These sequences might be different, but Theorem 3.1 calls
for one single rescaling sequence. This gives rise to the following question:
(2) Does Proposition 2.1 still hold for (px
′
i )i∈N if λ
′
i → ∞ is replaced by
λi →∞?
In order to answer this question, first consider the special case λi = 2λ
′
i:
Obviously, if qi ∈ Gr(px′i ) and (Rk ×K, ·) is a sublimit of (λ′iMi, qi), then
(Rk×2K, ·) is a sublimit of (λiMi, qi) = (2λ′iMi, qi). Conversely, every
sublimit of (λiMi, qi) has the form (R
k ×2K, ·) for a sublimit (Rk ×K, ·)
of (λ′iMi, qi). It turns out that such a correspondence holds whenever the
sequence
(λ′i
λi
)
i∈N
is bounded. In this way, λ′i indeed can be replaced by λi if
one allows weaker diameter bounds for the compact factors of the sublimits.
Therefore, the question (2) can be reformulated in the following way:
(2’) Under which condition is the quotient
(λ′i
λi
)
i∈N
of two such rescaling
sequences bounded?
In fact, one can prove the following: If the subsets Gr(p
x
i ) and Gr(p
x′
i ) have
non-empty intersection, then
(λ′i
λi
)
i∈N
is bounded. An obvious approach for
comparing points where these subsets do not intersect is to connect the
points by a curve consisting of generic points only and to cover this curve
by balls Brj(yj) such that for every two subsequent points yj and yj+1 (and
sufficiently large i ∈ N) the subsets intersect. If this can be done using only
finitely many yj, an inductive argument proves the boundedness of
(λ′i
λi
)
i∈N
.
Usually, such covers are constructed by using a compactness argument: Let
ry denote the minimal radius such that all r ≤ ry and pyi satisfy the hypothe-
sis of Proposition 2.1. If this ry is continuous in y, there exists r > 0 that can
be used at each point of the (compact image of the) curve. Unfortunately,
there is no reason for this ry to depend continuously on y. It will turn out
that a similar approach to compare λi and λ
′
i can be performed if x and x
′
lie in the interior of a minimising geodesic such that all the points of this
geodesic lying between x and x′ are generic. The Hölder continuity result of
Colding and Naber [CN12, Theorem 1.2] then allows a cover similar to the
one described above. The subsequent question
(3) Does there exists a minimising geodesic such that x, x′ lie in its inte-
rior?
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can be answered affirmatively for a set of full measure (in X×X) by applying
further results of [CN12].
This section is subdivided into several subsections answering the above
questions: First, subsection 3.1 investigates generic points x ∈ X and an-
swers question (1) by applying Proposition 2.1 to the sequence pxi → x. Both
questions (2) and (2’) are dealt with in subsection 3.2, which discusses the
comparison of the different λi. Afterwards, subsection 3.3 treats question (3)
by proving that the necessary conditions for performing the comparison are
given on a set of full measure. Finally, subsection 3.4 deals with the proof
of Theorem 3.1.
3.1. Application to generic points. A very important property of generic
points is that, after rescaling, the manifolds with base points converging to
a generic point are in some sense close to the Euclidean space.
Lemma 3.2. Let (X, p) be the limit of a collapsing sequence of pointed com-
plete connected n-dimensional Riemannian manifolds which satisfy the uni-
form lower Ricci curvature bound −(n− 1), k = dim(X) < n, x ∈ Xgen and
pxi → x. For fixed R > 0 and ε > 0 there exists λ0 = λ0(x,R, ε) such that
for all λ ≥ λ0,
dGH(B
λX
R (x), B
R
k
R (0)) ≤ ε .
Proof. Since x is a generic point, all tangent cones at x equal Rk, i.e. for every
choice of λ → ∞, the sequence (λX, x) converges to (Rk, 0). In particular,
the R-balls converge and for sufficiently large λ the distance of these balls is
bounded from above by ε. This proves that there exists
λ0(x) :=min{λ ≥ 1 | ∀µ ≥ λ : dGH(BµXR (x), BR
k
R (0)) ≤ ε} <∞. 
Notation. From now on, for given k < n and εˆ ∈ (0, 1), let δˆ = δˆ(εˆ;n, k)
be as in Proposition 2.1. For r > 0, define
Xr(εˆ;n, k) :=
{
x ∈ Xgen | dGH(Br−1X1/δˆ (x), BR
k
1/δˆ
(0)) ≤ δˆ
2
}
.
Lemma 3.3. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete
connected n-dimensional Riemannian manifolds which satisfy the uniform
lower Ricci curvature bound RicMi ≥ −(n−1) and converge to a limit (X, p)
of dimension k < n and let εˆ ∈ (0, 1).
a) For every x ∈ Xgen there is 0 < rx = r(εˆ, x;n, k) ≤ δˆ such that
x ∈ Xr(εˆ;n, k) for any 0 < r ≤ rx.
b) For 0 < r ≤ δˆ, x ∈ Xr(εˆ;n, k) and pxi → x there is i0 ∈ N such that
for i ≥ i0 there are a subset of good points Gr(pxi ) ⊆ Br(pxi ) with
vol(Gr(p
x
i )) ≥ (1− εˆ) · vol(Br(pxi ))
and a sequence λi →∞ satisfying the following:
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(i) For any choice of base points xi ∈ Gr(pxi ) and all sublimits (Y, ·)
of (λiMi, xi) there exists a compact metric space K of dimension
l ≤ n − k and diameter 15 ≤ diam(K) ≤ 1 such that Y splits
isometrically as a product
Y ∼= Rk ×K.
(ii) If x1i , x
2
i ∈ Gr(pxi ) are base points such that, after passing to a
subsequence,
(λiMi, x
j
i )→ (Rk ×Kj, ·)
for 1 ≤ j ≤ 2 as before, then dim(K1) = dim(K2).
Moreover, if ω is a fixed ultrafilter on N, there exists l ∈ N such that
the following holds: Given qi ∈ Gr(pxi ), the ultralimit of (λiMi, qi) is
a product Rk ×K such that K is compact with
1
5
≤ diam(K) ≤ 1 and dim(K) = l.
Proof. a) Let λ0 = λ0(εˆ;n, k) be the λ0(x,
1
δˆ
, δˆ2 ) appearing in Lemma 3.2.
Then rx := r(εˆ, x;n, k) := min
{
δˆ, 1λ0
}
> 0 proves the claim.
b) Let x ∈ Xr(εˆ;n, k) be arbitrary, i.e. dGH(Br−1X1/δˆ (x), BR
k
1/δˆ
(0)) ≤ δˆ2 . Since
(1rMi, p
x
i ) → (1rX,x), there is i0 ∈ N with dGH(Br
−1Mi
1/δˆ
(pxi ), B
r−1X
1/δˆ
(x)) ≤ δˆ2
for all i ≥ i0. In particular, dGH(Br
−1Mi
1/δˆ
(pxi ), B
R
k
1/δˆ
(0)) ≤ δˆ by triangle in-
equality and Proposition 2.1 implies the claim. 
Notation. For 0 < r ≤ δˆ and x ∈ Xr(εˆ;n, k), let λεˆ,xi (r) and Gεˆr(pxi ) be
as in Lemma 3.3, i.e. for qi ∈ Gεˆr(pxi ) the sublimits of (λεˆ,xi (r)Mi, qi) are
isometric to products (Rk ×K, ·) where the K are compact metric spaces
with diam(K) ∈ [15 , 1]. Moreover, for x ∈ Xgen, let rx(εˆ;n, k) be as in
Lemma 3.3, i.e. x ∈ Xr(εˆ;n, k) for all 0 < r ≤ rx(εˆ;n, k).
Furthermore, for a non-principal ultrafilter ω on N, let lεˆ,xω (r) be as in
Lemma 3.3, i.e. for qi ∈ Gεˆr(pxi ), limω(λεˆ,xi (r)Mi, qi) = (Rk ×K, ·) and dim(K) =
l
εˆ,x
ω (r) for some K as above.
All notations will be used throughout the remaining section without refer-
ring to Lemma 3.3 explicitly. Occasionally, if they are fixed, the dependences
on n, k and εˆ will be suppressed.
3.2. Comparison of rescaling sequences. Throughout this subsection,
let k < n and εˆ ∈ (0, 12) be fixed and use the notation introduced in
subsection 3.1.
The following lemma states that for each two rescaling sequences corre-
sponding to limit spaces which are products of the same Euclidean and a
compact set, the quotient of these rescaling sequences is bounded. Espe-
cially, this holds in the situation of Lemma 3.3.
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Lemma 3.4. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete
connected n-dimensional Riemannian manifolds which satisfy the uniform
lower Ricci curvature bound RicMi ≥ −(n−1) and converge to a limit (X, p)
of dimension k < n.
a) Let qi ∈ Mi satisfy that for any λi → ∞ and every sublimit (Y, ·)
of (λiMi, qi) there exists a metric space Y
′ such that Y ∼= Rk×Y ′
isometrically. For 1 ≤ j ≤ 2, let λji → ∞ and Kj be compact with
(λjiMi, qi) → (Rk×Kj , ·) as i → ∞. Then the sequence
(λ2i
λ1i
)
i∈N
is
bounded.
b) For 1 ≤ j ≤ 2, let rj > 0, xj ∈ Xrj , pji := pxji and λji := λεˆ,xji (rj).
Moreover, assume Gr1(p
1
i ) ∩Gr2(p2i ) 6= ∅. Then the sequence
(λ2i
λ1i
)
i∈N
is bounded.
Proof. a) The proof is done by contradiction: Without loss of generality,
assume λji > 0 for 1 ≤ j ≤ 2 and all i ∈ N. Obviously, the sequence
(λ2i
λ1i
)
i∈N
is bounded from below by 0. Assume the sequence is not bounded from
above, i.e.
λ2i
λ1i
→∞ and, without loss of generality, λ1i < λ2i for all i ∈ N.
There exists λi →∞ satisfying λ1i < λi < λ2i such that
(λiMi, qi)→ (Rk ×N, y)
for some unbounded metric space N : Let µi →∞ be as in Lemma 2.13 such
that (µ′iλ
1
iMi, qi) subconverges to a tangent cone of (R
k ×K1, x1) for any
µ′i →∞ with µ′i ≤ µi. Define
µ′i := min
{
µi,
√
λ2i
λ1i
}
→∞ and λi := µ′i · λ1i →∞.
Without loss of generality, assume µi > 1. Thus, λ
1
i < λi < λ
2
i . Furthermore,
there exist a metric space N and q ∈ Rk ×N with (λiMi, qi) → (Rk ×N, q)
and this is a tangent cone of (Rk ×K1, x1). Hence, for a sequence αi →∞,
(Rk ×αiK1, x1)→ (Rk ×N, q).
Assume this N is compact and let N ′ := 1diam(N) ·N and βi := 1diam(N) · αi.
Then
(Rk×βiK1, x1)→ (Rk ×N ′, q),
and, for sufficiently large i,
dGH(B
R
k ×βiK1
100 (x1), B
R
k ×N ′
100 (q)) ≤ 10−4.
By Lemma 2.24 c), the sequence (diam(βiK1))i∈N is bounded. This is a
contradiction to βi →∞. Hence, N is unbounded.
Now let D := diam(K2) and fix R > 1000D. As N is unbounded,
2R < diam(N) and dGH(B
R
k ×N
R (q), B
R
k ×K2
R (x2)) ≥ 20D by Lemma 2.24
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d). Thus, for i large enough,
dGH(B
λiMi
R (qi), B
λ2iMi
R (qi)) ≥ dGH(BR
k ×N
R (q), B
R
k ×K2
R (x2))
− dGH(BλiMiR (qi), BR
k ×N
R (q))
− dGH(Bλ
2
iMi
R (qi), B
R
k×K2
R (x2))
≥ 10D.
Since the maps hi : (0,∞) → (0,∞) defined by
hi(µi) := dGH(B
µiMi
R (qi), B
λ2iMi
R (qi))
are continuous with hi(λ
2
i ) = 0 and hi(λi) ≥ 10D, by the intermediate value
theorem, there is a maximal λ1i < λ
′
i ≤ λi < λ2i such that hi(λ′i) = 5D. After
passing to a subsequence,
(λ′iMi, qi)→ (Rk ×Y, y)
for some metric space Y . In particular,
dGH(B
λ′iMi
R (qi), B
λ2iMi
R (qi))→ dGH(BR
k ×Y
R (y), B
R
k ×K2
R (x2))
as i→∞. Hence, dGH(BRk×YR (y), BR
k×K2
R (x2)) = 5D. Furthermore,
dGH(B
R
k ×K2
R (x2), B
R
k
R (0)) ≤ diam(K2) = D
and the triangle inequality implies
4D ≤ dGH(BRk ×YR (y), BR
k
R (0)) ≤ 6D <
R
12
.
By Lemma 2.24 b), Y is compact. Moreover,
diam(Y ) ≥ dGH(BRk ×YR (y), BR
k
R (0)) ≥ 4D > D,
in particular, Y is not a point.
Next, prove
λ2i
λ′i
→ ∞: Assume the quotient is bounded. Hence, after
passing to a subsequence,
λ2i
λ′i
→ α and α ≥ 1 due to λ′i ≤ λ2i . Then
(λ2iMi, qi) =
(λ2i
λ′i
· λ′iMi, qi
)
→ (Rk ×αY, y) ∼= (Rk ×K2, x2).
In particular, diam(Y ) ≤ α · diam(Y ) = diam(K2) = D, and this is a
contradiction.
Thus,
λ2i
λ′i
→ ∞. Analogously to the previous argumentation, there exists
some maximal λ′i < λ˜i < λ
2
i such that hi(λ˜i) = 5D. This is a contradiction
to the maximal choice of λ′i.
b) Let qi ∈ Gr1(p1i ) ∩ Gr2(p2i ) and αi := λ
2
i
λ1i
. Assume αi → ∞ and choose a
subsequence (ij)j∈N such that αij > j for all j ∈ N. After passing to a further
subsequence, there exist compact metric spaces Km, where 1 ≤ m ≤ 2, such
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that (λmijMijl , qij )→ (Rk ×Km, ·). By a), the sequence (αij )j∈N is bounded.
This is a contradiction. 
The following lemma gives a statement about the limit of such a bounded
sequence of quotients.
Lemma 3.5. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete
connected n-dimensional Riemannian manifolds satisfying the uniform lower
Ricci curvature bound RicMi ≥ −(n− 1) and let λi, µi > 0 such that
(
λi
µi
)
i∈N
is bounded. If
(λiMi, pi)→ (Rk ×L, pL) and (µiMi, pi)→ (Rk×M,pM )
for some bounded metric spaces L and M , then
λi
µi
→ diam(L)
diam(M)
as i→∞ and dim(L) = dim(M).
Proof. Let a be any accumulation point of
(
λi
µi
)
i∈N
and
(λij
µij
)
j∈N
be the
corresponding converging subsequence. Then
(λijMij , pij ) =
(λij
µij
· µijMij , pij
)
→ (a (Rk ×M), pM ) = (Rk × (aM), pM )
as j →∞. Since this sequence converges to (Rk ×L, pL) as well, there is an
isometry
(Rk × (aM), pM ) ∼= (Rk ×L, pL).
Thus, dim(L) = dim(M), diam(L) = a · diam(M) and all accumulation
points of the bounded sequence (λiµi )i∈N equal
diam(L)
diam(M) . In particular,
(
λi
µi
)
i∈N
is convergent. 
Next, the question will be answered under which condition the quotient
of rescaling sequences belonging to two points in Xr is bounded. The first
approach in order to prove this is the special case of their good subsets to
intersect. In the general case, the idea is to connect the points by a curve
which itself is contained in Xr and can be covered by finitely many balls
such that subsequent subsets of good points intersect. In fact, this cannot
be expected to be possible for the same r > 0. However, it turns out that the
quotient of the rescaling sequences is bounded if the points are connected
by a minimising geodesic contained in some Xr′ of a possibly different r′.
Making all of this precise is the subject of the following lemma.
Lemma 3.6. Let (Mi, pi)i∈N be a collapsing sequence of pointed complete
connected n-dimensional Riemannian manifolds which satisfy the uniform
lower Ricci curvature bound RicMi ≥ −(n−1) and converge to a limit (X, p)
of dimension k < n.
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a) Let rm > 0, xm ∈ Xrm and pxmi → xm, where 1 ≤ m ≤ 2, such that
Gr1(p
x1
i ) ∩Gr2(px2i ) 6= ∅ for all i ∈ N. Then
1
5
≤ λ
x1
i (r1)
λx2i (r2)
≤ 5
for almost all i ∈ N and lx1ω (r1) = lx2ω (r2).
b) Let x ∈ Xgen, pxi → x and rx ≥ R > r > 0. Then there is a natural
number m = m(n, εˆ, r,R) ∈ N such that
5−m ≤ λ
x
i (r)
λxi (R)
≤ 5m
for almost all i ∈ N and lxω(r) = lxω(R).
c) Let γ : [0, l] → X be a minimising geodesic with image im(γ) ⊆ Xr for
some 0 < r ≤ δˆ. Let x = γ(0) and y = γ(l). Then there is a natural
number m = m(n, εˆ, l, r) ∈ N such that
5−m ≤ λ
x
i (r)
λ
y
i (r)
≤ 5m
for almost all i ∈ N and lxω(r) = lyω(r).
d) Let x, y ∈ Xr and γ : [0, l] → X be a minimising geodesic with end
points x = γ(0), y = γ(l) and image im(γ) ⊆ Xr′ for some r′ ≤ r ≤ δˆ.
Then there is a natural number m = m(n, εˆ, l, r, r′) ∈ N such that
5−m ≤ λ
x
i (r)
λ
y
i (r)
≤ 5m
for almost all i ∈ N and lxω(r) = lyω(r).
Proof. a) Without loss of generality, for 1 ≤ m ≤ 2, all λxmi (rm) are positive.
Define ai :=
λ
x1
i (r1)
λ
x2
i (r2)
> 0 and let qi ∈ Gr1(px1i ) ∩Gr2(px2i ) be arbitrary.
By Lemma 3.4, (ai)i∈N is bounded. Let a be an arbitrary accumulation
point and (aij )j∈N be the subsequence converging to a. Since qij ∈ Gr1(px1ij ),
after passing to a subsequence,
(λx1ij (r1)Mij , qij )→ (Rk×K1, ·) as j →∞
for some compact metric space K1 with
1
5 ≤ diam(K1) ≤ 1. Because of
qij ∈ Gr2(px2ij ), after passing to a further subsequence,
(λx2ij (r2)Mij , qij )→ (Rk×K2, ·) as j →∞
and K2 satisfies
1
5 ≤ diam(K2) ≤ 1. By Lemma 3.5,
a = lim
j→∞
λx1ij (r1)
λx2ij (r2)
=
diam(K1)
diam(K2)
∈
[1
5
, 5
]
and lx1ω (r1) = l
x2
ω (r2).
Since (ai)i∈N is a bounded sequence and all accumulation points are con-
tained in [15 , 5], only finitely many ai are not contained in [
1
5 , 5].
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b) Since CBG(n,−1, βR,R) is monotonically increasing for decreasing β < 1,
there exists β = β(n, εˆ, R) < 1 with CBG(n,−1, βR,R) < 1εˆ − 1. Fix this
β. Because CBG(n,−1, βρ, ρ) is monotonically increasing for increasing ρ,
all ρ ≤ R satisfy CBG(n,−1, βρ, ρ) < 1εˆ − 1 as well.
Let m = m(n, εˆ, r,R) ∈ N be maximal with r ≤ βm ·R. Define rj := βj ·R
for 0 ≤ j < m and rm := r ≤ β · rm−1. Then CBG(n,−1, rj+1, rj) < 1εˆ − 1
for all 0 ≤ j < m. Moreover, x ∈ Xrj for all 0 ≤ j ≤ m due to rj ≤ R ≤ rx.
Assume Grj (p
x
i ) ∩ Grj+1(pxi ) = ∅ for some 0 ≤ j < m and i ∈ N. This
implies
Grj+1(p
x
i ) ⊆ Brj(pxi ) \Grj (pxi ),
in particular,
(1− εˆ) · vol(Brj (pxi )) ≤ vol(Grj+1(pxi ))
≤ vol(Brj (pxi ) \Grj (pxi ))
≤ εˆ · vol(Brj (pxi ))
≤ εˆ · CBG(n,−1, rj+1, rj) · vol(Brj(pxi )).
Hence, 1− εˆ ≤ εˆ · CBG(n,−1, rj+1, rj) < 1− εˆ, and this is a contradiction.
Thus, Grj (p
x
i ) ∩Grj+1(pxi ) 6= ∅ for all 0 ≤ j < m and i ∈ N. By a),
1
5
≤ λ
x
i (rj)
λxi (rj+1)
≤ 5
for almost all i and lxω(rj) = l
x
ω(rj+1). Inductively,
lxω(r) = l
x
ω(rm) = l
x
ω(r0) = l
x
ω(R).
Then
λxi (R)
λxi (r)
=
λxi (r0)
λxi (rm)
=
m−1∏
j=0
λxi (rj)
λxi (rj+1)
proves the claim.
c) Let d0 = d0(n, εˆ, r) be as in Lemma 2.19 and m0 = m0(n, εˆ, l, r) ∈ N be
the minimal natural number with l ≤ m0 · d0.
Define a sequence 0 = t0 < t1 < . . . < tm0 = l with pairwise tj+1− tj ≤ d0
by tj := j · d0 for 0 ≤ j ≤ m0 − 1 and tm0 := l. For 0 ≤ j ≤ m0, define
yj := γ(tj) ∈ Xr. Now fix 0 ≤ j < m0. By Lemma 2.19 and Lemma 2.17,
Gr(p
yj
i ) ∩Gr(pyj+1i ) 6= ∅.
The rest of the proof can be done analogously to the one of b).
d) Let mx := my := m(n, εˆ, r
′, r) be as in b) and m0 = m0(n, εˆ, l, r
′) as in
c). Then m = m(n, εˆ, l, r, r′) := mx ·m0 ·my proves the claim. 
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3.3. Generic points and geodesics. Throughout this subsection, fix a
collapsing sequence (Mi, pi)i∈N of pointed complete connected n-dimension-
al Riemannian manifolds which satisfy the uniform lower Ricci curvature
bound RicMi ≥ −(n− 1) and converge to a limit (X, p) of dimension k < n
and use the notation introduced in subsection 3.1. Moreover, minimising
geodesics are assumed to be parametrised by arc length.
By Lemma 3.6, rescaling sequences corresponding to two different points
can be compared if those points are connected by a geodesic lying in some
Xr. It remains to check for which points this is the case. It will turn out
that, if the strict interior of a minimising geodesic (i.e. the interior bounded
away from the endpoints) is generic, then it is already contained in Xr for
sufficiently small r > 0. In fact, nearly all pairs of points lie in the interior
of such a geodesic such that the part of the geodesic connecting these points
is generic.
Notation. Define
G := {(x, y) ∈ Xgen×Xgen | ∃ minim. geod. γ : [0, l]→ X, 0 < tx < ty < l :
:= {(x, y) ∈ Xgen×Xgen |}x = γ(tx), y = γ(ty), im(γ|[tx,ty]) ⊆ Xgen},
and for x ∈ Xgen denote the image under the projection to the second factor
by
Gx := {y ∈ Xgen | (x, y) ∈ G}.
Finally, define
G′ := {x ∈ Xgen | Gx has full measure in X}.
Lemma 3.7. The set G′ has full measure in X.
Proof. First, prove that G has full measure in X ×X. Let
S1 := {(x, y) ∈ Xgen×Xgen | ∃ minim. geodesic c : [0, d] → X :
:= {(x, y) ∈ Xgen×Xgen |}x = c(0), y = c(d), im(c) ⊆ Xgen}
S2 := {(x, y) ∈ X ×X | ∃ minim. geodesic γ : [0, l] → X, 0 < tx < ty < l :
:= {(x, y) ∈ X ×X |}x = γ(tx), y = γ(ty)}
and define S := S1 ∩ S2. By [CN12, Theorem 1.20 (1), Theorem A.4 (3)],
volX × volX(X ×X \ S1) = 0 and volX × volX(Xgen×Xgen \S2) = 0.
In particular, using that volX(X \Xgen) = 0, this proves
volX × volX(X ×X \ S) = 0.
Next, prove S ⊆ G: Let (x, y) ∈ S, c : [0, d] → Xgen and γ : [0, l] → X be
geodesics and 0 < tx < ty < l with x = c(0) = γ(tx) and y = c(d) = γ(ty).
In particular, d = d(x, y) = ty − tx ≤ l.
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γ(tx) = c(0) = x y = c(d) = γ(ty)
γ˜(τ1) = γ(τ1)
γ(τ2)
γ˜(τ2) = c(τ2 − tx)
Figure 5. Construction of γ˜.
Define γ˜ : [0, l] → X by
γ˜(τ) :=
{
γ(τ) if τ ∈ [0, tx] ∪ [ty, l],
c(τ − tx) if τ ∈ [tx, ty],
cf. Figure 5. A straightforward computation proves that γ˜ is a minimising
geodesic. Then γ˜ verifies (x, y) ∈ G, and this proves
volX × volX(X ×X \ G) = 0.
Using X ×X \ G = ⋃x∈X{x} × (X \ Gx),
0 = volX×X(X ×X \ G)
=
∫
X
volX(X \ Gx) dV(x)
=
∫
X\G′
volX(X \ Gx) dV(x).
Since volX(X \ Gx) > 0 for all x ∈ X \ G′, this proves volX(X \ G′) = 0. 
So far it was seen that almost all points can be connected by a geodesic
lying in Xgen which can be extended at both ends. By applying the following
theorem of Colding and Naber, which describes the Hölder continuity of the
geometry of small balls with the same radius, to this situation, one obtains
that the interior of the regarded geodesics not only lies in Xgen, but in Xr
for some r > 0.
Theorem 3.8 ([CN12, Theorem 1.1, Theorem 1.2]). For n ∈ N there are
α(n), C(n) and r0(n) such that the following holds: Let M be a complete n-
dimensional Riemannian manifold with RicM ≥ −(n− 1) or the limit space
of a sequence of such manifolds, let γ : [0, l] → M a minimising geodesic
(parametrised by arc-length) and fix β ∈ (0, 1). For 0 < r < r0βl and
βl < s < t < (1− β)l,
dGH(B
M
r (γ(s)), B
M
r (γ(t))) <
C
βl
· r · |s− t|α(n).
Lemma 3.9. Let εˆ ∈ (0, 12 ), γ : [0, l] → X be a minimising geodesic and
assume 0 < s < t < l to be times such that γ|[s,t] is contained in Xgen. Then
there is 0 < r′ = r′(εˆ, l, s, t;n, k) ≤ δˆ such that for all 0 < r ≤ r′,
im(γ|[s,t]) ⊆ Xr.
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Proof. Define β = β(l, s, t) := 12l ·min{s, l− t} > 0. Then t, s ∈ (βl, (1−β)l).
Furthermore, let α(n), C(n), r0(n) be as in Theorem 3.8 and define
d = d(εˆ, l, s, t;n, k) :=
α(n)
√
βl · δˆ2
2C(n)
.
Let m = m(s, t) be the maximal natural number with (m− 1)d ≤ t− s and
define τj := s+jd for 0 ≤ j ≤ m. By definition, τ0 = s and τm = s+md > t.
Therefore, [s, t] ⊆ ⋃mj=0(τj − d, τj + d).
For every 0 ≤ j ≤ m, choose λj = λj(εˆ, l, s, t;n, k) > 1 as in Lemma 3.2
and define r′ = r′(εˆ, l, s, t;n, k) := min{δˆ, 1λ0 , . . . , 1λm , δˆ · r0(n) · βl}. Let
0 < r ≤ r′ and τ ∈ [s, t] be arbitrary. Choose 0 ≤ j ≤ m with |τ − τj| < d.
By definition of d,
|τ − τj|α(n) < dα(n) = βl · δˆ
2
2C(n)
,
and so, using Theorem 3.8,
dGH(B
r−1X
1/δˆ
(γ(τ)), BR
k
1/δˆ
(0))
≤ 1
r
· dGH(BXr/δˆ(γ(τ)), B
X
r/δˆ
(γ(τj))) + dGH(B
r−1X
1/δˆ
(γ(τj)), B
R
k
1/δˆ
(0))
≤ 1
r
· C(n)
βl
· r
δˆ
· |τj − τ |α(n) + δˆ
2
< δˆ. 
3.4. Proof of the main theorem. In order to prove Theorem 3.1, the
following technical result is needed which estimates the number of balls a
point can be contained in if the base points of these balls form an ε-net.
Lemma 3.10. Let X be an n-dimensional Riemannian manifold with lower
Ricci curvature bound Ric ≥ (n − 1) · κ or the limit of a sequence of such
manifolds. Then each point is contained in maximal CBG(n, κ, r, r+2R) balls
with radii R whose base points have pairwise distance at least 2r.
Proof. This result is an immediate consequence of the Bishop-Gromov The-
orem: Let p1, . . . , pm ∈ X be points with pairwise distance at least 2r and
q ∈ ⋂mi=1BR(pi).
On the one hand, since d(pi, pj) ≥ 2r, one has Br(pi)∩Br(pj) = ∅ for any
i 6= j. On the other hand, Br(pi) ⊆ Br+R(q), hence,
∐m
i=1Br(pi) ⊆ Br+R(q).
Furthermore, Br+R(q) ⊆ Br+2R(pi) for any 1 ≤ i ≤ m. Together,
1 ≥ vol(
∐m
i=1Br(pi))
vol(Br+R(q))
=
m∑
i=1
vol(Br(pi))
vol(Br+R(q))
≥
m∑
i=1
vol(Br(pi))
vol(Br+2R(pi))
≥ m
CBG(n, κ, r, r + 2R)
.
Thus, m ≤ CBG(n, κ, r, r + 2R). 
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It remains to prove the main theorem. Again, the notation introduced in
subsection 3.1 and subsection 3.3 is used.
Proof of Theorem 3.1. The idea of the proof is the following: First, fix a
bound εˆ ∈ (0, 12 ) and choose a radius R such that XR(εˆ;n, k) has sufficiently
large volume. Inside of this set of points, choose a point x0 and a finite
R-net of points xj such that (x0, xj) ∈ G, and take the union of the subsets
GR(p
xj
i ). This has the required properties.
Let ε ∈ (0, 1) be arbitrary and define
εˆ = εˆ(n, ε) :=
ε
2 · CBG
(
n,−1, 18 , 178
) ∈ (0, 1
2
)
.
For arbitrary r > 0, define
X ′(r) := {x ∈ B1−r(p) ∩ Xgen | rx ≥ r}.
For r1 ≤ r2, obviously X ′(r2) ⊆ X ′(r1). Further,
⋃
r>0X
′(r) = B1(p)∩Xgen.
Thus, there exists a radius 0 < R = R(ε,X, p;n) ≤ 1 such that
volX(X
′(r)) ≥
(
1− ε
4
)
· volX(B1(p) ∩ Xgen) = 1− ε
4
for all r ≤ R. Fix this 0 < R ≤ 1.
Since G′ has full measure by Lemma 3.7, X ′(R)∩G′ is non-empty. Fix an
arbitrary point x0 ∈ X ′(R) ∩ G′, define
X ′ := X ′(R) ∩ Gx0
and choose a maximal number of points x1, . . . , xl ∈ X ′ with pairwise dis-
tance at least R. By the maximality of the choice, X ′ ⊆ ⋃lj=1BR(xj). Since
Gx0 has full measure by choice of x0,
volX
( l⋃
j=1
BR(xj)
) ≥ volX(X ′) = volX(X ′(R)) ≥ 1− ε
4
.
On the other hand, by choice, BR(xj) ⊆ B1(p). Thus,
volX(B1(p) \
l⋃
j=1
BR(xj)) ≤ ε
4
.
Let p
xj
i → xj and i0 ∈ N be large enough such that for all i ≥ i0 and all
1 ≤ j < j′ ≤ l,
d(p
xj
i , p
xj′
i ) ≥
1
2
· d(xj , xj′) ≥ R
2
and
volMi(B1(pi) \
⋃l
j=1BR(p
xj
i ))
volMi(B1(pi))
≤ 2 · volX(B1(p) \
⋃l
j=1BR(xj))
volX(B1(p))
.
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Fix i ≥ i0. Then
volMi(B1(pi) \
l⋃
j=1
BR(p
xj
i ))
≤ 2 · volX(B1(p) \
⋃l
j=1BR(xj))
volX(B1(p))
· volMi(B1(pi))
≤ ε
2
· volMi(B1(pi)).
By Lemma 3.10, every point in the union
⋃l
j=1BR(p
xj
i ) is contained in at
most M different balls BR(p
xj
i ) for
M =M(ε;n, k) := CBG
(
n,−1, R
8
,
17R
8
)
≤ CBG
(
n,−1, 1
8
,
17
8
)
=
ε
2εˆ
.
Therefore,
l∑
j=1
volMi(BR(p
xj
i )) ≤M · volMi
( l⋃
j=1
BR(p
xj
i )
) ≤ ε
2εˆ
· volMi(B1(pi)).
Thus,
volMi
( l⋃
j=1
BR(p
xj
i ) \
l⋃
j=1
GR(p
xj
i )
) ≤ volMi (
l⋃
j=1
(BR(p
xj
i ) \GR(pxji ))
)
≤
l∑
j=1
volMi(BR(p
xj
i ) \GR(pxji ))
≤
l∑
j=1
εˆ · volMi(BR(pxji ))
≤ ε
2
· volMi(B1(pi)).
Hence,
volMi(B1(pi) \
l⋃
j=1
GR(p
xj
i )) ≤ ε · volMi(B1(pi)).
Now define
G1(pi) :=
l⋃
j=1
GR(p
xj
i ) and λi := λ
x0
i (R).
By construction,
volMi(G1(pi)) ≥ (1− ε) · volMi(B1(pi)).
From now on, let λ
xj
i denote λ
xj
i (R).
Fix 1 ≤ j ≤ l. By construction, (x0, xj) ∈ G and x0, xj ∈ XR. Thus, there
exists a minimising geodesic γj : [0, lj ] → X and 0 < sj < tj < lj such that
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γj |[sj ,tj ] is contained in Xgen, γj(sj) = x0 and γj(tj) = xj. By Lemma 3.9,
there is r′j > 0 such that for all 0 < r ≤ r′j, γj |[sj,tj ] is contained in Xr. Let
rj := min{r′j , R}. By Lemma 3.6 d), there is mj := m(n, εˆ, dX(x0, xj), rj , R)
satisfying
5−mj ≤ λ
x0
i
λ
xj
i
≤ 5mj
for almost all i ∈ N and lx0ω (R) = lxjω (R). From now on, let i ≥ i0 be large
enough such that the above estimate holds for all 1 ≤ j ≤ l.
Given qi ∈ G1(pi), let (Y, q) be an arbitrary sublimit of (λiMi, qi), i.e. for
a subsequence (is)s∈N,
(λisMis , qis)→ (Y, q) as s→∞.
For a further subsequence (ist)t∈N there is 1 ≤ j ≤ l with qist ∈ GR(p
xj
ist
)
for all t and
(λ
xj
ist
Mist , qist )→ (Rk ×K˜, ·) as t→∞
for a compact metric space K˜ satisfying diam(K˜) ∈ [15 , 1].
On the other hand,(
λist
λ
xj
ist
· λxjistMist , qist
)
=
(
λistMist , qist
)→ (Y, q) as t→∞,
the sequence
λist
λ
xj
ist
converges to some α and Y is isometric to the product
R
k ×K for K := αK˜. In particular, 5−mj ≤ α ≤ 5mj . So, diam(K) ∈ [ 1D ,D]
for D := 5max{mj |1≤j≤l}+1. Moreover, for any non-principal ultrafilter ω,
dim(K) = dim(K˜) = l
xj
ω (R) = l
x0
ω (R).
In particular, for any two sublimits (Rk ×K1, ·) and (Rk ×K2, ·) coming
from the same subsequence of indices, let ω be a non-principal ultrafilter
such that these sublimits are ultralimits with respect to ω. Then
dim(K1) = dim(K2). 
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