Currently most existing image search engines such as Google Images index web images majorly using text keywords extracted from the context, which may return large amount of junk information. We propose a novel clustering based filtering method to filter those junk images. Firstly we apply K-way min-max cut to cluster images returned by Google into multiple clusters based on the mixture of feature kernels, with kernel weights being determined automatically instead of hard fix. Secondly we select the best cluster in a robust way, and rank all the rest clusters according to their similarity with the best one. Finally those low-rank clusters can be filtered out as junk clusters. In experiments we obtain very comparative filtering performance to the current state-of-the-art, and improve Google Images search results significantly.
INTRODUCTION
At this moment Google Images search engine is very popular among the World Wide Web search for images. Unfortunately, the search results are still unsatisfactory because of the relatively low precision ratio and the existence of large number of junk images [1, 2, 3, 4] . One big reason for this drawback is due to the fact that Google Images simplifies the image search problem as a text-based problem: the images are not indexed by their appearance but by text keywords which are extracted from the context of the images. This oversimplified approach has ignored that the linked text keywords may not have exact correspondence with the underlying image semantics. In addition, many real world web applications, such as photo-sharing websites, may only be able to provide noisy tags for image annotation which could further misguide keyword-based image search engines such as Google Images. Therefore, there is an urgent need to develop new algorithms for filtering out junk images from Google Images [1, 2, 3, 4] .
Several representative works have addressed the problems of images re-ranking or junk images filtering from Google Images, including Fergus et al. [1, 2] , Wunk et al. [4] and Schroff et al. [3] . The method in [1] involved visual clustering of the images by using probabilistic Latent Semantic Analysis over a visual vocabulary; and the most representative topic is selected based on the classification performance upon validation set. Similarly in [2] the best constellation model was selected using a RANSAC approach, which was then used to re-rank the original images. Some promising results have been obtained [1, 2] , however, these approaches may suffer from the complexity of the models and noisy nature of the training data. More seriously, the size of training dataset is also limited. Wunk et al. used a nonparametric measure of strangeness in the space of holistic image representation, and performed an iterative feature elimination algorithm to filter the strangest examples from category [4] . This method worked effectively in most cases but failed when the dataset was polluted in a "structured" way, which could happen in Google Images search results. In [3] the major concern was about automatically constructing datasets as large as possible, somehow it has gone beyond the limitation of image search by using a hybrid of visual features and their own text-based ranking to retrieve images of interest directly from the web. Instead, our work focuses on improving existing image search engine.
Different from the previous works, we propose a novel clustering based filtering approach. The novelty can be seen in three aspects. 1) Compared to using unitary feature, we extract multiple features from images to obtain more discriminative information. Different kernel functions are used to characterize images similarity accurately based on different features, and moreover, the kernel weights can be determined automatically through iterating with clustering process. 2) With K-way min-max cut based clustering method which is more robust to outliers, we can organize images into multiple clusters with proper division of structured good images and structured junk images. 3) We propose a robust way to select the most qualified cluster, which is crucial in filtering tasks.
CLUSTERING BASED FILTERING

Feature Extraction and Mixture Kernels
To characterize the diverse visual properties of the images efficiently and effectively, both the global visual features and the local visual features are extracted for image content representation. The global visual features such as color histogram and texture feature can provide the global image statistics and the perceptual properties of entire images, but they may not be able to capture the object information within the images [5, 6] . While on the other hand, the local visual features such as SIFT (scale invariant feature transform) features can allow object recognition against the cluttered backgrounds [7] . In our current implementations, the global visual features consist of 16-bin color histogram and 30-dimensional texture features from Gabor filter banks. The local visual features consist of a number of interest points and their 128-dimensional SIFT features.
The use of kernel functions for data similarity characterization plays an important role in the statistical learning framework. To achieve more accurate approximation of the diverse visual similarity relationships between images, different kernels should be designed for various feature subsets due to their different statistical properties. Unfortunately, most existing machine learning tools use single kernel for diverse image similarity characterization and fully ignore the heterogeneity of the statistical properties of the images in the high-dimensional multi-modal feature space [8] . Based on these observations, we design the most suitable kernel for each feature subset individually. Three basic image kernels (color histogram kernel, wavelet filter bank kernel, interest point matching kernel) are first constructed as follows:
(a) The color histogram kernel κC (x, y) , which is used to calculate the visual similarity between color histograms u and v for two images x and y, is defined as:
where δ is set to be the mean value of the χ 2 distances between all the images in our experiments, u(i) and v(i) are the ith component for two color histograms u and v.
(b) The texture kernel function κT (x, y) can be defined similarly:
where the component e −χ 2 i (g(i),h(i))/σ is used to characterize the similarity between x and y according to ith wavelet filter bank.
(c) The interest point matching kernel κI (x, y), which is used to calculate the similarity between two interest point set Q and P for two images x and y, is defined as:
where λ is set as the mean value of D(Q, P ) of all images in our experiments, and D(Q, P ) is defined as the Earth Mover's distance(EMD) [9] between two sets Q and P .
The diverse visual similarities between images are characterized more accurately by using a linear combination of these three basic image kernels (i.e., mixture-of-kernels) [8] :
βiκi(x, y),
and this also provides a natural way to add new feature subsets and their basic kernels incrementally.
Image Clustering Strategy
K-way Min-Max Cut
Under the assumption that the majority of the returned images are relevant to the given keyword-based query, there should be an intrinsic clustering structure within the corresponding kernel matrix, i.e., the kernel matrix would be in the form of a perturbed block-diagonal matrix, where each block corresponds to one certain visual category, and other entries (which corresponds to the outliers or wrong returns) are close to zero. Based on this understanding, it seems reasonable to apply some meaningful "clusterness" measurement, such as the sum of square within-cluster distances, as the clustering criteria. However, this naive approach may fail due to complex structure in real setting where the previous majority assumption may not even hold true [1] . K-way min-max cut provides a more robust clustering by maximizing the cumulative intra-cluster similarity and minimizing the cumulative inter-cluster similarity simultaneously. The K-way min-max cut algorithm takes the following steps:
(a) For a given image topic(query) C returned with n images, a graph G is constructed according to their visual similarity, where nodes are images and edges are characterized by the mixture-of-kernels κ(·, ·).
(b) All the images for the topic C can be partitioned into K clusters automatically by minimizing the following objective function:
where G = {Gi|i = 1, · · · , K} is used to represent K images clusters, G/Gi describes the residual image clusters in G except Gi, andβ is the set of optimal kernel weights. The cumulative intra-cluster similarity and inter-cluster similarity is defined as s(Gi, Gi) =
To solve this optimization problem in matrix form, we define X = [X1, · · · , Xi, · · · , XK ] where Xi is a binary indicator used to indicate the appearance of images in the ith cluster Gi, i.e.:
and W is defined as a n × n symmetrical matrix with entry to be Wu,v = κ(u, v), D is defined as a diagonal matrix with diagonal components Du,v = n v=1 Wu,v. Then an optimal partition of returned images can be achieved by:
Further let
, the objective function can be refined as:
Finally the optimal solution for Eq.(5) can be achieved by solving the following eigen-problem:
Kernel Weights Determination
The objective function for kernel weights determination is to minimize the cumulative intra-cluster similarity variance. As intra-cluster mean similarity being one of the attributes used to assess the quality of the clusters naturally, by minimizing the similarity variance we are expected to provide more stable clustering status: images in the same cluster should have similar "similarity appearance". Through this we can have more confidence to use mean similarity as one of criteria to rank and filter clusters.
For one certain cluster Gi we can define its cumulative intra-cluster similarity s(Gi, Gi) as W (Gi):
where κj(·, ·) is the jth base kernel for image similarity characterization. We assume Gi has ni returned images, then the mean µ(Gi) of the images similarity in Gi can be defined as:
κj (u, v) to be the mean similarity on the jth feature subset. Thus the intra-cluster similarity variance in Gi is:
where
T and
We use Hi to represent the matrix in the braces in Eq.(12) for brevity, then the intra-cluster similarity over all clusters can be shown as:
The optimal kernel weightsβ can be determined automatically by solving the following quadratic programming problem:
Hi β s.t.
In summary, our image clustering strategy takes the following steps iteratively: 1) β is set with an initial value, e.g., βj all equals to 1/3. 2) K-way min-max cut algorithm is applied to cluster images into multiple clusters with known kernel weights. 3) Given the partition of the images, our kernel weights determination algorithm is performed to estimate more suitable β. 4) Go to step 2 and continue to loop iteratively until β is convergent or that changes in clustering results are under certain threshold.
Cluster Filtering Strategy
After the clustering process is over, we use a simple but effective method to filter out clusters filled with junk images. It can be divided into two parts: 1) find the best cluster; 2) rank all the rest clusters according to their similarity with the best cluster. Then we filter out the low-ranking clusters as junk clusters.
While most of the related works take the largest cluster as the best cluster, we find it may not be the best choice in reality. As we can see the dataset is highly polluted [1] , junk images may also be similar and could be clustered together with comparative size to the high-quality clusters. So taking the cluster size as the criteria is problematic and may result in wrongly selecting the best cluster. Instead we propose a robust way to find the best cluster. We take the cluster, who has the largest number of images which are among the first 50 images returned by Google, to be the best choice. If multiple clusters satisfy the condition, then the one with the highest intra-cluster mean similarity is chosen. We find it works very well and picks the most qualified cluster in all experimented categories correctly.
With the best cluster known, we rank the other clusters according to their similarity with the best one. The similarity S(Gi, Gj) between two clusters Gi and Gj is defined as follows:
where ni and nj are the size of Gi and Gj respectively. Fig.1 is some visual presentation of ranking results.
EXPERIMENTS
Dataset and Preparation
We use the dataset provided by Fergus et al. [1] , which consists of 7 categories of images gathered from Google Images search engine. Each image is manually labeled with good, ok, or junk according to their visual quality. This dataset is useful to evaluate precision and recall performance of image filtering or re-ranking algorithms.
Two experiments are carried out with different purposes. In the first experiment we compare precision of images labeled with good, against other works at low recall level (15%). While in the second experiment, we compare precision of images labeled with good or ok, against Google Images at multiple recall levels. In both experiments we cluster images in each category into 20 clusters.
Low Recall level Experiment
In this experiment we only take the returned images with good label as match to the search topic. We compare precision of matched images at ∼15% recall with other works Because we re-rank images through re-ranking clusters, precision result under exactly 15% recall may not be obtained. To compare as fairly as possible, we first generate all the precision and recall with respect to different amount of clusters being filtered, and provide the precision result which the corresponding recall is closest to 15%. As can be seen from table 1, our method has very competitive precision performance against other works. Especially in airplane category, where other methods suffer much from that of images being polluted in a consistent way [4] , our method achieves the highest 87.5% precision under 13.7% recall. With accurate images similarity characterization and robust method to select the best cluster, we can filter out junk clusters/images effectively.
Multiple Recall Levels Experiment
In the second experiment we take images with good or ok label as match to the search topic. And we will demonstrate our method outperforms Google Images significantly with respect to precision of matched images at multiple recall levels. More in detail, we first calculate precision and recall with certain number of top clusters being returned according to the rank list, then we obtain Google's precision under the same recall. The number of returned clusters varies from 1 to 10 continuously.
As shown in Fig.2 in most conditions our method greatly improve Google's results, e.g., in categories car and face there are 12.86% and 13.47% precision increase in average respectively. However, our method helps not much in watch and leopard categories, because the images' overall quality is already high in watch, and for leopard there are plenty junk images which are visually similar to good images, such as leopard skin.
CONCLUSION
We have proposed a novel clustering based filtering method 
