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ABSTRACT
Helimagnets and quasi-two-dimensional layered materials have attracted much recent
interest due to their rich physical properties and potential for spintronics applications. In
this dissertation, the helimagnets Cr1/3NbS2 [chromium one-third niobium disulfide] and
thin-film MnSi [manganese silicide] as well as the layered magnetic material Fe3GeTe2
[iron three germanium ditelluride] were extensively and carefully studied. Cr1/3NbS2 was
previously reported to be helimagnet with a transition temperature of approximately 120
K. Cr1/3NbS2 has a layered structure with Cr3+ ions intercalating between NbS2 sheets,
and is easily cleaved. Using in-situ STM [scanning tunneling microscopy] to study the
cleaved Cr1/3NbS2 single crystal sample, we observed a surface consisting of two
different terminations with different electronic states that are tunable under certain
applied condition. More excitingly, we discovered localized quantum states on Cr1/3NbS2
surface. Both cleaved thin layers of Cr1/3NbS2 and MnSi thin films were found to have an
enlarged region of skyrmion phase; in bulk, MnSi is a helimagnet with a small region of
skyrmion phase just below the transition temperature of about 30 K. To study the
helimagnetic behavior under confinement, we successfully grew MnSi thin films of
thickness less than MnSi helix pitch (48nm) by MBE [molecular beam epitaxy] method
under ultra-high vacuum. The magnetic phase diagram of our MnSi thin films was
constructed. Interesting topography and surface electronic states were also observed
using STM on ultra-thin films of MnSi; Fe3GeTe2 was recently discovered to be a layered
itinerant ferromagnetic material with a transition temperature of about 220 K. From
magnetic measurements as well as theoretical calculations, we determined that the ground
state is in fact antiferromagnetically ordered below 152 K. A magnetic structure model
describing the evolution of the ferromagnetic and antiferromagnetic ordering states for
Fe3GeTe2 was proposed.
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CHAPTER 1 BACKGROUND INTRODUCTION
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1. Helimagnetism and skyrmion

Helimagnetism is an incommensurate spin structure that all the spins are arranged in
ferromagnetic planes, with the direction of the magnetization varying in a certain angle
from plane to plane. As the left figure shown in Fig. 1.1.

Figure 1.1. Helimagnetic spin structure.1

Helimagnets have been extensively studied for more than 50 years because of its unique
magnetic texture. One of the most well-known representatives are the materials in B20
crystal group, belong which Fe1-xCoxSi2,3, MnSi4 and FeGe5 were found that the ground
state to be non-collinear complex spin structure. It has been long known that the chiral
helimagnetic ordering ground state is the result of competition between the asymmetric
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Dzyaloshinskii-Moriya (DM) interation6,7 and symmetric Heisenberg ferromagnetic
exchange8–10, as shown in the function of free energy below:

F (r ) =

1
A( S x2 + S y2 + S z2 ) + bS (∇ × S ) + ...
2

(1)

In equation (1), S or S(r) is known as spin density. The first term is ferromagnetic
interaction exchange term, which favors a parallel arrangement of spins, while the second
term is DM interaction that favors a perpendicular arrangement of spins. DM interaction
term is not zero only if the system has broken symmetry, or the system is lack of
inversion center.
If DM term is not zero, spin density could be written into periodic structure:
1
S (r ) = [ S k exp(ik ⋅ r ) + Sk* exp(−ik ⋅ r )]
2
Where

Sk = α k + iβ k

(2)
(3)

To minimize the free energy:

αk ⊥ βk ,

αk = βk

(4)

Thus the spin structure can be expressed in terms of the real vector:

S (r ) = ∂ k cos(k ⋅ r ) − β k sin(k ⋅ r )

(5)

Spin structure shown in equation (5) indicates helimagnetic spin ordering with 2π / k as
the helical period, known as helix pitch.
Inspiringly, in some of the helimagnets, an interesting phase named skyrmion (also
known as A phase) has drawn increasing interests. skyrmion lattice is a particle-like spin
texture, in which electron spins are aligned in a vortex shape. It shares the structure
analogy to Abrikosov lattice in type-II superconductor11. Skyrmions usually emerge
slightly below the transition temperature in a certain range of applied fields and
temperature. The spin structure of skyrmion phase is shown as in Fig. 1.2.
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Figure 1.2. Spin structure of skyrmion.4

Skyrmions have been observed both by means of neutron scattering in momentum space
and microscopy techniques in real space. Unlike ferromagnetic domain walls, skyrmions
have no intrinsic pinning sites and can avoid obstacles in the device, resulting in unique
physical behaviors including spin transfer torque driven by ultra low current density and
novel hall effect12–14.
So far, the origin of skyrmion phase is still a mystery, however, it is feasible for theorists
to predict skyrmion phase from certain types of materials15. That is meaningful and
helpful for the experimentalists to additionally study the potential materials.

1.1

Cr1/3NbS2

Cr1/3NbS2 belongs to the crystal space group of P632216, with its helical magnetic ground
state first reported more than 20 years ago17. The transition temperature is reported to be
about 120K.17–19 The structure of Cr1/3NbS2 is shown as in Fig. 1.3. In crystal structure of
4

Cr1/3NbS2, Hexagonal 2H-NbS2 van-der-Waals bonded layers are intercalated by Cr
atoms, which are in trivalent state with localized electrons. In a unit cell of crystal
structure with constant a=5.741 Å, c=12.101 Å, the closest Cr-Cr distance is 5.741 Å in
ab plane and 6.847 Å along c axis.18

Figure 1.3. Crystal stucture of Cr1/3NbS218

Cr1/3NbS2 is a one of the helimagnets that has been reported to be absent of skyrmion
phase. The high structural anisotropy is responsible for suppressing the emergence of
skyrmion, but yields to another non-trivial spin texture named soliton20–22. Due to the
broken symmetry of Cr intercalation atoms in the crystal structure, chiral helical
magnetism along the crystalline c-axis is found to be ground state owing to DM
interaction, with spins ferromagnetically aligned within ab planes. The helix pitch of
5

Cr1/3NbS2 is known as 48nm. External magnetic field is responsible to destabilized the
helical magnetic ordering and eventually aligned the magnetic spins in a commensurate
ferromagnetic way. The magnetic phase diagram was previous reported as Fig. 1.4 below:

Figure 1.4. Magnetic phase diagram of Cr1/3NbS218

The detailed magnetic texture can be extracted in Fig. 1.4, the applied field is in the
direction parallel to ab plane. When the temperature is increased above 120-125 K, the
magnetic phase is paramagnetism, in which all the spins are randomly orientated due to
high thermal fluctuation, thus there is theoretically no net global magnetization. While at
low temperature, the magnetic texture changed from incommensurate ordering to
commensurate ferromagnetic states, in which all the magnetic spins aligned in the same
direction at critical field of 1300 Oe. As can be seen in Fig. 1.4, the transition from the
helical magnetic ordering state to soliton lattice is at about 900 Oe below 110 K. This is a
modulated spin structure based on the helical magnetic states, with increasing helical
6

period from 48 nm to hundreds of nanometers depending on the amplitude of the external
field.
Upon a perpendicular applied field, helical spin structure will be modulated into a soliton
lattice of spins incommensurate with underlying crystal lattice. Solitons are 360 degree
domain walls in spin structure. The spin structure of soliton lattice is shown as in Fig. 1.5.
With increasing applied field, the space between adjacent solitons become larger.
Eventually the spin structure will transit into a commensurate forced FM state above
certain critical field. On the other hand, with a parallel applied field to c axis, the critical
field to a fully polarized ferromagnetic ordering state would be much larger through a
conical spin states.

Figure 1.5. Spin structure of soliton lattice20
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It is worth mention that in ground-state helimagnetic ordering spin structure of Cr1/3NbS2,
the chirality of the helices are experimentally observed only to be left-handed20,21, in
which the handedness of helix is determined by the sign of DM vector. If we assumed
that D represents the DM vector, J is the isotropic ferromagnetic coupling, Spatial period
of chiral helimagnetic structure is:

L(0) = 2π / Q0 ≈ 2πa0 J / D

(6)

in which Q0 is the single modulation wave number of helix.

L( H ) = 8K (κ ) E (κ ) /(πQ0 )

(7)

where K (κ ) and E (κ ) , denote the elliptic integrals of the first and second kinds with the
elliptic modulus κ .23,24 κ is determined by minimizing the chiral soliton lattice
formation energy and given by

κ / E (κ ) = H / H c

(8)

in which H c = (πa 0 Q0 / 4) 2 JS . If K (0) = E (0) = π / 2 ,

L( H ) / L(0) = 4K (κ ) E (κ ) / π 2

(9)

depending only on H / H c .
The special spin structure of chiral soliton lattice is responsible for many non-trivial
physical properties of Cr1/3NbS2, including complicated interlayer magneroresistance.25
In order to achieve a better understanding of structural information, as well as discover
the surface physical properties of Cr1/3NbS2 (including Cr-terminated and S terminated
surface), we examine cleaved sample from single crystal Cr1/3NbS2 under ultra high
vacuum using variable temperature STM. Because Cr is weakly bonded to NbS2 layers
compared to the strong Nb-S bound, it is easy to get clean flat surface by cleavage in
vacuum. By in situ STM measurement, we found that the surfaces of Cr1/3NbS2 can be
easily tuned by scanning with a high tip-induced applied voltage onto the surface.
Considering Cr1/3NbS2 can be exfoliated into thin layers, that is an inspiring feature for
read and ingwriting as a nano-sized memory device. Additionally, we studied surface
properties with respect to diverse topography, viable temperature and different cleavage
condition. Besides, we observed localized quantum states on certain Cr1/3NbS2 cleaved
8

surface highly related to the thickness of the cleaved thin flake sample of Cr1/3NbS2. The
periodic surface states are very similar to what was observed on graphene with certain
defects, such as van Hove singularities and grain boundaries or with a certain orientation
of the edge structure.26–30
Finally, heavy studies have been focused on cleaved thin layers of Cr1/3NbS2. The
intention was to study the helimagnetic behavior under thickness limitation along helical
axis. Surprisingly, we observed large skyrmion phase in the cleaved sample, especially
with the thickness close to order of helix pitch. Note that it was previously reported that
the material has no skyrmion phase because the Q vector is heavily pinned onto helical
axis. It is conceivable that the factor is significantly reduced by lowering the thickness,
which make it very possible for the skyrmion phase to emerge. The firstly discover of
skyrmion phase in cleaved Cr1/3NbS2 layers are significant as it starts a brand new way of
creating or approaching for large skyrmion phase either for fundamental physical study or
spintronics application.

1.2 MnSi film

MnSi is a very well-studied weak itinerant-electron metal. It belongs to the cubic space
group of B20 structure, with the lattice constant a ≈ 4.56 Å. The crystal structure of
MnSi is shown in Fig. 1.6, in which Mn are the larger brown atoms, and Si are the
smaller light blue atoms. Top and bottom figures are corresponding to views of MnSi
B20 crystal structure along (111) direction and (100 ) direction, respectively. Both Mn
and Si atoms are situated at 4(a)-type atom sites, with position coordinates at (u , u , u ) ,
1
1
1
1
1
1
( + u, − u,−u ) , (−u, + u, − u ) and ( − u ,−u, + u ) , in which u Mn = 0.137 and
2
2
2
2
2
2

u Si = 0.845 .
At ambient pressure and zero applied magnetic field, MnSi is in helical magnetic phase
below a transition temperature of 29.5 K as ground state. The formation of the groundstate helical spin structure is due to lack of inversion symmetry of cubic B20 crystal
9

structure. According to DM interaction which is mentioned above, non-center symmetry
results in chiral spin-orbit coupling. The helix pitch of MnSi helical structure is reported
to be 18 nm.31 Unlike Cr1/3NbS2, the wave vector Q of MnSi helical spin order is not
strongly pinned along the cubic space diagonal <111>. Therefore, a small pocket of
skyrmion phase emerges at just below transition temperature at low external field of 0.10.3 T.

Figure 1.6. MnSi crystal structure 32

The skyrmion phase in MnSi was firstly observed by small angle neutron scattering,
reported in 2009.4 According to the neutron scattering experimental results, the skyrmion
magnetic texture is a structure with three equivalent Q vectors which have relative angles
of 120 degree to adjacent one. All the three helices have the same chirality. The real
10

space of skyrmion lattice was observed by in situ Lorentz microscopy.33 Unique transport
properties have recently been identified in the skyrmion phase of MnSi bulk materials.
34,35

Among all the novel physical properties discovered in MnSi skyrmion phase, one of

the most exciting properties is the emergence of spin transfer torque at ultra low current
density.
The schematic of spin transfer torque is shown in Fig. 1.7. If charged or spin-polarized
electrons passed through skyrmion spin texture, the spin interaction between the electrons
and skyrmion spin structure will result in the change of spin orientation of polarized
electrons as the electrons travelling through the skyrmion structure. In reverse, the
electrons will apply net spin torque onto the skyrmion spin structure, which will affect
the orientation of the spins in skyrmion texture, even leading to the net motion or rotation
of the skyrmion structure. The experiment of spin transfer torques in MnSi skyrmion
phase was carried on by F. Jonietz et.al.12 As shown in right figure in Fig. 1.7, induced
external spin electric current caused Magnus force as spinning currents around quantized
vortices on skyrmion and also produced drag forces because of spin-orbit coupling. The
drag forces and Magnus forces lead to a net motion with direction shown in Fig. 1.7.
However, to make the observation of skyrmion motion by means of small angle neutron
scattering experiments feasible, a thermal gradient was applied along the sample in the
direction of electric current flows. The temperature difference gave rise to Magnus forces
and drag forces varying across the skyrmion domains (stronger at cold side and weaker at
hot side), resulting in a net torque along counter-clockwise direction as shown in Fig. 1.7.
It was observed in neutron scattering experiments that the net rotation of the skyrmion
structure or so-called spin transfer torque occurs under an ultra low current density at the
order of ~106 A m-2, compared to typical current densities to drive a spin transfer torques
in regular ferromagnetic metals or semiconductors, which is exceed 1011 A m-2, five
orders of magnitude smaller driven current densities makes it great potential in the field
of spintronics application.
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Figure 1.7. Spin transfer torque 12

The magnetic phase diagram was previously proposed as in Fig. 1.8. When temperature is
higher than transition temperature of 29.5 K, The spin structure is paramagnetism which
consisting of randomly orientated spins because of high thermal energy.. With increasing
magnetic field at low temperature, the magnetic state going from ground-state
ground
helical
state to a traditional conical state, which is basically adding a component of
magnetization along the helical axis to a typical helical magnetic structure.
structure As a result,
the electron spins are aligned in a conical way with ccertain chirality. The structure of
conical ordering state is shown in right figure of Fig. 1.1. While the external field exceed
the critical value of 0.4-0.6
0.6 T, the incommensurate conical ordering state will transform
in to a commensurate field-polarized
polarized fferromagnetic state. It can be seen in Fig. 1.8 that
just below transition temperature of 29.5 K, there is a very small pocket of A phase with
external field of 0.1-0.3 T situated in the range of conical phase. The meta-stable
meta
spin
structure of A phase is known
nown as skyrmion phase,, first experimentally observed by
neutron scattering experiments
experiments.. The A phase pocket of bulk materials is very small, only
with temperature range of 2--3 K and field range of 0.1-0.3 T.

12

Figure 1.8. Magnetic phase diagram of MnSi bulk materials4

With bulk materials of MnSi becoming more and more well-studied, increasing interests
was emphasized on MnSi thin film, expecting to explore the basic global transports
properties as well as skyrmion behavior under certain thickness limitation.36–43 Also lots
of STM measurements on MnSi ultra thin film for studying the local structure,
understanding the growth mechanism or surface states were heavily performed.

44–47

To

grow thin films of MnSi film, Si(111) becomes one of the most preferable substrate
because Si substrate is responsible for the avoidance of elemental contamination and the
small lattice mismatch between MnSi(111) lattice and well-processed Si(111) 7 by 7
reconstruction. (lattice mismatch is as low as 3.2%) 40. Heat treatment including flashing
and annealing is one of the most common method to process Si(111) substrate. The
growth process initially starts from a three dimensional island-like mode48–50, following
by layer to layer growth mode47,51,52 once completed quadlayers (QL) are formed. Fig. 1.9
shows the side view of the structure of MnSi(111) film grown on Si(111) reconstruction
substrate. A single QL is of 2.57 Å thickness, consisting of Si-sparse, Mn-sparse, Sidense and Mn-dense layers. A QL is considered as a basic growth unit of MnSi(111) on
Si(111) substrate.50
13

Figure 1.9. Side view of MnSi/S(111) thin films in the B20 structure44

More inspiringly, an extended elliptic skyrmion phase was discovered in MnSi thin
film.39 From polarized neutron reflectometry experiments, MnSi films on Si (111) have
helical magnetic order witch vector Q along [111] easy axis direction, in which the
chirality can be both left-handed and right handed. The wavelength is calculated to be 14
nm in a MnSi(111) film with the thickness of 7-40 nm.41 There are field-inducing discrete
helicoidal states that the number of turns in the helicoid is confined by finite-size
effects.36
In our work, Global magnetic properties with the external field applied both in the film
plane and perpendicular to the film plane have been studied. Huge magnetic anisotropy
between in plane and out of plane was discovered. A large pocket of skyrmion phase was
observed only when applied field was in the film plane while there was lack of skyrmion
phase when out of plane external field was applied. Based on the Magnetic phase
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diagram for MnSi thin film was constructed to describe the magnetic ordering state with
varying temperature and field, as well as to compare with the magnetic behavior in bulk
materials. The huge skyrmion phase of MnSi thin film makes it possible to study basic
physics or anomalous phenomena and to fabricate nano-device in the field of spintronics
in a wider window of skyrmion lattice. With the thin film grown in ultra high vacuum
(10-10 Torr) using MBE method, we performed in-situ STM study. Island-like ultra thin
film topography was observed. Surface states between the MnSi(111) island and Si
substrate have been studied and compared using STS. Additionally, quantum growth
model had been predicted on ultra thin film of MnSi(111) .

2. Quasi 2D materials

2.1 Graphene and beyond

Two-dimensional (2D) materials have received extensively studies due to the anomalous
phenomena under the confinement to a single plane. Intriguing physical properties and
practicability of fabricating complex devices render 2D materials extremely attractive for
applications in the fields of electronics, thermal management, energy storage and beyond.
For practical electronic applications, graphene is the most explored 2D system.53–56
Graphene successfully open a new door to create stable thin layers of van der Waals
materials that capable of great technology useful properties. Years of research on
graphene provide abundant experience on creating, characterization and manipulating
layered van der Waals materials. In graphene, much effort has been devoted to creating
magnetic materials.57–62 These work includes inducing defects as well as producing
vacancies. Producing magnetic graphene is crucial because it not only provide the start
point for fabricating complex memory device from graphene but also is the foundation
for spintronics application. Because of the difficulty to make high profile magnetic
graphene with desirable magnetization, recently diverse alternatives with different
magnetization and band gaps have received increasing study.63 The big families of
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alternative materials provide abundant options with varying from strong ferromagnetism
to antiferromagnetism, conductive to insulating. Therefore, attention is now turning to the
study of the magnetism of 2d materials beyond graphene, such as quasi-2D
dichalcogenides TX2 (T=Mo, W, Nb, Ti, Ir, etc; X=S, Se, Te, etc) family.64–69 The
layered structure of TX2 is shown in Fig. 1.10. Yellow atoms are chalcogen atoms, while
black atoms indicate the transition metal atoms. Unlike graphene, these compounds don't
consist of a single layer of atoms. Instead, the layer of transition metal atoms are
sandwiched by two layers of chalcogen atoms by a strong covalent bonds. The adjacent
TX2 layers are weakly bounded by inter-layer van der Waals force. That structure makes
TX2 layers to be relatively independent sheet because of weak bound between layers.
Furthermore, single layer of two-dimensional TX2 sheet is possible to either mechanically
or chemical exfoliated referring to graphene exfoliation methods. 64,66

Figure 1.10. Structure of quasi-2D dichalcogenides TX284
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On the other hand, another group of quasi-2D materials, layered rare-earth transition
metal pnicitide oxide compounds (ROTPn)

70–72

is weak itinerant ferromagnetic because

of 2D spin fluctuations.73,74 In the metallic Fe based compounds of ROTPn, an
antiferromagnetic spin-density-wave (SDW) instability was reported in one of the most
interesting members: LaFeAsO.75–80 The group of materials becomes extremely hot since
the high Tc superconductivity was found in doped ROTPn.75,77,78,81–83

2.2 Fe3GeTe2

Fe3GeTe2 (FGT) is layered materials with Fe3Ge layer sandwiched by 2 Te layers. The
structure of Fe3GeTe2 is shown in Fig. 1.11 with a =3.991 Å, c= 16.33 Å and belong to
the P63/mmc space group85,86. From the side view of a schematic drawing of the unit cell
of Fe3GeTe2 crystal as Fig. 1.11, the Fe atoms occupy two positions denoted as Fe I and
Fe II, respectively. Fe I atoms are situated in a layer with only Fe atoms in an hexagonal
net. Fe II and Ge atoms are covalently bounded in an adjacent layer. The Fe3Ge layers are
separated by van der Waals gapped Te double layers.
FGT was reported to be a quasi-2D itinerant ferromagnetic metal which has recently been
put forward since the explosion of research on 2D functional materials.85,86. One common
property between FGT and ROTPn is weak ferromagnetism in this system from magnetic
measurement. The itinerant electron-ferromagnetism in this system can be explained by
self-consistent renormalization (SCR) theory of spin fluctuations, firstly proposed by
Moriya applied on 3D system.87 By extending SCR theory to 2D systems73 and in
addition, to quasi-two-dimensional magnetic system taking into account of the effects of
zero-point quantum spin fluctuations74, 2D spin fluctuations plays an essential role in
ROTPn system to behave as weak itinerant electron ferromagnetism. Similarly, The
extended SCR theory of spin fluctuations can be also applied into FGT system in order to
explain the itinerant ferromagnetism.
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Figure 1.11. The side view of the structure of Fe3GeTe2 crystals.

We re-examine single-crystal FGT using both dc and ac magnetic measurements with an
external magnetic field applied both parallel and perpendicular to the ab plane.
Surprisingly, the ground state of the system is antiferromagnetic, rather than the reported
ferromagnetic: competing and coexisting ferromagnetic and antiferromagnetic states at
152-214 K were revealed. A magnetic structural model, in which the ground state is
antiferromagnetic with the spins of iron atoms aligning oppositely between adjacent
layers, was proposed and verified with density functional calculations. The discovery of
metallic antiferromagnetism in this material, together with its quasi-2D structure, suggest
that it may be a good system in which to search for unconventional superconductivity.
In layered copper-based oxides superconductors, it is widely believed that the high Tc
superconductivity originates from the alternating multilayer of CuO2 planes.88 A large
anisotropy as well as a highly anisotropic electrical conduction are created by the layered
structure. Similarly, the recently boosted iron-based layered oxypnictide LaOFeP
superconductor was thought that carriers also move in the two-dimensional (Fe2+P3-)
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layers.

89

In the present layered Fe3GeTe2 compound, the observation of long-range

antiferromagnetic order with high anisotropy makes doped FGT a promising candidate of
high Tc superconductors due to its benefits in conduction layer and possible “natural
modulation doping” layer. We anticipate exciting physics to occur when mobile
“electrons” or “holes” are doped into the system.

3. Instrument and experiment method

3.1 Growth method

The mainly growth method in this work are chemical vapor transport (CVT), especially
for single crystal growth and MBE for thin film growth in ultra high vacuum (UHV).
CVT is one of the most common growth method for crystal growth. Compared to other
methods such as floating zone, It is a relatively slow growing method, even though the
rate can controlled by the amount of transporting agent and heating temperature in the
acceptable range. The crystal size is usually small, however, it can produced single
crystals with highly pure phase and well-crystallized structure.
Fig. 1.12 shows in detail the schematic of CVT growth mechanism. In growing process,
Starting materials (either elemental materials or compound) were sealed in an evacuated
quartz tube with small amount of transporting agent materials. The transporting agent
needs to be the materials that is relatively easy to evaporated and unable to react with any
of the reactors and products. Common transporting agents are CsCl3, Iodine and so on.
Upon heating the tube in pre-calibrated and well-controlled two (multiple) zone furnace,
a temperature gradient with a hotter side and a colder side is produced in the tube.
Therefore, evaporated transporting agent will function as a carrier to accelerate the
starting materials transporting from hotter side to colder side. The starting materials will
react in the high temperature and crystallize as temperature decreasing during
transporting, resulting in the formation of crystals at cold side on tube. After a long
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growth cycle, pure crystal products can be extracted by dissolving the transporting agent
and remaining of starting materials.

Figure 1.12. Schematic view of chemical vapor transport.90

For thin film growth, MBE method is widely used because of its capability to produce
well-crystallized and clean films. MBE has to take place in UHV to avoid contamination
from the atmosphere. Compared to other film growth method such as pulse laser
deposition, MBE is a very slow process but can produce significantly high quality thin
films.
Evaporator is used for producing the molecular beam. The E-beam sources we used is a
omicron EFM with 2 evaporator units that can be easily switched from one to another by
a build-in shuttle. Each unit has independent filament, cells and flux monitor. Top figure
of Fig. 1.13 is the schematic of one evaporator, with materials stored in crucibles (the
materials of crucibles can be Mo, carbon, W and so on, depending on the evaporating
materials). While filament is heated and high voltage is applied on the crucibles,
thermionic emission is responsible for generating the electron beam. The electrons are
accelerated rapidly due to the high voltage drop and end up with striking onto the
crucibles, producing large amount of thermal energy by transferring from kinetic energy.
The materials will be heated quickly, resulting in the evaporation of the materials. The
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rate of the vapor can be controlled by the current through the filament and voltage on the
crucible cell as well as monitored by flux monitor.

Figure 1.13. Schematic of evaporating source (top figure) and illustration of MBE method (bottom figure).

In this way, materials can be deposited onto substrate in a controlled way as bottom
figure of Fig. 1.14. In principle, the film formed by MBE is in unit of epitaxial layers
with the layers in the same crystalline orientation. Substrate with close lattice structure
with film products in direction perpendicular to the plane is crucial for low lattice
mismatch, which is one of the most important factors for enhancing the crystalline of the
MBE film. Optionally, the reflection high energy electron diffraction is used to monitor
the growth, but in our case, we used in situ low energy electron diffraction (LEED) to
guarantee the quality of the film during growth. The thickness of the film is affected by
the vapor rate and deposition time, which can be calibrated by thickness monitor or be
examined by microscopes such as atomic force microscopy (AFM).
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3.2 Magnetic measurement

In our work, the magnetic measurement is highly involved, either at ambient or in the
ultra high vacuum, on the sample varying from thin film with thickness of tens of
nanometers to bulk materials. Our magnetic measurement methods mainly includes
Quantum Design Magnetic property measuring system (MPMS) and omicron magnetic
force microscopy (MFM). In this work, MPMS is used for measuring global
magnetization with viable temperature and external field of thin films or bulk materials of
single crystals in atmosphere. MFM is used for examining the magnetic structure of a in
situ cleaved sample.
For MPMS, the core part is Superconducting Quantum Interference Device (SQUID)
magnetometer, which is very sensitive instrument to measure delicate magnetization of
the sample. The measuring limit of our SQUID is as low as 10-9 emu. It is capable to
measure sample from 2 K to 400 K, with applied external field as high as 7 T. Direct
current (DC) and Reciprocating Sample Option (RSO) options are often used in
measuring DC magnetization. Left figure of Fig. 1.14 is the picture of our Quantum
design SQUID instrument. The right figure shows the pick-up coil of SQUID (from
Walther-Meiβner-Institute site). The pick-up coil is made of superconducting wire cooled
by liquid Helium to guarantee its working environment is under the superconducting
transition temperature. Superconducting coils are considered to be "resistance free" that
will not affect the magnetization of the sample during measuring. A typical
superconducting pick-up coils consist of several windings (usually 4 as in Fig. 1.14).
When sampled is moving up and down passing through the coils under an applied
external field, alternating current and output voltage will be produced as magneto-electric
effect. By analyzing the amplitude and frequency of the output voltage compared to the
frequency of the sample movement. Magnetization with extremely small deviation as low
as 10-9 emu can be determined.
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Figure 1.14. MPMS SQUID instrument and its superconducting coils.

In order to observe the magnetic structure, rather than simply acquire the information of
magnetization, MFM was utilized in our work. Compared to other methods that can
determine magnetic structure of the materials, such as neutron scattering and Lorentz
transmission electron microscopy, MFM is the most easily accessible instrument to reveal
the real image of the magnetic structure with decent resolution. The principle of MFM is
close to AFM as shown in Fig. 1.15 (figure comes from concept scientific instrument
site). MFM employs the similar cantilever as in AFM, but with an magnetic probes. Laser
beam is indispensable for a AFM or MFM setup. The laser beam strikes on the small
cantilever, with its reflection beam absorbed by photo detector. Therefore, even if
cantilever slightly moves up or down, the path of reflecting laser will change
dramatically, resulting in the change of spot position of photo detector. In this way, the
movement of the cantilever can be precisely determined. The information will contribute
to depict the image of the materials surface during scanning.
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Figure 1.15. Schematic of MFM.

For typical AFM, there are two modes: contact mode, which the probe contact with the
surface, and non-contact mode. In non-contact mode, atomic force between the atoms on
surface and probe is responsible for the movement of the cantilever. However, in MFM
with magnetic probe, another factor will contribute to the cantilever movement. Despite
of the atomic force, the magnetic force between sample and the magnetic probe is also
produced. Therefore, a MFM image literally comes from the co-contribution of the two
forces. It can be understood that for strong magnetic materials, MFM image suggests the
magnetic structure of the materials. However, for weak magnetic materials, MFM image
merge the morphology configuration and magnetic structure. Therefore, it is necessary
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that the probe is lifted up for hundreds of nanometers, so that the atomic force between
the will be greatly reduced, while the magnetic force between sample and probe becomes
dominate. In this way, the MFM image will clearly indicates the magnetic structure of the
sample.

3.3 STM and STS

In our work, to examine the morphology and surface electronic properties of MnSi thin
film and cleaved Cr1/3NbS2 clean surface, we employed the omicron STM with viable
temperature, and its build-in scanning tunneling spectroscopy (STS). The picture of
omicron STM chamber is shown in Fig. 1.16.

Figure 1.16. STM chamber
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It is well known that the mechanism of STM is sourced from Quantum tunneling effect.
Once the STM tip, which is ideally consist of only one topmost atom, is in close range of
nanometers with sample surface without contact. The tunneling current between tip and
atoms on the surface is produced and can be detected for amplifier processing, if voltagedrop is created between tip and sample surface.
Known in Quantum tunneling model, the tunneling current is proportional to
2
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In which, ψ n (0) is the wave function at topmost surface position, W is the barrier width.
κ is the wave factor with amplitude of :

κ=

2m(U − E )
h

(11)

E is the energy of electron, U is the energy barrier height. In STM case, E is related to
voltage drop between tip and surface.
Noted that barrier width W refers to distance between the tip and surface, tunneling
current increase rapidly with decreasing distance. Therefore, upon tip scanning across
the sample surface, the current varies according to the surface corrugation. With current
map of the frame area of the surface, the morphology of the sample surface can be
observed.
To measuring the electronic properties and tunneling transport, STS set-up was used in
our work. The principle of STS is similar with STM. Instead of obtaining morphology
using tunneling current, the tunneling current is used for plotting spectroscopy in STS. At
certain point, the viable tunneling currents are recorded with changing voltage between
the tip and surface. Thus a IV spectroscopy with tunneling currents versus voltage can be
plotted at this very point. By scanning the tip and recording the IV spectroscopy at each
point, current map at different voltage bias or series of spectroscopy at different points
can be obtained. The resolution of the current map is directly related to the density of the
points within frame area. By comparing the current map with the morphology, it is
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straightforward to reveal the contrast of electronic properties. Taking average of the IV
spectroscopy provides us the information of the detailed information including tunneling
conductance and local density of states in a certain interested area.
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CHAPTER 2 CR1/3NBS2
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1. Abstract

Cr1/3NbS2 is an emergent material that has recently been put forward since the raise of
interest on helimagnet. It has ground state to be helimagnet with a transition temperature
at around 120K due to the contribution of DM interaction sourced from non-center
symmetry of Cr atoms. Cr intercalated NbS2 layer structure make the materials possible
to be cleaved very easily and in addition, performing quasi-2D physics properties. Under
in-situ STM study on the cleaved Cr1/3NbS2 single crystal sample, we observed tunable
surface, consisting of two different terminations (Cr and S terminations) with entirely
different electronic states distribution. Upon applying certain condition on the surface at
room temperature, the surface will become ordered and reform into clusters of the
terminations. The inspiring feature of this quasi-2D materials can be extremely promising
for complex nano-device fabrication. Besides, surface electronic property across
transition temperature as well as on different topography configuration were also
reported. Oscillatory LDOS peaks were observed on one kind of terraces, which indicated
periodic quantum states exist on certain surface of cleaved Cr1/3NbS2 single crystal
sample. Besides the STM study on in-situ cleaved Cr1/3NbS2 samples, we also performed
global magnetic measurement on very thin layers of the exfoliated Cr1/3NbS2 with
thickness from tens of nanometers to hundreds of nanometers. We discovered the
emergence and expansion of skyrmion phase changing with the thickness. This is a
breakthrough that is beneficial for creating and manipulating skyrmion phase from
helimagnets, which is highly favorable for fundamental physics study on the origin of
skyrmion phase as well as discovering the novel physical properties in the phase pocket
in different materials.
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2. Sample preparation and measurements setup

In this study, single crystal samples of Cr1/3NbS2 were synthesized using the chemical
vapor transport method with iodine as the transport agent. Elemental Cr, Nb and S in a
stoichiometric molar ratio of 1:3:6 were cold-pressed into dice with stress of 500kg/cm2.
Then the dice was sealed in an evacuated quartz tube and heated at 800 °C  for roughly
a week to grow powder. The structure of the powder was characterized by X-ray
diffraction (XRD) analysis. The Cr1/3NbS2 powder was again sealed in a tube with
iodine and heated in tube furnace with a temperature gradient from 850 °C

to 700 °C

for about 2 weeks. The grown crystals at low temperature side are shiny flat plate-like
with dimension of 5  5  0.1 mm. Magnetic properties of the single crystals was
confirmed using a MPMS.
To study the surface properties, we performed surface study on cleaved Cr1/3NbS2 using
Omicron variable temperature STM which can be cool down to about 10K, which
integrates scanning tunneling spectroscopy (STS) setup for extracting tunneling current
singles used for IV spectroscopy and additionally tunneling conductance and local
density of states study. The cleavage process was done in the MBE chamber with a
vacuum level up to 10-10 Torr, which provides a contamination-free surface for us to
study. To prepared the cleaved sample, we applied silver paste and annealed for a hour to
adhere the sample plate and the samples as well as cleavage rod and the sample. Silver
paste is vacuum friendly and very conductive that won't affect the measuring of tunneling
current between the tip and the sample. The cleavage rod and the samples need to go
through a carefully ultrasonic clean before applying silver paste. After pre-pumping in a
load-lock chamber with vacuum level of 10-7 to 10-8 Torr, the sample was transferred into
our MBE chamber (10-10 Torr) to perform the cleavage. The cleavage process were
including low temperature (which is at liquid nitrogen temperature) and room
temperature cleavage. For low temperature cleavage, we cooled down the in-chamber
manipulator where we did our cleavage process, following by quick cleavage and
immediately transferring to pre-cooled STM sample stage to avoid rising of sample
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temperature. While for room temperature cleavage, we simply cleaved the sample on
manipulator at room temperature and transfer the sample to room temperature sample
stage at STM chamber. In both low temperature cleavage and room temperature cleavage,
samples were studied within one week right after cleavage to avoid absorbing
contaminations. The cleaved sample were examined by in situ LEED.

3 × 3 √3  √3

LEED pattern was observed as in Fig. 2.1. It is believed that the

3 × 3 √3  √3

LEED spots are sourced from Cr atoms.

Figure 2.1. LEED pattern from cleaved sample.

For global magnetic measurements of thin layers of single crystal samples, we used
SQUID to monitor very small signals. We applied the RSO mode, in which servo motor
which rapidly oscillates the sample to reveal signals as tiny as 10-9 emu. The cleavage
process was performed by mechanical exfoliation in ambient. The in-plane size of
exfoliated piece was down to level of micrometers, which can only observed in a high
resolution optical microscopy. The thickness of the exfoliated pieces were estimated in
optical microscopy and then carefully measured by ambient AFM. The sample was stored
in a vacuumed desiccator to avoid chemical contamination or oxidation.
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3. Experiment results and discussion

3.1 Tunable surface

We performed surface study on cleaved Cr1/3NbS2 using Omicron variable temperature
scanning tunneling microscopy, which integrates scanning tunneling

spectroscopy

(STS). The morphology of the surface at room temperature is shown in Fig. 2.2.

Figure 2.2. The morphology of cleaved Cr1/3NbS2 surface with the size of 2 by 1.5 micrometers in case of (a) room
temperature cleavage and (b) low temperature (liquid nitrogen temperature) cleavage, respectively. (c) and (d) are the
line profile of (a) and (b) showing the roughness or the corrugation of the terraces, respectively. Red eye guild line
indicates the horizontal line of the terraces of the surface. Step heights are marked in (c) and (d).
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Both room temperature cleavage and low temperature cleavage (about 80K on
manipulator) were performed and shown as Fig. 2.2 (a) and Fig. 2.2 (b), respectively.
Steps are clearly revealed in both images. In room temperature cleavage case, line profile
of Fig. 2.2 (a) was plotted in Fig. 2.2 (c), showing the roughness crossing two steps. The
height of the two steps are 1.27 nm and 1.23 nm, respectively, which are corresponding
to two layers (a whole unit cell) of Cr1/3NbS2. Despite of the two-layers steps, step with
height of one layer (about 0.6 nm) area also very common in Cr1/3NbS2 STM images. It
can be seen from both the image Fig. 2.2 (a) and the line profile Fig. 2.2(c) that the
roughness across the line stays the same, with about 1 Å corrugation within all the areas.
On the other hand, in low temperature cleavage case, there are areas with significantly
different roughness or corrugation as shown in Fig. 2.2 (b). Here we name smooth areas
for areas with smaller corrugation and rough areas for areas with larger corrugation.
Remarkably large proportion of rough area spreads randomly on every terrace, while
there are only a few small smooth areas located in among the rough areas. The uponcleavage or non-fabricated smooth areas were fairly rare. The line profile of Fig. 2.2 (b)
was plotted as Fig. 2.2 (d), showing the information of the areas roughness as well as
height of a single step. The step height is 0.61nm, which is about the height of one layer
(half unit cell) of Cr1/3NbS2.
It also can be seen that there is obvious roughness difference on two different areas. The
smooth areas is extremely flat with only about 0.2-0.3 Å corrugation, while the
corrugation is about 1 Å for rough areas. It can be seen in Fig. 2.2 (d), the height of rough
area and smooth area share the same baseline as the two red eye-guild dashed lines, but
the rough area has some spikes at height of about 1 Å higher than the average height of
smooth area. Note that in Cr1/3NbS2 single crystals the bound between intercalated Cr and
NbS2 layers are dramatically weaker than the Nb-S bound inside each NbS2 layer,
therefore the cleavage plane is at Cr plane. That means upon cleavage, Cr atoms can
either remain on the surface weakly bound on the S atoms as adatoms, or be cleaved
away to make S exposed as top most atom layer. Therefore, it is reasonable to believe the
rough area is Cr-terminated surface with Cr as unstable adatoms, while smooth area is Sterminated flat surface. Therefore, from the above room temperature measurement, S33

terminated flat surface can be only found on a few terraces at clean surface of low
temperature cleavage samples, while they are almost absent on the room temperature
cleavage samples. Under the presumption, it is also easy to explain why the nonfabricated smooth area can only appear on low temperature cleaved sample. This may
result from different thermal energy of intercalated Cr atoms would affect in plane
coupling at Cr plane. Specifically, thermal energy of Cr is higher at room temperature
than low temperature, thus the in-plane coupling of Cr atoms are weaker at room
temperature than low temperature. That leads to Cr atoms are randomly cleaved away
upon room temperature cleavage. While if the sample was cleaved at low temperature,
small clusters of weakly coupled Cr atoms were either remained or entirely cleaved away
upon cleavage, resulting in either small rough areas or small smooth areas, respectively.
Even though the S-terminated smooth areas are rare, they can be manually created by
scanning under certain condition (both on room temperature cleavage sample or low
temperature cleavage sample). The morphology of the original and modified surface can
be seen in Fig. 2.3.

Figure 2.3. The room temperature morphology of low temperature cleaved Cr1/3NbS2 surface with the size of 1.8 by 1.6
micrometers of (a) before scanning (b) after scanning under 2.5 V bias voltage between tip and surface. (c). 40 nm
zoom in picture of rough surface. (d). 7 nm zoom in image of smooth surface with clear atomic resolution.

34

Fig. 2.3 (a) shows the room temperature morphology of a low temperature cleavage
sample. clearly with smooth areas as well as rough areas. By scanning at a comparably
high tip bias (higher than 2.5 V in our experiments), the rough areas would prefer to
aggregate and form into irregular-shaped clusters to be more stable, which will make
room for more smooth areas appearing. Fig. 2.3 (b) is the same area of Fig. 2.3 (a) after
continuously scanning. Clusters of smooth areas or the rough areas are in dimension of
50-500 nm and situate on the surface in relatively ordered way. The zoom-in images of
Cr-terminated rough areas and S-terminated smooth areas are shown in Fig. 2.3 (c) and
Fig. 2.3 (d), respectively. For the rough areas, the corrugation is more than 1 Å because
of Cr adatoms. Since Cr is not stable and weakly bounded on the surface in a relatively
disordered way, we saw plenty of spots with higher height in morphology of rough areas,
as in Fig. 2.3 (d). On the other hand, we could clearly see periodic atomic structure in
zoom in images of smooth areas as in Fig. 2.3 (c). The black holes are defects on the
surface, which may caused in either growth process or upon cleavage. The hexagonal
period in Fig. 2.3 (c) is 0.566 nm, which is consistent of lattice constant of bulk
Cr1/3NbS2 in a and b direction. The reason for the value is not 0.33 nm as period of NbS2
sub-lattice is that the STM image is actually mapped from the signals of surface states
rather than top most morphology. Cr atoms beneath the top most NbS2 layer would
contribute to the surface states as unit of 0.566 nm rather than 0.33 nm NbS2 sub-lattice
period. Therefore, 0.566 periodic surface states would give rise to the 0.566 nm STM
atomic resolution.
To additionally study the surface physics as well as confirm our suggest of the two areas,
we performed the STS on the surface. The STS result is shown in Fig. 2.4. From the 300
by 300 pixels current map of both rough area and smooth area at 200 bias voltage points
at range from -500 mV to 500 mV, we depicted average spectroscopy plot of both rough
areas and smooth areas, as shown in Fig. 2.4 (a). We found totally different behavior on
the two areas. Rough area appears to be slightly more conductive than smooth area. This
is also confirmed in Fig. 2.4 (b), which is derivative of the spectroscopes in Fig. 2.4 (a).
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Figure 2.4. The STS measurement result from rough areas and smooth areas. (a). The IV spectroscopy on rough area
and smooth area. (b). The dI/dV tunneling conductance on smooth area and rough area. the inset figure is the local
density of states: dI/dV/(I/V) on rough area and smooth area.
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The dI/dV vs. tip bias figure clearly shows rough area has more tunneling conductance
compared to smooth area. The local density of states (LDOS), which is better represented
by dI/dV/I/V including the information of the surface states on two areas, are
plotted as inset figure of Fig. 2.4 (b)91. It can be found that plenty of peaks are shown on
blue curve, while there is lack of large peaks on red curve. That means there are
significantly more abundant surface states on rough areas than surface states on smooth
areas. This also suggests the rough area is Cr-terminated surface while smooth one is Sterminated surface, as compared to stable S atoms with coupled 2p elections, dangling
bond from 3d rare earth metal adatoms Cr would definitely cause that the rough surface
has much more sufficient surface states near Fermi level and thus is more conductive than
smooth surface.

3.2 Step edge states

We occasionally note that the surface electronic behavior of step edge is quite different
from the terrace as shown in Fig. 2.5.

Figure 2.5. (a) The 1.5 micrometers morphology of a single steps with height of 4 unit cells. (b) the current image of
the same area under voltage bias of -2 V between STM tip and sample surface.
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Fig. 2.5 (a) shows the morphology including steps and terraces of room temperature
cleaved Cr1/3NbS2. The step height is 4 unit cells. Under STS experiments, we obtained
current map with 300 by 300 pixels under 200 bias points at range of -2V and 2V. The
current map under -2V bias voltage is shown as Fig. 2.5 (b). clear contrast of step edge
and terrace are revealed. The step edge apparently has higher current value at -2V than on
terrace.
The difference of the surface electric behavior between terrace and step edge can be
further extracted by average spectroscopy and LDOS plot on the two kinds of
morphology, as in Fig. 2.6.

Figure 2.6. The IV spectroscopy on terrace and step edge. (b). The dI/dV tunneling conductance the inset figure is the
LDOS on step edge and terrace.

In average spectroscopy plot as in Fig. 2.6 (a). The spectroscopy of terrace and step edge
are obviously different within the measurement range. The tunneling conductance as well
as LDOS are shown in Fig. 2.6 (b). Apparently, step edge are more conductive than the
terrace. It is conceivable that the atoms at step edge has more dangling bonds. As a result,
they offers more free electrons than the atoms on terrace. Therefore, the conductance of
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step edge is higher than the terrace. LDOS of step edge and terrace is plotted in inset
figure of Fig. 2.6 (b). The surface states are completely different between the two. For
example there is a state at 0.6 V at step edge but absent on terrace, a state at about -0.1V
on terrace but miss at step edge. The different surface states between terraces and step
edges can be explained as different environment. Terrace is the top most layer, whose
atoms are confined in ab plane. However, Atoms at step edges are less confined because
of the step and have more dangling bonds. That would be responsible for more
unbounded electrons and in addition, results in behaving different surface electronic
property from atoms on terrace.

3.3 Surface electric properties with viable temperature

To study how the surface electric property varies with the temperature, we cooled down
the STM system by pumping liquid nitrogen. Cryo-vac gauge was used to control the
flow of liquid nitrogen or the pumping rate in order to stabilized the temperature as well
as avoid the vibration caused by the liquid nitrogen flow. Heating tapes were wrapped on
the stainless steel pipe to prevent freezing. The temperature of the system (on the sample
stage) was carefully controlled by a thermal controller which was connected to the
thermal couple of heating plate on the sample stage. Therefore, we were able to maintain
the thermal equilibrium on the sample stage by coordinating the flow rate of liquid
nitrogen and thermal controller to the heating plate at any temperature. The reason to
choose liquid nitrogen to cool down the system is the transition temperature of our
sample is 117K. Liquid nitrogen is cold enough to reach the temperature lower than
transition, making it feasible to study the surface electronic behavior across the transition
temperature.
We performed STS experiment at liquid nitrogen temperature (which is about 100K on
sample) and room temperature . From the 300 by 300 pixels current maps of different
temperature at 200 bias voltage points at range from -1500 mV to 1500 mV, the average
spectroscopy of large areas with size of several micrometers at LN and room temperature
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are plotted in Fig. 2.7 (a). Obviously, it is more conductive at low temperature than at
high temperature. This can be seen more clearly in dI/dV plot as Fig. 2.7 (b), which
indicates the tunneling conductance under the two temperatures. Note that there is no gap
in both red curve and blue curve in Fig. 2.7 (b), it is conceivable that Cr1/3NbS2 behaves
metallic. The results of the conductance change with temperature as well as the metallic
properties are consistent with previous study17,92,93.

Figure 2.7. (a). The IV spectroscopy on surface at room temperature and liquid nitrogen temperature. (b). The dI/dV
tunneling conductance at different temperature.

3.4 Oscillatory local density of states

Occasionally, we observed a very rare terrace that was about 0.47-0.5 nm higher or lower
than common Cr- termination surface (Cr- terminated surface is the most common
surface as previously mentioned on either room temperature cleaved sample or low
temperature cleaved sample). The Fig. 2.8 shows current map of the two surfaces. Line
profile of STM morphology indicates the step height is about 0.47 nm. The height of 0.47
nm is quite different from regular step height, which is integer multiples of 0.6 nm. The
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roughness is the same across the two different areas as can be seen in the line profile of
Fig. 2.8. Note that the distance from a cleavable Cr layer to the adjacent Cr layer is about
0.6 nm, which is about half the unit cell. Therefore, considering Cr termination surface
are most common surface from the results above, 0.47 nm means the distance from lower
S layer with large amount of Cr adatoms to higher Nb layers with S adatoms, or from
higher S layer with Cr adatoms to lower Cr layers with S adatoms. Either way, it involves
the mechanical process of breaking Nb-S bond, resulting in a S-terminated surface. Even
though Nb-S bond is very strong compared to Cr-S bond, it is still possible to break if
there are defects between Nb-S bonds of high concentration.

Figure 2.8. The current map at -2V of the two areas. Size of the image is 1.5 micrometers. The inset plot is roughness
plot across the line.

Nevertheless, because of stronger bond between Nb and S than the Cr-S bond, this
phenomena is very rare to see, resulting in the special terrace extremely hard to find. If
we depicted the average spectroscopy as well as dI/dV plot on the two terraces, the plot
can be seen in Fig. 2.9.
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Figure 2.9. dI/dV tunneling conductance plot within the two terraces with step height of 0.47 nm. IV spectroscopy is
the inset figure.

As in this figure, high terrace is the unusual 0.47 nm higher terrace, while low terrace is
the common Cr termination terrace. From the dI/dV plot, carrying the information of
tunneling conductance, it can be seen that red curve (low terrace) is without any
particularity, which is same with what was observed above on Cr- terminated surface.
However, high terrace is much more unique compared to the low terrace. High terrace is
not only more conductive than low terrace, more interestingly, the periodic conductance
peak signals indicates strong states at corresponding voltage. The periodic details
indicating localized oscillatory states can be fully extracted by LDOS as in Fig. 2.10. The
interesting phenomenon of oscillatory local density of states were also observed in
graphene with certain defects (such as dislocation, grain boundary and van hove
singularity)26,28–30 or with different orientation in tailored nanoribbons27.
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Figure 2.10. LDOS on two terraces with step height of 0.47 nm.

The energy period is variable from 0.5 V to 0.2 V, with the width of 0.47 nm height
terrace is limited from a large terrace in order of micrometers down to tens of
nanometers. The periodic LDOS make Cr1/3NbS2 a promising candidate to study basic
quantum physics and discover novel transport properties.

3.5 Skyrmion phase on cleaved thin layers of Cr1/3NbS2

Besides surface study on ultra high vacuum cleaved Cr1/3NbS2, we also studied the global
magnetic properties of thin layers of ambient cleaved Cr1/3NbS2. The exfoliation of the
thin flakes were performed using Scotch tape. The sample was cleaved down to tiny
pieces that can barely seen by eyes. The thickness of the flake was estimated under
optical microscopy and further carefully determined using ambient AFM. For thin flake
with thickness of 400-500 nm, the comparison between MT curves of thin flake of
ambient cleaved Cr1/3NbS2 and the bulk materials can been seen in Fig. 2.11.
43

The thin flake signal was normalized to be comparable to bulk materials. In both
direction, we observed strong helical kink in thin flake, which are very tiny in bulk
materials.
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Figure 2.11. Comparison of magnetization between bulk materials and thin flake with viable temperature in different
direction.

By plotting the MH curves of thin flake and bulk materials as in Fig. 2.12, we found quite
different behavior. Before the materials become the ferromagnetic phase, which is
magnetization saturation in the plots, at about 1300 Oe (consistent with magnetic phase
diagram of Fig. 1.4), the MH curves of flake and bulk are along entirely different path,
suggesting new magnetic phases in flake, which is unlike the helimagnetism to soliton
lattice magnetic phase in bulk materials. To have a better research of the new magnetic
phases or special magnetic behavior in flake, we make a one-order derivative operation in
MH curves to reveal tiny changes in magnetic phases.
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Figure 2.12. Comparison of magnetization between bulk materials and thin flake with viable external field in ab plane.

From dM/dH curves as Fig. 2.13, it can be observed there are dominant peaks at about
900-1000 Oe is in bulk materials. From the magnetic phase diagram of bulk materials as
Fig. 1.4, one can easily tell that the peaks indicate the transition between helical
magnetism to soliton lattice. The following downward slope indicating incommensurate
magnetic ordering state transiting to commensurate field-polarized state. On the other
hand, 900 Oe peaks in thin flake are reduced, suggesting the breaking down of soliton
lattice. The remarkable difference in thin flake is the peaks at about 200-300 Oe,
indicating another magnetic transition, only exist in flake but absent in bulk materials.
Considering that thin flake reduce the crystalline anisotropy, while the huge anisotropy of
the bulk materials is responsible for soliton lattice and suppressing conical state. It is
reasonable to believe that the 200-300 Oe only in thin flake is the transition peak from
helical to conical ordering state. Note that typically, there will be no obvious peak for a
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conical phase to ferromagnetic phase transition, the peaks at 900-1000 Oe are from
signals of bulk materials in the flake. Therefore, it is very clear that instead of soliton
lattice, conical phase appears in flake. The result is conceivable because the emergence of
the soliton lattice is because the Q vector strongly pinned onto helical axis. While
reducing the thickness is actually a way to reduce the anisotropy, make it possible for a
conical phase appearing.

Figure 2.13. dM/dH curves of bulk materials and thin flake in ab plane.

The magnetic behavior of flakes become more interesting with decreasing the thickness
of the flakes. For a thin flake sample with about 40nm to 120 nm thickness (thickness is
not uniform across the thin flake), dM/dH curves were plotted as in Fig. 2.14. It can be
observed that in Fig. 2.14, the above-mentioned peaks at 200-300 Oe, corresponding to
helical to conical phase are strongly increased. The peaks at 900-1000 Oe corresponding
to soliton lattice phase transition are further decreased. It is consistent with our analysis
above: the thinner the flake is, the more the soliton lattice phase replaced by conical
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phase. Therefore, the conical peaks are increasing and soliton lattice peaks are decreasing
with thinner flake. Despite of the helical peaks and ferromagnetic peaks, most
importantly, new peaks emerges at about 500 Oe. We assume this is a sign of skyrmion
phase because as we know in bulk materials of Cr1/3NbS2, the reason for skyrmion phase
suppressed is the high anisotropy since Q vector pinned along helical axis. This will, on
the other hand, result in the soliton lattice. For the case of very thin flake, soliton lattice
ordering are breaking down, giving rise to the possibility to form skyrmion phase. It is
understandable that the 500 Oe peaks are corresponding to A phase transition. Therefore,
the three peaks are helical-A phase, A phase to conical, and soliton lattice transition from
bulk signals, respectively.

Figure 2.14. dM/dH curves of 120 nm thin flake at different temperature.
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To find upper and lower limitation of the A phase, we plotted dM/dH from 106-112 K,
20-32 K with dense temperature points as in Fig. 2.15. It can be seen that the A phase
peak disappear up to 100 K from Fig. 2.15 (a) and down to 20 K from Fig. 2.15 (b).
Therefore the skyrmion phase pocket is quite large from 20 K-100 K in temperature
range and 200 Oe - 500 Oe in external field range. That is a surprising result because
simply by exfoliation, the magnetic behaviors change from ordering state of no A phase
but only soliton lattice in bulk materials to very huge skyrmion phase sit in the boundary
between conical phase and helical phase. This is remarkable discover that the skyrmion
phase can be modified and even created by process such as mechanical exfoliation in
helimagnetic materials. It broaden the horizon on not only selecting the candidate to
study the non-trivial electric and magnetic properties on skyrmion phase but also on
manipulating the range of a phase in well-known helimagnets such as MnSi and FeGe.

Figure 2.15. dM/dH curves of 120 nm thin flake at different temperature. (a) 106-112K, (b) 20-32 K.
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CHAPTER 3 MNSI THIN FILM
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1. Abstract

MnSi bulk materials received extensive studies because of its skyrmion phase just below
transition temperature. The ground state of MnSi bulk materials is helimagnetic ordering
state according to DM interaction due to lack of inversion center of its B20 structure. In
the skyrmion lattice of MnSi, which sits in range of conical phase, exciting physical
properties such as novel hall effect and ultra low current driven motion have been
observed. However, the skyrmion lattice in MnSi appears in a small region ( also known
as the A phase) from the magnetic H-T phase diagram in bulk samples, in 2D samples
like thin films the skyrmion phase is much more robust. It is of great interest to determine
the properties of the skyrmion phase in 2D thin films. If skyrmion ordering can persist in
2D films, thus these systems may be very promising for spintronics applications as the
magnetic domains and individual skyrmions could be manipulated with small currents. In
our work, an unique thin film growth receipt was developed for the growth of high
quality of thin films. The structure and magnetic properties of the films were studied. A
magnetic phase diagram of 20 nm MnSi thin film was constructed. The surface structure
and electronic properties of ultra thin film of MnSi with only several monolayers was
studied. By analyzing the height of the MnSi islands on ultra thin film using STM images,
a quantum growth mode with 4 QL as the "magic number" of MnSi was predicted.

2. Sample preparation and measurement setup

In our study, MnSi(111) films was grown onto Si(111) substrate, in avoid of lattice
mismatch and chemical contamination. The growth process was performed in our MBE
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chamber under vacuum of 10-10 Torr. Electron bombardment heating is responsible for
releasing molecular beam. The beam rate was controlled by the current on the filament
and also the high voltage on the crucible. A thickness monitor with a quartz crystal
microbalance as the sensor was used to control the thickness of the film. The growth
process is shown in Fig. 3.1. Growth process were monitored by in situ LEED.

Figure 3.1. Schematic of MnSi thin film growth process.

The growth starts with clean Si(111) 7 by 7 substrate. Si(111) was heating treated to form
the 7 by 7 reconstruction and to avoid SiC clusters, the treatments has to be in ultra high
vacuum. The LEED pattern of the subtract is shown in Fig. 3.2(a). On base of the clean
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Si(111) substrate, We deposited only Mn of several mono-layers. following by annealing
at 400

for about 3-5 minutes. As a result, ultra thin MnSi (111) layers were formed as

foundation, with sharp

3 × 3 √3  √3 LEED pattern shown as Fig. 3.2(b), indicating

nice crystalline of the MnSi(111) ultra thin layers. On top of the ultra thin layers, we codeposited Si and Mn at 1:1 ratio under heating the sample at about 200-300

for a slow

deposition rate at about 4nm/h, calibrated by thickness monitor. MnSi(111) films with
thickness of 20 nm was eventually obtained. Fig. 3.2(c) is the LEED pattern of the film. It
has almost the same

3 × 3 √3  √3 pattern as Fig. 3.2(b), suggesting correct

crystalline of MnSi film was achieved. Finally, to protect the thin film from
contamination from air, a thin amorphous capping layers with the thickness of about four
to five nanometers were deposited by only evaporating Si without heating the sample.

Figure 3.2. (a)

7 × 7 pattern on clean Si(111) substrate. (b) 3 × 3 LEED pattern on ultra thin MnSi layers. (c)
3 × 3 LEED pattern on 20 nm MnSi thin films.

The grown sample was transferred out of vacuum chamber, following by thin film XRD
characterization. Fig. 3.3 is XRD pattern of the 20nm MnSi(111). Due to the small signal
of the MnSi thin film, logarithmic scale for y axis was used to reveal the details in the
pattern. It can be found in Fig. 3.3 that despite of Si(111) and Si(222) large peaks, which
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is coming from the Si(111) substrate, the most prominent peak is the MnSi(111) peak,
suggesting correct phase and high quality crystalline of our sample.

Figure 3.3. XRD pattern of 20 nm MnSi thin film.

After characterization, we preformed SQUID measurement in MPMS. The sample stayed
clean even in atmosphere because of the above mentioned Si capping layers. Because the
signal of thin film with thickness of only tens of nanometers is extremely small, we used
RSO mode to carefully measure the magnetization. In order to avoid background noise,
we applied 10 times average for every single data point.
We also did in situ STM measurement on MnSi ultra thin films of several monolayer.
Analogy to the sample prepared for magnetic measurement, the ultra thin film of
MnSi(111) was grown on pre-treated clean Si(111) substrate. The grown MnSi ultra thin
film was directly transferred from MBE chamber to STM chamber in situ, avoiding any
atmosphere contamination. STS was used for the study of surface electronic states.
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3. Experiment results and discussion

3.1 Extended skyrmion phase

From the basic M vs T SQUID measurement, the transition temperature is at about 33 K
as in Fig. 3.4. The external field was applied parallel to the MnSi(111) plane, with the
amplitude of 1800 Oe. Note that the transition temperature of the bulk materials is 29.5 K
as mentioned in the introduction part, the transition temperature of our 20 nm thin film is
slightly bigger, which is consistent with the previous studies.43,94

Figure 3.4. Magnetization of 20 nm MnSi with viable temperature.

To further study the magnetic phase of the MnSi(111) film, we performed carefully M vs
H measurement at different temperature in direction of both along c axis (111 direction)
and in ab plane (111 plane). The M vs H curves at different temperature is shown in Fig.
3.5.
54

Figure 3.5. dM/dH with viable external fields with direction along c axis and in ab plane at (a) 15 K and (b) 28.5 K.

In Fig. 3.5(a), it can be observed that blue curve (in ab plane at 15 K) has three peaks (or
maximum) with is corresponding to the transition from helical to conical phase, conical
to A phase and A phase to conical phase, respectively95. Thus we can find relatively large
A phase pocket in terms of wide field range while the A phase is absent along c direction.
It is worth mention that even helical magnetic ordering state transition peak is not
observed along c direction. It can be seen that there is huge magnetic anisotropy between
the direction along c axis and in ab plane in our 20 nm MnSi thin film sample. This large
difference between measurements along two directions only occurs in MnSi thin film.
Considering that the thickness of the MnSi thin film is 20 nm, about the same amount of
the helix pitch of MnSi, which is 18 nm. The reason for the magnetic anisotropy shown in
Fig. 3.5(a) that only appears in thin film but absent in bulk materials can be explained as
the c direction size limitation of MnSi thin film suppress the DM interaction exchange
contribution to the helimagnetism along c axis. In Fig. 3.5(b), similar difference between
the two directions also appears at 28.5 K. One thing to be noted is that the helical-conical
transition peak or maximum, which can be observed at 28.5 K, seems to be missing in 15
K. Most importantly, it is quite interesting to conclude from Fig. 3.5(a) and Fig. 3.5(b)
that A phase pocket cover the temperature range from 15 K to 28.5 K, which is absolutely
different from bulk materials, which was reported to be 3 K A phase range.4 To further
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explore the skyrmion or A phase range in ab plane for the thin film MnSi, we preformed
carefully M vs H measurement with external field from 0-10000 Oe at different
temperature from 7.5 K to 40 K, with steps of 1.5 K to 3 K. dM/dH at various
temperature is shown in Fig. 3.6. The A phase pocket range was clearly depicted in Fig.
3.6 as the area between two dash eye-guild line. It can be seen the A phase pocket is in
the range of 34.5 K- 10 K with field range of about 2000 Oe, which is extremely huge
compared to the reported A phase range of 3K.

Figure 3.6. dM/dH curves in ab plane at various temperature.

Though extended skyrmion phase in MnSi thin film was reported before39, the magnetic
phase diagram has not been plotted yet. We plotted magnetic phase diagram from the
information carried by Fig. 3.6 for MnSi(111) film with thickness of 20 nm as in Fig.
3.7(a). For comparison, magnetic phase diagram for bulk materials4 is also placed in Fig.
3.7 as Fig. 3.7(b). It can be seen the incommensurate spins state (helical + conical ) range
is about the same with the bulk. However, with the helical states was suppressed, A phase
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range was substantially extended. That is inspiring as the large skyrmion lattice range
provides great potential for the spintronics application.

Figure 3.7. (a) Magnetic phase diagram of 20 nm MnSi thin film. (b) Magnetic phase diagram of MnSi bulk materials4

3.2 Surface structure and electronic properties

Besides the ambient magnetic measurements, we also performed STM and STS
measurements for MnSi ultra thin film with only 2-3 monolayers (1 monolayer is defined
as 7.3 × 1014 atoms/cm2, as the atom density on ideal Si). The morphology of the ultra thin
film and the zoom in image with atomic resolution on top of the islands is shown in Fig.
3.8. As can be seen in Fig. 3.8(a), MnSi ultra thin films intend to form a island-like
structure. While the areas between the island is believed to be Si substrate (the
assumption is proved and will be mentioned in the following pages). The reason for the
small holes is that only Mn is evaporated to grow MnSi ultra thin film, thus it is
unavoidable that part of Si on the substrate is used to form MnSi on top of Si substrate.
Therefore, the depleted Si is responsible for the small holes. It is worth mention that
despite of the amount of evaporated Mn, the annealing temperature and time during MnSi
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ultra thin film growing process are crucial in forming the island-like structure. Namely, if
the annealing temperature is too long, all the deposited Mn will not remain on the Si
substrate to form the film. One can only observe Si substrate with large numbers of holes
in STM image. Similarly, under a proper annealing temperature, annealing time also
determines the configuration of the island-like structure. With the annealing temperature
increasing, the morphology of MnSi ultra thin film will go through a process with
changes as below:
1. Morphology with large terraces separated by several steps.
2. Large islands as in Fig. 3.8(a).
3. Small round shape islands.
4. Si surface with small depleted holes.
The envolving of morphology is continuous.

Figure 3.8. (a) The island- like structure of MnSi(111) ultra thin film with size of 2000 nm (b) 15 nm Atomic
resolution of MnSi(111)
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If we zoomed in on the MnSi thin film island, the periodic structure can be seen as in Fig.
3.8(b). Despite of the defects, the atomic period can be clearly seen in the STM image.
The period is in consistent with the structure period in MnSi(111) planes of bulk
materials.
To further proof that the island-like structure is MnSi and the areas between is Si
substrate, a STS measurement was performed in order to compare the electronic
properties of the two areas. The current map at -1.5 V is shown in Fig. 3.9(a). The size of
the area is 40 nm by 200 nm with pixels of 60 by 300. The island areas looks brighter as
its lower current, while the areas between the islands looks darker for its higher current.
The clear contrast of the two areas can also be revealed in dI/dV map of the same area,
indicating large difference of the surface electronic properties of the two areas. The IV
spectroscopy and dI/dV plot of islands and areas between are shown in Fig. 3.9(c) and
Fig 3.9(d), respectively. All the curves are from the average of the interested region as the
rectangle with corresponding color highlighted in current map of Fig. 3.9(a) and first
order derivative map Fig. 3.9(b), respectively. Namely, the IV curve on island and area
between in Fig. 3.9(c) are plotted from the average of red and blue rectangle region in
Fig. 3.9(a). Similarly, the dI/dV curve on island and area between in Fig. 3.9(d) are
plotted from the average of violet and green rectangle region in Fig. 3.9(a). From Fig.
3.9(c), there is apparent difference between the spectroscopy of the two areas. Compared
to more 'linear' electronic behavior on islands as the red curve, there is obvious electronic
gap for the areas between the islands as the blue curve. The gap can be more clearly
revealed in dI/dV plot in Fig. 3.9(d). As mentioned before, dI/dV plot reflects the
tunneling conductance and partly carries the information of the electronic states.
Therefore the islands are obviously more conductive and have more abundant electronic
states than the islands between. The large gap from -0.5 V to 0.5 V of the areas between
the islands as in green line is a strong evidence of the semiconductor behavior of this
area. On the contrary, the islands seem more metallic. This result verified our previous
assumption that the islands are MnSi film while the areas between are Si substrate.
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Figure 3.9. (a) Current map at -1.5 V with size of 40 nm by 200 nm. (b) dI/dV map at -0.8 V at same area. (c) Plot of
average IV spectroscopy of the interested areas on islands and areas between the islands. (d) dI/dV plot the interested
areas on islands and areas between the islands.

In our study, we found that no matter the annealing condition, as long as the island-like
structure was formed, is has at least 1.05 nm to 1.09 nm height. Even though the islands
shrink upon higher annealing temperature or longer annealing time, the minimum height
of the islands will still be that amount. Note that 1.05-1.09 nm is the scale of 4 QL as
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mentioned in introduction part. We predicted a quantum growth mode with the magic
number of 4 QL occurs on the formation of MnSi ultra thin film.
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CHAPTER 4 FE3GETE2
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1. Abstract
Fe3GeTe2 is known as an air-stable layered metal with itinerant ferromagnetism with a
transition temperature of about 220 K. From extensive dc and ac magnetic measurements,
we

have

determined

that

the

ferromagnetic

layers

of

Fe3GeTe2

order

antiferromagnetically along the c-axis blow 152 K. The antiferromagnetic state was
further substantiated by MFM measurements with viable temperature as well as
theoretical calculation to be the ground state. A magnetic structure model was proposed
to describe the antiferromagnetic ground state as well as competition between
antiferromagnetic and ferromagnetic states. Fe3GeTe2 shares many common features with
pnictide superconductors and may be a promising system in which to search for
unconventional superconductivity. Additionally, electronic states as well as charge
density had been theoretically calculated. The metallic properties were concluded from
band structure and density of states. The contribution of the orbital states in different
atoms had been explained. The electrons configuration were predicted and depicted by
comparing the local density of states between antiferromagnetic model and ferromagnetic
model.

2. Sample preparation and measurement /calculation setup

Single crystal samples of Fe3GeTe2were synthesized using the chemical vapor transport
method with iodine as the transport agent. Powders of elemental Fe (99.99%), Ge
(99.99%) and Te (99.999%) in a stoichiometric molar ratio of 3:1:2 were cold-pressed
and sealed in an evacuated silicon tube together with around 5mg/cm3

of

iodine as a

transport agent. The tube was heated in tube furnace with a temperature difference with
hot side of 750

to cold side of 650 . Several crystals were ground in an agate mortar

and characterized by powder X-ray diffraction analysis to verify the correct phase.
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Magnetic measurements were performed using a Quantum Design Magnetic Property
Measurement System (MPMS) which has Reciprocating Sample Option (RSO) and ac
susceptibility options.
The magnetic structure of the in situ cleaved sample was examined by UHV omicron
MFM setup. Co-Cr coated probe with strong magnetization was applied as magnetic tip
to detect the magnetic structure of the cleaved sample. MFM experiment was including
viable temperature measurement from 103K-300K. The cooling process was achieve by
pumping liquid nitrogen via a Cryo-vac gauge.
Density-functional theory (DFT) calculations were performed using the projector
augmented wave method as implemented in the plane-wave code VASP96–98. The Fe
3s23p63d64s2, Ge 3d104s24p2, and Te 5s25p4 electrons are treated as valence electrons. For
all calculations, a cutoff energy of 700 eV for the plane wave basis set is used to
converge the total energy to within 1 meV per formula unit. The k-point sampling uses
the Monk horst-Pack scheme99and employs a Γ-point-centered 8 × 8 × 2 mesh for the unit
cell of bulk FGT. The atomic positions were optimized until the interatomic forces are
smaller than 1meV/Å.

3. Experiment results and discussion

3.1 MFM images

Magnetic force microscopy (MFM) measurements were performed on a sample cleaved
in situ under variable temperature from 300 K to 103 K by tracking the same area at all
temperatures. The change of temperature is slow so that the sample temperature can be
stable and close to the temperature of sample stage. MFM Images are shown in Fig. 4.1.
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Figure 4.1. MFM domain images at (a) room temperature (b) 204K (c) 103K.

Fig. 4.1(a) shows the MFM image at room temperature. As expected, no ordered
magnetic structures were observed. As the sample was cooled, Stripe domains, were
observed in a narrow temperature range just below 220 K. As the sample was cooled
further, the magnetic domain structures changed to a complicated branching feature
around 210 K as shown in Fig. 4.1(b). From 210K down to 160K, the branching domain
structure evolved dynamically into bubble domain, specifically the fractal branches faded
out gradually as temperature decreasing. The same bubble structure remained stable
down to the lowest temperature of the measurement, as shown in Fig. 4.1(c). The aboveobserved branching domains suggest the instability between 160 K and 210 K. The
bubble domains at low temperature, on the other hand, suggest the existence of a stable
state.

3.2 DC Magnetization

The temperature-dependent zero-field-cooled (ZFC) and field-cooled (FC) magnetization
(M(T) curves) measured at an external field of H=1000Oe and the field-dependent
magnetization at 80 K are shown in Fig. 4.2.
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Figure 4.2. Magnetization as a function of temperature. The applied field (1000 Oe) is in different direction. The inset
figure is field dependent magnetization plot with temperature at 80K.

The splitting of the ZFC and FC curves was explained as ferromagnetic domain
effect.85,86 At first glance, all the temperature dependent magnetization curves clearly
show a ferromagnetic transition near 214 K consistent with previous reports85,86.From the
M(T) curves at 1000 Oe, it is clear that the magnetization with field applied along the c

axis is much higher than with field applied in the ab plane below the transition
temperature, indicating strong magnetic anisotropy. Indicated in the inset of Fig. 4.2,
magnetization is easily to saturate at a low field of H = 3000 Oe with H//c , whereas
along the H//ab direction, a field of 70000 Oe is still insufficient to fully align the spins.
At 80 K, the saturation moment (Ms) is about 1.2-1.3 µ B 1.2  per iron atom, as shown
in the inset of Fig. 4.2. The saturation moment can be further shown in field-cool M vs.
T plot as shown in Fig. 4.3.
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Figure 4.3. Temperature dependent magnetization during 7 T field cool measurements along different direction.

7 T is the upper limitation of our MPMS. Therefore at the highest applied field, it can
been seen that in field-cool M vs. T plot as Fig. 4.3 the magnetization at low temperature
is as high as 1.2-1.3 µ B per iron atom. Additionally, the MT curves of in plane and out
of plane are not showing many differences. This is an interesting point that will be talked
about in following pages.
To further examine the unexpected magnetic behavior that had been mentioned from
MFM images, comprehensive magnetic measurements were conducted using the MPMS.
Although all the magnetization plots in Fig. 4.2 are in agreement with those reports in
previous studies,85,86 the M(T) data show remarkably different character when a field
warming curve (FW curve, which was measured during warming up, following the FC
curve under the same magnetic field) is comparing to the FC data in Fig. 4.4. There exists
a sizable thermo-hysteresis between the FW and FC curves (only observed along H//c
measurement) at a significantly lower temperature than the ferromagnetic Tc= 214 K,
which is anomalous for a ferromagnetic material. The presence of an upward turn at
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around 110 K in the FW plot suggests the existence of another contributing magnetic
state below 214 K.

Figure 4.4. Magnetization as a function of temperature, with applied field of 1000 Oe is along c axis.

The phenomenon can be extracted more dramatically when the magnetizations are
measured at a lower magnetic field, where the ferromagnetic contribution at 214 K is
reduced as in Fig. 4.5.
In Fig. 4.5(a) (H=100 Oe), in spite of the 214 K transition, ZFC-FC splitting, and the
abnormal thermo-hysteresis as we observed before, the upward turn on the FW curve is
shifted to a higher temperature, while the downward turning appears on the FC curve
around 160 K as shown in the red rectangle area. Furthermore, the upward turnings
develop in the ZFC curve, including one at around 160 K similar to the turnings in the FC
and FW curves, and one at a lower temperature (around 30 K) as well.
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Figure 4.5. (a). Magnetization as a function of temperature, with 100 Oe field applied. Two areas of interest are
highlighted using red and black rectangles. The zoom-in of the red area is plotted in (b)

Fig. 4.5(b) is a zoom-in of the black rectangle area of Fig. 4.5(a). Interestingly, the ZFC
magnetization in c direction is very close to zero (apparently lower than the counterpart
in the ab plane ZFC curve) below 34 K, though it ramps up quickly after the cross-over.
The lower magnetization along easy axis (c-axis) than along hard axis (ab-plane) at low
temperature range in Fig. 4.5(b) is a result of different ground states in those two
directions. Overall, the above observations strongly suggest that there is a new magnetic
phase at a temperature lower than 214 K which is antiferromagnetic along the c-axis but
ferromagnetism in the ab-plane, other than the known 214 K ferromagnetic phase. Under
the presumption of that suggestion, turnings in ZFC, FC, and FW magnetization along the
c //cdirection are sourced from the co-contribution of the 214 K ferromagnetic phase and
the lower temperature antiferromagnetic ordering phase. The shift of the turning
temperatures reflects the competition between the contributions of the two magnetic
phases. When the external field H is reduced, the magnetic contribution of the 214 K
ferromagnetism is suppressed, and on the other hand, the antiferromagnetic contribution
is enhanced and becomes a prominent factor. (The effect can be seen in Fig. 4.3 as a
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reversed process) Therefore the turning on the FW curve is shifted to a higher
temperature, upon reducing the external field from 1000 Oe to 100 Oe. The transition
temperature estimated from the low field M(T) curve is close to 150 K. The thermohysteresis in magnetization along the c direction mentioned above can be explained in
turn as the delaying response of the introducing of the antiferromagnetism during cooling
and the annihilation of the phase during warming. The absence of the thermo-hysteresis
in the ab-plane data further confirms that this phase is ferromagnetically coupled in the
ab-plane.
Remanence M(T) measurement was carried out to verify the above assumption. The
sample was firstly cooled from room temperature to 5 K under 10000 Oe field, then
measured under zero field along c direction after magnet reset (to remove residual
magnetic field),shown in Fig. 4.6.

Figure 4.6. The remanence magnetization as a function of temperature. Sample is cooled at 1 Tesla and measured at
zero field during warming. The two transition temperatures discussed in the text are marked with the two eye guide
lines.
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As expected, ferromagnetic feature was observed in the M(T) plot in ab plane. On the
other hand, in the M(T) plot along c direction, an upward turning at around 150 K is a
typical behavior for antiferromagnetic ordering. More importantly, the remanence
magnetization along c direction is obviously lower than in ab plane at low temperature.
The lower remanence magnetization along easy axis than along hard axis at low
temperature in Fig. 4.6 is a strong proof of antiferromagnetic along the c-axis but
ferromagnetism in the ab-plane.

3.3 AC susceptibility

ac susceptibility measurement was performed to further identify the ordering state and
accurately determine the transition temperature. Complex magnetic susceptibility

χ = χ '−iχ ' ' .
The real part χ' is proportional to component of the magnetization that is induced inphase with the applied modulations; The imaginary part χ'' is proportional to the π / 2 out
of phase or quadrature component of the magnetization. It is directly proportional to the
dissipation in the material. A non-zero values of χ'' related to dispersion centered at a
frequency of wτ = 1/ τ , with τ being a relaxation time of domain wall motions. The ac
susceptibility with different oscillation field is plotted in Fig. 4.7.
It can be concluded from Fig. 4.7 that no matter real part or imaginary part, there is little
effect related to amplitude of oscillated field. The real part χ' and imaginary part χ'' of the
initial ac susceptibility100 measured at oscillated ac field of 3.9 Oe along in plane and out
of plane directions are compared in Fig. 4.8(a) and (b). There are two sets of peaks in the
combined χ' and χ'' plots, at 214 K and 152 K, relevant to the two transition temperatures
as we discussed above. For the 214 K transition, ac susceptibilities along the c-axis is
dramatically larger than in the ab-plane, consistent with the strong ferromagnetic
anisotropy //c as we mentioned above.
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Figure 4.7. ac susceptibility along c axis with various oscillated ac field.

Figure 4.8. The real part (a) and the imaginary part (b) of the temperature dependent ac susceptibility of the crystal
measured under zero external field. Oscillated ac field of 3.9 Oe is applied. The H //ab plane curves are enlarged 15 and
60 times respectively. The zoom-in of the blue rectangle area in (a) is shown as the inset.
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In contrast, at the 152 K transition, the peaks only show in the red curve (in ab-plane),
almost absent in the //c//c curve, evidentially indicating different magnetisms in two
directions. The zoom-in of the blue rectangle area of Fig. 4.8(a) is shown as inset, a fairly
small maximum can be observed at 152 K. Note that compared to the transition from
ferromagnetism to paramagnetism at 214 K, a small maximum value in susceptibility is
corresponding to antiferromagnetism starting to transit to ferromagnetism (or
ferromagnetic state starts to show up).It is the same as we concluded from the above dc
measurements: ferromagnetic coupling in ab-plane, while antiferromagnetic coupling
along c direction. In the χ' plot in ab plane, the height of the 152 K peak is comparable to
the 214 K transition, while in χ'' plot the 152 K peak is much higher than the 214 K
ferromagnetic transition peak. The results suggest that although in the ab-plane these two
transitions are all ferromagnetic, the large dissipation in 152 K transition further confirms
the different magnetism of the two phases.
3.3 Discussion of magnetic structural model

Considering there are two states (antiferromagnetic state blow 152 K and ferromagnetic
transition at 214 K) and magnetization is from the contributions of both magnetic states
as shown in SQUID measurement, we proposed a model that consists of
antiferromagnetic and ferromagnetic states with close internal energies.
Antiferromagnetism is the ground state with spins of iron atoms opposite between
adjacent layers below 152 K. Ferromagnetism is the higher energy magnetic state with all
spins of iron atoms in the same direction, coexisting and competing with
antiferromagnetic state at 152 K- 214 K and transit to paramagnetism above 214 K. The
above model is fully supported by the gradually evolving of the magnetic domain
structures from branching (Fig. 4.1(b)) to bubble domains (Fig. 4.1(c)) at the same
temperature range, in which the temperature dependent evolving of the branching
domains represent the instability of coexisting and competing between the two states,
while the antiferromagnetic phase at lower temperature along the c-axis contributes to the
stable bubble domains.
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4. Theoretical calculation and discussion

4.1 Structure model and band structure

To verify our model and determine the magnetic orderings (ferromagnetic or
antiferromagnetic) of FGT in the ground state, we performed theoretical calculations
based on the DFT calculation. To describe the interlayer van der Waals (vdW) forces,
which are missing in standard DFT, we tested several widely used correlation functionals.
We found that the opt-B86b correlation functional suggested by Klimes et al.101 leads to
the best agreement in lattice constants, i.e. a = 3.995 Å and c = 16.308 Å, to the
experimental values (a = 3.991Å and c = 16.336 Å). In contrast, the other vdW
functionals drastically overestimate the lattice constant c. Using the opt-B86b correlation
functional, the energy of the antiferromagnetic-ordered magnetic structure model shown
in Fig. 4.9(a) is found to be 21 meV per formula unit lower than the ferromagneticordered one illustrated in Fig. 4.9(b). The energies of all the other combinations of spin
polarizations are higher than these two magnetically ordered structures. Therefore, we
confirm that antiferromagnetic ordering is indeed the ground state of bulk FGT. The
simulations are in line with our experiment, i.e. only the ground antiferromagnetic state is
observed at low temperature. In addition, at around 152 K (an energy scale comparable to
the order of 21 meV), the ground antiferromagnetic state is transited to the slightly less
stable ferromagnetic one before further transforming to the paramagnetic phase at around
214 K.
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Figure 4.9. Side view of a unit cell of (a) antiferromagnetic-ordered magnetic structure model and (b) ferromagneticordered magnetic structure model.

We also calculated the electronic structure of FGT with the antiferromagnetic ordering.
Fig. 4.10 shows the orbital-resolved band structures of FGT with the antiferromagnetic
ordering. As can be seen, the most contribution to the band structure comes from Fe
atoms. Besides, FGT with the antiferromagnetic ordering is metallic, consistent with the
experiment85.
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Figure 4.10. Band structure of antiferromagnetic Fe2GeTe3.

4.2 Density of states and charge density

We also calculated the electronic structure of FGT with the antiferromagnetic ordering.
Figure 4.11 (a) shows the density of states (DOS) of FGT with both the antiferromagnetic
and ferromagnetic ordering. Only spin-up DOS are shown since in the antiferromagnetic
model, spin-down DOS are the same as spin-up DOS. As can be seen, FGT is metallic
with the either ferromagnetic or antiferromagnetic orderings, consistent with the
experiment.85 Moreover, the electronic states around the Fermi level mainly consist of Fe
I, Fe II, and Te orbitals, suggesting that the exchange interactions among Fe orbitals are
mediated by the Te orbitals. Contrastingly, the Ge orbitals, which can hardly be seen near
the Fermi level, play a less significant role in contributing to the magnetic ordering of the
system.
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Figure 4.11.(a) Density of states of antiferromagnetic and ferromagnetic Fe2GeTe3.(b)DOS of Fe I and Fe II orbitals.

To further explore the difference between the two main contributors Fe I and Fe II atoms,
we show the DOS of these kinds of Fe atom sat the vicinity of Fermi level in Fig. 4.11(b).
In the antiferromagnetic structure, the contribution of Fe atoms to the total DOS is mainly
due to Fe I dz2, dxy, dxz, and dyz orbitals as well as Fe II dxy orbitals. The energies of
the rest of the orbitals are either too small to reveal or too far from the Fermi level. As we
can see in Fig. 4.11(b), the peaks of total DOS slightly below Fermi level are sourced
from the contributions of Fe I eg (dz2) and Fe II dxy, and Fe I t2g (dxy, dxz, and dyz)
states located above the Fermi level. Thus in the near-Fermi-level region, Fe I eg(dz2) and
Fe II dxy bands are occupied, while Fe I t2g bands are at excited energy level. Note that
since Fe I t2g bands overlap with Fe I eg (dz2) and Fe II dxy bands, the materials are
metallic agreeing well with experimental results. In the ferromagnetic structure, the spinup DOS peaks are located well below the Fermi level, while the spin-down DOS peaks
are mainly in the near-Fermi-level region. Therefore, spin-up states are more
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energetically favorable than spin-down states in the same ferromagnetic model. In sharp
contrast to the antiferromagnetic case, Fe I eg (dz2) contribution is significantly larger and
Fe II contributions are dramatically smaller in the ferromagnetic structure. Accordingly,
Fe I orbitals in the ferromagnetic state are more vertically preferred (// c),but laterally
spread (// ab//ab) to overlap with Fe II orbitals in the antiferromagnetic state mediated
by Te orbitals.
Fig. 4.12 illustrates the total charge density of antiferromagnetic and ferromagnetic FGT.
Consistent with the density of states, more significant charge accumulation occurs
between the Fe and Te atoms than between the Fe and Ge atoms, again suggesting the
importance of Te orbitals in bridging the exchange coupling between the Fe atoms.

Figure 4.12. Total charge density of antiferromagnetic and ferromagnetic Fe2GeTe3 with an isosurface of 0.05 e/Å3;
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CHAPTER 5 CONCLUSION
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In summary, firstly, we successfully grow the single crystal of Cr1/3NbS2 using chemical
vapor transport method, and successfully cleaved the sample either in vacuum or at
atmosphere. We performed in-situ VTSTM and STS on cleaved clean surface after
characterization. It is found that the surface electronic property of the sample varies with
the temperature, specifically across transition temperature. In addition, step edge and
terrace perform different behavior at room temperature, with different surface states and
conductance . Most importantly, we observed Cr1/3NbS2 surface, consisting of two areas
with different terminations (Cr-dominant rough areas and S-dominant smooth areas) and
different surface electronic states (rough areas are of dramatically more surface states and
more conductive than smooth area). If the bias voltage is relatively high during scanning,
the areas of two terminations will move and results in forming the shape of clusters with
dimension of 50-500 nm instead of situating randomly on the surface. Noted that the
surface can be easily changed or tuned even at condition of room temperature, the size of
clusters and remarkably different electronic properties of the two areas are ideal
configurations for nano-size electronic application out of Cr1/3NbS2 sample surface.
Besides, localized oscillatory states with different periodicity have been uncovered on
terrace 0.47 nm higher or lower than regular Cr-terminated surface, while the periodic
quantum states are missing on regular terrace. The periodicity of the oscillatory states
varies from 0.5 V to 0.2 V with changing of the size of the terrace. Therefore Cr1/3NbS2 is
promising to be an alternative materials to have basic quantum physics study and
research on more anomalous physical properties related to 2D electron gas. Finally, we
revealed the break-down of soliton lattice spin configuration and evolving of the
traditional conical magnetic ordering state upon reducing the thickness of Cr1/3NbS2
cleaved flaks. Huge skyrmion phase pocket with temperature range of 20-100 K and
external field range of 200-500 Oe was proposed in our thin flake sample. The result
inspires the manipulating of incommensurate helical magnetic phase in helimagnets and
the research on spintronics application in large skyrmion range of helimagnets.
Considering the Cr intercalated 2H-type NbS2 layers makes this material one of the novel
quasi-2D materials, which can be easily exfoliated into thin sheet because of the weak
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bound along c axis. We believe Cr1/3NbS2 can be a very promising candidate for
complex nano-sized spintronics device fabrication.
Secondly, for MnSi thin film, we successfully grow the MnSi thin film with different
thickness by MBE method in ultra high vacuum system. Under MPMS magnetic
measurements along both in plane and out of plane direction. We observed huge
magnetic anisotropy caused by the thickness limitation in (111) direction. The
disappearance of helimagnetism out of plane may due to the annihilation of DM
interaction contribution due to low thickness. Huge A phase pocket in the range of 34.5
K- 10 K with field range of about 2000 Oe (compared to 3K range A phase of bulk
materials) was observed in thin film plane from carefully M vs H measurement at various
temperature. The huge A phase pocket is promising for study of spintronics application in
a wider skyrmion phase region. Besides we performed STM study on ultra thin film of
MnSi with about 2-3 monolayers. A special island-like structure of the MnSi film was
observed in STM images. The morphology of the MnSi ultra thin film is highly related to
the annealing condition in the growth process. Through electronic properties experiments
of STS, we found the islands are metallic while the areas between the islands behave
semiconducting, strongly suggesting that the islands are MnSi films on top of Si
substrate. We occasionally observed that the lowest thickness of the islands are 4QL from
Si substrate, which is at the scale of 1.05-1.09 nm. Therefore, it is conceivable to predict
a quantum growth mode for MnSi thin film with a magic number of 4 QL.
Finally, for Fe3GeTe2, We successfully grow high quality single crystals of Fe3GeTe2 by
growth technique of chemical vapor transport. Through carefully dc and ac magnetization
measurement in SQUID, we discovered that single crystalline quasi-2D material
Fe3GeTe2 exhibits an antiferromagnetic transition at 152 K, in addition to the reported
ferromagnetic transition at 214 K. The antiferromagnetic state is highly anisotropic with
magnetic moments only parallel to the c-axis. The "unexpected" antiferromagnetic
ground state was further confirmed by DFT energy calculations showing that the
interlayer magnetic moments of Fe atoms are aligned oppositely. Combined with the
experimental result and calculations, we proposed a magnetic structure model that
Fe3GeTe2 has antiferromagnetic ground state our of plane, the antiferromagnetic ordering
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state starts to transit into reported ferromagnetic state at 152 K, which means instead of
opposite spins at adjacent layers, some of the spins start to flip to form spins in same
direction with its adjacent layers. The two magnetic ordering states coexisted and
competed with each other (specifically the antiferromagnetism is reducing with
increasing ferromagnetism) at temperature range of 152 K to 214 K. The ordering state
transit to paramagnetism with randomized spins beyond 214 K. While in plane, there are
simply two ferromagnetic ordering state, in which the spins are all aligned perpendicular
to c axis, with transition temperature of 152 K and 214 K. This inspiring feature makes
doped FGT a promising candidate of high Tc superconductors. Total DOS and LDOS for
both antiferromagnetic model and ferromagnetic model were also calculated in order to
determine the contribution of the electron orbitals and the distribution of the electrons.
This research opens a new access to not only basic physics study of novel quasi-2D
systems but also an approach of tailoring superconductor materials.
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