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bedankt voor de vele ping pong spelletjes welke de laatste tijd helaas niet meer
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In 1895, The German Physicist, Wilhelm Conrad Ro¨ntgen, discovered X-rays.
Since then, these are widely used in different research domains to visualise the
internal structure of objects. Furthermore these are also used in various spec-
troscopy, diffraction and scattering experiments providing a multitude of physical
and chemical information next to the internal structure. Visualising the internal
structure can either be done by two-dimensional (2D) imaging in which a radio-
graph is taken or by obtaining a complete three-dimensional (3D) representation
with the use of computed tomography (CT). Since the late 1970’s it is possible,
with the use of CT, to get a 3D representation of the internal organs and skeletal
structure of a patient by taking a series of radiographic projections. During the
eighties, the technological progress led to the development of high resolution CT
or µCT. This allowed to obtain a complete 3D representation with a resolution
in the few tens of micrometre range. High resolution CT has evolved to an om-
nipresent research technique in various research domains. Nowadays, resolutions
of less than a micrometre can be obtained at laboratory based X-ray CT scanners.
The developments presented in this work were obtained at the Centre for X-
ray Tomography of Ghent University (UGCT), more specifically in the radiation
physics group (RP) which is part of UGCT. Within UGCT the RP group develops
state-of-the-art µCT scanners as well as new methods and software for reconstruc-
tion, 3D analysis and imaging simulation. Nowadays, UGCT has four CT scanners
available and a fifth scanner was developed together with the X-ray Microspec-
troscopy and Imaging group (XMI) of the Department of Analytical Chemistry.
This last scanner combines CT and X-ray Fluorescence (XRF) imaging.
In this thesis, new developments in the research of X-ray µCT are presented and
discussed. The developments presented in this work focus on the modelling of a
µCT scanner, the accurate simulation of radiographs and the application of these
realistic simulations. Finally, it is shown how these simulations can be used to
characterise materials inside a reconstructed volume.
Before discussing the results, a historical overview of X-ray CT is given and
the scanners available at UGCT are discussed. After this overview, the physical
processes and properties of µCT scanners are discussed in chapter 3. An overview
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of the interaction mechanisms between electrons and matter is given. These pro-
cesses play an important role in the production of X-rays in conventional X-ray
tubes used in laboratory-based X-ray CT. Afterwards, the interaction mechanisms
between photons and matter are discussed. These interaction mechanisms are im-
portant for the attenuation that an X-ray beam will undergo when it travels through
a sample and for the detection of X-rays in an X-ray detector. Furthermore, phys-
ical properties of X-ray CT scanners such as X-ray flux, spot size, heel effect,
detector unsharpness, detector ghosting and beam hardening, which need to be
taken into account when one wants to simulate an X-ray CT scanner in a realistic
way, are discussed.
In chapter 4, the modelling of the polychromatic behaviour of X-ray tubes and
detectors is discussed. These models play an import role in the simulation of
accurate X-ray CT radiographs because the polychromatic behaviour of the tube
and detector have a major influence on these simulations. The software package
BEAMnrc, based on a Monte Carlo technique, was used for the simulation of the
tubes and detectors present at UGCT and is described briefly. Furthermore, the
geometric models of the tubes and detectors available at UGCT are shown as well
as the results of the Monte Carlo simulations. The generated spectra of the X-
ray tubes and generated efficiencies for the X-ray detectors are discussed. These
generated spectra are used in chapter 5 for the developed projection simulator,
Arion, and in chapter 6, for the developed dual-energy CT (DECT) method. Also, a
method is described to model the secondary spot, present in one of the transmission
tubes available at UGCT. For one of the detectors, the Perkin Elmer detector, a
model for the Line spread functions (LSF) is determined.
In chapter 5, the development of a realistic projection simulator, Arion, is de-
scribed. First, the geometry used by the simulator to describe a CT scan is dis-
cussed. This geometry is important for describing the relative movement of the
source, sample and detector during the simulation of a CT acquisition. The the-
oretical background of the program, which is based on a ray-tracing technique,
is discussed together with a method for including beam filtration and a method
to reduce the computation time by efficiently binning the spectrum used during
the simulations without too much loss of spectral information. Additionally, the
graphical user interface (GUI) is discussed. Besides the simulator, some other
components of Arion are discussed. The Material Creator allows the user to cre-
ate attenuation coefficients for ‘new’ materials, compositions or solutions which
can later be used during the CT simulations. The Image Handler is a program
which allows the user to perform elementary image operations such as adding,
subtracting, dividing and multiplying images or image folders. Furthermore, this
program can be used to include a secondary spot effect or the effect of an MTF in
the simulated projection images. The chapter ends with a comprehensive compar-
ison between real and simulated data for different scanners present at UGCT. In
general, deviations between the real and simulated data of a few percent are found.
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These results are good enough to perform an optimisation procedure with the use
of Arion for X-ray CT. Some examples in which this optimisation was success-
fully applied are shown. Some of these results were obtained in the framework of
the IWT/SBO TomFood project whose purpose was to develop novel techniques
for inspection and engineering of food (micro)structure based on X-ray computed
tomography. The chapter is concluded with a benchmark and an outlook for future
improvements.
Chapter 6 describes how the developed simulator can be used to obtain chemical
information of the materials present in a sample by using DECT. First, a historical
overview of DECT is given and the DECT method which is already used at UGCT
is discussed. Afterwards, a new method is presented which makes it possible to
determine the composition and density of a material in a voxel of a reconstructed
3D volume by using DECT. This is done by using a priori knowledge of the phys-
ical properties of the tube and detector provided by the Monte Carlo simulations
described in chapter 4. Because the polychromatic properties and parameters of
the sources and detector available at UGCT are well known, it is possible to re-
construct a set of unambiguous parameters, i.e. composition and density, for each
voxel instead of the reconstructed linear attenuation coefficients for the two vol-
umes without the need of a calibration of the scanner used. This method was
successfully applied on virtual and real data. The method is also applied to de-
termine densities in samples of which the composition is known. An example of
densitometry on a wood sample is presented. For doing this, it is sufficient that the
sample is scanned at a single energy, or spectrum, because the composition of the
material is known. Nowadays, this method is still a post reconstruction method,
but it should be possible to implement it in an iterative reconstruction algorithm in
the near future. In this way it should be possible to reconstruct a set of parameters
inside each voxel which represents physical parameters of the material present in
each voxel. Further, such implementation in an iterative reconstruction algorithm,
in which Arion can be used as a forward projection simulator, will lead to a strong
reduction of beam hardening artefacts.




In 1895 ontdekte de Duitse fysicus Wilhelm Conrad Ro¨ntgen X-stralen. Sinds-
dien worden deze in verschillende onderzoeksdomeinen onder andere gebruikt om
de interne structuur van objecten te bestuderen. Verder kunnen deze ook gebruikt
worden in spectroscopie, diffractie en verstrooiings experimenten waaruit fysische
en chemische informatie gehaald kan worden naast de interne structuur. De interne
structuur kan gevisualizeerd worden door twee-dimensionale (2D) beeldvorming
door middel van radiografie of een complete 3-dimensionale (3D) voorstelling kan
gemaakt worden door middel van computertomografie (CT). Sinds de late jaren
1970 is het mogelijk om met behulp van X-stralen CT een CT representatie te kri-
jgen van het inwendige van een patie¨nt met behulp van een serie projectiebeelden
die opgemeten worden. In de jaren ’80 leidde de technologische vooruitgang tot
de ontwikkeling van hoge resolutie CT of µCT. Dit liet toe om een complete 3D
representatie te bekomen met een resolutie van enkele tientallen micrometer. Hoge
resolutie CT is doorheen de jaren sterk gee¨volueerd tot een allomtegenwoordige
onderzoekstechniek in verscheidene onderzoeksdomeinen. Tegenwoordig kunnen
resoluties van minder dan een micrometer gehaald worden.
De ontwikkelingen gepresenteerd in dit werk werden uitgevoerd aan het Cen-
trum voor X-stralen Tomografie van de Universiteit Gent (UGCT), meer bepaald
in de Stralingsfysica groep (RP) die deel is van UGCT. De RP groep werkt bin-
nen het UGCT aan zowel de ontwikkeling van hoge resolutie CT scanners en de
ontwikkeling van nieuwe methodes en software rond reconstructie, 3D analyse en
simulatie van de beeldvorming. Op de dag van vandaag beschikt UGCT over 4 CT
scanners plus een scanner die samen met de X-ray Microspectroscopy and Imaging
groep (XMI) van de vakgroep Analytische Chemie werd gebouwd. Deze laatste
scanner combineert CT en X-stralen Fluorescentie (XRF) beeldvorming.
In deze doctoraatsthesis worden enkele nieuwe ontwikkelingen binnen het domein
van X-stralen µCT behandeld. De ontwikkelingen die hier beschreven worden fo-
cussen op het modelleren van een µCT scanner, het zo accuraat mogelijk simuleren
van radiografiee¨n en de toepassingen van deze realistische simulaties. Uiteindelijk
wordt ook getoond hoe deze simulaties gebruikt kunnen worden om materialen in
een gereconstrueerd volume te karakteriseren.
xVooraleer de resultaten besproken worden, wordt er een overzicht gegeven van
de historiek van X-stralen CT en worden de X-stralen scanners beschikbaar in het
Centrum voor X-stralen Tomografie van de Universiteit Gent (UGCT) voorgesteld.
Na dit overzicht worden in hoofdstuk 3 de fysische processen en eigenschappen
van CT scanners behandeld. Er wordt een overzicht van de interactiemechanismen
tussen elektronen en materie gegeven. Deze processen spelen een belangrijke rol in
de productie van X-stralen in conventionele X-stralenbuizen die gebruikt worden
in laboratoriumomgevingen. Hierop volgend wordt de interactie tussen fotonen
en materie besproken, die een belangrijke rol speelt in het beeldvormingsproces
tijdens X-stralen CT. Deze interactiemechanismen spelen zowel een rol voor de
attenuatie die de X-stralen zullen ondergaan als ze doorheen het sample passeren
als voor de detectie van X-stralen fotonen in X-stralendetectoren. Verder worden
ook fysische eigenschappen eigen aan X-stralen CT-scanners besproken zoals X-
stralen flux, spotgrootte, heel effect, onscherpte van detectoren, detector ghosting
en beam hardening waarmee rekening dient gehouden te worden indien men een
realistische simulatie van een X-stralen CT scanner wil bekomen.
Vervolgens wordt in hoofdstuk 4 het modelleren van het polychromatisch gedrag
van X-stralenbuizen en detectoren besproken. Deze modellen zijn nodig om ac-
curate CT beelden te kunnen simuleren omdat het energie afhankelijk gedrag van
zowel bron als detector in de vorming van deze beelden een grote rol zullen spelen.
Het software pakket BEAMnrc, gebaseerd op een Monte Carlo techniek, wordt ge-
bruikt voor de simulaties van de bronnen en detectoren aanwezig op het UGCT.
Verder worden er geometrische modellen getoond van de bronnen en detectoren
beschikbaar op het UGCT en worden de resultaten van de Monte Carlo simulaties
getoond. De gegenereerde spectra voor de beschikbare X-stralenbuizen en de de-
tectorefficie¨nties worden later in hoofdstuk 5 gebruikt in de ontwikkelde projec-
tiesimulator, Arion, en in de nieuwe Dual-Energy CT (DECT) methode besproken
in hoofdstuk 6. Verder wordt ook een methode beschreven hoe een model voor een
secundaire spot, aanwezig in e´e´n van de transmissiebuizen op het UGCT gemod-
elleerd kan worden. Verder werd ook voor e´e´n van de detectoren een model voor
de Line Spread function (LSF) bepaald aan de hand van opgemeten transmissies.
Hoofdstuk 5 beschrijft de ontwikkeling van een realistische projectiesimula-
tor, Arion. Als eerste wordt de geometrie gebruikt om een CT scan te beschri-
jven besproken. Deze geometrie is belangrijk om de relatieve beweging van de
bron, sample en detector te beschrijven gedurende de CT acquisitie. De theoretis-
che achtergrond van het programma, dat gebaseerd is op een ray-tracing tech-
niek wordt besproken samen met methodes om filtratie van de X-stralen bundel
te bekomen en een methode om de rekentijd te reduceren aan de hand van het
efficie¨nt binnen van X-stralen spectra zonder al te veel spectrale resolutie te ver-
liezen. Bovendien wordt ook de grafische gebruikersinterface van Arion bespro-
ken. Naast de simulator zelf worden nog enkele andere onderdelen van Arion
behandeld. De Material Creator laat de gebruiker bijvoorbeeld toe om zelf atten-
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uatiecoeficie¨nten van “nieuwe” materialen, composities of oplossingen te cree¨ren
die later tijdens een simulatie gebruikt kunnen worden. De Image Handler is een
programma dat de gebruiker toelaat om radiografiee¨n gemakkelijk te bewerken en
er eenvoudige operaties op uit te voeren, zoals beelden optellen, delen, aftrekken
en vermenigvuldigen. Verder kan dit programma ook gebruikt worden om het ef-
fect van een secundaire spot in de gesimuleerde beelden te genereren of om het
effect van de MTF op gesimuleerde beelden toe te passen. Het hoofdstuk eindigt
met een uitvoerige vergelijking tussen echte en gesimuleerde data voor verschil-
lende scanners aanwezig op het UGCT. Afwijkingen van enkele procenten werden
gevonden tussen de gesimuleerde en echte data. Deze resultaten zijn zeker goed
genoeg om optimalisatie van scanparameters uit te voeren. Enkele voorbeelden
van optimalisaties die succesvol toegepast werden worden getoond. Enkele van
deze resultaten werden behaald in het kader van het IWT/SBO TomFood project
dat tot doel had om nieuwe technieken voor inspectie en ontwikkeling van voed-
sel te ontwikkelen door gebruik te maken van X-stralen CT. Het hoofdstuk wordt
afgesloten met een benchmark en een vooruitzicht op toekomstige verbeteringen.
Hoofdstuk 6 beschrijft hoe de ontwikkelde simulator gebruikt kan worden om
chemische informatie van materialen in een sample te bekomen door gebruik te
maken van DECT. In dit hoofdstuk wordt eerst een historisch overzicht gegeven
van DECT en de techniek die reeds gebruikt wordt aan het UGCT wordt bespro-
ken. Daarna wordt een nieuwe methode voorgesteld die het mogelijk maakt om
de compositie en densiteit van een materiaal te bepalen in een voxel van een gere-
construeerd 3D volume aan de hand van DECT. Dit is mogelijk door gebruik te
maken van de fysische voorkennis van de bron en detector die gehaald wordt uit
de Monte Carlo simulaties beschreven in hoofdstuk 4. Omdat de polychromatis-
che eigenschappen en parameters van de bronnen en detectoren aanwezig op het
UGCT zo goed gekend zijn is het mogelijk om deze set van ondubbelzinnige pa-
rameters, compositie en densiteit, te gaan reconstrueren in plaats van de gerecon-
strueerde lineare attenuatiecoefficie¨nten in de voxels van de twee gereconstrueerde
volumes. Dit alles kan zonder dat de scanner hiervoor dient gecalibreerd te wor-
den. De methode werd met succes toegepast op virtuele en echte data. Verder
wordt de methode ook gebruikt om densiteiten te bepalen van samples waarvan de
compositie gekend is. Een voorbeeld waar densitometrie op houtsoorten gedaan
kan worden wordt getoond. Hiervoor is het echter voldoende om een scan bij e´e´n
welbepaalde energie, of spectrum, uit toe voeren aangezien de compositie van het
materiaal gekend is. Op de dag van vandaag is deze methode nog steeds een post-
reconstructie methode, maar het zou mogelijk moeten zijn om deze te impleme-
nenteren in een iteratief reconstructiealgoritme zodanig dat een set van parameters
gereconstrueerd kan worden in iedere voxel. Verder zou de implementatie van deze
methode in een iteratief reconstructiealgoritme, waarin Arion als een voorwaartse
projectiesimulator gebruikt wordt, ook aanleiding geven tot een sterke reductie van
beam hardening effecten.
xii
In het laatste hoofdstuk wordt een conclusie van dit volledige werk gegeven.
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Since their discovery more than a century ago, X-rays have been used to visu-
alise the internal structure of various objects [1–4]. Contrary to 2D radiography,
X-ray computed tomography (CT) offers a solution to unambiguously determine
the internal morphology of an object in 3D. CT is well known from its application
in the medical sciences, but is certainly not limited to this field. For non-medical
imaging, high-resolution X-ray CT or µCT is commonly used. Currently, very
high resolution X-ray CT scanners can achieve a resolution below one microme-
tre and are significantly valuable instruments in various scientific and industrial
applications.
The Centre for X-ray Tomography of Ghent University (UGCT) was founded
in 2006 and is specialised in research on and the use of high-resolution X-ray CT.
To overcome the limitations of a commercial system, UGCT developed its first
high-resolution X-ray CT scanner in 2005-2006. Nowadays, there are four com-
plementary home-built X-ray CT setups available for various purposes. A fifth
system was built in cooperation with the X-ray Microspectroscopy and Imaging
group (XMI) of the Department of Analytical Chemistry. In addition to the de-
velopment of hardware, a great deal of research on X-ray CT acquisition, recon-
struction and analysis methodology has been performed at UGCT by the Radiation
Physics group in which this work was performed. Octopus, a reconstruction pack-
age which includes both analytical and iterative reconstruction, was developed as
well as Morpho+, an analysis software package nowadays called Octopus Analy-
sis. During recent years, a simulation program called Arion was also developed,
1-2 CHAPTER 1
which creates a virtual environment in which X-ray CT data sets can be simulated
with very high correspondence to the experimental images.
UGCT acts as a user facility and cooperates with a large number of research
groups both within Ghent University and from other universities, in various scien-
tific fields such as geology, plant sciences, biological sciences, medical sciences
and much more. As such, a great variety of samples is being scanned, and the
optimal scanner setting are very sample dependent. The ability to determine the
optimal scanner settings by simulation is a great asset for UGCT. Therefore, dur-
ing recent years, a simulation program called Arion was developed, which creates
a virtual environment in which X-ray CT data sets can be simulated with very
high correspondence to the experimental images and which allows to optimise
scanning conditions. The use and need of this tool is however, not limited to the
optimisation of scanning conditions. Also, new scan geometries for industrial/in-
line environments can be developed with the tool in which only a limited number
of projections and/or a limited angular range are available. By doing this virtu-
ally a much larger parameter space can be explored and evaluated at a faster rate
and reduced cost than when all these geometries need to be evaluated in real life.
Furthermore, because the emphasis of the program is on simulating the underly-
ing imaging physics as accurate as possible, it is particularly useful for developing
and testing reconstruction algorithms and their response to physical artefacts and
properties because a ground truth is known. Finally, the knowledge of the physics
of X-ray CT, particularly the knowledge of the polychromatic behaviour, allows
for extracting extra information which can be used for material characterisation by
applying a dual-energy CT technique which is described in Chapter 6. Arion has
been applied several times in the context of the IWT/SBO TomFood project (IWT
SBO 120033) which focuses on novel techniques for inspection and engineering
of food (micro)structure based on X-ray computed tomography.
Outline
The research presented in this work focuses on the simulation software devel-
oped, Arion. Chapter 1 provides an introduction to the scope of this work and the
major achievements, while Chapter 2 explains the basic concepts of X-ray CT.
Chapter 3 presents a theoretical description of the physical processes which play
a role in X-ray CT imaging. Understanding these processes is of key relevance in
the development of accurate simulations of a complex physical system such as an
X-ray µCT scanner. The chapter also takes a detailed look at the interactions be-
tween electrons/photons and matter. The interactions between electrons and matter
plays a central role in the production of X-rays in X-ray tubes. Photon interactions
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with matter, on the other hand, are very important for describing the interaction
between the X-ray beam and the sample as well as for modelling the X-ray detec-
tor efficiency. Furthermore, the production and detection of X-rays is discussed
and the chapter closes with the description of physical properties more specific
to laboratory-based µCT. This includes concepts such as X-ray flux, resolution
and spot size, the heel effect, detector unsharpness, detector ghosting and beam
hardening.
Chapter 4 describes the detailed modelling of the polychromatic behaviour of
laboratory-based X-ray CT components, more specifically X-ray tubes and detec-
tors. Modelling of these components needs their geometry as necessary input for
accurate Monte Carlo simulations of the spectral behaviour of X-ray tubes and de-
tectors present at UGCT. The chapter starts with a short introduction to BEAMnrc,
the Monte Carlo code used, followed by a thorough description of the modelling
and simulation of the X-ray tubes and detectors available at UGCT. For all tubes
at UGCT, some simulated emission X-ray energy spectra are shown as well as the
3D shape of the primary spot in which the X-rays are generated. For one of the
transmission tubes, the secondary spot generated by the inner structure of the tube
itself is simulated. Also for the various UGCT detectors, models are presented and
their energy dependent efficiency as calculated by the Monte Carlo simulations is
shown. The simulated spectra of the X-ray tubes and the simulated energy de-
pendent efficiencies of the X-ray detectors are used in Arion (Chapter 5) and the
dual-energy CT technique (Chapter 6) as look-up tables.
Chapter 5 discusses Arion, the X-ray CT simulation program developed at UGCT.
The goal of this simulation tool is to include and model the physical behaviour of
X-ray imaging as accurate as possible. This includes, but is not limited to, the
spectral properties of an X-ray CT scanner. By doing this, the tool has the advan-
tage over other tools that, in general, the physical properties are included unam-
biguously and that the effects of these properties can be studied accurately. Fur-
thermore by doing this, the simulation tool does not need a calibration to compare
the results with real life experiments. The chapter starts by defining a geometry
which can be used to describe the relative movement of the source, detector and
sample during an X-ray CT acquisition. The theoretical background of the sim-
ulation program, which is based on ray-tracing calculations, is explained along
with methods to include beam filtration and a method to reduce the computation
time by using binned X-ray spectra, without losing too much spectral resolution.
Additionally, the features of Arion are described and the graphical user interface
(GUI) is presented. The chapter finishes by comparing real and simulated data,
and by proposing some applications that explain how the simulator can be used to
optimise scanning conditions. Some of these results are obtained in the context of
1-4 CHAPTER 1
the IWT/SBO TomFood project. Finally, the chapter lists some benchmarks and
an outlook on future improvements.
Chapter 6 outlines how Arion can be used to characterise materials and densities
with the use of dual-energy CT. A method is presented which makes it possible to
identify the material and determine its density in each voxel in the reconstructed
3D volume by using the prior knowledge on the spectral behaviour of the com-
ponents of the scanner used. Because the physical properties such as spectrum
produced by the X-ray tube, spectral attenuation in the sample and spectral detec-
tor efficiency are very well known for the systems present at UGCT, it is possible
to reconstruct a set of unambiguous parameters rather than the average attenuation
coefficient which is prone to spectral effects. It is shown how the 3D volumes con-
taining the reconstructed linear attenuation coefficients for both CT scans can be
converted to two volumes containing a material and a density in each voxel, with-
out calibration of the scanner. Nowadays, this method is still a post-reconstruction
method. However, it should be possible to implement the method in an iterative
reconstruction algorithm, such that the result of the reconstruction is a set of pa-
rameters (e.g. material and density) inside each voxel.
Finally, chapter 7 presents a summary and conclusion of this work.
Main contributions
The main contributions of the author to the field of high resolution X-ray CT which
are presented in this work are:
• Further improvement of the modelling of the polychromatic behaviour of
X-ray sources and detectors available at UGCT.
• Proposing a method to model a secondary spot and heeling of an X-ray tube
and Line spread function of a detector.
• Development of a GPU based highly accurate polychromatic projection sim-
ulator, Arion.
• Validation of Arion by extensively testing it for different scanners at UGCT.
• Proposing a method for optimising X-ray µCT by using simulated data of
Arion and verifying the results by comparing them with real data.
• Application of the developed optimisation technique in the context of the
IWT/SBO TomFood project.
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• Development of a new DECT method with which it is possible to charac-
terise materials in a reconstructed volume of a sample.
• Validation of the new DECT method by testing it on virtual and real data.
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For a long time, visible light was the only electromagnetic radiation that could
be observed by mankind. Researchers tried for centuries to develop techniques to
visualise all kinds of objects invisible to the human eye. The scale of these objects
ranged from the tiniest particles such as quarks inside a proton or neutron, to stars
and galaxies far, far away. This quest to unravel the mysteries of the universe led
to the development of numerous different devices to visualise these objects. An
essential element in such devices is the detection of electromagnetic waves. The
wavelength of these electromagnetic waves is directly correlated with the smallest
distinguishable features that can be observed, as shown in Figure 2.1.
One of these techniques is X-ray Computed Tomography (CT). This is a non-
invasive technique which was originally developed for medical applications. Be-
cause X-ray CT is non-destructive, it is an ideal technique to visualise the internal
structure of the human body. Apart from the medical field, the technique can also
be used for non-medical applications. It is possible to visualise the inner structure
of an object without opening the object, which opens up many possibilities for
scientific research.
This chapter starts with a short historical overview of medical and high-resolution
CT. The CT workflow and reconstruction algorithms are also discussed. Finally,
the software and hardware available at the Centre for X-ray Tomography of Ghent
University is described. While this chapter gives a general overlook on X-ray CT,
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in the next one a more detailed overview of the physics that play a role in X-ray
µCT is given.
Figure 2.1: Electromagnetic waves of different energies and wavelengths can be used to
study different objects. [1]
2.1 History
2.1.1 Radiography
In 1895, the German physicist Wilhelm Conrad Ro¨ntgen discovered X-rays.
This discovery was made while he was experimenting with vacuum tubes in his
lab, and was published in the paper ‘Uber eine neue art von Strahle’ (‘On a new
kind of rays’) [2]. Shortly after their discovery, X-rays were already beginning to
be used in medicine and industry. Today, this type of radiation is still the basis
of an important imaging technique and is accompanied by other techniques such
as fluoroscopy, nuclear medicine, ultrasound and magnetic resonance imaging.
Furthermore, for his discovery, Ro¨ntgen received a Nobel Prize in Physics in 1901.
A radiograph, also called a projection image later on, is an image that contains
information about the integrated attenuation of X-rays along their path from the
source through an object to the detector. It is a two-dimensional (2D) representa-
tion of a three-dimensional (3D) volume.
2.1.2 Tomography
In Computed Tomography (CT) a complete three-dimensional representation of
the scanned object is acquired by taking a series of projection images at different
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angles. In medical CT, this is done by rotating the source and detector around the
patient. The mathematical foundation for tomography was proposed by the Aus-
trian mathematician Johann Karl August Radon in 1917 [3]. This could only be
put into practice when sufficient computer power was readily available. Allan Mac
Lead Cormack, an American physicist, published two papers on the theoretical
foundations for CT in 1963 and 1964 [4, 5]. These papers led to the development
of the first CT scanner by Sir Godfrey Newbold Hounsfield in 1972. Both Cor-
mack and Hounsfield were awarded a Nobel Prize in Physiology or Medicine for
their work on tomography.
A first generation of clinical CT scanners was manufactured in 1974. This first
generation used a source generating a pencil beam and a single detector to mea-
sure the transmitted X-rays. These scanners used a translate-rotate method; this
involved translating the source and detector simultaneously across the patient for
every projection angle until a range of 180◦ was covered. With this projection
data, a single cross-section of the patient’s body could be reconstructed. This pro-
cess could be repeated to obtain several cross-sections and could take hours to
complete.
In a second generation of CT scanners, the source generated a fan-shaped beam.
The same scanning method as in the first generation was used, but this fan beam
decreased the scanning time drastically. These scanning times were further re-
duced below 10 seconds per cross-section in a third generation of scanners where
an array of detectors was used.
The fourth generation of medical CT scanners used a fixed ring of detectors that
completely surrounded the patient. This concept had the advantage that only the
source needed to be rotated. The complexity of the design was thus greatly re-
duced. However, scan times remained limited because the X-ray tube was still in-
terfaced by cable and always needed to turn back to its initial position after rotating
in a full circle. This problem was solved by introducing slip ring technology. With
this technology the ring, source and detector system can spin non-stop, and this en-
ables the use of helical CT. In this case the table with the patient moves smoothly
through the scanner while the gantry rotates continuously around it. Modern CT
scanners also use multiple rows of detectors to further reduce the scan time and
thus the dose deposited in the patient. Some scanners even use multiple X-ray
tubes for additional reductions in scanning time. The fastest CT scanner nowadays
can scan a patient in real time; this means that acquisition and reconstruction is
performed almost instantly.
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2.1.3 High resolution CT
Outside of the medical field, X-ray CT was also quickly used in industrial set-
tings for quality control and non-destructive testing. With the use of high-voltage
X-ray sources and high-energy sensitive detectors, it is possible to look inside large
objects such as cars, airplane components and turbine blades.
Both medical and industrial CT are used to study relatively large objects at a
limited resolution. However, the scientific community realised that the technique
could also have potential on a smaller scale. The development of CT with a resolu-
tion within the micrometre scale caught the attention of researchers in fields such
as geology, biology, palaeontology, bone research, material sciences and many
more. To them, tomography had the advantage that it could be used to make a
complete 3D representation of their objects in a non-destructive way. When the
resolution of a CT system is in the order of micrometres it is called microCT or
µCT. The term nanoCT is used when the resolution is even better than a microme-
tre, although the term submicroCT is more suitable. Both types of CT are referred
to as high-resolution CT in this work.
Eliot and Dover built the first high-resolution X-ray CT scanner in the early
1980s [6]. This scanner used the same scanning method as the first medical scan-
ners and had a resolution of around 50 µm. This made the acquisition for a com-
plete scan very slow, taking from several hours up to a day to complete a scan of
an object. A newer generation of high-resolution scanners used a fan-beam geom-
etry, but it was only with the arrival of a third generation of cone-beam scanners
that high-resolution CT became a practically feasible technique. These scanners
combined an X-ray tube with a small focal spot size with a 2D detector. The flux
of these cone beam sources is rather low, but because a projection of the complete
3D volume could be measured by a single radiograph, the scan time was signifi-
cantly reduced. Furthermore, the use of this cone-beam geometry allows the user
to magnify the object by moving it closer to the source. Nevertheless, it was only
after Feldkamp, David and Kress presented their algorithm for fast and efficient
reconstruction of CT data [7] that cone-beam CT could actually be put into prac-
tice.
Just as in medical CT, the use of a helical cone-beam geometry can provide
several advantages and is therefore used more and more in X-ray research facili-
ties like UGCT. High-resolution CT can also be conducted at certain synchrotron
beamlines. These offer advantages such as a tunable monochromatic source, a
much higher X-ray flux, a coherent beam and much better resolution. However,
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such an installation is considerably more expensive and not as easily accessible as
laboratory-based X-ray CT.
2.2 CT workflow
The process to obtain a CT scan consists of two main steps: the acquisition and
the reconstruction. During the acquisition a series of projection images is taken,
and during the reconstruction a virtual 3D representation of the scanned object
is calculated. This 3D volume obtained can then be visualised, processed and
analysed further.
2.2.1 Acquisition
The first step in performing a 3D scan is acquiring the necessary projections. If
a high-resolution scanner is used, this involves a setup which typically looks like
that shown in Figure 2.2. This setup consist of a source, a sample, which rotates,
and a detector. The voltage of the tube and the filtration of the X-ray beam can
be altered to optimise the scanning conditions for a certain sample. These optimal
conditions will depend on the size, composition and density of the sample, as well
as the information the user wants to extract from the scanned object.
Figure 2.2: A schematic representation of the setup during an X-ray CT acquisition. [8]
During the acquisition process the following images are acquired:
• Dark fields: These images are taken when the X-ray source is turned off.
As such, the contribution of the dark current in the detector and the pixel
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offsets are measured. The exposure time of these images is best taken equal
to that of the projection images for optimal results. Multiple dark images
can be averaged to obtain a better result.
• Flat fields: These images are acquired when the tube is turned on, but
when the sample is removed from the beam. It is unlikely that every pixel
has the same sensitivity. These images are thus used to measure and correct
for inhomogeneities in the detector response. Just as for the dark fields,
these images need to be taken with the same exposure time as the projection
images and multiple images can be averaged to obtain a better result.
• Projection images: A number of projections are taken while the X-ray
tube is on and the sample is present in the beam. These images are generally
acquired in regular angular intervals while the sample rotates over 360◦ in
case of a full scan.
These images can be used to obtain the normalised projection images that rep-
resent the transmitted fraction of the X-rays in a pixel:
Nij =
Pij −Dij
Fij −Dij , (2.1)
in which Nij represents the transmitted fraction in pixel (i, j) and D, F and P
represent the dark field, flat field and projection image, respectively.
2.2.2 Reconstruction
The normalised images can be used to reconstruct a 3D volume that consists of
voxels. These voxels in the reconstructed volume contain a value that represents
the X-ray linear attenuation coefficient in that voxel. This linear attenuation coef-
ficient is a measurement of the degree to which X-rays are attenuated per unit of
length travelled through the material. These reconstructed attenuation coefficients
can be obtained by solving the following equation:∫
L
µ(x, y, z)ds = − ln(I/I0), (2.2)
in which s represents the 3D Cartesian coordinates (x, y, z) and I/I0 is the nor-
malised projection image and − ln(I/I0) the projected attenuation. This equation
can be solved by using analytical or iterative reconstruction algorithms. A short
overview of these algorithms is presented in the next section.
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2.3 Reconstruction algorithms
Analytical reconstruction algorithms are still the fastest and most frequently
used reconstruction method for X-ray CT. The basic principles of analytical re-
construction and different geometries are discussed below.
2.3.1 Analytical reconstruction
In general, the projection data from an object are a set of measurements of inte-
grated values of a parameter of the object, the local linear attenuation coefficient.
These integrations occur along straight lines in the object and are referred to as
line integrals. The key to reconstructing the 3D object from these measured line
integrals is the Fourier Slice Theorem. In what follows, the line integrals of pro-
jections are discussed and the Fourier Slice Theorem is derived. Furthermore, as
the reconstruction algorithm depends on the type of source geometry that is used,
the reconstruction algorithms for each common source geometry type are briefly
described.
Projections and Line integrals
Consider a 2D object that can be modelled by a 2D distribution function f(x, y).
In X-ray CT, this distribution corresponds to the distribution of the X-ray linear
attenuation coefficients inside the object. The projection of this distribution along
the line






where θ is the projection angle under which the projected attenuation Pθ(t) =
− ln(I/I0) is calculated and t is the position on the detector. The function Pθ(t)
is also known as the Radon transform of the function f(x, y). Figure 2.3 shows
how such a projection is formed by combining a set of line integrals.
Fourier Slice Theorem
The Fourier Slice Theorem can be derived by taking the one-dimensional Fourier
transform of a parallel projection. First, consider the two-dimensional Fourier
transform of the object function f(x, y)





Figure 2.3: The projection of an object with distribution function f(x, y) formed by
combining a set of line integrals. [9]






Consider the Fourier transform of the object along the line in the frequency domain
were v = 0. This is the simplest example of the Fourier Slice Theorem at θ = 0.
The Fourier transform simplifies to
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and by substituting Equation 2.4 into this





This equation shows that the one-dimensional Fourier transform of the projection
Pθ=0 is related to the two-dimensional Fourier transform of the object function:
F (u, 0) = Sθ=0(u). (2.9)
This can be extended to all θ. Consider a rotation of the (x, y) coordinate system
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By using Equation 2.3, which is the new coordinate t expressed as a function of






f(x, y)e−i2piw(x cos θ+y sin θ)dxdy. (2.12)
The two-dimensional Fourier transform at a spatial frequency (u = w cos θ, v =
w sin θ) is represented in the right-hand side of this equation:
Sθ(w) = F (u, v) (2.13)
This leads to the Fourier Slice Theorem [10]:
The one-dimensional Fourier transform of a parallel projection of a two-dimensional
object function f(x, y) at an angle θ with respect to the x-axis, gives a slice of the
two-dimensional Fourier transform F (u, v) of the function f(x, y) at an angle θ
with respect to the u-axis.
Filtered back projection
Figure 2.4 illustrates the Fourier Slice Theorem and shows the Fourier trans-
form of the projections of the object f(x, y) at different angles θ. The function
F (u, v) can thus be determined along radial lines. However, this function is only
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Figure 2.4: The Fourier Slice Theorem states that the Fourier transform of a projection is
related to the Fourier transform of the object function along a radial line. [9]
known along a finite number of radial lines. This leads to the fact that the higher
frequencies will always be under-sampled relative to the lower frequencies, and
results in a blurry reconstruction as shown in Figure 2.5(b) . This can be solved by
applying a filter in the frequency domain. Figure 2.6(a) shows the ideal sampling
of one projection in the frequency domain and Figure 2.6(b) shows the actual sam-
pling along a single line. By applying a filter (Fig. 2.6(c)) the ideal situation can
be approximated. By using this filter and then back-projecting the object, a better
result can be achieved as is seen in Figure 2.5(d). This method is called filtered
back projection (FBP) and manages to obtain a much better reconstruction of the
object.
Parallel
Parallel beam geometry was mostly used in the first generation of medical and
high-resolution CT scanners. Nowadays, it is still widely used with synchrotron
beamlines, but not in laboratory or medical CT. The inverse Fourier transform of






F (u, v)ei2pi(ux+vy)dudv. (2.14)
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Figure 2.5: A schematic visualisation of the principle of Filtered Back Projection in the
case of a parallel beam geometry. A single attenuation line profile can be back-projected
along the incident X-ray path (a). Many line profiles can be recorded and thus
back-projected from different directions (b). This simple back projection, however, induces
a starburst pattern and blurry edges. To overcome this effect a filter is applied (c). The
filter induces negative values along the line profiles which cancel out the starburst pattern
(d). [11]
(a) (b) (c)
Figure 2.6: A schematic representation of the data available in the frequency domain from
one projection. (a) shows the ideal situation and (b) shows the actual situation. The ideal
situation is approximated by weighing the data as given in (c). [9]
Switching to a polar coordinate system (w, θ) with
u = w cos θ
v = w sin θ
(2.15)
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t = x cos θ + y sin θ. (2.17)
The Fourier Slice Theorem states that the 2D Fourier transform F (w, θ) can
be replaced by the Fourier transform Sθ(w) at a projection angle θ. The object














The last equation represents the 1D Fourier transform of the projection data at
an angle θ. The second equation represents a filtering operation on the Fourier
transform of the projection data. The frequency response is given by |w| but other
filters may be used as well. The first equation is the back-projection of the filtered
projections. This process of first filtering the projections is called filtered back
projection, as explained before.
In a realistic CT scan it is impossible to obtain an infinite number of projections.
The set of integrals presented above can be rewritten for a set of K projections at
projection angles θk. The line integrals of the projection data Pθ(t) are sampled
at positions n∆t with ∆t the detector pitch and n = −(N − 1)/2, ..., (N − 1)/2,
where N is the number of pixel columns in the detector. The projection data is
represented by Pθk(n∆t). Furthermore, it is safe to assume that above a certain
frequency the Fourier transform component will be negligible; the projection data
is thus band limited. The maximum frequency contained in the projection data
is given by the Nyquist frequency W = 1/2∆t. The Fourier transform of the
projection Sθ(w) can be sampled at the frequencies m∆w where w = 2W/N and
m = −(N − 1)/2, ..., (N − 1)/2. The Fourier transform of the projection data
can thus be represented by Sθk(m∆w). By using this discretisation and Fourier
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A fan-beam geometry can be achieved by using a point source of X-rays and
a planar or circular line detector. This modification in geometry will require a
change in the back-projection algorithm. Moreover, the use of a planar or circu-
lar detector will also change the algorithm for reconstructing the back-projections
(Fig. 2.7). By using a planar detector, the detector pixels are placed equidistant on
a straight line. For a circular detector, the detector pixels are placed equiangular on
an arc with its centre at the X-ray source. In [9] a derivation of the reconstruction
method for both geometries is given. Here, the result of a fan-beam geometry with



















U(x, y, θ) = R− x sin θ + y cos θ, (2.27)
t = R
x cos θ + y sin θ
R− x sin θ + y cos θ . (2.28)
2-14 CHAPTER 2
(a) Planar detector (b) Circular detector
Figure 2.7: When a fan-beam geometry is used, the rays can either be sampled at
equidistant (a) or equiangular (b) intervals. [12]
Cone
The algorithms described previously are developed to reconstruct a single slice.
However, to reconstruct a 3D volume, this process must be repeated slice by slice.
During the acquisition, the projection data for every slice is easier and much faster
to obtain when a 2D detector is used (Fig. 2.8). The projection data Pθ(t, r) will
thus be a function of the projection angle θ and the horizontal and vertical detector
positions t and r.
Figure 2.8: When using a cone-beam geometry, a 2D detector is used to measure the
projections and thus line integrals across the object. [9]
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The object function f(x, y, z) can exactly be reconstructed by defining the 3D
Radon transform [13]:
Consider a plane defined by its normal ~n and at a distance s to the
origin. The 3D Radon transform Rf(~n, s) is the integral of f(x, y, z)
over this plane.
Each plane can thus be represented by the value of the Radon transform Rf(~n, s)
which defines a unique point in object space. The Fourier Slice theory can be
extended to three dimensions:
The 1D Fourier Transform FRf(~n, s) of the Radon values with re-
spect to s is equal to a central slice at direction ~n of the 3D Fourier
transform Ff(x, y, z) of the object function.
Figure 2.9: This figure represents the values of the 3D Radon transform of the object
function that can be retrieved when using a cone-beam geometry. [14]
The 3D Fourier transform of the object can thus be calculated if the 3D Radon
values in the object space are available. Theoretically, the 3D Radon values of
a plane through an object can be obtained by integrating the projection data over
the intersection between the detector and the plane. An exact reconstruction is
only possible when the Tuy-Smith condition [15] is satisfied. This condition states
that an exact reconstruction is only possible when all planes intersecting the object
intersect the source trajectory at least once. For most of the planes, this condition
will be satisfied in a circular cone-beam geometry. However, for planes parallel to
the circular trajectory of the source, this condition will not be valid. This results in
missing data, so the Radon data are confined to a torus which is shown in Figure
2.9. This zone with missing data is referred to as the shadow zone.
Although exact reconstruction is therefore not possible for cone-beam CT as
described above, the induced errors are rather small. An extension of the filtered
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back projection algorithm for cone-beam CT was proposed by Feldkamp, David
and Kress (FDK) [7]. This is the most commonly used analytic reconstruction al-



















U(x, y, θ) = R− x sin θ + y cos θ, (2.32)
t = R
x cos θ + y sin θ
R− x sin θ + y cos θ , (2.33)
r = z
R
R− x sin θ + y cos θ . (2.34)
Here R is the distance between the source and origin. U(x, y, θ) is the distance
from the source to the point (x, y) projected on the central ray. Pθ(t, r) represents
the projection data at an angle θ of the pixel at a position (t, r) in the detector
plane.
Helical
As mentioned previously, there is an incomplete sampling of the Radon space in
cone-beam geometry; as a result, this does not allow for an exact reconstruction.
A helical cone-beam geometry can be used as an alternative. By introducing an
additional translation along the axis of rotation between the projections as shown
in Figure 2.10, it is possible to allow for exact reconstruction. Furthermore, this
geometry has the advantage that object size does not necessarily limit the resolu-
tion of the scan. The object can be larger in size than the detector in the dimension
that coincides with the translation axis of the helical setup.
The technical requirements needed for helical cone-beam geometry are rela-
tively high because the vertical movement of the sample must be very precise. A
high resolution requires a high level of accuracy of the vertical translation axis
while a helical CT scan is performed. This is the standard technique used in med-
ical CT and is being used more and more for high-resolution CT. The reconstruc-
tion algorithms are complex due to the trajectory of the system, but different exact
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analytic reconstruction methods exist [14]. The algorithm used at UGCT is the
Katsevich algorithm [16].
Figure 2.10: The geometry used in helical cone-beam. [17]
2.3.2 Iterative reconstruction
All reconstructions shown in this work are performed with the analytical recon-
struction methods present in Octopus [18, 19]. In the scope of this work, iterative
reconstruction algorithms are not addressed. A thorough discussion of iterative
reconstruction algorithms can be found in [20, 21].
2.4 UGCT
The Centre for X-ray Tomography of Ghent University (UGCT) was founded
in 2006. It was initially a collaboration between the Radiation Physics (RP) group
of the Department of Physics and Astronomy and the Sedimentary Geology and
Engineering Geology group, nowadays called PProGRess, of the Department of
Geology and Soil Science. Later, in 2009, the Laboratory of Wood Technology
of the Department of Forest and Water Management joined this collaboration. In
addition, two spinoff companies originated from UGCT. The first, Inside Matters -
formerly called inCT - was founded in 2008. This company focuses on the further
development and commercial distribution of the Octopus Imaging Software and
offers X-ray services to companies (www.insidematters.eu). In 2011, a second
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spinoff company called X-ray Engineering (XRE) was founded. XRE offers con-
ceptual and complete solutions for X-ray imaging, and works together with UGCT
to further develop the acquisition software Acquila (www.xre.be).
The research of the Radiation Physics group, in which this work was performed,
focuses on the development and application of state-of-the-art high-resolution CT
scanners. The scanners present at UGCT are modular, and improvements or modi-
fications can be applied if necessary. For example, pressure cells or climate cham-
bers can be mounted on the scanners when scientific experiments require this. Fur-
thermore, the development of acquisition, reconstruction, analysis and simulation
software is also a part of the research performed by the RP group. All software
and scanners developed at UGCT are listed below.
2.4.1 Software
Acquila
A software platform for controlling the CT scanners present at UGCT was de-
veloped in Labview ® [22]. The scanners differ in their physical implementations
but the basic functionalities are the same. For example, each scanner will have a
tube and will be able to take projections. The acquisition software is designed in
such a way that each software component of a motor, tube or detector can be added
quite easily to the main component of the program. Software components of add-
on modules for the scanners can be integrated as well. This makes this acquisition
software very useful in a research facility like UGCT, where components can and
will often be installed at different scanners and when a large amount of peripheral
equipment is used.
Octopus Reconstruction
Octopus Reconstruction was originally developed at UGCT [18, 19]. This re-
construction software package combines the reconstruction of parallel, fan, cone
and helical cone-beam data with advanced artefact reducing methods. The recon-
struction performance of the package can be optimised by using multiple CPU
cores or a graphic processing unit (GPU). In addition, an iterative SART method
is also available in the package.
Octopus Analysis
For analysis of reconstructed 3D volumes, the software package Morpho+ was
developed at UGCT [8, 19, 23]. This package is currently called Octopus Analysis.
The software package can process large datasets, and provides several parameters
and routines which are applicable in a variety of scientific fields.
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Arion
Arion is a fast GPU based X-ray CT simulator. The program was recently de-
veloped at UGCT and is discussed extensively in Chapter 5.
2.4.2 Scanners
Nanowood
Nanowood is a versatile multi-resolution X-ray CT scanner [24]. It is located at
the Laboratory for Wood Technology and is nowadays, since the refurbishment of
the original 2006 scanner, the ‘oldest’ system at UGCT. The system is equipped
with two separate X-ray tubes and two different X-ray detectors. The first tube
is a directional tube with a maximum high voltage of 130 kV that allows a focal
spot size down to 5 µm. The second tube has a tungsten transmission target and
can reach a high voltage of 100 kV and achieve a minimum spot size of 400 nm.
The first detector is a Si flat panel with a CsI scintillator and has a good efficiency
from about 20 to 130 keV, while the second detector has a Gadox scintillator and
has an efficiency that peaks around 10 keV and drops fast for photons above 20
keV. This combination of sources and detectors, together with the way they are
mounted (Fig. 2.11), ensures that small samples can be scanned with a resolution
below 1 µm while samples up to 35 cm can also be scanned, albeit with a lower
resolution.
Figure 2.11: The Nanowood scanner, located at the Laboratory of Wood Technology.
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HECTOR
The High-Energy CT system Optimized for Research, or HECTOR [25], is the
current workhorse of UGCT (Fig. 2.12). This system can be used for a wide range
of applications due to its modularity and voltage range covered. The tube voltage
can be adjusted from 20 kV up to 240 kV with a minimum spot size of 4 µm at a
tube power of 10 W. For applications that require more flux, such as dense concrete
cylinders, the power can be set as high as 280 W. The detector is a Perkin Elmer
flat panel detector with dimensions of 40 by 40 cm, but this detector can be moved
so that by tiling a field of view of 80 by 80 cm can be achieved. The detector uses
a CsI scintillator and is still sensitive for energies above 200 keV.
Samples weighing up to 80 kg and measuring 1 m long and 80 cm in diameter
can be mounted on the rotation stage. The scanner can thus be used to investigate
the microstructure of small objects as well as large dense objects such as concrete
cores. Furthermore, the source detector distance can be varied from 30 cm up to
2 m depending on the requirements for the scanned objects. The complete system
is installed in a large concrete bunker and leaves room to equip the scanner with
peripheral equipment such as compressing stages.
Figure 2.12: The High-Energy CT system Optimized for Research (HECTOR) at the
UGCT.
EMCT
The Environmental Micro-CT (EMCT) system [24] is a rather unique system for
high-resolution CT (Fig. 2.13). The system is gantry based just like a medical CT
scanner, but is mounted horizontally. The sample remains stationary and the source
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and detector move around the sample. Contrary to a medical CT scanner, the
source object distance and thus magnification can be adapted and the best possible
resolution can be as low as 5 µm. Moreover, this arrangement is ideal for installing
add-on modules on the stage such as flow cells, pressure stages and temperature
stages. The system can perform five full rotations per minute, which makes it ideal
for visualising changing processes such as crystallisation of salt inside rocks [26].
Figure 2.13: EMCT scanner at UGCT.
The source and detector are installed on a linear motorised stage and can be used
to control the magnification. This stage which is mounted on a goniometer has a
positional accuracy better than 5 µm. The vertical translation motor is centred
in a 190-mm hole in the goniometer. To assure the required precision during the
scanning process, the entire system is mounted on a granite base and uses slip ring
technology to enable continuous scanning. The source is a directional source with
a maximum tube voltage of 130 kV and a minimum spot size of 5 µm, and can
achieve a maximum power of 39 W. The detector is a CMOS detector with a CsI
scintillator and a field of view measuring 14 by 14 cm.
Medusa
The very high-resolution scanner Medusa is a refurbishment of the first high-
resolution scanner built at UGCT in 2005 [27]. Similar to the Nanowood scanner,
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it combines the same type of detectors together with a transmission tube with a
minimum spot size of 700 nm (Fig. 2.14). Both detectors are mounted on a linear
motorised stage and can be switched very fast. The combination of both detectors
allows the user to scan both extremely small biological low-density materials as
well as high-density geomaterials.
Figure 2.14: Medusa scanner at UGCT.
Herakles (XMI-UGCT)
Herakles is a system involving three scanning stages that combines micro-CT
and micro-XRF (Fig. 2.15). The development and construction of this setup was
made possible by the collaboration between the X-ray Microspectroscopy and
Imaging Group (XMI) of the Department of Analytical Chemistry and the radi-
ation physics group. Two micro-XRF stages and one high-resolution CT stage are
mounted on the scanner. These three stages are linked with an air-beared position-
ing system which offers 10-µm precision over a range of 80 cm. This is necessary
for the correlation between the CT and XRF images. The scanner is in the final
stages of construction and can soon be used for state-of-the-art research.
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Physics of X-ray CT
This chapter starts with an extended description of interactions between elec-
trons and matter, followed by interactions between photons and matter. An under-
standing of these two interaction types is not only crucial to performing accurate
simulations of X-ray tubes and detectors (chapter 4), but it is also important in sim-
ulating the complete CT scan process (chapter 5). In addition to these two physical
interaction mechanisms, the production of γ-rays by radioactive decay and X-rays
by synchrotron facilities and X-ray tubes is discussed. Further, a brief summary of
the most commonly used X-ray detectors is given. Finally, some physical proper-
ties of laboratory-based X-ray systems are discussed.
3.1 Interactions of electrons with matter
Charged particles lose energy when they penetrate matter. However, electrons
and positrons behave differently from heavy particles such as alpha particles. Both
collide with electrons in the atomic shells, but a heavy charged particle can only
transfer a small amount of its energy, and its deflection in the collision is negli-
gible. These particles thus travel in an almost straight line through matter while
losing energy continuously. In some cases, however, these particles can undergo a
substantial deflection due to scattering off of an atomic nucleus, as demonstrated
by Rutherford’s scattering experiments [1].
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Electrons and positrons also lose energy almost continuously while travelling
through matter. However, the mass of these particles is equal to the mass of the
shell electrons with which they collide. This can result in large energy transfers
and deflections of the electrons and positrons. Furthermore, these particles can
also be scattered at large angles by nuclei. Thus, in contrast to heavy charged
particles, electrons and positrons do not generally travel through matter in straight
lines. Because of the context of this work, only electron interactions are described
further in this section.
There are two main interactions between electrons and the penetrated material
that cause the electrons to lose their energy. The first interaction is when the pen-
etrating electrons collide with the shell electrons. The second type, also known as
bremsstrahlung, occurs when the electron emits electromagnetic radiation when
it is deflected in the electric field of the nucleus and electrons in the material.
The loss of energy can be described by the stopping power, which is material-
dependent and defined as the energy loss of the penetrating electron per unit path




The stopping power can be divided into two components: collisional and radiative
stopping power, depending on the process by which the electrons lose their energy.
Collisional stopping power
As mentioned above, an electron can lose a large fraction of its initial energy
when it collides with an electron in an atomic shell and can also undergo a large
deflection. Therefore, it is difficult to distinguish between the incident and the
struck electron. The electron with the highest energy after the collision is con-
sidered to be the initial particle in the calculation of the stopping power. The
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Here mec2 is the rest energy of the electron and τ = T/mec2 is the kinetic energy
T in multiples of the particle’s rest energy, n the number of electrons per unit
volume in the medium, β = v/c the velocity of the particle relative to c and I the
mean excitation energy of the medium.
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Radiative stopping power
A charged particle that is accelerated in an electromagnetic field loses energy by
radiating photons. When electrons strike a target material, for example in an X-ray
tube, they can be deflected in the electric fields of the nuclei and electrons. This
results in the emission of bremsstrahlung. If the electron passes near a nucleus, it
is accelerated by the bare Coulomb field of the nucleus. If it passes at a greater
distance from the nucleus, the nucleus is partially screened by the atomic electrons.
This screening effect depends on how close or far the electron passes from the
nucleus. Further, the screening and subsequent energy loss are also dependent on
the energy of the initial electron. Logically, the energy of the emitted radiation
cannot be greater than the kinetic energy of the incident electron.
Unlike for the collisional stopping power, no analytic formula exists for cal-
culating the radiative stopping power. However, based on numerical methods to
obtain values for the radiative stopping power, [2] follows that the efficiency of
bremsstrahlung in elements varies with Z(Z + 1), and the collisional stopping
power is proportional to n (Eq. 3.2) and hence to Z. Furthermore, the radiative
energy loss rate is nearly linear with the energy E of the electron, while the col-
lisional rate increases only logarithmically at high energies. At high energies the
radiative energy loss is thus dominant. An approximation for the ratio between the






for high energies, withE the energy in MeV. This formula shows that for tungsten,
a typical target material for X-ray tubes, the two rates of energy loss are equal and
around 10.8 MeV.
Total stopping power



















Figure 3.1 shows the collisional, radiative and total stopping powers of tungsten.
As mentioned before, at low energies below 1 MeV the collisional stopping power
is dominant, and at energies higher than 10 MeV the radiative stopping power be-
comes the dominant source of energy loss for materials with a high atomic number
such as tungsten.
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Figure 3.1: Stopping power of tungsten (Z = 74). Data obtained from NIST(ESTAR) [3].
Radiation yield
The radiation yield is the average energy fraction of the initial energy an electron
loses by radiation as it slows down in a medium. The radiation yield increases
with increasing energy, as the radiative stopping power becomes more important
at higher energies. Further, for an electron with a given energy it also increases
with increasing atomic number of the medium. An estimate of the radiation yield
for a high-energy electron with kinetic energy T (MeV) and atomic number Z is
given by [4]:
Y ∼= 6× 10
−4ZT
1 + 6× 10−4ZT . (3.6)
Figure 3.2 shows a more accurate value for the radiation yield over a broader en-
ergy range for tungsten (W) and molybdenum (Mo). For example, a 100 keV elec-
tron loses a fraction of 0.0103 of its total energy by bremsstrahlung in tungsten.
Range
The range of a charged particle is defined as the distance it penetrates through a









This definition assumes that the particle loses energy continuously as it travels
through the medium. The average range that an electron travels before it is fully
stopped can thus be calculated by this equation. Figure 3.3 shows the range of
an electron penetrating tungsten. For example, the range of a 100 keV electron
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Figure 3.2: Radiation yield for an electron in tungsten (Z = 74) and molybdenum (Z =
42). Data obtained from NIST(ESTAR) [3].
in tungsten is 15.4 µm. Note that only a few of such particles will actually reach
this depth inside a tungsten medium. This is because the particle can be scattered
when it loses energy and it will thus not travel in a straight path.
Figure 3.3: Range of an electron in tungsten (Z = 74, ρ = 19.3 g/cm3) and molybdenum
(Z = 42, ρ = 10.25 g/cm3). Data obtained from NIST(ESTAR) [3].
3.2 Interaction of photons with matter
Unlike electrons, photons are electrically neutral and do not continuously lose
energy while travelling through a medium. They can instead travel some distance
in the medium before they interact. The mean free path of a photon between
interactions is determined by the medium traversed and the photon energy. Upon
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interaction, the photon can be absorbed or scattered with or without losing energy.
In this section, different interactions between photons and matter are discussed.
3.2.1 Photoelectric absorption
During the photolectric absorption process, a photon interacts with a shell elec-
tron and transfers all its energy to that electron. When a photon has sufficient
energy to ionise an atom, an electron of one of its shells can escape. The kinetic
energy of an escaping electron is equal to the energy of the incident photon minus
the binding energy of the electron:
Ee− = Eγ −B (3.8)
in which Ee− is the energy of the electron, Eγ the energy of the incident photon
and B the binding energy of the escaped electron.
The photoelectric absorption of a photon by an atom is always followed by sec-
ondary events. The ejection of a photoelectron leaves a vacancy in the absorber.
If this vacancy is in one of the lower shells, it can be filled by the transition of an
electron from a higher shell, resulting in the emission of a fluorescence or charac-
teristic X-ray with an energy equal to the difference in the binding energy between
the two shells. Alternatively, an Auger electron can be created. This occurs when
the vacancy is filled with an electron from a higher energy level, but instead of
emitting a photon, the energy is transferred to a higher shell electron that is emitted
from the atom. The fluorescence yield of a shell is the probability that a photo-
electric interaction is followed by the emission of a characteristic X-ray. For heavy
elements (high Z), the K-fluorescence yield is close to 1, while the L-fluorescence
yield is significantly lower.
Although these secondary effects do not influence the X-ray imaging process,
they can be important for the dose deposited inside a sample during a CT scan.
Further, in X-ray detectors this dose deposited in the scintillator determines the
observed intensity in the X-ray image.
The photoelectric absorption is the main interaction process between photons
and matter for X-rays of relatively low energy and remains the dominant process
at higher energies as the atomic number of the absorber increases. Photoelectric
absorption is only possible if the energy of the photon is above the binding energy
of a shell electron. This results in discontinuities called edges in the photoelectric
absorption curve. Figure 3.4 shows the mass attenuation coefficient (see section
3.2.6) for oxygen (O), aluminium (Al) and iron (Fe). The K-edges, at which a
photon can knock an electron out of the K shell of the atom, of Al and Fe are
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clearly seen. The presence of these edges makes it impossible to determine an
analytic function for the photoelectric absorption cross section inside a material.
Nevertheless, the following approximation can be used:




where τ is the atomic cross section (cm2/atom), Z is the atomic number of the
material,E is the photon energy, and k is a constant. m and l are only constant over
a limited range of energy values. For energies typically used in X-ray imaging,





From this equation it can be seen that the photoelectric attenuation of a photon in
a material is strongly dependent on both atomic number and photon energy. The
photoelectric attenuation coefficient is much higher for a given photon energy for
heavy elements than for lighter elements.
Figure 3.4: The mass attenuation coefficient for the photoelectric absorption for oxygen,
aluminium and iron. Data obtained from NIST(XCOM) [5].
3.2.2 Compton effect
The Compton effect is the inelastic scattering between a photon and an electron.
The photon is deflected through an angle θ with respect to its original direction
and loses energy.
Consider X-rays with a wavelength λ that are scattered at a target (Arthur Comp-
ton used graphite in 1922 [Fig. 3.5]. The scattered wavelength λ′ can be measured
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at an angle θ. If the wavelength of the scattered photons at a given angle is mea-
sured, two peaks are visible (Fig. 3.6). The first peak is at the same wavelength λ
as the incident photons. This scattered radiation is known as Rayleigh scattering
in which the photon interacts coherently with all electrons in the electron cloud of
the atom (section 3.2.5).
Figure 3.5: Compton scattering at a graphite target. The scattered photon wavelength λ′
can be measured at an angle θ. The recoil electron makes an angle ϕ with the incident
photon.
A second peak in the measured wavelength can be seen at a longer wavelength
λ
′
. This shift in wavelength is called the Compton shift
∆λ = λ′ − λ (3.11)
and is only dependent on θ and not on the incident wavelength of the photon. This
shift can be explained by the quantum model in Figure 3.5. hν and hν′ are the
energy of the photon before and after interaction, respectively. mec2 is the rest
energy of the electron, and E′ and P ′ are its total energy and impulse after the
interaction. Conservation of energy and momentum yields
hν +mec
2 = hν′ + E′, (3.12)
hν/c = hν′/c cos(θ) + P ′ cos(ϕ). (3.13)
0 = hν′/c sin(θ)− P ′ sin(ϕ), (3.14)
Combining these three equations results in
hν′ =
hν
1 + (hν/mec2)(1− cos(θ)) . (3.15)
For small scattering angles θ, the energy loss of the scattered photon is negligible,
and for the extreme scattering angle θ = pi, the scattered photons have a minimal
energy.
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Figure 3.6: Intensity and wavelength of photons scattered at different angles [2].
The probability of Compton scattering in a material depends on the electron
density in that material and thus on the atomic number Z. Figure 3.7 shows the
mass attenuation coefficient for Compton interaction, which is proportional to the
interaction probability for oxygen, aluminium and iron. The Klein-Nishina for-
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The cross section is strongly dependent on the scattering angle θ. Figure 3.8 shows
the angular dependency of this cross section at various incident photon energies.
For photon energies typically used in X-ray CT, Compton scattering can be con-
sidered to be roughly isotropic. The atomic cross section for the Compton effect σ
can be written as
σ ∝ Zf(E) (3.17)
in which f(E) is the Klein-Nishina formula (Eq. 3.16) integrated over the solid
angle.
Figure 3.7: Mass attenuation coefficient for the Compton effect for oxygen, aluminium and
iron. Data obtained from NIST(XCOM) [5].
3.2.3 Pair production
At photon energies above 1.022 MeV, the photon energy is larger than two times
the rest energy of an electron/positron. Above these energies the photon can pro-
duce an electron-positron pair. This process, however, is only possible when a
third particle is present. To prove this, consider the conservation of energy for a
pair production by a photon in empty space:
hν = Ekin,+ + E0,+ + Ekin,− + E0,−, (3.18)
PHYSICS OF X-RAY CT 3-11
Figure 3.8: Polar representation of Compton scattering angular distribution for iron [8].
where + and - indicate the positron and electron, respectively. Inserting the rela-
tivistic formula for the kinetic energy of both particles results in
hν = [mec
2γ+ −mec2] +mec2 + [mec2γ− −mec2] +mec2 (3.19)
and further in
hν = mec
2[γ+ + γ−]. (3.20)
In addition to energy conservation, the conservation of momentum gives
py,+ = py,− (3.21)
mev+γ+ sin(α) = mev−γ− sin(β) (3.22)
in the y direction and
hν/c = mev+γ+ cos(α) +mev−γ− cos(β) (3.23)
hν = mecv+γ+ cos(α) +mecv−γ− cos(β) (3.24)
in the x direction. Again, both equations use the relativistic formulas of the mo-
mentum of the electron and positron. If both energy and momentum need to be
conserved, this would result in
v+ cos(α) = v− cos(α) = c (3.25)
which is impossible because cos(α) <= 1, and the speed of the created electrons
cannot reach or exceed the speed of light.
A third particle is needed to take part in the conservation of momentum and
energy. The pair production can thus occur in the field of an atomic nucleus. Some
of the momentum and energy is transferred to the nucleus during the annihilation,
which recoils with negligible energy. The energy of the photon in excess of the
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rest energy of the electron-positron pair is transferred to the kinetic energy of the
two particles, which ranges from zero to a maximum of hν−2mec2. Furthermore,
this pair production becomes more likely when the photon energy increases, and
the probability depends on the atomic number approximately as Z2. The pair
production can also occur in the field of an atomic electron, but the probability is
much smaller, and the energy threshold is 4mec2. As opposed to the nucleus, the
electron in whose field the annihilation occurs receives a large amount of kinetic
energy and suffers a large recoil.
The created positrons can then annihilate in flight or can slow down and form
positronium or annihilate. This is a bound system between an electron and positron
that orbit their mutual centre of mass. This state only exists for around 10−10
seconds before the electron and positron annihilate.
Figure 3.9: Mass attenuation coefficient of pair production in the nuclear and electron
field for oxygen, aluminium and iron. Data obtained from NIST(XCOM). [5]
3.2.4 Nuclear reactions
A high-energy photon can interact with a nucleus and emits a nucleon or nucleon
cluster. To do this, the photon must have enough energy to overcome the binding
energy of the ejected nucleon. Like many other interaction mechanisms, this can
only occur above a certain threshold energy typically ranging from a couple MeV
to a dozen or more MeV, depending on the nucleus. The kinetic energy of the
emitted nucleon (cluster) is equal to the incident photon energy minus the binding
energy of the nucleon and the recoil energy. Further, the probability of this effect
occurring is much smaller than the photoelectric effect, the Compton effect or pair
production. It is also possible that the nucleus emits a proton in addition to a
neutron. However, the threshold energy to emit a proton is often higher than the
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threshold energy to emit a neutron because the proton has to overcome a repulsive
Coulomb barrier.
Other photonuclear reactions such as the knock-out of two neutrons, a neutron-
proton couple or an alpha particle from the nucleus are also possible. Finally,
fission of heavy nuclei can also occur as a result of the absorption of a high-energy
photon. All these nuclear reactions often lead to nuclei that are radioactive after
losing one or more nucleons. Therefore, bombarding materials with high-energy
photons can lead to the activation of the material. However, in laboratory-based
X-ray CT, the photon energies used are much lower than the threshold energies (a
couple of MeV) needed to induce these nuclear reactions. Thus, activation of a
scanned sample cannot appear in conventional laboratory-based CT.
3.2.5 Rayleigh scattering
As mentioned before (section 3.2.2), Rayleigh scattering can occur when the
photon interacts coherently with all electrons in the electron cloud of the atom.
This type of scattering can neither excite nor ionise an atom, and no energy is
transferred to it. The relative significance of Rayleigh scattering increases at low
photon energies and in atoms with a higher atomic number. In the latter case, the
scattering angle can be up to 10◦ but is usually very small in CT [8–10] (Fig. 3.11).
Figure 3.10 shows the mass attenuation coefficient of the Rayleigh interaction for
oxygen, aluminium and iron. Comparing this figure with Figure 3.4 and 3.7, it
can be seen that the probability of Rayleigh scattering occurring is much smaller
than for photoelectric absorption or Compton scattering in the energy range used
in X-ray CT.
Figure 3.10: Mass attenuation coefficient of Rayleigh scattering for oxygen, aluminium
and iron. Data obtained from NIST(XCOM) [5].
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Figure 3.11: Polar representation of the Rayleigh scattering for iron [8].
3.2.6 Attenuation coefficients
Figure 3.12: A monochromatic beam N0 strikes a slab with attenuation coefficient µ. The
number of original photons that reach a depth x is given by N(x) = N0e−µx.
Linear attenuation coefficient
The linear attenuation coefficient is the probability per unit distance travelled
that a photon will interact with the medium it travels through. Figure 3.12 shows a
monochromatic photon beam with an initial number of N0 photons that penetrates
a slab with a linear attenuation coefficient µ. After the beam penetrates a distance
x in the material, only N(x) original photons are left in the beam. The number of
photons that interact, and thus are lost from the original beam, in the next travelled
distance dx is
dN = −µNdx. (3.26)
Integrating this differential equation leads to the Beer-Lambert law:
N(x) = N0e
−µx. (3.27)
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After having travelled a certain distance d through a uniform material, a fraction
e−µd has not undergone any kind of interaction with the material. Note that some
of the original interacted photons are not completely absorbed because some in-
teractions cause the photons to scatter in the material. These photons are removed
from the beam and may have lost some energy, but they are not absorbed by the
material.
The linear attenuation coefficient for photons of a given energy and target ma-
terial is the sum of all linear attenuation coefficients of all interaction mechanisms
between the photons and the material. For conventional X-ray CT, the energies
range from a few keV to 200/300 keV. In this energy range only photoelectric
absorption and Compton scattering have a significant effect. Thus, the linear at-
tenuation coefficient can be written as
µ = (τ (photoelectric) + σ(Compton))N = µτ + µσ (3.28)
in which N represents the atom density. The units corresponding with µ are thus
1/cm. Note that Rayleigh scattering can make a small contribution to the interac-
tions between the X-ray photons and the material in X-ray CT, but these photons
do not lose any energy and are not deflected from their original path, or this de-
flection is minimal. Thus, Rayleigh scattering must not be taken into account as a
part of linear attenuation coefficient.
Additionally, Equation 3.27 is only valid for a monochromatic beam of pho-
tons. Conventional X-ray tubes, however, produce a polychromatic X-ray spec-







in which dN0/dE is the initial amount of photons in an infinitesimal small energy
bin dE and Nd is the total number of original photons that have travelled through
a material with thickness d.
Mass attenuation coefficient
The linear attenuation coefficient depends on the material and its density ρ being
traversed. By using the mass attenuation coefficient µ/ρ, the density dependence
of the material can be eliminated. This mass attenuation is thus independent of
the density of the material and is solely dependent on the atomic number (or com-
bination of it for molecules and composites) of the material and energy of the
X-ray photon. Furthermore, this quantity represents the probability of interactions
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between the photon and the material in g cm−2 of material traversed. The at-
tenuation data found in the NIST XCOM [5] database are the mass attenuation
coefficients of atoms and molecules.
Mass energy-absorption coefficient
Equation 3.27 shows how many photons are left in an initial monochromatic
photon beam that impinge on the material. However, not all the energy of the
removed photons is completely absorbed by the material. The total intensity in
the initial monochromatic beam is given by I0 and is expressed in Wm−2. After




in which µen is the energy-absorption coefficent. Id includes scattered and other
photons such as bremsstrahlung and fluorescence. This decrease in beam inten-
sity is logically less than the one described by the linear attenuation coefficient.
The difference between I0 and Id is the energy absorbed in the material in units
Js−1m−2. Just as the mass attenuation coefficient, the mass energy-absorption
coefficient is dependent on the photon energy. The polychromatic version of Equa-







The mass energy-absorption coefficient can be subdivided into three compo-
nents: a photoelectric part, a Compton part and a pair production part. Of course,
the latter does not contribute to the energy deposited in samples during X-ray CT.





with δ the average energy emitted by characteristic radiation following the pho-












and is different from the mass energy-absorption coefficient for the photoelectric
effect because any subsequent energy loss from bremsstrahlung is not taken into
account in the energy transfer. Further, the energy-transfer coefficient for Compton
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with Tavg/hν the average fraction of the incident energy converted to kinetic en-
ergy of the Compton electrons. Just like for the photoelectric effect, this energy-
transfer coefficient takes no subsequent bremsstrahlung into effect. A high-energy
photon can produce an electron-positron pair with a kinetic energy of hν−2mec2.












Figure 3.13: Mass attenuation and mass energy-absorption coefficient for oxygen,
aluminium and iron [11].
























As mentioned, this coefficient does not take any subsequent bremsstrahlung radia-
tion into effect. If g represents the average fraction of the transferred energy that is







(1− g) . (3.37)
Figure 3.13 compares the mass attenuation and mass energy-absorption coeffi-
cients of oxygen, aluminium and iron.
3.2.7 Wave effects
The previously described interactions assume that the X-ray photons are parti-
cles that travel along straight paths from source to detector. However, like any form
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of electromagnetic radiation, X-rays also manifest themselves as waves propagat-
ing through a medium. Each electromagnetic wave is characterised by its phase,
amplitude and frequency. The amplitude of a wave changes when it traverses
a medium because of the attenuation process described above. A change in the
phase of the wave occurs due to a difference between the propagation velocity of
the wave through the given medium and another medium (such as air or a vac-
uum, for example). The part of the wave that traverses the medium gains on the
un-affected part that does not travel through the medium. This causes a perturba-
tion of the wavefront at the edge of the medium. Due to the refraction of X-rays
at the edge between two materials, these edges become enhanced in images (Fig.
3.14). Along the line of the border, the transmission appears lower because many
X-rays are removed by this refraction. In the same way, the refracted X-rays in-
duce an increased intensity just outside the borders of an object. The change in
amplitude and phase shift is determined to a large extent by the refraction index of
the medium
n(λ) = 1− δ(λ) + iβ(λ). (3.38)
Here β is related to the linear attenuation coefficient of the medium, and δ corre-
sponds to the phase shift per unit length of the electromagnetic wave.
Figure 3.14: Angular deflection of an incident ray due to a phase shift [5].
Polychromatic source
The propagation in space of the original X-ray wave can be described by the
propagation vector ~k(x, y, z), which is perpendicular to the local wavefront. This
propagation becomes perturbed by an object through a phase shift and results in a
vector ~kθ(x, y, z). The difference between these two propagation vectors can be
represented by ~κ, and it can be proven that [12]:
|~κ| ∝ λ2. (3.39)
From this dependency it follows that diffraction decreases rapidly with photon
energy. This relationship has an influence on edge enhancement when a poly-
chromatic X-ray source is used in CT, as shown in Figure 3.15. As previously
discussed, the phase shift causes a sharp minimum on the detector along the line
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in which the photons disappear. But contrary to the effect when using monochro-
matic sources, polychromatic sources allow the maximum to be spread out due to
the dependence of the diffraction angle (and phase shift) for different wavelengths.
Figure 3.15: The effect of a polychromatic source on the refraction angle [13].
Phase contrast imaging
The enhancing of the edges induced by the phase effect can be used to one’s
advantage. Very small structures that otherwise would not be visible or very
difficult to distinguish in a high resolution CT can become visible by this ef-
fect [14, 15] (Fig. 3.16). Despite the benefits for visualisation in radiographs,
the edge-enhancement effect can hinder the visual interpretation of reconstructed
images in CT. Indeed, in reconstructed images the edges of structures can be en-
hanced. Figure 3.17 shows a reconstructed slice of a cake. Here also, the edges of
the holes present in the cake are clearly enhanced ans thus show a false increased
attenuation, but some brighter spots also appear in the reconstructed slice. These
can falsely be misinterpreted as dense structures in the cake. However, these are
the visible enhanced edges at the top or bottom of a hole just above or below the
specific slice.
A proper treatment for coping with these unwanted phase effects is thus nec-
essary for a correct interpretation, analysis or segmentation of the reconstructed
CT data. Different methods exist to mitigate these effects. Depending on the
algorithm, a correction can either be performed before [16, 17] or after reconstruc-
tion [18].
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Figure 3.16: A high-resolution mixed phase-and-amplitude image of a fly [12].
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Figure 3.17: A part of a reconstructed slice of a cake. Artificial white spots are visible due
to top or bottom edges of air holes.
3-22 CHAPTER 3
3.3 Production of X-rays
In this section, three methods for the production of X/γ-rays are discussed.
The first is the production of photons by radioactive decay, which are also called
gamma radiation or γ-rays. The second method uses the fact that accelerated
electrons lose energy and is applied to produce synchrotron radiation. As a third
method, the production of X-rays in conventional X-ray tubes, which is the most
common method for laboratory-based and industrial X-ray CT, is discussed.
3.3.1 Radiation isotope (gamma) sources
Radioactive decay in the forms of α- and β-decay are the most well-known types
of radioactive decay. Often the nucleus is left in an excited state after emitting an
α or β particle. In order to decay to a stable energy level, the nucleus emits energy
in the form of a photon with an energy equal to the difference between the energies
of the unstable and stable states of the nucleus. These photons typically have an
energy between a couple of keV and a couple of MeV. The term gamma rays is
used when the photon is produced in nuclear or annihilation processes.
Gamma sources can be used as an alternative to X-ray tubes. They produce a
high-energy monochromatic beam, but since radioactive isotopes emit their radi-
ation uniformly in space, some collimation of the beam to a point source is nec-
essary and the flux is rather low. Further, the sources need to be shielded heavily.
Because of the low flux and safety issues, such sources are limited to industrial
CT.
3.3.2 Synchrotron
As mentioned earlier, charged particles such as electrons emit highly energetic
photons when accelerated. In a synchrotron, this principle is used to produce high-
energy photons or X-rays. The electrons are accelerated to an extreme high energy
and are then injected into a large circular storage ring, which contains bending
magnets to keep the electrons in a circular orbit. When synchrotron radiation was
first discovered, it was considered to be a nuisance because of the unwanted energy
loss of the electrons. But soon it became clear that the emitted X-rays could be
used for varying purposes.
The first generation of synchrotrons were developed for particle physics exper-
iments and the synchrotron radiation was used only in a parasitic mode. This
resulted in the creation of radiation with a wide spectral distribution. Crystalline
monochromators could be added to the emitted beam to obtain a beam of monochro-
matic photons, of course with a reduced flux. A second generation of synchrotrons
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were dedicated to produce synchrotron radiation. In the current third-generation
synchrotron facilities, devices are inserted on the straight sections of the storage
ring that are specially designed to produce higher photon fluxes and/or monochro-
matic radiation with higher energy. The most commonly used devices are un-
dulators and wigglers. Both of these use a series of dipole magnets to produce
electromagnetic radiation. While undulators are specially developed to produce
an almost monochromatic photon beam, wigglers produce a beam with a broader
spectrum but of high intensity.
Because of its unique properties, synchrotron radiation offers some advantages
for X-ray CT. The flux emitted is much higher than the flux produced in an X-
ray tube and the beam is nearly parallel which makes it particularly suited for
CT and imaging can be done far from the source. Furthermore, a synchrotron
is, contrary to an X-ray tube, able to produce a tuneable and almost monochro-
matic beam that can be very useful for applications such as K-edge imaging or
Dual-Energy Computed Tomography (DECT) in general. X-ray optics can also be
applied much easier on such a monochromatic beam which makes it possible to
create very small spot sizes with which a much higher resolution can be achieved
compared to laboratory based X-ray CT. Furthermore the emitted radiation in a
synchrotron is also spatially coherent, which makes it particularly useful for imag-
ing wave-related effects, as the beam can be used to increase the resolution and
contrast of these effects. The downside of a synchrotron is that it is a large and
expensive system, and thus there are few available, which makes the accessibility
of these systems limited. In addition, complex X-ray optics are needed in order to
obtain a magnification.
3.3.3 X-ray tubes
Laboratory-based X-ray CT uses traditional X-ray tubes, and their working prin-
ciples are discussed here. A more detailed description of the tubes present at
UGCT can be found in the next chapter, where the modelling and simulation of
X-ray tubes is also discussed.
Tube design
The design of a sealed (Coolidge) X-ray tube is shown in Figure 3.18. Electrons
are emitted from a hot filament (cathode) and accelerated towards a target (anode)
by an electric field. A small focal spot on the anode can be created by using simple
electrostatic focusing. These tubes, however, are limited in the minimal focal spot
size that they can achieve. No spots with a size smaller than 5 µm can be produced.
This limitation can be overcome by using an open X-ray tube, which are tubes that
can actually be openend. Figure 3.19 shows the design of such an open tube.
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Similar to a closed X-ray tube, electrons are created by a heated filament through
thermionic emission. An additional electromagnetic focusing mechanism results
in further reduction of the diameter of the electron beam and thus in a smaller
spot size on the target. The tube must be continuously evacuated by a vacuum
system, as an open tube is never completely air-tight. It also has the advantage
that components such as the filament and target can easily be replaced on failure
or depending on the needs of the application. Even the head of the tube can be
exchanged for certain purposes.
Figure 3.18: Design of the Coolidge tube [19].
Figure 3.19: Schematic view of an open X-ray tube [9].
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Electron gun
The electron guns of an open and closed tube are almost identical. A current is
sent through a filament, typically tungsten, which becomes heated to a temperature
above 2700 K. At this temperature, thermionic emission of electrons from the
filament occurs. These electrons are then accelerated towards the anode, which
is positively charged with respect to the filament by a potential Uacc. Around the
filament, a control grid at a negative potential−Ug is present. This grid serves two
purposes. First, the electrons are decelerated by the negatively charged grid, which
allows for control of the electron flux emitted by the electron gun. Secondly, the
electrons are forced towards the central hole in the grid and thus to the axis of the
gun.
The number and the focusing of the electrons produced by the electron gun can
be controlled by adjusting the filament current If and the grid voltage Ug . A large
current If results in a higher temperature of the filament and an increased yield
of electrons that will be emitted by it. The current of the electron gun is thus
higher, but the lifetime of the filament is reduced because of evaporation of the
filament material at high temperatures. On the other hand, a higher grid voltage
Ug stops more electrons and reduces the electron current produced by the electron
gun. Furthermore, the increase of the grid voltage enhances the focusing of the
electrons towards the centre of the electron gun, and thus an electron beam with a
lower divergence is created. A low divergence of electrons is necessary for optimal
performance of the electromagnetic lensing system in an open tube type.
Electromagnetic lensing and focusing
A sub-micrometre focal spot size on the target can only be obtained by an ad-
ditional electromagnetic focusing mechanism. Sometimes multiple lenses can be
used not only to obtain a higher focusing of the electron beam, but also to add to
the flexibility of the system.
A coil of conductive winding, typically copper, surrounded by an iron shielding
can be used as an electromagnetic lens in an X-ray tube (Fig. 3.20). This lens
produces a magnetic field with a longitudinal (Bz) and radial (Br) component.
The Lorentz force
~F = −e(~v × ~B) (3.40)
causes the electrons to undergo a force perpendicular to their velocity and the
magnetic field. While in a uniform magnetic field an electron follows a helical
trajectory, in a non-uniform magnetic field an electron also undergoes a radial force
that drives it towards the optical axis to the next circular movement around the axis.
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This is a result of the combination of the radial and longitudinal components of the
magnetic field generated by the conductive coil.
Figure 3.20: Schematic view of an electron trajectory in a uniform magnetic field (left) and
in a non-uniform magnetic field (right) [9].
Due to the rotational symmetry, the helical trajectory can be discarded. Elec-
trons close to the optical axis are approximately all focused towards the same point.
By using this approximation, the paraxial approximation of optical lenses can be
used, and an electromagnetic lens can thus be modelled as a thin lens with a clearly
defined focal distance f .
Photon production in the target
The surface of the target material is placed at the focal point of the electromag-
netic lensing system. The collisional and radiative stopping powers of the electrons
cause the electrons to lose their energy and emit part of it as X-ray radiation, as dis-
cussed in section 3.1. The collisions of the electrons with the target material will
lead to excited atoms in the target of the tube which will lead to the production of
characteristic X-rays. The radiative stopping power will lead to bremsstrahlung,
which will thus produce a continuous spectrum. Figure 3.21 shows an example of
an X-ray spectrum generated by a tungsten target. The characteristic lines and the
continuum produced by the bremsstrahlung are clearly seen. The direction and the
energies at which these X-rays are emitted depend heavily on the inner structure
of the tube. Detailed modelling and a simulation of the spectra of different X-ray
tubes is discussed in chapter 4.
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Figure 3.21: An example of a spectrum generated by an X-ray tube.
3.4 Detection of X-rays
X-rays can either be detected in a direct or indirect manner. The basic principles
are discussed briefly in this section. A more detailed description of the simulation
and modelling of X-ray detectors present at UGCT is discussed in chapter 4.
The working principle of a direct detector is shown in Figure 3.22. An incoming
X-ray photon interacts in the depleted region in the detector device and creates
electron-hole pairs. This depletion layer is divided into different areas (pixels).
The deposited charge in such a pixel can be integrated or digitised for each photon
interaction event. Thus, it is possible to count single photons and derive their
energy based on the deposited charge in a pixel.
Despite the advantage that photon counting is possible with a direct detector,
some practical issues exist. First, the deposited charge of an incoming photon
needs to be read out before a second event takes place. The flux of the incoming
photons thus must be sufficiently low to match the frame rate of the CCD-based
direct detector. Second, the X-ray photon needs to interact through photoelectric
absorption in order to deposit all its energy when the energy information of the
photon needs to be obtained. Only low-energy X-rays can be detected this way
since most detectors of this type are composed of silicon. Last, when the detector
is pixellated, the deposited charge needs to be contained in one pixel. Otherwise,
an interaction can be interpreted as two events in different pixels of photons with
a lower energy. Today, some of these limitations can be overcome [20].
Figure 3.23 shows a schematic representation of an indirect detector. The inci-
dent photons interact with a scintillator, where the deposited energy is converted to
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Figure 3.22: Principle of direct X-ray detection [9].
visible light. The light is then guided to a CCD or CMOS sensor through an optic
fibre and converted to an electric signal. This signal is approximately proportional
to the deposited energy in the scintillator and thus contains information about the
X-ray intensity. The spectral information is typically lost in indirect, integrating
X-ray detectors. Further, the imaging resolution is limited due to scattering inside
the scintillator.
Figure 3.23: Principle of indirect X-ray detection [9].
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These indirect detectors are widely used in laboratory-based X-ray CT because
they have a number of advantages. For example, the energy response of such
detectors can be tuned by varying the scintillator material and thickness. Further,
visible light detectors are widely available, and the optimal detector with the best-
suited sensor with optimal pixel size, sensitivity and noise characteristics can be
chosen. Moreover, high X-ray tube voltages can be used because X-rays that do
not interact with the scintillator are stopped in the optical fibres and thus cannot
damage the detector sensor.
3.5 Physics of X-ray components
In this section, a number of physical effects present in laboratory-based X-ray
CT scanners are discussed. First, some physical properties of X-ray tubes are
discussed, such as the flux, finite spot size and heel effect in a directional X-ray
tube. Further, some detector issues are discussed, and finally the beam-hardening
effect that occurs in laboratory-based X-ray CT is described.
3.5.1 X-ray flux
The X-ray flux of the beam can be defined as the number of photons per unit area
per unit time. The flux can thus be expressed as photons per second per centimetre
squared. This is an important quantity of the X-ray tube as it determines how
many photons can be detected by the detector in a certain amount of time, and
it thus correlates directly to the statistical information in the projection images.
The advantage of having a higher flux is either obtaining an improved signal-to-
noise ratio for a scan or allowing a shorter scan time to obtain similar statistical
information. Compared to that of a synchrotron, the flux of an X-ray tube is very
low. When a small X-ray spot is created in an X-ray tube, the electron flux needs
to decrease to prevent the melting of the target which will result in a lower X-ray
flux. An additional constraint is the filament, which can be damaged when a too
high current is applied to it. Due to thermal limits, scanning times in µCT are thus
much longer than in medical or industrial CT.
For a conical X-ray beam, the distance between the detector and the X-ray
source also plays a role in the amount of flux that passes through the detector.
The flux through a pixel is proportional to 1/r2 with r the distance between the
source and pixel. Let ~n be the normalised normal vector on the plane of the pixel
and ~u the normalised vector that gives the direction between the source and detec-









with θ the angle between the two vectors. Multiplying this solid angle by the
photons emitted per steradian by the X-ray tube in a certain amount of time yields
the time integrated number of photons hitting the detectorpixel
3.5.2 Resolution and spot size
In high resolution CT, the sample is placed on a rotation stage that can be moved
closer to or farther away from the source. When a conical X-ray beam is used, the
positioning of the sample in the beam also determines the magnification of the
sample. By moving a small object closer to the X-ray source, the magnification
increases. Large objects can be positioned closer to the detector in order to capture
the complete object in a single projection. Their magnification is thus smaller. The





were SOD is the distance between the source and object and SDD the distance
between the source and detector. In high resolution CT, the order of magnification
is typically between 10 and 1,000. Theoretically, the resolution R of the CT scan
is then given by
R = p/M, (3.43)
with p the pixel pitch of the detector.
In most cases, the magnification and resolution are determined by the size of the
sample. The smaller the sample, the higher the magnification that can be achieved,
leading to a better resolution. Nevertheless, the limiting factor for the resolution
is not always the sample size. The spot created inside the target by the accelerated
electrons from which the photons are emitted has a finite dimension called the
spot size F of the tube. Together with the object, this spot size is also enlarged
in a projection and causes an unsharpness on the detector (Fig. 3.24). The best










For large magnifications, which are the case in high resolution CT, R ≈ F . The
resolution of an X-ray CT scan is thus determined and limited by the spot size at
which the X-ray photons are produced in the target of the X-ray tube. Further, this
geometrical unsharpness becomes negligible for smaller magnification and thus
has a lower resolving power. In this case, the second term in Equation 3.44 can be
neglected, and the source can be treated as a point source.
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Figure 3.24: Image unsharpness caused by a finite focal spot size [9].
3.5.3 The heel effect
The heel effect can occur in directional X-ray sources. It is caused by a non-
perpendicular incident angle of the electron beam on the target. The distance a
produced X-ray photon travels through the target before escaping depends on the
place where it was created. X-ray beams that travel a greater distance through the
target material have a higher mean energy than a beam that needs to travel less
distance. When a directional tube is used, the spectrum emitted by the tube has a
directional dependency.
Different factors cause the heel effect to be less or more present during an X-
ray scan. Of course, the angle at which the electron beam impinges on the target
plays a role. However, the distance of the source to the object (SOD) also has an
influence on this effect. A larger SOD results in a bigger distance over which the
X-ray beam can diverge. The heel effect becomes seemingly larger in this case.
3-32 CHAPTER 3
3.5.4 Detector unsharpness
The sharpness of detectors plays an important role in the process of X-ray imag-
ing and differs from system to system. Unsharpness is partially caused by the scin-
tillator screen for indirect X-ray detection, the readout sampling (pixel size) and
electronics.
Partial volume effect
Partial pixel coverage in a radiograph can be caused by arbitrary placing of
the object on the rotation stage of an X-ray system. Consider a perfect X-ray
detector of which a part is covered by an object absorbing all X-rays that impinge
on it. If the edge of the object is perfectly aligned with the edge of a pixel, the
uncovered pixels measure all radiation and the covered ones measure none. In a
realistic case, however, the edge of such an object never perfectly aligns with the
edge of a detectorpixel, resulting in pixels that are partially covered. Depending
on the part of the pixel that is covered, a radiation value between the completely
covered and uncovered pixels is measured. These partially covered pixels cannot
be distinguished from pixels with full coverage that detect partial attenuation. This
can hinder the determination of the unsharpness of a system.
A similar effect is present in tomography. During a CT reconstruction, the dis-
tribution of linear attenuation coefficients is calculated in a voxelised 3D volume.
The grey value in each voxel of this reconstructed volume represents the average
attenuation coefficient in the voxel. In the reconstruction of a binary object, which
consists only of air and a certain material, intermediate values can thus occur when
a voxel is only partially filled. This is called the partial volume effect. This effect
is inherent in pixelated data, which is the case in 2D (radiography) and 3D (tomog-
raphy) imaging. This effect must thus be taken into account when a tomographic
dataset is analysed or interpreted.
Modular Transfer Function (MTF)
In a perfect detection system with infinite sampling and finite pixel size, the
line profile of a straight edge that is perfectly aligned with the edge of a pixel is
a perfect step function. If the imaging system has a finite resolution (but infinite
sampling), an edge appears as a smooth curve. The width of this curve determines
the resolution p/M of the imaging system. This effect can be caused by using an
X-ray tube with a spot size much larger than the achievable resolution of the setup.
But even when the spot size is small enough, the scintillator screen of the detector
can also cause a smooth curve.
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The edge response is a parameter that can be used to characterise this behaviour.
This parameter is a measure for the distance between the points where 10% and
90% of the transition magnitude is reached (Fig. 3.25(b)). However, these points
are not easy to detect in noisy data or when the resolution is close to the sam-
ple rate of the detector. In that case, interpolation has to be used to determine a
value for the parameter. Further, the derivative of the edge response can be cal-
culated. This derivative is called the line spread function (LSF) and represents a
one-dimensional Dirac delta function in the ideal case, with infinite resolution and
sampling. At a finite resolution, the LSF is close to a Gaussian distribution that
can be characterised by its full width at half maximum (FWHM) (Fig. 3.25(a)).
(a) (b)
Figure 3.25: Edge response (b) and line spread function (a) of an image with finite
resolution but infinite sampling [21].
In real imaging systems, the sample rate is finite due to the discrete pixels. The
resolution on the detector is typically close to this pixel size. In an ideal detector
system with finite pixel size, the resolution is limited by the sampling and is exactly
one pixel wide. In real systems, the resolution depends on the position of the
edge and the finite sampling. The Modular Transfer Function (MTF) can account
for this finite sampling. This function is the modulus of the Fourier Transfer of
the LSF and indicates which spatial frequencies can or cannot be resolved. The
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MTF50 can be defined as the spatial frequency at which the MTF drops below 50%
of its maximum value achieved at zero frequency. This results in a value expressed
in line pairs per pixel. The maximum value that is achievable is 0.5 lp/pixel as two
edges should be separated from each other by at least one pixel.
3.5.5 Detector Ghosting
Ghosting is a process that can occur in a detector when not all accumulated
charges are read out during the image acquisition or by scintillator afterglow. A
part of the charges can be left in the pixels or visible light photons can still be
present in the scintillator after readout. This can influence the next image taken by
the detector ans thus cause ghost images. The effect can be mitigated by illumi-
nating the detector with a uniform (X-ray) light source or by reading the detector
out at the highest frame rate. Further, flatfield and darkfield corrections ensure that
the reconstructed images do not suffer noticeable artefacts caused by this effect.
3.5.6 Beam hardening
In laboratory- based X-ray CT, X-ray tubes produce a polychromatic beam in
the energy range between zero keV and the tube energy. Of course, as mentioned
before, the attenuation in a sample depends on the energy of the incident pho-
tons. When a monochromatic beam is attenuated by 50% by an aluminium slab of
thickness d, then an aluminium slab of thickness 2d attenuates 75% of the beam.
However, if a polychromatic beam is used, this is no longer the case. Figure 3.26
shows how a polychromatic beam is affected after travelling through slabs of alu-
minium of thicknesses of 1 mm and 2 mm. The mass attenuation coefficients for
the lower-energy X-rays are much higher than those for the high-energy X-rays.
The low-energy photons are thus eliminated from the beam much faster than the
high-energy photons. This causes the mean energy of the beam to increase when
it travels through a slab. The beam thus hardens as it travels through the slab, and
the effect is called beam hardening. This effect increases with increasing density
and atomic number of the material.
Conventional reconstruction algorithms are based on the Beer-Lambert law (Equa-
tion 3.27) and assume a monochromatic beam when calculating a reconstructed
volume. When heavy (high Z) or dense materials are present in the sample, the
algorithms fail significantly and artefacts become visible in the reconstructed im-
ages. Most reconstruction software includes a beam hardening correction [22, 23].
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4
Modelling of the polychromatic
behaviour of laboratory-based X-ray
CT components
An important step in predicting the performance of an X-ray CT scanner is to
model and simulate the polychromatic performance of its different components as
accurately as possible. Semi-analytical [1–3] and analytical [4] models for X-ray
tubes are available, but these often do not include secondary effects such as the
heel effect [5]. More recently, Monte Carlo simulations have been widely used
to predict spectra produced in X-ray tubes [6–9]. The X-ray tubes and detectors
present at UGCT are simulated by using the EGSnrc package [10, 11]. A Monte
Carlo method is preferred over a (semi-)analytical method, as the former allows
for the inclusion of many more details about the inner structure of the tube. Fur-
thermore, effects like a secondary spot can easily be well described by these Monte
Carlo simulations [12].
The results of the Monte Carlo simulations described in this Chapter are later
on used in Chapter 5 to simulate accurate radiographic projections and in the dual-
energy CT method proposed in Chapter 6.
In this chapter, the EGSnrc simulation package, which was used for the Monte
Carlo simulations, is discussed. More specifically, the BEAMnrc code present in
the package was used. Then, the modelling of the X-ray tubes used at UGCT and
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the results of the simulations are discussed. Finally, this chapter also examines the
detectors present at UGCT. Note that this simulation method is not limited to tubes
or detectors at UGCT, but can easily be expanded to other sources and detectors as
long as their necessary characteristics are known. For the Perkin Elmer detector,
for example, a model for the MTF is created by using measurements performed at
HECTOR.
4.1 EGSnrc
The Electron-Gamma Showers (EGS) package is a general-purpose package for
Monte Carlo simulations of electron and photon interactions. The package was
initially developed for high-energy physics (MeV range) but was later adapted for
the simulation of low-energy (1 keV-100 keV) electron and photon transport and
interactions in complex geometries [10, 11].
4.1.1 BEAMnrc
The simulation package, EGS, is a set of FORTRAN codes rather than a stand-
alone simulation program. These codes can be adapted to model any necessary
geometry. A macro language, MORTRAN, was developed to implement a geo-
metric model for the simulations. Further, different codes were created to reduce
the work for creating a model. In this work, the BEAMnrc code is used [13]. This
code was initially created to calculate the dose deposition of electrons in radiother-
apy, but can be used for the problems discussed in this chapter.
BEAMnrc allows a user to create a geometric model for Monte Carlo simula-
tions; the process is divided into two parts. First, an ‘accelerator’ needs to be built.
This is a geometrical model composed of a set of non-overlapping component
modules (CMs). These CM units contain geometric shapes such as slabs, conical
filters and target configurations. These accelerator structures can be built into an
executable file. Second, an input file needs to be created that contains all param-
eters for the simulation. These parameters contain information such as the initial
particles (photons or electrons), their energy and the size, position and composi-
tion of the CMs. Further, the parameters that influence the physical interactions
during the simulation can be chosen (cross-sectional data, electron step size, etc.).
An output file can be generated after passing each CM. These files contain infor-
mation on the fluence of the different particles. Additionally, a phase space file is
generated. This file contains information about the position of the last interaction
site, energy and particle type for each particle. An extra output file can optionally
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be generated that contains all coordinates of the last interaction sites of the parti-
cles. This information can be used in the simulation of X-ray tubes and detectors.
The spectra produced by an X-ray tube and the efficiency and deposited energy
in an X-ray detector can be extracted from the phase space file. The extra output
file can be very useful in determining the position of where X-rays are produced
in a tube. This yields information about the size and shape of the primary (and
secondary) spot of the X-ray tube.
4.1.2 Electron transport simulation
The simulation of the behaviour of electrons inside a medium is crucial for the
accuracy of the obtained data and thus spot size estimations. Electrons undergo
multiple collisions inside a target, and in most collisions only a minimal amount
of energy is lost or a minimal deflection is undergone. Sampling all these individ-
ual interactions would drastically increase the calculation time. Therefore, a con-
densed history approach is used during the simulations to condense a large number
of the electron interactions in a single simulation step. Further, secondary particle
creation events are still treated in a discrete and explicit manner. This is done to
provide an accurate estimation of the energy and of the trajectory of the new par-
ticle. In the simulations described in this chapter, the created secondary particles
are bremsstrahlung photons and secondary electrons (delta particles). The latter
are created in ionisation reactions with atomic electrons, where an atomic electron
is knocked out of its shell and has enough kinetic energy to ionise other atoms.
Transporting electrons from one discrete interaction site to the next can be im-
plemented by a condensed history algorithm while condensing the whole trajec-
tory between both sites in a single step. The electron undergoes a large number of
interactions in reality, both elastic and inelastic. All energy loss below a certain
bremsstrahlung threshold Eγ and delta particle creation threshold Eδ needs to be
taken into account when this single step is simulated.
Instead of sampling and simulating the path length to the next interaction, each
step between two interactions of an electron with initial energy Ei is accompanied
by an energy loss ∆E. EGSnrc samples the resulting energy loss according to the
following cumulative distribution:












Here η is a random value between 0 and 1 and
∑
E(E) is the interaction cross









(E) the total macroscopic particle production cross section (cm−1) and
L(E,Eγ , Eδ) the stopping power (MeV/cm).
When this approach is used, the step size between two simulated interactions
equals the electron path length corresponding to the energy loss. Further, the cor-
responding scattering angle and interaction position can be calculated. These cal-
culations, however, are only reliable if several assumptions are made. The first
assumption is that the fractional energy loss ∆E/E is a single step and cannot
be too large. If this were not the case, errors would be introduced in the energy
loss calculations and the corresponding path length. To avoid this, a maximum
value for this fractional energy loss is set to 0.25, which is sufficient for most cal-
culations. Second, the scattering angle calculated from the energy loss uses an
approximation that is only valid if the scattering angle is not too large. There-
fore, a restriction of the XImax parameter can be set in EGSnrc. This parameter
is related to the maximum scattering angle. A default value of 0.5 is used, which
corresponds to a maximum scattering angle during the step in the order of 1 radian.
The simulations of the electron interactions in EGSnrc can be summarised as
follows. The energy-loss appearing after the production of a bremsstrahlung pho-
ton or delta particle takes place is sampled by Equation 4.1. The path length and
scattering angle corresponding to this energy loss is determined. The fractional en-
ergy loss and scattering angle cannot exceed threshold values. If these thresholds
are violated, the trajectory is broken down into smaller steps. The electron is then
transported to the correct location. The secondary particles are created in this final
location, and position, direction cosines and energy of the original and secondary
particle(s) are calculated.
Additionally, atomic relaxations can be taken into account in the simulations.
When a shell electron is removed from an atom, the vacancy is filled with an
electron from a higher shell and a characteristic X-ray photon is produced.
The screened Rutherford cross section data [14] are used for the multiple elastic
electron scattering approach in EGSnrc. For the inelastic scattering, the Møller
cross section [15] is used, in which the binding effect of atomic electrons is dis-
regarded. However, because characteristic X-rays are of crucial importance for
MODELLING OF THE POLYCHROMATIC BEHAVIOUR OF LABORATORY-BASED X-RAY
CT COMPONENTS 4-5
the simulations in this chapter, EGSnrc offers an electron impact ionisation op-
tion. This option is mentioned in several articles [16] dealing with the accurate
simulation of X-ray tubes. This option is thus enabled for the work described here.
4.2 Modelling of X-ray tubes
Modelling of X-ray tubes at UGCT has been comprehensively described in the
past [17]. This section describes the current geometric models and simulations
of all available X-ray tubes at UGCT. Two main schematic models for the tubes
are used: a transmission and a directional tube geometry (Fig. 4.1). Further, the
results of the simulations are also shown in this section. They include the produced
spectra corresponding to the transmission and directional tube geometries, as well
as the visualisation of the primary and secondary, if present, spot size. For each
tube, a Monte Carlo simulation was performed for a range of tube voltages from
10 kV to the maximum tube voltage in steps of 5 kV. Only part of the results of
these simulations is shown here.
Figure 4.1: Schematic models of a transmission tube head and a directional tube head
used during the Monte Carlo simulation performed for the X-ray tubes present at UGCT.
During the simulations, the energies of the photons that hit the scoring plane are stored.
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4.2.1 XWT-240-SE microfocus directional tube
The first tube discussed is the X-ray tube mounted on the current workhorse
of UGCT, HECTOR. This directional tube can reach a voltage of 240 kV with a
maximal target power of 280 W. The minimal spot size that can be achieved with
this tube is around 4 µm.
Geometric model
A schematic model of this tube is given in Figure 4.2. The tube consists of a
tungsten target that is tilted around 15◦ relative to the z-axis. The angle of the
incident beam with the positive x- and z-axis is 45◦ and 135◦, respectively; hence
the beam impinges at 30◦ on the target. The vacuum of the tube is shielded by a
beryllium exit window with a thickness of 1 mm. Behind this exit window, there
is a drift section of 5 cm, followed by a scoring plane of 1cm2. The photons that
strike this plane are ‘scored’ and stored in an output file. The solid angle covered
by such a plane is given by [18]






with α = a/2d, where a is the length of the side of the square scoring plane and d
is the distance from the scoring plane to the source of the photons.
Figure 4.2: Schematic model of the XWT-240-SE microfocus directional tube. Note the
different scaling for both axes.
Spectrum
The energy of the particles scored at the scoring plane during the simulation can
be used to create the spectrum of the beam created by the tube at a certain volt-
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age. Figure 4.3 shows such a spectrum of the XWT-240-SE microfocus directional
tube at a voltage of 200 kV. This spectrum is expressed as the number of photons
produced per electron per steradian per keV Equation 4.3 is used to determine the
solid angle spanned by the scoring plane.
Figure 4.3: Simulated spectrum of the XWT-240-SE tube at a tube voltage of 200 kV.
Figure 4.4: Site of last interaction of the photons that struck the scoring plane during the
simulations. All positions are projected in the xz plane for the simulated spectrum of the
XWT-240-SE tube at a tube voltage of 200 kV. Between z = 0.5 cm and z = 0.6 cm the
exit window can be seen.
As discussed in chapter 3, X-rays originate inside a target mainly from elec-
tron impact ionisation and bremsstrahlung. Further, a large portion of the created
X-rays is absorbed by the target material through the photoelectric effect. This
process also results in the emittance of fluorescent characteristic X-rays. Note that
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both mechanisms produce characteristic X-rays with the same energies, although
the creation process is different.
Whereas the characteristic radiation originating from the tungsten (W) target
is clearly visible in the simulated spectra, there is a small difference between the
simulated and ‘expected’ energies based on tabulated values in literature [19]. The
largest deviation is around 0.4 keV, but this is not significant for our applications.
The difference in these characteristic energies can be explained by how the atomic
relaxation is modelled in EGSnr. The exact modelling that causes these differences
is not explained here but can be found in [17].
Table 4.1: Characteristic X-rays in simulated spectra and the expected photon energies.
Line Simulated energy E (keV) Expected energy E (keV)
Lα,i 7.92 8.40 - 8.34
Lβ,i 9.27 - 9.82 - 9.93 9.35 - 9.67 - 9.82 - 9.96
Lγ,i 11.23 - 11.77 11.28 - 11.68
Kα,i 57.98 - 59.32 57.98 - 59.32
Kβ,i 67.28 - 69.22 66.95 - 67.24 - 69.10
Spotsize
In addition to the energy of the scored particles, the position of the last interac-
tion can also be extracted from the output files. Figure 4.4 shows these positions
for the tube as described above at a voltage of 200 kV. The x- and z-axis are the
same as in Figure 4.2. Most photons originate from a small spot where the original
electron beam (red line) impinges on the tungsten target. However, some electrons
can penetrate further into the tungsten or are scattered and interact in the beryllium
(Be) exit window or even not at all. The last interaction point of the latter is not
displayed in the figure. Also note that the figure is a 2D plot of a 3D simulation.
All y-values are set to zero, and thus the points of last interaction are projected in
the xz plane.
Heel effect
An effect that is typical for directional X-ray tubes is the heel effect, which is
caused by the geometry of the tube. The photons emitted and striking the scoring
plane in the positive x-direction have an easier time leaving the target, as they have
to travel through less tungsten than the photons that strike the scoring plane in the
negative x-direction. The absorption of photon in the target will depend on the
pathlength travelled through the target and the energy of the photons. Therefore,
the spectrum detected at the scoring plane (in the simulations) or the detector (in a
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real scan) varies along the x-axis. Figure 4.5 shows the spectrum for four different
positions along the x-axis on the scoring plane. The values along the y-axis are
averaged. The yield of the spectrum is clearly higher on the positive x side and
the spectrum is softer. Further, in Figure 4.6, the variation of photon yield is given
as a function of the position along the x- and y-axis. This confirms that the effect
seen is the heel effect, as it is not present in the y-direction.
Figure 4.5: Simulated spectra along different positions at the scoring plane in the
x-direction for the XWT-240-SE tube at 200 kV. The spectra become harder for lower x
values due to the heel effect.
Figure 4.6: Variation in photon yield of the simulated spectra in the x- and y-direction for
the XWT-240-SE tube at 200 kV.
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4.2.2 130-kV Hamamatsu directional tube
The Hamamatsu directional tube can reach a tube voltage of 130 kV with a
maximum power of 39 W. The minimum achievable spot size is around 5 µm. Two
such tubes are available at UGCT and are mounted on the EMCT and Nanowood
scanners.
Geometric model
Figure 4.7 shows a schematic geometric representation of the tube as simulated
with BEAMnrc. The inclination angle between the tungsten target and the z-axis
is 20◦. The angle between the incident electron beam and the positive x-axis is
150◦. The beam thus impinges on the target at an angle of 40◦. Furthermore, the
X-ray tube contains an iron (Fe) structure and collimator. The tube is shielded by
a beryllium exit window with a thickness of 0.5 mm. Between the collimator and
the scoring plane of 1cm2, a drift section of 5 cm is present.
Figure 4.7: Schematic geometric model of the 130-kV Hamamatsu directional tube.
Spectrum
Figure 4.8 shows a spectrum of the Hamamatsu directional tube at a voltage of
100 kV. Again, the characteristic radiation emitted by the tungsten target is clearly
visible.
Spotsize
Figure 4.9 shows the positions of last interactions of the photons that reached
the scoring plane. For photons, this last interaction place is the position where the
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Figure 4.8: Simulated spectrum of the 130-kV tube at a tube voltage of 100 kV.
creation process of the photon takes place. Note that the collimator is a symmetri-
cal cylinder and all positions are projected on the xz plane. The positions that are
seemingly located in the vacuum are thus actually positions on the collimator with
a y-value different from zero.
Figure 4.9: Site of last interaction of the photons that struck the scoring plane during the
simulations. All positions are projected in the xz plane for the simulated spectrum of the
130-kV tube at a tube voltage of 100 kV.
Heel effect
Just as in the case of the XWT-240kV tube, this tube is a directional tube, and
thus a heel effect is present at the position of the scoring plane or detector. Figure
4.10 shows the spectrum for four different x-positions on the scoring plane. All
positions are projected in the xz plane for the simulated spectrum of the 130-kV
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tube at a tube voltage of 100 kV. The yield of the spectrum is clearly higher and
the spectrum is softer on the positive x side. Further, in Figure 4.11, the variation
in photon yield is given in function of the position along the x- and y-axis.
Figure 4.10: Simulated spectra along different position in the x-direction for the 130-kV
Tube at 100 kV. The spectra become harder for lower x values which is due to the heel
effect.
Figure 4.11: Variation of the simulated spectra in the x- and y-direction for the 130-kV
Tube at 100 kV.
4.2.3 160-kV FeinFocus transmission tube
The FeinFocus transmission tube was originally used in the first scanner built at
UGCT [20], but is now mounted on the refurbishment of this scanner, MEDUSA.
The tube can reach a maximal target power of 1, 3 and 10 W for the nano-focus,
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micro-focus and high power modes, respectively. The nano-focus mode of the tube
can reach a spot size as low as 0.7 µm.
(a) without inner stucture
(b) with inner structure
Figure 4.12: A schematic model for the 160-kV FeinFocus transmission tube without (a)
and with (b) inner structure. The target of the models shown is the 1 µm thick molybdenum
target.
Geometric model
Eight different targets are available for this tube consisting of two materials,
tungsten and molybdenum and with a target thickness of 1, 3, 6 and 8 µm. The
tube has an inner structure that cannot be neglected since it causes a secondary
spot [12]. The simulations for this tube were performed with and without the inner
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structure for all eight targets. The geometric models of the tube with and without
structure are shown in Figure 4.12.
(a) 1µm W target
(b) 8µm Mo target
Figure 4.13: Simulated spectrum of the 160-kV transmission tube at a tube voltage of 120
kV for a tungsten target with thickness 1 µm (a) and a molybdenum target with thickness 8
µm (b).
Spectrum
Figure 4.13 shows the spectra of the tube at a voltage of 120 kV with a target
thickness of 1 µm tungsten and 8 µm of molybdenum. The characteristic lines of
molybdenum below the K-edge of 20.002 keV are clearly visible. Furthermore,
there is a clear difference between the yield of the tube depending on the presence
of the inner structure. Figure 4.14 shows how much more yield the X-ray tube
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produces when the inner structure is taken into account. The increase in production
varies between 10 and 26%.
(a) Mo target
(b) W target
Figure 4.14: Increase in photon production when the inner structure of the tube is taken
into account versus when the inner structure is not taken into account during the Monte
Carlo simulations for the tungsten (a) and molybdenum (b) targets.
Spotsize and Secondary spot
Figure 4.15(a) shows the position of last interaction in the transmission tube
with an inner structure with a target of 3 µm of tungsten at a tube voltage of 90 kV.
Note that all positions are projected on the xz-plane and that the inner structure
is radially symmetric. Figure 4.15(b) shows a plot of the same positions in the
rz-plane, in which r =
√




Figure 4.15: Position of last interaction in the xz-plane (a) and rz-plane (b) for the
simulated spectrum of the 160-kV transmission tube at a tube voltage of 90 kV with a
tungsten target thickness of 3 µm.
the last interactions occurs on the molybdenum structure in the X-ray tube. The
photon production increases in the tube with the inner structure according to the
photon production in the tube without the structure. But as can be seen in Figure
4.16, the extra photons do not originate from the primary spot, but from a much
larger secondary spot present in the tube.
A fit can be used to model the behaviour of the secondary spot. Three fits are
made to model the spot distribution shown in Figure 4.16(b). First, the spot is
modelled as a constant value between two radii with the equation given by the fit




Figure 4.16: The fraction of photons that is produced at different radii. The presence of a
primary (a) and secondary (b) spot can be seen. Note the difference in x-axis scale. Three
different models where fitted to the data for the secondary spot.
F (r) in function of the distance r to the central axis (z-axis) of the tube in mm:
F (r) =

0 if r ≤ 1.6
c if 1.6 < r < 2.9
0 if r ≥ 2.9
(4.4)
with c = 0.0915. Furthermore, a Gaussian function can be fitted to the data:







with A = 0.1380, σ = 0.1154 and r0 = 2.1807. Finally, a polynomial fit of third
order was performed to obtain a good fit without having too many parameters. The
polynomial is given by:
F (r) =

0 if r ≤ 1.6
a+ br + cr2 + dr3 if 1.6 < r < 2.9
0 if r ≥ 2.9
(4.6)
with a = 1.4917, b = −2.3810, c = 1.2867 and d = −0.2218. These models can
by used to make a correction for the secondary spot in simulated radiographs as is
done in Chapter 5.
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4.2.4 XWT-100-TCHR transmission tube
The XWT-100-TCHR transmission tube is mounted on the Herakles scanner,
and a slightly different tube is present on the Nanowood scanner. This tube has
a maximum tube voltage of 100 kV, a maximum power of 3 W and can reach
a minimum focal spot size of around 700 nm. The target is tungsten and has a
thickness of 1 µm, and the exit window of the tube consists of 250 µm of beryllium.
Geometric model
Figure 4.19 shows a schematic view of the tube. No internal structure was taken
into account during the simulation, as none is known.
Figure 4.17: A schematic model for the XWT-100-TCHR transmission tube.
Spectrum
A spectrum of the tube produced at 80 kV is given in Figure 4.18. The charac-
teristic L-lines of the tungsten target are dominant to the K-lines because the mean
energy of the spectrum is rather low.
Spotsize
Figure 4.19 shows the spatial distribution of the spot size projected in the xz-
plane.
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Figure 4.18: Simulated spectrum produced by the XWT-100-TCHR transmission tube at a
tube voltage of 80 kV.
Figure 4.19: Spatial distribution of last interaction projected in the xz-plane for the
XWT-100-TCHR tube at 80kV.
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4.3 Modelling of X-ray detectors
In this section, the spectral properties of the detectors present at UGCT are
discussed.
4.3.1 Varian PaxScan 2520V detector
The Varian PaxScan 2520V is a typical flat panel detector and is composed of
an entrance window made of carbon, a thin aluminium foil, a scintillator and an
amorphous silicon (aSi) detector layer (Fig. 4.20). The aluminium foil is added to
reflect visible light photons created and emitted by the scintillator in the direction
of the entrance window. This scintillator is made of caesium iodide (CsI) grown in
a columnar structure.
The number of counts per pixel in a radiographic projection is in first order
proportional to the deposited energy in the scintillator in front of that pixel. On the
other hand, the noise in a radiographic image depends on the number of photons
detected per pixel. For accurate simulations, both characteristics should be taken
into account.
Figure 4.20: Schematic model of the Varian detector. The detector consists of four layers:
a carbon entrance window, an aluminium foil a CsI scintillator and an amorphous silicon
(aSi) detector layer.
By using BEAMnrc, the spectral sensitivity of the detector can be simulated.
The interactions of a pencil beam of mono-energetic photons emitted on the pre-
defined detector geometry, as described above, are traced. This allows one to
calculate the interaction probability Deff (E) (Fig. 4.22) of these photons and the
mean amount of deposited energy per detectedDd(E) (Fig. 4.22) and per incident
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Dinc(E) (Fig. 4.23) photon as a function of photon energy. The mean amount
of deposited energy per incident photon-the photons that reach the detector-is thus
what is needed during the simulations described in the next chapter.
The mean deposited energy of an interacting photon shows a nod when the en-
ergy of the interacting photon reaches the K-edge of the material. Above this
edge, fluorescent K-photons are created which can easily escape the thin scintil-
lator layer without being re-absorbed in it. Above the K-edge, a certain amount
of energy is thus able to escape from the scintillator material. For higher energies
above the edge, a larger fraction of the incident energy is on average transferred to
photoelectrons and Compton scattered photons which can escape the scintillator.
Figure 4.21: Absorption probability in the Varian detector as a function of incident photon
energy.
Figure 4.22: Mean deposited energy in the Varian detector for a detected photon as a
function of its initial energy.
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Figure 4.23: Mean deposited energy in the Varian detector per incident photon as a
function of its initial energy.
4.3.2 Photonic Science VHR detector
The Photonic Science Very High Resolution (VHR) detector is equipped with a
CCD sensor. This detector has a carbon entrance window, but its thickness is not
known. Therefore, it is neglected during simulations and can always be introduced
as a carbon filter during a simulation of a CT scan. The detector consists of two
layers: a Gadox scintillator with a thickness of 13.4 µm and a CCD camera that
consists of SiO2. These two layers are connected by a fibre-optic plate. The Gadox
layer is deposited directly on the fibre-optic plate, which conducts the visible light
photons to the CCD. As the function of the fibre optic is only to guide the visible
light photons to the CCD and protect it from radiation damage, this fibre optic is
not taken into account during the simulations (Fig. 4.24). Note that because the
packing density of the Gadox layer is typically around 50% due to the irregular
grain shape, a layer of 6.7 µm of Gadox with the density of pure Gadox (7.44
g/cm3) is used in the scintillator.
The spectral sensitivity of the Photonic Science VHR is modelled as in the sim-
ulations of the Varian detector, . The interaction probability Deff (E) of the X-ray
photons is calculated from the simulations (Fig. 4.25) along with the mean amount
of deposited energy per detectedDd(E) (Fig. 4.26) and per incidentDinc(E) (Fig.
4.27) photon.
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Figure 4.24: Schematic model of the Photonic Science VHR detector. The detector consists
of a Gadox entrance window and a SiO2 scintillator.
Figure 4.25: Absorption probability of the Photonic Science detector as a function of the
incident photon energy
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Figure 4.26: Mean deposited energy in the Photonic Science detector for a detected
photon as a function of its initial energy.
Figure 4.27: Mean deposited energy in the Photonic Science detector per incident photon
as a function of its initial energy.
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4.3.3 Perkin Elmer XRD 1620 CN3 CS detector
Because the properties of the Perkin Elmer XRD 1620 CN3 CS detector are
confidential, the geometric model and spectral efficiency of the detector are not
discussed here. Nevertheless, in chapter 5, real scans at HECTOR are compared
with simulated scans in which these simulated data are used.
MTF
For the Perkin Elmer detector, the LSF (section 3.5.4) was measured by taking
radiographic projections of a copper cylinder with a diameter of 12 cm. A cylinder
was used to make sure there was a sharp transition profile measured on the detector.
Figure 4.28 shows the measured edge response and its derivative. A Gaussian
profile






can be fitted to this derivative, and the values for this Gaussian fit are shown in
Table 4.2. Of course, when applying such a correction for each pixel in a radiog-
raphy, r0 = 0 (section 5.3.3).
Table 4.2: Fitted parameters to the Gaussian LSF function shown in Equation 4.7.
Tube voltage Intensity I mean r0 sigma σ
60 kV 0.448 73.805 0.650
120 kV 0.482 74.180 0.564
180 kV 0.474 74.313 0.524





Figure 4.28: LSF measured for the Perkin Elmer at tube voltages of 60 kV, 120 kV and 180
kV. The XWT-240kV tube was used for the measurement.
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4.4 Conclusion
In this chapter it is discussed how the polychromatic properties of an X-ray
tube and X-ray detector can be modelled. Next to the polychromatic behaviour,
a method to model the heel effect in directional tubes, to model the secondary
spot and to model the MTF of the detector are discussed. Particularly the spectra
(example in Figure 4.3) and detector efficiencies (example in Figures 4.21, 4.22
and 4.23) are important properties to accurately simulate radiographic projections
as discussed in the next chapter. These spectra and efficiencies are available as
look-up tables generated from the Monte Carlo simulations data and can easily be
used in a program or tool such as Arion.
Furthermore, the correctness of this Monte Carlo simulated data can only be
verified by simulating radiographic projections. The spectra cannot be verified
separately because a perfect detector, which does not exist, would be needed to
do this. On the other hand, for verifying the detector efficiencies, a tuneable
monochromatic source which covers the whole energy range to which the detector
is sensitive should be needed, which is not available at UGCT.
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Arion: A realistic projection simulator
This chapter is partly based on the publication: A realistic
projection simulator for laboratory based X-ray micro-CT [1]
This chapter describes Arion, which is a realistic projection simulator for laboratory-
based X-ray CT developed at UGCT. One of the most important reasons for creat-
ing this simulator was to have a tool to optimise image contrast and thus scanning
parameters for a CT scan, which are different for each sample. Next to this, it
can also be used to expore exotic scan geometries and to test reconstruction algo-
rithms. Realistic simulations have to take various scanning variables into account,
including the spectrum emitted by the source, the detector response characteris-
tics, beam filtration and the sample itself. This is necessary in order to define the
optimal scanner settings [2]. Several research groups have developed simulation
tools for X-ray imaging for different purposes, e.g. ScorpiusXLab [3], VXI [4–8],
XRayImagingSimulator [9–11], XRSIM [12], etc. However, in general these tools
are developed for the research group’s own research and a lot of them use (semi-
)analytical models for the X-ray spectra and detector efficiencies, while in Arion
the ones calculated with the Monte Carlo method, described in the previous chapter
are used. The emphasis of Arion is on modelling and including the X-ray imaging
physics as accurate as possible which results in a correct noise prediction in the
simulated images and no calibration is needed when simulated data is compared
with real data. The intent at UGCT was to create a flexible, fast (GPU-based) and
accurate simulation tool which can easily be expanded with physical models such
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as including a secondary spot, the heel effect or the MTF of the detector. Further-
more, the previuosly mentioned simulation tools are not readily available and/or
have no room for expanding the code and often have no quantitative comparisons
between real CT scans and the simulations presented in literature.
First, the implementation of the geometry of the CT setup is described in this
chapter. Further, the ray-tracing technique of the simulator is discussed, followed
by all the features of Arion and its modules: Material Creator, Setup Optimiser,
Arion and Image Handler. Finally, an extensive comparison is made between
simulated and real radiographic projections, and reconstructed 3D volumes and
methods to optimise scanning conditions are discussed. A variety of samples was
scanned at ‘optimal conditions’ in the context of the IWT/SBO TomFood project.
Some of the obtained results are shown.
5.1 Geometry
For an accurate simulation of a complete CT scan, the complete geometry of
each component of the scanner should be known, along with the relative positions
of the components towards each other. This section describes the geometries used
in Arion.
The coordinate system used in the program is defined as shown in Figure 5.1.
For each radiography taken during the simulated CT scan, a position and rotation
for each of the components can be set. The sample is placed in the main coordinate
system { ~ex, ~ey, ~ez} and has a position ~rsample in this coordinate system, which is
Cartesian and right-handed. The positions of the source and detector in this system
are determined by the coordinates ~rsource and ~rdetector, respectively.
Figure 5.1: Coordinate system as used in Arion. The sample is positioned at the origin and
the source and detector make a movement around it.
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Besides the positions of each component in the coordinate system, a rotation
around the axes can be defined for each component. The initial directions of the
source and detectors are determined by the normal vectors:
~nsource = (0, 1, 0),
~ndetector = (0,−1, 0).
(5.1)
For the sample, the x-, y- and z-axis of the virtual voxelised sample align with
the coordinate system in the initial position. The rotation of each component is
described by using Tait-Bryan angles (appendix A). These angles describe rota-
tions about the three axes of the coordinate system. The skew (α), tilt (β) and
slant (γ) of an object are the rotations around the x-axis, y-axis and z-axis, respec-
tively. By using these angles instead of Euler angles, it is easier for the user to
describe the rotation of the sample or detector. The skew, tilt and slant can thus
be set for each component. Now, instead of rotating the sample at the position set
by the user, a coordinate transformation is performed such that the sample is kept
fixed at the origin of the coordinate system. This is for ease of calculation, as it
would be computationally difficult to rotate a sample consisting of 500 × 500 ×
500 voxels during each step of the simulation. It is much easier to keep this whole
cube stationary and rotate the positions and orientations of the other components.
The rotated position vectors for the source and detector are given by ~r′source and
~r′detector respectively, and the normal vectors by ~n′source and ~n′detector. How this
coordinate transformation is done exactly can be found in appendix A.
By using these six coordinates, position and orientation, for each component,
it is possible to describe every imaginable combination of trajectories. As a re-
sult, the simulator can be used to explore new CT setups with non-conventional
arrangements, such as a conveyer belt setup, which can be used in an industrial
environment [13].
5.2 Ray-tracing calculation
The simulation of a radiographic projection is based on the Beer-Lambert law
(Equation 3.27). For a polychromatic beam, this equation can be rewritten as a





with n the number of energy bins used, N0,i the initial number of photons emitted
by the tube in energy bin i and µi the linear attenuation coefficient for the energy
corresponding to bin i. The total attenuation along a ray can be calculated by
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applying a ray-tracing technique for each energy bin. The total attenuation along
the ray-path from source to detector-pixel is calculated using this technique (Fig.
5.2). The resulting number of photons Ni hitting a detector pixel for an energy bin
i along such a ray is given by:




withm the number of materials crossed by the traced ray, µij the linear attenuation
coefficient in energy bin i of material j and dj the thickness of the corresponding
material crossed by the ray. The number of photons detected by the detector in
energy bin i is given by the product of the detector efficiency in energy bin i,
Deff,i (section 4.3) with Ni:
Nd,i = Deff,i ×Ni. (5.4)
These detected photons do not deposit all their energy in the pixels but only a
certain fraction of it. Multiplying the mean deposited dose per detected photon
Dd,i for each energy bin results in the total detected energy Ed (section 4.3) in a








with Ed,i the detected energy per pixel for energy bin i.
Figure 5.2: Visual representation of the ray-tracing technique used in the projection
simulator.
The noise in a simulated image can be calculated by assuming Poisson statistics.
The standard deviation on the number of detected photons in an energy bin can be
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For a large number of photons per energy bin, a Gaussian error propagation can















with σEd the standard deviation of the detected energy in a pixel for energy bin i.
The only unknown thus far in the calculation of the deposited energy (Equation
5.5) and its standard deviation (Equation 5.7) in a pixel is the number of photons
emitted by the tube per bin. This number is related to the tube spectra Si calculated
in section 4.2. The emitted photons Nemittedphotons,i in the solid angle of a pixel









The first factor, P∆tUQe− , equals the number of electrons hitting the target in the tube
during the exposure time of a radiographic projection. In this factor, P represents
the tube power, ∆t is the exposure time, U the tube voltage and Qe− the elemen-
tary charge. The second factor contains the solid angle of the pixel ∆Ωpixel, the
width of the energy bin ∆Ei and the filtered spectrum S
′
i expressed as the num-
ber of photons per electron per steradian per keV. Combining Equations 5.4 and












Equation 5.9 is evaluated for each pixel of the detector. For all these detector-
pixels, the ray is traced from the source to the corresponding pixel. For a ray that
crosses the voxelised volume, only the part inside the volume is traced. For the
part outside the volume, an attenuation µi,air ∗ dair can be added in the summa-
tion over the attenuation coefficients inside the voxels of the volume. Furthermore,
the step size dj can be chosen to be much smaller than the voxel size. This is a
way to correct for the partial volume effect that can be encountered when applying
the ray-tracing method without having to calculate a weight factor for each voxel
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during each step. The step size dj is kept constant during the ray-tracing inside
the voxelised volume. Doing this also reduces the computation time because fewer
calculations have to be performed. Thus, during the ray-tracing, only the attenu-
ation coefficients encountered during each step are added and they are afterwards
multiplied by the step size.








in which dair is the distance from the source to the detector pixel and µi,air the
attenuation coefficient of air in energy bin i.
Beam Filtration
Just as in a real scan, multiple filters can be added during the simulation of a






with l the number of added filters, and Si and S
′
i representing the unfiltered and
filtered spectrum, respectively. Both spectra are expressed as the number of pho-
tons per simulated electron per Steradian per keV. The simulation of the spectra Si
in these units is described in section 4.2.
Binning of X-ray Spectra
The simulated spectra shown in section 4.2 are subdivided into energy bins of
50 eV. This energy resolution is sufficiently small to model the peaks originating
from characteristic radiation in the spectrum. On the other hand, the continuum
can be reproduced with a much larger bin size without the loss of too much spectral
information. Therefore, the number of energy bins can be greatly reduced, which
results in a significantly shorter computation time. Figure 5.3 shows an example of
such a rebinned spectrum, where the number of energy bins (and thus computation
time) is reduced by a factor of 20 while still modelling the spectrum accurately.
In this rebinned spectrum, not all energy bins have the same width, which is taken
into account in Equation 5.9. In the rebinning process, the locations of all edges
(K and L) of target material, filtration material, sample material and scintillator
material are taken into account to define the limits of the energy bins. This way,
the shape of the original spectrum is preserved as well as possible and in this way,
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during the calculation the changes in attenuation in a sample or efficiency in the
detector will not change drastically in one particular energy bin.
Figure 5.3: Example of a binned spectrum with variable bin size. [1]
GPU-implementation
Over the last decade, GPU development has boomed, mostly due to the gam-
ing industry. In Figure 5.4, the computing power of these devices is compared
with central processing units (CPUs) in terms of gigaflops (floating point calcula-
tions) per second. In recent years, the gap between these has increased in favour of
GPUs. The latest generation of GPUs contain between 2000 and 3000 processing
cores combined with 8 to 12 Gb RAM on a single card, which provides a massive
amount of parallel processing power. On the other hand, high-end CPUs reach up
to 24 cores and are currently available at a price around seven times as expensive
as the high-end GPUs. Further, the frequency of CPUs is only up to two times as
fast as the newest GPU processing cores. This makes GPUs the preferred devices
for parallel computing, which means that many calculations can be performed in-
dependently of each other, as in image processing (the primary use for GPUs).
In 2007, Nvidia [14] released its Compute Unified Device Architecture (CUDA),
which allows parallel programming on GPUs using a programming interface in C.
Further, CUDA is the standard included with each GPU developed by Nvidia,
which means it is available on every desktop, laptop or mobile device with an
Nvidia GPU. The C implementation also makes it very accessible for program-
mers. The main component of the simulation program is written in CUDA and
C++, and the GUI is implemented with the use of Qt [15].
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Figure 5.4: Comparison in performance between recent GPUs and CPUs. [16]
5.3 Arion
This section provides an overview of the developed program Arion and its com-
ponents. In addition to the projection simulator component itself, there are three
other components. The first is the Material Creator, which can be used to cre-
ate tables with the attenuation coefficients of certain materials, compositions or
solutions. The second component is the Setup Optimiser, which can be used to
calculate an estimation of the transmission coefficients of slabs of materials and
can determine optimal signal- and contrast-to-noise ratios. The third component is
the Image Handler, which can be used to perform standard image operations such
as adding, subtracting, cropping, shifting or rotating images, but it also includes
methods to create a (secondary) spot effect on simulated images, create blurring
due to the MTF of the detector on simulated images or perform a beam hardening
correction.
5.3.1 Material Creator
The Material Creator allows the user to calculate the mass attenuation coef-
ficient of a certain molecule, mixture or solution based on the mass attenuation
coefficients of the elements in the periodic table. All mass attenuation coefficients
of elements with atomic numbers from 1 to 100 are stored in the program in an en-
ergy range from 1 to 500 keV. These coefficients are used by the program to create
new tables for the attenuation coefficients of the materials requested by the user.
A new material defined by the user can either be defined by a chemical formula
or by the mass fractions of atoms in the material. For a solution, the amount of
solvent and solute can be entered, and the energy dependency of the mass attenua-
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tion coefficients for the solution and the density of the solution can be calculated.
The density can always be changed by the user as it is being calculated as if there
were no increase in the volume of the solvent. For solutions where the solute is a
substantial fraction of the solvent, the calculated density is incorrect and should be
entered by the user.
Figure 5.5: Graphical user interface of the Material Creator. Attenuation data for
mixtures or solutions can easily be created.
5.3.2 Setup Optimiser
The Setup Optimiser was the predecessor of the projection simulator but can still
be used for a broad range of applications. The basic principles of this optimiser
are the same as for the projection simulator, and it can be used to calculate energy
transmission and energy deposited in the detector through certain slabs of materi-
als by using Equation 5.5, in which Nd,i is calculated by using Equation 5.9. The
transmission values of an X-ray beam through a slab can be used to provide the
user with useful information such as the maximum dose that can be deposited in
a sample, the amount of beam hardening, beam hardening profiles and optimised
scanning parameters to minimise beam hardening while maintaining an accept-
able signal-to-noise ratio (SNR) or contrast-to-noise ratio (CNR). The features of
the Setup Optimiser are discussed below. Results from the Setup Optimiser are
discussed in section 5.4.
Before discussing all possible features of the Setup Optimiser, the input param-
eters are mentioned here. As can be seen in Figure 5.6, the components present
in a real CT scanner can be found in the GUI of the application. A tube, filter,
detector and sample can be chosen.
A tube can be selected in the source box. For each tube, the modelled and sim-
ulated tube spectra discussed in section 4.2 are available. Further, a tube voltage
and tube power/current can be set for a selected tube. Once the tube voltage has
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been defined, either the power or current can be set by the user, as they are de-
pendent on each other. One or more materials can be chosen as filters, which are
characterised by material, density and thickness. A detector and its parameters
can also be defined. Just as for the tubes, the detectors modelled and simulated
in section 4.3 are available. The detectors’ binning mode and integration time can
be set. Two other parameters, linearity and bit depth, are always the same for a
certain detector and can be disregarded in the Setup Optimiser, as they are only
needed when calculating an output (greyscale) image. They are used by the pro-
jection simulator because the Setup Optimiser only calculates deposited energies
or their ratios (transmissions). Effects such as collection efficiency and conversion
from visible light to charges in the detector are thus not taken into account. In the
projection simulator these effects are bundled in an empirical constant, called lin-
earity, which converts the deposited energy to a greyvalue. Finally, a sample can
be added. This sample is defined in a similar way as the filters, by material, den-
sity and thickness. Again, multiple slabs can be placed one after another. When
the user is only interested in calculating an energy deposition in a detector pixel, it
does not matter if a slab is added as a filter or as a sample, as these are treated in
the same manner. On the other hand, when one is interested in quantities such as
beam hardening or transmission values, it is very important to make a distinction
between the filter and sample, as the filter is used during the calculation of the flat
field and, logically, the sample is not. The main features of the Setup Optimiser
are discussed below.
Figure 5.6: Graphical user interface of the Setup Optimiser.
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All information
All information for a spectrum that travels through a certain amount of material
for a certain scanner setting can be obtained (Fig. 5.7). All scan parameters are
listed at the top of the information file. Furthermore, all properties are calculated
for the filtered and unfiltered spectrum, detected spectrum without sample and
detected spectrum with sample. The emitted spectrum is the spectrum emitted by
the source as it would be seen by an ideal detector that detects all photons and
all their energy. The three most useful parameters are the detected transmission
through a material, the beam hardening factor and the estimate of the reconstructed
attenuation coefficient.






where E and E0 are the energy detected by the central pixel of the detector with










σE and σE0 are calculated using Equation 5.7. These errors represent the pixel-
to-pixel variations that can be found in a real scan and are dictated by Poisson












Note that this is the error on the calculated attenuation coefficient µ and does not
represent the statistical error on a CT reconstructed µ in a voxel. This is because
the error in the reconstructed attenuation coefficient depends on the used recon-
struction algorithm and thus how µ is calculated (section 2.2.2). The beam hard-







in which µ is the calculated reconstructed attenuation coefficient for the sample,
and µBH is a calculated value for the reconstructed attenuation coefficient for an
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Figure 5.7: All information about the spectrum calculated by the Setup Optimiser for 10
cm of H2O and a filtration of 1 mm of Al.
infinitesimally thin sample. This value for µBH deviates from µ because the spec-
trum is altered more as it propagates through more sample material. The more ma-
terial the X-ray beam travels through, the lower the attenuation, as the mean energy
of the spectrum increases. The beam hardening factor is thus a measurement of
how much the beam hardens as it travels through a sample. For a cylindrical sam-
ple, the largest attenuation coefficient µc is measured at the edge of the cylinder,
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and the deviation between µc and µ is much smaller than the one between µBH
and µ (Fig. 5.8). However, it can be stated that for a sample with a random geom-
etry, the measured attenuation coefficient always lies between µBH and µ, where
µ is calculated by using the largest straight path length through the material.
Figure 5.8: Schematic visualisation of how the beam hardening factor is determined.
Figure 5.9: Example of graphs generated by the Setup Optimiser that show the photons
emitted by the source, the photons detected by the detector and the deposited energy as a
function of energy. These graphs can be plotted with or without beam filtration.
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Graphs
In addition to all the information described in the previous section, information
about altering the spectrum can also be obtained from the Setup Optimiser. Where
the average energy of a spectrum is given in the information described above,
the graphs provide spectrally dependent information for the user. Beam spectra
can be obtained with and without a filter and before and after the sample. In
addition, the fraction of these beams’ detected photons and their deposited energy
can be obtained. This information has proven to be useful when scanner properties
need to be optimised. For example, the detector used can have a major effect
on detected energy, because when the detector is not sensitive or less sensitive to
certain photon energies, it does not matter if they are present in the beam. These
detector sensitivities can vary significantly around the K-edges of the scintillator
material of which they are made.
Attenuation profiles
Attenuation profiles can also be plotted using this program. In these profiles,
an attenuation coefficient and its error are plotted in function of the thickness d of
a material. These plotted coefficients correspond with a value found at the centre
of a CT reconstruction made of a circular object with diameter d. These graphs
represent an estimate for the reconstructed attenuation coefficient on the rotation
axis of a cone of this material.
Figure 5.10: Estimated reconstructed linear attenuation coefficients on the rotation axis of
a cone C with a certain thickness at HECTOR at 80 kV.
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Beam hardening profiles
Most reconstruction algorithms, both analytical and iterative, assume that the
radiographic projections used for a 3D reconstruction are taken with a monochro-
matic beam. They thus assume that the transmission in the normalised projections
is proportional to the exponential thickness of the path length through the sample
as described by the Beer-Lambert law (Eq. 3.27). As seen for laboratory X-ray
CT, however, this cannot be further from the truth. Laboratory-based X-ray tubes
produce a polychromatic beam which hardens as it propagates through the sample.
A beam hardening profile can be used to correct a normalised radiographic pro-
jection in such a way that the transmission in the projection behaves as if it were
taken with a monochromatic source. This profile is created by comparing simu-
lated transmission values through a thickness from zero to the sample thickness
with the transmission value through the sample calculated using a constant atten-
uation µ for all energy bins (Fig. 5.11). The value for this attenuation coefficient
can be chosen by the user. The profile is then created by plotting the correction
factor, which is the monochromatic transmission divided by the polychromatic
transmission, in function of the polychromatic transmission. When a set of ra-
diographic projections is corrected by using this profile, the reconstruction should
yield a value µ as set by the user.
The beam hardening profile can thus be used as a look-up table that determines
the factor a certain transmission value in a pixel needs to be multiplied by to obtain
a ‘monochromatic’ behaviour. Contrary to conventional beam hardening correc-
tions, which use analytical functions, this profile is determined for a specific scan-
ner and sample. The disadvantage of determining this beam hardening correction
based on calculations is that it only takes one material into account. Most samples
containing only one material do not really need these corrections, as the difference
between the material and the air (for example, in foams) is larger than the devi-
ations between the reconstructed attenuation coefficients in the reconstructed 3D
volume of the sample. Nevertheless, this method can be useful in a sample that is
dominated by a certain material or in very dense single-material samples, such as
copper or lead samples.
Optimising scanner setup
The Setup Optimiser includes two basic methods for optimising X-ray CT scans.
The first method can be used for optimising when using samples that consist only
of one material, such as foams, or when there is only one material of interest in
the sample for the user. The second method optimises the contrast between two
certain materials of the user’s choice, such as water and butter.
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Figure 5.11: Example of a beam hardening correction profile for H2O.
The first method calculates the SNR of one material present in a sample and
the beam hardening factor through the sample. Where the former depends on the
material of the sample, the latter is determined by the size of the sample and is





Both parameters, the SNR and Beam Hardening (BH) factor, are calculated for a
range of filters and tube voltages for a specific scanner. This way, the optimal scan
condition can be determined by the user for a certain sample on a certain scanner.
The second method can be used to optimise the contrast between two materials
in a sample and calculates the CNR of these materials. In addition, an estimate for





Again, both parameters can be calculated for a range of filters and tube voltages
for a certain scanner. Examples of optimising SNR and CNR are shown in section
5.5.
5.3.3 Image Handler
The Image Handler program was developed to handle simulated and real scan
data. In addition to some standard image operations, a method for performing
beam hardening and spot corrections is included in this tool. Note that the term
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spot correction is used here to describe the contribution of the secondary spot of a
tube to a simulated radiograph.
Standard image operations
Standard image operations such as subtracting, adding, dividing and multiply-
ing images can be performed. Furthermore, it is possible to shift and rotate images,
which is particularly useful when two reconstructed volumes need to be compared,
for example for dual energy methods/techniques. Fast methods to resize/crop im-
ages and a procedure to normalise scan data are included as well. All these opera-
tions can either be performed on single images or on a complete directory contain-
ing images.
Beam hardening correction
This tool implements a method to perform a beam hardening correction with
the beam hardening profile described in section 5.3.2. The correction curve and
normalised radiography directory can be chosen by the user, and the correction is
performed automatically.
Spot correction
The last method included in this tool lets the user perform a spot correction
or MTF correction. The intensity of each pixel in a radiograph can be corrected







I(r′)C(r − r′). (5.19)
with r =
√
x2 + y2 and r′ =
√
x′2 + y′2, n the size of the kernel and x and y the
pixel coordinates of the radiograph. The correction function C(r) can be either a
spot correction, as described in section 4.2 for a secondary spot correction, or the
LSF fitted as in section 4.3 for an MTF correction.
5.3.4 Projection Simulator
The Projection Simulator is the core of Arion and consists of two fundamental
parts. The first is the Phantom Creator, and the second is the simulation tool itself.
The Phantom Creator allows a user to create a virtual 3D phantom that can later
be used for the simulation of radiographs.
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Phantom Creator
The Phantom Creator lets a user create a virtual 3D phantom. Using one avail-
able method, a phantom can be created from a single bitmap file. This file can be
stacked as often as the user wants to create a 3D model of the sample. Each colour
in the bitmap can be associated with a material with a certain density. A phantom
can also be created from a complete stack of different bitmaps that can be loaded
into the program instead of stacking one file multiple times. Again, each colour can
be associated with a specific material. Using another possible method, a 3D phan-
tom can be created from ‘scratch’. The user starts with an empty volume of certain
dimensions filled with air and can add different geometrical shapes-cuboids, cubes,
cylinders and spheres-into the volume. Each of these shapes represents a material
with a certain density. Once the phantom is created, it is saved as a .phantom file,
which can later be used by the simulator.
CT-simulations
Figure 5.12 shows a flowchart of the different steps that need to be taken to ac-
complish a CT scan simulation. The first step, ‘Phantom setup’, can be performed
by using the Phantom Creator described above. The other steps are implemented
in the GUI of the Projection Simulator.
Figure 5.12: Flowchart of the different processes executed to accomplish a CT scan
simulation. [1]
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When performing a simulation, some standard CT geometries can be selected.
The user can choose from the most-used methods, circular and helical CT, but a
more exotic conveyer belt geometry is included as well [13]. Besides these three
pre-defined geometries, a random CT trajectory can also be performed. In this
case, the user needs to provide a data file with all the positions and orientations of
the tube, sample and detector for each radiography that needs to be simulated.
Figure 5.13 shows the interface of the simulation part of Arion. A tube and
detector can be selected from the dropdown menu, which contains all simulated
tubes and detectors described in chapter 4. For both components, the source and
detector, a rotation can be added but is kept at zero for all values in all of the pre-
defined setups. Further, the power and voltage of the tube can be chosen by the
user, as can the binning and integration time of the detector. A virtual phantom
can be loaded (and rotated) alongside these components. Furthermore, additional
filtration can be chosen, and the scan parameters such as the source object distance
and source detector distance can be set. For the helical and conveyer belt setup,
the pitch and number of turns can also be set as input parameters. Finally, a radio-
graphic projection can be viewed in the output window as a preview to make sure
all parameters are correct. In addition, the user can choose to add noise, calculated
as described in section 5.2, and the number of flatfields to be simulated. Rayleigh
scattering can either be included or not during the simulation. For high X-ray en-
ergies, Rayleigh scattering occurs forward and without a loss of energy, and the
scattered photons are thus not removed from the X-ray beam.
Figure 5.13: Graphical user interface for a circular scan.
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Figure 5.14 shows simulated scans of the three pre-defined geometries in Arion.





Figure 5.14: Simulated scans of a circular geometry (top row), a helical geometry (middle
row) and a conveyer belt geometry (bottom row). For each simulation, a projection is
shown at the start (a, d, g), after one-third of the full scan (b, e, h) and after two-thirds of
the full scan (c, f, i).
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5.4 Results - Comparing simulated and real data
This section compares real and simulated data for the different scan setups
present at UGCT: Nanowood, HECTOR and Medusa.
Comparing line profiles
Comparing simulated and real data can easily be done visually, but sometimes
this is not sufficient, and a more quantitative way to compare two datasets is
needed. This is especially true when a best simulation technique must be de-
termined for simulating the secondary spot, for example. Comparing real ri and









in which N is the number of data points (pixels or voxels). This equation repre-
sents the mean deviation of the simulation from the real data as a percentage and is
thus a measurement for the simulated data correctness. Note that if the noise signal
on the real or simulated data is larger than the deviation between the two sets, this
error function actually returns a measurement of the noise level in the data.
Phantoms
Two samples were scanned at different tube voltages in each scanner: an alu-
minium (Al) sphere with a diameter of 6 mm and a polyoxymethylene (POM)
cylinder with a diameter of 1 cm. A virtual phantom was created for these two
samples and used to perform the simulations described in this section. These two
samples were chosen to represent the bulk of materials present in samples scanned
at UGCT and in other research groups or industrial environments. The POM cylin-
der is a representative sample for organic samples, while the Al sphere represents
light metals or geological samples that usually contain light minerals. For the ease
of reading, these two samples are referred to as the Al sphere and POM cylinder
in this work. Line profiles of the radiographies and reconstructed slices of the
simulated and real scans can be found in appendix B.
5.4.1 Radiographies
Transmission values obtained at Nanowood
In order to compare measured and simulated transmission values at Nanowood,
two types of tests were performed. For both tests, the directional tube was used
in combination with the Varian detector. The first test measured a transmission
through a set of filters with different thicknesses. This test was performed at a tube
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voltage of 120 kV and a tube power of 3.6 W. The source detector distance was
663.1 mm, and an integration time of 2 s was used. For the second test, radiographs
of the Al sphere and POM cylinder were taken at different tube voltages (30 kV,
60 kV, 90 kV and 120 kV). This was done with a tube power of 12 W, an SOD of
19.94 mm and an SDD of 800 mm, and the detector was set at binning 2 with an
integration time of 0.5 s.
Table 5.1 shows the measured and simulated transmission values through sev-
eral filters with different thicknesses for the Nanowood scanner. These filters were
placed between the X-ray tube and detector. Projection images of 512 x 512 pixels
were obtained. A maximum deviation between the measured and simulated trans-
mission of 1.8% was obtained. It is clear that the deviation is not systematic, as
both negative and positive values were found. Furthermore, noise levels were also
predicted quite accurately.
Section B.1.1 shows figures that demonstrate the line profiles of radiographs
of the Al sphere and the POM cylinder for the real and simulated data. Table 5.2
shows the deviation between the line profiles in the figures. A significant difference
in transmission values for the Al sphere only occurred at tube voltages of 30 and
60 kV. All other line profiles correspond quite well in terms of transmission and
noise.
Table 5.1: Measured (M) and simulated (S) transmission values and corresponding
standard deviations (σM and σS) at a tube voltage of 120 kV at Nanowood. Deviations
(Dev) between real and simulated data are also listed.
Filter M(%) S(%) Dev(%) σM (%) σS(%)
50 µm W 42.3 41.6 -1.7 0.42 0.46
30 µm Mo 70.6 69.3 -1.8 0.55 0.63
150 µm Al 95.5 95.6 0.1 0.34 0.77
68 µm Cu 70.8 71.9 1.6 0.74 0.65
136 µm Cu 58.0 59.0 1.7 0.72 0.58
272 µm Cu 43.7 44.0 0.7 0.61 0.48
544 µm Cu 28.8 28.5 -1.0 0.48 0.38
Transmission values obtained at HECTOR
Two types of tests were performed at HECTOR to compare real and simulated
data. First, transmission values through filters were measured and simulated at
three different tube voltages (100 kV, 140 kV and 160 kV) at a tube power of 10
W. For this test, the detector was placed at a distance of 1166.7 mm from the source
and was used in binning 4 with an integration time of 1 s. During the second test,
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Table 5.2: The deviation between the line profiles for Nanowood of the Al sphere and POM
cylinder calculated according to Equation 5.20.
Profile Error (%)
Al sphere @ 30 kV 55.3
Al sphere @ 60 kV 9.60
Al sphere @ 90 kV 3.43
Al sphere @ 120 kV 2.05
POM cylinder @ 30 kV 4.39
POM cylinder @ 60 kV 2.23
POM cylinder @ 90 kV 1.78
POM cylinder @ 120 kV 1.28
radiographs of the Al sphere and POM cylinder were taken at tube voltages ranging
from 30 kV to 210 kV in steps of 30 kV at a tube power of 10 W. The samples
were placed at an SOD of 23.67 mm (Al sphere) and 37 mm (POM cylinder), and
the detector was at an SDD of 1166.7 mm. The detector was set in binning 4 with
an integration time of 1 s.
Table 5.3 shows the transmission through different slabs of material in the real
and simulated setup at 100 kV. The noise in the measured images is given over a
large area σM and a small area σMsa of the radiography. A large difference was
found between these two because a large heeling effect was present in the direc-
tional tube mounted on HECTOR. Thus, the larger area seemingly contains more
noise, even though the observed signal is actually a variation of intensity along the
detector (Fig. 5.15). A more correct estimate of the pixel-to-pixel variation in the
detector is therefore given by the noise measured in a small central area-50 × 50
pixels-on the detector. This large heeling effect can be a problem in radiographs,
but does not cause much trouble when performing a complete CT scan, as the ob-
ject is turned around 360◦ and a flatfield correction is performed. Tables 5.4 and
5.5 present the results of the measurements at 140 kV and 160 kV, respectively.
Table 5.3: Measured (M) and simulated (S) transmission values at 100 kV.
Filter M(%) S(%) Dev(%) σM (%) σMsa (%) σS(%)
50 µm W 39.01 38.18 -2.12 0.93 0.15 0.18
30 µm Mo 68.89 64.45 -6.44 0.64 0.11 0.22
150 µm Al 94.33 94.49 0.17 0.32 0.11 0.25
100 µm Pb 33.09 30.57 -7.53 0.77 0.23 0.16
68 µm Cu 66.85 66.54 -0.47 1.06 0.28 0.22
136 µm Cu 53.83 52.88 -1.77 1.08 0.23 0.21
272 µm Cu 39.19 37.89 -3.33 0.85 0.16 0.18
544 µm Cu 24.42 23.23 -4.88 0.57 0.13 0.15
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Table 5.4: Measured (M) and simulated (S) transmission values 140 kV
Filter M(%) S(%) Dev(%) σM (%) σMsa (%) σS(%)
50 µm W 49.65 46.83 -5.67 0.90 0.14 0.19
30 µm Mo 77.65 72.62 -6.48 0.80 0.13 0.23
150 µm Al 96.98 96.34 -0.66 0.20 0.14 0.25
100 µm Pb 43.25 39.44 -8.82 0.89 0.28 0.18
68 µm Cu 78.45 75.46 -3.81 1.05 0.27 0.23
136 µm Cu 64.82 63.58 -1.91 1.27 0.25 0.22
272 µm Cu 52.21 49.13 -5.89 0.91 0.20 0.20
544 µm Cu 35.62 33.31 -6.49 0.85 0.17 0.17
Table 5.5: Measured (M) and simulated (S) transmission values 160 kV
Filter M(%) S(%) Dev(%) σM (%) σMsa (%) σS(%)
50 µm W 49.72 49.67 -0.10 0.81 0.13 0.19
30 µm Mo 78.13 75.04 -3.95 0.63 0.14 0.23
150 µm Al 97.28 96.82 -0.47 0.21 0.17 0.25
100 µm Pb 44.36 42.18 -4.92 0.72 0.28 0.18
68 µm Cu 77.94 78.02 0.10 0.74 0.25 0.23
136 µm Cu 67.59 66.72 -1.28 0.87 0.23 0.22
272 µm Cu 53.58 52.54 -1.95 0.84 0.20 0.20
544 µm Cu 37.62 36.48 -3.04 0.74 0.16 0.17
Table 5.6: The deviation between the line profiles for HECTOR of the Al sphere and POM
cylinder calculated according to Equation 5.20.
Profile Error (%)
Al sphere @ 30 kV 23.84
Al sphere @ 60 kV 5.47
Al sphere @ 90 kV 1.89
Al sphere @ 120 kV 1.69
Al sphere @ 150 kV 1.45
Al sphere @ 180 kV 1.40
Al sphere @ 210 kV 1.60
POM cylinder @ 30 kV 5.07
POM cylinder @ 60 kV 1.40
POM cylinder @ 90 kV 0.87
POM cylinder @ 120 kV 0.72
POM cylinder @ 150 kV 0.64
POM cylinder @ 180 kV 0.60
POM cylinder @ 210 kV 0.63
Section B.1.2 shows figures with the line profiles of a radiograph of the Al
sphere and the POM cylinder for the real and simulated data at HECTOR. The
deviations between the real and simulated line profiles are shown in table 5.6. The
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simulations and real profiles are in general in good agreement with each other.
The effect of the heeling can be clearly seen for both the sphere and cylinder only
at low tube voltages, where there is a slight deviation between the simulated and
real line profiles on the right side of the detector. The photon beam is harder on
this side, and thus a larger transmission through the same material thickness is
measured, compared to the softer beam on the left side of the detector. As the tube
voltage increases, the difference in hardness between the beams becomes smaller,
as higher energy photons can more easily escape the directional target of the tube.
Nevertheless, traces of the heel effect can still be seen for the Al sphere at the
higher tube voltages of 120 kV and 180 kV.
Heel effect at HECTOR
Figure 5.15 shows the normalised radiographic images of four slabs of materi-
als: 50 µm W, 150 µm Al, 68 µm Cu and 136 µm Cu. The heel effect can be seen
in the radiographs. The spectra emitted towards the right side of the detector are
harder and will cause a higher transmission through the filters. A line profile of
these radiographs is shown in Figure 5.16. The simulated profiles, which include
a heeling correction as described in section 4.2, are shown next to the measured
profiles.
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(a) 50 µm W (b) 150 µm Al
(c) 68 µm Cu (d) 136 µm Cu
Figure 5.15: Normalised radiographs of four different filters taken at HECTOR at a tube
voltage of 100 kV. The transmission measured at the right side of the detector is clearly
higher than the one measured at the left side.













































































































Transmission values obtained at Medusa
Figure 5.17(a) shows a radiographic image of the Al sphere taken at Medusa at
90 kV with a tube power of 9 W. A 5 µm tungsten target was used. The SOD was
206.6 mm, and the SDD was 866.7 mm. The detector was set to binning 2 and an
integration time of 1 s. A halo is clearly visible around the sphere. This halo was
induced by the secondary spot present in the Medusa tube [17]. Figure 5.17(b)
shows a simulated radiographic image without any spot correction. The term spot
correction is used here for introducing a secondary spot effect in the simulated
images. In Figure 5.17(c), the Gaussian spot correction described in section 4.2 is
applied. Note that the model fitted to the simulated data in section 4.2 is obtained
with a target thickness of 3 µm. Nevertheless, this can be used as a spot correction
because the actual target thickness of the transmission tube is unknown and will
vary between 1 µm and 5 µm. This is because after prolonged use the target will
wear down and holes will appear in the surface of the target material.
The simulation is obtained by splitting the initial spectra generated in the tube
into two parts. The first part originates in the primary spot, while the second
spectrum originates in the secondary spot. A simulation is then performed by using
each of the two spectra. Then, the radiographs obtained using the spectrum of the
secondary spot are corrected as described by Equation 5.19. Then the corrected
radiographs are added to those obtained using the primary spot and normalised.
The simulated halo shows a similar behaviour to the real one. The images shown
have the same dimensions and colour scale.
Figure 5.18 shows the transmission along a line profile for the different fits
described in section 4.2. Although the corrections show an improvement over
the simulated images without correction, the fit is still not optimal. Better fits
are obtained if only a fraction of the corrected secondary spot image is added to
the original primary spot. Table 5.7 lists the deviation between the simulated and
real transmission profiles for the three fits to the secondary spot. Additionally,
a smaller fraction of the simulated secondary spot is taken into account for the
Gaussian correction.
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(a) (b)
(c)
Figure 5.17: The halo caused by the secondary spot is clearly visible in the real
transmission image (a). The simulated transmission without (b) and with (c) spot
correction is also shown. The black vertical artefact in (b) and (c) is from the holder of the
real sample.
Table 5.7: Deviation between the simulated and real transmission data for the performed
corrections calculated according to Equation 5.20.










Figure 5.18: Transmission profiles of the measured and simulated secondary spot
correction for different profiles (a) and with only a fraction of the gaussian correction
applied (b).
ARION: A REALISTIC PROJECTION SIMULATOR 5-31
5.4.2 CT scans
This section discusses the results of the reconstructed CT scans. For Nanowood,
the sample described in [1] is also examined.
CT scans obtained at Nanowood
Section B.2.1 shows figures of line profiles of a reconstructed slice of a real
and simulated CT scan of the Al sphere and POM cylinder at tube voltages of
30, 60, 90 and 120 kV. The scanner parameters were the same as described for
the transmission profiles. A rotation of 360◦ was performed during the CT scan,
and 901 projection images were obtained. The measured and simulated linear
attenuation coefficient at the centre of each reconstructed slice is shown in Table
5.8. There is a large difference in the noise calculated by the simulations and
measured in the real scans. This is probably because the MTF of the detector was
not taken into account during the simulation process. The MTF causes smoothing
in the projection images and reduces the noise in the final reconstructed volume.
Of course, this smoothing also introduces a loss in resolution in these CT volumes.
The influence of the MTF on the simulation is discussed below for the results
obtained with HECTOR.
Table 5.8: Measured (M) and simulated (S) linear attenuation coefficients for different
samples at different energies at Nanowood.
Filter µM (1/cm) µS(1/cm) σµM σµS
Al sphere @ 30 kV 3.59 6.03 0.42 0.33
Al sphere @ 60 kV 1.996 2.190 0.024 0.045
Al sphere @ 90 kV 1.334 1.423 0.021 0.044
Al sphere @ 120 kV 1.083 1.132 0.015 0.040
POM cylinder @ 30 kV 1.04 0.97 0.16 0.14
POM cylinder @ 60 kV 0.556 0.507 0.022 0.055
POM cylinder @ 90 kV 0.425 0.386 0.024 0.062
POM cylinder @ 120 kV 0.367 0.337 0.023 0.061
Table 5.9 presents the deviation between the line profiles of the reconstructed
slices of the Al sphere and POM cylinder. The deviations are rather high, espe-
cially for the cylinder. This deviation is, however, caused by the large noise level
in the scans. For the simulated data, the percentage of noise compared to the re-
constructed attenuation coefficient is of the same magnitude as the error between
both profiles.
Furthermore, a cylindrical phantom filled with water and containing five tubes
(Fig. 5.19) with different aqueous solutions was used to test the performance of
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Table 5.9: The deviation between the line profiles of the reconstructed slices for Nanowood
of the Al sphere and POM cylinder calculated based on Equation 5.20.
Profile Error (%)
Al Sphere @ 30 kV 45.36
Al Sphere @ 60 kV 9.07
Al Sphere @ 90 kV 5.16
Al Sphere @ 120 kV 4.00
POM cylinder @ 30 kV 15.80
POM cylinder @ 60 kV 10.91
POM cylinder @ 90 kV 15.32
POM cylinder @ 120 kV 15.14
the projection simulator. The solutions were barium chlorate, potassium bromide,
calcium chloride, lead nitrate and phosphotungstic acid (PTA). For this scan, the
directional tube mounted on Nanowood and the Varian detector were used. The
mass fractions and densities of the used solutions are listed in Table 5.10. The
phantom was scanned at a tube voltage of 100 kV with a tube power of 16 W. The
beam was filtered with an aluminium filter of 0.45 mm thickness. The SOD and
SDD were 287.6 and 689.9 mm, respectively. The detector was set to binning 2
with an integration time of 0.8 s.
Figure 5.19: Model of the phantom containing five different aqueous solutions. [1]
Both simulated and real data were compared. Figure 5.20 shows a reconstructed
slice from the real and simulated data. Artefacts induced by the polychromatic
nature of the X-ray beam are clearly visible in both reconstructions. Streaking
artefacts, which are the result of beam hardening, are equally strongly present and
show a similar pattern in the slices. The linear attenuation coefficients and their
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Table 5.10: Mass fractions of the solutes and water and the density for each solution used
in the phantom (Fig. 5.19).
Material Mass fraction solute Mass fraction H2O density (g/cm3)
Ba(ClO3)2 0.103 0.897 1.115
KBr 0.115 0.885 1.13
CaCl2 0.412 0.588 1.32
Pb(NO3)2 0.078 0.922 1.085
PTA 0.074 0.926 1.08
standard errors for each solution and material present in the sample are compared
for the real and simulated data in Table 5.11. A maximum deviation of 3.9%
for the CaCl2 solution was found. The fact that the deviation was the largest for
this solution probably stems from the difficulty in determining the density of the
solution, as the mass fraction of the solute in the CaCl2 solution is much bigger
than in the other solutions. In this case, contrary to the other solutions used here,
this resulted in an increase in the volume of the mixture.
Figure 5.20: A reconstructed slice of the simulated (a) and real phantom (b). [1]
CT scans obtained at HECTOR
Section B.2.2 shows figures with the linear attenuation coefficient along a line
profile in the reconstructed slices of the Al sphere and POM cylinder at differ-
ent tube voltages. The parameters for these scans were the same as those for the
radiographs of the Al sphere and POM cylinder taken at HECTOR as discussed
previously. A total of 801 projections were taken for the full CT scan. Table
5.12 lists the deviation between the line profiles obtained from the real scans and
simulated scans. The deviations lie in the range of the noise levels present in the
images. Overall, the simulated and real profiles correspond very well in terms of
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Table 5.11: Measured (M) and simulated (S) reconstructed attenuation values and
corresponding standard deviations(σM and σS) at 100 keV for the different materials in
the phantom. Deviations(Dev) between real and simulated data are listed as well.
Material µM (cm−1) µS(cm−1) Dev(%) σµM (cm
−1) σµS (cm
−1)
Ba(ClO3)2 0.853 0.859 0.7 0.015 0.015
KBr 0.745 0.754 1.2 0.023 0.022
CaCl2 0.748 0.720 3.9 0.021 0.023
Pb(NO3)2 0.769 0.776 0.9 0.022 0.022
PTA 0.776 0.777 0.1 0.021 0.020
H2O 0.268 0.262 -2.2 0.026 0.022
attenuation coefficients. The attenuation and noise measured in the reconstructed
slices at tube voltages of 60, 120 and 180 kV can be found in Table 5.13. The sim-
ulated and real attenuation coefficients correspond very well, but the noise in the
real scans σµM is significantly lower than the noise σµS predicted by the simula-
tions. This deviation was probably caused by the fact that the MTF of the detector
was neglected during the simulations. For the reconstructions listed in the table,
the noise for simulations adjusted with the MTF correction described in section
4.3.3 is included. These values correspond much better to the real noise levels in
the images. This shows that adding an MTF correction can drastically improve the
noise levels predicted by the simulations.
Table 5.12: The deviation between the line profiles of the reconstructed slices for HECTOR
of the Al sphere and POM cylinder calculated based on Equation 5.20.
Profile Error(%)
Al sphere @ 30kV 11.31
Al sphere @ 60kV 4.92
Al sphere @ 90kV 4.32
Al sphere @ 120kV 4.92
Al sphere @ 150kV 5.17
Al sphere @ 180kV 5.55
Al sphere @ 210kV 5.80
POM cylinder @ 30kV 7.34
POM cylinder @ 60kV 6.90
POM cylinder @ 90kV 7.43
POM cylinder @ 120kV 10.83
POM cylinder @ 150kV 11.06
POM cylinder @ 180kV 11.46
POM cylinder @ 210kV 12.19
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Table 5.13: Measured (M) and simulated (S) linear attenuation coefficients for different
samples at different energies at Hector.
Filter µM (1/cm) µS(1/cm) σµM σµS σµSMTF
Al sphere @ 60kV 2.182 2.201 0.069 0.096 0.034
Al sphere @ 120kV 1.180 1.138 0.040 0.059 0.029
Al sphere @ 180kV 0.946 0.914 0.033 0.053 0.029
POM cylinder @ 60kV 0.542 0.529 0.024 0.035 0.012
POM cylinder @ 120kV 0.358 0.3438 0.019 0.029 0.014
POM cylinder @ 180kV 0.311 0.301 0.017 0.028 0.015
CT scans obtained at Medusa
Figure 5.21 shows the line profiles of a real and simulated reconstructed slice
of the Al sphere. Different simulations are also shown next to the real profile.
Figure 5.21(a) shows the line profile of the simulation without any corrections and
the line profiles of the simulations with constant, Gaussian and polynomial spot
corrections described by Equation 5.19. Figure 5.21(b) also shows line profiles of
reconstructed data in which only a fraction of the Gaussian spot correction was
applied. The deviation between these different simulations and the real data is
given in Table 5.14. While adding a complete contribution of the secondary spot
to the image does not result in a big improvement, adding only a fraction of the
corrected spot (done here for the Gaussian correction) does reduce the deviation
between the simulated and the real profile. This can be due either to an incorrect
prediction of the secondary spot by the Monte Carlo simulations or to a shielding
of a fraction of the X-ray beam produced in the secondary spot that cannot escape
the tube in the real scan.
Table 5.14: Deviation between the simulated and real reconstructed data for the
performed corrections based on Equation 5.20.








In general, the real and simulated data are in agreement within 5% and often
better over a wide range of spectra and detectors. However, at low X-ray tube




Figure 5.21: Measured and simulated data with a secondary spot implementation for
different profiles (a) and with only a fraction of the gaussian correction applied (b).
higher. The absolute difference is in the low energy range not necessarily bigger
than in the other energy ranges, but because the transmission is much lower it
will cause a large relative error. There are thus some systematic deviations in the
simulations which become of relevance at low transmissions. These deviations
can be caused by incorrect modelling at low X-ray energies in the Monte Carlo
simulations performed in chapter 4. Furthermore, detector ghosting (section 3.5.5)
and X-ray scattering should be modelled and included in the simulation to study
their behaviour during the X-ray imaging process and their effect on the simulated
radiographs to draw further conclusions in this regard.
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5.5 Applications of Arion
This section demonstrates the value of Arion to optimise scanning parameters.
When a CT scanner is used to scan similar samples repeatedly, it can be practically
feasible to optimise scanning conditions by running test scans and determining
which parameters best fit the needs of the user. However, at a research facility such
as UGCT, a wide variety of samples are scanned, and it is not feasible to run many
tests for each sample that needs to be scanned. Using simulations to determine the
optimal settings reduces not only the time and cost of a CT scan, but the simulator
is also able to include a much broader parameter space in the simulations than
what is practically feasible with real scans. This section discusses the optimisation
of SNR and CNR. Afterwards, some scan results obtained in the context of the
TomFood project are shown.
5.5.1 Optimising SNR
The easiest way to determine an optimal scanning setup is by using the SNR
(Equation 5.17). This value is a good indication of how well features in a sam-
ple can be distinguished. Tables 5.15 and 5.16 show the linear attenuation, the
standard deviation on this linear attenuation and the SNR of a 6-mm-diameter alu-
minium sphere for a real and simulated setup, respectively. As mentioned before,
the noise in the simulated images is (with the exception of 30 kV) slightly higher
than the noise in the real ones. This results in a lower SNR in the simulated im-
ages. Nevertheless, the general trend of the SNR in function of the tube voltage
is the same in both cases, which makes the simulator a useful tool to optimise the
SNR of a given scan.
The prediction of the linear attenuation coefficient µ and its error σµ can be
calculated by the Setup Optimiser by using Equations 5.14 and 5.16. Table 5.17
shows the ratios of these values for a slab of aluminium with a thickness of 6 mm.
Note that this is not the same as Equation 5.17, as the error obtained by the Setup
Optimiser is the error on µ itself and is not the pixel-to-pixel variation. The way µ
is calculated in the Setup Optimiser and in a reconstruction algorithm is different
and this will lead to different errors σµ. Nevertheless, the ratio obtained by the
Setup Optimiser behaves similarly to the SNR in the reconstructed slice and can
thus be used for optimisation. This can clearly be seen in Figure 5.23 in which all
SNR ratios are plotted as a function of the tube voltages on a log scale. The parallel
behaviour of the curves indicates that the SNR ratio’s show a similar behaviour for
the different methods. The Setup Optimiser can thus be used as a fast method to
determine the scanning conditions that give the best SNR for a given sample.
5-38 CHAPTER 5
Table 5.15: Attenuation coefficient measured in the real data of the Al sphere.
Voltage (kV) µreal (cm−1) σµreal (cm
−1) SNRreal
30 5.897 0.710 8.311
60 2.194 0.067 32.533
90 1.462 0.045 32.561
120 1.185 0.039 30.676
150 1.033 0.035 29.718
180 0.949 0.034 28.011
210 0.894 0.032 27.636
Table 5.16: Attenuation coefficient measured in the simulated data of the Al sphere.
Voltage (kV) µSim (cm−1) σµSim (cm
−1) SNRSim
30 6.133 0.469 13.088
60 2.217 0.098 22.664
90 1.436 0.069 20.680
120 1.143 0.060 19.101
150 1.003 0.056 17.962
180 0.919 0.053 17.183
210 0.862 0.052 16.562
The same results were found for the real and simulated SNRs in the POM cylin-
der (Tables 5.18 and 5.19). Again, the same trend in SNR behaviour is predicted by
the Setup Optimiser (Table 5.20). In addition to an estimate for the optimal SNR
parameters, an estimate for the amount of beam hardening present in the sample
can be given by the Setup Optimiser (Fig. 5.22).
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Table 5.17: Attenuation coefficient as predicted by the Setup Optimiser in the Al sphere.
Voltage (kV) µSO (cm−1) σµSO (cm
−1) SNRSO
30 7.215 0.060 121.170
60 2.709 0.012 232.557
90 1.7413 0.0082 212.5520
120 1.3695 0.0070 194.6160
150 1.1893 0.0065 181.9890
180 1.0831 0.0063 172.1420
210 1.0111 0.0062 164.2860
Table 5.18: Attenuation coefficient measured in the real data of the POM cylinder.
Voltage (kV) µreal (cm−1) σµreal (cm
−1) SNRreal
30 1.036 0.050 20.773
60 0.542 0.024 22.497
90 0.413 0.020 20.282
120 0.358 0.019 19.014
150 0.327 0.018 18.179
180 0.311 0.018 17.768
210 0.300 0.017 17.543
Table 5.19: Attenuation coefficient measured in the simulated data of the POM cylinder.
Voltage (kV) µSim (cm−1) σµSim (cm
−1) SNRSim
30 1.042 0.064 16.225
60 0.531 0.036 14.682
90 0.399 0.031 12.766
120 0.344 0.029 11.791
150 0.317 0.029 11.108
180 0.301 0.028 10.600
210 0.290 0.028 10.345
Table 5.20: Attenuation coefficient as predicted by the Setup Optimiser in the POM
cylinder.
Voltage (kV) µSO (cm−1) σµSO (cm
−1) SNRSO
30 1.1250 0.0066 170.9430
60 0.5610 0.0038 147.4320
90 0.4120 0.0033 123.7570
120 0.3506 0.0031 111.7250
150 0.3199 0.0031 104.7660
180 0.3017 0.0030 99.7872




Figure 5.22: SNR and BH obtained by using the Setup Optimiser.
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(a)
(b)
Figure 5.23: SNR for the Al sphere (a) and POM cylinder (b) obtained with different
methods plotted on a log scale.
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5.5.2 Optimising CNR
The method discussed above often has shortcomings when multiple materials of
interest are present in the sample the user wants to scan. Optimising the SNR is
useful in the case when a sample scanned only contains one material, for example,
an aluminium foam. In most cases however, the user wants to distinguish two or
more materials in a sample. Instead of using the SNR, which indicates how well
a material can be distinguished in air, the CNR (Equation 5.18) can be used. This
indicates how well two materials can be distinguished from each other.
How this is done is shown with an example in which an optimal scanning con-
dition for a butter sample containing water is sought. Figure 5.24 shows a virtual
phantom used for the simulations. This sample consists mainly of butter and is
contained in a plastic cylinder. The butter contains air and water bubbles. The
goal of the simulations is to find the optimal scanning parameters to distinguish
the water from the butter. Figure 5.25 shows reconstructed slices of the simulation
compared to a real scan of a butter sample. Table 5.21 shows the reconstructed
attenuation coefficients and the noise for the butter and water in the reconstructed
slices. The determined CNRs in the simulated scans correspond well with those
observed in the real data. The deviation between the CNR obtained in the real and
simulated data at 120 kV is probably due to the noise calculation in the simulated
data, where the MTF of the detector was not taken into account.
Figure 5.24: A virtual butter phantom containing water and air bubbles in a plastic
container.
Figure 5.26 shows the CNR predicted by the Setup Optimiser. Again, just as
for the optimisation of the SNR, it is much higher than those predicted by Arion
or in the real scans due to how the error is calculated. Nevertheless, the behaviour
is the same as in the real data, which means that this easy method can be used to
determine the optimal scanning conditions. The maximum beam hardening in the
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Figure 5.25: Reconstructed slices of the simulated phantom (top) and real sample (bottom)
at 30 kV (left) and 120 kV (right).
Table 5.21: Reconstructed attenuation coefficients and CNR for butter and water in the
simulated and real data.
Image µB (cm−1) σµB (cm
−1) µW (cm−1) σµW (cm
−1) CNR
30k kV 0.69 0.13 1.06 0.14 1.86
120 kV 0.238 0.060 0.300 0.060 0.74
30 kV - SIM 0.63 0.22 1.17 0.23 1.70
120 kV - SIM 0.22 0.13 0.31 0.14 0.45
sample is also given (Fig. 5.27). Note that the maximal beam hardening is lower
than predicted, as the sample has a cylindrical form and not a conical one.
5.5.3 Optimizing dual-energy CT
The use of Arion for optimising dual-energy CT (DECT) is extensively dis-
cussed in [18] and is therefore not examined here. Just as for optimising SNR and
CNR, it has been proven that Arion is a successful tool for optimising the scanning
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Figure 5.26: CNR determined by the Setup Optimiser for a range of tube voltages.
Figure 5.27: Maximum beam hardening in the reconstructed butter sample predicted by
the Setup Optimiser.
parameters for DECT applications. More information about DECT can be found
in chapter 6.
5.5.4 Results obtained in the context of the TomFood project
A selection of samples scanned in the context of the IWT/SBO TomFood project
are shown below. These samples show what can be achieved when a sample is
scanned under the right, optimised scanning conditions. Furthermore, the sim-
ulator was used in the context of the TomFood project to simulate and study a
conveyer belt setup geometry for the detection of browning in apples [13], but this
will not be discussed in this work.
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Figures 5.28(a) and 5.28(b) show reconstructed slices of a chocolate mousse
sample. The former was taken a day after the preparation of the mousse and was
kept in the fridge during that day. The latter scan was taken after the sample was
kept in the freezer for a month at a temperature of -20◦. Figure 5.28(c) shows the
rendering of a chocolate mousse sample.
(a) (b)
(c)
Figure 5.28: Reconstructed slices of chocolate mousse (a, b) and a rendering of chocolate
mousse (c).
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Another study performed in the context of TomFood concerned the development
of eyes (holes) during the ripening process of cheese. During a period of a month,
scans of cheese wheels at time intervals of a week were performed. Figures 5.29(a)
and 5.29(b) show a reconstructed slice of a cheese wheel on the first and last day
of the experiment. Figure 5.29(c) shows a rendering of a cheese wheel.
(a) (b)
(c)
Figure 5.29: Reconstructed slices of a cheese wheel (a, b) at different times during the
ripening process and a rendering of the wheel (c).
ARION: A REALISTIC PROJECTION SIMULATOR 5-47
One of the main goals of the TomFood project was to develop an inline CT sys-
tem [13] to determine if apples have internal disorders such as browning or holes.
In order to characterise these disorders, high-quality scans of apples containing
disorders were performed. Figure 5.30 shows a reconstruction of a healthy apple
next to apples with different disorders. In Figure 5.31, a rendering of the internal




Figure 5.30: A healty apple (a) is compared with apples with different internal disorders.
Apples can either contain holes (b, c) or dens brown spots (d).
A rendering of the butter samples discussed in section 5.5.2 is shown in Fig-
ure 5.32(c). The water inside the sample is shown in blue and the butter itself
in yellow. In addition to the optimisation of the butter and water fraction inside
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Figure 5.31: Rendering of an apple.
the sample, another problem arose during the reconstruction: phase artefacts were
clearly visible (section 3.2.7). Figures 5.32(a) and 5.32(b) show the same recon-
structed slice in the scanned butter sample before and after phase correction of the
data.
A similar sample to the butter was also studied-a cake sample-with the inten-
tion of visualising the distribution of its internal fat structures and air bubbles.
Again, phase artefacts were present in the reconstructed volume of the cake (Fig.
5.33(a)). By performing a phase correction (Fig. 5.33(b)), a correct analysis and
segmentation could be conducted. Figure 5.33(c) shows a rendering in which the
fat structures inside the cake sample are clearly visible.
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(a) (b)
(c)
Figure 5.32: A slice in the reconstructed volume of the butter sample before (a) and after
(b) phase correction. The water (blue) and butter (yellow) are clearly visible in the 3D




Figure 5.33: A slice in the reconstructed volume of the cake sample before (a) and after (b)
phase correction. The fat (red) and cake (brown) are clearly visible in the 3D rendering (c)
of the sample.
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5.6 Other uses for Arion and future improvements
In this chapter, the polychromatic projection simulator, Arion, was extensively
discussed and tested. The general conclusion is that in general the scans performed
at real scanners can be simulated with an accuracy that only deviates around a few
percent from the real scans. Only at low tube voltages higher deviations were
found, this is probably because of the low transmission values, scattering effects
will play a role in the measured transmission. Arion includes the physical prop-
erties of the real scanner, such as the polychromaticity of the beam and the poly-
chromatic behaviour of the detector and sample. Further, it was shown how Arion
can be used to optimise scanning conditions. However, the use of the simulator is
not only limited to this purpose; some other uses are described below. Chapter 6
shows that the simulator can also be used to determine more physical parameters
in a reconstructed volume.
Although the accuracy of the simulator is sufficient for the applications dis-
cussed in this chapter, some further improvements are discussed below. Some
benchmarks of the program are also shown. The program really benefits from
the GPU implementation, which allows for massive parallel computations that can
never be achieved when implementing the program on the CPU.
5.6.1 Testing reconstruction algorithms
The most important aspect of the polychromatic projection simulator Arion is
that it simulates the physical aspects of an X-ray CT scan very well. It can thus be
used to study in detail the physical properties of a scan, such as beam hardening,
which is clearly visible in the examples shown in this chapter. In addition, for
the development of reconstruction algorithms, either analytical or iterative, Arion
can be used to verify the quality of reconstructions, as a ground truth is perfectly
known.
Another application mentioned earlier is the use of the projection simulator to
explore new X-ray CT trajectories, such as the conveyer belt [13]. For industrial
purposes, circular and helical CT are often not feasible for inline applications in
an industrial environment. These inline solutions do not have to be limited to a
conveyer belt setup, but can describe random trajectories. Arion’s random trajec-
tory module can be used to determine which trajectories are feasible to build and
offer sufficient angular range and number of projections to reconstruct a qualitative
3D volume. This saves the cost of verifying different setups by building mock-up
systems, while the physical properties of the scan are modelled very accurately.
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5.6.2 Benchmarks
Table 5.22 shows some benchmarks for the simulator performed with a TITANX
GPU. Choosing a variable bin size as shown in Figure 5.3 drastically reduces the
computation time. Two benchmarks are listed for the Al sphere. The first column
shows the computation time when the sample covers every pixel of the detector,
which was obtained by selecting an SOD at which the sample covered the complete
detector. The second column shows the simulations actually performed in this
chapter. The total computation time is almost halved in the second case. This is
because when a ray from the source to detector pixel does not traverse the virtual
sample, the pixel value is calculated analytically as if there is only air between the
source and detector. This also reduces the scan time compared to a ray-tracing
being applied for each pixel. Further, two other simulations are listed. The third
column shows the simulation time for a 1000 × 1000 × 1000 virtual phantom
that covers the whole detector. The last column shows a phantom that is typically
used for the applications described in section 5.5. For these applications, it is
sufficient to simulate only a couple of slices of the phantom to get an accurate
view of how a real scan would look. The use of such a thin phantom provides
enough information and reduces the computation time drastically for optimisation
processes that require multiple setups to be simulated.
Table 5.22: Benchmarks for Arion, performed on a TITAN-X GPU, with a binned spectrum
with 100 bins.
Parameter Al sphere Al sphere phantom 1 phantom 2
Phantom dimension x 400 400 1000 1000
Phantom dimension y 400 400 1000 1000
Phantom dimension z 390 390 1000 40
Detector dimensions (y,z) (600,600) (500,500) (600,600) (600,600)
Number of projections 601 501 601 601
Time for 1 projections (ms) ∼1000 ∼700 ∼2500 ∼90
Total simulation time (s) 663 314 1687 63
5.6.3 Future improvements
Although it was shown in this chapter that the Setup Optimiser and Arion are
useful tools for accurately predicting and simulating X-ray CT behaviour and data,
further improvements are always possible. It was shown that the corrections per-
formed for effects like the MTF or secondary spot improve the simulated data
when compared to the real scan. Especially the prediction of noise in the simu-
lated images was much better when the MTF was taken into account. However,
a more detailed model for both these effects should be developed over the whole
energy range of the components. For most applications, these corrections are not
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necessary, but if very accurate and detailed simulations or predictions are needed,
these corrections would be the most likely to increase the accuracy of the simula-
tions.
Wave effects are neglected in Arion but can play a very important role in X-ray
CT. In order to simulate these effects, the simulator can be improved by taking the
wave behaviour of X-rays into account. Additionally, scattering and ‘ghosting’ are
neglected. All these effects can be useful additions to the program to make it have
an even broader range of applications. The implementation of the scattering contri-
bution to the measured intensity on the detector should improve the results of the
simulated radiographs, especially, for low transmission values, where scattering
effects can play an important role.
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Material characterisation by using
dual-energy CT
This chapter addresses the use of dual-energy CT (DECT) and its possibilities
for performing a material characterisation in each voxel of a reconstructed volume
by combining reconstructed data obtained at different energies or, as in the case of
laboratory-based X-ray CT, this comes down to using different tube spectra which
can be obtained by adjusting the tube voltage or by filtering the tube spectrum.
First, the chapter starts with a historical overview of DECT and the most impor-
tant theories described in literature. Next, the theories implemented and developed
at UGCT are explained. A new method is presented which is a new approach to
an existing technique used to characterise the material in a voxel by means of its
composition and its density. This method is applied on simulated and real samples,
and it is shown that it can also be used for densitometry in CT. Finally, an outlook
on the further development of this new method is given.
6.1 History of Dual energy CT
The reconstructed 3D volume that is obtained by performing an X-ray CT scan
contains a linear attenuation coefficient in each voxel. This reconstructed linear at-
tenuation coefficient µ is the product of the local mass attenuation coefficient µ/ρ
and the local density ρ of the material. Each chemical element has its own unique
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energy-dependent behaviour for its mass attenuation coefficient with respect to
photon energy. This results in the fact that a distinction between two elements can
be made by using a tuneable monochromatic X-ray energy.
In laboratory X-ray CT, two materials of different composition can have a very
similar grey value in a reconstructed volume, making them practically indistin-
guishable. This is because the reconstructed linear attenuation coefficient is the
product of the local mass attenuation coefficient, which is both energy and mate-
rial dependent, and the local density of the material.
If only two materials are present in the sample, or if the user only wants to sep-
arate two materials, optimised parameters for a single scan can be found which
will yield the best contrast-to-noise (CNR) ratio between the two materials (Sec-
tion 5.5.2). If more materials are present in the sample, it is always possible that
there will be two materials showing similar behaviour while scanning with certain
scan parameters. In such cases, dual-energy CT (DECT) can offer a solution. The
combination of CT scans at different X-ray energies can provide the information
necessary to make a distinction between materials with otherwise very similar re-
constructed attenuation coefficients. A special case of DECT is K-edge imaging,
where scanning energies are chosen just below and above the K-edge of a selected
element. Doing so allows for easy visualisation of the given element [1]. This
technique is especially useful at synchrotron facilities where quasi-monochromatic
X-ray beams are available.
The first articles about DECT date back to 1976. In this year Alvarez and Ma-
covski [2] and Rutherford [3] published their theories about this technique. While
Alvarez and Macovski’s theory is a pre-reconstruction method, Rutherford’s the-
ory is applied post-reconstruction. An even more remarkable fact about the publi-
cation of these theories is that the first CT scanner was developed only five years
earlier in 1971. Experimental validation, however, was not easy in those days
because of the many shortcomings inherent to the first CT scanners. Since the
development of the first CT system, there had already been interest in a method
to extract more information from the CT scans by combining multiple scans at
different energies/spectra. Ten years later, in the 1980s, new life was breathed
into DECT techniques; more recently, dual-energy systems started to be used for
medical purposes [4].
The use and applications of dual-energy CT are evolving rapidly, but the imple-
mentations of the techniques are essentially extensions of the theories proposed
in 1976. Both principles of these theories are discussed below. A more thorough
discussion on DECT techniques can be found in [5].
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6.2 DECT theories in literature
In this section, three methods for DECT are explained. To begin with, the first
method published by Alvarez and Macovski [2] is described, followed by that
published by Rutherford et al. [3] several months later. A third method for three-
material decomposition proposed by Vinegar and Wellington [6] is discussed as
well, as this method is used at UGCT [5].
6.2.1 Alvarez and Macovski
Alvarez and Macovski published their technique [2] in February 1976, which
was probably the first DECT theory. This method is a pre-reconstruction method,
as it performs a correction on the radiographic images taken during the CT scan.
As mentioned before, the reconstructed volume consists of linear attenuation co-
efficients and is calculated from 2D projections which contain the measurement
of the intensity of a polychromatic beam, integrated over its whole spectrum. The
attenuation coefficient determined in the reconstructed 3D volume is thus a linear
attenuation coefficient at some kind of single average energy. Therefore, all in-
formation contained in the energy-dependent attenuation coefficient is lost. It is
possible, however, to express the attenuation coefficient as a linear combination of
energy-dependent basis functions:
µ(x, y, E) = a1(x, y)
1
E3
+ a2(x, y)fKN (E), (6.1)














ln(1+2α)− 1 + 3α
(1 + 2α)2
(6.2)
with α = E/510.975 keV. The first part of Equation 6.1 is an approximation
for the photoelectric effect, while the second part (Klein-Nishina) represents the
energy dependence of Compton scattering (section 3.2). The basis set consists
of two equations that describe the two main interaction processes in the typical
energy range for X-ray CT. The coefficients of these equations can be expressed
as follows:
a1 ≈ K1 ρ
A
Zn, n ≈ 4




with K1 and K2 constants. While the photoelectric effect is strongly dependent
on the atomic number, the Compton scattering depends on electron density, which
is proportional to the mass density of a material. The coefficient a2 thus provides
information about the local density of the material. During a CT scan, a measure-
ment of the line integral of the attenuation coefficient through the scanned object
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is performed. The line integral through the sample can be expressed as:∫












The purpose of this DECT technique is to reconstruct the coefficients a1(x, y) and
a2(x, y). This requires two independent sources of information to determine A1
andA2, such as radiographies obtained with two different spectra. These equations
can be written as:



















in which I1 and I2 represent the energy measured in a detector pixel, T is the total
measurement time and S1(E) and S2(E) are different X-ray spectra. This set of







is nonzero. Once the set of line integrals A1 and A2 are known for all projections,
the functions a1 and a2 can be computed with a standard reconstruction algorithm.
This theory can be modified to be applied to radiographic projections as shown
in Lehmann et al. [7]. Due to the superposition of different materials along the ray-
path, this is not straightforward to do. The method shown in [7] allows a material
to be removed from the image and the vacancy to be ‘filled in’ with a different
material. The article also shows an experimental verification of the theory.
6.2.2 Rutherford’s DECT theory
In the same year, in May 1976, a second DECT technique was presented by
Rutherford et al. [3]. This second method allows for extraction of information on
the electron density and the effective atomic number of the materials present in
the sample. This is also achieved by combining two CT images obtained at two
different X-ray beam spectra. The main difference with respect to the previous
MATERIAL CHARACTERISATION BY USING DUAL-ENERGY CT 6-5
technique is that this one is a post-reconstruction method. The image operations
are thus performed on the reconstructed data and not on the radiographic projec-
tions. The disadvantage of this technique is that there can be a loss of accuracy
due to artefacts such as streaking artefacts caused by beam hardening [8].
Rutherford showed that the linear attenuation coefficient for a particular material
in function of photon energy can be expressed as:
µ(E) = AE−BZCN + σ(E)ZN +DE−FZGN, (6.8)
in which A, B, C, D, F and G are constants and N is the particle density and NZ
thus represents the electron density. σ(E) represents the Klein-Nishina cross sec-
tion. The equation consists of three parts. The first part describes the photoelectric
effect, the second part represents Compton scattering and the third part takes a
correction for Rayleigh scattering and binding energy effects into account. Values
for these constants were determined in [9]. With these coefficients, this equation
becomes:
µ(E) = 21.7E−3.30Z4.62N + σ(E)ZN + 1.17E−1.86Z2.92N. (6.9)
By dividing the reconstructed attenuation coefficients obtained from two CT scans














Once the effective atomic number Zeff , which fulfills Equation 6.10 is deter-
mined, Equation 6.8 can be used to calculate the particle densityN of the material.
6.2.3 Three-material image-based decomposition
Another post-reconstruction method was developed by Vinegar and Wellington
[6]. This method was also successfully applied by Granton et al. [10] and at UGCT.
Each voxel in a reconstructed CT image contains a linear attenuation coefficient
which can be expressed as a linear combination of the attenuation coefficients of
each basis material in that voxel. The total attenuation in such a voxel can be
expressed as
µ = µ1f1 + µ2f2, (6.11)
with f1 and f2 representing the volume fraction of materials 1 and 2, respectively.
When CT scans are performed at two energies, a system of two equations is ob-
tained
µE1 = µ1,E1f1 + µ2,E1f2
µE2 = µ1,E2f1 + µ2,E2f2
(6.12)
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with E1 and E2 representing the energies of the X-ray spectra used for the CT
scans. µ1 and µ2 can be obtained from the images by measuring them in voxels
consisting solely of materials 1 and 2, respectively.
In the case of a mix of two materials, a decomposition based on the set of equa-
tions shown in 6.12 can be carried out. An extension of this technique can be
performed for a three-material decomposition. This can be done by adding a vol-
ume conservation constraint, and can be expressed as
f1 + f2 + f3 = 1, (6.13)
which means that the total volume of all fractions present in the volume is the
volume of the voxel itself. For the three materials, Equations 6.12 can be rewritten
as
µE1 = µ1,E1f1 + µ2,E1f2 + µ3,E1f3
µE2 = µ1,E2f1 + µ2,E2f2 + µ3,E2f3.
(6.14)
These three equations can be combined with a constraint that prevents the volume
fractions from having negative values, as demonstrated in [10]. A scan at a third
energy E3 can be added to the set of equations
µE3 = µ1,E3f1 + µ2,E3f2 + µ3,E3f3. (6.15)
Together with this last fourth equation, the system is overdetermined but can still
be solved by applying a minimisation of the mean squared difference between the
calculated µc and measured µm attenuation coefficient at the three energies for all





(µc,Ei − µm,Ei)2. (6.16)
However, this method suffers from the same disadvantages as Rutherford’s method.
It is sensitive to beam hardening effects such as cupping and streaks because these
effects cause a certain material to have different reconstructed attenuation coeffi-
cients in the same image, depending on the position in the sample.
6.2.4 Other DECT methods
Other methods such as raw data-based decomposition [8] and K-edge imaging
[1] are extensively discussed by Pauwels [5] and will not be examined or used in
the context of this work. Furthermore, an overview of dual-energy system setups
[11] and practical applications are discussed there as well.
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6.3 Dual energy at UGCT
Two methods are currently used at UGCT. The first technique is an implemen-
tation of three-material image-based decomposition (section 6.2.3). The second is
an adaptation of Rutherford’s method and is described extensively below. This sec-
ond method uses simulated data of the tube and detector to characterise materials
inside the scanned sample without the need for a calibration.
6.3.1 Decomposition method
The theoretical background of this method is described in section 6.2.3. By
performing two CT scans, the following system of equations can be obtained and
needs to be solved:
f1 + f2 + f3 = 1
µE1 = µ1,E1f1 + µ2,E1f2 + µ3,E1f3
µE2 = µ1,E2f1 + µ2,E2f2 + µ3,E2f3.
(6.17)
Additionally, the non-negative constraint is also taken into account. Therefore, it
is not straightforward to solve the set of equations. Originally, Granton et al. [10]
used a matrix factorisation. At UGCT, a method proposed by Kacmarz [12] and
further explained in [13] is used. By using this technique, even overdetermined
systems can be solved.
This technique is implemented in a software tool developed at UGCT. The exact
implementation and an explanation of the software tool can be found in [5].
6.3.2 Material characterisation with DECT
For a polychromatic beam that travels through a slab of a certain material with










with µi/ρ representing the mass attenuation coefficient in energy bin i of the ma-
terial and ρ signifying the density of the material. Furthermore, the reconstructed










Replacing I with Equation 6.18 and I0 by
∑













By approximating the exponential function and the logarithmic function by its
series expansion of the first order and taking into account that I0,i can be written
in function of the emitted spectrum S
′′
i and detector efficiencyDinc,i, it is possible










In this equation, i represents an energy bin. The mass attenuation coefficient of
the material z in energy bin i is given by µ/ρ(Ei)z . S
′′
i and Dinc,i represent
the photons emitted by the source (with filtration) and mean energy detected per
incident photon by the detector in energy bin i, respectively. All information about
the tube parameters (voltage and power/current) and filtration are thus processed
in S
′′
(E) (appendix C) and the information about the detector inDinc(E) (section
4.3). When a material, represented here by µ/ρ(E)z and its density are known,
the reconstructed attenuation can thus be calculated.
The mass attenuation coefficient µ/ρ(E)z is only dependent on the energy E
and the composition of the material, represented here by z. Contrary to conven-
tional DECT techniques, here z is not a numerical value that represents the effec-
tive atomic number of the composition, but is instead an index that corresponds
to the energy dependent attenuation coefficient µ/ρ(E)z of the material. These
attenuation coefficient data is obtained from the XCOM database of NIST [14].
When a sample is scanned at a certain scanner, a reconstructed attenuation co-
efficient can be determined in each voxel of the reconstructed volume. Now, it is
possible to search for a material that corresponds to this reconstructed attenuation
coefficient. This material is characterised by two elements: its composition and its
density. This means that in Equation 6.21, two unknowns ρ and z are present if
the emitted spectrum and the detector sensitivity are known. This also means that
a set of (at least) two linear independent equations is needed to obtain a unique






















With this system of equations, a solution for ρ and µ/ρ(E)z can be found. Mathe-
matically, this can be done when both equations are linear independent; physically,
this comes down to using two spectra which differ significantly. Typically, a low-
energy spectrum with a thin filter to reduce beam hardening can be combined with
a heavily filtered high-energy spectrum. Dividing both reconstructed linear atten-
uation coefficients results in an equation that is only dependent on the composition








































for all materials present, the composition of the material can be found. Practically,
equation 6.25 is calculated for a series of materials labelled by the index z =
1, 2, 3, .... The material for which the equation has a minimal value is taken as a
solution and is characterised as the material inside the corresponding voxel.
Furthermore, from Equations 6.22 and 6.23, ρ can be determined. In addition to
Equation 6.25, ρ and z can be determined simultaneously by adding the following




















in which ρz is used instead of ρ. Here ρz is linked to the composition z. A density
which is likely to occur for a certain composition is used in this second method.
For example, the density for H2O is 1.00 g/cm3 when using this method because
water is very unlikely to occur with a density which differs considerably from this
one. Note that in this method only the composition is fitted for the material in the
voxel. Afterwards, Equations 6.22 and 6.23 are still used to fit a density to the
material. This fitted density can deviate from the density used during the fit of the
composition.
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By using this technique, it is possible to change the parameter space of the
reconstructed values. This means that instead of the reconstructed attenuation co-
efficients µ1 and µ2 obtained from DECT, a transformation can be made to the
composition z and density ρ in each voxel. These latter parameters are, in contrast
to the former, physical properties of the material inside that voxel; µ1 and µ2 are
also dependent on the scanner system used, while z and ρ do not depend on the
scanner. Applications of this technique on simulated and real data are shown in
the next section.
Note that to use this technique, the spectrum S
′′
(E) and the mean deposited
energy per incident photon in the detector Dinc(E) need to be known. These
parameters can be simulated as described in Chapter 4.
Densitometry
When the composition of the material is known in a reconstructed volume, but
the density can cover a range of values, Equation 6.21 can be solved for each
voxel in the reconstructed volume. This way, a density map of the reconstructed
sample can be obtained. One application of this technique on a wood sample with
unknown density is shown in the next section.
6.4 Applications of DECT technique
In this section, the practical use of the DECT technique discussed in section
6.3.2 is tested on the basis of simulations performed with Arion and on a real
sample scanned at HECTOR. Densitometry is performed with a wood sample.
Where not specifically mentioned in this section, Equations 6.25, 6.26 and 6.27
are used to fit a material.
6.4.1 A virtual phantom
To test the DECT technique, a virtual phantom described in Figure 6.1 is used.
This phantom contains nine materials in addition to air, and contains mainly liquid
water. Two scans of this phantom were simulated for the HECTOR scanner at a
tube voltage of 50 and 160 kV. For both scans, a filtration of 1 mm aluminium was
used. For both spectra, a scan with and without noise was performed. This was
done to test how well the technique can work in the ideal and real case. In the case
of simulated data, the spectra and detector efficiency used in Equation 6.21 are
exactly known. In reality, there will always be a slight difference between these
simulated spectra and efficiencies and those of a real scan system.
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Figure 6.1: A slice of the virtual phantom used for testing the proposed DECT technique.
Figure 6.2 shows a reconstructed slice of the noiseless and normal simulation,
with noise, performed for both spectra. It can be seen that the aluminium and sil-
icon dioxide cause weak streaking artefacts in the reconstructions performed for
the simulated data using the low-energy spectrum. Two methods are used to re-
construct the composition and density. In the first method, the material in a pixel is
determined by only using Equation 6.25 and a corresponding density is then calcu-
lated. In the second method, Equations 6.26 and 6.27 are added to the optimisation
process in addition to Equation 6.25. The possible density and composition of the
material is thus taken into account when a material is fitted.
Figure 6.3 shows the reconstructed composition for the noiseless and realistic
data for both methods. For the noiseless data, the first method already yields a
very good result. For the realistic data, the inclusion of estimated densities for
different compositions can significantly improve the correctness of the material
characterisation. The material characterisation can thus benefit from this prior
knowledge. Furthermore, the Al is still falsely labelled as SiO2. Table 6.1 lists the
percentages of incorrectly labelled voxels for the different scans and methods.
Table 6.1: Percent of pixels labelled incorrectly by the different methods to perform the
material characterisation.
Scan and method Wrongly labeled pixels (%)
Noiseless (Z) 2.73
Noiseless (Zρ) 0.48
With noise (Z) 30.57
With noise (Zρ) 3.93
Figure 6.4 shows the density map corresponding with Figures 6.3(b) and 6.3(d).
In Table 6.2, the densities corresponding to the compositions fitted for the realistic




Figure 6.2: Reconstructed slices of the simulated phantom. Noiseless (top) and
simulations that include noise (bottom) were performed at 50 kV (left) and 160 kV (right),
both with a filtration of 1 mm Al.
materials, a density is still fitted once the composition inside a voxel is determined.
The previous results shown are not able to fit the Al correctly. This is because
the Al inclusion present in the phantom is surrounded by water. The used method
assumes that a spectrum S
′′
(E) reached each voxel inside the sample and thus
treats each voxel as if it is not surrounded by the sample. A more correct estimation
for the attenuation coefficient for Al can be obtained by adding an extra filtration
to the spectrum. Figure 6.5 shows the results of the material characterisation when
an extra filter of 9 mm of H2O is added to the spectrum used in the fitting process.
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(a) (b)
(c) (d)
Figure 6.3: Reconstructed slices of the simulated phantom. The noiseless data (top) and
data containing noise (bottom) are compared. Once only Equation 6.25 was used (left)
and once Equation 6.26 and 6.27 were taken into account as well (b).
By doing this, the aluminium inclusion is labelled correctly and it does not affect
the labelling of the other materials. The percentage of incorrectly labelled voxels
when using this filtration is 1.41%. The densities determined from the density map
corresponding with this method are listed in Table 6.3. On average the deviations
of the measured density with this method is smaller than when the spectrum is not
filtered, 4.04% against 4.64%, but when the individual deviations are compared,
6 out of 9 are ‘better’ without the filtered spectrum. However, the difference in
the determination of the density is minimal between both methods. The main
advantage of applying the filtered spectrum is that the correct composition inside
a voxel can be determined more easily.
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(a) (b)
Figure 6.4: Density maps corresponding with the noiseless (a) and realistic data (b).
Table 6.2: Densities measured in the density map of the realistic data. On average a
deviation of 4.64% is found.
Material Real measured ρ (g/cm3) measured σρ (g/cm3) dev(%)
H2O 1.000 0.96 0.15 4.00
Ice(H2O) 0.917 0.90 0.11 1.85
Graphite 2.267 2.223 0.074 1.94
Li 0.534 0.48 0.21 10.11
Be 1.848 1.920 0.079 3.75
B 2.370 2.373 0.072 0.13
Polyethylene 0.930 0.936 0.060 0.65
Al 2.699 2.675 0.026 0.89
SiO2 2.648 2.158 0.024 18.50
Table 6.3: Densities measured in the density map of the realistic data when an extra filter
is applied to the calculation of the spectrum S
′′
(E). On average a deviation of 4.04% is
found.
Material Real measured ρ (g/cm3) measured σρ (g/cm3) dev(%)
H2O 1.000 1.015 0.086 1.50
Ice(H2O) 0.917 0.955 0.062 4.14
Graphite 2.267 2.333 0.059 2.91
Li 0.534 0.49 0.20 8.24
Be 1.848 1.93 0.13 4.44
B 2.370 2.38 0.12 0.42
Polyethylene 0.930 0.956 0.079 2.80
Al 2.699 2.512 0.025 6.93
SiO2 2.648 2.517 0.027 4.95
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(a) (b)
Figure 6.5: Composition map (a) and density map (b) obtained for the realistic data when





Figure 6.6 shows the reconstructed slices of a mouse leg of two scans taken at
HECTOR. These scans were both performed at a tube voltage of 50 kV and with a
filtration of 1 mm Al and 3 mm Al. Note that these are two different spectra due to
the different filtration used. The composition map can be found in Figure 6.6(c).






Figure 6.6: Reconstructed slices of a mouse leg taken at HECTOR using 50 kV with a
filtration of 1 mm (a) and 3 mm (b) aluminium. The material characterisation method
results in a composition map (c) and density map (d). Adipose tissue is represented in grey,
muscle in red, cortical bone in yellow , polyethylene in green and air in light blue.
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Figure 6.7 presents the reconstructed slices of a butter sample taken at HEC-
TOR. The scans were performed at a tube voltage of 40 kV and 160 kV with a
filtration of 1 mm aluminium. The composition map can be seen in Figure 6.7(c).






Figure 6.7: Reconstructed slices of a butter sample with taken at HECTOR at a tube
voltage of 40 kV (a) and a tube voltage of 160 kV with a filtration of 1 mm aluminium (b).
Applying the material characterisation method results in a composition map (c) and
density map (d). Air is represented in light blue, water in dark blue and butter in yellow.
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6.4.3 Densitometry
In Figure 6.8 two reconstructed slices of two different wood samples can be
observed. The first sample, containing six different wood samples and a piece
of POM, was scanned in a POM cylinder with holes drilled in it. The second
sample, containing different wood and POM pieces, was scanned in a cylindrical
floral foam. In both samples, pieces of POM are inserted in one or more holes
next to different pieces of wood. The POM has the same composition as wood
and is normally used as a calibration material to determine the density of the wood
samples [15–17]. The samples were scanned at HECTOR with a tube voltage of
140 kV and a filtration of 0.5 mm Al was used for both.
Both scanned samples were reconstructed with and without a standard beam
hardening correction of the reconstruction package Octopus. Figure 6.8(a) and
6.8(b) show a reconstructed slice of both samples for which a beam hardening
correction was applied. By using Equation 6.22 with the prior knowledge that the
composition of all materials present in the sample is POM, a fit for the density can
be made with the use of a single scan. Figures 6.8(c) and 6.8(d) show the density
maps for a beam hardening corrected reconstructed slice of both scans taken at
HECTOR.
The density of the POM present in the samples could be determined for the four
reconstructions and is given in Table 6.4. Although it is not a straightforward pro-
cess to apply a ‘correct’ beam hardening in a reconstructed volume, these results
show clearly that such a correction can drastically improve the results obtained
with this method. No density for the wood inside these samples was determined
as a density estimation of the wood is based on the POM scanned in this sample.
The correctness of the wood densities will thus be of the same order as the ones
determined for POM.
Table 6.4: Densities obtained from the reconstructed data for POM (ρ = 1.40 g/cm3)
without and with beam hardening correction (BHC).
Slice Density (g/cm3) Error on density (g/cm3)
Scan 1 1.31 0.04
Scan 2 1.30 0.02
Scan 1 with BHC 1.42 0.05
Scan 2 with BHC 1.39 0.02
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(a) (b)
(c) (d)
Figure 6.8: Reconstructed slices of the wood sample in a POM container (a) and a floral
foam container (b) are shown. The corresponding reconstructed density maps of these
samples are shown in (c) and (d).
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6.5 Outlook
A new DECT method based on Rutherford’s theory was proposed in this chapter.
The method uses a simulated tube spectrum S
′′
(E) and a simulated mean energy
deposited in the detector per incident photon D(E). The method was successfully
applied on virtual and real samples and could be used for densitometry by CT as
well. Although the initial results shown here are promising, the method can be
further improved.
The DECT method assumes that a voxel is passed through with the initial spec-
trum S
′′
(E) as if that voxel is not surrounded by the rest of the sample. As shown
in this chapter, the method works better when the mean ray-path through the sam-
ple is taken into account. This is done by filtering the spectrum S
′′
(E) with a
filter with the composition and density of the bulk of the material and a thickness
roughly equal the mean ray-path through the bulk of the material. This problem
can be coped with by including this method, together with the forward projec-
tion simulator, Arion, in an iterative reconstruction algorithm. Furthermore, this
should also address the issue of other beam hardening artefacts such as cupping
or streaking artefacts, as well as the reconstructed volume containing materials
characterised by composition and densities instead of reconstructed attenuation
coefficients, which are not physical parameters of a material. A disadvantage of
the method presented in this chapter is that partial volume effects are not taken into
account, and thus only one material can be labelled to a pixel. This can especially
be a problem for samples with a microstructure which cannot be resolved at the
resolution of the CT scan.
The work presented in this chapter, in combination with the previous chapters,
is thus a first step in the direction of direct material characterisation during the re-
construction step of laboratory-/industrial-based CT data obtained with an energy-
integrating detector without the need for calibration materials. An iterative recon-
struction algorithm that attempts to achieve this material characterisation benefits
from a correct model for the possible tube spectra and detector efficiencies (chapter
4), a realistic forward projection simulator (chapter 5) and a dual-energy method
to determine the composition and density in a voxel of the reconstructed volume.
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Conclusion and outlook
In X-ray µCT, numerous parameters and physical properties of the scanner in-
fluence the reconstructed attenuation coefficient obtained in each voxel of the 3D
volume. Optimising these scanner parameters is therefore a problem that is any-
thing but simple. In order to cope with this challenge, a method was developed
to predict and simulate the physical properties of such scanners as accurately as
possible.
After discussing all physical processes that occur during a CT, such as photon
and electron interactions with matter and the wave properties of X-rays, Monte
Carlo simulations of the main components of a CT scanner were described to
model their behaviour. For the sources available at UGCT, spectra could be sim-
ulated and a model for the secondary spot in the transmission tube mounted at
Medusa could also be proposed. Furthermore, the detectors could be modelled as
well, and their efficiency and energy deposition in the scintillator were success-
fully simulated. In addition to these Monte Carlo simulations, the Line Spread
Profile (LSF) for the Perkin Elmer detector was measured and a model was fitted
to the measured data that could be included in the CT simulations later on.
In chapter 5, the developed projection simulator, Arion, was thoroughly dis-
cussed. A geometry is included in Arion that allows the user to describe any
possible trajectory for the source, sample and detector imaginable during a CT
scan, which makes it particularly useful for exploring the possibilities of industrial
CT setups in which only a limited angular range and number of projections are
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available. These simulations have much to offer in terms of practically feasible
solutions for specific problems. Furthermore, the simulation tool is implemented
on a GPU, which drastically reduces the computation time of the simulations.
Apart from the simulator itself, various other useful tools are available which
make it easier to handle the data (Material Creator and Image Handler) and to
provide additional information about the physical properties of a CT scan (Setup
Optimiser). Furthermore, Arion was comprehensively tested for three scanners
available at UGCT: Nanowood, Medusa and HECTOR. Simulated and real data
are in good agreement with each other in terms of reconstructed attenuation and
noise measured in reconstructed slices at the different scanners. Deviations of a
few percentage points were found between the simulated and real data, which is
overall a very satisfactory result.
Additionally, a method to model a secondary spot and the MTF was described.
These models were applied to the simulated data to include a secondary spot or
MTF in the simulated projections. Although the initial results are promising, a
great deal of work still needs to be performed in order to achieve more accurate
models of these effects.
Next, it was shown how Arion can be used to optimise scanning conditions for
different applications. By using a simulator to optimise scanning parameters, it
is not only possible to take a much larger parameter space into account, but the
real scanner operation time, and thus cost, can be reduced drastically. This feature
of Arion was used extensively for the samples that needed to be scanned in the
context of the TomFood project at UGCT.
In the last chapter, a new DECT method was proposed to perform material char-
acterisation in the voxels of a reconstructed volume. In each voxel of the volume, a
composition and density can be calculated based on simulated spectra and detector
efficiencies. Furthermore, this method was successfully applied to simulated and
real data obtained at HECTOR.
Outlook
Although Arion is able to predict real CT scans in a highly accurate manner,
further improvements are still possible. It was shown here that including a sec-
ondary spot, if present, and the MTF of the detector in the simulation can further
improve the results; nevertheless, further research is needed to model and include
them in the simulator in a more feasible way than achieved here. In addition, wave
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effects are neglected in Arion, but as seen in various samples scanned in the con-
text of TomFood, this effect can play a very important role in X-ray CT. In order
to improve the physical correctness, a method to include these can be added. Also,
scattering is neglected during the simulations. Including scattered photons in the
simulations can improve its physical correctness.
The initial results obtained with the proposed DECT method are promising,
though much work can still be done to improve this method. Obtaining better
simulations of the tube spectra and detector efficiencies can be a first step in this
process. Unfortunately, many manufacturers are not eager to share the specific
details of their developed tubes or detectors, which can make accurate simulations
difficult since the correct parameters and geometry of these components are not
always available.
The proposed DECT method also suffers from the polychromatic behaviour of
X-ray CT, e.g. beam hardening can influence the results. Including the method
together with the developed projection simulator, Arion, in an iterative reconstruc-
tion algorithm can help to tackle this problem and solve or at least reduce all beam
hardening artefacts present in polychromatic X-ray CT. Furthermore, this iterative
algorithm should be able to reconstruct the composition and density of a material
inside a voxel of a reconstructed 3D volume. The work presented in this thesis is
thus a first step in this direction, which will hopefully be further explored.
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A
Tait-Bryan angles and coordinate
transformations
Tait-Bryan angles are used to describe the transformation of an object around
three axes. The difference between these angles and Euler angles is the use of the
rotation axes. The Tait-Bryan angles describe a rotation about three distinct axes
(x, y, z), while Euler angles use the same axis for the first and third rotation. This
appendix describes the rotation around three axes and the complete coordinate
transformation used in Arion. The reason why Tait-Bryan angles are chosen over
Euler angles here is that it is more intuitive for a user to describe a rotation around
the initial axes of an object rather than to make a rotation around an axis that turns
along with each rotation. A mathematical model to describe such a rotation is
described below.
A.1 Rotation around one axis
A rotation around an angle α around the x-axis can be written as:
X(α) =




A rotation around an angle β around the y-axis can be written as:
Y (β) =
 cos(β) 0 sin(β)0 1 0
− sin(β) 0 cos(β)
 (A.2)
A rotation around an angle γ around the z-axis can be written as:
Z(γ) =
cos(γ) − sin(γ) 0sin(γ) cos(γ) 0
0 0 1
 (A.3)
A.2 3D rotation matrix
The 3D rotation matrix depends on which order the three rotations are per-
formed. For every application in this work, the same rotation order is used. The
rotation around the y-axis is performed first, followed by the rotation around the x-
axis, and the rotation around the z-axis is performed last. The final rotation matrix
is then obtained by multiplying the three separate matrices:
R(α, β, γ) = Z(γ)X(α)Y (β) =




The cosines and sines are shortened as c and s, respectively, with the angle as
an index. This rotation matrix can be created for each component, resulting in
Rsource, Rsample and Rdetector.
A.3 Coordinate transformations
In Arion, the user can define a position and orientation for all three main com-
ponents of a CT scanner. This makes this geometry an overdetermined system.
For the ease of calculations, a coordinate transformation is performed such that
the sample is always placed in the origin of the main coordinate system with base
{ ~ex, ~ey, ~ez}, and it does not rotate during a complete CT scan, regardless of which
geometry is used.
For each projection, a position of the source (~rsource), sample (~rsample) and
detector (~rdetector) can be given as input. In addition to these vectors, the initial
orientations of the source and detector are determined by
~nsource = (0, 1, 0)
~ndetector = (0,−1, 0)
(A.5)
TAIT-BRYAN ANGLES AND COORDINATE TRANSFORMATIONS A-3
which are the normal vectors of both components. ~nsource points in the direction
of the central axis of the conical beam emitted from the source, and ~ndetector is
defined perpendicular to the surface of the detector. These initial directions of
source and detector are rotated with the corresponding rotation matrices, deter-
mined from the rotation angles for each component, which can also be given as
input in the GUI of Arion.
The transformed positions of the source (~r′source), sample (~r′sample) and detec-
tor (~r′source) detector are then given by:
~r′sample = ~0 = [~rsample − ~rsample] ,
~r′source = R−1sample [~rsource − ~rsample] ,
~r′detector = R−1sample [~rdetector − ~rsample] ,
(A.6)





The centre of the sample is then located at ~0, and the grid of the voxelised vir-
tual volume aligns with the coordinate system { ~ex, ~ey, ~ez}. Figure A.1 shows a
schematic representation of the transformed positions and orientations.




Comparison of simulated and real data
This appendix shows the line profiles of transmission and reconstructed images
of the scans and simulations performed in chapter 5.
B.1 Transmission data
B.1.1 Nanowood
Figure B.1: Line profile of the transmission through the POM cylinder at 30 kV at
Nanowood.
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Figure B.2: Line profile of the transmission through the POM cylinder at 60 kV at
Nanowood.
Figure B.3: Line profile of the transmission through the POM cylinder at 90 kV at
Nanowood.
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Figure B.4: Line profile of the transmission through the POM cylinder at 120 kV at
Nanowood.
Figure B.5: Line profile of the transmission through the Al sphere at 30 kV at Nanowood.
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Figure B.6: Line profile of the transmission through the Al sphere at 60 kV at Nanowood.
Figure B.7: Line profile of the transmission through the Al sphere at 90 kV at Nanowood.
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Figure B.8: Line profile of the transmission through the Al sphere at 120 kV at Nanowood.
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B.1.2 HECTOR
Figure B.9: Line profile of the transmission through the POM cylinder at 30 kV at
HECTOR.
Figure B.10: Line profile of the transmission through the POM cylinder at 60 kV at
HECTOR.
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Figure B.11: Line profile of the transmission through the POM cylinder at 90 kV at
HECTOR.
Figure B.12: Line profile of the transmission through the POM cylinder at 120 kV at
HECTOR.
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Figure B.13: Line profile of the transmission through the POM cylinder at 150 kV at
HECTOR.
Figure B.14: Line profile of the transmission through the POM cylinder at 180 kV at
HECTOR.
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Figure B.15: Line profile of the transmission through the POM cylinder at 210 kV at
HECTOR.
Figure B.16: Line profile of the transmission through the Al sphere at 30 kV at HECTOR.
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Figure B.17: Line profile of the transmission through the Al sphere at 60 kV at HECTOR.
Figure B.18: Line profile of the transmission through the Al sphere at 90 kV at HECTOR.
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Figure B.19: Line profile of the transmission through the Al sphere at 120 kV at HECTOR.
Figure B.20: Line profile of the transmission through the Al sphere at 150 kV at HECTOR.
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Figure B.21: Line profile of the transmission through the Al sphere at 180 kV at HECTOR.
Figure B.22: Line profile of the transmission through the Al sphere at 210 kV at HECTOR.
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B.2 Reconstructed data
B.2.1 Nanowood
Figure B.23: Line profile in a reconstructed slice of the POM cylinder at 30 kV at
Nanowood.
Figure B.24: Line profile in a reconstructed slice of the POM cylinder at 60 kV at
Nanowood.
B-14 CHAPTER B
Figure B.25: Line profile in a reconstructed slice of the POM cylinder at 90 kV at
Nanowood.
Figure B.26: Line profile in a reconstructed slice of the POM cylinder at 120 kV at
Nanowood.
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Figure B.27: Line profile in a reconstructed slice of the Al sphere at 30 kV at Nanowood.
Figure B.28: Line profile in a reconstructed slice of the Al sphere at 60 kV at Nanowood.
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Figure B.29: Line profile in a reconstructed slice of the Al sphere at 90 kV at Nanowood.
Figure B.30: Line profile in a reconstructed slice of the Al sphere at 120 kV at Nanowood.
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B.2.2 HECTOR
Figure B.31: Line profile in a reconstructed slice of the POM cylinder at 30 kV at
HECTOR.
Figure B.32: Line profile in a reconstructed slice of the POM cylinder at 60 kV at
HECTOR.
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Figure B.33: Line profile in a reconstructed slice of the POM cylinder at 90 kV at
HECTOR.
Figure B.34: Line profile in a reconstructed slice of the POM cylinder at 120 kV at
HECTOR.
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Figure B.35: Line profile in a reconstructed slice of the POM cylinder at 150 kV at
HECTOR.
Figure B.36: Line profile in a reconstructed slice of the POM cylinder at 180 kV at
HECTOR.
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Figure B.37: Line profile in a reconstructed slice of the POM cylinder at 210 kV at
HECTOR.
Figure B.38: Line profile in a reconstructed slice of the Al sphere at 30 kV at HECTOR.
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Figure B.39: Line profile in a reconstructed slice of the Al sphere at 60 kV at HECTOR.
Figure B.40: Line profile in a reconstructed slice of the Al sphere at 90 kV at HECTOR.
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Figure B.41: Line profile in a reconstructed slice of the Al sphere at 120 kV at HECTOR.
Figure B.42: Line profile in a reconstructed slice of the Al sphere at 150 kV at HECTOR.
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Figure B.43: Line profile in a reconstructed slice of the Al sphere at 180 kV at HECTOR.





The Lambert-Beer law for a monochromatic beam that travels through a material




with µ/ρ representing the mass attenuation coefficient of the material and ρ sig-





















Replacing I with Equation C.2 and I0 by
∑























































































































is the weight factor wi in the ith bin. The factor I0,i can be







and the filtered spectrum S
′






exp (−µijdj) . (C.13)
The weight factor I0,i∑
i I0,i
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