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1. Background: Lebesgue summability of trigonometric series
Let {cm: m ∈ Z} be a sequence of complex numbers, in symbols: {cm} ⊂C, and consider the trigonometric series∑
m∈Z
cme
imx, x ∈ T := [−π,π), (1.1)
with the symmetric partial sums
sM(x) :=
∑
|m|M
cme
imx, M = 0,1,2, . . . . (1.2)
A formal integration of series (1.1) gives
c0x+
∑
|m|1
cm
eimx
im
=: L(x), (1.3)
provided that the series on the left-hand side converges. For example, if
∑
|m|1
∣∣∣∣ cmm
∣∣∣∣< ∞, (1.4)
then the series in (1.3) converges absolutely and uniformly in x.
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L(x;h)
2h
:= L(x+ h) − L(x− h)
2h
→ s as h → 0, (1.5)
then the series (1.1) is said to be summable at x to s by the Lebesgue method, or brieﬂy: Lebesgue summable. We note
that L(x;h)/2h is the symmetric difference quotient and its limit, if exists, is the symmetric derivative DL(x) = s of the
function L(x) at the point x. It is easy to see that
L(x;h)
2h
= c0 +
∑
|m|1
cme
imx sinmh
mh
, h > 0. (1.6)
The following two theorems were proved by Zygmund [3, p. 322].
Theorem A. If {cm} ⊂C is such that
lim
M→∞
1
M
∑
|m|M
|mcm| = 0, (1.7)
then the series deﬁning L(x) in (1.3) converges for all x, and we have, uniformly in x,
lim
h→0
{
L(x;h)
2h
− s[1/h](x)
}
= 0, h > 0,
where [·] means the integer part of a real number.
We note that condition (1.7) is certainly satisﬁed if
mcm → 0 as |m| → ∞;
and in this special case Theorem A was proved by Fatou [2].
Theorem B. If {cm} ⊂C is such that
|mcm| B for all m ∈ Z, (1.8)
where B is a constant, then the series (1.1) is Lebesgue summable at some point x to a ﬁnite limit s if and only if it converges at x to s.
In Section 4, we will present another proof of the suﬃciency part of Theorem B under a condition weaker than (1.8).
Namely, we will prove the following
Theorem 1. Suppose {cm} ⊂C is such that
1
M
∑
|m|M
|mcm| B for all M = 1,2, . . . , (1.9)
where B is a constant. If the series (1.1) converges at some point x to a ﬁnite sum s, then it is Lebesgue summable at x to s.
Clearly, condition (1.9) follows from either (1.7) or (1.8). On the other hand, condition (1.9) may be satisﬁed in cases
when neither (1.7) nor (1.8) is satisﬁed. For example, {cm} is such a sequence if its terms are deﬁned by
cm :=
{
1 ifm = 2n, n = 0,1,2, . . . ,
0 otherwise.
Condition (1.4) is also satisﬁed in this case.
However, our main goal in this paper is to extend the notion of Lebesgue summability from trigonometric series to
integrals, and prove the corresponding counterparts of Theorem A and Theorem 1.
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Let f :R→C be a Lebesgue measurable function, and consider the trigonometric integral∫
R
f (t)eitx dt, x ∈R, (2.1)
with the symmetric partial integrals
IT (x) :=
∫
|t|<T
f (t)eitx dt, T ∈ (0,∞). (2.2)
We say that the integral (2.1) converges at a point x ∈R to the limit  if
lim
T→∞ IT (x) = . (2.3)
A formal integration of the integrand in (2.1) with respect to x gives∫
R
f (t)
eitx
it
dt =: L(x), x ∈R, (2.4)
provided that the integral on the left-hand side exists as a Lebesgue integral. For example, this is the case if∫
R
∣∣∣∣ f (t)t
∣∣∣∣dt < ∞. (2.5)
Motivated by (1.5), we will say that the integral (2.1) is Lebesgue summable at a point x ∈R to the limit  if the function
L(x) exists in some neighborhood of x and if
L(x;h)
2h
:= L(x+ h) −L(x− h)
2h
→  as h → 0.
It is easy to see that this symmetric difference quotient has the following representation:
L(x;h)
2h
=
∫
R
f (t)eitx
sin th
th
dt, h > 0. (2.6)
In the next Theorems 2 and 3, we extend Theorem A and Theorem 1 from trigonometric series to integrals.
Theorem 2. If f :R→C is such that
f (t)
t
∈ L1(−T , T ) for all T > 0 (2.7)
and
lim
T→∞
1
T
∫
|t|<T
∣∣t f (t)∣∣dt = 0, (2.8)
then the integral deﬁning L(x) in (2.4) exists as a Lebesgue integral at every x ∈R, and we have uniformly in x,
lim
h→0
{
L(x;h)
2h
− I1/h(x)
}
= 0, h > 0. (2.9)
Theorem 3. Suppose f :R→C is such that condition (2.7) is satisﬁed and
1
T
∫
|t|<T
∣∣t f (t)∣∣dt  B for all T > T1, (2.10)
where B and T1 are constants. If the ﬁnite limit (2.3) exists at some point x ∈R, then the integral (2.1) is Lebesgue summable at x to .
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In the proofs of Theorems 1–3, the following Lemmas 1–3 are of vital importance, and they are of interest in themselves.
They reveal surprising interrelations between the behavior of the initial averages and the tail averages of sequences and
functions.
Lemma 1. For any sequence {cm} ⊂ C, condition (1.9) and the condition
M
∑
|m|M
∣∣∣∣ cmm
∣∣∣∣ B1 for all M = 1,2, . . . , (3.1)
are equivalent, where B1 is another constant.
Proof. It goes along the same lines as the proof of [1, Lemma 1] with minor modiﬁcations, which are self-evident. 
Lemma 2. Suppose f :R→C is such that condition (2.7) is satisﬁed.
(i) If condition (2.8) is satisﬁed, then f (t)/t ∈ L1(R) and
lim
T→∞ T
∫
|t|>T
∣∣∣∣ f (t)t
∣∣∣∣dt = 0. (3.2)
(ii) Conversely, if condition (3.2) is satisﬁed, then (2.8) is also satisﬁed.
Proof. Part (i): (2.8) ⇒ (3.2). By (2.8), for every ε > 0 there exists T1 = T1(ε) > 0 such that
1
T
∫
|t|<T
∣∣t f (t)∣∣dt < ε if T > T1. (3.3)
For any k = 0,1,2, . . . , we clearly have∫
2kT<|t|<2k+1T
∣∣t f (t)∣∣dt  2kT ∫
2kT<|t|<2k+1T
∣∣ f (t)∣∣dt
and ∫
2kT<|t|<2k+1T
∣∣∣∣ f (t)t
∣∣∣∣dt  12kT
∫
2kT<|t|<2k+1T
∣∣ f (t)∣∣dt.
It follows from these two inequalities and (3.3) that∫
2kT<|t|<2k+1T
∣∣∣∣ f (t)t
∣∣∣∣dt  1(2kT )2
∫
2kT<|t|<2k+1T
∣∣t f (t)∣∣dt < ε
2k−1T
if T > T1 and k = 0,1,2, . . . . (3.4)
Hence we conclude that
T
∫
|t|>T
∣∣∣∣ f (t)t
∣∣∣∣dt = T
∞∑
k=0
∫
2kT<|t|<2k+1T
∣∣∣∣ f (t)t
∣∣∣∣dt 
∞∑
k=0
ε2−k+1 = 4ε if T > T1.
Since ε > 0 is arbitrary, this proves (3.2).
Part (ii): (3.2) ⇒ (2.8). By (3.2), for every ε > 0 there exists T2 = T2(ε) > 0 such that
T
∫
|t|>T
∣∣∣∣ f (t)t
∣∣∣∣dt < ε if T > T2. (3.5)
Given any T > T2, there exists an integer k0  0 such that
2−k0−1T  T2 < 2−k0 T . (3.6)
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2−k−1T<|t|<2−kT
∣∣t f (t)∣∣dt  2−kT ∫
2−k−1T<|t|<2−kT
∣∣ f (t)∣∣dt
and ∫
2−k−1T<|t|<2−kT
∣∣∣∣ f (t)t
∣∣∣∣dt  12−kT
∫
2−k−1T<|t|<2−kT
∣∣ f (t)∣∣dt.
Let T > T2, then it follows from the last two inequalities and (3.5) that∫
2−k−1T<|t|<2−kT
∣∣t f (t)∣∣dt  (2−kT )2 ∫
2−k−1T<|t|<2−kT
∣∣∣∣ f (t)t
∣∣∣∣dt
 2−k+1Tε if T > T2 and k = 0,1, . . . ,k0 − 1. (3.7)
Taking into account (3.6) and (3.7), for T > T2 we conclude that
1
T
∫
|t|<T
∣∣t f (t)∣∣dt = 1
T
∫
|t|<2−k0 T
∣∣t f (t)∣∣dt + k0−1∑
k=0
∫
2−k−1T<|t|<2−kT
∣∣t f (t)∣∣dt
 1
T
∫
|t|<2T2
∣∣t f (t)∣∣dt + k0−1∑
k=0
2−k+1ε < 5ε,
provided that T (> T2) is large enough. Since ε > 0 is arbitrary, this proves (2.8). 
Lemma 3. Suppose f :R→C is such that condition (2.7) is satisﬁed.
(i) If condition (2.10) is satisﬁed, where B and T1 are constants, then with B1 = 4B we have
T
∫
|t|>T
∣∣∣∣ f (t)t
∣∣∣∣dt  B1 for all T > T1. (3.8)
(ii) Conversely, if condition (3.8) is satisﬁed, then (2.10) is also satisﬁed.
Proof. Part (i): (2.10) ⇒ (3.8). Analogously to (3.4), this time we have∫
2kT<|t|<2k+1T
∣∣∣∣ f (t)t
∣∣∣∣dt  1(
2kT
)2
∫
2kT<|t|<2k+1T
∣∣t f (t)∣∣dt < B
2k−1T
if T > T1 and k = 0,1,2, . . . .
Hence we conclude that
T
∫
|t|>T
∣∣∣∣ f (t)t
∣∣∣∣dt = T
∞∑
k=0
∫
2kT<|t|<2k+1T
∣∣∣∣ f (t)t
∣∣∣∣dt 
∞∑
k=0
B
2k−1
= 4B if T > T1.
This proves (3.8).
Part (ii): (3.8) ⇒ (2.10). Analogously to (3.7), this time we have∫
2−k−1T<|t|<2−kT
∣∣t f (t)∣∣dt  (2−kT )2 ∫
2−k−1T<|t|<2−kT
∣∣∣∣ f (t)t
∣∣∣∣dt
 2−k−1T B1 if T > T2 and k = 0,1, . . . ,k0 − 1,
where T2 is a constant and k0 is deﬁned in (3.6). Hence we conclude that
1
T
∫ ∣∣t f (t)∣∣dt  1
T
∫ ∣∣t f (t)∣∣dt + k0−1∑
k=0
2−k+1B1  B,
|t|<T |t|<2T1
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B := 4B1 + 1
T1
∫
|t|<2T1
∣∣t f (t)∣∣dt.
This proves (2.10). 
For the sake of brevity in writing in the sequel, we introduce the following notation:
χ(t) := sin t
t
if t = 0 and χ(0) := 1. (3.9)
Clearly, the function χ(t) is even and continuous on R.
The following Lemmas 4 and 5 are folklore.
Lemma 4. For all 0 < |t| 1, we have
0 < 1− χ(t) < t
2
3! .
Lemma 5. For all 0 < t  1, we have
0 < −χ ′(t) < t
2
and χ ′(0) = 0.
4. Proof of Theorem 1
By Lemma 1, conditions (1.9) and (3.1) are equivalent. Since condition (1.4) is clearly satisﬁed, the series deﬁning L(x) in
(1.3) converges absolutely and uniformly in x.
Now, let x ∈R be such a point, at which the series (1.1) converges to a ﬁnite sum s. Without loss of generality, we may
assume that s = 0 (cf. (1.2) and (1.6)). We will prove that (1.1) is Lebesgue summable at x also to 0. Then given any η > 0,
there exists an integer m0 =m0(η) 1 such that∣∣sm(x)∣∣< η ifm >m0. (4.1)
Let 0 < h  1, M := [1/h], and let μ 2 be an integer whose value will be determined later on. By (1.2) and (1.6), we
have
L(x;h)
2h
− sμM(x) =
∑
|m|μM
cme
imx
(
sinmh
mh
− 1
)
+
∑
|m|>μM
cme
imnx sinmh
mh
=: S1 + S2, (4.2)
say. By Lemma 1, it follows from condition (1.9) that there exists a constant B1 such that (3.1) is satisﬁed. Thus, we obtain
|S2| 1
h
∑
|m|>μM
∣∣∣∣ cmm
∣∣∣∣ (M + 1) ∑
|m|>μM
∣∣∣∣cmm
∣∣∣∣ M + 1μM + 1 B1  2B1μ . (4.3)
Using the notation introduced in (3.9), we may write that
S1 :=
∑
|m|μM
cme
imx
(
sinmh
mh
− 1
)
=
∑
|m|μM
cme
imx(χ(mh) − 1).
A summation by parts gives
S1 =
{ m0∑
m=0
+
μM−1∑
m=m0+1
}
sm(x)
(
χ(mh) − χ((m + 1)h))+ sμM(x)χ(μMh) =: S11 + S12 + S13, (4.4)
say. By (4.1), we have
|S13| :=
∣∣sμM(x)χ(μMh)∣∣< η. (4.5)
Taking into account that μMhμ and using (4.1) again, we ﬁnd that
|S12| : =
∣∣∣∣∣
μM−1∑
sm(x)
(
χ(mh) − χ((m + 1)h))
∣∣∣∣∣ η
μM−1∑ ∣∣χ(mh) − χ((m + 1)h)∣∣ η tot vart∈[0,μ]χ(t). (4.6)m=m0+1 m=0
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tot vart∈[0,b] χ(t) < C1 logb if e  b < ∞,
where C1 is a constant and the logarithm is to the natural base e.
Finally, the estimation of S11 is quite easy. Due to the assumed convergence of the series (1.1) at x, the sequence
{|sm(x) − s|: m = 0,1,2, . . .} is bounded by some constant B2, say. The elementary estimate
|S11| :=
∣∣∣∣∣
m0∑
m=0
sm(x)
(
χ(mh) − χ((m + 1)h))
∣∣∣∣∣ B2
m0∑
m=0
∣∣χ(mh) − χ((m + 1)h)∣∣ (4.7)
shows that S11 → 0 as h → 0, due to the fact that each difference between the absolute value bars tends to 0 as h → 0 on
the right-hand side of (4.7).
Now, we proceed as follows. Given any ε > 0, ﬁrst we choose the integer μ 2 so large that in (4.3) we have
|S2| < 2B1
μ
<
ε
5
. (4.8)
Second, we choose η > 0 so small that
η < min
{
ε
5
,
ε
5 tot vart∈[0,μ] χ(t)
}
.
By (4.5) and (4.6), then we have
|S13| < η < ε
5
(4.9)
and
|S12| < η tot vart∈[0,μ] χ(t) < ε
5
. (4.10)
Third, we choose h0 > 0 so small in (4.7) that
|S11| B2
m0∑
m=0
∣∣χ(mh) − χ((m + 1)h)∣∣< ε
5
if 0 < h < h0. (4.11)
Putting together (4.2), (4.4), (4.8)–(4.11) yields∣∣∣∣L(x;h)2h
∣∣∣∣
∣∣∣∣L(x;h)2h − sμM(x)
∣∣∣∣+ ∣∣sμM(x)∣∣< 4ε5 + ε5 = ε if 0 < h < h0.
Since ε > 0 is arbitrary, this proves the Lebesgue summability of the series (1.1) at x to s = 0, as we claimed at the
beginning of our proof. The statement of Theorem 1 in the case when s = 0 hence trivially follows. 
5. Proof of Theorem 2
By virtue of Lemma 2, under (2.7), the conditions (2.8) and (3.2) are equivalent. Thus, it follows from conditions (2.7)
and (3.2) that condition (2.5) is also satisﬁed. The latter one clearly ensures the existence of the integral deﬁning L(x) in
(2.4) as a Lebesgue integral for all x ∈R.
By (2.2) and (2.6), we have for any h > 0,
L(x;h)
2h
− I1/h(x) =
∫
|t|<1/h
f (t)eitx
(
sin th
th
− 1
)
dt +
∫
|t|>1/h
f (t)eitx
sin th
th
dt =: J1 + J2, (5.1)
say. First, applying Lemma 4 and using (2.8) gives
| J1| :=
∣∣∣∣
∫
|t|<1/h
f (t)eitx
(
sin th
th
− 1
)
dt
∣∣∣∣ h3!
∫
|t|<1/h
∣∣t f (t)∣∣dt → 0. (5.2)
Second, it follows from Part (i) of Lemma 2 (see (3.2)) that
| J2| 1
h
∫
|t|>1/h
∣∣∣∣ f (t)t
∣∣∣∣dt → 0 as h → 0. (5.3)
Combining (5.1)–(5.3) yields (2.9) to be proved. 
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By virtue of Lemma 3, under (2.7), the conditions (2.10) and (3.8) are equivalent. Since (2.5) follows from the conditions
(2.7) and (3.8), the integral deﬁning L(x) in (2.4) exists as a Lebesgue integral for all x ∈R.
Now, let x ∈ R be a point, at which the integral (2.1) converges to a ﬁnite limit  in the sense of (2.3). Then given any
η > 0, there exists t0 = t0(η) > 0 such that∣∣It(x) − ∣∣< η if t > t0. (6.1)
Let μ > 1 be a real number whose value will be determined later on. By (2.2) and (2.6), we have
L(x;h)
2h
− Iμ/h(x) =
∫
|t|<μ/h
f (t)eitx
(
sin th
th
− 1
)
dt +
∫
|t|>μ/h
f (t)eitx
sin th
th
dt =: J1 + J2, (6.2)
say. By Part (i) of Lemma 3, it follows from (2.10) that we have
| J2| :=
∣∣∣∣
∫
|t|>μ/h
f (t)eitx
sin th
th
dt
∣∣∣∣ 1h
∫
|t|>μ/h
∣∣∣∣ f (t)t
∣∣∣∣dt  B1μ if 0 < h < μ/T1. (6.3)
Keeping notation (3.9) in mind, we ﬁnd that
J1 :=
∫
|t|<μ/h
f (t)eitx
(
sin th
th
− 1
)
dt =
∫
|t|<μ/h
f (t)eitx
(
χ(th) − 1)dt.
Since the function χ(t) is absolutely continuous and χ(0) = 1, integrating by parts gives
J1 = Iμ/h(x)
(
χ(μ) − 1)−
μ/h∫
0
It(x)hχ
′(th)dt
= (Iμ/h(x) − )(χ(μ) − 1)−
μ/h∫
0
(
It(x) − 
)
hχ ′(th)dt
= −
{ t0∫
0
+
μ/h∫
t0
}(
It(x) − 
)
hχ ′(th)dt + (Iμ/h(x) − )(χ(μ) − 1)
=: J11 + J12 + J13, (6.4)
say. Now, by (6.1), we have
| J13| :=
∣∣(Iμ/h(x) − )(χ(μ) − 1)∣∣ η (6.5)
and
| J12| :=
∣∣∣∣∣
μ/h∫
t0
(
It(x) − 
)
hχ ′(th)dt
∣∣∣∣∣ η
μ/h∫
0
∣∣hχ ′(th)∣∣dt = η
μ∫
0
∣∣χ ′(t)∣∣dt. (6.6)
By (2.7) and (3.2), for 0 < t  t0 we have∣∣It(x)∣∣
∫
|t|<t0
∣∣ f (t)∣∣dt  t0
∫
|t|<t0
∣∣∣∣ f (t)t
∣∣∣∣dt =: B2,
whence it follows that
| J11| :=
∣∣∣∣∣
t0∫
0
(
It(x) − 
)
hχ ′(th)dt
∣∣∣∣∣ (B2 + ||)
t0∫
0
∣∣hχ ′(th)∣∣dt = (B2 + ||)
ht0∫
0
∣∣χ ′(t)∣∣dt. (6.7)
Now, we proceed as follows. Given any ε > 0, ﬁrst we choose the real number μ > 1 so large that in (6.3) we have
| J2| B1 < ε . (6.8)
μ 5
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η < min
{
ε
5
,
ε
5
∫ μ
0 |χ ′(t)|dt
}
.
By (6.5) and (6.6), then we have
| J13| η < ε
5
(6.9)
and
| J12| η
μ∫
0
∣∣χ ′(t)∣∣dt < ε
5
. (6.10)
Third, in (6.7) we choose h0 so small that the following two inequalities are satisﬁed:
h0 < min
{
μ
T1
,
μ
t0
}
and | J11|
(
B2 + ||
) h0t0∫
0
∣∣χ ′(t)∣∣dt < ε
5
. (6.11)
Now, putting together (6.1), (6.2), (6.4), (6.8)–(6.11) yields∣∣∣∣L(x;h)2h − 
∣∣∣∣
∣∣∣∣L(x,h)2h − Iμ/h(x)
∣∣∣∣+ ∣∣Iμ/h(x) − ∣∣< 4ε5 + ε5 = ε if 0 < h < h0.
Since ε > 0 is arbitrary, this proves the Lebesgue summability of the integral (2.1) at x to , as stated in Theorem 3. 
Acknowledgments
The author thanks the referee for careful reading of the manuscript.
References
[1] M. Bagota, F. Móricz, On the Lebesgue summability of double trigonometric series, J. Math. Anal. Appl. 348 (2008) 555–561.
[2] P. Fatou, Séries trigonométriques et séries de Taylor, Acta Math. 30 (1906) 335–400.
[3] A. Zygmund, Trigonometric Series, vol. I, Cambridge Univ. Press, 1959.
