ABSTRACT There are a lot of mixed pixels in the remotely sensedimagery, which can seriously limit the utility of classification. Sub-pixel mapping (SPM) is a promising techniqueto solve this problem. It can generate a fine resolution land covermap from coarse resolution fractional images by predicting the spatiallocations of different land cover classes at sub-pixel scale.However, the accuracy and detail are always limited. Especiallywhen the scale factor is large among sub-pixels per pixel, thedata volumes are amplified and the sub-pixel distribution becomescomplex. The traditional methods are carried out only by the fractionsof land cover and the spatial dependence theory, which cannot satisfythe requirement of the SPM. For avoiding the above flaw, a newSPM method based on maximum a posteriori (MAP) model withsubpixel/pixel spatial attraction theory aimed at the largescale factor is proposed. First, MAP is proposed to improve theresolution of the fractional images and obtain the initial sub-pixellocations; after that, the pixel swapping algorithm is used tooptimize and produce the final SPM result. In this paper, theproposed model is tested by a simple simulated font image and real remotelysensed imagery, which can both demonstrate that it can outperformtraditional algorithm with a more accurate sub-pixel scale land covermap.
I. INTRODUCTION
Due to the limitations of spatial resolution, different materials can jointly occupy a single pixel, thus the spectral signatures collected in natural environments are invariably a mixture of multiple distinct substances in hyperspectral remotely sensed images [1] . Detecting objects of interests is one of the most challenging fields in hyperspectral remotely sensed image processing, which can make full use of the spectral differences to discover certain potential interesting regions. Recently, one milestone algorithm, named hybrid sparsity and statistics based detector [2] , for the first time optimize sparsity based representation and statistics binary hypothesis to construct an integrated hyperspectral target detector. Beyond that, the classification mapping of mixed pixel scene has drawn lots of attention due to its applications in many fields [3] . Early approaches used hard classification, which lead every pixel to a separated class. These approaches suffered from a loss of information, since the mixed pixels were always composed by various land types in different combinations [4] . To address this issue, soft classification techniques were introduced to compensate for this loss [5] . The concepts of constituent components (endmembers) and their fractional proportions (abundances) have been proposed in the entire process [6] . But, the allocation to the different types cannot present any information of the location of the fractions. In 1997, it is stated by Atkinson that the fractions can be represented by ''sub-pixels''. The sub-pixels can be regarded as a finer resolution representation of the parent pixel. Sub-pixel mapping (SPM) can be seen as a technique that uses the information present in a soft classification to attain a finer resolution representation [7] . The aim is to accord fractions from a sub-pixel classification spatially to the sub-pixels that are parts of a pixel. Therefore, the sub-pixel mapping image has more detail than the hard classification result. It is worth noting that SPM is not only used for the hyperspectral remotely sensed images, but also for remotely sensed images with medium resolution, which consequently enlarges the range of application
The theory of spatial dependence for SPM is that the near sub-pixels are more alike than those far apart. Many different techniques based on the theory have been proposed to tackle this issue: linear optimization techniques [8] , [9] , image segment [10] , artificial intelligence systems [11] - [15] , multiscale spatial regularization [16] , MAP model [17] - [19] , spatial-spectral interpolation [20] , etc. During the process, the spatial scale is a key factor in the interpretation of remotely sensed land cover data [21] , [22] . When the scale factor is large and the forms of the classes inside mixed pixel are diverse, the data volumes are amplified so large that the calculating quantity has been sharply increased. The information obtainable from such imagery can vary greatly depending on the spatial variation in the observed land cover and the specific terrain characteristics under consideration [23] - [25] . Therefore there is a biggest drawback of SPM from remotely sensed images relates to that of scale. Only with the information of fractions obtained by the soft-classification, the spatial dependence theory is not enough to get a fine result. Although additional supplementary datasets could help to alleviate the problem, it is hard to obtain the auxiliary datasets in practice [26] - [28] .
In this context, a new SPM method aimed at the large scale factor among sub-pixels per pixel is proposed in this paper. Firstly, an observation model could be constructed under the sub-pixel construction principle. The fractional image (abundances) obtained by soft classification can be seen as coarse resolution image. An iterative algorithm based on a maximum a posteriori (MAP) iterative algorithm is presented to improve the resolution of fractional images and estimate the sub-pixel locations. After that, a pixel swapping algorithm (PSA) based on spatial attraction (SA) is applied according to the initial sub-pixel locations. Because PSA algorithm can capture the neighbor sub-pixels effects, there is a self-regulation function yielding better performance in the final super-resolution map. For simplicity, the whole algorithm can be called SPM_MAPSA in our paper.
The contents can be organized as follows. The theory of sub-pixel mapping, the MAP model and the pixel swapping algorithm are described in Section 2, respectively. Experimental results are presented in Section 3, where the proposed method is compared with the traditional MAP model in two different experiments. Finally, the conclusion is proposed in Section 4.
II. METHODOLOGY A. THE THEORY OF SUB-PIXEL MAPPING
The SPM is a technique that divides a pixel into sub-pixels to obtain a classification map with finer resolution. The process is introduced in Fig.1 for conveniently describing the theory of sub-pixel mapping. The coarse resolution set of pixels are the fractions of land cover type which can be obtained by soft-classification. The scale factor S is defined as 4. Every coarse resolution pixel can be then divided into 16 small units, which correspond to sub-pixels of the parent pixel. If the j-th sub-pixel in the fine resolution image is corresponding to the given class i, the value for a sub-pixel x ij can be defined as 1, otherwise 0. The distribution of the sub-pixels per pixel depends on the location of x ij , which can lead to a spatial dependence. The various configurations of the subpixels inside a pixel can be seen as follows:
Different arrangements can provide a certain fraction value η i , with the aim to determine the optimal configuration of the sub-pixels. In other words, the number of superresolutions assigned to the land cover class should correspond to the indicated proportion.
B. THE CONSTRUCTION OF THE MAP MODEL
Super resolution image reconstruction technique has been proved to enhance the image resolution from the coarse resolution frame in the literature [29] - [31] . First of all, an observation model should be constructed, by which each pixel of the coarse resolution image should be correspond to a set of sub-pixels of the fine resolution image and affected each other. The observation model is uniformly represented by matrix notation:
where y represents a vector, which is composed by the pixel values in the coarse resolution image; A is the coefficients matrix; x is the corresponding vector, which is composed by the pixel values in the fine resolution image and n is acquired in the image reconstruction process, representing the noise matrix. For the purposes of the description, the observation model is illustrated like the Fig. 2 . Every pixel in the coarse resolution image can be expressed in this way. For example, the pixel is according to the following function:
where ρ is 2, representing the value of enhancement ratio. During the SPM process, the abundance image and the corresponding sub-pixel mapped image are regarded as the coarse-resolution image and the fine-resolution image, respectively. Based on the observation model, the MAP approach to estimating x seeks the estimatex MAP for which the a posteriori probability Pr{x|y} is a maximum [32] . Formally, we seekx MAP aŝ
Applying Bayes' rule yields:
where log Pr{y|x} is the log of a prior density, and log Pr{y|x} is defined as the log of likelihood function. If the image noise can be assumed as a Gaussian noise with mean 0, then the total probability of the y can have an estimated value as follows:
The density probability of the super-resolution map is calculated as follows:
where Q is the linear high-pass operation, λ is the variance of the prior distribution. The value of λ is higher, the variance of distribution is smaller. Generally the Laplace formula is used if the estimation is not smooth. (6) and (7) will be substituted into (8) , and then (9) can be described as:
where α is the regularization parameter, which can be defined to control the result. In order to get the estimated value x, the gradient optimization technique is adopted. It can converge to minimum value of the function (9) based on a sequence of iterations, which can be described as:
The above function will be terminated when the following condition is reached:
where d can be defined as the terminated parameter of the iteration. To sum up, the complete model, called SPM_MAP, is described as below: Firstly, the abundance image with coarse resolution is regarded as the original input vector x. And the initial output y is the magnified image using the enhancement ratio ρ; secondly, the iteration process works until the specified condition is satisfied. After the comparison of the probability, the sub-pixel output grids are exported to 0 or 1 according to the input proportion
PSA algorithm is designed to allocate sub-pixels with certain zoom factor within each pixel, which is simple and efficient for sub-pixel mapping [33] . The number of sub-pixels allocated within each pixel remains fixed. Once they are allocated, only the spatial arrangement of the sub-pixels can vary, not the actual attribute values. In the original algorithm initialization started at random, and the distribution of sub-pixel is determined only by the iteration repeatedly in the space until a decision condition is satisfied [9] . In this research, the alternating iteration operation is implemented according to the previous sub-pixel configuration of MAP algorithm. The relevant information of the neighborhood is fully utilized, so the sub-pixel configuration is optimized further. The basic steps are as follows. Suppose P ij is a sub-pixel with the x-axis of i and the y-axis of j. The neighbor of the pixel is defined as P k . The distance between pixel P ij (for which the attractiveness is desired) and the neighbor P k can be defined as:
Because the influence of neighbor P k is different according to the different position, the weight λ k should be added such as:
where a is the nonlinear parameter of the exponential distance-decay model, which only reacts on the distance D.
It is convenient for us to calculate exponential equation result. Then the attractiveness A m,p ij of p ij according to the land cover m will be calculated such as below.
where f m (p k ) is the proportion of land cover m in the k-th pixel.
In general, the swapping algorithm ranks the attractiveness scores on an eight neighborhood basis, because they can take an important role and expression. The processing subpixel is located in the center and the locations of the least attractive and the most attractive sub-pixel is stored. Once the attractiveness of the least attractive location is less than that of the most attractive location, the sub-pixel is swapped. It means swapping the two sub-pixels can increase the spatial correlation of the sub-pixel. Otherwise no swap is made.
One sub-pixel per pixel is swapped per iteration and the algorithm runs for either a specified number of iterations or until no further swaps are made. Given the above assumption, the objective is to vary the spatial arrangement of the sub-pixels in such a way that the spatial correlation between neighboring sub-pixels (both within and, perhaps more importantly, between pixels) is maximized.
III. EXPERIMENTS AND ANALYSIS

A. SIMPLE ARTIFICIAL DATA TEST
The proposed SPM_MAPSA method was tested on a synthetic font image in the following experiment. Synthetic imagery can be created by degrading hard classifications to coarser spatial resolutions. In that way it is possible to concentrate solely on errors introduced by the SPM process [34] . In the experiment, the constructed 150 × 150 font image only has two classes, illustrated in Fig. 3 (a) . The classified image by MLC (Maximum Likelihood Classification) method is regarded as the reference image, shown in Fig. 3 (b) . The synthetic coarse resolution image was created by median filter and the scale factor is 5. The produced degraded fractional image is in Fig. 3 (c) . The hard classification image is shown in Fig.3 (d) . Some parameters in MAP model are set as below. The regularization parameter α is 0.15, terminated parameter of the iteration d is 0.01, and the enhancement ratio ρ is 5. In addition, the nonlinear parameter a in eq. (13) is 0.1. The SPM_MAP result is shown in Fig. 3 (e) . The proposed SPM_MAPSA algorithm is modeled as the following process: firstly, the degraded fractional image has been sub-pixel mapped by the MAP algorithm; after that, PSA is used to enhance the sub-pixel mapping result (Fig. 3 (f) ). For these results in Fig.3 , visual inspection is simple and intuitive because of its simple geometric shape. The conclusion can be drawn that the hard classification image is not accurate because the fonts are nearly all blurry. The SPM_MAP algorithm compensate for this, especially in the mixed area. However, there are still indented holes distributed in the image which can give an obvious error. The proposed SPM_MAPSA algorithm can overcome the shortcoming in some extent. It makes the edge of the font smoother than the other algorithms and shows a desirable feature comparing with the reference image.
It is also confirmed by the accuracy statistics. The accuracy is calculated in terms of percent correctly classified (PCC) and the root mean square error (RMSE). Besides, in order to raise the affluence brought by the un-mixed pixel, a new method of evaluation (PCC') is proposed [35] . What the assessment of these algorithms care about are not all of the undistinguished pixels, but only the right proportion of the mixed pixels. Tab. 1 shows PCC, PCC' and RMSE of the synthetic image. The proposed SPM_MAPSA method can get best classification accuracy among all of the algorithms. In the test pixels, the best PCC of the proposed method can gain 7.6% over the hard classification and 2.3% over the SPM_MAP, respectively. The PCC' gives an improvement over the hard classification and the SPM_MAP of 26.6% and 2.9%. This is due to the existence of the mixed pixels; the hard classification method cannot correctly classify these pixels. Moreover, the proposed algorithm reduces the RMSE from 0.28 to 0.09, an improvement of 0.19. 
B. REAL REMOTELY SENSED IMAGERY TEST
It is believed a more complicated issue that SPM of the real remotely sensed imagery test. The number of the land cover classes is increased. The constructed rules of different land cover distribution lie in the fact that the complexity characteris its formative root. Here we tested the proposed algorithm using the 10-m resolution multi-spectral SPOT 5 image (100 × 100) of Nanjing city, China, shown in Fig. 4 (a) . Three main land-cover types corresponding to water, vegetation, and urban city were extracted from the scene by the visual interpretation and field work. The original image is still classified by the MLC method, which is regarded as the reference image, shown in Fig. 4 (b) . In order to emphasize the advantage of the proposed method, the following comparison in this experiment is only focusing on the two different SPM techniques: the SPM_MAP and the SPM_MAPSA. The scale factor is set as 10, which is relative large scale factor. Synthetic imagery can be created by degrading hard classifications to coarser spatial resolutions by applying an averaging filter. Fig.5 (a), (b) and (c) show degraded fractional images (scale factor 10) corresponding to water, vegetation and urban city, respectively, where bright values represent high fractions and vice versa. They can be seen as input of the SPM algorithm. The binary reference images of three different land cover types, acquired from the Fig.4 (b) , are showed in the Fig. 5 (d) , (e) and (f), respectively. Similar with the experiment 1, the parameters α, d, ρ, a are set as 0.2, 0.01, 10, and 0.1, respectively. The SPM_MAP results of three land cover types are shown in Fig. 5 (g ), (h) and (i), respectively. The SPM_MAPSA results are shown in Fig.5 (j) , (k) and (l), respectively.
The two sets of SPM results are compared to the reference images, and the visual and quantitative evaluation can be both performed. According to Fig.5 , both of the methods are effective, but discrepancies are obvious in their performance. The SPM_MAP result contains plenty of misclassifications of the land-cover changes, always giving a blurry scene. The indented holes are introduced into the characters, which are not a desirable feature. The SPM_MAPSA provides clear edges of the different land-cover maps, and the results contain less misclassification and make the border of the classification map smooth. For example, too many pixels are isolated, and the patches are preserved in the edge of the vegetation in Fig.5 (h) . In addition, urban city is mostly confused with vegetation in a large number of areas, and the small cross label completely disappeared in Fig.5 (i) . In contrast, the proposed SPM_MAPSA method prediction appears to have mapped most features correctly in Fig.5 (k) and (l), illustrating some advantages. The PCC and RMSE still the core of sub-pixel mapping accuracy assessment. Moreover, there is a new criteria used to estimate the accuracy, which is area error proportion (AEP). It is represented the difference between the target area and the predict area [36] . It can be described as:
where n is the total number of the experimental image, o is the target value, p is the predict value. The criteria can directly show the result of the prediction. Tab. 2 and 3 show the PCC, RMSE and AEP values for SPM in the second experiment based on SPM_MAP and SPM_MAPSA, respectively. While both sets of three criteria values are similarly, showing that both techniques maintained class area to a similar degree, the other statistics reveal how successful the proposed method is. By a more detailed comparison with them, SPM_MAPSA exhibits the better PCC, with a gain of 0.02, 0.03, and 0.01 over the SPM_MAP for each class, respectively. Whereas RMSE of SPM_MAP ranges from 0.22 to 0.38 in Tab. 2, those for SPM_MAPSA in Tab. 3 are not more than 0.28. The accuracies of AEP are also reflected in the tables. Tab. 3 shows AEP values of SPM_MAPSA are from -0.0002 to 0.0065, significantly lower than the corresponding values of SPM_MAP in Tab. 2.
IV. CONCLUSION
Sub-pixel mapping is a useful technology which can describe the information of mixed pixels very well. It aims at increasing the resolution of the mixed pixels in the remotely sensed image. Given that the scale factor is significant to the result of the SPM, particularly in the case when the scale is large, the real sub-pixel configuration is regarded complex. In traditional SPM model, a mixed pixel is performed based only on two issues, i.e. the spatial dependence theory and the fractions of land cover. The result will be not accurate enough. In this paper, a PSA model with spatial attraction is introduced into the SPM result based on MAP algorithm to improve the performance. Experimental results demonstrate that the proposed SPM_MAPSA is effective and adaptive, and outperforms the SPM_MAP method. This technique will be of great benefit to practical real-time applications where only coarse scale sensor data is available and there is a need to precisely estimate the land cover map. 
