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Re´sume´
Dans cet article, nous proposons un mode`le ge´ne´rique et original pour
la synthe`se distribue´e de plans par un groupe d’agents, appele´ planifica-
tion distribue´e par fusions incre´mentales de graphes. Ce mode`le unifie de
manie`re e´le´gante les diffe´rentes phases de la planification distribue´e au
sein d’un meˆme processus. Le mode`le s’appuie sur les graphes de plani-
fication, utilise´ en planification mono-agent, pour permettre aux agents
de raisonner et sur une technique de satisfaction de contraintes pour l’ex-
traction et la coordination des plans individuels. L’ide´e forte du mode`le
consiste a` inte´grer au plus toˆt, i.e., au sein du processus local de planifi-
cation, la phase de coordination. L’unification de ces phases permet ainsi
aux agents de limiter les interactions ne´gatives entre leurs plans indivi-
duels, mais aussi, de prendre en compte leurs interactions positives, i.e.,
d’aide ou d’assistance, lors de l’extraction de leurs plans individuels.
1 Introduction
La planification multi-agent est une proble´matique centrale de l’intelli-
gence artificielle distribue´e. Les applications qui peuvent be´ne´ficier directement
des avance´es de ce domaine de recherche sont nombreuses, e.g., la robotique
[AFH+98], les services web [WPSEN03], dans lesquelles les approches centra-
lise´es sont difficilement envisageables. Classiquement, la planification multi-
agent se de´finit comme un processus distribue´ qui prend en entre´e : une
mode´lisation des actions re´alisables par des agents ; une description de l’e´tat
du monde connu des agents et un objectif. Le processus doit alors retourner
un ensemble organise´ d’actions, i.e., un plan, qui s’il est exe´cute´, permet d’at-
teindre l’objectif. Une telle de´finition permet facilement d’appre´hender ce qu’est
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la planification, mais cache la complexite´ et le de´coupage des diffe´rentes phases
du processus. La litte´rature distingue cinq phases :
1. Une phase de de´composition. Les agents raffinent l’objectif initial en sous
objectifs atteignables individuellement par les agents. Les approches pro-
pose´es reposent le plus souvent sur des techniques centralise´es de plani-
fication, e.g., Htn [YS03] ou sur les graphes de planification [IM02].
2. Une phase de de´le´gation. Les agents s’assignent mutuellement les ob-
jectifs obtenus lors de la premie`re phase. Cette e´tape s’appuie sur
des techniques d’allocation de ressources dans un contexte centralise´
[BNBYF+01] ou dans un contexte distribue´ base´es par exemple sur la
ne´gociation [ZR90], l’argumentation [TJ99], ou encore la synchronisation
[CB03].
3. Une phase de planification locale. Au cours de cette phase, chaque agent
essaie de trouver un plan individuel pour atteindre l’objectif qui lui est
assigne´ a` l’e´tape 2. Les techniques utilise´es reposent sur les algorithmes
classiques de planification mono-agent, e.g., [BF97, NAI+03, PW92].
4. Une phase de coordination. Lors de cette phase chaque agent ve´rifie
que le plan local e´labore´ a` l’e´tape pre´ce´dente n’entre pas en conflit
avec les plans locaux des autres agents. Contrairement a` la planification
mono-agent, cette e´tape est ne´cessaire pour garantir l’inte´grite´ fonction-
nelle du syste`me, i.e., assurer que le but de chaque agent reste attei-
gnable dans le contexte global. La proble´matique de la coordination a
e´te´ tout particulie´rement e´tudie´e dans le domaine des syste`mes multi-
agents notamment en la conside´rant comme un processus de fusion de
plans [TBdWW02] ou de re´solution de conflits [CD05].
5. Une phase d’exe´cution. Finalement, le plan exempt de conflit est exe´cute´
par les agents.
Bien que cette de´composition soit conceptuellement correcte, l’expe´rience
montre que les cinq phases sont souvent entrelace´es : (i) les phases 1 et 2 sont
souvent fusionne´es a` cause du lien fort qu’il existe entre les capacite´s des agents
et la de´composition de l’objectif ; (ii) la dernie`re phase d’exe´cution conduit
presque toujours a` une replanification [FGLS06] due a` un e´ve´nement non pre´vu
lors de l’e´laboration du plan et ne´cessite un retour aux phases 1, 2 et 3 ; (iii)
la phase de coordination peut eˆtre re´alise´e avant [ST95], apre`s [TBdWW02]
ou pendant [LDW+04] l’e´tape de planification locale. Cette remarque fait clai-
rement apparaˆıtre un manque de mode`les capables d’embrasser les diffe´rentes
phases du processus de planification multi-agent.
Pour tenter de re´pondre en partie a` cette critique, nous pre´sentons dans cet
article un mode`le de planification multi-agent dans lequel l’e´laboration d’un plan
partage´ est vu comme un processus collaboratif et ite´ratif, inte´grant les quatre
premie`res e´tapes de´crites pre´ce´demment. L’ide´e forte du mode`le propose´ consiste
a` amalgamer au plus toˆt, i.e., au sein du processus local de planification, la phase
de coordination en s’appuyant sur une structure classique dans le domaine de
planification, les graphes de planification [BF97]. Cette repre´sentation posse`de
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trois principaux avantages : elle est calculable en temps polynomiale ; elle permet
d’utiliser les nombreux travaux portant sur la recherche d’un plan solution dans
les graphes de planification ; finalement, elle est assez ge´ne´rique pour repre´senter
une certaine forme de concurrence entre les actions. Ce dernier point est un atout
majeur dans le cadre de la planification multi-agent.
L’inte´gration des phases de coordination et de planification locale, au sein
d’un meˆme processus que nous appelons fusions incre´mentales de graphes,
pre´sente l’avantage de limiter les interactions ne´gatives entre les plans indi-
viduels des agents, mais aussi et surtout, de prendre en compte les interactions
positives, i.e., d’aide ou d’assistance entre agents. Supposons un instant que le
but d’un agent soit de prendre un objet dans une pie`ce dont la porte est ferme´e
a` cle´. Meˆme si l’agent posse`de un plan pour atteindre son but une fois la porte
ouverte mais qu’il n’est pas capable d’ouvrir la porte, le processus de planifica-
tion e´choue. Supposons maintenant qu’un second agent soit capable d’ouvrir la
porte, il existe alors un plan solution. Faut-il encore que le premier agent soit
en mesure de conside´rer, au moment de la synthe`se de son plan local, l’aide que
peut lui apporter le second agent, et que ce dernier soit en mesure de proposer
l’action requise.
Dans la suite de l’article, nous pre´sentons tout d’abord les de´finitions
pre´liminaires ne´cessaires a` la formalisation de notre approche, puis nous
de´taillons les cinq phases de l’algorithme de planification distribue´e par fusions
incre´mentales de graphes : la de´composition du but global en buts individuels ;
l’expansion et la fusion des graphes de planification ; l’extraction d’un plan in-
dividuel et finalement la coordination des plans individuels solution.
2 De´finitions pre´liminaires
La syntaxe et la se´mantique utilise´es dans notre approche s’appuient sur la
logique du premier ordre, a` savoir, les constantes, les pre´dicats et les variables.
Le nombre des symboles de pre´dicats et de constantes est fini. Les propositions
sont des tuples d’arguments, i.e., des constantes ou des variables, ne´gatives ou
positives, e.g., at(?x, paris), ou ¬at(?x,paris). Pour les pre´dicats et les constantes,
nous utiliserons des chaˆınes de caracte`res alphanume´riques comportant au moins
deux caracte`res. Les variables seront de´finies par un seul caracte`re pre´ce´de´ par ?.
Nous de´finissons la co-de´signation comme la relation d’e´quivalence entre les
constantes et les variables. Par extension, deux propositions se co-de´signent si
elles sont toutes deux ne´gatives ou positives, si elles posse`dent le meˆme nombre
d’arguments et si tous leurs arguments se co-de´signent deux a` deux, e.g., at(?x,
paris) et at(?y, paris) se co-de´signent si ?x = ?y.
Les ope´rateurs de planification sont de´finis comme des fonctions de transition
au sens Strips. Nous nous plac¸ons ici dans le cadre de la planification classique :
actions instantane´es, statiques, de´terministes et observabilite´ totale.
De´finition 1 (Ope´rateur) Un ope´rateur o est un triplet de la forme
(name(o), precond(o), effects(o)) ou name(o) de´finit le nom de l’ope´rateur,
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precond(o) l’ensemble des pre´conditions de o a` satisfaire et effects(o) l’ensemble
de ses effets. Par la suite nous noterons respectivement effects+(o) les effets
positifs et effects−(o) les effets ne´gatifs d’un ope´rateur o.
De´finition 2 (Action) Une action est une instance d’un ope´rateur. Si a est
une action et si un e´tat tel que precond(a) ⊆ si alors l’action a est applicable
dans si et le re´sultat de son application est un e´tat : si+1 = (si − effects−(a))∪
effects+(a).
De´finition 3 (Inde´pendance) Deux actions a et b sont inde´pendantes 1 ssi
effects−(a) ∩(precond(b) ∪ effects+(b)) = ∅ et effects−(b) ∩ (precond(a) ∪
effects+(a)) = ∅. Par extension un ensemble A d’actions est inde´pendant si
toutes les paires d’actions de A sont inde´pendantes deux a` deux.
De´finition 4 (Graphe de planification) Un graphe de planification G est
un graphe oriente´ par niveaux 2 organise´s en une se´quence alterne´e de proposi-
tions et d’actions de la forme 〈P0, A0, P1, . . . , Ai−1, Pi〉. P0 contient les propo-
sitions de l’e´tat initial. Les niveaux Ai avec i > 0 sont compose´s de l’ensemble
des actions applicables a` partir des niveaux propositionnels Pi et les niveaux
Pi+1 sont constitue´s des propositions produites par les actions de Ai. Les arcs
sont de´finis de la manie`re suivante : pour toutes les actions a ∈ Ai, un arc
relie a avec toutes les propositions p ∈ Pi qui repre´sentent les pre´conditions de
a ; pour toutes les propositions p ∈ Pi+1 un arc relie p aux actions a ∈ Ai qui
produisent ou suppriment p. A` chaque niveau le maintien des propositions du
niveau i au niveau i + 1 est assure´ par des actions appele´es no-op qui ont une
unique proposition comme pre´condition et effet positif.
De´finition 5 (Exclusion mutuelle) Deux actions a et b sont mutuellement
exclusives ssi a et b sont de´pendantes ou si une pre´condition de a est mutuelle-
ment exclusive avec une pre´condition de b. Deux propositions p et q d’un niveau
propositionnel Pi d’un graphe de planification sont mutuellement exclusives si
toutes les actions de Ai avec p comme un effet positif sont mutuellement exclu-
sives avec toutes les actions qui produisent q au meˆme niveau, et s’il n’existe
aucune action de Ai qui produit a` la fois p et q. Par la suite, nous noterons
l’ensemble des exclusions mutuelles d’un niveau Ai et Pi respectivement µAi et
µPi.
De´finition 6 (Point fixe) Un graphe de planification G de niveau i a atteint
son point fixe si ∀i, i > j, le niveau i de G est identique au niveau j, i.e.,
Pi = Pj, µPi = µPj, Ai = Aj et µAi = µAi.
1. L’inde´pendance entre actions n’est pas une proprie´te´ spe´cifique a` un proble`me de pla-
nification donne´. Elle de´coule uniquement de la description des ope´rateurs des agents.
2. Un graphe dont les sommets sont partitionne´s en ensembles disjoints tels que les arcs
connectent seulement les sommets des niveaux adjacents.
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De´finition 7 (Agent) Un agent est un tuple α = (name(α), operators(α),
belief(α)) ou` name(α) de´finit le nom de l’agent, operators(α) l’ensemble des
ope´rateurs que peut re´aliser l’agent, et belief(α) les croyances de l’agent.
De plus, nous introduisons precond(α) qui de´finit l’ensemble des propositions
utilise´es dans la description des pre´conditions des ope´rateurs de α, effects+(α) et
effects−(α) qui repre´sentent respectivement l’ensemble des propositions utilise´es
dans la description des effets ne´gatifs et positifs des ope´rateurs de α. Nous sup-
posons que ces trois ensembles constituent la partie publique d’un agent, i.e., les
agents peuvent acce´der a` ces informations a` n’importe quel moment du proces-
sus de planification. En d’autres termes, en rendant publique ces informations,
un agent publie les proprie´te´s du monde qu’il est en mesure de modifier.
De´finition 8 (Interaction ne´gative) Une action a d’un graphe de planifi-
cation d’un agent α menace l’activite´ d’un agent β ssi une proposition p ∈
effects−(a) co-de´signe une proposition q telle que q ∈ precond(β) ou q ∈
effects+(β).
De´finition 9 (Interaction positive) Une action a d’un graphe de planifi-
cation d’un agent α assiste l’activite´ d’un agent β ssi une proposition p ∈
effects+(a) co-de´signe une proposition q telle que q ∈ precond(β) ou q ∈
effects+(β).
Notons que ces deux de´finitions reveˆtent un caracte`re particulie`rement im-
portant dans le cadre de notre mode`le. C’est en effet, sur la base de ces inter-
actions, que les agents seront capables de planifier en inte´grant les activite´s des
autres agents.
De´finition 10 (Proble`me) Un proble`me de planification multi-agent est un
tuple P = (A, g) ou` A repre´sente l’ensemble des agents devant re´soudre le
proble`me et g le but a` atteindre, i.e., l’ensemble des propositions qui doivent eˆtre
satisfaites par les agents apre`s l’exe´cution du plan. Nous faisons l’hypothe`se res-
trictive que l’union des croyances des agents d’un proble`me de planification est
cohe´rente (cas classique de la planification mono-agent), i.e., pour deux agents
α et β ∈ A, si une proposition p ∈ belief(α) alors ¬p /∈ belief(β). Cependant,
aucune hypothe`se n’est faite sur le possible partage de croyances entre les agents
en termes de faits ou d’ope´rateurs.
De´finition 11 (But individuel) Le but individuel gα d’un agent α pour un
proble`me de planification multi-agent P = (A, g) avec α ∈ A est de´fini par
gα = {p ∈ g | p co-designe une proposition q ∈ effects+(α)}. Autrement dit, un
agent ne peut accepter comme but que les propositions qui sont de´finis comme
des effets des actions qu’il peut exe´cuter.
De´finition 12 (Plan) Un plan pi = 〈A0, ..., An〉 est une se´quence finie d’en-
sembles d’actions avec n ≥ 0. Si n = 0, alors le plan pi est le plan vide, note´
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t1
c1 c2
t2
l2l1
Figure 1 – E´tat initial de l’exemple :
belief(ag1) = {at(c1, l1), at(t1, l1)}
belief(ag2) = {at(c2, l2), at(t2, l2)}
belief(ag3) = {at(t1, l1), at(t2, l2)}
〈〉. Si les ensembles d’actions composant le plan sont des singletons, i.e., A0 =
{a0}, . . . , An = {an}, nous utiliserons la notation simplifie´e pi = 〈a0, ..., an〉.
De´finition 13 (Plan solution individuel) Un plan piα = 〈Aα0 , ..., Aαn〉 est un
plan solution individuel d’un proble`me de planification multi-agent P = (A, g)
pour un agent α ∈ A ssi tous les ensembles d’actions Aαi sont inde´pendants et
l’application des Aαi a` partir de belief(α) de´finit une se´quence d’e´tats 〈s0, . . . , sn〉
telle que gα ⊆ sn.
De´finition 14 (Plan solution global) Un plan Π = 〈A0, ..., An〉 est un plan
solution global d’un proble`me de planification multi-agent P = (A, g) ssi il existe
un sous-ensemble d’agents A′ avec A′ ⊆ A tel que l’union des buts individuels
gα des agents α ∈ A′ est e´gale a` g, que tous les agents α ∈ A′ posse`dent un
plan solution individuel piα = 〈Aα0 , ..., Aαn〉 et que tous les ensembles d’actions
Ai =
⋃
Aαi sont inde´pendants.
Exemple 2.1 (Dockers) Conside´rons un exemple simple avec trois agents :
deux agents capables de charger et de de´charger des conteneurs et, un troisie`me
qui assure le de´placement d’un conteneur d’un endroit a` un autre. Le premier
docker ag1 est a` l’emplacement l1. Le second docker est a` l’emplacement l2. Le
but du proble`me est g = {at(c1, l2), at(c2, l1), at(t1, l2), at(t2, l1)}. Nous donnons
ci-dessous la de´finition des ope´rateurs du proble`me ainsi que son e´tat initial (cf.
fig. 1) :
;; Le docker ag1 charge un conteneur ?c dans le camion ?t a` l’emplacement l1
load(l1,?c,?t)
precond: at(?t,l1), at(?c,l1)
effects: ¬at(?c,l1), in(?t,?c)
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Échec
Succès
Calcul du but 
individuel
Expansion
Fusion des graphes 
de planification
Une partie du but ne peut être 
résolue par aucun des agents du 
problème
L'union des plans individuels 
solution forme le plan global 
solution
Il n'existe pas de plan solution 
individuel pour une partie du but 
global
Une partie du but global ne peut 
pas être atteinte au niveau 
courant
Un agent n'a pas de plan solution 
individuel pour une partie du but et 
son graphe a atteint son point fixe 
Coordination des 
plans individuels
Échec de la phase de 
coordination des plans solution 
individuels: l'agent essai 
d'extraire un autre plan individuel 
au niveau courant de son graphe
Extraction d'un plan 
solution individuel
Une partie du but global ne peut 
pas être atteinte et le graphe a 
atteint son point fixe 
P = (AG, G)
Des agents ont un graphe de 
niveau k contenant leur but 
individuel
Chaque agent envoie les 
interactions positives et 
négatives aux agents concernés  
Chaque agent étend son graphe 
de planification
Des agents ont un plan 
individuel solution pour atteindre 
leur but
Figure 2 – Organisation de la proce´dure de planification distribue´e par fusions
incre´mentales de graphes.
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;; Le docker ag1 de´charge un conteneur ?c du camion ?t a` l’emplacement l1
unload(l1,?c,?t)
precond: at(?t,l1), in(?t,?c)
effects: ¬in(?t,?c), at(?c,l1)
;; Le docker ag2 charge un conteneur ?c dans le camion ?t a` l’emplacement l2
load(l2,?c,?t)
precond: at(?t,l2), at(?c,l2)
effects: ¬at(?c,l2), in(?t,?c)
;; Le docker ag2 de´charge un conteneur ?c du camion ?t a` l’emplacement l2
unload(l2,?c,?t)
precond: at(?t,l2), in(?t,?c)
effects: ¬in(?t,?c), at(?c,l2)
;; Le convoyeur de´place le camion ?t de l’emplacement ?from a` l’emplacement ?to
move(?t,?from,?to)
precond: at(?t,?from)
effects: at(?t,?to), ¬at(?t,?from)
3 Dynamique du mode`le
L’algorithme de planification distribue´e par fusions incre´mentales de graphes
de planification (cf. fig. 2) s’articule autour de cinq phases. Il re´alise une re-
cherche distribue´e en profondeur d’abord par niveau, de´couvrant une nouvelle
partie de l’espace de recherche a` chaque ite´ration. Dans un premier temps,
chaque agent calcule les buts individuels associe´s aux agents du proble`me puis
entre dans une boucle dans laquelle il e´tend ite´rativement son graphe de planifi-
cation, fusionne les interactions negatives et positives provenant de l’activite´ des
autres agents et finalement, effectue une recherche locale d’un plan individuel
solution. Si les agents re´ussissent a` extraire un plan solution individuel a` partir
de leur graphe de planification, ils tentent alors de les coordonner. Dans le cas
contraire, chaque agent e´tend une nouvelle fois son graphe de planification. La
boucle d’expansion, de fusion, et de recherche de plans solution individuel se
poursuit tant qu’aucun plan solution global n’est trouve´ ou que la condition de
terminaison sur e´chec n’est pas ve´rifie´e.
3.1 De´composition du but global
Tout d’abord, chaque agent calcule les buts individuels associe´s aux agents
du proble`me (def. 11), i.e., le sous-ensemble des propositions du but qui co-
de´signent un effet de ses ope´rateurs. Si une partie du but global n’apparaˆıt dans
aucun des buts individuels des agents, la phase de de´composition e´choue, et
la synthe`se de plans se termine. Cet e´chec signifie qu’une partie du but global
ne peut eˆtre atteinte, puisqu’aucun agent ne posse`de d’ope´rateurs capables de
produire un sous-ensemble des propositions composant le but global. Dans le cas
contraire, les agents passent dans la phase d’expansion. Conside´rons l’exemple
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2.1, les buts individuels des agents sont de´finis de la manie`re suivante : gag1 =
{at(c2, l1)} ; gag2 = {at(c1, l2)} ; gag3 = {at(t1, l2), at(t2, l1)}. Il est important de
noter qu’un agent peut ne pas avoir de but individuel, mais eˆtre ne´cessaire a`
la synthe`se de plan. Dans ce cas, l’agent e´tend malgre´ tout son graphe pour lui
permettre d’e´valuer les actions d’aide qu’il peut proposer aux autres agents.
3.2 Expansion du graphe de planification
Cette phase de´bute par l’initialisation, par chaque agent, de son graphe de
planification a` partir de ses croyances. Puis, chaque agent e´tend son graphe
en respectant la de´finition 4. Lorsque l’expansion de son graphe est termine´e,
l’agent envoie aux agents concerne´s les actions associe´es a` son graphe qui peuvent
interfe´rer soit de manie`re positive (def. 9) soit de manie`re ne´gative (def. 8). La
figure 3 donne les graphes de planification associe´s aux agents ag1 (a), ag2 (b)
and ag3 (c) apre`s la premier expansion de leur graphe : les boites au niveau
Pi repre´sentent des propositions et les boites au niveau Ai des actions ; pour
simplifier, les relations d’exclusion mutuelles ne sont pas repre´sente´es ; les lignes
pleines mode´lisent les pre´conditions et les effets positifs des actions tandis que
les lignes pointille´es mode´lisent les effets ne´gatifs ; finalement, les boites en gras
de´finissent les propositions but lorsqu’elles sont atteintes sans mutex. Le graphe
de ag3 contient son but individuel exempt d’exclusion mutuelle au niveau 1. En
revanche, les graphes de planification de ag1 et ag2 ne contiennent par leur but
individuel respectif. Conside´rons maintenant les interactions ne´gatives et posi-
tives entre les actions des diffe´rents graphes. Par exemple, l’action move(t1,l1,l2)
de ag3 au niveau 0 menace l’activite´ de ag1 car elle supprime la pre´condition
at(t1,l1) qui peut eˆtre ne´cessaire a` l’application de l’ope´rateur load et unload de
ag1. Par opposition, cette meˆme action de ag3 assiste l’activite´ de ag2 puisqu’elle
produit l’effet at(t1,l2) qui peut eˆtre ne´cessaire au de´clenchement des ope´rateurs
load et unload de ag2. La liste comple`te des interactions entre les actions des
agents est donne´e par le tableau 1.
Actions Agent Ne´gative Positive
load(c1,t1,l1) ag1 – ag2
load(c2,t2,l2) ag2 – ag1
move(t1,l1,l2) ag3 ag1 ag2
move(t2,l2,l1) ag3 ag2 ag1
Table 1 – Table des interactions entre agents au niveau 0.
3.3 Fusions des graphes de planification
Au cours de cette phase, l’agent fusionne les actions pouvant interfe´rer avec
son activite´ provenant des autres agents a` son graphe de planification. Autre-
ment dit, l’agent ajoute les actions a` son graphe et ache`ve son expansion i.e.,
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P0
at c1 l1 
at t1 l1 at t1 l1 
at c1 l1 
load c1 t1 l1
in t1 c1 
A0 P1
(a) Graphe de planification de l’agent
1 : but individuel non atteint.
P0 A0 P1
at c2 l2 
at t2 l2 at t2 l2 
at c2 l2 
load c2 t2 l2
in t2 c2 
(b) Graphe de planification de l’agent
2 : but individuel non atteint.
at t2 l2 
at t1 l1 at t1 l1 
at t2 l2 
move t1 l1 l2
at t1 l2 
move t2 l2 l1
at t2 l1 
P0 A0 P1
(c) Graphe de planification de l’agent
3 : but individuel atteint et exempt
d’exclusion mutuelle.
Figure 3 – Graphe de planification des agents de l’exemple 2.1.
de´clenche toutes actions possibles a` partir des nouvelles propositions introduites
au cours de l’expansion de son graphe. Le graphe contient de´sormais les actions
provenant des autres agents pouvant interfe´rer de manie`re positive ou ne´gative
avec sa propre activite´. Deux cas sont a` envisager :
1. Un agent α ne´cessaire a` la re´alisation du but global posse`de un graphe qui
a atteint son point fixe au niveau i et gα 6⊆ Pi ou gα ∈ Pi et gα∩µPi 6= ∅ :
la synthe`se de plans e´choue et l’algorithme se termine. En effet, un sous-
ensemble des propositions du but global ne peut plus eˆtre atteint.
2. Un agent α ne´cessaire a` la re´alisation du but global posse`de un graphe
qui n’a pas atteint son point fixe au niveau i mais gα 6⊆ Pi ou gα ∈ Pi et
gα ∩ µPi 6= ∅ : tous les agents effectuent une nouvelle expansion de leur
graphe de planification.
Finalement, si aucune des deux conditions n’est ve´rifie´e, la phase de fusion
se termine en garantissant qu’il existe un sous-ensemble des agents du proble`me
capables d’atteindre le but global, et que chaque agent de ce sous-ensemble
posse`de un graphe de planification de niveau i, tel que gα ⊆ Pi et gα ∪µPi = ∅.
A` titre d’illustration, nous donnons a` la figure 4 les graphes de planifica-
tion des trois agents de l’exemple 2.1 apre`s trois ite´rations d’expansion et de
fusion. Afin de limiter l’ajout de propositions inutiles au niveau du graphe de
planification pour ne pas pe´naliser la recherche de plans, seules les propositions
apparaissant dans la description des ope´rateurs d’un agent sont ajoute´es. Par
exemple, l’ajout de l’action move(t2,l2,l1) de l’agent ag3 dans le graphe de planifi-
cation de l’agent ag1 ne produira qu’un seul effet, at(t2,l1), au niveau 1 du graphe
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de ag1. Le meˆme principe s’applique e´galement aux pre´conditions des actions
ajoute´es. Toutefois, si l’action n’est pas lie´e par au moins une pre´condition au
niveau propositionnel (c’est le cas de l’action move(t2,l2,l1)), nous ajoutons une
pre´condition fictive pour garantir l’existence d’un chemin de P0 a` Pi, et ainsi
permettre l’extraction d’un plan individuel solution.
3.4 Extraction d’un plan individuel
L’extraction d’un plan solution est effectue´e en s’appuyant sur une technique
de satisfaction de contraintes propose´e par [Kam00]. Cette technique pre´sente
deux principaux avantages : d’une part, elle ame´liore de manie`re significative les
temps d’extraction des plans solution et d’autre part, elle peut eˆtre facilement
modifie´e pour extraire un plan solution individuel inte´grant les contraintes pro-
venant des autres agents. L’extraction de´bute par l’encodage du graphe de plani-
fication sous la forme d’un CSP. Chaque proposition p a` un niveau i du graphe
de planification est assimile´e a` une variable CSP. L’ensemble des actions qui
produisent p au niveau n constitue son domaine auquel on ajoute une valeur ⊥
ne´cessaire a` l’activation des actions dans le graphe. Les relations d’exclusion cor-
respondent aux contraintes du CSP. Lorsque deux actions a1 et a2 sont mutuel-
lement exclusives, alors pour toutes les paires de propositions p1 et p2 telles que
a1 peut produire p1 et a2 respectivement p2, la contrainte (p1 = a1)⇒ (p2 6= a2)
est ajoute´e au CSP. Lorsque deux propositions p1 et p2 sont mutuellement ex-
clusives, on le traduit par une contrainte ¬(p1 6=⊥) ∧ (p2 6=⊥). L’assignation
des valeurs aux variables est dynamique car chaque assignation, a` un niveau
donne´, active des variables au niveau pre´ce`dent en respectant la proce´dure clas-
sique d’extraction de graphplan. Initialement, seules les variables repre´sentant
le but individuel de l’agent sont actives. L’activation dynamique se traduit par
des contraintes d’activation au niveau du CSP. Autrement dit, lorsque une va-
riable, repre´sentant une proposition, prend une certaine valeur, i.e., est produite
par une action, alors d’autres variables, qui correspondent aux pre´conditions de
l’action choisie, deviennent actives. L’extraction d’un plan solution individuel
a` partir du graphe de planification de l’agent est re´alise´e en re´solvant le CSP.
En partant des variables actives initialement, i.e., le but individuel de l’agent,
la proce´dure d’extraction cherche a` assigner une valeur ou une action, a` chaque
variable ou proposition, pour satisfaire l’ensemble des contraintes, i.e., des ex-
clusions mutuelles. Si la re´solution du CSP re´ussie, l’agent a extrait un plan
solution individuel. Dans le cas contraire, l’agent n’est pas capable de produire
un plan individuel solution. Deux cas doivent eˆtre conside´re´s :
1. Un agent ne´cessaire a` la re´alisation du but global ne parvient pas a`
extraire un plan solution individuel meˆme en poursuivant l’expansion de
son graphe, l’algorithme se termine. Une partie du but global ne peut
eˆtre de´montre´e.
2. Un agent ne´cessaire a` la re´alisation du but global ne parvient pas a` ex-
traire un plan solution individuel mais peut espe´rer en trouver un en
effectuant une nouvelle expansion de son graphe. Tous les agents effec-
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tuent une nouvelle expansion de leur graphe de planification.
Finalement, la phase d’extraction se termine en garantissant qu’il existe un
sous-ensemble des agents du proble`me capables d’atteindre le but global, et
posse`dant un plan individuel solution.
3.5 Coordination des plans individuels
Il s’agit maintenant de ve´rifier la compatibilite´ des plans individuels dans
le contexte multi-agent. Rappelons que lors de la phase de fusion, les agents
ont ajoute´ dans leur graphe les actions provenant d’autres agents et pouvant
interfe´rer avec leur propre activite´. Par conse´quent, un plan individuel solution
peut contenir des actions qui doivent eˆtre exe´cute´es par d’autres agents. Au-
trement dit, un plan solution individuel est un plan conditionnel i.e., un plan
exe´cutable si certaines contraintes sont ve´rifie´es. Dans notre cas, ces contraintes
sont de´finis par des couples (a, i) ou a repre´sente une action et i le niveau ou`
elle doit eˆtre exe´cute´e. Conside´rons l’exemple des dockers et leur graphe de pla-
nification (cf. fig. 4). Les agents ag1 et ag2 peuvent extraire respectivement un
plan solution individuel au niveau 2 :
piag1 = 〈load(c2, t2, l2),move(t2, l2, l1), unload(c2, t2, l1)〉
piag2 = 〈load(c1, t1, l1),move(t1, l1, l2), unload(c1, t1, l2)〉
Le plan piag1 est valide si le plan individuel de ag2 respecte la contrainte
(load(c2, t2, l2), 0) et celui de ag3 la contrainte (move(t2, l2, l1), 1). De manie`re
syme´trique, piag2 est valide si le plan individuel de ag2 respecte (load(c1, t1, l1), 0)
et celui de ag3 la contrainte (move(t1, l1, l2), 1). De son coˆte´, l’agent convoyeur
ag3 peut potentiellement extraire plusieurs plans individuels solution dont aucun
n’implique des actions provenant des autres agents :
piag3 = 〈{move(t2, l2, l1),move(t1, l1, l2)},no-op,no-op〉
pi′ag3 = 〈move(t2, l2, l1),move(t1, l1, l2),no-op〉
pi′′ag3 = . . .
Les agents de´butent la phase de coordination par l’e´change des contraintes
de leur plan individuel, et tentent ensuite d’inte´grer les contraintes rec¸ues a`
leur plan. L’inte´gration des contraintes repose sur le principe de moindre en-
gagement. Tout d’abord, l’agent teste si les contraintes peuvent eˆtre ajoute´es
directement a` son plan individuel solution. Ce teste ne ne´cessite aucune repla-
nification, puisqu’il suffit de ve´rifier que l’action a` ajouter n’est pas mutuelle-
ment exclusive avec une action de´ja` pre´sente dans le graphe de planification
de l’agent au meˆme niveau. Dans notre exemple, ce me´canisme de coordination
sera utilise´ par les agents ag1 et ag2 pour prendre respectivement en compte
les contraintes (load(c2, t2, l2), 0) et (load(c1, t1, l1), 0). Si ce premier me´canisme
e´choue, l’agent tente alors d’extraire un nouveau plan individuel solution en
incluant les contraintes. En d’autres termes, il propage les contraintes dans le
graphe de contraintes repre´sentant son graphe de planification, et effectue l’ex-
traction d’un nouveau plan individuel solution. Ce me´canisme sera utilise´ par
l’agent ag3 pour inte´grer les contraintes (move(t1, l1, l2), 1) et (move(t2, l2, l1), 1)
12
at t1 l1 
at c1 l1 
in t1 c1 
at t2 l1 
in t2 c1 
at t1 l1 
at c1 l1 
in t1 c1 
at t2 l1 
in t2 c1 
in t2 c2 in t2 c2 
at c2 l1 at c2 l1 
P0 A0 P1 A1 A2 P3P2
mv-premv-pre
ld-pre ld-pre
move t2 l2 l1
load c2 t2 l2 load c2 t2 l2
move t2 l2 l1
load c2 t2 l2
move t2 l2 l1
move t1 l1 l2 move t1 l1 l2 move t1 l1 l2
at c1 l1 
at t1 l1 at t1 l1 
at c1 l1 
load c1 t1 l1
in t1 c1 
load c1 t1 l1
unload c1 t1 l1
at t2 l1 
load c1 t2 l1
load c1 t1 l1
unload c1 t1 l1
load c1 t2 l1
in t2 c2 
unload c2 t2 l1 unload c2 t2 l1
move t2 l1 l2 move t2 l1 l2
unload c2 t2 l2 unload c2 l2 l2
mv-premv-pre
move t1 l2 l1move t1 l2 l1
ld-pre ld-pre
at t2 l2
at c2 l2 
in t2 c2 
at t1 l2 
in t1 c2 
at t2 l2 
at c2 l2 
in t2 c2 
at t1 l2 
in t1 c2
in t1 c1 in t1 c1 
at c1 l2 at c1 l2 
P0 A0 P1 A1 A2 P3P2
mv-premv-pre
ld-pre ld-pre
move t1 l1 l2
load c1 t1 l1 load c1 t1 l1
move t1 l1 l2
load c1 t1 l1
move t1 l1 l2
move t2 l2 l1 move t2 l2 l1 move t2 l2 l1
at c2 l2
at t2 l2 at t2 l2 
at c2 l2 
load c2 t2 l2
in t2 c2
load c2 t2 l2
unload c2 t2 l2
at t1 l2 
load c2 t1 l2
load c2 t2 l2
unload c2 t2 l2
load c2 t1 l2
in t1 c1 
unload c1 t1 l2 unload c1 t1 l2
move t1 l2 l1 move t1 l2 l1
unload c1 t1 l1 unload c1 l1 l1
mv-premv-pre
move t2 l1 l2move t2 l1 l2
ld-pre ld-pre
at t2 l2 
at t1 l1 at t1 l1 
at t2 l2 
move t1 l1 l2
at t1 l2 
move t2 l2 l1
at t2 l1 
P0 A0 P1
at t1 l1 
at t2 l2 
move t1 l1 l2
at t1 l2 
move t2 l2 l1
at t2 l1 
A1
move t1 l2 l1
move t2 l1 l2
at t1 l1 
at t2 l2 
move t1 l1 l2
at t1 l2 
move t2 l2 l1
at t2 l1 
A2 P3
move t1 l2 l1
move t2 l1 l2
P2
Figure 4 – Graphes de planification des agents de l’exemple des dockers apre`s
la phase d’expansion et de fusion.
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provenant des agents ag1 et ag2. Au final, les plans individuels solutions de
l’exemple 2.1 obtenus apre`s la phase de coordination sont les suivants :
piag1 = 〈load(c1, t1, l1), no-op, unload(c2, t2, l1)〉
piag2 = 〈load(c2, t2, l2), no-op, unload(c1, t1, l2)〉
piag3 = 〈no-op, {move(t1, l1, l2),move(t2, l2, l1)}, no-op〉
Finalement, si ce second me´canisme de coordination e´choue, les agents re-
tournent dans la phase d’extraction de plans individuel. L’algorithme de fusions
incre´mentales de plans peut alors se terminer (si aucun autre plan individuel
ne peut eˆtre extrait) ou encore ne´cessite´ une nouvelle expansion des graphes de
planification des agents.
4 Conclusion
Dans cet article, nous avons propose´ un mode`le ge´ne´rique et original pour
la synthe`se distribue´e de plans par un groupe d’agents, appele´ planification
distribue´e par fusions incre´mentales de graphes. Le mode`le semble correct et
complet, et unifie de manie`re e´le´gante les diffe´rentes phases de la planification
distribue´e au sein d’un meˆme processus. En outre, il permet aux agents de li-
miter les interactions ne´gatives entre leur plan individuel, mais e´galement de
prendre en compte leurs interactions positives, i.e., d’aide ou d’assistance, au
plus toˆt, i.e., avant l’extraction des plans individuels. Notre approche est ac-
tuellement en cours d’implantation en s’appuyant sur les librairies PDDL4J 3
et Choco 4. Chose inte´ressante, les premiers re´sultats expe´rimentaux semblent
indiquer que la complexite´ n’est pas de´pendante du nombre d’agents pre´sents
dans le proble`me, mais uniquement du couplage entre les activite´s des agents,
i.e., des interactions positives. Plusieurs pistes pour la poursuite de ce travail
sont envisage´es :
— la prise en compte de la robustesse des plans. Par robustesse, nous enten-
dons la capacite´ d’un plan a` tole´rer plus ou moins des ale´as d’exe´cution ou
des croyances errone´es sur l’e´tat du monde. Supposons que nous soyons
capables de construire un faisceau de plans solutions, i.e., un plan conte-
nant diffe´rentes alternatives. La question qui se pose alors est la suivante :
comment choisir les plans individuels les plus robustes minimisant ainsi
le risque d’e´chec a` l’exe´cution ?
— l’extraction de plans temporels flottants, i.e., de plans dans lesquels les
actions sont repre´sente´es par des intervalles pouvant eˆtre de´cale´s dans le
temps. Bien que la causalite´ soit suffisante pour un grand nombre d’ap-
plications, la prise en compte des aspects temporels est parfois ne´cessaire.
La notion de plans flottants apparaˆıt particulie`rement inte´ressante dans
un contexte multi-agent, car ils posse`dent une grande flexibilite´ qui peut
eˆtre mise a` profit au cours de la phase de coordination et d’exe´cution.
3. https://github.com/pellierd/pddl4j
4. http://choco-solver.net/
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