Abstract. The fault information always contains many uncertain, such as the missing information, malfunction and failure to operation. In this paper, we use a new method based on probability-box theory and support vector machine to solve the uncertain problems and improve the diagnosis ability. The first, structural the p-boxes based on the data of fault record. The second, using the fusion rules to get the different probability boxes fusion, then extract the feature from the p-boxes. The final, get the diagnosis result based on the support vector machine. This paper shows that the probability box has high diagnostic rate by comparing with the traditional method.
Introduction
It is crucial to locate the fault equipment quickly and shorten the fault processing time when the power grid fault [1] [2], so researching a new diagnose method to fuse different data source is very meaningful.
Probability-box (P-box) is used to characterize uncertainty and uncertainty about the uncertainty, often used in risk analysis or quantitative uncertainty modeling [3] . SVM (support vector machine, SVM) is based on statistical learning theory of VC dimension theory and structural risk minimization principle based, according to the limited sample information between the complexity and the study ability of the model for the best compromise. In order to obtain the best generalization ability. SVM has demonstrated many unique advantages in solving small sample, nonlinear and high dimensional pattern recognition [4] . This paper proposes fault diagnosis method based on probability-box and support vector machine. The method uses multi-source information construct p-boxes, then fusion information and fault feature extraction. It can solve the small sample problem of uncertainty, improve the diagnosis rate. Finally, using the SVM method of fault classification and get the diagnosis results. The experimental results show that this method has high accuracy and efficiency of diagnosis. "probability box" or "p-box" for that distribution [7] . From a lower probability measure* P for a random variable X, one can compute upper and lower bounds on distribution functions using.
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Support Vector Machine. A complete, can handle linear and nonlinear, and can tolerate noise and outliers SVM described as follows. 
Here, ω the (not necessarily normalized) normal vector to the hyper-plane; the parameter C controls the relative weighting between the twin goals of making the large (which we saw earlier makes the margin small) and of ensuring that most examples have functional margin at least 1; non-negative slack variables, , which measure the degree of misclassification of the data ;b is the classification threshold.
SVM diagnosis based on probability-box theory
Construction of the p-boxes and fusion. The most important uncertain quantities characterized are estimated by modeling. The modeling approach to be employed in any particular case is determined by the modeler who understands something about the underlying physics or engineering. There are many ways to decompose a quantity in question into other quantities. In practice, modeling often consists of several or even many of these steps, which are sequentially applied to build up the desired estimate out of the sub-problems. These operations are convolution, transformations, enveloping, intersection, mixture, composition and de-convolution.
The steps in getting the p-boxes are shown as following: 1. Divide the data into several groups according to the sampling frequency. 2. Get the DSS as given format and discretizing of the DSS. 3. Construct the p-boxes. Through different methods or under different conditions are obtained by different probability boxes, different probability boxes to be integrated can be relatively complete, consistent information. There several strategies for combing different p-boxes, such as null aggregation, intersection, envelope, Dempster's rule and its modificatios and so on.
Feature extraction after fusion can increase the diagnostic accuracy. The cumulative uncertainty measures methods are to get some single scalars or intervals from the p-box's upper and lower bounds.
SVM diagnosis based on p-boxes.
With the increase of sampling frequency, the probability of overlap box is decreased with the uncertain region, but there are still some overlap, inevitable. Frequent sampling will increase the computational cost. In order to solve this problem, the support vector machine pattern recognition method, solve the problem of pattern recognition probability box. The process of SVM pattern recognition is shown as following [6] :
1. Establish the training database and testing database. As shown on table 1 , the probability box after fusion experimental results more accurate, more efficient, reflect the use of probability box method for effective feature extraction, and the necessity of fusion. The probability box has some advantages in dealing with small samples, the uncertainty problem, can improve the accuracy of diagnosis.
Conclusions
This paper uses probability box theory for feature extraction, fusion of multi fault information, make full use of the advantages of the probability box dealing with uncertain problems. The SVM method has great advantage in fault diagnosis. Extracting different types of cumulative uncertainty measures from p-boxes can establish the SVM Features Database. The analysis result shows that the combination of p-box and SVM can achieve a high diagnosis rate.
The next target is fault distance measurement with more information.
