The identification of influential nodes in complex networks has been widely used to suppress rumor dissemination and control the spread of epidemics and diseases. However, achieving high accuracy and comprehensiveness in node influence ranking is time-consuming, and there are issues in using different measures on the same subject. The identification of influential nodes is very important for the maintenance of the entire network because they determine the stability and integrity of the entire network, which has strong practical application value in real life. Accordingly, a method based on local neighbor contribution (LNC) is proposed. LNC combines the influence of the nodes themselves with the contribution of the nearest and the next nearest neighbor nodes, thus further quantifying node influence in complex networks. LNC is applicable to networks of various scales, and its time complexity is considerably low. We evaluate the performance of LNC through extensive simulation experiments on seven real-world networks and two synthetic networks. We employ the SIR model to examine the spreading efficiency of each node and compare LNC with degree centrality, betweenness centrality, closeness centrality, eigenvector centrality, PageRank, Hyperlink-Induced Topic Search(HITS), ProfitLeader, Gravity and Weighted Formal Concept Analysis(WFCA). It is demonstrated that LNC ranks nodes effectively and outperforms several state-of-theart algorithms.
networks has various practical applications. For example, as the scale of the national power grid continues to expand, its structure becomes more complex, and the disconnection of several main trunks would lead to the collapse of the entire network [7] . We can predict and control hidden problems in the power grid and thus avoid economic loss only if we understand the network structure in advance. Identification of influential nodes has wide application in various areas, as it can be used to hold back the spread of viruses [8] , suppress disease difussion [9] , isolate disease sources [10] , distinguish key personnel or information [11] , [12] and rank web pages according to their importance and relevance to a query. With the development of complex network science and the continuous expansion of study fields, complex networks have been widely used in Economics [13] , Chemistry [14] , Biology [15] , [16] , and other fields [17] , [18] . Determining influential nodes has great theoretical significance for optimizing network structure, enhancing the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Example network containing 11 nodes and 13 edges. The network will be disconnected if v 1 , v 5 , v 8 , and v 9 are removed. Their ranks are consistent if the node removal method is used to determine node influence. However, intuitively, there are significant differences in the influence of these nodes.
robustness of network architecture, and understanding the dynamics of information dissemination [19] , [20] . Designing fast and effective influential node mining methods for large-scale dynamic networks is an urgent priority.
In the past few decades, several methods for identifying influential nodes in complex networks have been proposed, such as degree centrality [21] , closeness centrality [22] , betweenness centrality [23] , PageRank [24] , Leader Rank [25] , H-index [26] , and HITS [27] . However, many methods have common shortcomings. Simpler methods are inaccurate, whereas accurate methods have high computational complexity. For instance, methods based on global or local structure. Typical methods based on local information focus on the most essential attributes of a node and cannot fully reflect the influence of the node on the network. Degree centrality is a typical method based on local information. It is a direct indicator of single node importance, but it ignores a key factor: a node with few high-impact neighbors is more important than a node with a large number of low-impact neighbors [28] , [29] . That is, degree centrality considers only the influence of the nearest neighbors of a node. The methods based on global information consider the global structure of the network, but they relatively difficult to apply in some specific networks. For example, betweenness centrality and closeness centrality are not suitable for large-scale networks owing to their high time complexity. PageRank, a web influence indicator based on global information, performs well in directed networks. The expeditious and accurate identification of influential nodes is an important research topic, particularly when the network scale reaches tens of millions or even billions of nodes. In short, accurate and efficient mining of influential nodes is still an open question [30] .
In this paper, we propose a new method, called LNC, for detecting influential nodes in complex networks of various scales. Although LNC is based on local information, the difference from traditional methods is that it considers the factors affecting node influence from different perspectives, its effectiveness and accuracy will be discussed in Section III. We first introduce the basic principle of the proposed method.
A. BASIC IDEA
The influence of a node in a network is mainly measured by its ability to influence other nodes. If the entire society in a certain country is seen as a complex network, state leaders, successful scholars, great scientists, or famous celebrities, who are well known in daily life, can be regarded as influential nodes in the network and promote the development of the country in different respects. What makes these individuals stand out is not only their own superior abilities but also their surroundings [31] . Therefore, the influence of a node can be determined by the node itself as well as the influence of other nodes on it. Accordingly, we propose the LNC method to rank the influence of nodes in complex networks. There are two main factors in this method. One is the influence of each node itself, which is mainly measured by its ability to influence other nodes. Furthermore, we consider the contribution of other nodes in the network on a specific node. Neither the contribution of other nodes nor the influence of the node itself alone can fully reflect the importance of the node in the entire network, thus, their combination is necessary.
To illustrate the basic principle of LNC further, we consider an example in detail. Fig. 1 shows a network G that contains 11 nodes and 13 edges. First, we analyze the influence of each node in the network. According to the ranking methods based on node removal, the network cannot be connected if the nodes v 1 , v 5 , v 8 , and v 9 are removed. That is, the number of spanning trees is 0 if these nodes are removed, and thus it appears that these four nodes have the same influence. However, intuitively, they differ significantly in their influence rank. First, v 5 and v 8 are located at the core of the network, thus, they should be the most influential. Furthermore, the degree of v 1 is larger than that of v 9 , and the removal of v 1 has greater impact on network connectivity, thus v 1 is more important than v 9 . Finally, the peripheral nodes v 2 , v 3 , and v 4 are on the edge of the network and have little effect, thus, they are the least influential. Table 1 shows that the results by LNC are consistent with the theoretical results. The specific calculation will be described in Section III.
Several factors should be considered for accurately determining node influence in complex networks. In the LNC method, the contributions of the nearest and the next nearest neighbor nodes are indispensable. The nearest neighbor nodes have a direct influence on a node, whereas the next nearest neighbor nodes have indirect effects that cannot be ignored. We will further evaluate the performance of the proposed method in real-world complex networks in Section IV.
B. CONTRIBUTIONS
The main contributions of LNC are described as follows.
• Intuitive and effective influential node detection:
We consider the factors that affect the importance of nodes from two different perspectives, and node influence is measured through the combination of the influence contributions of the nodes themselves, the nearest neighbor nodes, and the next nearest neighbor nodes. This increases identification accuracy to some extent.
• Scalability: Compared with other methods, LNC can effectively and accurately identify influential nodes and greatly reduce computational cost ( Fig. 2-Fig. 4 , Table 4 - Table 6 ). It is computationally simple and has low time complexity (the specific time complexity will be explained in Section III), thus, it is suitable for large-scale networks.
• Parameter-Free: LNC does not rely on prior knowledge and parameter adjustments but can automatically identify influential nodes.
The remainder of this paper is organized as follows.
In Section II, we provide a brief survey of related work. Section III presents the LNC method in detail. In Section IV, we present a performance evaluation of LNC based on nine networks in terms of several widely used metrics. We finally conclude the paper in Section V.
II. RELATED WORK
In the past few decades, several methods (e.g., degree centrality [21] , K-shell [32] , closeness centrality [22] , betweenness centrality [23] , eigenvector centrality [33] , PageRank [24] , nodal contraction, and betweenness centrality with weight) have been proposed for identifying influential nodes in complex networks, and all these methods have their advantages and disadvantages. We provide a brief overview of these methods below.
Ranking methods based on neighbor nodes. These indicators are simple and intuitive, and they have low time complexity. Degree centrality and K-shell are two representative methods based on neighbor nodes. Degree centrality measures the influence of a node by the number of neighbor nodes. It is the simplest indicator for characterizing influential nodes. Its disadvantage is the lack of consideration of the global network structure and the influence of the surrounding nodes, therefore, in several cases, it is not sufficiently accurate. K-shell is a coarse-grained ranking method [34] , in which a node is usually considered to have a higher influence if it is situated in the core position of the network even if its degree is small. The influence of large-degree nodes on the edge is often limited [35] . Although this method has low time complexity, it is not suitable for certain types of networks, such as rule or BA networks [36] , and the ranking result is coarse-graining because it is difficult to distinguish the influence of nodes in the same layer.
Ranking methods based on the shortest path. These methods assume that the information in a network flows only through the shortest path. Representative methods are closeness centrality and betweenness centrality. Closeness centrality reflects the degree of closeness between any two nodes in the network. It uses the relative distance between each pair of nodes to quantify their centrality in the entire network [37] . Betweenness centrality assumes that information flows along the shortest path [38] and measures saliency by the number of shortest paths that pass through a node. Closeness centrality and betweenness centrality are based on global structure and can effectively identify influential nodes. However, their computational complexity is high, and thus they cannot be applied to large-scale or complex networks [39] .
Ranking methods based on eigenvectors. These methods consider not only the number of neighbor nodes but also their influence. Eigenvector centrality and PageRank are representative methods based on eigenvectors. Eigenvector centrality can be efficiently calculated using a power iteration approach, but it may become trapped in a zero status owing to the presence of several nodes without in-degree [26] . PageRank is a well-known web page ranking algorithm that is used in the Google search engine. It ranks based on the link structure of web pages and assumes that the influence of a web page is determined by both the quality and the number of the pages linked to it. PageRank has been widely used in various areas. However, it is sensitive to random network disturbances and exhibits topic drifts in special network structures [26] .
Ranking methods based on node contraction. These methods consider the influence of a node to be equivalent to the destructiveness of the network after the node is removed. The network is significantly more cohesive after a node contracts if the node is influential. In this method, the influence of a node is determined by the number of its neighbors and its location in the network. As the average path length should be calculated for each node contraction, the time complexity is high. Thus, this method is not suitable for large-scale networks [40] .
Ranking methods based on node centrality in weighted networks. These methods use edge weights so that the structure and function of a network may be understood more comprehensively. A representative method is betweenness centrality with weight. In a weighted network, the path length between nodes is determined by edge weights. Specifically, path length is measured by the reciprocal of the edge weight.
In conclusion, several methods have been proposed for identifying influential nodes in complex networks. To some extent, owing to the different structure of real-world complex systems, each method has its advantages and disadvantages. Effective and efficient identification of influential nodes VOLUME 7, 2019 remains a non-trivial task. Here, we propose an effective method that can be applied to networks of various scales.
III. THE LNC MODEL
We first introduce some basic concepts and definitions concerning LNC in Section 3.1. The calculation of LNC is presented in Section 3.2, and Section 3.3 analyzes the time complexity of LNC in detail.
A. PRELIMINARIES
Before explaining the proposed algorithm, we will formalize some of the basic definitions that will be used in the following sections.
Definition 1 (Degree Centrality): Given a network G = (V , E), degree refers to the number of relationships between a node and other nodes in the network. The degree of a node v i is divided by the maximum number of possible connections with other nodes to obtain the proportion of nodes directly related to v i , which is the degree centrality. It is denoted by DC(v i ), and is defined as follows:
where n is the total number of nodes, and d(v i ) represents the degree of v i . In real-world applications, each node has a different influence. Degree centrality describes the direct influence of v i , and greater degree implies that the node is more important. Definition 2 (Contribution Probability): Given a network G = (V , E), a node v i is randomly connected to any of its neighbors, and its degree represents all possible connections. We take the reciprocal of the degree is defined as the contribution probability of the node v i . It is denoted by P(v i ), and is defined as follows:
where the degree of v i is used as an indicator of its influence. Definition 3: (Cluster Degree) Given a network G = (V , E), the degree sum of all neighbor nodes of the node v i is called cluster degree and is defined as follows:
where η(v i ) is the set of the nearest neighbors of v i . Definition 4: (Contribution) Given a network G = (V , E), the influence of a node depends partly on its surroundings. The contribution of the nearest and the next nearest neighbor nodes is called contribution and is defined as follows:
where k denotes the number of the nearest neighbor nodes and the next nearest neighbor nodes, and v j represents the neighbor nodes of the node v i .
Definition 5: (Own Influence) Given a network G = (V , E), here, we assume that information transfers between nodes with equal probability. Therefore, the random selectivity probability describing the contribution ability of the node v i is P(v i ). The influence of the node v i itself is denoted by ownCon(v i ) and defined as follows:
Each node may choose to connect with any neighbor node.
B. THE LNC MODEL
The proposed method mainly considers two key factors affecting node influence. One is an indicator of the node's own influence, and the other is the contribution of the nearest and the next nearest neighbor nodes. In Fig. 1 , if we take the node v 5 as an example, then according to the proposed algorithm, the influence of v 5 depends on the contribution of the nearest and the next nearest neighbors as well as the influence of v 5 itself. The method for identifying influential nodes is to simulate various complex systems in reality by analyzing the network topology and various characteristic node attributes. We consider detecting influential nodes by LNC. The graph G in Fig. 1 is a synthetic network containing 11 nodes and 13 edges. The main process of LNC can be divided into four steps. First, we compute the sum of neighbor node degrees. Subsequently, we calculate the contribution of the neighbor and the next neighbor nodes. Then, we calculate each node's own influence. Finally, we calculate the influence of each node in the network.
1) COMPUTATION OF THE SUM OF NEIGHBOR NODE DEGREES
To control the time complexity of LNC, we select degree as the fundamental node influence indicator, and the contribution probability is set to be the reciprocal of the node degree.
Here, we assume that the information in the network flows randomly. The contribution probability and the degrees of all neighbor nodes are obtained by formula (2) . We now present the influence calculation for the node v 5 in detail. First, v 5 has four nearest neighbor nodes, that is, v 1 
This serves as a fundamental measure of the influence of neighbor nodes.
2) CALCULATION OF THE CONTRIBUTION OF THE NEAREST AND THE NEXT NEAREST NEIGHBOR NODES
The contribution of each neighbor node to a certain node is measured by the influence of these nodes themselves. In this part, we consider the nearest and the next neighbor nodes of a node in the network. The degree of a nearest neighbor node is the number of the next nearest neighbor nodes. We calculate the degree of each nearest neighbor node and take its reciprocal as the propagation probability. By formula(4), we calculate the contribution of each neighbor node separately and then obtain the total contribution. By analyzing these two aspects, we obtain the influence contribution made by all neighbors to node v 5 . Therefore,
To set a unified standard for the influence of a node, we still consider degree the basic influence value. We observed that we can determine the influence of a node by its ability to influence other nodes. This implies that an influential node randomly passes information to neighbor nodes. It is also assumed that the information is spread among nodes with equal probability. The influence of a node is calculated by its influence on other nodes. We consider the node v 5 in Fig. 1 . It can randomly affect any neighbor node, and we assume that the propagation probability of a node randomly selecting its neighbor node is the reciprocal of the node degree. It can be seen that v 1 , v 6 , v 7 , v 8 are neighbor nodes of v 5 , and therefore by formula (5), the influence of the node itself is
4) CALCULATION OF THE INFLUENCE OF THE NODES IN THE NETWORK
The contribution of the nearest and the next nearest neighbor nodes is combined with the influence of the node itself. Then, the influence of all nodes in the network is obtained. It is defined as follows:
The influence of v 5 is as follows, and the influence of the other nodes is shown in Table 1 .
An implementation of the LNC algorithm is shown in Algorithm 1.
C. TIME COMPLEXITY
One of the advantages of LNC is its low time complexity, which has three main components. In the first step, to calculate the influence of all nodes in the network, the algorithm should identify the nearest and the next neighbor nodes of each node. The time complexity for computing the nearest neighbor nodes is O(< k > n), where < k > is the average number of nearest neighbor nodes, and n is the total number of nodes in the network. In the second step, the nearest and the next neighbor nodes are considered. LNC should calculate the degrees of the nearest neighbor nodes and their contributions. Thus, the time complexity of this part is O(< k > n). In the third step, the influence of a node itself is measured based Algorithm 1 LNC Input:
Graph:G = (V , E) 1: // The contributions of neighbor nodes 2: for each node v in V do 3: for each node u in N (v) do 4: compute DC(u) using (1) 5: compute P(u) using (2) 6: compute D(v) using (3) 7: compute neiCon(v) using (4) 8: end for 9: end for 10: // The influence of nodes themselves. 11: for each node v in V do 12: n = G.degree(v) 13: compute P(v) using (2) 14: compute ownCon(v) using (5) 15: end for 16: compute Influ(v) using (6) 17: // Return Influ Output: Influ(v) on its degree. The time complexity of obtaining the degree of each node in the network is O(n). Hence, the computational complexity of LNC is O(< k > n). We note that k << n, and thus the LNC algorithm can handle large-scale networks.
IV. EXPERIMENTS
In this section, we present the results of experiments conducted using seven real-world networks and two synthetic networks to demonstrate the performance of LNC based on comparisons with several other methods. Before presenting the experimental results, we briefly introduce the methods used in the comparisons.
A. COMPARISON METHOD DESCRIPTION
Degree Centrality(DC) is the simplest indicator for describing node influence. Nodes with high degree have higher influence than nodes with lower degree. For example, in Fig. 1 , v 5 , as the initially infected node, spreads information faster and more widely than v 6 . However, degree centrality considers only limited information and is not effective in some cases.
Betweenness Centrality(BC) assumes that the information flow propagates along the shortest path. On the shortest path between all node pairs, the influence of a node is proportional to the number of shortest paths passing through it. Betweenness centrality calculates node influence based on global information. However, this is complicated, as it requires not only calculating the shortest path length between each pair of nodes but also recording these shortest paths.
Closeness Centrality(CC) identifies influential nodes based on global information. Closeness centrality uses the relative distance between each pair of nodes to determine node centrality, which is widely used in research. Closeness centrality effectively resolves the issue of node VOLUME 7, 2019 contraction and reduces the complexity of directly calculating betweenness centrality. It can also be understood as the use of the average propagation time of network information for determining node influence, however, it has high time complexity.
Eigenvector Centrality(EC) assumes that the influence of a node depends on both the number of neighbor nodes (the degree of the node) and the influence of each neighbor node. It evaluates the influence of a node by the information of the other nodes connected to it. This approach has attracted great attention both in theory and in practice.
HITS(Hyperlink-Induced Topic Search) uses different metrics simultaneously. HITS evaluates the influence of each node using authority and hub. The authority value measures the original creativity of the node with respect to the information, and the hub value reflects the role of the node in the information transmission. They interact with each other and converge through iteration.
PageRank ranks web pages based on their link structure. It assumes that the influence of a web page depends on the number and quality of other pages pointing to it. If a page has a large number of high-quality pages pointing to it, then its quality is also high. It performs well in directed networks but cannot be applied in undirected networks [41] .
ProfitLeader is the latest of these comparison methods and was proposed in May 2018. This algorithm ranks key nodes in networks by quantifying the profit that a node can make. Its calculation is relatively simple, and it is suitable for large-scale networks [31] .
Gravity Centrality(GC) viewing the k-shell value of each node as its mass and the shortest path distance between two nodes as their distance, then inspired by the idea of the gravity formula, the author proposed a gravity centrality index to identify the influential spreaders in complex networks.
Weighted Formal Concept Analysis(WFCA) is a typical computational intelligence technique. This model converts the binary relationships between nodes in a given network into a knowledge hierarchy, and employs WFCA to aggregate the nodes in terms of their attributes. The more nodes aggregated, the more important each attribute becomes.
B. DATA DESCRIPTION
In this section, we evaluate the proposed method on two synthetic networks and seven real-world networks to demonstrate its performance. These data sets are selected from different fields, and their network structures and scales are also various. From the experiment on the example network, we can see that LNC exhibits high performance. Furthermore, we use several well-known realworld networks with various sizes and characteristics to assess the performance of these methods. The statistics for them are summarized in Table 2 . We now briefly introduce these networks, they are all publicly available from http://konect.uni-koblenz.de/networks/arenasemail (Karate, Email, Friendship, Powergrid, Caida, Douban) and http://networkrepository.com (Ca-Csphd). 
1) SYNTHETIC NETWORKS
Many complex networks exist in the real world but we don't know the ground truth details about all of them. Therefore, in order to evaluate LNC and the methods used in the comparison, we built comprehensive networks with different scales.
a: RANDOM NETWORK
This is a synthetic random network with 3000 nodes connected by probability 0.01, in other words, the average degree of random network is 3, and it contains 47,475 edges.
b: BA NETWORK
This is a synthetic scale-free network with 30000 nodes, and 4 edges added each time, and it contains 119984 edges.
2) REAL-WORLD NETWORKS
There are many real-world networks in our life. In this section, we use seven real networks to verify the effectiveness of the LNC algorithm. a: KARATE NETWORK [42] This is a well-known network that has been widely used for influential node mining in complex networks. It is a friendship network among the 34 members of a karate club at an American university. It consists of 34 nodes and 78 edges, where nodes denote members of Zachary's karate club at an American university and edges represent the friendship between members.
b: EMAIL NETWORK [43] This is an email communication network from a university in Tarragona, Spain. It contains 1133 nodes and 5452 edges. Nodes represent users, and each edge indicates that at least one email was sent.
c: FRIENDSHIP NETWORK [44] This network represents the friendship between any two users on hamsterster.com. Nodes represent users and edges denote the closeness between users.
d: POWERGRID NETWORK [45] This undirected network contains information about the power grid of the western states of the United States of America. It has 4941 nodes and 6594 edges. A node is either a generator, a transformer, or a substation, and an edge is a power supply line. e: CA-CSPHD NETWORK [46] The network consists of 1882 nodes and 1740 edges. This is a popular network and it has been used widely for complex network influential nodes mining.
f: CAIDA NETWORK [47] , [48] This is an undirected network of autonomous systems of the Internet connected with each other from the CAIDA project, collected in 2007. Nodes are autonomous systems, and edges denote communication.
g: DOUBAN NETWORK [49] This is the social network of Douban, a Chinese online recommendation site. The network is undirected and unweighted. It is a large-scale and complex network, it consists of 154908 nodes and 327163 edges.
C. EVALUATION METRICS
In this study, we employ the SIR model [50] to investigate the spreading influence of ranked nodes. There are three states in the SIR model: (i) Susceptible (S) denotes susceptible individuals who are not yet infected. (ii) Infected (I) represents infected individuals, who may spread the disease to susceptible individuals. (iii) Recovered (R) denotes recovered individuals, who can never be infected again. When an individual has experienced a complete infection cycle, it will never be re-infected, thus, the individual's state can be ignored. To measure the spreading capability of the nodes, in each implementation, only one node is selected to be infected, whereas the other nodes are set as susceptible at each independent run. The seed node infects its neighbor nodes with a certain probability, and infected nodes recover with some other probability. Each loop is treated as a time step t, and F(t) indicates the number of nodes infected and recovered at time t, which is used to assess the influence of the initially infected node. Obviously, the cumulative number of infected nodes gradually converges with time and eventually reaches a steady state. The numbers of infected and recovered nodes indicate the impact capability of the seed node.
To evaluate the performance of the methods, Kendall τ [51] is introduced to measure the correlation of the spreading influence of the nodes by the ten methods. Kendall τ as a rank correlation coefficient is usually used to measure the correlation between two ranking lists. We assume that two queues X and Y with the same number of elements n, X = (x 1 , x 2 , ...., x n ) and Y = (y 1 , y 2 , ..., y n ). Any pair of pairs (x i , y i ) and (x j , y j ) (i = j) are said to be concordant if the ranks for both elements agree, that is, if both x i > x j and y i > y j or x i < x j and y i < y j . They are said to be discordant if x i > x j and y i < y j or if x i < x j and y i > y j . If x i = x j or y i = y j , the pair is neither consistent nor inconsistent. Kendall τ coefficient is defined as follows:
Here, n c and n d indicate the number of concordant and discordant pairs, respectively. This coefficient reflects the correlation and matching between two methods. In general, τ is in [−1, 1], where τ > 0 indicates positive correlation, whereas τ < 0 indicates negative correlation. That is, higher t values imply a more accurate ranking list.
D. PERFORMANCE EVALUATION
In this experiment, to distinguish node influence and verify the effectiveness of the proposed method, the SIR model was used to verify the accuracy of LNC. Using the network in Fig. 1 as an example, Table 3 shows the ranking results for each node by the ten methods and lists the results obtained by LNC and the SIR model. Kendall τ was used to detect the veracity and reliability of LNC. Fig. 2 shows the Kendall τ of the LNC method, where the ranking lists are generated by the BC, CC, DC, EC, HITS, PageRank, ProfitLeader, Gravity and WFCA. It can be seen that most Kendall τ for the LNC method is between 0.8 and 1(such as Karate, Ca-CSphd, Friendship, Random, Email, Powergrid, Caida and Douban), which is the largest in most networks, indicating that the ranking lists generated by LNC and the SIR spreading process are essentially identical. Fig. 2 shows that performance varies among the methods, and LNC performs well on networks of different scales. We note that the performance of the BC method is nearly always the worst on all networks because BC is generally based on the definition of the shortest path, but information in most networks does not flow along the shortest paths. In addition, we have noticed that on the BA network, Kendall τ of all methods is less than 0. Although LNC algorithm is not the best, it still has certain advantages compared with some algorithms.
To investigate the performance of the LNC method further, we consider the spreading influence of the ranked nodes in the SIR model. To distinguish the influential nodes more clearly, we choose a relatively small λ for the large data sets (Powergrid, Caida, BA and Douban). Specifically we set λ = 0.01 because with a larger value, the propagation would occur across nearly the entire network [32] , in which case it would be difficult to distinguish the influence of different nodes. For the small data sets (Karate, Email, Friendship, Ca-CSphd, and Random), we set λ = 0.1 to evaluate the influence of each node so that we can obtain the propagation efficiency of all nodes in the network, otherwise, we set the recovery probability µ = 1 and the time step t = 500. First, we compute the influence of each node using the various methods and rank them in descending order. Table 4 presents the top 10 ranked nodes. Owing to space limitations, we only show the top 10 nodes of two networks: Friendship and Email. It can be seen that most top 10 nodes of LNC are also obtained by other methods. Therefore, the validity of the LNC method is verified. Secondly, each node is considered a seed node for influencing other nodes. Finally, we obtain the number of nodes successfully infected by the seed nodes by computing the average over 1000 turns. The results are shown in Fig. 3 . Normally, a more important node infects more nodes, thus, an effective algorithm should generate a curve that decreases as node influence decreases. As can be seen from Fig. 3 , LNC performs best on Karate, Email, Friendship, Powergrid, Douban, and Caida networks. For the Email network, Gravity has the best performance, but LNC still has an advantage over most methods, and all curves are smooth with only a slight fluctuation. For Random and BA networks, all methods have similar effects, but LNC is still outstanding. As shown in Fig. 2 , the Kendall τ of the Random network is still the highest, and the infectivity of the top 10 nodes is relatively strong compared with other methods. Table 5 further presents the ranking results on the Karate network for the ten methods, where each node is treated as a seed node for infecting its neighbor nodes. It can be seen that LNC performs best compared to other methods.
Furthermore, we compare the influence of the top 10 nodes that are selected by LNC and the other methods. All top 10 nodes are used as seed nodes and the time step t ranges from 1 to 15. Table 6 shows that LNC has the highest propagation capability for all nodes and all methods. Clearly, the infection node F(t) increases as t increases, and the propagation in most networks reaches a steady state at t = 10. This is because the top 10 influential nodes infect other nodes with high efficiency, and stability is attained after a certain threshold is reached [52] . In addition, Fig. 4 shows the influence of the top 10 nodes in the nine networks, and it can be seen that the LNC method has high spreading efficiency. LNC has the best performance on most networks, that is, Ca-CSphd, Friendship, Douban, and Caida. Moreover, Fig. 5 shows a comparison of the time efficiency of LNC with that of the other methods. We chose to use six test data with more than 1000 nodes in the experiment, and the time required to sort the nodes is used as a measure of the running time of these methods. We compare the LNC method with several representative methods, namely, DC, CC, BC, EC, and PageRank. As can be seen from Fig. 5 , LNC has the least runtime in Web-Spam and Powergrid networks, and is above centrality only in Email, Ca-CSphd, Random and Friendship. Thus, we verified the high efficiency of LNC.
V. CONCLUSION
In this study, we considered the problem of detecting influential nodes based on the local neighbor contribution. The proposed method considers local information regarding a given network. This is a new measurement method for identifying influential nodes, which has low time and computational complexity. Accordingly, this method can be applied to large and complex networks. We considered both network complexity and the influence of the nearest and the next nearest neighbor nodes. To evaluate the performance of the proposed method, we applied it to nine networks and used the SIR model to simulate the spreading process by employing Kendall τ to measure the correlation between the ranking lists generated by the simulation and the other identification methods. Experimental results regarding monotonicity, correctness, and efficiency demonstrated that the proposed method exhibits excellent performance on both artificial and real-world networks. The new method can discriminate the node influence more accurately and provides a more reasonable ranking list than other measures. GUIHUA DUAN received the Ph.D. degree in computer science and technology from Central South University, in 2010, where she is currently an Associate Professor with the School of Computer Science and Engineering. Her research interests include big data processing and network security. VOLUME 7, 2019 
