We illustrate an algorithm to classify nice nilpotent Lie algebras of dimension n up to a suitable notion of equivalence; applying the algorithm, we obtain complete listings for n ≤ 9. On every nilpotent Lie algebra of dimension ≤ 7, we determine the number of inequivalent nice bases, which can be 0, 1, or 2.
algebras with simple pre-Einstein derivation and invertible Gram matrix is classified in [20] . It is known that up to dimension six all nilpotent Lie algebras except one admit at least one nice basis (see [23, 14] ). In [10] , we found 11 examples of 7-dimensional nilpotent Lie algebras that do not admit a nice basis.
In this paper we present an algorithm to carry out the classification of nice nilpotent Lie algebras of dimension n (see Section 2) . We classify nice nilpotent Lie algebras of dimension ≤ 9 up to equivalence (see the Appendix A and ancillary files); for n > 9 the algorithm remains valid, but implementation meets practical limits and the resulting lists would presumably be too long for any practical use. By comparison with [18] , we list the 7-dimensional nilpotent Lie algebras that do not admit a nice basis and those that admit two inequivalent bases (Theorem 3.2); even in dimension 6, our algorithm provides a much quicker proof compared to the aforementioned classifications (Proposition 3.1).
Our classification is based on the notion of nice diagram, namely a type of labeled directed acyclic graph associated to each nice Lie algebra; diagrams associated to equivalent nice Lie algebras are naturally isomorphic. We present algorithms to classify nice diagrams and, for each nice diagram, the corresponding nice Lie algebras. The set of Lie algebras associated to a nice diagram can be empty, discrete or even contain continuous families; in the latter case, our algorithm guarantees that distinct families correspond to inequivalent nice Lie algebras (Theorem 2.5).
In order to classify the nice Lie algebras associated to a given nice diagram ∆ up to equivalence, we first consider the action of the group D n of n × n diagonal matrices, where n is the dimension of the Lie algebra. The set of nice Lie algebras associated to a diagram ∆ is represented by an open set in a real vector space V ∆ , parametrizing the nonzero structure constants relative to the nice basis. The natural action of D n can be used to normalize some structure constants to ±1, producing a fundamental domain for this action, namely an open set in a finite union of affine spaces (Proposition 2.2). The resulting elements of V ∆ define a nice nilpotent Lie algebra provided the Jacobi identity is satisfied; this is a system of quadratic equations in the structure constants. For n ≤ 8 these equations reduce to linear equations thanks to the normalizations performed earlier; in dimension 9 there are only 20 diagrams for which quadratic equations survive the normalization; it turns out that only 12 of them give rise to continuous families of Lie algebras. The last step of our algorithm takes into account the action of the finite group of automorphisms of ∆ to ensure that distinct families correspond to inequivalent nice Lie algebras.
A nilpotent Lie algebra can admit two or more inequivalent nice bases. We prove that, on a fixed nilpotent Lie algebra, the set of nice bases taken up to equivalence is at most countable (Corollary 3.7). Moreover, comparing our classification to Gong's classification of nilpotent Lie algebras (see [18] ), we prove that this set has at most two elements in dimensions n ≤ 7 (Theorem 3.2).
Nice Lie algebras and nice diagrams
We work in the category N of nice nilpotent Lie algebras, whose objects are pairs (g, B), where g is a real nilpotent Lie algebra and B is a nice basis. A nice basis on a Lie algebra g is a basis {e 1 , . . . , e n } of g such that each [e i , e j ] is a multiple of a single basis element e k depending on i, j, and each e i de j is a multiple of a single e h , depending on i, j; here, {e 1 , . . . , e n } denotes the dual basis.
Clearly, replacing a basis element with a multiple does not affect this property. Thus, we define morphisms of N as Lie algebra homomorphisms that map basis elements to multiples of basis elements. Invertible homomorphisms will be called equivalences to avoid confusion with Lie algebra isomorphisms; note that two nice Lie algebras (g, B), (g , B ) may be isomorphic without being equivalent (see the remark below). We can also think of N as the set of nilpotent Lie algebra structures on R n such that the standard basis is nice, up to the group Σ n D n , i.e. the semidirect product of the group of permutations in n letters and the group of diagonal real matrices.
A Lie group will be said to be nice if its Lie algebra has a nice basis.
Remark 1.1. It is known that all nilpotent Lie algebra of dimension six except one have a nice basis (see [23] or [14] ; see also Section 2). The nice basis is not unique, even up to equivalence; indeed, consider the nice Lie algebra 62:2 (0, 0, 0, 0, e 12 , e 34 ).
This notation means that the coframe dual to the nice basis e 1 , . . . , e 6 satisfies We aim at classifying nice nilpotent Lie algebras up to equivalence; our main tool will be a functor from N to a category of graphs.
Fix a nice nilpotent Lie algebra g (since we have defined nice Lie algebras as pairs, it is understood that a nice basis B is also fixed). Let g i be the lower central series,
We recall from [23] that g has type (a 1 , . . . , a s ) if
Let B be the nice basis fixed on g. We say that a subspace V ⊂ g is adapted to B if it spanned by elements of the basis B. If V, W are subspaces adapted to B, then [V, W ] is also adapted to B; this is because [V, W ] is spanned by brackets of basis elements, and each such bracket belongs to the basis, up to a scalar. This immediately implies:
If g is a nice Lie algebra with nice basis B, then each g i is adapted to B.
Thus, we can always reorder a nice basis {e 1 , . . . , e n } in such a way that
To each nice nilpotent Lie algebra we can associate a directed graph ∆, by the following rules:
• the nodes of ∆ are the elements of the basis B; in symbols, N (∆) = B.
• there is an arrow from e i to e j if e j is a nonzero multiple of some [e i , e h ], i.e. e i de j = 0. In this case, we shall write (e i , e j ) ∈ E(∆), or simply e i → e j .
By construction, ∆ is a directed acyclic graph with no multiple arrows with the same source and destination; a graph with these properties will be called a diagram. An isomorphism of diagrams is an isomorphism of graphs, i.e. a pair of compatible bijections between nodes and arrows.
A labeled diagram is a diagram ∆ enhanced with a function from E(∆) to N (∆); the node associated to an arrow will be called its label. Given a nice nilpotent Lie algebra, we can modify the above construction to give a labeled diagram by declaring that the arrow e i → e j has label e h when e j is a multiple of some [e i , e h ]; we will write e i e h −→ e j . An isomorphism of labeled diagrams is an isomorphism of diagrams f such that whenever the arrow A is labeled e, then the arrow f (A) is labeled f (e); two isomorphic labeled diagrams will be said to be equivalent. We will denote by Aut(∆) the group of automorphisms of a labeled diagram; note that by construction Aut(∆) is a subgroup of Σ n . It is clear that equivalent nice Lie algebras determine equivalent labeled diagrams.
The nodes of a diagram ∆ have a natural filtration
where N i+1 contains all the nodes that are reached by at least one arrow in N i . Like for nice Lie algebras, we will say a diagram has type (a 1 , . . . , a s ) if
For any n, diagrams of type (n) contain no arrows; hence, they are equivalent.
Up to equivalence, it is no loss of generality to identify the nodes of a diagram with the numbers {1, . . . , n}. The labeled diagram of a nice Lie algebra clearly satisfies the following conditions: In order to state the fourth condition that the labeled diagram of a nice Lie algebra must satisfy, we need to introduce more language.
Given a diagram ∆ satisfying (N1)-(N3), let I ∆ be the set of the I = {{i, j}, k} such that i j − → k; we shall write E I = e ij ⊗ e k , I = {{i, j}, k}, i < j.
Take the D n -representation V ∆ freely generated by the E I , I ∈ I ∆ . To obtain an actual Lie algebra from a diagram, one needs to fix an element c =
I∈I∆
c I E I , that will determine the structure constants; whenever I = {{i, j}, k}, we shall write
We say a diagram has a double arrow k i,j −→ h if there is some l for which k l − → h and i j − → l are arrows in the diagram with k = i, j; double arrows are parametrized by
−→ h reflects the fact that [[e i , e j ], e k ] is a nonzero multiple of e h . The exclusion of the case k = i or k = j is motivated by the fact that the Jacobi identity holds trivially for repeated indices. We shall write I J = ({i, j}, k, h), I = {{i, j}, l}, J = {{l, k}, h};
each element of I ∆⊗∆ can be written uniquely as I J, with I, J ∈ I ∆ . We can define another acyclic directed graph ∆ ⊗ ∆ with the same nodes as ∆ and whose arrows are the double arrows in ∆; note that this graph can have multiple arrows, and its natural labeling takes values in the power set of N (∆), rather than N (∆). We define a representation
We have a natural quadratic, equivariant map V ∆ → V ∆⊗∆ ,
where given I, J as in (1),
and E IJ = 0 when I J is not defined.
In order to express the Jacobi identity, we will need to consider the alternating map
This defines a Lie algebra with diagram ∆ if and only if all of the following hold:
• for each I ∈ I ∆ , c I = 0.
• I,J∈I∆ c I c J E IJ lies in the kernel of a. Proof. The Jacobi identity amounts to proving
Given a diagram ∆ and I ∈ I ∆ , let α I be the weight for the action of D n on E I . Choose a total ordering on I ∆ and let M ∆ be the matrix whose rows represent α I in the basis (dual to) e 1 ⊗ e 1 , . . . , e n ⊗ e n . The matrix M ∆ is known as the root matrix in the literature (up to a sign) and it encodes important properties of the associated Lie algebras ( [26, 28] ); for instance, elements of its kernel correspond to derivations with eigenvectors e 1 , . . . , e n .
The root matrix also gives important information regarding the action of D n on V ∆ (which is essential for a classification up to equivalence, see Proposition 1.9). Indeed, let m = |I ∆ |; then M ∆ is an m × n matrix which can viewed as a Lie algebra homomorphism d n → d m . This homomorphism realizes the correspondence between the natural action of D n on V ∆ ⊂ Λ 2 T * ⊗ T and the action of D m via the diagram
By construction the entries of M ∆ are 0 or ±1; by taking the obvious projection, we obtain a matrix M ∆,2 with entries in Z 2 . In this case, the equations admit a solution; up to equivalence, we find the one-parameter family of Lie algebras Note that the arrow 3
− − → 7 is missing because of our definition of double arrow. Notice that the kernel of a is spanned by elements of the form
thus, terms of the form e ij ⊗ e k ⊗ e h with k distinct from i, j must appear in pairs or triples inside the sum I,J∈I c I c J E IJ . The Jacobi identity implies a condition on the diagram: (N4) There do not exist four different nodes i, j, k, v such that exactly one of
In terms of the Gram matrix U = M ∆ t M ∆ considered in [28] , double arrows correspond to entries equal to −1; condition (N4) is equivalent to nonexistence of quadruples of multiplicity one in the sense of [30] . Note that condition (N4) is independent of (N1)-(N3), as shown by the example of Figure 2 . Summarizing, we have proved the following: Proposition 1.6. For any nice nilpotent Lie algebra, the associated labeled diagram is nice. Remark 1.7. The converse of Proposition 1.6 is not true. For an example of a nice diagram that does not correspond to any Lie algebra, see Figure 3 . In this case The condition a(c I c J E IJ ) = 0 is equivalent to the system 
This system has no solution with all the c I different from zero, as can be seen by multiplying the first two equations and dividing by the third. Whilst any element of V ∆ that satisfies (2) defines a nice Lie algebra, the associated diagram is ∆ only when each c I is nonzero; therefore, there does not exist any nice Lie algebra with diagram ∆ (see Proposition 1.3). 
Classification algorithms
In this section we illustrate algorithms to classify nice diagrams with n nodes and nice Lie algebras of dimension n. We will assume nodes are numbered from 1 to n, and fix a total ordering on P({1, . . . , n}), for example through the canonical identification with numbers from 0 to 2 n − 1; iterating through subsets is then a matter of iterating through integers.
The starting observation is the following:
Proposition 2.1. Let s > 1, n = a 2 +· · ·+a s . Up to equivalence, any diagram of type (a 1 , . . . , a s ) can be obtained from a diagram of type (a 2 , . . . , a s ) by the following procedure:
• add a 1 nodes labeled n, . . . , n + a 1 .
• choose appropriate subsets
. . , n} is required for the type to be (a 1 , . . . , a s ).
Notice that interchanging A i with A j has the effect of interchanging the corresponding nodes n + i and n + j; this explains why we can assume
Enumerating nice diagrams
For each n, it is easy to list the possible ways of writing n as a sum of positive integers; for each such possibility n = a 1 + . . . + a s , we can classify nice diagrams of type (a 1 , . . . , a s ) with the following algorithm.
Step 1. Classify diagrams of type (a 1 , . . . , a s ).
There is a unique diagram of type (a s ); working backwards, we apply s − 1 times the method of Proposition 2.1, iterating through all possible subsets at each step.
Step 2. Remove the diagrams where some nodes have an odd number of incoming arrows. This step is justified by the fact that any labeled diagram has an even number of incoming arrows at each node, because of (N3).
Step 3. Eliminate isomorphic diagrams.
Recall that two diagrams ∆, ∆ are isomorphic if there are compatible bijections N (∆) → N (∆ ), E(∆) → E(∆ ); this implies that the resulting (families of) nice Lie algebras will be equivalent. The diagrams obtained from steps 1-2 may in general contain more representatives in a single isomorphism class. In order to eliminate them effectively (see subsection 2.3), we introduce an appropriate hash function, i.e. a map # : N (∆) → Z that is invariant under automorphisms of ∆, and define
By construction, ∆ and ∆ can only be isomorphic if #(∆) = #(∆ ), and a bijection f :
Thus, for each pair of diagrams with the same hash code, we iterate through hash-preserving bijections and verify whether they induce diagram isomorphisms.
Step 4. For each diagram, compute the possible labelings.
The idea is adding labels in pairs, iteratively, until the diagram is fully labeled. Formally, we consider partially labeled diagrams, i.e. diagrams ∆ with a function from the set of arrows E(∆) to V (∆) ∪ {∅}, where the value ∅ represents "no label". A partial labeling that never takes the value ∅ will be called a complete labeling.
To each partially labeled diagram ∆, associate a set C(∆) of completely labeled diagrams recursively as follows.
For each node j denote by V j the set of nodes v such v → j is unlabeled in ∆. If all V j are empty, then ∆ is completely labeled; set C(∆) = {∆}. Otherwise, consider the nodes for which V j is nonempty, let j be the minimum among nodes that minimize |V j | = 0 and add labels to two arrows ending at j as follows. Let i be the minimum of V j . Let W be the set of those v ∈ V j such that v has no outgoing arrow with label i and i has no outgoing arrow with label v in ∆. If W is empty, it is not possible to complete the labeling of ∆, so set C(∆) = ∅; notice that choosing j that minimizes |V j | will generally make this condition occur earlier in the recursion. Otherwise, for each w ∈ W , let ∆ w be the partially labeled diagrams obtained from ∆ by adding the labels w
It is clear that the recursion has maximum depth |E(∆)| /2, and that C(∆) is the set of all the complete labelings of ∆.
Step 5. Eliminate equivalent diagrams. This step is made necessary by the fact that Step 4 may produce different, equivalent labelings. We therefore proceed as in Step 3 to eliminate duplicates inside each C(∆), with the only difference that the bijections f that are considered are isomorphisms of labeled diagrams, i.e. they act compatibly on nodes, edges and labels.
Step 6. Eliminate diagrams for which (N4) is violated.
For each diagram ∆ and each node v ∈ N (∆), we list all double arrows and apply the definition.
Classifying nice Lie algebras
In order to determine the nice Lie algebras with associated diagram ∆, we need to impose the conditions of Proposition 1.3, i.e. the Jacobi identity. Since we are ultimately interested in classifying Lie algebras up to equivalence, it is convenient to factor out equivalence before imposing the Jacobi identity.
Consider the action of GL(n, R) on Λ 2 (R n ) * ⊗ R n ; we will denote it by juxtaposition, so that D n as a subgroup of GL(n, R) acts via gc = e M∆ (g)c. Isomorphism classes of Lie algebras with diagram ∆ are elements of (GL(n, R)V ∆ )/GL(n, R), whereV ∆ is the complement of the union of the coordinate hyperplanes, i.e. the subset where each coordinate c I is nonzero. Denoting by Z * = {±1} the group of invertible integers, we can consider the restriction
Denoting by logsign : Z * → Z 2 the natural isomorphism, this restriction is identified with
It will be convenient to work with a fundamental domainW ⊂V ∆ , namely a submanifold that intersects each orbit of the action of D n in a single point. In fact,W can be obtained by intersectingV ∆ with a finite union of parallel affine spaces in V ∆ . Recalling that rows of M ∆ are parametrized by I ∆ , we have:
parametrizes a maximal set of Z 2 -linearly independent rows of M ∆,2 and J ∆ parametrizes a maximal set of R-linearly independent rows of M ∆ . Set
Proof. Composing with the obvious projection, one obtains a surjective homomorphism
It follows that up to the action of e M∆ (D n ) any element c I E I ofV ∆ can be assumed to satisfy c I > 0 whenever I ∈ J ∆,2 . Similarly, the composition
J∆ is surjective, and it follows that any coefficient c I can be normalized to ±1 for I ∈ J ∆ . It follows thatW as defined in the statement intersects every orbit. Now suppose the orbit of some c inW intersectsW in a point c = e
n . By definition ofW , the components c I and c I coincide up to sign for each I ∈ J ∆ . Thus, each of the rows parametrized by J ∆ annihilates log g, and by maximality M ∆ (log g) = 0. Similarly, each of the rows parametrized by J ∆,2 annihilates logsign ; by maximality, this implies that M ∆,2 (logsign ) is zero, i.e. c = e M∆ ( )c = c.
Notice that it is no loss of generality to assume that J ∆,2 ⊂ J ∆ : rows that are linearly independent over Z 2 are necessarily linearly independent over Q, hence R. Remark 2.3. The characterization of D n -orbits in V ∆ in terms of the root matrix was already given in [29, Theorem 3.8] and [30, Corollary 3.5] ; the main improvement of Proposition 2.2 is the explicit description of the fundamental domainW as an open set in a finite union of affine spaces, which makes it possible to compute it with an algorithm. Remark 2.4. It is clear from Proposition 2.2 (see also [29, Theorem 3.8] ) that diagrams ∆ of surjective type, namely those for which M ∆,2 is surjective, are interesting from the point of view of Lie algebra classification, as in this situation the nice Lie algebra is determined uniquely by the diagram. These diagrams are also useful in the context of the construction of Einstein metrics (see [8] ).
However the diagram can determine uniquely the nice Lie algebra even if M ∆ is not surjective (see Example 2.8).
Potentially, each connected component in W gives rise to a new family of Lie algebras with diagram ∆. Recall that Aut(∆) D n acts naturally on V ∆ ; if w ∈ V ∆ defines a nice Lie algebra, then by Proposition 1.9 it is equivalent to any element in its orbit {g · w | g ∈ Aut(∆) D n }. The induced action of Aut(∆) onW ∼ =V∆/Dn will be denoted by juxtaposition.
Observing that the action of Aut(∆) onW maps connected components to connected components, we can eliminate repeated families from our classification as follows: Theorem 2.5. Let ∆ be a nice diagram and defineW as in Proposition 2.2. Let Aut(∆) act on the set of connected components ofW , and choose connected components W 1 , . . . , W k , one for each orbit. Let B j ⊂ W j be the subset defined by the Jacobi equations. Then each element of B j defines a nice Lie algebra with diagram ∆; up to equivalence, any nice Lie algebra with diagram ∆ is obtained in this way. Moreover, if j = k, elements of B j and B k determine inequivalent nice Lie algebras.
Proof. Any nice Lie algebras with diagram ∆ is determined by an element ofV ∆ satisfying the Jacobi identity; two such elements determine equivalent nice Lie algebras when they are in the same orbit under the action of Aut(∆) D n . SinceW is a fundamental domain for the action of D n , two points ofW define equivalent nice Lie algebras if and only if they are in the same orbit under Aut(∆).
Remark 2.6. Notice that there is no action of Aut(∆) on W , because diagram automorphisms do not generally preserve J ∆,2 . This is the reason to consider connected components ofW , even though we are ultimately interested in removing redundant components from W .
In order to compute the action of Aut(∆) on the set of connected components, we employ the following:
if δ is the unique element of Im M ∆,2 such that
Proof. Existence and uniqueness of δ follow from the definition of
Example 2.8. The Lie algebra 631:6 with diagram given in Figure 4 has
It is clear that the rank over R is three, and the first three rows are independent over both R and Z 2 . This gives the element This example shows that a nice diagram does not determine uniquely a nice Lie algebra. Table 8 ). In this case M ∆ has rank six and W contains precisely four elements, each defining a Lie algebra, namely The automorphism σ = (123)(567) cycles through i,iii,iv, all isomorphic to 37D, but ii is isomorphic to 37D 1 .
Summing up, we obtain the following algorithm:
Step A. Choose a maximal set of Z 2 -linearly independent rows of M ∆,2 , indexed by J ∆,2 , and choose J ∆ ⊃ J ∆,2 parametrizing a maximal set of R-linearly independent rows of M ∆ . By Proposition 2.2, we are reduced to considering the setW of elements c I E I ∈ V ∆ where
Step B. Determine the action of Aut(∆) on the set of connected components ofW , and choose connected components W 1 , . . . , W k ofW , one for each orbit.
Step C. On each component W j , impose the Jacobi identity
this is a system of polynomial equations in the c I , some of which have degree less than two thanks to the assumptions (3). Neglecting quadratic equations for the moment, determine the subspace of W j where the linear equations are satisfied; this is a subset L j ⊂ W defined by linear equations and inequalities.
Step D. For each nonempty L j , consider the corresponding family of Lie algebras obtained by imposing the quadratic constraints originating from the Jacobi identity. Eliminate redundant families, namely those that only differ by changing the sign of the parameters. Each remaining family determines a row in the output table. By construction (see Theorem 2.5), different rows correspond to inequivalent nice Lie algebras.
Remark 2.11. Our algorithm can be adapted to give a classification over C; in this case, all constants in J ∆ can be normalized to 1, so that the resulting space W is connected. This means that each nice diagram gives rise at most to one family of nice Lie algebras. On the other hand, some nice diagrams that have been excluded in the real classification may give rise to complex solutions when the Jacobi identity admits solutions over C but not over R.
Implementation notes
Our C++ implementation of the above algorithms is available at https://github.com/diego-conti/ DEMONbLAST. We collect here some remarks on our implementation, listed according to the step to which they are related.
(Step 1) Iteration through subsets is performed with an iterator-style class, represented internally by vectors of booleans.
Our algorithm to classify diagrams is based on iteration rather than recursion; this implies some repeated computations; for instance, in classifying diagrams with 5 nodes, diagrams of type (1, 1) are computed twice, once for (2, 1, 1, 1) and one for (3, 1, 1). This choice is partly motivated by the fact that the most computationally expensive step is the last one, where keeping track of already-computed diagrams does not give any advantage. On another note, the use of iteration greatly simplifies a parallelized implementation.
(
Step 2). The operation of Step 2 is built into the last iteration in
Step 1: at each node, the incoming arrows to be added are chosen in such a way that the overall number of incoming arrows at that node is even.
(Step 3). Elimination of isomorphic diagrams is best performed at an early stage, since it reduces the number of diagrams to be processed. For instance, for type (2, 2, 4) one obtains 41 diagrams, but only 9 of them are pairwise nonisomorphic. The use of a hash function #, as opposed to brute-force iteration through the n! bijections N (∆) → N (∆ ), leads to a considerable performance gain for an appropriate choice of #. In our implementation, we computed # by counting concatenated arrows, i.e. sequences v 1 → v 2 → · · · → v k , so that #(e) is defined in terms of the sequences i 1 (e), . . . , i s (e), o 1 (e), . . . , o s (e), where i k (e) and o k (e) are the numbers of concatenated arrows of length k respectively ending and beginning at e. (Step C). In order to determine whether each L j is empty, our program needs to determine whether a system of linear equalities and inequalities is consistent. Since coker M ∆ is generally fairly small (e.g. dim coker M ∆ ≤ 5 for n = 8, with the upper bound only attained by two nice diagrams), meaning that the dimension of W is small, we adopted the simple strategy of solving the linear equations first, and then applying the Fourier-Motzkin method to the resulting system of inequalities, where the surviving number of unknowns is generally small.
Comparison with [20]
A similar algorithm was given in [20] to classify nilpotent Lie algebras such that the Nikolaevsky derivation is semisimple with eigenvalues of multiplicity one and the Gram matrix is invertible; this condition implies that the eigenbasis is nice ([29, Lemma 2.5]) and the root matrix M ∆ is surjective ([20, Lemma 2.8]) with at most n − 1 rows. In this special situation the Jacobi identity follows automatically from the definition of nice diagram, which in this case rules out the existence of double arrows (see Remark 1.8), or bad pairs in the language of [20] .
The construction of [20] is inductive like ours; the absence of double arrows (bad pairs) is exploited to exclude some cases along the way. Moreover the hypotheses on the Nikolaevsky derivation imply that Aut(∆) is trivial, due to the invariance of said derivation under Aut(∆); therefore classification up to equivalence amounts to classification up to D n . In addition, the same hypotheses are used to to show that the resulting Lie algebras are pairwise nonisomorphic.
Our construction is both more general and more efficient. Indeed, considering the symmetry between the nodes being added at each inductive step enabled us to consider a smaller number of cases (reflected in the hypothesis A 1 ≤ · · · ≤ A n of Proposition 2.1). Moreover, our C++ implementation (written using sparse data structures from the STL) appears to be less memoryconsuming than the matrix-based Matlab implementation illustrated in [20] .
In addition, we do not impose any restriction on either the rank of M ∆ , the group Aut(∆) or the existence of double arrows. Our classification is made possible by the description of the fundamental domainW (see Proposition 2.2 and Remark 2.3) and the characterization of the action of Aut(∆) in Proposition 2.7.
Classification of nice Lie algebras
In this section we collect some applications of our algorithm and some theoretical remarks; in particular, we determine the number of inequivalent nice bases on each nilpotent Lie algebra of dimension up to 7 and prove that nilpotent Lie algebras of dimension n have at most countably many inequivalent nice bases. We identify nilpotent Lie algebras of dimension up to 7 by their name in Gong's classification ( [18] ). For nice Lie algebras, we use a different name consisting of three parts: a sequence of integers, counting dimensions in the lower central series (LCS), a progressive number identifying the nice diagram, and possibly a letter to distinguish inequivalent families originating from the same diagram. Recall that in our language the choice of a nice Lie algebra implies the choice of a nice basis; therefore, a single entry in Gong's classification may correspond to more entries in ours.
The complete list of nice nilpotent Lie algebras up to dimension 7 is given in the Appendix (see the ancillary files for dimensions 8 and 9).
As a first application, we improve Remark 1.1 and complete the description of all 6-dimensional nice nilpotent Lie algebras. It is easy to check that 6-dimensional nilpotent Lie algebras different from N 6,1,4 admit a nice basis; for example, in Salamon's list ( [33] ), all Lie algebras are written in terms of a nice basis except It is not difficult to see that N 6,2,9 admits a nice basis:
632:3a
(0, 0, 0, e 12 , e 14 + e 23 , e 13 + e 24 ).
Using our algorithm, we can easily verify the known fact that N 6,1,4 does not admit a nice basis ([23, Proposition 2.1]) and list the Lie algebras that admit more inequivalent nice bases (see Table 1 ). We have then proved the following:
Proposition 3.1. Among nilpotent Lie algebras of dimension 6:
• N 6,1,4 does not admit a nice basis;
• N 6,2,5 , N 6,3,1 and N 3,2 ⊕ N 3,2 admit exactly two inequivalent bases;
• the remaining Lie algebras admit exactly one nice basis up to equivalence. Comparing the list of nice nilpotent Lie algebras (see Table 8 ) with the classification of 7-dimensional nilpotent Lie algebras in [18] , we obtain the following: Theorem 3.2. The nilpotent Lie algebras of dimension 7 listed in Table 2 do not admit a nice basis; those listed in Table 3 admit exactly two inequivalent nice bases; the remaining nilpotent Lie algebras of dimension 7 admit exactly one nice basis up to equivalence.
Proof. Table 2 contains nilpotent Lie algebras that do not appear in Table 8 ; Table 3 contains those that appear on two distinct rows of Table 8 . It remains to show that nilpotent Lie algebras that appear on exactly one row in Table 3 do not admit inequivalent nice bases. This will be verified in Proposition 3.5. Table 2 with Proposition 3.1, we see that none of the central extensions of the 6-dimensional Lie algebra N 6,1,4 , namely 12457E, 12457F and 12457G, admits a nice basis. This is consistent with the following general fact: Proposition 3.3. If g does not admit any nice basis, then no central extension of g admits a nice basis.
Proof. Follows from Lemma 1.2.
Using the list of all nice Lie algebras in dimension 7 (Table 8) , one can check directly that all of them admit a derivation with nonzero trace: indeed, given a nice Lie algebra with diagram ∆, any element of ker M ∆ defines a diagonal derivation; it is then sufficient to verify that in each case ker M ∆ is not contained in the hyperplane x 1 + . . . + x n = 0. Since derivations with nonzero trace obstruct the existence of pseudoriemannian Einstein metrics with nonzero scalar curvature (see [10, Theorem 4 .1]), we obtain an alternative, direct proof of the following: We conclude this section with some remarks on the relation between isomorphism and equivalence for nice nilpotent Lie algebras with fixed diagram. We have seen in Section 2 that two nice Lie algebras corresponding to distinct points ofW / Aut(∆) are necessarily inequivalent. A natural question is whether they can be isomorphic -in other words, whether a nilpotent Lie algebra can admit two inequivalent nice bases with the same diagram.
Proposition 3.5. Given a nilpotent Lie algebra g of dimension up to 7 and a nice diagram ∆, any two nice bases on g with diagram ∆ are equivalent.
Proof. Going through the classification, it suffices to check that for each diagram ∆, the Lie algebras associated to different elements ofW are pairwise nonisomorphic, except when they are related by an automorphism of ∆. In other words, we must check that whenever two nice Lie algebras with diagram ∆ correspond to the same entry in Gong's list they are also related by Aut(∆) D n .
This phenomenon appears exactly twice, for the diagrams 7431:13 and 741:6. In the former case, we have two one-parameter families depending on a parameter, indicated by A in Table 8 . The action of the automorphism (12)(56) onW exchanges A and 1/A. By [18] , nice Lie algebras in the family 1357S are pairwise isomorphic only when the invariant λ = (1+A) 2 /(1−A) 2 attains the same value, and the nice Lie algebras in the family 1357QRS 1 are pairwise isomorphic only when λ + 1 λ attains the same value. In both situations, this happens precisely for pairs A, 1/A. In the latter case, the family 147E has invariant
1−λ determine isomorphic Lie algebras. The group Aut(∆) has six elements and, for each λ, acts transitively on the corresponding elements ofW .
In higher dimensions, we have the following: Theorem 3.6. LetW ⊂V ∆ be a fundamental domain for the action of e M∆ (D n ) as in Proposition 2.2. Then at each c ∈W
In particular the mapW → (GL(n, R)V ∆ )/GL(n, R) has discrete fibers.
Proof. Fix c = c I E I ∈W ; by hypothesis d n c ∩ T cW = {0}. For any A ∈ gl(n, R) such that Ac ∈ V ∆ , write A = A diag +A offdiag , where A diag is diagonal and A offdiag has zero on the diagonal.
By the nice condition, each A offdiag E I lies in Span e ij ⊗ e k | {{i, j}, k} / ∈ I ∆ .
It follows that A offdiag c = 0. Thus, Ac lies in d n c, implying (4). The second claim follows from the fact that GL(n, R)c ∩W is discrete in GL(n, R)c.
Corollary 3.7. On a fixed nilpotent Lie algebra, the set of nice bases taken up to equivalence is at most countable.
Proof. Fix a nice basis e 1 , . . . , e n , let ∆ be the nice diagram, and let c ∈V ∆ encode the structure constants. LetW be a fundamental domain; up to equivalence, we may assume c ∈W . Denote by C the set of elements ofW that are in the same GL(n, R)-orbit as c. By the theorem, C is a discrete subset ofW , hence at most countable sinceW is homeomorphic to some (R * ) k . Any other nice basis with diagram ∆ isomorphic to ∆ determines an element c ∈ V ∆ , and through the induced isomorphism V ∆ ∼ = V ∆ an element c ofV ∆ .
Since c and c define isomorphic Lie algebras, they are in the same GL(n, R)-orbit; up to equivalence, we may assume c ∈W , and so c ∈ C. Thus, nice bases with diagram isomorphic to ∆ are parametrized by C. It remains to observe that the set of isomorphism classes of nice diagrams with n nodes is finite.
Remark 3.8. We do not know any example of a nilpotent Lie algebra where the set of nice bases taken up to equivalence is infinite; however, we know that it can contain more than one element (see Proposition 3.1 or Theorem 3.2).
Remark 3.9. Continuous families of nice Lie algebras (taken up to equivalence) exist in any dimension n ≥ 7, as one can see by taking the product of 7421:14 with R n−7 . It follows from Corollary 3.7 that such continuous families correspond to continuous families in the category of Lie algebras (taken up to isomorphism). In particular, any continuous family contains Lie groups that do not admit a lattice, since connected, simply connected nilpotent Lie groups that admit a lattice are countably many (see [25] ).
A Appendix
We give the complete list of nice nilpotent Lie algebras up to dimension 7; dimensions 8 and 9 are in the ancillary files. For dimension 1 and 2 the only nilpotent nice Lie algebras are isomorphic to R and R 2 . The columns in each table contain the name of the nice Lie algebra, the structure equations in the nice basis and the name of the Lie algebra in Gong's list ( [18] ). When the Lie algebra is decomposable, the last column contains both the decomposition and the dimensions of the upper central series (which otherwise form part of the name in Gong's classification).
Recall that the name of each family contains a progressive number identifying the nice diagram; omitted integers correspond to nice diagrams that do not correspond to any nice Lie algebra (see Remark 1.7).
For exactly 20 nice diagrams in dimension 9, the Jacobi identity determines quadratic equations which survive the normalization; for 5 of them the Jacobi identity has no admissible solution. For the remaining 15, we have solved the quadratic equations and reduced the number There is a misprint in [18] , where the lower descending series is incorrectly written as (6432). 
