We present a divergence free vector field in the Sobolev space H 1 such that the flow associated to the field does not belong to any Sobolev space. The vector field is deterministic but constructed as the realization of a random field combining simple elements. This construction illustrates the optimality of recent quantitative regularity estimates as it gives a straightforward example of a well-posed flow which has nevertheless only very weak regularity.
Introduction
Given a vector field u(t, x) : R + × R d , we consider the flow X(t, s, x) associated to it ∂ t X(t, s, x) = u(t, X(t, s, x)), X(t = s, s, x) = x.
(1.1)
The well-known Cauchy-Lipschitz theorem implies that if u is locally Lipschitz, then Eq. (1.1) is locally well posed for every choice of x. The flow X is in that case also locally Lipschitz in x and this regularity is intimately connected with the existence and uniqueness result.
Well posedness for non Lipschitz velocity fields u was first obtained by R.J. Di Perna and P.-L. Lions in [17] with the introduction of renormalized solutions for the associated continuity equation ∂ t ρ + div (ρ u) = 0, ρ(t = 0, x) = ρ 0 (x).
(1.
2)
The result [17] required u ∈ L with appropriate bounds on div u. In the general case of (1.1), well posedness was proved with only u ∈ BV and div u ∈ L p in the seminal article [3] (see [7] for a first result in the kinetic context). The assumption on div u can be replaced by lower and upper bound on a solution to (1.2) as shown in [5] , though one then typically requires u ∈ SBV (see also [21] ).
The optimality of u ∈ BV for such a general setting was demonstrated in [16] with an example of almost BV vector field leading to non unique flows. We refer the readers to the two excellent summaries in [15] and more recently [4] .
Contrary to the classical Cauchy-Lipschitz theory, well posedness results that rely on the theory of renormalized solutions do not in general provide explicit regularity estimates on the flow X. In contrast a purely quantitative approach was introduced in [14] , focusing on estimates like Such direct estimates on the flow give both quantitative regularity results and well posedness (see also [19, 23, 24] for another approach of well posedness working directly with the flow). A regularity result like (1.3) also implies some regularity on the solution to the continuity equation (1.2) . Regularity estimates have been obtained directly from Eq. (1.2) in [6] and in the more general context of non linear continuity equations but they require more complicated tools.
The regularity given by (1.3) is quite weak, a sort of log of a derivative and very far from the Lipschitz regularity obtained if u ∈ W 1,∞ loc . It is therefore a very natural question whether this regularity is optimal or if something better should be expected.
It is relatively easy to construct examples of flows with weak regularity with just the requirement that u ∈ L 2 t H 1 x but no assumption on div u. But there are very few examples if one imposes that div u ∈ L ∞ or even that u be divergence free. To the author's knowledge, the only such other example was obtained in [2] ; other interesting examples of velocity fields occur in the slightly different but related context of mixing (see below).
Note that the assumption div u = 0 is an especially strong constraint in low dimensions: Obviously in dimension 1 it implies that u is constant and then ρ(t, .) is as smooth as ρ 0 so that (1.4) cannot stand. This article presents such an example of weak regularity in the minimum dimension where it is possible, namely d = 2.
does not belong to any Sobolev space W 1,p , p ≥ γ, and more precisely
x was just a matter of convenience and simplicity. The example could easily be adapted to u ∈ W 1,p x for any p < ∞. Remark 1.2 Note that, taking γ < 1, (1.4) shows that the flow X cannot be in BV nor in any generalized Sobolev spaces W 1,p with γ < p < 1. In fact from the construction, it can be checked that X is Lipschitz regular in a set Ω with constant exp(C Ω c ). This is exactly the regularity predicted by [14] .
Remark 1.3
The construction of u relies on the choice of one γ > 0, though obviously one particular field u would also work for any γ ′ ≥ γ. Extending the construction so that (1.4) holds with the same u for any γ > 0 seems non trivial.
Though in the general setting, u ∈ BV x or u ∈ W 1,p is critical, there are several cases where well posedness has been obtained with less regularity.
In dimension 2 for time independent fields u, well posedness holds with essentially no regularity on u. This was first noticed in [9] in the kinetic context for a continuous u, extended to u ∈ L p in [18] . It was later extended to u with only bounded divergence in [13] and [12] with the most general result available in [1] .
Structural assumptions on u can also compensate for lack of regularity. Well posedness was for instance recently proved in [8] for fields u which result from the singular integral of a measure.
The kinetic setting also provides important additional structure: It was proved in [11] that it is enough for well posedness in any dimension with only u ∈ H 3/4 . This was later developed in [22] for u ∈ L 2 x provided that it solves a wave equation (such as Maxwell's system).
In the cases mentioned above where the critical scale is a different space, it is not obvious what the optimal regularity for the flow should be or if better regularity could be obtained above the critical space but below W 1,∞ loc .
Note as well that, from Theorem 1.1, it is straightforward to deduce on solutions to the continuity equation
As mentioned above the main point of comparison for Theorem 1.1 is the example obtained in [2] . The construction behind Theorem 1.1 is random at its base. Roughly speaking, one builds a random field u rand s.t. the associated flow satisfies
for some function f (h) → ∞ as h → 0. Then one only has to choose one realization of u rand . The advantage to this approach is that it relatively simple to build, using only elementary fields and transforms (rotations in fact). This is because the stochasticity takes care of most of the difficult choices. Combining the various random angles in the construction for instance would be very difficult to do explicitly but is straightforward here as it is enough to explain what happens on average.
This type of approach may also prove useful in the future to prove some sort of generic regularity.
Its main drawback is that it is not explicit. Much about the flow remains in the dark: Its choice itself depends on the exponent γ that is used for example. In particular it is not possible to have the same level of information and precision as in the construction in [2] .
As a consequence, and contrary to [2] , the example given here does not say much about mixing. In several respect, mixing is the dual question of the one investigated here. Given a class U of vector fields and a bounded and smooth initial data ρ 0 , denote
Then one typically wishes to estimate
This is an important problem in itself with many applications in Fluid Mechanics in particular. If U only includes divergence free vector fields then (1.2) propagates any L p norm of ρ and in particular ρ(t, .) L 2 is constant in time. By interpolation, this implies that M(t, ρ 0 ) can only be small if ρ is not too smooth, for instance if ρ(t, .) H 1 x is large. Therefore regularity results for (1.2) imply lower bounds on M(t, ρ 0 ). For instance the equivalent of the log estimate (1.3) of [14] is the lower bound ρ(t, .) Ḣ −1
proved in [20, 27] . Similarly perfect mixing ρ(t, .) Ḣ −1 x = 0 can only occur in finite time if ρ loses all regularity. It was observed in [25] and proved in [26] for This connection between mixing and critical regularity for (1.2) was powerfully made in [10] , together with important (and still open) conjectures. Examples of mixing, such as the recent [28] giving the optimal rates for u ∈ W 1,p , could therefore turn out to be very useful as well for the question of critical regularity.
Nevertheless note that a good mixing solution ρ could still in principle belong to Sobolev spaces W s,p (even with s large); mixing only implies that the Sobolev norm has to be large. Conversely examples such as given here do not necessarily imply mixing (but the example in [2] does).
2 Sketch of the construction and proof of Theorem 1.1
Main steps of the construction
The basic idea of the construction is to make sure that the trajectories will go through a certain basic random structure many times, and each time the distance will be amplified by a given factor c > 1.
The result of the construction is summarized by Proposition 2.1 For any a ∈ R 2 , any ε > 0, α < 1 and any α < β < 1, there exists a divergence free vector field u a,ε with support in the ball B(a, 2 ε) and the bound
which implies for the flow associated
that there exists a set Ω a,ε ⊂ B(a, ε) with |Ω a,ε | ≥ 1 4 |B(a, ε)|, c γ > 0 and 0 < δ ε < ε s.t. if x, y ∈ Ω a,ε with |x − y| ≤ δ ε then for any t ≤ 1
Note that the flow is random only because u a,ε is. Prop. 2.1 is a consequence of a stretching flow combined with appropriate mixing in orientation. The stretching part is mostly a rotation by varying angle. More precisely it belongs to the following class Definition 2.1 Denote by R a the class of non linear transform F :
where the classical complex notation is used for rotations.
The stretching structure itself is given by Lemma 2.1 For any τ small enough, a ∈ R 2 , any γ > 0, ε > 0, α < 1, there exists a time-independent, divergence free vector field u r a,ε with support in the ball B(a, ε) and u r a,ε 2
which implies that the flow associated
belongs to R a , and that there exists C > 0 and l < 1, for any x, y ∈ B(a, ε) \ B(a, ε/2)
In addition almost surely for every x and y
and if |x − a| ≤ ε/2 then X(t 0 + ε α , t 0 , x) is just the image from x by a rotation of angle τ .
If ω = (ω 1 , ω 2 ) could automatically be chosen randomly and uniformly on the unit circle then the expectation of ω 1 1 (1−2l ω 2 2 ) would be strictly positive as
Thus the second step in the construction is to add enough rotations to ensure that the orientation is close to being uniformly distributed per Lemma 2.2 For any τ s.t. 2π/τ ∈ N, any a ∈ R 2 , any ε > 0, 0 < α < 1, β > α, and η > 0, there exists C > 0 and a random divergence free vector field R t 0 a,ε with support in the ball B(a, ε) and
That field implies for the flow associated
that there exists a set A a,ε with |A a,ε | ≤ C ε 1+β s.t.
i. Almost surely
ii. Define as O a,ε the smallest invariant set by the flow containing the annulus {ε/2 ≤ |x − a| ≤ ε}. Then O a,ε is included in B(a, 2 ε) and moreover B(a, ε/2) ∩ O a,ε is invariant by rotation centered at a and of angle τ .
iii. If x, y ∈ O a,ε \ A a,ε and |x − y| ≤ ε 1+β , both X(t 0 + 2 ε α , t 0 , x) and X(t 0 + 2 ε α , t 0 , y) belong to {ε/2 ≤ |x − a| ≤ ε} with probability at least 1/2.
iv. For any fixed F ∈ R a , the probability that X(t 0 + 2 ε α , t 0 , x) or X(t 0 + 2 ε α , t 0 , y) belongs to F A a,ε is at most C ε β .
with probability at least 1 − C ε β .
vi. If x, y ∈ O a,ε \ A a,ε and |x − y| ≤ ε 1+β , then with probability at least
Remark that contrary to the field u r a,ε in Lemma 2.1, the field R t 0 a,ε is timedependent. As seen in the construction it is actually the combination of two time-independent fields.
From Lemmas
Define
By the properties of all the fields in the sum, the field u a,ε is divergence free, supported in B(a, 2 ε). In addition combining the estimates (2.3) and (2.5) over the time interval [0, 1], one checks that
Note by the way that the contribution from the R t 3n a,ε is the dominant one. As before, denote by X the flow from t = 0 to t 3N ∂ t X(t, s, x) = u a,ε (t, X(t, 0, x)), X(t, s, x) = x.
The sequence obtained by taking the flow, X(t 3n , 0, x) and X(t 3n+2 , 0, x), at the times t 3n and t 3n+2 constitutes a discrete Markov chain, simply by the independence of all the u r,n a,ε and R t 3n a,ε . First we prove by induction that if x ∈ O a,ε then X(t 3n , 0, x) ∈ O a,ε almost surely for any n.
Assume that X(t 3n , 0, x) ∈ O a,ε , one wishes to show that X(t 3n+3 , 0, x) ∈ O a,ε . Of course by its definition O a,ε is invariant by the flow of any R t 3n a,ε and thus X(t 3n+2 , 0, x) ∈ O a,ε . By its definition {ε/2 ≤ |x − a| ≤ ε} ⊂ O a,ε and the annulus is invariant by the flow of u r,n a,ε . Since u r,n a,ε is compactly supported in B(a, ε), it also leaves invariant O a,ε \ B(a, ε). Finally if X(t 3n+2 , 0, x) ∈ O a,ε ∩ B(a, ε/2) then by Lemma 2.1, as t 3n+3 = t 3n+2 + ε α , X(t 3n+3 , 0, x) is the image of X(t 3n+2 , 0, x) by a rotation of angle τ . By Lemma 2.2, O a,ε ∩ B(a, ε/2) is invariant by such rotation. As a consequence X(t 3n+3 , 0, x) ∈ O a,ε .
We now estimate, again by induction, the total probability that a trajectory X(t, 0, x) would enter the bad set A a,ε at any one time t = t 3n . The key is the fact that the X(t 3n , 0, x) are a Markov chain through the independence of each field in the definition (2.6) of u a,ε .
Assume that X(t 3n , 0, x) ∈ A a,ε . For any realization of u r,n a,ε , the flow X(t 3n+3 , t 3n+2 , .) and its inverse X(t 3n+2 , t 3n+3 , .) are transforms of R a , fixed in the sense that they are independent of the realization of R t 3n a,ε . Therefore by Lemma 2.2, X(t 3n+2 , 0, x) ∈ X(t 3n+2 , t 3n+3 , A a,ε ) with probability at least 1 − C ε β . By the independence of the fields, one hence has that
Note that the same is true if one considers two trajectories starting from x and y at the same time by Lemma 2.2. By the Markov chain property, if x, y ∈ A a,ε then
Still considering two trajectories X(t, 0, x) and X(t, 0, y), denote for convenience
Take x and y close enough initially so that |δ k | < ε 1+β for any k ≤ 3 N with large probability. By the previous point, with probability 1 − C N ε β , we can assume that X(t 3n , 0, x) ∈ A a,ε and X(t 3n , 0, y) ∈ A a,ε . Thus assuming that |δ 3n | < ε 1+β , one has that |δ 3n+2 | = |δ 3n | by Lemma 2.2. Then by Lemma 2.1, |δ 3n+3 | ≤ C |x − y|.
This implies that if
then |δ k | < ε 1+β for all k ≤ 3 N with probability at least 1−C N ε β . Therefore we choose for Prop. 2.1
Denote by F k the filtration adapted to the random fields until time t k . Finally denote by E C the expectation conditioned to having both X(t 3n , 0, x) ∈ A a,ε and X(t 3n , 0, y) ∈ A a,ε for every n ≤ n. Write
By (2.4) of Lemma 2.1, if both X(t 3n+2 , 0, x) ∈ {ε/2 ≤ |x − a| ≤ ε} and X(t 3n+2 , 0, y) ∈ {ε/2 ≤ |x − a| ≤ ε}
On the other hand if X(t 3n+2 , 0, x) ∈ {ε/2 ≤ |x − a| ≤ ε} or X(t 3n+2 , 0, y) ∈ {ε/2 ≤ |x − a| ≤ ε} then
Assume now that X(t 3n , 0, x) ∈ O a,ε \A a,ε and X(t 3n , 0, y) ∈ O a,ε \A a,ε . Apply Lemma 2.2 which in particular implies that with probability at least 1/2, both X(t 3n+2 , 0, x) ∈ {ε/2 ≤ |x − a| ≤ ε} and X(t 3n+2 , 0, y) ∈ {ε/2 ≤ |x − a| ≤ ε}, thus
Still by Lemma 2.2, with probability at least 1 − Cε β , one has that |δ 3n+2 | = |δ 3n | which gives
Apply a last time Lemma 2.2, point i. to deduce that ρ 3n+2 = ρ 3n ± η ε and point vi. to deduce that with probability at least 1 − η, δ 3n+2 /|δ 3n+2 | is uniformly distributed on S 1 and hence by definition so is ω 3n+2 . Thus
Choose now η small enough with respect to γ, τ and 1 − l to find that for some c γ > 0
This leads to the fact that if X(t 3n , 0, x) ∈ O a,ε \ A a,ε and X(t 3n , 0,
Repeating by induction (2.9), one finds that
Finally since all X(t 3n , 0, x) ∈ O a,ε \ A a,ε and X(t 3n , 0, y) ∈ O a,ε \ A a,ε with probability 1 − C N ε β by (2.7)
It only remains to choose N s.t. C N ε α ≤ 1/2 (recall that β > α) and note that n = t 3n /(3 ε α ) to conclude the proof.
From Prop. 2.1 to Theorem 1.1
The first step is to remove the randomness by finding one realization of the random field u a,ε which produces a growth like (2.2) for enough x and y. Apply Prop. 2.1 and average (2.2) for every x ∈ B(a, ε) and every y in
|B(a, ε)| and t 3N ≤ 1. Therefore there exists at least one realization (i.e. deterministic), denoted by u d a,ε , of the random field u a,ε s.t. when X solves
(2.10)
Note that there are of course many such realizations but one is enough for our purpose.
The next step is to combine several such structures. Choose α and β > α s.t. 2 − 2 α − β > 0; remark that indeed N ε β ∼ ε β−α << 1. Choose centers a i , i ∈ N, s.t. {a i , i ∈ N} is compactly supported and
which is always possible as the total volume of the balls B(a i , 2 −i+1 ) is finite. Finally define
The u d a l ,2 −l have compact support with empty intersections. Therefore u is divergence free, u L ∞ ≤ 1 since α < 1 and
The dynamics is resolved independently in any B(a i , 2 −i+1 ) and in particular it is well posed as u is Lipschitz in any such ball (but of course with a Lipschitz constant depending on i). However X(t, 0, x) does not belong to any Sobolev space
by (2.10). This last quantity tends to +∞ as i tends to +∞ and hence h to 0, which concludes the proof of Theorem 1.1.
• Final remarks. The choice of u d a,ε and then u may be deterministic but it relies on the choices of all the parameters entering in the construction of u r a,ε and R t 0 a,ε . Those choices are not explicit and very likely not obvious at all. This is the main advantage of using randomness.
There are many possible choices of α and β, for instance β = 1/2, α = 1/4. Ideally one would like to take β = +∞ and α = 1 however u a,ε would not belong to H 1 x but only to BV . While β = +∞ would seem to be a problem as it enters for instance in the definition of δ ε , the analysis could carried out with the less demanding
3 The stretching part: Proof of Lemma 2.1
The basic deterministic stretching
For any ε > 0 and any point a ∈ R 2 , define
where (x − a) ⊥ denotes the rotation of the vector x − a by π/2, and f ε is given by
Note that u s a,ε is Lipschitz with support in the ball B(a, ε). Moreover it is divergence free div u
The solution from t = t 0 till t = t 1 = t 0 + ε α to ∂ t X(t, s, x) = u s a,ε (t, X(t, s, x)), X(t = s, s, x) = x is simple enough: If |X(t 0 , s, x) − a| > ε then X(t, s, x) = X(t 0 , s, x). If |X(t 0 , s, x) − a| ≤ ε/2 then the trajectory is not constant but at t = t 1 it will have rotated by exactly 3τ ′ /4.
In the general case, |X − a| is constant in time and
where the complex exponential is used to denote the corresponding rotation in R 2 . Now compare two trajectories X(t, s, x) and X(t, s, y). Denote
Assuming that initially X(t 0 , s, y) and X(t 0 , s, x) are in the annulus {ε/2 < |x − a| < ε}, then
Depending on the angle between δ and X(t 0 , s, x), the distance may be multiplied by up to 1 + 2 τ ′ but it can also decrease by a similar amount.
Random sense of rotation
Randomize the previous field by picking a random sense of rotation leading to u r a,ε = σ u s a,ε (x), where σ is +1 with probability 1/2 and −1 otherwise. By (3.1), the field u r a,ε satisfies (2.3).
From t = t 0 till t = t 1 = t 0 + ε α let X be the flow and solve
Compare again two trajectories X(t, s, x) and X(t, s, y) for x and y very close. Denote still δ = X(t 0 , s, y) − X(t 0 , s, x) = x − y (δ is deterministic here). To finish the proof of Lemma 2.1, one has to get a lower bound for E|X(t 1 , s, x) − X(t 1 , s, y)| γ for any γ > 0.
Denote as in the Lemma
Note that there exists a universal constant C s.t. for any 0 < γ < 1 and any −1 < ξ < 1
). Now for γ > 0 fixed, by taking τ ′ small enough, there exists l < 1 s.t. 4 The orientation mixing structure: Proof of Lemma 2.2
Define the field
where r will be chosen later in terms of η. The function g ε is radially symmetric, smooth with compact support in B(0, 1) and such that g ε (x) = 1 in the ball |x| ≤ 1 − ε β . We also define the corresponding field in the annulus
where g ann ε is radially symmetric, smooth with compact support in {1/2 ≤ |x| ≤ 1} and such that g ann ε (x) = 1 in the annulus 1/2 + ε β ≤ |x| ≤ 1 − ε β . Therefore R z,ε,r generates a rotation in B(z, r ε(1 − ε β )), has compact support in B(z, r ε), and is a more complicated transform only in the thin annulus A z,ε,r = {r ε(1 − ε β ) < |z − x| < r ε}.
Since g ε is radially symmetric then R z,ε,r is divergence free. Moreover since g ε is smooth, |∇g ε | ∼ ε −β on the annulus A z,ε,r and vanishes elsewhere, we have
(4.1) Now for any η > 0, one can find a finite number of centers z i , i ≤ k, and radii r i < η s.t. the number of spheres, radii r i and (z i − a)/ε are independent of ε and i. The spheres are disjoint:
iii. For any ε/2 < R < ε, most of the circle {|x − a| = R} is included in
iv. For convenience we assume that the balls B(z i , r i ε) intersecting with B(a, ε/2) are all the image of one another by rotations of angle τ ; this is possible as 2 π/τ ∈ N. Starting from any time t 0 , one achieves random mixing by combining many smaller rotations by defining
where each λ i is an independent random number uniformly chosen in [0, 2π] and so is the random angle θ ∈ [0, 2π].
By (4.1) and since the fields have disjoint support, then R t 0 a,ε satisfies (2.5).
Let now X solve between t 0 and t 0 + 2 ε α , ∂ t X(t, t 0 , x) = R t 0 a,ε (t, X(t, t 0 , x)), X(t = t 0 , t 0 , x) = x.
At time t 2 = t 0 + 2 ε α , the position X(t 2 ) is hence the result of a random transform in {ε/2 < |x − a| < ε} followed by random transforms in each B(z i , r i ε).
Denote
First of all remark that |X −a| is constant through the flow of R ann a,ε,1 and that X is moved by at most η ε through the flow of R z i ,ε,r i . This implies point i in Lemma 2.2.
Point ii of Lemma 2.2 is straightforward as R t 0 a,ε is supported in B(a, 2 ε) and by point iv of the definition of the spheres. Point iv of Lemma 2.2 is similarly straightforward.
Points iii, v and vi now follow. If |X(t, t 0 , x) − X(t, t 0 , y)| ≤ ε 1+β for t 0 ≤ t ≤ t 2 then they are affected by the same transform, because it is not possible for them to belong to two different balls B(z i , r i , ε). Consequently if they do not belong to A a,ε at either t 0 or t 1 then |X(t, t 0 , x) − X(t, t 0 , y)| is constant along the evolution.
Thus if x, y ∈ O a,ε \ A a,ε , then with probability at least 1 − C ε β , so are X(t 2 , t 0 , x) and X(t 2 , t 0 , y) which first in turn implies that |X(t 2 , t 0 , x) − X(t 2 , t 0 , y)| = |x − y| ≤ ε 1+β , that is point v of the Lemma. Either X(t 2 , t 0 , x) ∈B a,ε implying that ε/2 ≤ |X(t 2 , t 0 , x) − a| ≤ ε. Or X(t 2 , t 0 , x) is obtained from X(t 1 , t 0 , x) through a random rotation of center z i . In that case X(t 2 , t 0 , y) is obtained through the same random rotation. Point ii of the definition of the spheres and the fact that |X(t 2 , t 0 , x) − X(t 2 , t 0 , y)| ≤ ε 1+β implies that with probability at least 1/2, both X(t 2 , t 0 , x) and X(t 2 , t 0 , y) belong to the annulus {ε/2 ≤ |x − a| ≤ ε. That gives point iii of the Lemma.
Finally point iii of the definition of the spheres implies that if x, y ∈ O a,ε \ A a,ε , then with probability at least 1 − η − C ε β , they will belong to one of the balls B(z i , ε r i ) \ A a,ε and hence that X(t 2 , t 0 , x) − X(t 2 , t 0 , y) is obtained through a rotation of angle uniformly distributed in [0, 2 π]. This is point vi and concludes the proof of Lemma 2.2.
