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RÉSUMÉ
L’objet de la présente thèse est le développement de méthodes de calcul per
mettant d’extraire l’information sur les propriétés d’états mét astables. Un premier
thème abordé est l’étude de molécules dans un champ électromagnétique fort, qui
entraîne une molécule de Hf de son état fondamental vibrationnel jusqu’à sa photo-
dissociation. La solution de l’équation de Schrôdinger dépendante du temps permet
de caractériser cette réaction. Nous proposons ici un nouvel outil basé sur l’inté
gration directe de l’équation en utilisant un préconditionnneur efficace.
Un deuxième problème étudié est le calcul des énergies et fonctions d’onde
des états métastables du système acétylène-vinylidène, qui représente une des plus
simples réactions d’isomérisation. Les états vibrationnels métastables sont situés à
très haute énergie ( 57 kcal/mol), ce qui a rendu leur calcul impossible jusqu’ici.
Nous avons développé une méthode itérative basée sur l’algorithme de Lanczos et
utilisant une base contractée pour obtenir à la fois les valeurs et fonctions propres de
l’hamiltonien. Nous avons adapté et parallélisé une méthode récente en pius d’im
plémenter un schéma de réorthogonallsation locale. Nous avons obtenu les niveaux
du vinylidène de plus grande durée de vie à précision spectroscopique.
Un autre volet de la présente thèse est l’étude des états résonai;ts du HCO. Pour
les calculer, on utilise normalement un potentiel complexe (CAP) pour élimbier
la partie asymptotique des fonctions donde. Nous avons développé une approche
qui permet d’éviter l’arithmétique complexe et rend le calcul efficace. À l’aide
d’une variante de l’algorithme de Lanczos, on génère une base de vecteurs propres
amortis qu’on utilise pour minimiser la perturbation due au CAP. L’approche est
très robuste et une généralisation des idées pour rendre la méthode accessible sous
une forme “boîte noire” est présentée.
Mots clés: Dynamique moléculaire, spectroscopie théorique, méthodes
de calcul, état métastable, résonance, photodissociation, isomérisation.
ABSTRACT
In the present thesis we develop numerical methods to extract information on
properties of metastable states. Pirst. we study the photodissociation of ga.zeous
HF in a strong. chirpeci electromagnetic field. The evolution of the system can
he characterized hy the time dependant Schrddinger eciuation. We propose here a
novel scheme for solving the equation hased on the direct numerical integration in
the interaction representation using a cleverlv defined preconditioner.
Second. we study the ellergies and waveftmctions of metastahie states of the
acetylene-vinylidene system, which is one of the simplest isomerization reaction.
These vibrational metastable states are at very high energy (57 kcal/niol) and
have therefore not yet been characterized exactly. We have developed a new it
erative inethod based 011 the Lanczos algorithrn in combination with a particular
contracted hasis in order to simnltaneously obtain eigenvalues and eigenvectors of
the Hamiltonian. We have adapted and parahlehized a recently pubhislied method as
well as implemented a local reorthogonalization scheme. The longest lived vinvhi
dene states have been obtained at what is believeci to be spectroscopie accuracy.
Third, we develop a method for studying resonance states of HCO. A complex
absorbing potential (CAP) is nsnahly needed in order to remove the a.symptotic
part of their wavefunction. We have developed, based 011 recently published ideas,
a method that renders the calenlation of resonance states efficient while avoiding
complex arithmetic. A basis of damped eigenvectors is obtained fr0111 a variant of
the Lanczos algorithm and used to minimize the perturbation of the Hamiltonian
hy the CAP. The iiew scheme is very rohnst and a. “black box’ generalizat.ion of the
ideas is proposed for solving general real nnsymmetric eigenproblems.
Keywords: Molecular dynamics, theoretical spectroscopy, method devel
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La chimie peut être définie comme l’étude de la composition, des propriétés
ainsi que des transformations de la matière. Afin de comprendre ces phénomènes à
l’échelle moléculaire, il est apparu très tôt au cours du XXe siècle que la description
classique des atomes était inadéciuate : le concept même d’atome, qui avait déjà bien
changé au courant du siècle précédent devait être redéfini une fois de plus. L’avè
nement de la mécanique quantique au cours des années 1920 a marqué un tournant
dans l’interprétation des phénomènes chimiques. pavant la voie à la création d’une
totite nouvelle branche de la chimie la chimie théorique, dont l’objet d’étude est la
caractérisation quantitative de propriétes atomiques et moléculaires. L ‘intérêt de la
chimie théorique semblait à l’époque bien limité à cause de la difficulté associée à
la résolution même des problèmes les plus simples. On se souviendra de la fanieuse
affirmation de Paul Dirac [1]
“Tire undamentat Ïaws necessary for tire mathematicat t’reatment of a
Ïarge part of physics and tire whoÏe of chemistry are th’us cornpteteÏy
know’n, and tire dfflcnlty lies only in tire fact that application of these
lares teads to equations that are too compÏe to be soÏved.”
Évidemment, Dirac ne pouvait pas prévoir la révolution informatique qui allait
balayer le monde durant les décennies à venir et qui permettrait aux chimistes et
aux physiciens de s’attaquer à des problèmes de plus en plus complexes.
Puisqu’il n’existe que très peu de systèmes quantiques dont la solution petit être
obtenue analytiquement, le recours aux méthodes numériques pour la compréhen
sion des systèmes chimiques est devenu un instrument important pour le chimiste
théori-cien. Au cours des cinquante dernières années. l’évolution de la capacité de
calcul des ordinateurs a été pour le moins ahurissante, ce qui a permis aux chi
2mistes d’expliquer dans le cadre de la mécanique quantique des phéuomèues encore
inabordés. Malgré les immenses progrès réalisés. de nombreux problèmes restent
intraitables encore à ce jour. Les approches approximatives souvent utilisées re
présentent mie voie commode pour l’étude ciualitative de ces problèmes complexes
mais elles présentent quelques fois d’importantes lacunes quant au traitement du
caractère quantique des molécules. Il apparaît donc de mise de chercher à amélio
rer les méthodes de calcul numériquement exact afin, d’une part, d’exploiter au
maximum les ressources informatiques disponibles et, d’autre part, de fournir une
référence crédible pour la validation des schémas numériques approximatifs. Le dé
veloppement de nouvelles approches pour la prédiction quantitative de propriétés
chimiques représente mi aspect majeur du travail du théoricien.
La spectroscopie a elle aussi grandement bénéficié des avancées en sciences nu
mériques potir le traitement de systèmes obéissant à la mécanique quantique. La
spectroscopie est avant tout une science expérimentale qui étudie les interactions
entre la lumière et la matière. nommément l’absorbtion, l’émission et la diffusion
de photons par les atonies et molécules. Elle demeure. en ce début de XXIe siècle.
tme des techniques les plus prisées pour sonder les entrailles de la matière afin
d’extraire le maximum d’informations sur ses propriétés. L’analyse des résultats
expérimentaux se fait à l’aide de modèles basés sur la mécanique quantique et per
met l’interprétation des spectres obtenus en termes moléculaires. Les spectres à
très haute résolution qu’il est possible d’obtenir aujourd’hui, grâce notamment à
l’amélioration des sources laser continues, des composantes optiques ainsi que des
techniques de refroidissement, nécessitent un traitement particulièrement soigné.
Puisque les méthodes approximatives errent souvent dans leur interprétation des
résultats de ces expériences, le recours au traitement exact des équations quantiques
est impératif. Il convient donc de considérer les calculs quantitatifs de la spectro
scopie théorique non seulement comme essentiels à une meilleure compréhension de
la chimie, mais aussi comme des outils dont la valeur prédictive permet de guider
31 ‘expérimentateur dans ses recherches.
Dans le cadre de l’approximation de Born-Oppenheimer, on considère qu’il est
possible de séparer les mouvements des électrons et des noyaux. Cette approxima
tion permet ainsi de s’intéresser uniquement à la dynamique moléculaire en traitant
implicitement le déplacement des électrons. Les mouvements nucléaires revêtent
une grande importance dans l’explication des phénomènes chimiques. Par exemple.
l’étude des rotations peut donner de nombreuses informations sur la géométrie de la
molécule étudiée, l’analyse des vibrations permet de connaître la force des liaisons
entre atomes ainsi que leur réactivité, etc. Il apparaît donc essentiel de pouvoir in
terpréter théoriquement les résultats de ces expériences, non seulement d’un point
de vue fondamental, mais aussi d’un point de vue pratique afin de confirmer et
façonner l’intuition chimique. Ainsi, l’objet de la présente thèse s’inscrit dans cette
lignée le développement de méthodes numériques plus efficaces pour permettre
la résolution de problèmes de dynamique moléculaire de plus en plus complexes.
Avant d’entamer la suite, revenons d’abord sur les concepts qui permettront de
bien comprendre les nouvelles approches proposées.
1.1 Quelques rudiments de mécanique quantique
Dans le cadre de la mécanique classiciue, le mouvement des particules d’un sys
tème donné peut être décrit à chaque instant par leur position x et leur vitesse
y (ou leur quantité de mouvement p) [2, 3]. Ainsi, les trajectoires de toutes les
particules peuvent être connues explicitement et l’évolution du système peut être
prédite. Ce modèle, quoique bien adapté à de nombreuses situations, ne peut repré
senter correctement le caractère ondulatoire des molécules qui. depuis l’avènement
de la mécanique quantique, apparaît conime essentiel à la compréhension des phé
nomènes à l’échelle atomique. Un des postulats de cette nouvelle mécanique stipule
que les fonctions classiques de position et de quantité de mouvement doivent être
4remplacées par des opérateurs afin de tenir compte du caractère quantique des par
ticules [4—6]. La conception déterministe de la position doit aussi être abandonnée.
Quoiqu’il soit possible d’en mesurer la valeur exacte à un instant donné, il est im
possible de prédire a priori quelle sera la position d’un corpuscule quantique ainsi
que la trajectoire qu’il suivra. La probabilité de trouver une particule à l’intérieur
d’un intervalle donné est ainsi décrite par une distribution qui dépend de la nature
du système et des forces en présence. Comment peut-on. de cette façon, représen
ter un système quantique? Par l’introduction d’un objet, appelé “fonction d’onde”.
qui permet de décrire l’état du système et de définir toutes les informations qu’on
est susceptible d’en extraire. Nous dénoterons la fonction d’onde moléculaire to
tale r, t), où R est un vecteur décrivant la position des noyaux, r est un
vecteur décrivant la position de tous les électrons et t est le temps. Selon l’interpré
tation de Boru, la distribution de probabilité est donnée pa.r le carré de la fonction
d’onde, r, t)2. Conformément à cette interprétation probabiliste, on définit
la valeur attendue d’un opérateur quelconque Ô pour un état donné comme une
moyenne pondérée de l’opérateur sur tout l’espace, «est-à-dire
= f (R. r. t)Ôna(R, r, t)dRdr , (1.1)
où (Ô)flG(t) est la valeur attendue à un temps t donné. L’approximation de Born
Oppenheimer permet de simplifier significativement le problème en permettant une
séparation du traitement des mouvements nucléaires et électroniques [5—9]. Ainsi,
on écrit
= fl(R.t»Q(r,t;R) , (1.2)
où ‘(R. t) est la zeme fonction d’onde nucléaire et (r, t; R) est la fonction
d’onde électronique qui dépend paramétriquement de R. Pour l’étude de la dyna
mique nioléculaire, seule la partie nucléaire reste d’intérêt et la partie électronique
est considéré implicitement dans l’énergie potentielle du système.
5Il existe une formulation alternative des équations classiques du mouvement,
connue sous le nom de mécanique hamiltonienne, qui définit une fonction de l’éner
gie appelée “hamiltonien” (H) [3]. Il est possible de trouver les équations quan
tiques analogues aux équations hamiltoniennes du mouvement par l’introduction
d’un opérateur quantique hamiltonien
uI(R,t)(R)+7(Rt) , (1.3)
où (R) est l’énergie cinéticlue du système étudié et l/(R. t) est son énergie poten
tielle, incluant toute contribution électronique [4 -9]. L’opérateur quantique hamil
tonien, ci-après simplement dénommé “hamiltonien”, représente à la fois la molécule
étudiée ainsi que son couplage à l’environnement. Par exemple, l’hamiltonien d’une
molécule diatomique excitée par un champ laser comportera les termes d’énergie
cinétique de vibration, de rotation et de translation de la molécule. l’énergie poten
tielle interne décrivant les interactions entre les atomes ainsi que, suivant une ap
proximation semi-classique. l’énergie potentielle associée à la fluctuation du champ
électromagnétique dans le temps. De façon générale. l’évolution de l’état d’une mo
lécule décrite par im hamiltonien H(R, t) sera régie par Féquation de Schrôdinger
dépendante du temps (TDSE),
ft(R, t)(R, t) = i4(R, t) , (1.4)
où h est la constante de Planck. Il arrive fréquemment que l’hamiltonien du système
est lui-même indépendant du temps. En l’occurence, le déplacement, la déformation
et les rotations de molécules isolées à l’état gazeux sont décrits par un hamiltonien
indépendant du temps [7—9]. Dans un tel cas, il est possible d’effectuer la factori
sation suivante
e(t)(R) , (1.5)
6et de résoudre séparément, pour la partie spatiale et la partie temporelle, l’équa
tion de $chrdinger [4—6]. La résolution de l’équation temporelle étant triviale et
n’apportant aucun éclairage sur la dynamique des noyaux, on se concentre donc sur
la partie spatiale de l’équation de Schrôdinger obtenue par séparation des variables
et par la simplification de TDSE (Eq. (1.4)) de sorte que
fI(R)p(R) = Eb(R) , (1.6)
où E est l’énergie associée au état du système. L’équation de Schrôdinger
indépendante du temps (TISE, Eq. (1.6)) est une équation centrale en dynamique
moléculaire puisque sa résolution permet dobtenir. entre autres choses, les éner
gies des états vibrationnels et rotationnels, les intensités des transitions spectro
scopiques entre ceux-ci. la valeur attendue d’une foule d’observables, la probabilité
réactionnelle à énergie donnée. etc [5—9]. Tout chiniiste pourra se convaincre faci
lement de l’importance de tels calculs.
1.2 La méthode variationnelle linéaire
Comme nous l’avons dit précédemment, il n’existe que très peu de systèmes pos
sédant des solutions analytiques et ces dernières sont généralement extrêmement
difficiles à trotiver. Très souvent, il est impossible de résoudre les équations 1.4 et
1.6 analytiquement et il faut avoir recours à des méthodes numériques pour extraire
la fonction d’onde et les quantités désirées. Les approches les plus populaires en
spectroscopie théorique sont certainement la méthode des perturbations et la rné
thode variationnelle linéaire [7—13]. Les deux voies possèdent certes des avantages
mais la flexibilité de la seconde méthode la rend particulièrement attrayante. Nous
ne nous attarderons donc que sur cette dernière.
Puisque la solution de TDSE ou TISE est inconnue, on remplace la fonction
7d’onde par une combinaison linéaire de fonctions connues
J(R,t) = , (1.7)
advenant qu’on veuille résoudre TD$E, ou encore
(1.8)
dans le cas de TISE. L’ensemble des fonctions (R) est appelé “base” et ces
fonctions de base sont connues a priori. On doit ensuite chercher les coefficients
G’(t) (ou G, respectivement) permettant de représenter correctement les fonctions
d’onde décrivant l’état de la molécule dans cette base. Les expansions 1.7 et 1.8
définissent exactement les fonctions d’onde dans la limite N —* oc. En pratique,
la valeur de N doit être grande même pour les problèmes de taille modeste et
elle augmente typiquement de façon exponentielle avec la taille du système étudié.
Pour cette raison, un effort particulier est fait par plusieurs groupes de recherche
pour développer des fonctions plus efficaces permettant l’utilisation de bases plus
compactes [14—21]. Une base dépendante du temps peut permettre, dans certains
cas, de réduire la taille de la base nécessaire à la résolution de TDSE niais cela
augmente significativement la complexité du calcul [22—27]. On s’en tiendra donc
aux bases indépendantes du temps.
Comment doit-on choisir les fonctions de base pour minimiser simultanément
la taille de la base et la complexité associée à leur calcul? Afin de répondre à cette
question, on doit connaître la forme exacte des équations à résoudre. En substituant
les équations 1.7 et 1.8 dans TD$E (Eq. (1.4)) et TISE (Eq. (1.6)) respectivement,
8on obtient
(R t) Zc’(t)j(R) = q(t)(R) (1.9)
ÊR)G5(R) = E,C(R) . (1.10)
En multipliant à gauche les équatiolls 1.9 et 1.10 par (R), mie fonction quelconque
de la base, et en intégrant sur tout l’espace. on obtient
(f(R)i(Rt)1(R)dR) c(t) =ic(t) (f(R)J(R)dR)
(1.11)
(f (R)(R)(R)dR) =EC (f(R)(R)uR) . (1.12)
On peut choisir les fonctions de base de telle sorte qu’elles soient ortlioiiormales.
c’est-à-dire
(1.13)
où j est connue sous le nom de “fonction delta de Kronecker”, qui est égale à 1 si
i
=
j et O autrement. L’orthoiormalité des fonctions de base permet de simplifier
les équations 1.11 et 1.12 de la façon suivante




La notation de Dirac [4—6] a été utilisée pour représenter les intégrales sur l’espace
de façon plus compacte en écrivant J (R)Ô(R)dR = où Ô
est un opérateur quelconque qui peut dépendre de la position R ou de la quantité
de mouvement p. 011 obtient ainsi un eisemble d’équations couplées qu’on peut
9représenter plus efficacement sous forme matricielle
H(t)C(t) ihC(t) , (1.16)
HC . (1.17)
Les éléments matriciels sont donnés par l’évaluation des intégrales des équations
1.14 et 1.15 et les coefficients C(f) et C. contenus dans les vecteurs C(t) et C,
sont obtenus par la résolution des écluations 1.16 et 1.17, respectivement.
Ayant établi les équations qu’on doit résoudre, on se trouve maintenant confronté
au choix de la base. Rappelons d’abord les opérations qui devront être faites. En
premier lieu, il est impératif de concevoir une base dont la taille est minimale
afin de pouvoir traîter des problèmes de plus en plus complexes. De plus, il serait
appréciable de savoir représenter simplement les opérateurs d’énergie cinétique et
d’énergie potentielle de l’hamiltonien. Finalement, on souhaite pouvoir évaltier les
intégrales efficacement. Le premier point dépend fortement du problème étudié et
différentes solutions seront proposées dans les chapitres à venir. Afin d’illustrer une
stratégie générale servant de fondement au développement de bases efficaces pour la
représentation des opérateurs quantiques, admettons un hamiltonien vibrationnel
indépendant du temps pour un problème modèle à 2 dimensions
(ri, r2)
=
i(pi) + T2(p2) + (r1. r2) , (1.18)
où Îj(p) est l’opérateur d’énergie cinétique associé à la particule et pi est la
quantité de mouvement de la particule i. Un choix judicieux serait de définir des
fonctions de base sous forme de produit de fonctions unidimensionnelles orthogo
nales p1 (r1) et 0J2(r2)
12(ri,r2) flji(Ty)0j2(T2) . (1.19)
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Dans irne telle base. les éléments matriciels de l’hamiltonien sont domiés par
H111,22 =(pi, (ri) T1 (Pi) Pj1 (r’))622 + (p2 (r2) T2 (P2) i2 (r2))1 (1 20)
+
Les fonctions unidimensioimelles sont souvent des polynômes de différents types, p.
ex. les polynômes associés de Legendre. les polynômes de Jacobi, les polynômes de
Tchebychev du premier et deuxième type. Ces polyiiômes obéissent à un ensemble
de relations de récurrence qui permettent souvent l’évaluation analytique des élé
ments matriciels de l’opérateur d’énergie cinétique [281. Les éléments matriciels du
potentiel doivent toutefois être évalués numériquement par quadrature, ce qui peut
devenir très coûteux.
Il est aussi possible de définir un autre type de fonctions de base, dénom
niées “Discrete Variable Representation” (DVR) [29—37]. Ces fonctions soiit choisies
comme combinaisons linéaires de fonctions de base primitives unidimensionnelles, p.
ex. un produit de polynômes orthogonaux et de fonctions de poids, qu’on appellera
“Finite Basis Representation’ (FER). Les fonctions DVR sont des approximations
aux fonctions propres de l’opérateur de position, dont les vraies solutions sont des
fonctions delta de Dirac. La matrice d’énergie cinétique présente des singularités
importantes dans cette base car les fonctions delta sont discontinues. La DVR est
quant à elle constituée de fonctions continues et dérivables de sorte que la ma
trice représentant l’énergie cinétique est aussi bien définie dans la DVR que dans
la FBR. Les fonctions DVR sont distribuées sur une grille. Elles ont tuie ampli
tude maximale à un point de la grille et sont nulles à tous les autres points, où
sont centrées les autres fonctions de la base. La grille est définie par les points de
la quadrature de Gauss associée aux fonctions primitives FBR, c’est-à-dire qu’elle
représente le meilletir ensemble fini de points pour l’évaluation des intégrales sur
ces fonctions de base. L’inconvénient majeur associé à la DVR est que la matrice
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d’énergie cinétique est pius dense dans cette base. Puisqu’il existe une relation
entre les fonctions FBR et DVR. il est possible d’évaluer efficacement les éléments
de cette matrice en suivant une procédure toute simple. On obtient d’abord les re
présentations matricielles des opérateurs d’énergie cinétique et de position dans la
base PBR (respectivement TBl? et RBR). Les intégrales définissant les éléments
de la matrice de position sont aussi connues analytiquement dans le cas des poly
nômes orthogonaux. On calcule ensuite les valeurs et vecteurs propres de la matrice
de position dans cette base pour obtenir une matrice de transformation unitaire Z
qui diagonalise la coordonnée
RZ — ZR/R . (1.21)
RP est une matrice diagonale dont les valeurs non nulles sont les points de
quadrature. La matrice unitaire Z permet de transformer la matrice d’énergie
cinéticiue de la FBR à la DVR
ZT?Z
. (1.22)
On doit aussi représenter le potentiel dans la base DVR, ce qui est nécessaire car
toutes les parties de l’opérateur hamiltonien doivent être définies dans une seule et
même base afin que les valeurs propres qu’on en extrait possèdent une signification
physique. On peut écrire toute fonction de la coordonnée r, comme par exemple
un potentiel unidimensionnel (r), à l’aide de l’équation
(r)=ao+a1r+a2r+... , (1.23)
où {ao, a1, a2, .
. .} sont les coefficients du développement en série de puissances de
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la fonction. On peut représenter ce développement dans la base FBR
= aj + a1R + o9RRR +... (1.24)
Il est important de noter que les différentes puissances de r sont toutes représentées
comme prodtnts de la. matrice RR, pour laquelle les éléments sont connus ana
lytiquenient. La qualité de cette approxi nation diminue pour les puissances plus
élevées. En transformant dans la base DVR. on obtient
= ZVZ1
(1.25)
= aol + a1R’ + +
Puisque la matrice R’ est diagonale et flue la fonction l(r) est quelconque.
il s’ensuit cyue la représentation de toute fonction de la coordonnée est diagonale
dans la DVR. On peut ainsi complètement éviter Févaluation du potentiel dans la
FBR. Les éléments matriciels d’un potentiel 2D dans une base formée dun produit
tensoriel de fonctions DVR unidimensionnelles tri) et. ,3(r2) sont simplement
donnés par
((r1)(r2)(ri, r2)i(ri)i(r2)) V(r, , (1.26)
c’est-à-dire que seuls les éléments diagonaux du potentiel sont. non-nuls et leur
valeur est donnée par l’évaluation du potentiel au point {r, r}. Ceci simplifie
grandement l’évaluation du potentiel, si compliqué soit—il.
Cette DVR étant une base orthogonale, on peut maintenant écrire la. représen
t ation matricielle de 1 ‘hamiltonien complet




Forts de cette représentation compacte et efficace, il nous reste maintenant à ré
soudre le problème d’algèbre linéaire afin d’en extraire les valeurs propres et vec
teurs propres. représentant respectivement les énergies et les fonctions d’onde du
système dans le cas de l’opérateur hamiltonien présenté ci-haut. Notons que l’équa
tion 1.27 est aussi valide pour décrire les états continus, dont la fonction d’onde
se développe jusqu’à l’infini. Le problème majeur est que la représentation d’une
fonction d’onde infinie requiert un nombre infini de fonctions DVR. Plusieurs as
tuces ont été développées pour contourner ce problème [38—41]. Leur discussion sera
reportée au chapitre 4.
1.3 Survol des méthodes numériques pour l’extraction des valeurs
propres de représentations matricielles d’opérateurs quantiques
indépendants du temps
Nous nous concentrerons dans cette section sur la solution de l’équation de
$chrôdinger indépendante du temps. La façon la plus simple de résoudre l’équation
1.17 est évidemment d’évaluer les intégrales comme définies dans la base désirée, de
stocker les éléments daiis la mémoire de l’ordinateur et d’utiliser une routine de dia
gonalisation directe telle la combinaison Householder/QR. Il existe plusieurs implé
mentations très efficaces de ces méthodes directes dans les librairies mathématiques
de calcul [42—44]. La robustesse de ces méthodes numériques en fait encore à ce jour
la référence pour l’extraction des valeurs propres et vecteurs propres de matrices de
taille modérée. Toutefois, deux propriétés des méthodes directes en limitent l’usage
pour les problèmes de plus grande taille. La première concerne le stockage de la
matrice [44—46]. Choisissons d’abord une base sous forme de produit comme décrite
dans l’équation 1.19. Admettons que b fonctions de bases orthogonales unidirnen
sionnelles soient suffisantes pour représenter la distribution spatiale selon chaque
coordonnée. Pour un système possédant f degrés de liberté, la taille totale de la
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base sera n et le nombre d’éléments matriciels à stocker sera donc de n. Concrè
tement, on peut estimer modestement que b 10. Par conséquent, mie matrice
représentant l’hamiltonien vibrationnel cl’ime molécule triatomique sera composée
de 106 éléments et nécessitera environ 8 mégaoctets de mémoire vive pour son
stockage. Suivant les mêmes paramètres. une molécule tétraatomiqlle possédant 6
degrés de libertés de vibration serait représentée par une matrice d’ordre nb = 106
nécéssitant environ 7450 gigaoctets de stockage en mémoire vive. En comparant
avec la mémoire typiqilement disponible sr un ordinateur de bureau (environ 1
gigaoctet), on comprend l’étendue du problème.
La seconde limite majeure des méthodes directes est reliée a temps de calcul
cmi, pour ces méthodes, croît à une vitesse proportionnelle au cnbe de la taille
de la base N = n (pollf un système à J dimensions) [44-46]. Ainsi, admettant
que la diagonalisation de la matrice de l’hamiltonien vibrationnel d’une molécule
triatonliciue prend 1 seconde, la résolution dii même problème pour une molécule
tétraatomique serait
()3
iO fois plus longue, soit de i0 secondes mi 11574
jollrs. Il va sans dire que cette approche ne peut être viable sans modification et
plusieurs groupes de recherche ont poursuivi dans cette voie, tentant de remédier
aux limites des méthodes directes par le développement de fonctions de base extrê
mement compactes mais aussi infiniment complexes [14—21].
Une autre façon très efficace de contourner les problèmes susmentionnés est
d’avoir recours aux méthodes itératives, telles l’algorithme de Lanczos, l’algorithme
de Jacobi-Davidson, les iterations de sous-espace, etc [44—52]. Tous ces algorithnies
sont basés sur l’idée centrale de projection de la matrice de l’opérateur sur un (ou
des) vecteur(s), permettant ainsi d’éviter le stockage de la matrice. Ces méthodes
exploitent le fait que seule une partie du spectre — c’est-à-dire l’ensemble des valeurs
propres de l’opérateur
— possède une signification physique et est donc désirable.
En effet, il est bien connu que. suivant le principe variationnel, les soliltions de
TISE possédant les énergies les plus basses convergent les premières vers les valeurs
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exactes lorsquon augmente la taille de la base utilisée dans l’expansion 1.7 (ou 1.8.
selon le cas). Ainsi, seules les énergies les plus basses ciuori peut extraire de la
matrice de l’hamiltonien sont physiquement intéressantes.
Outre la convergence variationnelle qui dépend de la taille de la base, il existe
un autre phénomène de convergence associé à la méthode utilisée pour la résolu
tion de l’équation 1.17. Dans le cas des méthodes directes. toutes les valeurs propres
convergent simultanément après un nombre donné d’opérations. Ceci contraste avec
le comportement des méthodes itératives, pour lesquelles la convergence est gra
duelle au fil des opérations. qui favorisent l’émergence précoce de certaines solutions
au détriment des autres. Le figure 1.1 illustre schématiquement la différence entre
ces deux comportements. La nature exacte de la convergence sélective va.rie subtile-
FIG. 1.1
-. Représentation schématique de la convergence d’une valeur propre. Le
trait plein représente le comportement associé à une méthode directe et le trait











ment selon la méthode itérative utilisée et nous traiterons seulement des propriétés
de l’algorithme de Lanczos. qui est au coeur de trois des méthodes développées
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dans la présente thèse.
Comment les méthodes itérative font-elles pour extraire certaines valeurs propres
sans stocker la. matrice complète? Les projections se font par le biais d’une opé
ration centrale commune à tontes ces méthodes, le produit matrice-vecteur, pour
laquelle il est essentiel de pouvoir exploiter la structure de la matrice. Prenons,
encore une fois. notre hamiltonien vibrationnel modèle à 2 dimensions (Eq. (1.18))
décrit clans une base sous forme de produit (Eci. (1.19)) et définissons un vecteur
y possédant deux indices {a’3’}. un pour chaque coordonnée. Les éléments de la
matrice dans la base DVR sont décrits par Féquation 1.27. On ne stocke en nié-
moire que les morceaux nécessaires pour pouvoir appliquer les éléments non-nuls
de la matrice sur un vecteur. Ainsi, on peut multiplier efficacement la. matrice H
par le vecteur y en sirnnÏant l’utilisation d’une matrice pleine. On obtient. chaque






où n1 et n2 sont les nombres de fonctions de base pour décrire les coordonnées r1
et r2, respectivement. On voit clairement que, outre les 2 vecteurs, il n’est néces
saire de stocker que les éléments de petites n;a.trices représentant les opérateurs
unidimensionnels d’énergie cinétidlue en plus d’un vecteur supplémentaire pour le
potentiel, ce (lui donne un total de (n + n + n in2) éléments dans le cas présent. Le
coût du produit matrice-vecteur peut ainsi être ramené à nin2(n1 + 112 + 1) opéra
tions en point flottant (flops) et se compare avant ageusement à celui d’un produit
matrice-vecteur direct, dont le coût s’élèverait à (nin2)2 flops. Non seulement cette
façon de procéder permet-elle de sauver une grande quantité de mémoire niais elle
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est aussi très efficace sur le plan du nombre (le flops et donc du temps de calcul.
De plus, ces économies augmentent exponentiellement avec le nombre de degrés de
liberté du systéme étudié.
L’algorithme de Lanczos le plus général se sert de cette opération comme outil
pour construire deux espaces de Krylov, cest-à-dire des ensembles de vecteurs cor
respondant à diverses puissances de la matrice projetée sur deux vecteurs initiaux
aléatoires
I’{H.v1} = {v1.Hvi.... . H’vi}
A7{HT. w1} {wi. HTw1,... . (HT)m_1W1}
où T représente la transi)Osée de la matrice et ru est la taille de l’espace de Kry
lov [45.46.46.49, 51]. Plus particulièrement. on génère deux espaces qui sont bior
thogonanx, c’est-à-dire que les vecteurs obéissent à la relation
WVm = . (1.30)
où Vm et Vrn sont des matrices dont les colonnes soiït les vecteurs de Lanczos
associés aux espaces de Krvlov. un droit K’{H. v1} et un gauche K7{HT, w1},
et m = diag(i, 3m) est la matrice diagonale des recouvrements entre les
vecteurs gauches et droits. Les vecteurs gauches et droits sont générés par récur
rence en respectant la condition de biorthogonalité. On petit ainsi obtenir, à chaque
itération, de nouveaux vecteurs Vk+1 et à partir des des deux vecteurs précé
dents
dk+iVk+1 = rk+i HVh — akVk — 7kVk_1 (1.31)
k+iWk+1 = Sk+1 = HTwk — — . (1.32)
OÙ 7k = wvk, k = wHvk/k, et j@ arid k sont respectivement
les facteurs de normalisation des vecteurs rk et Sk. L’algorithme est initialisé en
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choisissant deux vecteurs aléatoires y1 et w et en posant
‘)‘i di O. Il existe mie
certaine flexibilité pour le choix des facteurs de normalisation, 110115 Optons pour
(1.33)
ce qui permet de simplifier les écluations piisque de cette façon & = 1.
Ainsi. i. 3 et
‘
sont les éléments d’mie matrice tridiagonale Tm qui représente la
projection de la matrice H dans l’espace des vecteurs de Lanczos
i 72
/32 a2 7
1m = WHV1 = [33 Q3 . (1.34)
3m m
Il faut noter que la matrice Tm est généralement plusieurs ordres de grandeur plus
petite que la matrice originale H [45. 46. 46, 49, 51]. De pins, il est très économique
de stocker uniquement les éléments de T7 qui sont différents de O et plusieurs
algorithmes existant permettent de trouver efficacement les valellrs propres d’une
matrice tridiagonale. Quel est le lien entre les valeurs propres de T7 et celles de la
matrice originale H? Puisqu’il s’agit d’une niéthode de projection, on trouvera dans
Fensemble des valeurs propres de 1,, certaines des valeurs propres de la matrice
originale (c.f. figure 1.2). Dans le cas de la méthode de Lanczos. les valeurs propres
situées sur le pourtour convexe dii spectre dans le plan complexe sont les prenlières
à converger. L’allgmentation de la densité du spectre et/ou du domaine spectral
a pour effet de ralentir la convergence des valeurs propres. Puisqu’un opérateur
hermitiqiie, p. ex. l’hamiltonien. possède des valellrs propres réelles, les plus grandes
et les plus petites de celles-ci seront bien eutenciti les prenlières à converger. C’est en
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Fia. 1.2 — Représentation schématique des ensembles de valeurs propres pour ue
méthode de projection
partie à. cause de cette propriété fascinante que Falgorithme est si populaire pour
l’extraction de certaines valeurs propres d’opérateurs quantiques. Il est à uoter
que le spectre de la matrice projetée contient généralemellt plusieurs copies des
valeurs propres de la matrice origillale aiusi qu’un ensemble de valeurs propres
ion-physiques. Ces artefacts de Falgoritlime sont dus à la perte «orthogonalité des
vecteurs de Lanczos et ralentissent la convergeice des autres valeurs propres de la
matrice originale.
Advenant que l’opérateur étudié soit hermitique, l’algorithme de Lanczos per
met une simplification qui le rend encore plus attrayant. D’abord, les vecteurs de
départ sont choisis réels et égaux l’un à l’autre, y1 = w1. Ainsi, le second espace
de Krylov Km){HT, w1} est strictement égal au premier et oi peut simplement le
considérer implicitement. Les équations 1.31 se réduisent à
rk+1 = Hvk — ûkVk — !3kVk_1 . (1.35)
et la matrice tridiagouale deviellt symétrique puisque p /3k pour tous les k.
En évitait la seconde relation de récurrence, une projection tridiagonale de la
matrice originale peut être obtenue en stockant deux fois moins de vecteurs durant
la récursion et en effectuant deux fois moins d’opérations à chaque itération dans
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le cas hermitique ciue dans le cas non-hermitique. Rappelons que les observables
physiques sont définis par des opérateurs hermitiques. ce qui montre l’importance
d’un tel résultat. Il arrive toutefois que la formulation de certains modèles nécessite
la résolution de systèmes généralisés aux valeurs propres ou encore des problémes
non-symétriclues pour obtenir des quantités dérivées des observables quanticues.
Le cas échéant, l’algorithme de Lanczos plus général et plus coûteux (Ecj. (L31))
doit être utilisé.
Les méthodes itératives possèdent de nombreux avantages sur les méthodes di
rectes pour le calcul des valeurs propres de représentations matricielles d’opérateurs
quantiques. Malgré cela, les limites actuelles des ordinateurs e permettent d’ex
traire, par exemple, que quelques niveaux vibrationnels les pins bas de molécules
à 5 ou 6 atomes. Dans ce cas, le temps de calcul est certainement le facteur li
mitant et certaines approches mixtes, cherchant le compromis entre le temps de
calcul et l’utilisation de la mémoire vive, ont été développées afin de rendre les
schémas Humériclues plus efficaces. Concernant les opérateurs non-hermiticiues et
la résolution des probèmes où l’hamiltonien dépend du temps. les mêmes limites
ciue celles exposées plus haut pour les problèmes indépendants du temps se voient
aussi exacerbées par 1a complexité des opérateurs étudiés.
1.4 Présentation des problèmes étudiés et des solutions proposées
Ayant rappelé cyuelciues rudiments de la méthode variationnelle et les fonde
ments des méthodes itératives nécessaires à sa résolution. on est maintenant en
mesure de s’attaquer au corps de la présente thèse. L’organisation des prochains
chapitres se fera par la présentation darticies qui introduisent, expliquent et testent
quatre nouvelles méthodes appliquées à différents problèmes de spectroscopie théo
rique et d’algèbre linéaire. Outre l’écriture des programmes informatiques pour la
résolution des différents problèmes et les nombreux tests numériques qui ont été
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nécessaires à la validation des approches développées, l’auteur de la thèse a écrit
la version initiale de tous les articles qui seront reproduits ci-après. A la suite d’un
processus itératif de rédaction-correction-échange entre les deux co-auteurs des ar
ticles. ceux-ci ont été soumis à des revues de premier plan dans le domaine de
la chimie théorique et dans le domaine des mathématiques numériques afin d’en
maximiser la visibilité dans la communauté scientifique.
Dans un premier temps, un nouvel intégrateur est proposé pour la résolution
de TDSE. La solution exacte de l’équation de Schrdinger dépendante du temps
peut être donnée par l’évolution dans le temps d’un paquet d’onde. c’est-à-dire une
fonction qui décrit l’état de la particule à un temps t, par l’équation
i’(R. t) = Ù(t)’(R. O)
(1.36)
= ïe1 _iH(R.t’)dt’/P;(R O)
où est un opérateur d’ordre temporel et ‘(R. O) est le paquet d’onde à l’instant
initial [4—6. 53—57]. Afin «éviter Févaluatiou de l’intégrale dans Eq. (1.36), Fopé
rateur d’évolution Û(t) est généralement représenté approximativement comme un
produit de propagateurs de courte durée pour lesquels l’hamiltonien est considéré
indépendant du temps
Û(t) e1(tt/1 , (1.37)
où At est l’intervalle de temps sur lequel on considère l’opérateur constant [58—66].
L’erreur associée à cette approximation est de deuxième ordre en temps, O(t2).
Plutôt que d’utiliser cette approximation, on peut transformer le paquet d’onde
da.ns la représentation d’interaction [67—69], ?pj(R. t) c’est-à-dire en effectuant la
transformat ion
t-(R. t) = e0 t)t1(R. t) , (1.38)
où 0(R, t) est mie approximation de l’hamiltonien. On substitue ensuite Eq. (1.38)
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dans TDSE et on obtient
8ip’,t) j(t)1(R,t) , (1.39)
où i(R, t) = ezûo(Rfh)t/1? (z_ko)) e_iko .t)t/h est l’hannltonien clans la représen
tation d’interaction. On verra au chapitre 2 comiment il est possible de résoudre
efficacement l’éciuation 1.39. Les tests numéricyues ont été effectués sur une molécule
diatomique. HF. dans un champ laser intense [70]. Ce champ laser a été conçu
pour maximiser le taux tliéoriciue de photodissociation du 11F. représenté comme
un oscillateur de Morse.
Dans un second temps. une étude de la. réaction d’isomérisation entre l’acétylène
et le vinyliclène sera présentée. On qualifie de métastable un état dont la durée de
vie possède une valeur finie. Dans le cas présent, le potentiel du système est liant et
admet des états stationnaires, c’est-à-dire de (jurée de vie infinie, comme solution.
Toutefois. on peut diviser le potentiel en différentes régions associées respectivement
au vinyliclène et à l’acétylène. Ainsi. on décrira la durée de vie d’un des isomères par
la fraction de la fonction d’onde d’un état stationnaire qui se trouve localisée près
de cet.te géométrie. La. vérification de l’existence d’états du vinylidène de longues
durées de vie, c’est-à-dire fortement localisés dans la région de l’espace associée à
cet isomère, est une question brûlante que cette étude t.entera de résoudre [71—83].
La surface d’énergie potentielle présente deux types de minima, locaux, un sit.ué près
de la géométrie de l’actétvlène et un. peu profond. situé très haute énergie près de
la géométrie du vinylidène [81—86]. Puisque le potentiel du système est liant et que
sou hamiltonien est indépendant du temps. il est possible d’étudier cette réaction
d’isomérisation à. l’aide des mêmes méthodes utilisées pour la caractérisation des
vibra.t ions d ‘mie molécule.
L’acétylène possède 4 atomes et est. excessivement stable da.ns sa configuratiou
à l’equilibre. De ce fait. il est relativement. a.isé d’en calculer les quelques premiers
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états vibrationnels à l’aide dune méthode itérative utilisant une base sous forme
de produit. Les états vibrationnels possédant des énergies inférieures à l3000cni’
au-dessus de l’état fondamental ont d’ores et déjà été bien caractérisés [87]. Or, les
états associés à l’espèce métastable vinylidène sont situés à des énergies significati
vement supérieures. La deilsité d’états est excessivement élevée autour de l’énergie
d’isomérisation. On y trouve, d’un côté. les états localisés dans un puits de Poten
tiel très peu profond correspondant au vin lidène et. de l’autre côté. une grande
quantité d’états propres délocalisés associés à l’acétylène. Les limites de la méthode
de Lanczos sont telles qu’il est impossible de calculer ces états sans le recours à
une stratégie plus élaborée. Ainsi, une méthode mixte permettant le calcul et l’as
signation des nombreux états dans la région d’intérêt du spectre sera décrite au
chapitre 3. Un choix astucieux des coordonnées permettant une partition efficace
des variables ainsi que l’utilisation d’une méthode itérative avec une hase contractée
sont au coeur de la nouvelle approche [88 95]. Une stratégie de réorthogonalisation
locale est aussi mise de l’avant afin d’accélérer la convergence des états désirés.
Au chapitre 4. une nouvelle méthode pour l’étude des états résonants est pré
sentée. La caractérisation des énergies et des durées de vie associées aux états
résonants représente un défi pour les méthodes de calcul modernes. Les fonctions
d’onde des états résonants se comportent comme des états vibratiomiels liés dans
une certaine région de l’espace de configuration mais possèdent aussi une queue in
finie qu’il est impossible de caractériser à l’aide des bases conventionnelles décrite
plus haut [96—105]. On procède généralement à l’absorption de l’onde sortante. la
queue, par l’ajout d’un potentiel complexe T’/(r1) (lui perturbe l’Hamiltonien
[‘9,.. .,Tk) H(7’i, r2,. .
.
,‘ï’) + 7)1’(r1) , (1.40)
où r1 est la coordonnée dissociative et est une constante déterminant la force de
la perturbation [38,39, 106—117]. On notera au passage que le potentiel absorbant
24
11e dépend que de la coordomée de dissociation. On peut maintenant représen
ter l’hamiltonien perturbé 1.40 dans une base de notre choix, p. ex. la DVR. 011
doit, en arithmétique complexe, chercher à minimiser cette perturbation pour ex
traire les informations précises de l’équation. Une des principales difficultés est
donc que toutes les opérations doivent être effectuées en arithmétique complexe et
une autre est qu’il faille répéter le calcul plusieurs fois pour mmimiser la pertur
bation. Le schéma numérique proposé au chapitre 4 permet premièrement d’évi
ter l’utilisation de l’arithmétique complexe en réécrivant le problème aux valeurs
propres sous-tendu par 1 opérateur 1.40 sous forme d’un problème non-symétrique
réel [118,119]. L’algorithn;e de Lanczos de base (Eq. (1.31)) est utilisé pour extraire
les valeurs propres du nouvel opérateur. Afin de rendre l’algorithme plus stable et
d’en accélérer la convergence, une variante connue sous le nom de “coupled two
term Lanczos” est utilisée en lieu et place de la méthode standard [120-- 122]. De
plus. la partie coûteuse du calcul. la projection de la matrice originale dans l’espace
de Lanczos. n’est effectuée qu’une seule fois. À partir des deux espaces de Nrvlov
obtenus pour un paramètre de force judicieusement sélectionné. un ensemble de
vecteurs propres perturbés est généré et utilisé projeter la matrice de Phamil
tonien non perturbé. Ceci permet d’éviter la répétition du calcul pour minimiser
la perturbation et limite l’utilisation de l’arithmétique complexe à la toute fin du
calcul, une fois que la partie la plus coûteuse du calcul a déjà été effectuée. La mé
thode est testée sur un problème bien connu, la photodécomposition du HCO, dont
le potentiel adia.baticiue présente un croisement évité et admet donc un ensemble
de résonances de durées de vie fort variables comme solution [41, 123—128].
Le chapitre 5 présente une généralisation de l’algorithme introduit au chapitre
précédent. L’algorithme de Lanczos dans sa version la plus priniitive (Eq. (1.31))
comporte de sévères lacunes [45. 46, 51, 121, 129—134]. La plus importante est le
nianque de précision et d’exactitude des valeurs propres obtennes dans les cas où
la matrice d’intérêt n’est ni symétrique ni hermitique. L’utilisation de la variante
25
•‘couplecl two-term Lanczos” peut aider à contourner ce problème mais seulement
en partie [120-122]. Certains auteurs ont proposé la réorthogonailsation complète
ou partielle des vecteurs comme solution à ce problème mais cette solution ne peut
pas être viable pour les problèmes de taille même modeste car il faudrait, pour
ce faire, stocker tous les vecteurs dans la mémoire. Afin de contourner les limites
de l’algorithme de Lanczos. une imuvelle stratégie inspirée de celle présentée pour
les résonances est introduite. Ainsi, une projection de la matrice originale dans
un espace de Krylov biorthogonal est générée à l’aide de Eq. (1.31) et des valeurs
propres inexactes en sont extraites. Utilisant ces mêmes valeurs propres inexactes
comme cibles, un ensemble de vecteurs de base est produit. Rappelons au passage
que, contrairement au cas symétrique, une matrice non symétrique possède deux
ensembles de vecteurs propres associés à chacune de ses valeurs propres. Ainsi, une




où X(R) est une matrice composée des vecteurs propres droits de la matrice G et
X) est la matrice des vecteurs propres gauches associés [45,46, 51]. La méthode
proposée au chapitre 5 tient compte de cette réalité et cherche 2 ensembles de vec
teurs de base représentant de bonnes approximations aux vrais vecteurs propres
gauches et droits de la matrice générale G. Un ensemble de filtres est utilisé pour
restreindre la taille de la base. Par la suite. la matrice originale est projetée dans
l’espace dles vecteurs conservés en divisant le spectre désiré en plusieurs fenêtres
afin «éviter de stocker trop de vecteurs dans la mémoire de l’ordinateur. La pré
cision et l’efficacité de la méthode sont démontrées par son application à un grand
nombre de problèmes provenant de domaines variés. Les performances se comparent
avantageusement à la méthode de référence [133, 135].
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DE LA SOLUTION DE L’ÉQUATION DE SCHRÔDINGER POUR
LES SYSTÈMES DÉCRITS PAR UN HAMILTONIEN DÉPENDANT
EXPLICITEMENT DU TEMPS DÉVELOPPEMENT D’UNE
MÉTHODE DE PROPAGATION
Dans cette section, une méthode de propagation basée sur l’mtégration directe
de l’équation de Schrôdinger dépendante du temps dans la représentation d’inter
action est présentée. Le manuscrit a été soumis à la revue “Journal of Chemical
Physics” le 24 août 2004 et accepté le 17 septembre 2004. La publication a eu lieu
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Abstract
If the Hamiltonian is time-dependent it is common to solve the tirne dependent
Schroedinger equation by dividing the propagation interval into suces and using an
(e.g., spiit operator, Chehyshev. Lanczos) approximate matrix exponential within
each suce. We show that a preconditioned aclaptive step size Runge-Kutta method
can be much more efficient. For a chirped laser pulse designed to favour the disso
ciation of HF the preconditioned adaptive step size Runge-Kutta metliod is about
an order of magnitude more efficient than the time sliced method.
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2.1 Introduction
A great deal of effort has been devoted to the developmellt of ilumerical methods
for solving the tin-le depen-dent Schroedin-ger equation (TDSE). If the Hamiltonian
is time independent î/’3(T) eau be ohtained from the equation,
= e_TH/,s(O))
. (2.1)
To use this equiation- on-e must be able to apply a matrix expon-en-tial to a vector.
Man-y methods have been developed for this purpose an-d chemical physicists have
played an hnportan-t role in- the development of some of t hem. [1—5] Leforestier et aï.
give a useful discussion- of the advant ages of several methods. [6] If the Hamiltonian
is tin-w dependen-t it is liarder to compute ys(T): it is not sufficien-t to be able to
apply a matrix expon-en-tial to a vector.
li is widely accepted that it is important t.o have good methods for solvin-g
the TDSE. Son-ie time ago it vas n-oticed that efficient methods for solving the
TDSE with a time-mn-depen-dent Hamilton-ian en-able on-e to compute spectra, scat
terin-g cross section-s. dissociation probabihities etc. without storing an N x N
Harniltonian matrix. [7] This was regarded as a key advantage of time-dependent
methods. [8] It is n-ow, however, well understood that iterative time-mn-dependent
methods also ena.ble on-e to compute spectra, scatterin-g cross sections, dissoci
ation probabihities etc., without storin-g (or computing) an N z N Hamiltonian
matrix. [9—19] Ahi iterative methods. immaterial of whether they are desigiied to
solve the TDSE or the time-indepen-dent Schroedin-ger equation (TISE). build so
hitions by evaluating matrix-vect or products. The time-independen-t methods are
simpler hecanse there is no need to tran-sform or process a time-dependen-t sointion
to obtain frequency- (or energv-) depen-den-t resuits. Much more importantly. if
on-e uses a time-indepen-dent approach. it is straightforward to use preconditionin-g
(a preconditioner for H is a matrix which in some sen-se is similar to H but for
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which matrix-vector prodncts are inexpensive) to drastically reduce the number of
matrix-vector products reqnired to obtain converged resuits. For example to com
pute photodissociation cross sections one needs to apply a matrix representation of
the Green’s operator to a vector. To do so one solves a system of linear equations.
Many good iterative linear solvers auJ preconditions have been developed. [20] Us
ing a preconditioner to reduce the iumber of matrix-vector products required to
determine energy levels is not as easy but tins cari be donc by using the precon
ditioned inexact spectral transform method. [21,22] In contrast, the most popular
computational methods used to solve the TDSE (the Chebyshev expansion method.
the short iterative Lanczos (SIL) method. tire spiit operator method, etc.) make
no use of a preconditioner.
Would it be useful to have aigorithnrs for solving the TD$E that take advan
tage of the fact that it often not hard to find a good preconditioner? Even if the
Hamiltonian is time-independent it cari sometimes be heipfui to soive the TD$E
because time-dependent methods often provicle a means of combining numerically
exact and approximate techniques. They aiso enable one to nnderstanding energy
redistribution etc. If the Hamiitonian is time-dependent the need for a precondi
tioned TD$E solver is more obvious. In tire time-dependent case, one needs to soive
the TD$E to compute observables and it wouid cieariv be advantageous to have
a preconditioned method. 0f course it is aiways good to use an efficient method
for soiving the TD$E, but for probiems whose solution requires solving the TD$E
repeatediy this is especiaiiy trne. This is tire case for tire optimal controi prob
1cm. [23] Tire best method we test is aimost an order of magnitude better than
commonly used approaches. If the TD$E were to be soived many times to derive
an optimal fieid. tire reduction in tire total CPU time acinieved by using tire pre
conditioned variable step size methods of section II wouid be very significant. If
the Hamiitonian is time dependent there are essentiaiiy two strategies for obtaining
/s(T). (1) If the solution is desired in tire range (0,T) one cari divide tire range
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into time suces of duration T, propagate from O to T, and then from T to
2T etc., assuming that the Hamiltonian is time-independent within each suce.
For each ‘nT to (n + 1)AT propagation oiie cari use any of the well established
methods for solving the TDSE with a time-independent Hamiltonian (e.g. SIL or
Chebyshev). (2) Que abandons the idea of using tools developed to exponentiate a
matrix and applies any of a large number of numencal intergration schemes devel
oped to solve ordina.ry differeitial equations. The most popular of these techniques
is the fourth-order Runge-Kutta method. [24] In chemical physics the first strategy
is more popular.
Both of these strategies have serions disadvantages. The principal drawback
of the first strategy is the fact that for many time-dependent Hamiltonians T
must be very small. Sometimes the spiit operator method is used for the nAT
to (n + 1)T propagations of the first strategy. If T is small enough that the
error in /‘8(T) is less than some preselected tolerance then the nT to (n + 1)T
propagations can be done with one split operator step (it is not the split operator
error but the T discretization that deternnnes the error in the final /s (T)). If the
Chebyshev niethod is used to do the nT to (n+ 1)T propagations then the total
number of matrix-vector products required is large because with the Chebyshev
method one needs a minimum number of polynomials, regardless of the length of
the propagation. [6] The fact that T must be sniall is therefore a problem if one
employs the first strategy.
The Magnus expansion [25. 26] offers a way around this problem but in practise
it is messy and is seldom used. To use the Magnus expansion one must act on a
vector with the exponential of a sum of operators. To propagate from O to T one
divides the propagation range into intervals of duration TM. If, to attain some
specified accuracy, T is the size of the interval one must use with the simplest
version of the first strategy and Trj is the size of the Magnus interval one must use
to achieve the sanie accuracy then AT < TAI. If only the first term in the Magnus
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expansion is retained and the time integral of the first tenu is approximated with
a 01w-point quadrature then for the nTj to (n + 1)Tj interval the exponential
— r Ij+T1 /2
one must applv to the vector is e h . To include the second terni
in the Magnus expansion one must evaluate a commutator of the Hamiltonian at
two different times. If the size of the Hamiltonian matrix is large evaluating this
commutator is expensive.
Just like the SIL, Chebyshev, and spiit operator methods. Rimge-Kutta type
rnethods hnild the solution of the $chroedinger equation by evaluating matrix
vector products. The principal drawback of the second strategy is that it is ineffi
cient. For example we find that for the test problem of Table 2.1 105’OOO matrix
vector products are sufficient with the spiit operator method but more than 800’OOO
are required if one uses the fourth-order Runge-kutta methoci. Tins drawhack of
RK type methods is widelv appreciated and they are not frequently used in chem
ical physies. The symplectic integration schemes of Gray and Manolopoulos. and
of Sanz-Serna and Portillo are partitioned flR type methocis. [27—30]
We can choose to solve the TDSE in anv basis. It makes sense to choose the
basis (representation) to make solving the differential equations as easy as pos
sible. Zhang and Tannor et aï. suggestmg tising the interaction representation.
Both used the interaction representation to solve the TD$E for a tinte independent
Hamiltonian. [31—36] If the Harniltonian in the Schroedinger representation is time
independent using the interaction representation complicates solving the TDSE be
cause in the interaction representation the Harniltonian is time dependent and this
precludes the straightforward use of methods such as spht operator and Chebyshev.
If the Hamiltonian is already time clependent in the Schroeciinger representation
using the interaction representation does not introduce new time dependence. For
tue TDSE the use of the interaction representation is a means of preconditioning
the prohiem. Williams et ut. used the interaction representation and dealt with tÏw
time dependence of the Hamiltonian in the interaction representation by using the
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I\Iagnus expansion and the first strategv meritioned previouslv. [35] In this paper
we use the interaction representation to precondition the TD$E but we apply it
to a Hamiltonian that is time dependent in the $chroedillger representation (the
interaction representation does not therefore couvert the problem from one with a
time independent Hamiltonian to one with a time dependent Harniltonian) and we
use the second strategy a Runge-Kutta type mtegratio;1 scheme. We S11OW that,
at least in some cases. this vields a very efficient method.
2.2 Runge-Kutta methods
If the Hamiltonian is time mdependent it appears to be advantageous to ex
ploit the fact that the formai solution is known. Eq. (2.1). In this case, one needs
only to find a good ineans of evaluating matrix-vector products with If
the Hamiltonian is time dependent it is far from ohvious that it is best to break
the propagation interval into suces and tise (within each suce) a matrix exponen—
tial approximation. Tue alternative is to use a general method that advances
the solution step bv step without breaking the entire interval into suces within
which matrix exponential approximations are used. Most step by step methods
use information computed at several values of t to build an approximate solution.
Runge-Kutta rnethods use a Taylor series expansion to approxirnate the solution.
Knowing (t) the standard second (fourth) order Runge-Kutta method enables
one to compute ws(t + àt) by evalua.ting two (four) Hamiltoiiian matrix-vector
products. If n is greater than four than n’th order Runge-Klltta methods require
more than n Harniltonian matrix-vector products t.o determine ‘(t+t). A simple






k2 = LA(t + Ç)(4s(t) + (2.4)
k3 tA(t + )(‘s(t) + (2.5)
k4 = tA(É + t)Q/’s(t) + k3) (2.6)
k1 k2 k3 k4 (2.7)
where
A(t) = (2.8)
Ail Runge-Kutta methods have a sirnilar structure. [21]
Runge-Klltta methods work best if the solution cari be piececi together from local
iow-order Taylor expansions. This means that they will work best if the absolute
values of the largest eigenvalues of are small
— i.e.. if tire solution is srnooth.
This iII turn implies that h should be acivantageous to work in tire interaction
representation (IR). We therefore soive
(2.9)
where j(t) = et (H_Ho)) e is tire Hamiitonian iii tire IR anci H0 is
some preconditioner. If the eigenvaiues of (Iù) are smali Runge-Kutta methocis
converge quickly. Tire wavefunction in the Scirroedinger representation is easily
obtained from the solution of Eq. (2.9)
= e”°jj(t). (2.10)
Zhang and Tannor et aï. have cliscussed tire advantages of propagating in tire
IR. [31—36] Tir tireir work H (in tire Schroedinger representation) is time inciepen—
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dent and they deal with the time dependence introdnced bv the interaction repre
sentation by dividing tue propagation range info time suces and using approximate
matrix exponentials within theslices. In con rast we use varions Runge—Kutta
methods to solve the TDSE in the IR. Castillo and Saad proposed several precon
ditioned integration schemes one of which is equivalent to a fourth-order fixed step
size Runge-Kutta method applied to the TDSE in the IR. [37] Quack and Sutcliffe
and Quack and $tohner have solved the TDSE in a quasiresonant basis which is
related to an interaction representation. [38, 39]
Applied to the $chroedinger equation in the Schroedinger representation the
fourth order Rnnge-Kutta method is not efficient. For the problem for which resuits
are presenteci in Table 2.1. if is almost a factor of $ more costly than using time
siicing and the spiit operator method. However. in the interaction representation
the fourth order Runge-Kutta met hod is almost a factor of two more efficient than
using time siicing and the spiit operator method. This indicates that the interaction
representation-Runge Kutta combination is worth considering. It is common to use
time siicing because it is considered to be simple (especially truc if it is nsed with
the spiit operator method) but if is very easy to program a fourth-order Runge
Kutta method and there is no reason not to consider it, if if is used in conjmiction
with the interaction represent ation.
In fact, more refined Runge Kutta methods are even more efficient. This ex
tra efficiency is achieved by varying the step size (t) whicli niakes it possible to
decrease the number of steps reqnired to propagate from O to T. The step size is
chosen to attain some specified local accuracv. Bv using larger step sizes where the
solution is smoother the total number of steps can be reduced drasticallv. [24. 40]
One begins with an initial step size and adjusts if after each step. After obtaining
flic solution at t by taking a step of size tk. one determines (the step used to
compute ‘(th.+àtk+l)) h comparing the desired local accuracv with an estimate of
the local accuracy at tk If flic desired accuracy is smaller than flic estimate of the
48
local accuracy at tk the solution at is rejected and the step size is decreased. If
the desired acduracy is larger than the estimate of the local accuracy at tk. the step




where s 0.8. Ad is the desired local accuracy, and A is the estimated attained
local accuracy. Choosing s < 1 reduces the number of rejected steps auJ therefore
improves the efficiency of the numerical scheme.
How does one estimate the attahied local accuracy? We have used three different
proceclures for doing this. The first is calleci step doubling. The step doubling
error estimate is deterrniined from the differeice between the solution at tk + 6t1
obtaiiied by taking one step oftk+l anci the solution at obtained by ta.king
two steps of [21] The second auJ third procedures use so-called embedded
Runge Kutta methods. An emheddecl Runge Kutta methods takes advalltage of
the fact that. in some cases. from oiie set of matrix-vector products, h possible to
determine two solutiolls ps(t. + 6t+1) one accurate to th order arid the other
accurate to (n
— 1)th order. Again, the difference between these two solutions
yields an error estimate. The first method of this kind was due to Fehlberg auJ is a
51.Ii(4tti)_order scheme requiring only 6 matrix-vector products per time step. [24] A
more recent scheme that gives a somewhat better error estimate is the Dormand
Prince emhedded method. [40]
2.3 Test calculations
As explained in the introduction, it is especially important to develop efficient.
propagation schemes if the Hamilt.onian is time dependent. \Ve have therefore
decided to test. the Ri.mge Kutta - illteraction representation (with auJ without
ada.pt.ive step sizes) idea.s by calculating populatiolls of vibrational states of a di-
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atomic molecule in a. chirped laser field. Because the illtensity is high and the
dissociation time is much less than spontaneous ernission lifetimes it is reasonable
to treat the field classically. The chirped field proposeci by Chelkowski et aï. [41]
lias recently been used by Farnum and Mazziotti to test the usefuluess of spectral
difference rnethods for propagation. [42] The electric field of the chirped pulse is
E = EMU(t) cos[w(t)t] . (2.12)
The tirne dependence of the pulse frequency is chosen to pusli population from the
ground state of HF up the vibrational ladder. The field-free potential is a Morse
potential and the ftill Hamiltonian is
= K + D[1 — e°]2 — tixEiU(t) cos[(t)t] (2.13)
where K is the kinetic energy operator, x r
— re, r is tlie bond length, ‘r
is the equilibrium bond leugth. Clielkowski et aï. use D = 0.225509 hartree
= 0.309 e, a = 1.17411 bolir’, re= 1.7329 bohr. and EM =cfor a given
intensity I. In Eq. (2.13) it lias been assumed that the dipole is linear in x and the
dipole niornent at r = re lias been neglected because its effect on the cornputed
populations is srnall and the chirped laser pulse lias been optimized without it. U(t)
is the optimized pulse envelope and w(t) is the chirped frequency, botli of which are
defined clearly in Ref. [41]. Chelkowski et aï. did calculations for I = iO’ Wcrn’
and I = 1012 147crn’. These intensities are liereafter referred to as (respectively)
the strong and weak field cases. This HF potential supports 24 bomid states.
Populations P (t) and the dissociation probability PD (t) were calculated using the
equations
P(t) = (5(t)), PD(t) = 1- P(t). (2.14)
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Clielkowski et ai. computed dissociation probabilities with the time slice strategv
and rised the spiit operator method within cadi suce. Figures 1 and 2 show, for the
strong and weak field cases, that tie populations of tie higier levels increase as the
propagation proceeds. Our caïclilations are donc with a sligitly modified dipole
Figure 2.1: Time depeodence of the populations of tic ground state (—). first
exciteci state (— —). eighti excited state (— —). fourteentli excited state (- - -)
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frmnction: we set t1 = O if .r > 10 bohr. Tus ias no effect on tic poPulations
(because tic vibrational waveftmctions are ail verv small if r > 10 hohr) but it
makes the dipole more piysical and facilitates 0111’ calculations. Tic linear approx
imation is certainly reasoi;able close to r = Te bllt it is unpiysical for large values
of r. In addition, we used a 1024 point spatial grid from O to 65 boir ratier tian
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The field-free Hamiltoniail,
Hfj = K + D[1 — e_0x12. (2.15)
is a natural choice for the preconditioner. It will be a better preconditioner for
weaker fields. To calculate populations we need to compute eigenvectors of the
field-free Haniiltonian. As the primary representation (the representation in which
the waveftmction is propagated) we choose the basis of eigenvectors of Hif. b
use the interaction representation Runge IKiitta method orie must evainate ma.trix
vector products with H1. The three factors of H1 are applied sequentially. Matrix
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vector products with e0t/ and are trivial. Matrix-vector products for
H
—
H0 are done ilsing
(H — Ho)v = —tlEMU(t) cos[w(t)t]TtxTv (2.16)
where T is the iriatrix of eigenvectors of H in a sine discrete variable represen
tation (DVR) basis [43, 44] and x is a diagonal matrix whose diagonal elements
are the DVR points. For a multidimensional problem one could choose a separa
ble approximation for Hif as the preconditioner. If the preconditioner were time
dependent it would be necessary to diagonalise it at each time step and this would
be costly. If we put H0 Hif and do not truncate tlie dipole moment. H
— H0 is
large when : is large and the preconditioner does not work as well.
In Table 2.1 we compare our strong field resuits with those obtained using the
time slice strategy with the split operator method (time slicing with the SIL method
is much less efficient than time siicing with the split operator niethod). We have
used the split operator method with both the [K. D[1—e°]2—[LlxEAIU(t) cos[w(t)t]]
and the [H0, —,tt1xEU(t) cos[w(t)t]] decompositions. The number ofrnatrix-vector
products required to obtain well-converged resuits is very similar in both cases.
The results reported in Tables 2.1 and 2.2 are those obtained with the decompo
sition [H0,
—[tlEMU(t) cos[w(t)t]]. We use the [H0,
—tlxEMU(t) cos[w(t)t]] de-
composition in the basis of eigenvectors of H0 and compute the exponential of
tlxEAJU(t) cos[w(t)t] using the eigenvectors of H0. Note that to propagate between
kT and (k + 1)AT we use 6+TlX iU(tm)C0s[w(t)trnj/h where t7 = kT+(k+1)T
to approximate using the first tenu in the Magnus expansion. We choose to mea-
sure the cost of a RK propagation in terms of the nuniber of H1 matrix-vector
products and the cost of a split operator propagation in terms of the nuniber of
eT1TtxTEAÏ U(trn) cos[w(tm )tml /h matrix-vector products. Both involve transforming
front the H0 eigenvector basis to the DVR, applying a diagona.l operator, and trans
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Table 2.1: Comparison of costs for the dissociation of HF in a chirped LASER
field of intensity I 10’3Wcm2. The iiuitial wavefmiction was propagated for
42000a. u.







preconditioned 4th-order RK 3818 44 23400
with_step_doubling
preconclitioned embedded 2657 0 15943Fehlherg_RK
preconditioned embedded 197f 19 11977Dormand-Prince RK
forming from the DVR to the H0 eigenvector basis. The number of matrix-vector
prodncts is given in the last column of the table. In ah cases. the number of matrix—
vector products is the number required to converge the dissociation probahility at
t 12000 a..u. to within 5 x iO of the exact result.
According to the resuits of Table 2.1. using RK4 in the Schroedinger repre
sentation is worse than time siicing and using the spiit operator method within
each slice. A very small time step is required to achieve convergence with the RK4
method. This is due to the fact that the solution of the TDSE is highly oscilla
tory. RK4 routines are easy to program and good easily usable black-box codes are
available but in the Schroedinger representation they are not efficient for most laser
molecule problems. Preconditioning makes a huge difference: the preconditioned
Runge-Kutta scheme (pRK4) is more efficient than the time siiceci spiit operator
method. Combining preconditioning with an adaptive step size algorithm vields an
even more efficient method. The three adaptive step size methods (step doubhing,
Fehlberg and Dormand-Prince) are ail very good. Dormand-Prince is about an or
der of magnitude better than the tirne sliced sphit operator niethod. The Fehlberg
and Dormand-Prince embedded schernes are better than the step doubhing method
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because to obtain a step-donbling error estimate one must do two propagations
(whose step sizes differ by a factor of two). The time-step convergence curve for
Figure 2.3: Convergence curves for the preconditioned fourth-order Runge-Kutta
scheme without adaptive time steps (— —), for the spiit-operator technique (—)
and for the Short Iterative Lanczos procedure (- - -) for 11F in a chirped laser field
of intensity I 10’WcmJ’.
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the SPO method is smooth but the curve for pRK4 oscillates: sec figure 3. The
amplitude of the oscillation decreases as the step size decreases.
The preconditioner we are using is good but it S lot unrealistically good. The
perturbation is cluite large, due to the high intensity of the field. To precondition
a tirne-dependent problem it is important to choose the preconditioner so that
many of its eigenvalues are close to those of of the full Hamiltonian. In contrast,
in the time-independent case it is possible to calculate a spectrum wiudow by
window and to choose a window-dependent preconditioner that is especially good
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for one region of the spectrum. [22] The resuits of table 2.1 are computed with
preconclitioner for whieh the ratio of tire Frobenius norms of the perturbation and
tire total Hamiltonian is about 2 percent. Tire largest eigenvahie of the matrix is
0.0087081 a.u. Approximate Hamiltonian preconditioners of tins qualitv can be
obtained even for difficuit problems. [45]
The local error for the time siiceci spiit operator method is O(AT2) (because
the error is due to the siicing). The local error for tire RK4 method is O(t°).
Although local error estimates are known. a global error estimate is difficuit to
obtain aird it is therefore necessarv to decrease T and àt until the desired global
acduracy is attained. We used a desired local error of 1 x iO for the step-dollblmg
scheme, 1 x 10 for tire Fehlberg scheme, and 1 x iO for the Dormai d-Prince
scheme. Another parameter that cari influence the efficiency of the propagation is
the size of the original time step. For tire step-douhling and Fehlberg procedures,
this parameter does not seem to play an important role. On the other hand. tire
mimber of matrix-vector products required with the Dormand-Prince procedure
does significantly depend ou the choice of the first step lengtlr. We have made no
atternpt to “optimiZe tire flrst step length but have observed that tire number of
matrix-vector products can be reduced from 11977 (reported in table 2.1) to 7243
by cha.nging the initial step length. The initial step length we use is determined
by taking a tenth of tire maximum allowed time step, which is a tentli of the
propagation interval.
We have doue a similar set of calculations for tire weak field case. Tire resuits
are presented in Table 2.2. In general ternis the relative efficiencies of tire methods
are similar in the weak- and strong-field cases. The weak fleld unpreconditioned to
preconditioned ratio is larger than its strong-field counterpart. This is simply due
to the fact that the weak-field preconditioner is better. Because the preconditioner
is so goocl, tire solution of tire preconditioned problem is very smooth and switciring
from a fixed time step rnethod to a variable tirne step method reduces the number
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Table 2.2: Comparison of costs for the dissociation of HF in a chirpeci laser field of
intensity I = 10’21Vcm2. The initial wavefmïction was propagated fbr 155000a.u.





preconclitioned 4th-order RK 11694 83 71100
with_step_doubling
preconditioned embeclded 8116 0 48697fehlberg_RK
preconditioned ernbeclded 6553 24 39463Dormand-Prince RK
of time steps less than in the highfte1cI case. Ah the adaptive step size methods
recluce the number of matrix-vector proclucts somewhat anci again the Dorniand
Prince option is the most efficient ta factor of seven better than the time sliced
split operator method). In both the strong- and weak-fielcl cases with the Runge
Kutta—Fehlberg algorithm there are no rejectecl steps. This implies that s in the
error estimate edluation coulci be increaseci.
It is also interestirig b compare the efficiencies of the lime sliced spiit operator
method and the RK4 methocls when less accuracy is required. We have therefore
donc calculations to converge the strong-field dissociation prohability to 10* With
the tinie shiced sphit operator method it was necessary to do 23000 matrix-vector
products (or time steps); with the Dormand-Prince RK method and a desired local
error of 3 x 10 5839 matrix-vector products are required; witli the fehlberg RK
methocl ancl a desireci local error of 10’ oiilv 4567 matrix-vector products are
required.
Without preconditioning the RK4 methocis are poor. It is important to have
some indication of how sensitive the preconditionecl RK4 metiiocis are 10 the quality
of the precondit.ioner. In the strong field case preconditioning reduces the number
of required matrix-vector products by a factor of about 13. The intensity of the
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laser field is alreadv fairly large but one might wonder what would happen if it
were even larger. Another way to make the preconditioner poorer is to use a poor
approximation for LIjj as the preconditioner.
How poor does the preconditioner have to be before the time sliced spiit operator
method is better than the preconditioned RK4 rnethods? In figure 4 we show
the nuinber of requireci Dormanci-Prince matrix-vector product.s as a function of
the magnitude of the largest eigenvalue of for the strong field case. In these
ca.lculations Êo K + — e°]2. a Morse oscillator Hamiltonian with the
same frequency as the Morse Hamiltonian that is H
.
Increasing a increases the
anharmonicity of the Morse potential without changing its frequeiicy. The quality
figure 2.4: Effect of the quality of the preconditioner on the efficiency of the
preconditioned Runge-Kutta-Dormand-Prince niethod.
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o
of this preconditioner is reasonably good for the whole spectrum. The number of
58
matrix-vector products increases approximately linearly witli the magnitude of the
largest eigenvalue of H1/h. The time sliced spiit operator technique becomes more
efficient if the largest eigenvalue of H1/h is greater than 0.46 a.u. This corresponds
to a poor precoilditioner. Effective preconditioners for molecular problenis exist and
we therefLre believe that preconditioned adaptive step size RK4 methods should,
for many important problems. Le more efficient than time sliced methocis.
2.4 Conclusion
Most propagation methods for time-dependent Hamiltonians can Le classified
as either time sliced methods. for which matrix exponentia.l approximations are
used withill each suce. or RK-type methods that use local series approximations to
determine a solution step by step. The time suce methods are more popular. They
have the advantage that they enable use of familiar matrix exponential approxima
tions (e.g.. spiit operator, SIL. Chebvshev etc.) that are used if the Ha.miltonian is
time-independent. In this paper we point out that although RK-type methods are
less efficient if no preconditioning is used. the are more efficient if preconditioning
is used. As it is true that for many molecular problems a good preconditioner is
available. preconditioned RK methods should Le considered seriously. When the
preconditioned RK method is combined with a variable step size algorithrn a very
efficient propagation rnethod is obtained. In the strong-field case the precondi
tioned variable step size RK method is almost an order of magnitude better tlian
the time sliced method. Note that using the SIL or Chebyshev method to prop
agate within each time slice cannot improve the efficiency of time-sliced method
(beca.use tue size of the AT slices must be small to achieve good accuracy). We
find that the quality of the preconditioner required to achieve superior performance
is good but not iinrealistically good.
To Le sure that we thoroughly understand how the methods work we have
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written our own Runge-Kutta codes but there is no reason not to use black-box
RK codes. This is easy to do and at every step we have compared our codes to
black-box programs. Even in the interaction representation it is very easy to use
a. black-box RK code, with or without the adaptive step size refinement. It is
only necessary to couple the black-box program to an interaction representation
Hamiltonian matrix-vector product routine. Although there is a tendency to thillk
that time sliced methods are simple nothing could be simpler than using a black-box
RK program. It is quite possible that other adaptive step size RK-type methods
(perhaps the 8tt_order Dormand-Prince) used with preconditioning might be even
more efficient.
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CHAPITRE 3
DE LA CARACTÉRISATION DES ÉTATS MÉTASTABLES DU
SYSTÈME ACÉTYLÈNE-VINYLIDÈNE
Dans cette section. on présente une étilde de la réaction cl’isomérisation dil sys
tème acétylène-viriyliclène. L’article a été soumis à la revue “Journal of Chemical
Physics” le 30 mai 2006 et accepté le 26 juin 2006. L’article est paru en version
électroniciue le 5 septembre 2006.
“Reprinted with permission from Jean Christophe Tremblay and Tucker Car
rmgton Jr. “Calculating vibrational energies and wavefunctions of viiiylidene using
a contracted hasis with a locally re-orthogonalized collpled two-term Lanczos eigen
solver”. Journal of Chernicat Physies 125. 091311 (2006). Copyright 2006 American
Institue of Physics.”
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Calculatirrg vibrational errergies and wavefunctions of vinylidene using
a contracted basis with a locally re-orthogonalized coupled two-term
Lanczos eigensolver
Jeail Christophe Trernb1ay auJ Tucker Carrillgton Jr.2
Département de chimie, Université de Mont’réaÏ,
C.P. 6128, snccursate Centre-ville, MontréaÏ (Québec) H3C 3J7, Canada
Abstract
We use a contracted basis + Lauczos eigeusolver approach to compute vinylidene
like vibrational states of the acetylene-vinyliclene system. To overcome problems
caused by loss of orthogonality of the Lanczos vectors we re-orthogonalize Lanczos
vector auJ use a coupled two-term a.pproach. The calculations are doue in CC
HH diatom-diatom Jacobi coordinates which make it easy to compute states one
irreducible representation at a time. The most costly parts of the calculation are
parallelized auJ scale well. We estimate that the vinylidene energies we compute
are converged to Ïcn1.
‘Email: j c.tremblay©urnontreaLca
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3.1 Introduction
The vinylideue/acetylene svstem bas intrigued scientists for many years. [1—7]
Quantum chemistry calculations indicate that there is a shallow vinyliderie well at
high energies. [2, 3, 8—10] Is the vinylidene well deep enougli and are the barriers
separating it from acetylene-like geometries high and broad enough that it is legit
imate to think of vinylidene as being a reactive intermediate? What consequences
does the existence of the vinylidene well have for spectroscopic studies of C2H2?
Are there lngh-lying levels of C2H2 that may be described as vinylidene-like?
In this paper we report calculations of highly excited states of C2H2 that have
significant vinylidene character. We use a eontracted basis designed to favor the
convergence of vinylidene-like states and an iterative methoci to compute energies
auJ wavefunctions. We confirm that vinylidene-like states do exist. but find that
some of them are not well localizeci in the vinylidene well. Many previous cal—
culations have been donc. In Ref. [5] a multidimensional approximate Feshbach
approach vas used to compute vinylidene 1ifetimes”. The vinylidene—acetylene
system is of course bound aid bas stationary states. Nonetheless, a linear coin
bination of vinylidene-like states prepared by an experiment will evolve auJ it is
the lifetime associated with this process that is referred to. Zou, Bowman, and
Brown (ZBB) were the first to compute vinylidene-like states in six dimensions
(6D). [11, 12] They convincingly showed that vinylidene-like states do exist, but
the degree of localization of some of these states was in doubt. because the compu
tational methods they employed did not enable them to use very large basis sets.
Kozin. Law. Tennyson. and Hutson (KLTH) have also doue 6D calculations. [13]
They found vinyÏidene—like states anci speculated that some of the vin lidene-like
states identified by ZBB might de-locahize if the basis size is increased.
Both ZB3 auJ KLTH used direct linear algebra. methods to compute high-lying
vibrational states. $traightforward use of sucli methods requires storing in memory
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the matrix whose eigenvalues aud eigenvectors are to be computed. This limits the
size of the matrix one cari use to about 50000. The largest basis size used by ZBB
is 33’$40 and most of their vinylidene-like states were computed with a basis with
only 21’600 fuuctious. KLTH included more acetylene-like basis functions than did
ZBB but they clearly explain that the accuracy of their vinylidene-like states is 11m-
ited by fact that they discarcl basis functions that are probably important. They
also suspect that one of their primitive one dimeusional (1D) primitive basis sets is
too small. Using modem methods and computers it is relatively straightforward to
compute vibratioual levels up to 13000cm’ above the zero point energy. Even
ro-vibrational calculations of low-lying levels were reported more than a decade
ago. [14] However, computing high-lying levels of C2H2 requires a. very large basis.
This is due to the large amplitude motions of tire atoms and to the importance of
coupling. Some coordinate choices are better than others but coupling is impor
tant for ail. Coordinates tha.t make exploiting symmetry simple a.re not the least
coupled.
Iterative mzethods are often used to alleviate the difficulty of usiug huge basis
sets. [15—24] More thau teu years ago the Lauczos algorithm was employed with
basis sets of about a. million fuuctions to compute vibrational levels of a four-atom
molectile. [19] It might therefore seem as if it should be easy to use Lanczos to
compute vinylidene-like states. Previous direct diagoualization calculations used
far fewer than a million ftmctions. [12, 13] Nevertheless, using Lanczos to compute
vinylidene-like states is not easy for two reasous. First, although Lanczos calcu
lations with a. direct product ba.sis are simple, employing the Lanczos algorithm
with a contracted basis is harder. The direct product ba.sis required to converge
vinylidene-like states would be much larger than the ba.sis sets of Z3B and KLTH.
Second, the density of states at energies at which vinylidene-like states occur is
very large and the cost of a Lanczos calculation depends on the nunibem of matrix
vector products required to converge the desired energy levels which in turn depends
69
on the density of states. [25] The first difficulty is overcome by using an efficient
contracted iterative method sirnilar to those suggested by Wang and Carririgton
and by Yu. [26—28] The number of required matrix-vector products depends not
only on the density of states but also on the spectral range of the Hamiltonian
matrix. The spectral range of the contracted-basis matrix is significantly smaller
than ifs product-basis counterpart. Using a contractefï basis therefore decreases
the reciuired nuiïiber of rnatrix-vector products. To reduce problems caused by the
density of states we use a coupled two-term Lanczos algorithrn [29, 30] and local
re-orthogonalization. [31] Details of the computational approach are presented in
flic next section.
3.2 Computational Method
It is only by means of basis set methods that one can compute high-lying levels
and their associated wavefunctions. Because the size of the Hamiltonian matrix is
often linge cornputhig eigenvalues and eigenvectors of a large matrix is a difficuit
part of any such calculation. To obviate the need to store Hamiltonian matrices we
use a Lanczos algorithrn. As direct product functions wollld be poor we employ a
contracted iterative method (sec section II B). Our coordinate choice is explained in
section II A. We use the ab initio potential of Zou and Bowrnan. [10] It appears to
describe the vinylidene region quite well. A good potential is critical: without one it
is obviously impossible to study the vinylidene-like states. Prelirninary calculations,
on a potential adjusted by Xu, Guo, Zou, and Bowman to reproduce better flic
experimental acetylene vibrational energy levels, indicate the vinylidene-like levels
it supports are very close to those of the ab initio potential of Zou and Bowman. [32]
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3.2.1 Coordinate system
The hest coordhiates would both miiimize couplirig and facilitate exploitïng
symmetry. For the acetvlene-viiiylidene s stem we would like to choose coordinates
so that Ïow-energy isomerization paths 011 the potential surface involve changing as
few coordinates as possible. Motion along coordinates whose values at the acetyleiie
and vinylidene geometries are similar will be small amplitude and the correspolldillg
ÏD basis sizes will be sma.ll. In general, large amplitude coordinates will require
la.rger ÏD hasis sets. Important coupling also illcreases the size of the required 1D
bases. Orthogollal satellite coordinates seem to minimize coupling. They consist
of a R6 distance, distances betweeii the two H atoms aiid a canonical point and
the associated aigles. [33] Ail of the stretch coordinates and the dihedral angle
exhibit small amplitude motion. NLTH use these coordinates. Thev were also
used by Schork and Kiippel. [34] We did some prelimiiiary calculations usig these
coordinates aiid found that the bend basis lleeded to obtaill convergence vas chute
large. The resuits presented below were ah obtahied using the CC-HH dia.tom
diatom Jacobi coordii;ates1 suggested by Zou and Bowman. [35] The reciuired bend
basis is smaller. The CC-HH coordinates are TCC, Tpjjj, the inter ceilter of mass
distance, R, and the associated angles, &, 62, . At the acetylelle geometry R O
and at the vinylidene geometry R is slightly larger thaii 2A. rJH is nlllch smaller
at the vinylidene geometry 3.5A) thaii at the acetylene geometry ( 6.3À).
The higgest drawback of these coordinates is the fact that R, THPJ, O, aiid 62
have large accessible domains and are strollgly coupled. To deal with this coupling
we use contracted hasis fmictions. The most important advantage of the CC
HH coordinates is that they make symmetry exploitation trivial. When using an
iterative method it is important to be able to exploit svmmetry becaiise doiiig so
reduces the nuinher of matrix-vector products reqiired to converge levels. There are
1vojr l’annexe I
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two well-establishecl wavs of taking advant age of svmmetry: either one uses a basis
of symmetry adapted ftmctions or the svmmetrv adapted Lanezos method (SAL)
[36.37] with a basis whose ftmctions do not transform like irreducible representation
s. If a symmetrv adapted hasis is used iiot onlv does one reduce the mimber of
matrix-vector products but one also decreases the size of the vectors whicli must
be storeci. It is commori to use the SAL with full-length vectors. [24, 28, 38] The
CC-HH coordhiates have the important advantage that 6D basis functions that are
products of ftmctions of the 6 coordinates transform like irreducible representation
s no symmetry adaptation is necessary. This was realized and exploited by
Table 3.1: Effèct of the symmetry operations of the G8 group on the CC-HH
Jacobi coordinates and on the primitive angular basis funct ions.
Operation {rHJ. rcc. R. 0. 0. c} ii. 12. Ïn9)




{THH. 1CC R. 01. — 02. + } (_1)t2 iii2, 1172)
ZBB. [11. 12.35] In this paper we exploit this simpllcity with au iterative method.
By computing levels for only a single irreducible representation we take advantage of
the fact that the density of states of a matrix for a single irreducible representation is
much smaller than the full density of states. The density of states in the vinylidene
region of the spectrum is high enough that this advantage is important. The
complete nuclear permutation and inversion group of C2H2 is G8. In table 3.1 we
show the effect of the symmetry operat ions on the coordinates and primitive basis
functions (sec the uext subsectioii).
The CC-HH coordina.tes have the disadvantage that they make it verv hard to
compute acetylene-like states. The kinetic energv operator singularity at R O will
significantly retard the converge of acetylene-like st.a.tes. As ouï goal is to study
the vinylidene-like states. and we hias our basis to favor the convergence of the
vinylidene-like states, this is not an important problem.
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3.2.2 Contracted-iterative procedure
It is clear that direct product bases are inefficieut and contracted basis ftmctions
have therefore been used for many years. [39-—15] Ail commonly used coiltraction
schemes involve dividing coordinates mto groups anci solving sub-prohlems. “Opti
mally” contracted functions are obtained by computiilg eigenftmctions of reduced
dimension Hamiltrniians. for one set of coordinates, labelled by basis labels for the
other set of coordinates. KLTH use this sort of contraction scheme. The 3aié-
Light ray eigenvector method [46] is a contraction scherne of this kind for each
bend discrete variable representation (DVR) [47, 48] index eigenvectors of a re
duced dimension stretch Haniiltonian matrix are cornputed. “Simply” contracted
funct ions are products of eigenfunct ions sub-Hamiltonia ns. The sub-Ha.milt onians
are not labelled by basis labels for other coordinates. Wang and Carrington [26].
Yu [27]. and Bramley and Carrington [49] (who introduced the terms optimally
and simply) have emphasized that the simply contracted scheme can be coupled
efficientlv with the L•anczos algorithm. The final contracted basis has ail easily
exploitable product structure. A key advantage of this sortj of approach is that it
obviates the need to solve a large number of reduced-dimension problems. Wang
and Carrington use contracted functions for two groups of coordinates whereas Yu
uses contracted functions for one group and uncontracted functious for the other
group. In this paper we use a contraction procedure similar to Yu’s.
One of the most important advantages of using the Lanczos algorithm with
contracted basis functions is that the contracted basis reduces the numberofmatrix
vector products required to obtain converged energy levels. The rate of convergence
(Lanczos convergence not basis set convergence) of an energy level depends on
the energy gaps between it a.nd its neighbors relative to the spectral range of the
matrix. [25] Using contracted functions significantly reduces the spectral range and
therefore accelerates convergence.
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The contracted basis we use is very similar to that of ZBB. They use it with a
direct eigensolver, whereas we use it with Lanczos. Using it with Lanczos enables
us to take a much larger basis. The vibrational Hamiltonian in the CC-HH Jacobi
coordinates is
—h2 782 8 1 n2
H 2 t + cot 0 — 212, ) + 9





2[LRR2 12 212Z +cot01 — sinOi2l2z 31ta t—3
+t2_ + cot 0112z) + l2 + cot 0112z
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where l, 12z, 12+ and 12_ are angular momentum operators in terms of 02 and . [50]
The reduced masses are defined elsewhere. [19.26.33,511 The ba.sis functions we use
are products of 4D contracted functions. 1D functions of rHH, and 1D functions of
T’C. The 4D contracted functions are eigenfunct ions of
h2 82
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where V4D(R, 01.02, 5) is determined by finding, for each set of (R, 01, 02, ç) coordi
nates, the values of THH and TCC that minimize the potential. In the kinetic energy
operator THH and TCC have been set equal to the values they take at the vinyli
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dene geometry. Due to this choice, some of the 4D basis fiinctions have significant
amplitude in the vinylidene well. It is. however. also important that HID have
eigenfmictions with significant amplitude and oscillatory structure in the acetylene
region. The H4 we use is the sanie as that of ZBB. It is a good 4D model of the
isomerization. Because rHH is quite different in vinylidene and acetylene coupling
between the 6D basis functions is significant.
The eigenfunctions of H4 are computed in a primitive basis composed of prod
ucts of sine-DVR functions [52, 53] and parity adapted angular functions. The
parity adapted functions are
ut1 12 fl2 02, ) — 1 (e2( — oi)e2(o2)e22n(1 + àm20) (3.4)
+(_l)Pem2 (r — 01)’2 (02)e_im2)
where e2 (O) is a normalized associated Legendre polynomials with the Condon
Shortley phase convention. [26] The eigenfimctions of 4D are represented as
— 02, ) (3.5)
7,tl,t2,m2
The c17(R) are sine-DVR functions. We retain only N4D 4D functions (sec section
IV) The effect of ail symmetry operations of the G8 group on the primitive basis
functions is easy to determine because the operations affect the coordinates in a
simple fashion (Sec Table 3.1). [54] The evenness and oddness of 1 and 12 determine
how a primitive basis ftmction transforms. Eigenvalues and eigenvectors of the
matrix representation of H4D are computed using a coupled two-term Lanczos
algorithm (sec the next subsection). Matrix-vector products for the kinetic ternis
are simple because the matrices representing the angular momentum operators are
banded and well known. [26, 50. 51] Matrix-vector products for V4D are donc by
using Gauss quadrature for integrals over 01, 02. and doing sums sequentially in
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the standard fashion. [23,26,55] The matrix-vector product is doue in parailel. The
4D Hamiitonian matrix elements are
(7’tut771H4D 7h1t2772) = (7’lt7n TangÏit2fi?2)7’7 (3 6)
+ (/ TR )t’t’itit2rn2 + (‘t1trn V4D 7t1l2m2)
Becanse there are more angular quadrature points than angular basis frmctions,
matrix-vector products with V4D are more costly than niatrix-vector products with
the other terms. The paralielization scheme is therefore chosen to spread the coi;i
putation of the V4D among severai processors. This is easy to do because Tang + V4D
is diagonal in
‘.
We need to do
for y’=l:Nn
for k’ 1 JVang
Wkf/ = Kk’T2g + Vk)vk’ (3.7)
wherC Nang is the nurnber of angular basis functions, and k is a composite index
representing vaines of l, 1, m2. The muer ioops can easiiy be doue separateiy for
different vaines of y’. We do two ‘ vaines on one processor and use NR/2 processors.
Having chosen to put different
‘
on different processors the matrix-vector product
with TR cannot be efficiently paraiiehzed but it is iess costiy. Eigenvectors are
determined by transforming eigenvectors of the tridiagonai Lanczos matrix. The
transformation is doue using Lanczos vectors (stored on disk). The number of
Lanczos vectors used to transform is the optimal iteration depth, which is chosen
as in Ref. [281.
The final (6D) basis functions we use are products (rMpJ)fl(rcc)’,br(R, 6, 02, ).
,(rcc) is a PO-DVR basis function [56, 57]. For rHH a set of eveuiy spaced
sine-DVR functions is used. The reference potentiai used to make the PO-DVR
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frnictions is obt.ained by fixing ail other coordinates at their vinylidene values. In
terrns of H4D
+ THH + cc + AGHH(rHH)J12 + AGcc(rcc)J22 + AV (3.8)





AV = V(rHH, r, R. 01, 02. ) — V4D(R. 0, 02. ). Matrix element.s of this operator
in the final basis are
‘3’iIc/3i) = + +
• 2 F+ AGHJ)Kz ii Z)aa’à88’ + AGcc(Ø)(z jz)i
+ (i’AVi)i (3.9)
where E is an eigenvalue of H4D. The resulting niatrix representation fias the
following structure
H= (3.10)
This matrix is not constructed, instead we assemble niatrix-vector products by
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doing sums seciuentially. [19. 23. 26. 55. 58] A potential matrix element is written
K’I) lutlmt1t27n2 I KI’3I7) l1.t2.m2)
)‘tltrn, ‘ytlt2ln2
= C?,?Clll2m7 ‘5 u19,7?2) . (3.11)
yl’Ïrn’,l1bm2
and u,,/i?)fIAVcr/37uft2m2) is evaluated usillg Gallss quadrature. The caldilation
of the V matrix is parallehzed. Because C is too large to store in the memory of
one processor we do riot parallelize over aq3. Instead, for each cq3, we use the parallel
LAPACK routine “dsyrk” to caiculate ail the (i’Vi) matrix elemeuts. The
number of Gauss points is larger than the number of parity adapted basis ftmctions.
Equations for the matrix-vector produet calculation are similar to those of Ref. [26]
but slightly simpler because we contract only for one group of coordinates in this
paper.
Eigenvalues and eigenvect.ors of the final ma.trix are comput.ed with a coupled
two-term Lanczos algorithm. For each eigenvector we determine an optimal depth.
[28] The 6D matrix-vector product is costly and therefore it is worth pa.rallelizing.
Due to the direct product structure of the basis it eau be cari be easily parallelized
with opeuMP. [59] A 6D matrix element is (a’d’i’IHt3i). To do the matrix-vector





for each value of i’, ‘, a’. Tue loops could be set up:




We do loops for different i’ on different processors. We use p processors and do
N/p values of i’ with a single processor.
3.2.3 Coupled two-term Lanczos with Local Re-ortliogonalization
The standard Lanczos recursion relation is
/3i+iqm+i = Hqm — ùrnqm — y (3.14)
where H is the Hamiltonian matrix and q is a Lanczos vector. [60] The first
Lanczos vector. q1, is the start vector and q0 is set to O. In matrix form this is,
HQM QM+1TM+1 (3.15)
where TM+1 is the left M + 1 x M part of a M + 1 x M + 1 tridiagonal ma
trix whose diagonal elements are {i’ c2.••• , ùM} and whose subdiagonal cl
ements are {2, 3,• , i} and QM is the matrix whose M columns are the
M Lanczos vectors. The Lanczos vectors are (formally) orthogonal and therefore
QHQp%, TM with TM being the niatrix obtained from TM+; by removing the
last row. Among the eigenvalues of TM are eigenvalues of H. Extremal eigenvalues
of H are obtained with small M but to compute closely spaced eigenvalues of H
that are in the middle of the spectrum requires using a large value of M. This is truc
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even in exact arithmetic but the problem is exacerbated by round-off error. Due to
round-off error the Lauczos vectors are not orthogonal and converged eigenvalues
are copied. The greater the loss of orthogonality the larger the nuniber of copies
produced. Making copies of converged eigenvalues is wasteful and drastically slows
the convergence of the vinylidene-like states. As a resuit, a very large iluniber of
matrix-vector products is required to converge vinylidene-like states. The calcula
tion of vinylidene-like states is difficuit not because the basis is large or because the
matrix-vector product.s are costly but owing to the fact that a very large number of
matrix-vector products must be computed. The nuniber of required matrix-vector
products is large because the vinylidene-like states are far from the lowest states
and in a region of very high density. In previous calculations (see for example
Refs. [18, 19, 24, 26, 28. 49, 61—63] we have used the Cullum and Willoughby (CW)
Lanczos strategy in which nothing is done to minimize the effect of round-off error
but accurate results are extracted. Usillg the CW Lanczos approach it would be
extremely difficult to compute vinylidene-like states because of wasteful copying of
the lowest eigenvalues. To facilitate the convergence of the vinylidene-like states
we have modifled the standard approach in two ways. Without these modifications
the calculation would have been nearly impossible.
The first modification is the use of the coupled two-term procedure of Freund
and Nachtigal. [29, 301 Karisson and Holmgren [641 have used it and we have used
to compute resonance states [65]. The coupled two-terrn idea should slow the loss
of orthogonality of the Lanczos vectors. [29. 30] Rather than directly computing the
elements of TM+1 one computes the elements of the LM (M + 1 x M) and UM
$0
(Id x M) factors of TM+1. x\There
TM+; — LMUT\,I
cl ‘3 0 0
‘32 2 /33 0 —
O /33 (13
00••.••.
‘,i 0 0 0
32 “/2 0 0
0 /33 “7:3 0
o o.•..•.
Ï t!) O O
o
O O
This is done hy defining a matrix PM whose cohirnns are the first M Pm vectors,




wlrere u — B /“/iïi. Sribstituting Eq. (3.17) and TM+; = LMUM. into Eq. (3.15)In - 171
oiie obtains
HPM QM+1LM (3.19)
The p and q vectors a.re thns lillked by the relations
qrn+i = Hp7 — ‘)‘mqm
= qin+12 q+i qm+i/!3m+i
Orthoiiormality of the q1 and Ec1. (3.20) imply that
(3.20)
[ 0 1 ‘113000 1 Ç3.16)
“7m = (3.21)
81
Eq. (3.17) and Eq. (3.19) are two coupled two-term recursion relations (both LM
and UM are bidiagonal because TM+1 is tridiagonal). The process is initiated by
choosing q1 and setting Po to O. Diagonal matrix elements of TM are computed
from m mrn + 7m The coupled two-term procedure reduces the nuniber of
matrix-vector products needed to converge the vinylidene-like states.
The second modification is the use of local re-orthogonalization. [31] We en-
force tocat orthogonality by reorthogonalizing each q1,+y against the k vectors.
qrn+1—k, q. The k vectors required to do the re-orthogonalization are kept in
rnernory. We use classical Gram-$chniidt re-orthogonalization. [66] This, of course.
does not guarantee perfect orthogonality of the Lanczos vectors but it does greatly
reduce the number of copies of converged (low-lying) eigenvalues and therefore
accelerates the convergence of the vinylidene-like states. To parallelize the re
orthogona.lization we use the $GI parallel level-2 BLAS routine “dgemv” to multiply
the transpose of the matrix whose columns are the k previous Lanczos vectors and
the vector to be re-orthogonalized. This vector of coefficients is multiplied by the
matrix of Lanczos vectors and subtracted from the vector to be re-orthogonalized.
again using tdge1IT The parallel BLAS routine works well but if k is larger than
about 3000 it is not efficient to use more than about 4 processors. If k is less than
about 3000 the scaling with respect to the number of processors is almost linear.
3.3 Computational parameters
3.3.1 Basis and quadrature parameters
We have calculated only totally symmetric states by including in our angular
basis only even values of ti and 12 and using P = O (c.f. Table 3.1). We must
choose the number of primitive 4D functions (i.e., NR, the number of à7(R) sine
DVR functions, and the value for 1rn ‘flrn) and also the number of Gauss
Legendre points for the two and Gauss-Chebyshev points of the first kind for the
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integrals. Owing to the symmetry of the potential the integration range for is
reduced to [0. 7v]. Having solved the 4D problem we need to choose basis sizes for
rHH arid TCC and the mmiber of 4D functions to retain.
For the 4D problem we fix at a fairly large value. = 31, and vary NR to
determine the value that converges the 4D levels. The domain of the R sine-DVR
ftmctions is [0, 5]ao. which covers the vinylidene and the acetylene geometries as
well as the saddle point. We did calculations with NR 24, 30, 32 and 36. Even
with NR = 32 the acetylene ground st.ate decreases by more than lcniJ’ when NR is
increaseci by 4. Nevertheless. the energies of four lowest states with wavefunctions
almost perfectly locallzed in the vinylidene region vary less than lcm’. The 4D
vinylidene ground state changed by only 0.01cm’. Ail states more or less localized
in the vinylidene region change by < lcnf’ when NR 32 is increased from 32
to 36 and we therefore use = 32 to compute the 4D functions used in the
final calculation. It is known that if wavefunctions have significant amplitude at
R = O using the DVR to evaluate matrix elements of 1/R2 causes error. [671 This
problem should not affect the vinylidene-like states but would certainly affect the
acetylene-like states. To determine 1rn we fix N1 = 32 and vary 1maT•
increasecl increased from 26 to 41 in increments of 5. 1m 31 is large enough to
converge the acetylene ground state and 4D vinylidene states to better than the
lcm’. With the NR = 32, = 31 basis we expect to be able to converge 6D
vinylidene states to within lcm’. Angular integrals were computed on a grid with
Ne
= tmax + 11 Gauss-Legendre points and N = Tflmax + 11 Gauss-Chebyshev
points of the first kind. These grid sizes were selected by computing eigenvalues
of the 4D Hamiltonian with NR = 24 and 1rnax = 26 and increasing the number of
points used to compute the integrals. We tried + 1, 1rnax + 5 and Ïrn + 11.
We observe that the 4D levels are weli converged with 1rn + points for both O
and .
Using a small 4D primitive basis (Ïrnux = 14 and NR = 24) and retaining only
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150 4D eigenftmctions we determine the nuuiber of rjjjj and rc’ ftmctioils (denoted
and NI-1H) ecessary to converge vinylidene-like states, that are unconeerged
with respect to 1rn, NR, aiid the nnmber of retained 4D fmictions, aiid then use
these values in onr final calcnlatioii. The domains chosen for the sine-DVR basis
for THH and the PO-DVR basis for rcc are [2.1, 8.5]ao aiid [1.8, 3.5]ao respectively.
These domains are chosen so that the saddle point and both the acetylene and
vinylideiie geornetries a.re included. fixing NHH = 24, the vaine of Nc was
increased from 6 to 12 in increments of 2. With Nc’c = 10 the vinylidene-like
states change by less than 1cm1 wlien Ncc is increased to 12. Similarly, we
flxed Nc = 10 and increaseci the vaine of N111 from 24 to 30 iII increments of 2.
With NHH 28 the viriylidene-like states challge by less than 1crn1 when NHH is
increased to 30.
To confirm that Nc = 10 auJ NHH 30 are large enongh we compared 6D
levels cornpnted with the N4D 331 NHH = 30 = 10 6D basis. for which
resiilts are reported in Section IV. a N4D 331 NI-1H = 32 = 10 basis. auJ
a N4D = 331 NHH = 30 Nc = 12 basis. When NHH 15 increased from 30 to 32
ail states below 25000cni’ shift by less than 0.01cm1. When is increased
from 10 to 12 the vinylidene gronnd state changes by 0.000lcm’ auJ the excited
vinylidene states chaige by less than 0.4cm’. We expect the energies of the
vinylidene-like states cornputed with = 31 NR = 32, Nc = 10 and NHH = 30
to be within about lcrn’ of the nnnierically exact energies.
3.3.2 Lanczos parameters
To solve the 4D problem we use local re-orthogoualizatiou auJ the conpled two
terrn Lanczos algorithrn. 75’OOO matrix-vector prodncts are reqnired to converge
the 640 4D-eigeufnnctious with ellergies below 25000crn’. Each Lauczos vector is
orthogoualized with respect to the previous 1500 vectors. A potential energy ceiliug
of V = 50000crn’ 15 applied to reduce the spectral range of the Hamiltonian auJ
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therefore to accelerate convergence of the Lai;czos algorithm. [55] The solution
of the 4D problem is the most expensive part of the whole calculation. After
computing the 4D functions they are used to form the matrix representing V in
the final (rHH)A(rcc)’br(R. 1, ) basis. This matrix was stored on disk and
the required piece of it is read into memory before coing the 6D Lanczos calculation.
The 6D Lanczos calculation is also clone with the coupled two-term Lanczos
algorithm. We have clone five different 6D calculations with 5 different 4D bases.
In calculations I. II, III, and IV we retain the 4D eigenfunctions with the lowest
500, 550, 600, and 640 (respectively) eigenvalues. In calculation V we omit the 169
4D eigenfunctions with the lowest eigenvalues and retain 20 4D eigenfunctions with
eigenvalues smaller than the 4D vinylidene gromd state and 310 4D eigenfunctioi;s
with eigenvalues larger than the 4D vinylidene ground state. For the largest basïs
70’OOO iterations, with re-orthogonalization with respect to 5000 Lanczos vectors,
were required to converge 3388 eigenvalues below 25’OOOcm’. We made no attempt
to optimize the number of vectors with respect to which we re-orthogonalize. A
potential energy ceiling was set at 50’OOOcnf’. Only eigenvectors associated with
eigenvalues between 20400cnf’ and 23500cnf’ were constructed ftomi the Lanczos
vectors which were stored on disk.
3.4 Resuits and Discussion
In this section we present our results, discuss differences between our approach
and the approaches of ZBB and KLTH, and consider possible implications of those
differences. Our contraction scheme is essentially the same as that of ZBB. The
main diffèrence between their calculation and ours is the fact that we use iterative
rnethods, to solve both the 4D and the 6D problems. This has two advantages.
First, it enables us to use a larger primitive basis to solve the 4D problem. ZBB
use = mmax = 26 and we use = mmax = 31. The size of the niatrix
$5
whose eigenvectors give us the 4D contracted functions is $7552. It is not possible
to use a direct method with a matrix this large. Using a laiger primitive 4D
basis enables us to describe better the angular dependence of the 4D contracted
functions. Second. use of iterative methods makes it possible to use a larger 6D
basis and to thoroughly test the ZBB assumption that one may discard 4D functions
with eigenvalues significait1y below the 4D vinylidene eigenvalues. Owing to the
fact that ZBB use direct diagonalization they are not able to incluce both ail of the
4D states up to vinylidene region aud a large number of 4D states in and above the
vinylidene region. The Lanczos algorithm enables us to do this. The ZBB basis
and the basis of this paper are designed to favor the convergence of vinylidene-like
states. On the other hand, KLTH propose a contraction method tha.t they hope
will work well not only for vinylidene-like states but also for aceteylene-like states.
Computing both is of course more difficult. KLTH state cleariy in their paper that
they must restrict the size of their contracted basis in order to obtain a final matrix
srnall enough that its eigenvalues may be computed by direct diagonalization. They
estimate the error caused by this restriction to be about 20 - 30cm1. However,
having all of the 4D states up to the vinylidene region included in their basis is a
clear advant age, a.n advant age shared by the metliod we use. Although we make no
attempt to converge acetylene-like states we have 1147 6D states below 15000crn’.
This compares reasonably well with KLTH who have 1350. In the 20000cm’ -
22500cm’ region we have one state every 2.7cm’ whereas KLTH have one every
2.2cniJ1 and ZBB have one state every Zcm’. Our density of states is higher than
ZBB’s because we use a larger primitive bend basis and a larger R basis.
A contraction scheme works well if only a small number of the reduced-dimension
eigenfunctions need be retained. Imagine dividing the full 6D basis into two groups
of functions. Que group consists of 6D functions that are vinylidene-like (prod
ucts of 4D vinylidene-like functions and DVR ftmctions for TCC and rHH) and the
other group consists of 6D functions that are acetylene-like. The 4D vinylidene
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like basis ftmctions should be good for the purpose of comput ing 6D vinylidene-like
states because tliey are designed (by using vinylidene values for rcc and THH in
tlie kinetic energy operator and a minimized V4D) to favor their convergence. Ma
trix elements tliat couple functions in tlie two groups are smaÏl because AGHH
andAGcc’ (see Eq. (3.8)) and AV are srnall for 6D geometries close to vinylidene
and the vinylidene-like 6D basis functions are small for 6D geometries far from
vinylidene. As these matrix elements are small it should be a good approxima
tion to retain only the vinylidene-like block of flic full matrix. Tlie coupling is
nonetheless non-zero and the energies of vinylidene-like 6D sta.tes will shift some
wliat if some acetylene-like basis functions are retained. 6D acetylene-like basis
functions made from 4D acetylene-like functions with 4D energies close to tlie 4D
vinylidene-like states are probably flic most important. Adding sucli basis func
fions will delocalize tlie 6D vinylidene-like sta.tes. Tlie aetylene-like funct ions may
not be good enougli to converge 6D acetylene-like states, but if enougli of tliose
tlia.t are most strongly coupled to the vinylidene-like functions are included iii tlie
final basis it sliould nevertlieless be possible to compute accurate 6D vinylidene-like
states. We liave verified that flic contracted basis program gives flic sanie results
as we obtain witli a product basis if we retain ail of tlie 4D eigenfunctions for a
small test basis. Tliis confirms that tlie eigenpairs of tlie 4D and 6D eigenproblems
are calculated correctly.
From among flic many liigli-lying st.ates obtained from tlie final Lanczos calcula
tion we wisli to extract tliose tliat are vinylidene-like. Some states are well loca.lized
in tlie vinylidene regions of flic surface and if is easy to identify tliem as vinylidene
like. 0f lier states are clearly delocalized and a.re certainly not vinylidene-like.
Tliere are a.lso states tliat are partiaily localized in tlie vinylidene regions of tlie
surface and if is unclear to wliat extent tliey may be considered vinylidene-like.
The partially localized states are most sensitive to flic basis set cioice. To identify
vinylidene-like states we use tliree tools. As suggested by ZBB we look at plots of
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Figure 3.1: Expectation values of rjjj.i, R and for the truncated N4D = 331
basis (calculation V)
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expectation values of R and TIJH. Plots of the expectation values of R and iHpJ for
different basis size are shown in the top panel of figures 3.1 to 3.4. R and rHH are
selected because their vinylidene auJ acetylene vaines are very different. We also
make wavefunction plots sirnilar to those of KLTH. In figure 3.5 we present plots of
the R and 02 dependence of wavefunctions. The plotted functions are obtained by
integrating the wavefunction over rHH, rcc, auJ Oj auJ setting = 0. We cannot
integrate over because doing so would give us zero. As = 0 there is only 011e
acetylene geonietry. Wavefunctions are deemed vinylidene-like if there is significant
amplitude in a region with R 2.2 bohr auJ 02 close to either O or ir. Acetylene
like wavefunctions have R < 0.5 bohr auJ 02 close to ir/2. The nodal structure of





which quantifies the vinylidene character of a. wavefunction. The minimum and
maximum values of Z, Z = R. rHH, TCC of a vinylidene region (there is one for
positive cos (02) and another for negative cos (02)) are ZvL, + z where is a
value of Z close to the vinylidene minimum and A = — Ztjj is
close to the saddle point. Expectation values of can be computed simply by
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constraining the range of the sums involved in the calculation,
amax /rnax
< Xvjny > djd.qjpjiji
Qcm) j3_13nRQ))
and




1min, /3rnin, are the srnallest DVR points included in the ranges of Eq. (3.22).
‘‘ are the largest DVR points included in the ranges of Eq. (3.22).lflCtXr 1mai
The expectatiol; values of for the different 4D bases are shown in the lower
panel of figures 3.1 to 3.4.
Comparison of the wavenumbers (in cm’) of vinylidene states
Kozin Zou Present work; 4D states included in the basis
et al. et al. 170-500 0-500 0-550 0-600 0-640
that of ZBB and KLTH but most of the energy differences are close to theirs. Our
best (colurnn 8) 2 and i energies are close to the values of ZBB and KLTH.
Wavefunction plots for the ground state. 1)i, v and t’3 states are in figure 3.5. On
the other hand, the t’3 we obtain is quite a bit lower than the results of both ZBB
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In table 3.2 we report the energy of the vinylidene ground state and differences
of excited state energies auJ the ground state energy and compare with results
of other papers. The ground state energy we compute is quite a bit lower than
Table 3.2:
Assignment
ZPE 20490 20424 20415.9 20415.8 20415.5 20414.8 20414.8
v 1195 1179 1200.0 1148.7 1144.2 1137.5 1133.4
21)4 1331.5 1331.3 1328.8 1327.8 1327.3
t’2 1683 1654 1646.9 1646.0 1646.3 1645.7 1646.6
u 2783 2783 2794.1 2795.2 2794.9 2786.5 2783.5
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and KLTH (which differ from each other by 16cm’). The frmdamental difference
between the states that are close and the state that is further off is the degree
of localization. The delocalized state is more sensitive to basis palameters and is
therefore harder to compute accurately. Because it is not as well localized if is
not possible to be certain of the assignment of the state we denote y3. To choose
the state that we label as 1)3 we look for a. nearly local zed state (i.e., a state
with a fairly large average R and a fairly small average THH). with an energy of
about 1200cm’ above tlie vinylidene grounci state energy. with the right nodal
structure. It is possible. but seems unlikely, that sorne other state might also be
labelled 1)3. We have looked for states with ellergies doser to the 1)3 states found
by ZBB, KLTH, and the experimental value of Ref. [68] but find nothing that
Figure 3.5: Wavefunctions of selected vinylidene states cornputed with the N4D
640 basis
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lias significant localizatioll and the riglit nodal structure. There is a well localized
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vinylidene-like state at ‘- 1327cm’. If = O it lias no nodes along 02. For almost
any other value of there is nodal structure. Plotting the wavefunction in the
02 — plane we see a clear nodal structure located iII the vinylidene well (c.f. figure
3.6). Therefore, we assign this state as 2v4, where i-’4 is the vinylidene wagging
mode which involves motion that changes both and 02
Que of the goals of this paper is to assess to what extent the localization of
vinylidene-like states observed by ZBB is jeprodized by increasing the basis size.
KLTH suggest that increasing the density of acetyelene-like basis functions might
delocalize sonie of the vinylidene-like states. We find. see figures 3.2, 3.3, and
3.4, that with the exception of the vinylidene ground state, vinylidene-like states
are only moderately localized. In many cases it is flot possible to unambiguoulsy
denote a state as vinylidene-like. Comparing with the figures of ZBB one sees
that their vinylidene-like states are better localized. The better localization of
calculations with a smaller basis is also clearly revealed by comparing figures 1 and
2. The basis of figure 3.1 is similar to the basis of ZBB. Truncating the 4D basis
from below (column 4 of table 3.2) yields 6D wavefunctions that are more localized.
Adding acetylene-like 4D basis fiinctions therefore appears to delocalize vinylidene
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111cc 6D wavefunctiona. if we indude ail the 4D fimctions up W a threshold value
ana increase the threshold we observe that the locaiization of some vinylidene-like
states varies quite a bit. As the threshold is increased the localization (assessed
both in terms of expectation values of R and rHH and in terms of the œcpectation
value of the localization operator) of some states decreases and then increases.
flic indicates that as the basis size is increased one adds some fimctions that
are vinylidene-like and others that are acetylene-like but couple significantly tth
vinylidene-like basic functions. KLTH suggest that “increasing the density of the
acetylenic states in the basic set could signiflcantly reduce the localization of the
2v6 and 4v6 states in the vinylidene weil.” [13] They were flot able W identify these
states. We aiso find that these states are not weli localized. There are several
6D eneru levels near 238cnr and 468cir’ that are somewhat localized in the
vinylidene region and that appear to have the right nodal structure in the vinylidene
region (and an oscil]atory taU in the acetylene region) but these energies seems too
low and the degree of localization is not reaily convincing.
tic ground state, vi, and are weli loca]ized. tic energies of these states
vary least as the basic size is changed. tic energies of the ground state and are
a]most unchanged by tnmcating the basis from below. Adding high-ener basis
functions aiso lias relatively little effect. On the other hand, the energies of the
more deloca]ized states do depend on the basic sise. In particular the energy of
the v state changes appredably. e.g., tnmcating the basic from below shifts its
energy by about 5lcnr1. The less localized states are more senstive to basic size
because they have more aceytlene character. This is confirmed by the fact that
energies of the less localized states are changed significantly by adding acetylene
like basic functions with energies leas than the 4D vinylidene eneru, but energies of
the better loca]ized states (ground state, y1, and z*2) are hardly affected by adding
such basic functions. tic energy of the zj state changes by about 23cnr4 when
the basic ic e&arged from the smallest basic used (coluwn 4) to the largest basic
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used (colmim 8). On the basis of the numbers in table 3.2 we estimate that the
better localized vinylidene-like states are converged to within about lcm’. This
is consistent with the convergence analysis of the primitive basis given in Section
IIB.
Comparing the numbers in columns 5. 6, 7, and 8 of table 3.2 one observes that
with only one exception energy levels decrease as high-energy functions are added
to the basis. The exception is the i-’2 state for which the energy increases from
column 7 to column 8. Comparing the numbers in columns 4 aiid 5 one observes
that truncating the basis from below moves some levels up and others down.
3.5 Conclusion
For many years it lias been known that a high-lying vinylidene local minimum
exists on the C2H2 potential. It is nevertheless not clear to what extent vinylidene
should be thought of as independent species. This depends on the loca.lization of
states that have significant vinylidene character. To compute these states one must
solve a. 6D vibrational Schrôdinger equation (without imposing a complex absorbing
potential). It is by now alniost routine to compute 6D wavefunctions. This can
be done either by using a direct eigensolver and a contracted basis or by using an
iterative eigensolver (usually the Lanczos algorithm) and a direct product basis.
Unfortunately, neither of these approaches is well suited to calculating high-lying
vinylidene-like states. The applicability of the direct eigensolver + contracted basis
approach is limited by the size of the basis required to converge the vinylidene-like
states. With currently available computers it is not possible to use a basis large
enough that one can be confident that the vinylidene-like levels are converged. The
usefulness of the iterative eigensolver + product basis approach is limited not by
the required basis size (becasue there is no need to store the Hamiltonian matrix)
but by the number of matrix-vector products that must be evaluated. To compute
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high-lying levels one would need a iruge mimber of matrix-vector products.
III this paper we apply the Lallczos algorithmi to obtain villylidelle-like levels.
We estimate that the well-localized vmyhclene-hke states are collverged to within
lcm’. To do this we combine three tools. As suggested by Wallg alld Carringtoll
and by Yu we use a contracted basis with the Lanczos method. The key idea of
this approach is the use of contracted frmctions obtained by dividillg the coordi
nates into two groups alld computhrg eigellflillctions of either both [26] or one [27]
of the grollps. It was noticed years ago Ref. [49] that such “simpiified” coirtracted
functions, as opposed to the more commoily used “optimaliy” colltracted ftmctions
were advantageous when an iterative approach is empioyed. Usillg contracted lia-
sis frmctiolls sigllificantiy decreases tire spectral range of tire Hamiltonian matrix
and therefore the number of matrix-vector products irecessary to obtain converged
eergy levels. Despite tire advantages of tire contracted ba.sis it would be nearly
impossible to compute vinylidene-like states using tire usuai CW Lanczos approach.
This is due to wastefui copying of low-iying energies leveis which is caused by ioss
of orthogonality of tire Lanczos vectors. To reduce tins copying we use a coupled
two-term Lanczos scheme and local re-orthogonahzation. The contractred basis
+ coupied two-term + local re-ortinogonalization combination makes it possible
to deternihie viinylideire-like states. Tire final basis we use is too big for a direct
diagollalization approach.
We have also used the preconditioned inexact spectral transform (PIST) metirod
[69] to calculate vinylidene-like states. PIST enabies one to compute a group of
higir-iying levels without aiso converging many iow-iying ieveis. PI$T will work well
oniy if a good preconditoiner is availabie. Fortmiateiy. our final matrix, Eq. (3.10)
lias exactly tire structure one needs to bniiid the optimal separable basis + Wyatt
(OSB+W) preconditioner of Ref. [70]. It iras been deirronstrated that for sorne
probiems the O$B+W preconditioner is very effective. [70, 71] It is only useful if
Poirier’s optimal separabie basis [72, 73] (OSB) can be obtained efficientiy auJ this
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is aiways the case if the Hamiltonian matrix bas the simple structure of Eq. (3.10).
P151 with the O$3+W preconditioner works. The OSB+W precoilditioner is
good, i.e., it significantly reduces the nuniber of matrix-vector productS required
to solve the linear equations to apply the spectral transform. However, the Jacobi
iterations used to build the OSB are so costly that we did not pursue this approach.
Basis functions and coordinates are chosen so that it is easy to obtain a con
tracted basis with functions that transform like irreducible representation s. Using
this basis and a coupled two-terni re-orthogonalized Lanczos approach we compute
(J=0) villylidene-like states. Note that we calculate not only energy levels but also
wavefunctions. Without 6D wavefunctions it would not be possible to assess the
degree of vinylidene localization of the computed states. Although we definitely
find states that can be described as vinylidene-like we also observe that there are
few such states that are well localized and that energies of vinylidene-like states
that are not well localized are sensitive to the basis we use. As the basis size is
increased. and in particular, as the number of 4D acetylene-like functions in the
basis is increased, the poorly localized levels shift, It appears that there are very
few well-localized vinylidene-like st ates.
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ARITHMÉTIQUE RÉELLE
On propose dans cett:e section mie nouvelle méthode permettant le calcul de
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Computing resonance energies, widths, and wavefunctions using a Lanc
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Abstract
We iritroduce uew ideas for calculating resonance energies and widths. It is
showu that a nori-liermitian Lanczos approach eau be used to compute eigenvalues
of H + W where H is the Harniltonian and W is a complex absorbing poteri
tial (CAP), withoiit evaluating complex matrix-vector products. This is doue by
exploiting the link between a CAP-modified Hamiltonian matrix and a real but
nonsymmetric matrix U suggested by Mandelshtam auJ Neumaier auJ using a
coupled two-term Lanczos procedure. We use approximate resonance eigenvectors
obtained from the nonhermitian Lanczos algorithm auJ a very good CAP to obtain
very accurate energies auJ widths without solving eigenvalue problems for many
values of the CAP streugth parameter auJ searching for cusps. The method is ap
plied to the resouances of HCO. We compare properties of the method with those
of est ablished approaches.
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4.1 Introduction
Resonances are important iii atomic and molectilar physics. [1—8] They play a
key role in processes such as autoionization, photodissociation, reaction dynamics,
electron-molecule scattering etc. [9—11] Sometimes resonance energies aid widths
are computed from the energy dependence of cross sections or phase shifts. In most
cases, however, it is easier to determine complex-energy solutions of Schrdinger’s
equation (called $iegert states) for which the corresponding waveftmctions satisfy
outgoing boundaiy conditions and to associate the real part of the complex energy
with the resonance energy and the negative imaginaiy part with the resoance
width. [12] Because of the outgoing houndary conditions the resonance waveftmc
tions, that correspond to complex energies E = Er — iE with E > 0, diverge
asymptotically. The otitgoing botmdary conditions make it difficuit to tise ma.trix
methods. Nonetheless several methods have been developed that etable one to cal
culate these complex-energy solutions with techniques very similar to those used to
calculate bound state energies. Titis is usually donc by modifying tue Hamiltonian
operator so that resonance wavefunctions are unaffected in the interaction region
where they resemble bound states but damped in the asymptotic region. Because
eigenfunctions of the modified operator are daniped they may be computed with
standard matrix methods. Two means of modifying the Hamiltonian are popular:
the complex scaling rnethod [13—17] and the absorbing potential method [18 23]. In
the complex scaling method R, the dissociative coordinate, in the Hamiltoniait op
erator is changed to R&° where O is a scaling angle. To tise the absorbing potential
method the Hamiitonian. H, is replaced with H
— iijW’, where W’ is a compiex
absorbing potentia.1 (CAP). Both approaches require computing eigenvalues of a
complex-symmetric Hamiltonian ma.trix.
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4.2 Established methods for computing resonances
The two most popular methods for studying resonances are the CAP-Lanczos
approach [24—26] and the filter diagonalization (fD) procedure [27—29]. There are
other methods [30—32] but these are common workhorses. Both the CAP-Lanczos
and the FD methods have the advantage that they may be used without storing a
Hamiltonian matrix. It is necessary only to compute matrix-vector products which
may be evaluated by applying the Hamiltonian matrix to a vector term by term
and, for each terrn, factor by factor. [33] In this section these methods are briefty
reviewed and we identify aspects of both methods which eau be improved.
4.2.1 The CAP-Lanczos approach
Jolicard and coworkers proposed using a CAP to compute resonances. [18] Their
idea is attractive because it ellables one to use a great deal of what has been learned
about solving bound state problems to solve the resonance problem. The CAP
added to the Hamiltonia.n must be chosen so that it is zero in the interaction region,
absorbs outgoing flux from the interaction region and does not lead to spurious
incoming flux (towards the interaction region). There has been considerable work
doue on designing optimal CAPs. [34---43] Once a CAP has been selected it is
necessary to choose basis functions and calculate eigenvalues (and eigenvectors if
one is illterested in understanding the motions of the atoms and attributing zeroth
order quantum numbers) of a matrix representation of the Hamiltonian. Unless the
CAP is very good eigenvalues of a complex-synimetric matrix must be computed
for many values of i. To compute the eigenvalues one may choose either a direct
or an iterative eigensolver. [44] Iterative methods have the iniportant advantage
that they make it possible to use very large basis sets. The most obvious iterative
method is the complex-symmetric Lanczos algorithm without reorthogonalization.
To use this Lanczos approach one must store (in memory) only two vectors. The
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number of matrix-vector products required to converge a particular complex energv
depends on the local density of the complex eigenvahies and how far the complex
energy is from the outside edge of the set that contains ail the complex eigenvalues
(how close it is to the convex huli). The CAP-Lanczos combination lias been iised
by rnany groups. [24—26,45] We have used it with an inexact spectral trailsform. [46]
The CAP-Lanczos approacli works well but we have identified two aspects that
can be improved. (1) To extract eigenvalues from a Krvlov space with iii vectors
one must do ]I matrix-vector products. Owing to the tact that the operator is
complex the matrix-vector products are complex. This increases their cost. If a
discrete variable representation (DVR) [47,4$] basis is used the CAP is diagonal and
matrix-vector prodiicts with the CAP are therefore mexpensive. The costly matrix
vector product is the one for H. Because H is real but the vectors are complex the
cost of the H matrix-vector product is about a factor of two larger than it would be
without a CAP. In this paper we demonstrate that it is possible to use a CAP and
a Lanczos eigensolver without doiilg complex matrix-vector product.s. This reduces
tlie cost of matrix—vector products by about a factor of two. t2) Altliough it is
not difficuit to do, it is rare that Lanczos is used to compute both eigenvalues and
eigenvectors. The best way to compute eigenvectors is to store Lanczos vectors
on disk and to compute optimal iteration depths for cadi eigenvalue. Modified
versions of the original approach of Cullum and Willoughby [49] have been tised
recently. [50] In tus paper we compute resonance wavefunctions from eigenvectors
obtained with a Lanczos method.
4.2.2 FD procedures
By combining a damped Chebyshev recursion [51. 52] with tic filter diagonali
sation idea [53], Mandelshtam and Taylor devised an effective means of computing
resonances. [27—29] They apply Chebyshev polynomials of the unmodified Harnil
tonian operator to a vector to gerierate a “signal”. The signal is used to com
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pute Hamiltonian and overlap matrices in a filtered space from which one obtains
complex resonance energies. [29] If the recursion relation is damped the Cheby
shev identity used to reduce the nuniber of required matrix-vector products in the
bourid state case is forrnally invalid. As explained in Ref. [27] one must compute
K matrix-vector products to generate a signal of length K with which one extracts
eigenvalues from a Krylov space of K/2 vectors. The size of the Krylov space re
quired to converge the resonances of interest is about the same whether one uses
FD or Lanczos. [26, 54] In the fD case. the number of matrix-vector products re
quired to extract eigenvalues from this subspace is a factor of two larger. A simple
comparison of the nuniber of required matrix-vector products is, however, mislead
ing because the FD matrix-vector products are real and the Lanczos matrix-vector
products are complex. These issues have been thoroughly discussed by Xie, Chen,
and Guo who point out that the factor of two one saves because the PD approach
uses real arithmetic is cornpensated for by the necessity of computing a factor of 2
niore matrix-vector products. [26]
FD methods that enable one to generate a signal of length K, with which one
extracts the eigenvalues associated with a Krylov space of size K/2, from K/2
matrix-vector products have been developed. These methods have the advantage
of real matrix-vector products (which the standard fD method also has) and the
advantage of beiug able to obtain the eigenvalues associated with a Krylov space
of size K/2 from only K/2 matrix-vector proclucts (which the complex-symmetric
Lanczos method also has). Li and Guo, reasoning that the damping (CAP) should
have little influence on wavefunctions in the interaction region, simply used the
Chebyshev identity despite the fact that formally it does not hold. [551 Although
using the Chebyshev identity is an approximation taud one whose quality is some
what hard to assess and control) they observe that for some resonances it works
very well. In very impressive papers Mandelshtam and Neumaier (MN) have intro
duced a rigorously justified FD scheme that allows one to both use real arithrnetic
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and to compute eigenvalues extracted from a K/2 dimensional Krylov subspace by
computing only K/2 ntatrix-vector products. [56. 57] This method appears promis
ing.
The method we suggest in this paper is based on MN’s observation that the
CAP-modified Hamiltonian cari be written as a quadratic eigenvalue problem. Our
method differs from theirs in four aspects: 1) We use a Lanczos algorithm whereas
they use Chebyshev polynomials. 2) We compute not only eigenvalues but also
eigenvectors. 3) We use only double precision. In contrast. MN use quadruple
precision to process their signal. 4) We use a different CAP. [42] Our CAP is a.
high degree polynomial chosen to minimize reftection and transmission. It lias a
very small real part. We highly recommend the method of MN and do not wish to
imply that the Lanczos approach we propose is necessarily better.
In summary, in this paper we propose a Lanczos-based method that lias the
sanie advantages as MN’s method (real matrix-vector proclucts, no doubling of the
number of required matrix-vector products) and use it with a very good CAP. Our
computational scheme for computing resonances is based on the idea of moving the
damping from the operator to the basis.
4.3 The eigenvalue problem for the Hamiltonian with a CAP can be
written as a quadratic eigenvalue problem
MN [57] write the eigenvalue problem for the Hamiltonian with a CAP as
(H + W)xk = Ekxk. (4.1)
In this equation H is a matrix representation of the Hamiltoniair scaled so that its
eigenvalues are between -1 and +1 and W is a matrix representation of the CAP
W(R), which a function of the dissociative coordinate R. W(R) = —ir1W’ (sec for
example Eq. (4.8) ). Boldface symbols are matrix representations of operators or
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kets. MN lloticed that if oe chooses ail ellergy-dependeilt CAP
117(R) = (1- D1(R))
+
(1- D2(R)), (4.2)
where ilk is defined by E
= ( + ). t1iei Ec1. (4.1) becomes
Hxk ( + Xh. — Wxk (4.3)
or
Hx = D1 + D2 (4.4)
which is the qiiadratic eigelwallle problem
(uD’
— 2Huk + D2)xÂ O . (4.5)
D1 and D2 are real matrices. It is cnicial that 117(R) aild the relatioiisliip between
Ek and Uk be chosen so that (1) by properly definiilg D1 and D2, W can be made
a good CAP and (2) the convergence of the elgeilvaliles of the qiladratic eigenvalile
problem that correspolld to the desired Ek is facilitated. For more deta.il the reader
is referred to the papers of MN. [56,57] After transformillg the qiladratic elgeilvalile







= (). The key advalltage of Eq. (4.6) is the fact that U is real. The
eigenvafties of a real matrix caii be compiited by doiiig real matrix-vector prodncts.
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Because we use the DVR, D1 and D2 are diagonal and matrix-vector products
with U are therefore almost as inexpensive as matrix-vector products with H.
One computes eigenvalues of U and from them obtains eigenvalues of H + W. It
is better to work with U thail with H + W not only because U is real but also
because the eigenvalues of U that correspond to desired complex resonance energies
converge more favourably. In the upper haif plane they are just inside the unit disk
(H is scaled so that its eigenvalues are between -1 and +1) and in the lower haif
plane they are not far from (but below) the unit disk. Eigenvalues in both the lower
and upper haif planes are close to the convex huli of the spectrum. the former being
doser than the latter.
In this paper we use the matrix U proposed by MN but we choose D1(R) and
D2(R) differently. The E,, obtained from the ‘u are only useful if 117(R) is a good
CAP. If 147(R) is a poor CAP theu being able to compute eigenvalues of H + W
easily from those of U is not very useftil. A good CAP is one which is zero in the
interaction region and turns on smoothly at sonie selected left edge. Its imaginary
part should be negative and much larger than its real part. There is some evidence
that it is good to have a small negative real part (which serves to decrease the de
Broglie wavelength and therefore the width of the required absorbing region). [58]
To ensure that the CAP has these properties we use D1(R) = (1 + 7714714(R)) and
D2(R) (1
— Wi4(R)) where 14714(R) = w((R— RO)/(RTrnJX — R0)) and w(z) is the
fourteenth orcler optimal absorbing potential derived in Ref. [43]. R0 is the point
at which the CAP turns on and Rmax is the largest R DVR point. This choice
yields the CAP
147(R) = —i(i — E)11714(R). (4.8)
The optimal CAP woulcl be W0(R) = E,,W14(R). [43] The energy dependence of
W(R) is therefore not ideal but its dependence on the dissociative coordinate is.
For a given energy if we choose ij so that 7]\/(1
— E) = Ek we obtain an optimal
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CAP. The only consequence of using IV(R) rather than the optimal CAP is that
the best value of the parameter ij is a ftmction of energy (and not necessarily close
to one).
4.4 Lanczos-based methods for computing the eigenvalues of U
U is real but it is not symmetric. Because U is square it can be factorized
U = B—’A. where both A and B are symmetric. The asymmetric eigenvalue
problem UX = Xu. where X is the ma.trix of right eigenvectors ancl u is the
diagonal eigenvalue matrix. is therefore equivalent to the symmetric generalized
eigenvaÏue problem AX = BXu. If A or B is positive definite all of the eigenvalues
are real and there exist good numerical algorithms that exploit the syrnmetry of A





Neither bU nor Û is positive definite. Que way to compute the eigenvaÏues of
U is to solve the (ÛU)X = ÛXu eigenproblem using a Lanczos algorithrn based
on the Û inner product. Varions versions of this ‘symmetric indefinite Lanczos
method’ are explained in articles and books. [44, 59—62] Two vectors x and y are
orthogonal with respect to the Û muer product if xtÛy = 0. Unfortunately, if Û
is not positive definite, Lanczos vectors that are othogonal with respect to the Û
iniler product may not even be linearly independent because of cancellation error.
We have applied the ‘symmetric indefinite Lanczos method’ [44] to (ÛU)X = ÛXu
and found that it works poorly.
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4.4.1 The nonhermitian Lanczos method
Iustead. we use the ionhermitiail Lanezos method a.nd create two sets of of
bi-orthogonal Lanczos vectors. There are differeut ways to normalize the vectors
and the accuracy of the computed eigenvalues depends on how the Lanczos vectors
are normahzed. [63, 64] We follow the procedure of Freund and Nachtigal. [64] The
Lanczos vectors are generated from three-term recurrence relations
‘n-i-1 = UV — (4.10)
*n+1 Uw — — (4.11)
where ji = i- with Pr+i = Wn+iW’ n+i = Hn+1W,
= n+i/Pn+i, and *n±1/n+Ï. FormaÏly, if k j wv = O and
we define , such that 5, wvk. The process is initiated with two arbitraiy
uormalized vectors y1 and w1. Note that matrix-vector product.s with both U
and Ut are necessary. The n columns of the matrices V and Wr, are the first Ti
Lanczos vectors. The recursion relations Eqs. (4.11) can be written in matrix form,
UV1 = V11T11 (4.12)
UtWAJ
= VAj+1F’AI+lTAI+lFI (4.13)
where M is a diagonal matrix whose diagonal elements are (F1)11 1,
(FAI)kk = 7k = 7k—1pk/k, and TM+1 is the (iii + 1) x M upper Ïeft corner of a
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(M + 1) x (M + 1) tridiagonal matrix.











where TAI is obtained from TM+1 by removing the last row and is an M x M
diagonal matrix whose diagonal elenient.s are the j values. The matrix eigenvalue
problem we wish to solve is UX Xu. Multiplying on the left by WtM and
introducing X = VAIR we find ]JTAjR jRu or TAJR Ru. Que hopes
that sorne of the eigenvalues of TAJ will be very close to eigenvalues of U even if
M is much srnalier than the size of U.
Cuilum Willoughby [65] propose using recursion relations that generate
symrnetric tridiagonal matrix. This has the disadvantage that it requires doing
complex matrix-vector products but the advantage that it helps to limit the ne
farious effect nurnerical error eau have on results obtained with the nonhermitian
Lanczos algorithm. We use the recursion relations of freund a.nd Na.chtiga.l (and
reai matrix-vector products) but after calculating the Lanczos vectors we compute
eigenvalues of a complex-symmetric tridiagona.l matrix j = G’TAJG where G is
a diagonal matrix chosen so that G’TAJG is syninietric. The complex-symmetric
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matrix whose eigenvalues we compute is,
[‘1 ‘;57 o o
[12
TAJ = o ‘. . .. (4.16)
[t_ pM1AI
O pjii[tji [Ij’j
Because the tridiagonal matrix is symmetric there is rio need to balance [44] it
before couiputing its eigeuvalues aud there is no need to compute both right aud
left eigenvectors (they are ideutical). Usiug the CMTQL routine [49] to extract the
eigenvalues of the complex-symmetric matrix Îji aiso reuders the algorithm more
efficiellt.
4.4.2 Coupled two-term variant
We would like to use the uouhermitian Lanczos algorithm the same way one
commonly uses the Hermitian Lanczos algorithni: without reorthogonalization and
assuming that copied eigenvalues are good. In the Hermitian case eigenvalue copies
are accurate to machine precision. [49] In the nonhermitian case this is not truc.
Near copies are produced but as we augment the number of iterations, tire norm
of the difference of tire copied eigenvalues with the largest and smallest norms
increases. Due to this spread, we do not know what to take as the best estimate of
ail eigenvalue. After doing many iterations the clump of T eigenvalues associated
with Oiie eigenvalue of U overlaps with tire clump of T eigenvalues associated with
one another eigenvalue of U. To some extent these problems cari be alleviated by
using the coupled two-term Lanczos approach. [64] A set of p, vectors that spans
the same space as the vk vectors auJ a set of q vectors that spans the same space
as the Wk vectors are generated with the vk auJ we. The M columns of the matrix
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PA.I (Qji) are the first M pj (q vectors). Start with Eq. (4.12) and replace TAI+1
with ifs LU factorization. TAI+1 = LAIUI (the upper triangulai matrix is denoted
U1 to avoid confrising it with U the matrix whose eigenvalues are sought),
UVAl = VAI+lLJU1. (4.17)
If Pjj is defined so that VA.J = PAIUJ we obtahi
UPA,I VAI+1LA,I . (4.18)
If QM is defined so that .VAI QAIF’AIU’iFAI. then
UtQA1 VAJ+lF’AJ+JLAIFAI . (4.19)
Note that both LAI and U1 are bidiagonal because TAI is tridiagonal. Owing
to this bidiagonality the four recursion relations used to generate the four sets of












n+1 Utq7, — /3kWn (4.23)
where qtup and f3, = It lias beeu argued that this coupled-two-terrn
variant of the Lanczos algorithm is more stable. [64] The stability is achieved at the
expense of updating a couple of constants at each iteration and storing one more
vector. The non-zero elements of the symmetric complex tridiagonal matrix TA.I
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are found by combining the elements of the LU factorization




are the offdiagonal elements.
4.4.3 Ail of the required vectors cari be generated from one set of
matrix-vector products
The coupled two-term variant of the nonhermitian Lanczos algorithm does ap
pear to be numerically more stable than its three-term counterpart but by itself if
is not an attractive approaci for computing resonances because 2]i matrix-vector
products (M with U and M with Ut) are necessary to extract eigenvalues associ
ated with a Krylov space of size M. It is possible to reduce the number of matrix
vector products by a factor of two by exploiting the fact that Ut]3 U. [57] It
is easy to verify that the wk computed from
Wk+1 = 6DVk±i (4.26)
satisfy the redursion relation Ec1. (4.22) if °k = Ok—1pk/k where 8 = 1. The new
vectors q are obtained from
q = . (4.27)
Since flic matrix Û is diagonal, the cost of a Û matrix-vector product is negligible
compareci to flic cost of a U matrix-vector product. This refinement therefore
reduces the cost of cadi nonhermitian Lanczos iteratioll by about a factor of two.
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4.5 Accurate resonace eigenvalues
Using the coupled two-terui variant of the nonherniitiaii Lanczos algorithm and
exploiting the fact that U is symmetric with respect to the Û muer product it
is in principle possible to compute complex resonance energies from a single set
of matrix-vector products without using complex arithmetic. Despite the advan
tages of the coupled two-term variant it is not, however, possible to obtain accurate
eigenvalues of U by increasing the size of T1 and hoping that nearly perfect nu
merical copies will indicate that an eigenvalue of TAI is also an eigenvalue of U.
The quality of the copies. though better than with flic three-term variant, is just
not good enough.
4.5.1 Accurate eigenvalues and eigenvectors
We first outiine a procedure for computing accurate eigenvalues and eigenvec
tors of U for a particular value of j for which we have computed a T1 matrix. We
are iuterested only in the resona.nce eigenpairs. The resonance eigenvalues corre
spond to eigenvalues of U whose magnitudes are close to one. The U matrix of MN
lias been constructed to facilitate the convergence of these eigenvalues. We make
a list of T1 eigenvalues ordering them according to their real part. Focusing only
on eigenvalues with norms close to one. we identify groups for which the norm of
the differences and the difference of the norms of neighbouring eigenvalues in the
list are less than i0. The average of the eigenvalues in a group is denoted . is
an approximate eigenvalue of U. As U is not symmetric it has riglit and left eigen
vectors. Approxirnate riglit eigenvectors of T1 are computed by inverse iteration
(see Appendix B) using the LU decomposition of (I
— TAI). The matrix of ap
proximate riglit eigenvectors of is denoted . Approxiniate riglit eigenvectors
of U are obtained from approximate riglit eigenvectors of TAJ by X0 = VIDft
where ID is the optimal iteration depth. [49, 50] We store tlie Lanczos vectors on
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disk. It is straightforward to show that the left eigenvectors can be obtained from
the right eigenvectors by using the relation
Xt0 = ÛXan. (4.2$)
Due to the fact that the cluster of eigenvalues centered at is fairly large, , is
only a good approx iiation for an eigenvalue of U but it is not itself accurate.
$imilarly, the approximate right and left eigenvectors X auJ X are good
approximations but not accurate.
When obtaining an eigenvector of U from the corresponding eigenvector of T1
it is important to use the right iteration depth. i.e., the right nllmber of Lanczos
vectors. Cullum & Willoughby provide a scheme for determining the optimal it
eration depth in the complex-symmetric case. [49] They indicate that, for a given
eigenvalue. it is between the number of iterations at which the first copy appears
(m1) auJ the number at which the second copy appears (mk2). To find the optimal
iteration depth we compute eigenvectors FLan of TK for 20 values of K between
(K) (K)
rn and mk2 and choose the value which niinimizes PK+1TLarj, xrhere TLafl is the
Kl component of the computed vector.
To obtain accurate eigenvalues auJ eigenvectors of U we rnight implement fur
ther refinements of the nonhermitian Lanczos method (local re-bi-orthogonalization
of Lanczos vectors, look-ahead Lanczos, etc.). [44] Instead, we use the approximate
right auJ left eigenvectors computed using the nonhermitian Lanczos method to
obtain accurate eigenvalues auJ eigenvectors. If the right and left eigenvectors we
obtain from the nonherniitian Lanczos method are good approximations for the
true right auJ left eigenvectors of U they should be excellent for the purpose of
computing accurate eigenvalues and eigenvectors. To solve UX = Xu we first set
X
=
XZ then mutliply on the left by (Xan) auJ finally solve the eigenvalue
problem (Xf0)tUXZ = (Xan)tXan is nearly diagonal. By
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using the approximate right and left eigenvectors, obtained from the nonhermi
tian Lanczos method. in this way we greatly increase the accuracy of the final
eigenvalues and the stability of the algorithm. We obtain not only accurate com
plex energies but also accurate eigenvectors from which we can obtain accurate
resonance waveftmctions. Methods that do not construct an explicit ba.sis [27, 57]
cannot obtain wavefmictions directly. 011e has to either re-evaluate ail the matrix
vector prodiicts or read from disk the stored Chebyshev vectors (the way we read
the stored Lanczos vectors) to get wavefunctions.
4.5.2 Using damped basis fiinctions
The ultimate goal of most methods for determining resonance energies alld
widths is the computation of complex Siegert eigenvalues. Dile to the fact that the
$iegert filetions that correspond to resonances diverge exponentially this cannot
be done by diagonahzing the Hamiltonian operator in a basis suitable for coinputing
bound states. However. matrix methods are the best for the purpose of computing
many states. The usual solution to this quandaiy is to modify H so that it can
be used with a basis suitable for computing bound states in order to compute
resonance states. The rnost common modifications are a rotation in the complex
plane of the dissociative coordinate [13,14] and the addition ofa CAP [18,21,23]. In
this subsection we advocate choosing the basis so that complex resonance energies
niay be obtained from the nnrnodified operator.
Although in this paper we work with U the idea will be explained first as it
would be apphed to H. As basis functions for H we suggest using functions that
are similar to the Siegert functions (i.e. they diverge exponentially) we wish to
calculate but are darnped far from the interaction region that determines both
the energy and the width of the resonances. The particular basis functions we
suggest for use with H are those associated with the resonance eigenvectors of
H




divergence is built into the basis functions eigenvalues are good approximations
for the Siegert energies. The accuracy of the eigenvalues depends on the quality
of the CAP. If both transmission and refiection error are smalL eigenvalues in the
damped basis are very close to Siegert energies. Note that it is important to use
only the resonance eigenvectors. If eigenvectors that correspond to non-resonance
eigenvalues are included in the basis the methoci wifl be less accurate. This is
due to the fact that non-resonance eigenfunctions do not have outgoing boundarv
conditions. are therefore not damped. and are thus not small where the CAP is
large. Define the projectors P = )(5 and Q = 1—P (P and Q here are lot
to be confused with the matrix of Lanczos vectors), wliere the q5) are resonance
eigenfunctions of H
—
ÏT/guide’171. It is easy to show that the complex energy E1,
where H’b = is an eigenvalue of the matrix whose elements are ( IHk’) if
the k are orthogonal, (jHQip) O and (çbQ/’j) O. The last two conditions
are neari fulfihled if ail of the k) are small where TV’ is large. Using resonance
eigenfunctions for î) = as basis functions works for exactlv the saine reason
that h is possible to compute complex resonance energies by adding a CAP to the
Hamiltonian.
We could apply the idea of using approxiniate resonance eigenfunctions as basis
functions to compute eigenvalues of H. Instead we have used it in conjunction
with U. We do this because U matrix-vector products are real and because the
eigenvalues of U that correspond to resonance eigenvalues converge preferentially.
Eigenvalues of U(î7 = O) that correspond to resonance states are computed by using
the X7, and eigenvector matrices computed for some reasonable choice of
î)guide Because the U(ij = ‘)guide) matrix used to create the basis is not symmetric
we must use both the right and the ieft eigenvectors. Also in this case, it is impor
tant to include only resonance basis functions. From the computed eigenvalues of
U(ij = O) we obtain the corresponding H eigenvaiues. The final eigenvalue problem
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we solve is URM = SLRMF where
U = (4.29)
t DUje O ‘\to
(Xan)t g I ) Xan (4.30)
O Dlgujde J \ 2H J
— (XR ‘ R
— Lan) Lan
— t D9guzde O
— V’Lan) I I Lan
O D,gujde J
To avoici storing a large number of vectors we compute eigenvalues in groups (for
HCO (see the next section) we use four groups). For each group a different subset
of the approximate nonhermitian Lanczos eigenvectors is useci. We group together
eigenvectors for which the corresponding eigenvalues have similar imaginary parts.
This is clone hecause the amelioration we achieve by solving U9RM SLRMF is
most important. for the imaginarv parts of the eigenvalues. The real parts of the
diagonal elements of F are close to the real parts of the appropriate eigenvalues
of TAJ. It is clear that for the purposes of calculating a Siegert wavefrmction that
diverges slowly it is better to take hasis frmctions that are also diverge slowly.
Including basis frmnctions that diverge more rapidly would degrade the quality of
the computed complex resonance energy.
If our basis set is good enough the diagonal elements of F are good numerical
approximations for the Siegert energies. There is no error causeci by niodifying the
operator. Tue onty error is due to the failings of the basis set. Reflectioll from ancÏ
transmission through the CAP will influence the hasis ftmctions. Varying T/g,de
reveals cusps but because the CAP is excellent the region of stability is verv broad.
For HCO we need onl one 7)gujd to compute all of the resonances.
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4.6 Resonance calculation for HCO
To demonstrate that the proposed Lanczos procedure works and is efficient we
have cornpnted J O resonances for HCO. As there are many previolls calculations
of these resonances we can nse HCO to show that with the Lanczos procedure of this
paper one can obtain very acdurate resuits. HCO is a popular test molecule in part
because energies and widths of niany states have been nieasured. These calculations
show that the method works and is efficient but we have made no atternpt to choose
a particularly good primitive basis set. Several good potential surfaces exist. [66—68]
We have chosen to nse the WK$ snrface of Floethmann, Dobbyn. Werner, Keller
and Schinke. [68]. We nse Jacobi coordinates: r is the distance between the carbon
and the oxygen atoms; R is the distance between H and the center of mass of CO;
and ‘y is the angle between the r and R vectors, with = n corresponding to the
linear H-C-O configuration. R and ‘y are strongly coupled. Owing to the strong
coupling a large basis is required to obtain converged results. We use the same
masses as in Ref. [46] and the energy conversion factors on the M$T website. [69]
Following Mandelshtam and Neumaier, we choose a simple direct-product DVR
basis. [57] For the r coordinate we used 160 sine-DVR basis functions [70] in the
interval [1.8, 3.5]ao to make Nr = 16 potential optimized DVR (PODVR) fnnctions
from eigenfunctions ofa 1D Hamiltonian. H1D(r) = T1D(r)+V(Rrnjn(r), r,’ymjn(r)),
where V(R, r,
‘) is the full 3D HCO potential and R7(r) and 77j(r) are minimum
values of R and for each value of r. [71—77] Powell’s method is used for the
minirnization procedure. [78] For the R coordinate, we nse 400 sine-DVR fnnctions
in the range [2, 8]ao to make NR = 40 PODVR functions from eigenfunctions of a 1D
Hamiltonian, H(R) T1D(R) + Vrrnjn(R), R, 7mjn(R)). N7 = 46 Legeimdre DVR
functions were used for ‘y. To rednce the spectral range AH and thereby reduce
the nuniber of matrix-vector products reqnired [49], a potential energy ceiling [79]
of 25000cm’ is imposed. As a resnlt, AH 45000cm’. The convergence of the
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eigenvalues obtained with this basis was accessed by adding four basis functions for
each coordinate and recomputing eigenvalues. Both the real and imaginary parts
of the eigenvalues with real parts below 9000crn’ change by less than 0.01cni’
The change in the eigenvalues produced by changing the CAP used to generate the
basis of approximate eigenvect ors is larger.
The nuniber of digits presented in Table I is a rnieasure of our confidence in the
accuracy of the restilts. To determine which digits are uncertain we do calculations
with five different CAPs. We use: (1) the CAP defined in Eq. (4.8) with R0 = 5a0
(and absorbing width of 3a0) and ‘Ilguide 0.040913; (2) the CAP defined in Eq. (4.8)
with R0 5.5a0 taud absorbing width of 2.5a0) and T/gj = 0.040913; (3) the
M&T CAP [57] with R0 = 5e0 (and absorbing width of 3e0) and
‘Tlgujde 0.129378;
(4) the 5th1_order polynomial of Ref. [42] with R0 = 5e0 taud absorbing width of
3e0) and 7?guide = 0.0129378); and (5) the 5th_order polynomial of Ref. [42] with
R0 = 5.25a, (and absorbing width of 2.75e0) and 7]gde = 0.0129378). Resonance
energies obtained with these CAPs were ail very close. The last digit of the numbers
reported in the table depends on the CAP. The numbers reported are for CAP (1).
8000 Lanczos iterations (and thus 8000 matrix-vector products) were needed
to obtain ail resonance and bound states with energies lower than 9000cm’. Tue
number of required iterations depends slightly on the CAP used (8000 is for CAP
(1)). MN use a sirnilar number of matrix-vector products for a single value of
i. [57] After having computed the approximate eigenvectors we calculate the com
plex resonance energies in groups. We divide the approximate riglit eigenvectors
into four groups: one group for resonances with small widths, two for resonances
with medium widths, and another for resonances with large widths. The parame
ters of the groups are listed in Table 4.2. Each group contains eigenvectors whose
eigenvalues have similar imaginary parts and therefore basis ftu;ctions with similar
outgoing boiindary conditions. It is also important to include enough eigellvectors
in each group to make it possible to represent accurately the resonance wavefunc
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t ions.
In Table 4.1 energies and widths of resonance states computed USillg our method
and other met hods [16. 57] are compared. The state labels are those giveil in
Ref. [68]. In general. the resonance energies and widths agree very well. The
calculation of precise widths is notoriously difficuit. For some states our widths are
larger or smaller than those of both the previous accurate calculations but for many
states our widtlis are between those of the the previous calculations. The accuracy
of our resuits is very good for resonances with widths whose magnitude is greater
than than 10_6 ( included in window I). The width of the flrst resonance, which is
extremely narrow, is different for different CAPs and we are therefore only able to
provide an upper bound for its wicÏth. Usiug U makes the width of the narrowest
resonances especially sensitive to the choice of the CAP. This is due to the fact
tha.t the mapping between tlie eigenvalues of U and those of H + W magnifies
error (when computing the imaginary part of E. from uk a lot of of cancellation
occurs). This is a disadvantage of uxing U (with a Lanczos-based method or a FD
method). U bas the advantage of favoring convergence of resonance eigenvalues
but it does make computing eigenvalues of H + W with very small widths difficult.
Our goal is to compute resonances with widths less than 105crn’ and we
therefore include in our basis only approximate eigenvectors with widths less than
105crn’. Nevertheless, one state with F = 106crn’ appears when we compute
eigenvalues using the basis functions with the largest widths. Our basis functions
are all ohtained with a single CAP (associated with a value of jguj4e). If is not sur
prising that although none of the basis functions does à good job of representing
a state with f = 106crn’ it is possible to obtain the state from a linear combina
tion of them. This is another demonstration of the usefulness of the approximate
eigenvector hasis idea..
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Table 4.1: Resollailce ellergies aid widths of HCO.t
Relier Present resuits Poirier Carringtori Mandelshtam Neumaier
et al.
State Eres fres Eres lares
013 > 1098.7931 <2E-Z 1098.7934 <lE-6 1098.7963 3E-8
005 > 1251.1494 1.7E-6 1251.148 2E-6 1251.1525 1.8E-6
111 > 1386.8741 0.00103 1386.88 0.00105 1386.877 0.00105
103 > 1512.9827 0.0130 1512.993 0.0128 1512.986 0.0126
030 > 1595.9671 3.3E-6 1595.972 4E-6 1595.9708 3.2E-6
201 > 1633.5154 0.0564 1633.526 0.0558 1633.518 0.0572
1022 > 1897.2437 7.57E-4 1897.242 7.5E-1 1897.247 7.6E-4
300 > 2069.0924 30.06 2069.6 29.5 2069.2 30.3
014 > 2105.5321 0.7334 2105.537 0.741 2105.536 0.737
006 > 2208.1948 0.0414 2208.16 0.0412 2208.198 0.0411
120> 2223.615 3.270 2223.85 3.265 2223.83 3.274
202 > 2352.39 5.81 2352.47 5.75 2352.36 5.77
112 > 2460.104 2.313 2460.12 2.28 2460.11 2.32
210 > 2550.722 10.65 2550.78 10.54 2550.71 10.63
104 > 2604.42 15.9 2604.3 15.7 2604.4 15.93
031 > 2660.6367 0.0984 2660.63 0.09753 2660.64 0.0981
023 > 2923.5512 0.1886 2923.556 0.1881 2923.554 0.1888
1015 > 3077.53 5.031 3077.5 5.04 3077.53 5.03
007> 3132.989 0.814 3132.82 0.8077 3132.991 0.814
121 > 3232.32 7.36 3232.32 7.3 3232.327 7.31
1203 > 3251.29 67.4 3251.1 68.6 3251.3 67.5
040 > 3388.1956 0.0782 3388.21 0.0786 3368.2 0.0782
Coiitinued 011 iiext page
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113 > 3409.659 17.2 3409.6 17.17 3409.66 17.18
211 > 3512.29 22.41 3512.31 22.43 3512.29 22.39
105 > 3565.6 57.7 3566.1 57.8 3565.6 57.9
032 > 3704.864 0.238 3704.872 0.23$ 3704.866 0.24
024> 3921.763 4.8 3921.77 4.677 3921.77 4.687
130> 3999.84 19.7 3999.9 18.9 3999.84 19.8
3999.22 32.82 3999.2 32.8
016> 4036.63 9.96 4036.49 10.03 4036.63 9.94
220> 4084.73 20.2 4084.6 19.5 4084.71 20.25
122 > 4214.48 23.1 4214.7 23.4 4214.49 23.12
114> 4345.8 23.82 4345.8 23.68 4345.79 23.8
041 > 4436.597 10.07 4436.7 9.9 4436.61 10.03
4463.67 12.46 4463.8 12.45 4463.7 12.44
212 > 4514.18 47.9 4514.2 47.65 4514.1 47.8
033 > 4725.7651 0.7259 4726.773 0.728 4725.768 0.727
017> 4885.81 9.99 4885.6 10.4 4885.78 9.98
4887.7 64.62 4887.8 65.6
131 > 5057.74 17.09 5057.9 17 5057.81 17.12
213 > 5143.5 73 5143.5 73.2 5143.6 73.5
050> 5155.9330 0.0545 5156.2 0.054 5155.939 0.0544
123 > 5275.69 32.5 5275.7 32.1 5275.8 32.3
221 > 5400.5 46.6 5400.2 46.8 5400.5 46.6
042 > 5492.9 6.03 5492.86 6.08 5492.91 6
034> 5717.82 5.22 5717.85 5.245 5717.82 5.23
5752.59 21.14 5756 20.85 5752.56 21.13
140 > 5823.011 9.3 5823.12 9.22 5823.02 9.29
026> 5845.5 61.8 5846.5 62.6 5845.4 62
Colltinlled on next page
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5872.8 48.8 5872 49.8 5872.7 48.5
230 > 5976.3 46.7 5976.83 45.9 5976.3 46.7
132> 6049.6 35.9 6049.7 36.2 6049.3 35.6
6201.9 41.8 6201.9 42.1 6201.8 41.8
051 > 6209.06 2.11 6209.04 2.079 6209.07 2.21
6299.5 104.2 6299.7 104.2
320> 6343.83 31.1 6343.3 31.4 6343.9 31.2
222 > 6402.2 81.8 6402.7 82.01 6402.3 81.7
043 > 6507.59 3.11 6507.64 3.09 6507.59 3.1
019 > 6652.98 27.0 6650.3 26.32 6652.99 26.96
035 > 6679.815 37.8 6680 38.6 6679.8 37.9
6718.0 106.5 6717.6 106.8
027> 6759.60 34.9 6759.11 35 6759.6 34.8
141 > 6867.7 33.3 6867.6 34 6867.6 33.5
060 > 6899.106 0.592 6899.15 0.6 6899.107 0.594
223 > 6987.0 86 6987 85.8 6986.8 85.7
125 > 7124.08 71.4 7124.2 71.7 7124.2 71.7
052 > 7233.24 18.4 7233.1 18.2 7233.23 18.26
7281.05 74.4 7281 74 7281.1 74.1
044> 7493.84 8.69 7493.83 8.73 7493.84 8.68
7563.6 52.3 7568 50.3 7563.4 52.2
7587 69 7585.8 74.8 7587.2 68.6
150> 7602.61 7.29 7602.67 7.31 7602.63 7.29
036> 7656.65 29.66 7656.7 29.56 7656.64 29.68
142 > 7812.9 47.8 7813.3 47 7813.1 48.1
240> 7884.85 66.47 7884.9 66.6 7884.9 66.2
061 > 7952.2875 5.526 7952.3 5.53 7952.29 5.52
Colltinued on next page
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8030.7 74.4 8030.7 74.3
224> 8170.7 105.2 8171.1 105 8170.6 105.1
151 > 8233.02 29.2 8232 30.3 8233.06 29.48
053 > 8236.6 96.4 8237.3 94 8236.6 96.1
8287.15 66.3 8287.1 68.2 8287.2 66.9
045> 8444.9 37.9 8445.08 37.92 8444.9 37.9
8486.6 37.2 8488 41 8486.7 37.5
8557.58 52.6$ 8556.2 53 8557.5 52.6
151 > 8557.68 39.00 8558 38 8557.7 39
070 > 8616.4132 0.7170 8616.5 0.728 8616.421 0.717
241 > 8688.0 76.5 8684 77 8687.8 76.3
143 > 8801.8 88.7 8802.3 90 8801.8 88.6
8921.5 90.9 8921.4 90.9 8921.4 90.9
062 > 8973.25 8.22 8973.7 7.7 8973.27 8.28
ail energies arid widths in cm1
Table 4.2: Pararneters defining the gronps nsed to compnte the resonance states.t
Grollp Iii(E)max Im(E)min Ntimber of
basis vectors
I 0 -1 34
II -1 -10 24
III -10 -25 25
IV -25 -55 22
t imagiiiary parts of energies in cm’.
4.7 Conclusioii
In this paper we propose a new method for computing resonance energies and
widths. We demonstrate that with a CAP of the form of Eq. (4.2) it is possible
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to tise Lanczos-based ideas f0 compute complex resonance energies witliout do
ing complex matrix-vector products or doubling the number of real matrix-vector
products; Tlie usual way to tise flic Lanczos algoritlim to deterniine resonauce
widths requires adding a CAP to tlie Hamiltonian and computing eigenvalues of
a complex-symnietric matrix. This entails doing complex matrix-vector products.
This works, but it would be nice to avoid domg complex matrix-vector products.
It is natural to suspect tliat this must be possible because in many ways FD and
Lanczos are very similai and it is possible to use FD to get resonance widths witli
out doing complex matrix-vector products. By exploiting the link between tlie
H + W eigenvalue problem. flic quadratic eigenvalue problem of Eci. (4.4), and tlie
dotibled-size eigenvalue problem of Eq. (4.6) revealed by MN it is immediately ob
vions tliat one sliould be a.ble to use Lanczos type metliods to obtain resonauce
widtlis witliout doing complex matrix-vector products. However, Lanczos metliods
for nonsymmetric problems are diffictilt to use. Owing to fuite computer precision
tlie relationsliip between tlie eigenvalues of flic tridiagonal matrix auJ the eigenval
ues of tlie original matrix is lost. Tlie eigenvalties auJ (riglit and left) eigenvectors
tliat can be obtained witli Lanczos metliods are good but tlieir precision is not
nearly good enougli for flic purpose of determining resonance widths. We deal
witli this problem by tising flic eigenvecfors we get front the Lanczos calculation
as basis vectors. a bit like using approximate Lauczos vectors as a basis in tlie
preconditioned inexact spectral transform (PIST) metliod. [46, 80, 81] Tliis works
very well. We do not need quadruple precision. We observe tliat we cau accurately
compute resonance energies auJ widths for resonances for wliici flic approximate
eigenvectors in tlie basis are poor. This clearly implies tliat tlie qtiality of otir re
sults is not Jetermined by flic error of the individual approximate eigeuvectors. To
use tliis idea we must store Lanczos vectors on Jisk. Note however tliat if is not
necessary to read in flic Lanczos vectors Juring flic Lanczos iteration. We read flic
Lanczos vectors only wlien we compute approximate eigenvectors. Our metliod au-
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tomatically provides uot ouly complex energies but also waveftmctions. With one
CAP (and therefore one set of matrix-vector produets) we are able to obtain ail of
the resonances of HCO below 9OOOcm. lu some cases oui resonance energies and
widths could be very slightly improved by adjusting ‘r/gjde or otherwise improving
the basis but the range of î]guide values for which eigeuvalues are stable appears
to be very broad. It might be argued that a disadvantage of our approach is the
need to compute (approximate) eigenvectors using a Lanczos approach but eigen
vectors give us wavefunctions. which enable us to assign and mterpret a resonauce
spectrum.
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In this appendix we give a pseridocode for the coiipled two-term nonhermitian
Lanczos algorithm inchiding ail constants and vectors updates. Boldface quailtities
are vectors and matrices.
Po = O; q0 = 0: Oo = 1; e0 = 1;








Pic = Vk — Pk—1








Wk+; wk+1/k+,; k+i = Wk+1H
end
where 6k /3k, k+1 and Pk±i are factors of the elements of the matrix TM.
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4.9 Appernlix B
The kth approximate riglit and left eigellvectors of the submatrice TID of size
ID x ID are computed using a generalization of the well-known Inverse Iteratioll
algorithm







“k — (i)t (j)
ZL ZR
end
where uik is the approxirnate eigenvalue obtaineci from the diagonalisation of TM,
and ZR and ZL are right and left eigenvectors. The Ritz value is used to monitor
the convergence of the kth pair of eigenvectors.
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CHAPITRE 5
GÉNÉRALISATION DE L’ALGORITHME D’EXTRACTION DES
VALEURS PROPRES D’UN OPÉRATEUR NON SYMÉTRIQUE
Dans cette section. une généralisation de la méthode présentée au chapitre pré
cédent. Le manuscrit a été soumis à la revue ‘Electronic Transactions on Numerical
Analysis” le 23 décembre 2006 et est actuellement en traitement.
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A refined unsymmetric Lanczos eigensolver for computing accurate eigen
triplets of a real unsymmetric matrix
Jean Christophe Tremblay’ and Tucker Carrington Jr.2
Département de chimie, Université de Montréal,
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Abstract
For most unsymmetric matrices it is difficuit to compute many accurate eigen
values using the primitive form of the unsymmetric Lanczos algorithm (ULA). In
this paper we propose a modification of the ULA. It is related to ideas used in J.
Chem. Phys. 122 (2005), p. 244107: 1-11 to compute resonance hfetimes. Using the
refined ULA we suggest, the calculation of accurate extremal and interior eigenval
ues is feasible. The refinement is simple: approximate right and left eigenvectors
computed using the ULA are used to form a small pro jected matrix whose eigen
values and eigenvectors are easily computed. There is no re-biorthogonalization of
the Lanczos vectors and no need to store large numbers of vectors in memory. The
method can therefore be used to compute eigenvalues of very large matrices. The
idea is tested on several matrices.
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5.1 Introduction
Scientists and engineers frequently need t.o compute rnany eigenvalues of large
real matrices, i.e. to solve
GX(R) X(R)A (5.1)
where X(R) is a matrix of right eigenvectors. X(R). and A is a diagonal matrix whose
diagonal elements are eigenvalues; see for example [1 -5]. They prefer eigensolvers
that require littie memory and are simple to implement. 0f course, an eigensolver
that is CPU efficient is also advant ageous. For symmetric matrices the Lanczos
procedure without re-orthogonalization is often the best choice, see [6—13]. Using
this procedure it is possible to compute eigenvalues by storing only two vectors.
Eigenvectors can be obtained either by re-generating the Lanczos vectors or by
storing them on disk. The method is simple and easy to use. For unsymmetric
matrices, on the other hand. the known eigensolvers have important deficiencies.
For the purpose of compiiting many eigentriplets (eigenvalues, right eigenvectors
X( R) and left eigenvectors X( L)), the best unsymmetric matrix eigensolvers are based
either n the Arnoldi algorithm or on the unsymmetric Lanczos algorithm. In this
paper we assume that G always has a complete set of eigenvectors.
The Arnoldi algorithm is an orthogonal Krylov projection method [14, 15]. It
has the important disadvantage that it recluires storing rnany vectors in memory.
Vectors must be stored in niemory because every Arnoldi vector is orthogonalized
against alt of the previous computed Arnoldi vectors. It would be very costly
to orthogonalize by reading previous Arnoldi vectors from disk because the or
thogonalization is done at each iteration. The CPU cost of the orthogonalization
also increases with the number of iterations. These problems are to some extent
mitigated by using the implicitly restarted Arnoldi (IRA) technique [16]. It is
implemented in the ARPACK code which is widely used and appreciated [17, 18].
The unsymmetric Lanczos algorithm (ULA) is an oblique projection method
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that uses two Krylov spaces. one for G and one for G, where * denotes the
conjugate transpose [14,19]. The ULA lias the advantage that its use requires the
storage of only 4 vectors, but the important disadvantage that in its primitive font
k does not always yield accurate eigenvalues. flic formai memory advantage of the
ULA la, of course, useless if one is not able to compute aœurate eigentflplets.
Due in part to the inaccuracy of the ULA. the most popular approach for solving
flic unsymmetric eigenproblem is flic Implicitly Restarted Amoldi (IRA) idea and
the ARPACK program [16.18]. A deverly designed restarting aigorithm contracts
a Krylov subepace wkh p vectors to a Krylov subepace with k <p vectors. The
contraction can be donc to facifitate the convergence of eigenvalues whoee magril
tude, or real part, or imaginary part, is largest or nnallest [17,18]. The algorithm
is repeatedly restarted until the desired eigenvalues are converged. ARPACK is
robust and stable. The memory cost ci the method is determined by the need to
store p Arnoldi vectors inmemory W perform the orthogonalfration. Increstsing p
increases both the memory cost and the Cpu coet of the orthogonRlization, but dc
creases the number of necessaq restarts. ARPACK lias been widely applied and is
considered a method of choice [20-22]. For oectremal eigenvalues its moet important
disadvantage is the nced to store p vectors in memory. If the size of G is large one
requires a lot of memoryin order W use ARPACK. In addition, W reliably obtain
intefior eigenvalues with ARPACK one must ekher use a large p (which is usually
impractical) or a spectral transform. fle use of ARPACK for interior eigenvalues
is discussed in [23,24]. Using a spectral transform la coetly, especially if flic matrix
la so large that k cannot be factorized.
To compute (interior or ectremal) eigenvalues of a veq large matrix wkh
ARPACK one requires a prohibkive amount of memoq and k la therefore tempting
W endeavor to improve the ULA. Modifying the ULA, without losing ks memonj
advantage, so that accurate cigenvalues and cigenvectors can be computed, would
drasticafly reduce the memory coet of eigencomputations with very large matrices
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possible. The ULA (see section 2) uses two sets of biorthogonal vectors. $everal
authors have proposed modifications of the ULA. Conceptuali, the sirnplest wa.y
to use the ULA to determine accurate eigenvalues is to re-biorthogonalize the two
sets of Lanczos vectors. However, it is difficuit to achieve biorthogonality that
is good enough to ensure accurate eigenvalues. In addition. re-biorthogonalization
signiflcantly increases the CPU cost and negates the anticipated memory advantage
of the ULA. The look-ahead modification is designed to deal with problems intro
duced by small normalizing factors [2526j. It does improve the accuracy of ULA
eigenvalues and eau be used with any of the other modifications described below.
Day [27] has proposed a scherne for maint aining seini-biorthogonality. 11e shows
that using this approach it is possible to compute eigenvalues accurate to “from
full to half relative precision” but, to make the method work. ail Lanczos vectors
must either be stored in memory or read from disk at each re-biorthogonalization
step. This signiflcantly increases the memory cost or the calculation time. In [28].
Cullum and Willoughby show that if the coefficients of the recursion relations are
chosen so that the tridiagonal matrix is symmetric (but complex) accurate eigen
values can be computed for some test probleins. This is a low-memory n;ethod and
it is simple to use but requires complex arithnietic. Using complex Lanczos vectors
increases the memory and CPU costs by about a factor of two.
In this paper we show that it is possible to use Lanczos vectors to compute accu-
rate eigenvalues and eigenvectors without storing vectors spanning Krylov space(s)
in memory (we do no re-biorthogonalization of the Lanczos vectors). It is also
possible to compute interior eigenvalues. To compute eigenvalues of a real matrix,
we evaluate matrix-vector products in real arïthmetic. The new idea is simple: we
use approximate right and left eigenvectors obtained from the ULA to build a pro
jected matrix which we diagonalize using a standard method. In effect we are using
the ULA to compute vectors that have large components along the eigenvector di
rections. The eigenvectors ohtained from the ULA are not accurate but they can
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be used to compute accurate eigenvalues and eigenvectors. We dub this a.pproach
the refined unsymmetric Lanczos eigensolver (RULE). Alt hongh the word refined
occurs in tire narre, tire niethod is rot directly related to that of [291.
Tire RULE’s principle advantage is tha.t it ena.bles oiie to compute many eigen
values of a large matrix without storing more than about a dozen vectors in memory.
The mimber of eigenvalues (auJ eigenvectors) one cari compute, from one tridiag
onal matrix. is mucir larger than tire number of vectors tirat one must store in
memory. Tire RULE is a good alternative to ARPACK if tire matrix for winch
eigenvalues are desired is so large that it is not possible to store many vectors in
memory, or if one wisires interior eigenvalues. It makes it possible to extract ac
curate eigenvalnes from large Krylov spaces. Aithougir onir numerical experiments
show that tire RULE works well for many difficult problems it is not backward
stable. Nevertheless, it provides a means of computing eigentriplets of matrices for
winch tire memory ARPACK requires exceeds that of tire computer.
5.2 The standard unsymmetric Lanczos algorithm
Tire unsymmetric Lanczos algoritim is air iterative process for generating two
sets of biortirogonal vectors, {v}1 and {w}’L1, winch span two Krylov sub
spaces [1449],
K(m){G,vi} {vi,Gvi,... ,Gmvi} , and (5.2)
K(T{G*, w1 } {wi. G*wi,... (G*)mwi } . (5.3)
Tire two sets of Lanczos vectors may be obtained from tire two tiree-term recurrence
relations
flk+lVk+1 = = Gvk — kVk — 7kVk_1 (5.4)
*
= Sk+1 = G*wk — ÙWk — Pkk (5.5)
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where 7k f- k = wk*vk, ck = Wk*GVk/àk, alld p alld ilormalize rk alld
Sk, respectivety. The procedure is started by choosillg two random startiug vectors
(y1 and wi) and by settirig ‘Yi = Pi = O. Tu matrix forrn these relations are written
GVm VmTm + prn+ivm+ien (5.6)
G*Wm
= Wm Tnm++iwrn+ie , (5.7)
where Vm and V’Jm are matrices whose columus are the first in vectors Vk and
wk, respectively, aud m = diag(51 t5m). The scalars Pk, and 7k are




= 3 C3 . . (5.8)
7m
Pm m
Eigenvalues of Tm are computed by solvillg
TmZ = zem . (5.9)
$ome of the eigenvalues of Tm approximate eigenvalues of G. There is some fiexi
bility iii the defiuitiou of Pk and k• We choose to uormalize 50 that = Wk*vk 1
alld ‘TLm = T. This choice will be assumed for the remaiuder of the paper.
In pseudo-code the algorithm is:
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Algorithm 1. Unsymmetric Lanczos









f f — (f*w) v;
s s — (S*Vk) wk:
if (r O or sW O). stop;
r*s:











Breakdown or near breakdown cari occur when 5k 0. However, in our experience,
it neyer occurred and we shail not discuss it further. Breakdown cari be deait with
using look-ahead rniethods [25.26].
As the number of iterations increases. roundoif errors will ineluctably lead to
loss of biorthogonality of the Lanczos vectors. Wheii an eigenvalue converges, the
corresponding eigenvectors xviii contaminate successive Lanczos vectors and irear
copies of converged eigenvalues will be generated. Increasing the size of tire Krylov
subspace will increase tire number of near copies. For the Hermitian case this pire
nornenon was first explained by Paige [10—12]. In that case, if nothing is done to
miiirnize tire loss of orthogonality, miitiple copies of converged eigenvalues appear.
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Cullum and Willoughby denoted unconverged eigenvalues of Tm “spurious” eigen
values and developed a practical procedure for identifying the spurious eigenvalues
of an Hermitian Tm [Z, 8]. Copies of converged eigenvalues are equal to machme
precision and cause no problem. for non-Hermitian matrices the “copies” are not
nea.rly as close auJ it is harder to distingtush between spurious auJ good eigenval
ues. To a large degree this problem eau be overcome by choosing the coefficients
in the recursion relations so that the tridiagonal matrix is complex symmetric [281.
but to minimize CPU and memory costs we wish to use real arithmetic. In real
arithrnetic and using the ULA: (1) in general, it is not possible, for a particular
eigenvalue of G, to find a Krylov subspace size ni for which an eigenvalue of Tm.
accurately approximates an eigenvalue of G; (2) for each nearly converged eigen
value of G there is a cluster of closely spaced eigeiwalues of Trn. but the norm of
differences between eigenvalues in the cluster may be so large that it is difficult to
identify the cluster and impossible to determine an accurate value for the eigen
value; (3) the width of the clusters increases with ru; and (4) it is not possible
to use the Cullum auJ Willoughby procedure to remove spurious eigenvalues from
clumps of eigenvalues. The inadequacy of the ULA is well known [19. 30- 32].
Consider the following exaniple. We use Matlab Z to create a random matrix
of size N 300
RAND(’SEED’.O); (5.10)
Gext = RAND(N). (5.11)
Eigenvalues computed with Matlab’s MG routine are shown in figure 5.1. One
eigenvalue is well isolated. It is the eigenvalue of largest magnitude and is real. Its
condition number,
cÀ 1 , (5.12)
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Figure 5.1: Distribution of eigeuvalues of Ge:rt
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is 1.001. The ULA with in = 300 produces mauy approximate copies of this eigeu
value, sec Table 5.1. Even for the isolated well-couditioned eigenvalue, the imper
fect copies makes it liard to extract accurate eigenvalues from a large tridiagonal
matrix.
Figure 5.2 shows the evolution of the error associated with the isolated eigen
value. The error is defined as the the norm of the difference between the exact
(computed with Matlab’s EIG) eigeiwalue and the average of the near copies in a
cluster geuerated by the ULA. Two eigenvalues O aud 0k are deerned to be in a
cluster if 0k
—
Oj < r, max(&k, Oj) where r, is chosen to be the square root of the
machine precision [31]. for Gext, with the best possible value of m, the eigenvalue
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Table 5.1: $elected eigerivalues of the 300 x 300 tridiagorial matrix that correspond
to the isolated eigellvalue and an interior eigenvalue of Gext . The eigenvalues
obtained with Matlab’s EIG are
150.234556208130 and














3.609257227317 + 3.069961798318i 1.0617E-08
3.609257246703 + 3.069961858171i 7.3531E-08
3.609256887624 + 3.069962297111i 6.1014E-07
3.609254779439 + 3.069965061303i 4.0854E-06
accriracy is quite good (14 significant digits). The best possible value of in cari
be determined by using the procedure outlined by Cullum and Willoughby for the
complex symmetric Lanczos algorithm [8]. The error associated with the average of
the eigenvahies of the cluster eigenvalues for in = 300 is quite large. Nevertheless
with some effort (i.e., by finding the right in) the ULA cari be used to compute an
isolated extremal eigenvalue.
Unfortunately, it is much harder to compute an eigenvalue that is riot isolated
(cf. Table 5.1). For interior eigenvalues ah of the copies are further than 10
from the exact eigenvalues and it is impossible to find a tridiagonal matrix for
which eigenvalues are very close to the desired exact eigenvalues of Gext We find
that ilsing a simple Gram-Schmidt re-biorthogonalization is not good enorigh to
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Figure 5.2: Error in an extremal extremal, isolated eigenvalue of GeTt computed
with the ULA (see the text)
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get accurate interior eigenvalues (although it does reduce the number of matrix
vector products required to achieve an error of 1O8). We shah now show that
approximate right and left eigenvectors, obtained from the ULA with a single value
of in, can be used to obtain many accurate eigenvalues.
5.3 Refined unsymmetric Lanczos eigensolver
As explained at thie end of the introduction we use approximate right and left
eigenvectors obtained from the ULA to deterniine accurate eigenvalues aid eigen
vectors of G. To do this we must store Lanczos vectors on disk (they are not
accessed during the iteration and we do not re-biorthogonahize them) and calculate
eigenvalues in groups. Because one typically needs only a srnaÏh fraction of the
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eigenvalues of a huge matrix a small number of groups will be required. Although
the RULE is desigued for computing ouly a small fraction of the total number of
eigeiwalues, it may easily be used to calculate hundreds of eigenvalues. If a smaller
number of eigenvalues is desired a Jacohi-Davidson algorithm would be a good
alternative [33, 34].
We use the ULA with e1 = w1 = a ‘random” vector to compute an unsymmetric
tridiagonal matrix Tm, for a large value of in. We transform Tm to obtain a complex




(p373)2 3 .. . (5.14)
(Prnrn»
(flrn7m)2 arn
where Q = diag(1, . ““ ) and wj is the j’th diagonal element of
!. The matrix fl is obtaiued recursively. In a FORTRAN implementation of the
RULE. eigenvalues of m are computed using the CMTQL1 routine Cullum and
Willoughby employ in their complex symmetric and unsymmetric Lanczos pro
cedures [8]. We prefer to use aud CMTQL1 becatise CMTQL1 exploits the
symrnetry to reduce both the Cpu cost and the memory cost of calculating the
eigenvalues. Our Matlab RULE routine simply uses EIG to diagonalize î. In a
regioll of the spectrum in which we wish eigenvalues of G we form tm eigenvalue
clusters. To do so we build a list of the O, i = 1,••• in eigeuvalues. For one
eigenvalue in the list, 0k we compute °k — 6 for all other eigenvalues in the list.
O for which 0k
—
i max(O, Oj, where i is a user-defined tolerance, are
considered as being in the cluster associated with 0k and removed from the list
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before making the cluster associated with another eigenvalue in the list. Clusters
with more than one eigenvalue contain near copies introduced by round-off error.
If there are no near copies a cluster will contain only one eigenvalue; many clusters
do rnily have one eigenvalue. A procedure for identifying spurlous eigenvalues in
the symrnetric case was developed by Cullum and Willoughby [7, 8]. We use it
to identify spurious eigenvalues. A complex symmetric tridiagonal matrix T2 is
formed by renloving the first column and the first row of rÎm T2 is tiien diagonal
ized to obtain ifs eigenvalues, 9. Isolated eigenvalues (i.e. one-eigenvalue clusters)
of ‘Î’m that differ from isolated eigenvalues of T2 by less than ij max(O, O) are
identified as spurious. Doing the Cullum and Willoughby spurious test enables us
to avoid calculating approximate eigenvectors that correspond to
‘m eigenvalues
that are not close to any of the eigenvalues of G. without excluding vectors whose
eigenvalues are close to those of G. For each non-spurious cluster we compute
an average eigenvalue. These average eigenvalues are used as shifts with inverse
iteration [35], pages 619-633. to deterniine approxiniate right and left eigenvectors
of Tm (one pair for each cluster). The inverse iteration algorithm we use is:
Algorithm 2.Two-sided inverse iteration
Choose random starting vectors z. and z)












Here. is an approxirnate eigenvalue or average eigenvalue obtailled from the
diagonalization of rÎ and z. auJ z are the associated right and left eigenvectors
of matrix Trn. The Ritz vaine is used to monitor the convergence of the j pair
(I) (i—1)of elgenvectors. Inverse iteration is termniated at = m if (9. auJ differ
by less than 1O_l3. Typically five or fewer inverse iteration steps are required
for each converged z)} pair. There are alternatives to inverse iteration. Any
method with which one can exploit the tridiagonal structure of Tm could be used,
e.g., shift auJ invert Anioldi could be used because the factorization of a tridiagonal
matrix can be easily cornputed auJ stored.
After having computed. for each eigeuvalue or average value. eigenvectors of
Tm we determine approximate left auJ right elgenvectors of G by reading Lanczos
vectors Vk auJ wk from disk and combining them according to
17? 17?
r = z(k)vk 1 = z(k)wk (5.15)
where r a.ncÏ 1 are approximate .ith right anid ieft eigenvectors of G, anci z.(k)
(z(k)) is the kth component of z. (z). If is smali it can happen that several
r anci 1 vectors a.re nearly parallel. This occurs if several of the ciusters contain
Tm eigenvalues associated with one exact G eigenvalue. To minimize the near
hnear dependance of the r and l auJ to reduce the nuniber of the {z., z } pairs
we retain only pairs for which Ritz values obtained from inverse iteration differ
by more than î) max(O73 , The r, j = 1, . k. where k is the number
of retained approxima.te eigenvectors. are the columns of a matrix we denote Rk.
The l. j 1. . . . . k are the colunms of a niatrix we denote Lk. One might also
avoid nearly parallel vectors hy increa.sing i, but if ij is too large T17, eigenvaiues
associated with two or more exact eigeuvalues vil1 be iumped into a single ciuster
and one will miss eigenvalues. Que could actually use the RULE with i = O (i.e.
cluster width of zero). This would eliminate any possibility of missing closely
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spaced eigenvalues, but it would increase tire immber of {z, z} pairs to compute,
and increase the number of r and 1 to assemble and therefore make tire calculation
more costly.
To nurnerically solve 5.1 we replace
X(R) (R) = RkY(R) . (5.16)
This yields.
GRkY(R) RkY(R)A (5.17)
where Â is an approximation for A in 5.1. After multiplying both sides from the
left by the conjugate transpose of Lk we obtain the generahzed eigenvaiue problem,
GkY(R) = SkY(R)Â (5.18)
where Gk LGRk and Sk LRk. The matrix Sk is an overlap ma.trix of two
sets of vectors. This oblique Rayleigh-Ritz-type procedure works because the bet
ter the approximate eigenvector spaces the better the eigenvalues obtained from
the pro jected matrix [36], pages 280-289. For experiments we have donc, the eigen
values of 5.18 are accurate eigenvalues of G auJ accurate right eigenvectors cari be
obtained using 5.16. A matrix of approximate left eigenvectors, X(L), is obtained
from
XL) X(L) YL)L (5.19)
where Y(L) ‘S defined by
YL)Gk ÂYL)Sk , (5.20)
and is computed simultaneously with Y(R). If one wishes more eigenvalues it is
necessary to compute additional approximate eigeuvectors (from the sanie Lanczos
vectors) a.nd to form another Gk matrix. Using the approximate eigenvectors to
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build Gk enables us to extract accurate eigenvalues from tire Krylov spaces, but
it does not change the siibspaces themselves. The convergence rate of the RULE
will Le determined by the Krylov subspaces of the ULA which are to some extent
affected by roundoif error.
The new method cari Le smrimarized as follows:
Algorithm 3. Refined Unsymmetric Lanczos Eigensolver
(RULE)
1. Compute ni steps of the Unsymmetric Lanczos Algorithrn 1;
2. Form m auJ compute its eigenvalues;
3. Form clusters of eigenvalues of ‘Î, and for each cluster com
pute an average;
4. Identify clusters with only one eigenvalue that are spurious;
5. $elect shifts for non-spurious eigenvalue clusters in the spec
tral region of interest:
6. For each shift compute right and left eigenvectors of Tm using
inverse iteration Algorithm 2;
Z. Keep only eigenvectors of Tm with distinct Ritz values;
8. Assemble approximate left and right eigenvectors of G ac
cording to 5.15;
9. Project matrix G onto these vectors according to 5.18;
10. $olve the complex generalïzed eigenvalue problem using the
QZ algorithm [19].
We choose a value of m and generate Lanczos vectors. If the associated tt, has
eigenvalues in the spectral region of interest, Gk is formed and 3.6 is solved. If rÎm
does not have eigenvalues in the spectral region of interest or if the eigenvalues com
puted with the RULE are not converged, we increase rn and calculate more Lanczos
vectors. Increasing ru cannot ruin the approximate eigenvectors so there is no ueed
to carefully search for the Lest ru. To obviate the need to store a large number of ap
proxirnate eigenvectors in memory, eigenvalues are calculated in groups by repeating
steps 5 to 10 of Algorithm 3. To compute eigenvalues with tire largest/smallest,
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real/imagiriary part/norm we use approximate eigenvectors whose correspouding
eigenvalues are those with the largest/smallest. real/imaginary pait/norui. To cal
culate interior eigenvalues close to a target value we use approximate eigenvectors
associated with the eigenvalues close to the target.
5.4 Numerical experimerits
Many numencal experiments were done using both Matlab and FORTRAN
programs. With Matlab we have computed extremal eigenvalues of “random” and
Riemann matrices generated using Matlab routines and of Tolosa matrices from
the Matrix Market [37]. Also using Matlab we have computed interior eigenvalues
of PDE matrices from the Matrix Market. Eigentriplets of the AIRFOIL matrix,
available from Matrix Market. and a matrix we constructed to determine energies
and lifetimes of metastable states of the HCO radical were computed using a FOR
TRAN implementation of the RULE. In ail cases ïj was chosen to be the square
root of the machine precision.
5.4.1 Random matrix generated with 5.10
The random matrices of different size, obtained using 5.10, all had one isolated,
extremal eigenvaiue. In sectioii 2 it is mentioned that it is possible to use the
ULA to obtain a good approximation for tue isolat.ed eigenvalue if and only if a
tridiagonal matrix of the optimal size is used. The smallest error that cari be
achieved, by choosing the best possible value of ru, with the ULA is of tire order of
10_13. For other (non isolated) eigenvalues ULA does poorly. Interior eigenvalue
errors are of the order of 10_8. Both ARPACK and our implementation of the
RULE yield non-extremal eigenvalues with absolute errors less than 10_13.
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5.4.2 Riemann matrices
We have cornputed eigenvalues of different Riemam matrices. Resuits for the
largest matrix studied, of size N 5000, are presented in figure 5.3 and Table 5.2.
The matrices are associated with the Riemaun hypothesis alld cari be generated
with Matlab using the function
Grie = GALLERY(’RIEMANN’.N). (5.21)
For more details, the reader is referred to the Matrix Computation Toolbox avail
able 011 the website of Professor N. Higham [3$]. The complex eigenvalue distribu
tion for the matrix is showu in figure 5,4. We decided to focus ou eigenvalues with
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large irnaginary parts since they are located near the convex huil of the spectrum
but do not have the largest norrns. Due to the fact that the desired eigenval
ues with large imaginary parts are close to the convex hull the ULA should work
fairly well [19]. The ULA convergence of a representative eigenvalue of matrix
RIEMANN5000 is depicted in the top panel of figure 5.3. Although the ULA is
expected to work well the miuinnim error is abotit ‘-‘-‘ iO (the error is much larger
for sorne eigenvalues). As m is increased the error decreases and reaches a plateau.
The error, defined as the norrn of the difference between the average of the nearly
degenerate copies and the eigenvalue computed with Matlab’s EIG, increases as in.
is increased further. It increases significantly when the first copy appears. As more
copies accumulate the width of the cluster of nearly degenerate copies increases, as
shown in the lower panel of figure 5.3. The 12 eigenvalues with the largest absolute
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imaginary parts computed with the RULE are presented in Table 5.2. Note that
the refinement decreases the eigenvalue error by manv orders of magnitude. Some
errors are reduced by 1 orders of magnitude.
In the fourth columu of table 5.2 we report resuits ohtainecÏ with ARPACK.
ARPACK eigenvalues are also accurate. For some matrices RULE eigenvalues will
be more accurate than ARPACK eigenvaiues, for others the reverse wiii lie true.
We do not daim that RULE eigenvaiues xviii aiways lie more accurate. Nonethe
iess the RULE has the important advantage that it requires mucli less memory. Is
this advantage obtained by sacrificing efficiency (i.e. increased CPU cost)? The
Table 5.2: Error in selected eigenvaliies of the RIEMANN5000 matrix
Eigenva.lue ULA* RULE** ARPACKt XL)X(R)
2.024454
— 31.08310i 3.3E-9 4.5E-11 7.4E-11 5.9558E-03
2.024454 + 34.0831W 3.3E-9 1.2E-11 7.4E-11 5.9558E-03
81.80851
— 34.24698 9.4E-8 1.3E-10 9.0E-11 9.2899E-03
84.80854 + 34.24698 9.4E-8 1.5E-10 9.0E-11 9.2899E-03
76.12058
— 51.07108 1.5E-8 3.0E-10 2.3E-10 5.7180E-03
76.12058 + 51.07108 1.5E-8 2.9E-1t) 2.3E-10 5.7180E-03
152.9928—43.53188 1.3E-8 4.5E-11 2.4E-11 4.1720E-02
152.9928+43.53188i 1.3E-8 4.6E-11 2.4E-11 4.1720E-02
257.0954
— 47.71716i 6.4E-7 3.4E-11 3.0E-11 8.9580E-02
257.0954 + 47.71716i 6.4E-7 3.2E-11 3.0E-11 8.9580E-02
417.5244—48.37068i 4.5E-8 3.3E-11 2.3E-11 1.5945E-01
417.5244 + 48.37068i 4.5E-8 3.5E-11 2.3E-11 1.5945E-01
* 475 Lanczos iterations 950 matrix-vector products
** 475 Lanczos iterations: 962 matrix-vector products
t ARPACIK parameters: k = 12. p=1SO. 7 restarts, 1116 matrix-vector produets
efficiency of the RULE can lie assessed on the basis of the number of matrix-vector
products required to determine accurate eigenvalues (doing the inatrix-vector prod
ucts is the uiost time-consuniing part of tue caiculation). Aithough the RULE
requires matrix-vector produets with both G* and G and ARPACK lleeds only
matrix-vector products with G the number of RULE niatrix-vector products (962)
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required is similar to the number of required ARPACK matrix-vector products
(1116). Over and above those required to do the 475 Lanczos iterations the RULE
requires only 12 matrix-vector products. The additional 12 are necessary for build
ing Gk. The cost of au ARPACK calculation includes not only the cost of doing the
matrix-vector products but also the cost of the orthogonallzation. We have chosen
the ARPACK parameter p to approximately minimize the number of matrix-vect.or
products. With this choice the number of ARPACK and RULE matrix-vector prod
ucts is similar but the memory cost of the RULE is much less. It would have been
possible to choose a smaller p to reduce the memory cost of ARPACK, but this
would increase the number of restarts and the number of ma.trix-vector products
(increasing p decreases the CPU cost but increases the memory cost). These resuits
show that, for this problem, the RULE is not only accurate but also efficient in
terms of CPU time.
5.4.3 TOLOSA matrices
The TOLOSA matrices were used in the stability analysis of an airpiane in
ftight. The eigenvalues of interest are the three with largest imaginary parts. For
more detail we refer the reader to the Matrix Market [37]. The desired eigenvalues
are located ou the couvex hull of the spectrum (cf. Figure 5.5). Matrices of size 90,
340, 1090 aiid 2000 were studied. Using both the RULE and ARPACK it is easy
to converge many eigenvalues of the three smaller matrices. We therefore focus
ou the largest matrix. Table 5.3 shows eigenvalue errors. The accuracy of the
ULA eigenvalues for TOLS2000 is poor. The ULA convergence behavior for the
eigenvalue of TOLS2000 with the third largest imaginary part is presented in the
top panel of figure 5.6. The associated cluster width is shown in the lower panel.
As was also true for the RIEMANN matrices. the width of the cluster increases as
the number of copies grows. The ULA is indeed poor, for example, the absolute
error is neyer less than io for the eigenvalue shown in figure 5.6. In contrast,
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eigenvalues ohtained with the RULE are quite accurate (and about as accurate as
those computed with ARPACK).
5.4.4 PDE matrices
lu this subsection we show that it is possible to use the RULE to compute
interior eigenvalues. \Vithout using a spectral trausform one can do this bv using
the SM option of ARPACR. but this requires storing many vectors in memory. To
test the computation of interior eigenvahies with the RULE we have used matrices
obtained by discretizing a 2-D elliptic differential equation with a five-point central
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Table 5.3: Error in extremal eigenvalues of the TOL$2000 matrix
Eigenvalue ULA*_j RULE** ARPACK XL)X(R)
—723.2940 — 2319.859i 5.4E-05 6.3E-0f 2.5E-09 7.8574E-04
—723.2940 + 2319.859i 5.4E-05 6.3E-0f 2.5E-09 7.8574E-04
—726.9866 — 2324.992i 4.8E-06 8.8E-11 1.4E-0f 7.8360E-04
—f26.9866 + 2324.992i 4.8E-06 8.5E-11 1.4E-0f 7.8360E-04
—730.6886 — 2330.120i 6.7E-07 1.2E-11 4.6E-08 7.8148E-04
—730.6886 + 2330.120i 6.7E-07 1.2E-11 4.6E-08 7.8148E-04
* 170 Lanczos iterations; 340 matrix-vector products
** 170 Lanczos iterations; 346 matrix-vector products
t ARPACK pararneters: k = 6. p=300, 2 restarts. 888 matrix-vector products
[37]. In figure 5.7 we show the spectrum of the matrix of size N 2961. The
approximate eigenvectors we use are those whose correspondirig eigenvalues lie
in a rectangular box of width 0.5 and lieight 0.li centered at a target value of
8.3 + 0.35i. Errors for eigenvalues close to the target are reported in Table 5.4 and
figure 5.8 shows the typicai convergence behavior of an eigenvalue computed with
ULA. It is clear that the ULA is poor and that refinement improves the eigerivalues
significaitly. Although only eigenvalues close to the target are shown, ah extremal
eigenvalues are atso well converged. An advantage of the RULE is that one does
Table 5.4: Interior eigenvalues of the PDE2961 matrix. The chosen target is 8.3 +
0.35i. The error is defined as the norm of the difference between cornputed and
exact values.
Refined eigenvalue ULA* RULE** XL)X(R)
7.831661 + 0.39f0848 7.4E-09 2.4E-12 3.0064E-02
7.928410+0.2564949i 3.3E-07 3.0E-11 2.0611E-03
8.130354 + 0.4211668i 1.0E-08 6.3E-14 5.3381E-02
8.240396 + 0.2678090i 3.8E-08 3.0E-13 3.8846E-03
8.465128 + 0.4423992i 2.7E-09 1.4E-14 8.1620E-02
8.600357 + 0.2746980i 9.4E-08 1.1E-13 6.3615E-03
* 450 Lanczos iterations; 900 matrix-vector products
** 450 Lanczos iterations; 906 matrix-vector products
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not need tricliagonal matrices of different size for different eigenvalues. Ail of the
eigenvalues are extracted from one large tridiagonal matrix. This makes the method
simple to use.
It is possible to compute the eigenvalues in Table 5.4 by applying ARPACK to
(G—uI), dhoosing u to be in the centre of the desired spectral region, and using the
SM option to extract eigellvalues with the smallest magnitude. Increasing p and
therefore increasing the nuniber 0f vectors stored in memory decreases the number
of reciuired matrix-vector products. We find that if p = 100 and k 50 the number
of vectors is not too large and 1385 matrix-vector products is enough to converge
the eigenvalues in Table 54.Note also that because u is complex. the cost of each
ARPACK matrix-vector product. the cost of the ARPACK re-orthogonalisation,
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The AIRFOIL matrix of matrix market is a good test as the matrix is large
(23 560). but small enough that benchmark eigenvalues eau be computed with a
direct method. The matrix is obtained by modeling flow over airfoils with a fuite
difference representation of the Navier-Stokes equations. I\iore details can be found
011 the Matrix Market [37]. We focus on the eigenvalues of largest magnitude for
which both ARPACK and the RULE should work well. The spectral distribution
is depicted in figure 5.9. As can be seen from table 5.5 acciirate eigenvalues are
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and the mernory required to store the Arnoldi vectors are approxiuiately doubled.
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iudeed obtained usiug both the RULE auJ ARPACK with a fairly srnall uurnber
of iterations. The error is Jefiued as the absolute differeuce betweeu au eigenvalue
cornputed with Householder/QR [19] auJ eitlier the RULE or ARPACK. The resid





The matrix-vector product count slightlv favours ARPACK in this case. The









The irnagillary part of the complex euergy of a resonauce state is related to the
lifetime of the state [39,40]. The most popular approach for computing resonance
states uses a complex absorbing potential (CAP) to enforce appropriate bomldaiy
conditions. The operator equation to be solved is,
( + lIkI/V(7)) k (5.23)
where f! is a Hamiltoiian operator, Tî7Q) is a CAP depending 011 the dissociation
coordinate r, and Ek is the complex resonance energy; 11k is a function of Ek. If
‘Uk is chosen appropriately and the operators are represented in a discrete variable
representation (DVR) basis [41], 5.23 may be written as a quadratic matrix eigen
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Table 5.5: Error in extremai eigeiwahies of the AF23560 matrix.
Eigenvalue ULA* RULE** ARPACKt RULE Residual] XL)X(R)I
—37.18288 + 200.1360i 1.1E-08 7.1E-13 2.3E-07 3.3E-08 0.21239
—37.18288
— 200.1360i 1.1E-0$ 4.3E-13 2.3E-07 3.5E-08 0.21239
—37.14444 + 200.2190i 3.8E-09 7.4E-13 4.8E-07 1.1E-07 0.21716
—37.14444 — 200.2190i 3.8E-09 5.8E-13 4.8E-07 9.1E-08 0.21716
—42.81924 + 200.1356i 7.5E-08 1.1E-12 1.9E-07 1.2E-07 0.21236
—42.81924 — 200.1356i 7.5E-08 7.0E-13 1.9E-07 7.0E-08 0.2 1236
—42.85767 + 200.2186i 9.0E-08 9.5E-13 3.5E-07 8.3E-08 0.21713
—42.85767 — 200.2186i 9.0E-08 5.5E-13 3.5E-07 8.9E-08 0.21713
—40.00075 + 225.732$i 1.2E-08 6.5E-13 8.6E-07 4.7E-08 0.26668
—40.00075
— 225.7328i 1.2E-08 3.7E-13 8.6E-07 2.2E-08 0.26668
—40.00074 + 225.7714i 3.4E-09 7.4E-13 8.4E-07 2.9E-08 0.26530
—40.00074 — 225.7714i 3.3E-09 1.1E-12 8.4E-07 2.8E-08 0.26530
—40.00010 + 229.5187i 11E-08 3.1E-13 6.2E-07 3.9E-08 0.22165
—40.00010
— 229.5187i 11E-08 1.1E-13 6.2E-07 3.3E-08 0.22165
—40.00095 + 229.5291i 1.2E-08 5.7E-13 8.0E-07 7.7E-08 0.22236
—40.00095 — 229.5291i 1.2E-08 1.5E-13 8.0E-07 2.9E-08 0.22236
—40.00045 + 259.5435i 1.2E-10 1.0E-12 4.8E-07 2.2E-07 0.41406
—40.00045
— 259.5435i 1.4E-10 7.6E-13 4.8E-07 8.7E-08 t).41406
—40.00041 + 259.5534i 9.0E-11 6.9E-13 1.6E-06 1.9E-07 0.41406
—40.00041 — 259.5534i 1.6E-10 4.1E-13 1.6E-06 6.2E-08 0.41406
* 125 Lanezos iterations; 250 matrix-vector produets
** 125 Lanczos iterations; 270 matrix-vector prodncts
ARPACK parameters: k = 20, p=5O. 6 restarts. 172 matrix-vector prodllcts
value probleni. There is sorne freedorn in the cioice of k; different choices yield
different quadratic eigenvalue probleins. We choose nk= — Ek) so that after
linearizing the qiiadratic eigenvalue problem in the standard fashion [19], we obtain
an unsymmetric eigenvahie problem,





is a ‘real matrix and x = ( ‘k To obtaiu accurate resouance lifetimes one
\ u bj
usually premultiplies the CAP by a palameter 6cap auJ computes eigenvalues for
several values of 6 to find the optimal absorbiug poteutial. We choose large
euough to eusure that for many states the Ek computed from the eigeuvalues of G
are close to the actual resonance ellergies. for more detail the reader is referred
to [42—44].
The physically interestillg eigenvalues. i.e. the bound states auJ the resonances,
are located ou and close to the imagillary axis, respectively. Because they are not
extremal eigeuvalues auJ because their condition uumbers are large, it is difficuit
to compute them accurately. The DVR basis uecessary to coflverge ah low-lying
resonance states of the HCO molecule gives risc to a real ullsymmetric matrix G
of size 184000, which is far too big to be diagollalized with direct methods on
the computers we use. Table 5.6 shows some eigellvalues for HCO hi the region
Im[À] > 55 auJ Re[\] < 0.1, associated with narrow resonauces auJ bound states.
Because the RULE is a two-sided method we obtain simultaneously right auJ left
eigellvectors. This makes it straightforward to compute conditiou uumbers (last
columu).
To test the quahity of the RULE results, we compute right eigeuvector residuals.
The accuracy of the RULE eigellvalues is good. With 3000 Lauczos iterations it is
possible to compute not ouly the eigeuvalues iu Table 5.6 but also mauy others. The
eigeuvalues reported in Table 5.6 cau be computed with fewer thau 3000 iteratioi;s.
Increasing the ilumber of iterations Joes not adversely affect the quality of the
eigeiivalues. III constrast, the accuracy of ULA eigenvalues Jeteriorates as the
ilumber of iterations is illcreased (cf. figures 5.2, 5.3, auJ 5.6). Figure 5.10 shows
the couvergece of the residual, cornputed with the RULE, for the eigellvalue \
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Table 5.6: Selected narrow resonauce states of the HCO molecule. The residual
error is defiuied as the orm of the residual vectors.
Refilled eigenvalue RULE Residual
0.000000000001608 + 99.63317i 4.3E-09 2.007E-02
0.000000000423172 + 94.06122i 4.3E-09 2.126E-02
—0.000000000030880 + 89.78747i 2.0E-07 2.227E-02
0.000000000017839 + 88.24727i 7.6E-08 2.266E-02
0.000000000000180 + 86.54286i 1.3E-08 2.311E-02
0.000000000000180 + 86.54286i 1.9E-09 2.392E-02
0.000000000013164 + 82.15547i 1.9E-07 2.434E-02
—0.000000000000079 + 80.30376i 1.6E-08 2.490E-02
—0.000000000003208 + 78.87198i 2.0E-08 2.535E-02
0.000000000002248 + 77.02845i 8.2E-09 2.596E-02
—0.000000000000226 + 75. 73480i 2.5E-09 2.640E-02
—0.000000000000173 + 75.02610i 9.3E-09 2.665E-02
—0.000000000046711 + 73.83727i 3.4E-08 2.708E-02
—0.000000000044467 + 73.27523i 1.8E-08 2.729E-02
0.000000000000506 + 71.77733i 3.2E-09 2.786E-02
—0.000000000001369 + 70.00861i 2.3E-09 2.856E-02
—0.001503206670272 + 69.62269i 1.2E-08 2.872E-02
—0.001616758817681 + 69.28458i 1.1E-07 2.886E-02
—0.001799287965362 + 68.97843i 7.1E-07 2.899E-02
0.000000192654410 + 68.91187i 1.1E-06 2.902E-02
—0.001958836517186 + 68.69687i 4.1E-06 2.910E-02
Number of uhisymmetric Lallczos iteratioi;s: 3000
—0.000000000001 + 70.00861i. The condition nuniber of this eigenvalue is 102.
Despite the large condition number. the residual is less than 10 with 2200
Lanczos iterations. If the number of Lanczos iterations is increased the residual
oscillates about ai; average value of 10. Similar oscillations are observed for
rnost of the residuals. The oscillations appear to be due to fluctuations in the
quality of the basis vectors r, 1 used to fori;; Gk. The quality of the r , 1 depends
011 the size of the Krylov subspaces used to compute them. Tl;e fluctuations do not
signiflcantly affect the accuracy of the eigenvalues sii;ce to eleven significant digits
they do not depelld 011 the number of Lanczos iterations.
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5.5 Conclusion
In a previous paper [44] we used the idea of projecting onto approximate eigen
vectors, computed from the ULA. to deterrnine lifetimes of metastable states by
calculating many eigentriplets. In this paper we have generalized the approach and
made it more robust. In [44] we did not project a matrix onto its own approxi
mate eigenspaces, instead we pro jected one matrix onto approximate eigenspaces
of another, related. matrix. Other important differences between the approach of
the this paper and the method used in [44] are: (1) In [44] approxirnate eigenvec
tors were obtained by searching for the best value of in for each eigenvalue; we
have found that this is not necessary. (2) In [44] we solved a. special (factoriz
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eigenproblem. (3) We have modified the way clusters are defined and approximate
eigenvectors are retamed to ensure that we (10 not miss eigenvalues.
In this paper we show that a simple refinement makes it possible to extract
accurate eigenvalues from the Krylov subspaces obtained from the ULA. We cail
the procedure the RULE. Using several test matrices we have showi that the RULE
yields accurate extremal and interior eigenvalues. For ail the eigenvalues in the
tables we have computed eigenvectors and residiials. To use the RULE there is no
need to store a large number of vectors in memory and no need to re-biorthogonalize
Lanczos vectors. This makes it possible to use the RULE with very large matrices
to compute large nunibers of eigenvalues. One of the key advant ages of the RULE
is its abihity to make use of large Krylov subspaces. The Cpu cost of the RULE is
close to or less than that of ARPACK. To use the RULE one must store vectors 011
disk but reading them from disk does not take significant computer time because
they are only used after the tridiagonal matrix has been generated. It is important
to stress that the refinement we propose is very inexpensive. We typically compute
eigenvalues in groups of about 20 or less. For each group of 20 the cost of the
refinement is only 20 additional matrix-vector products.
Acknowledgments
This work has been supported by the Natural Sciences and Engineering Re
search Council of Canada. We thank Rich Lehoucq, Chris Paige. Andreas Stathopou




[1] P. Arbenz. U. L. Hetmaniuk. R. B. Lehoucq. aiid R. S. S. Trimiiiaro. A
comparisoil of eigerisolvers for large-scale 3d modal analysis nsing AMG
precoiiditioned iterative methods. Internat. J. Numer. Methods Engrg.,
64:204—236, 2005.
[2] J.G.C. Booteil and HA. vail der Vorst. Crackillg large-scale eigeiwahie com
putations, part j: Algorithms. Computers in Phys?cs, 10:239, 1996.
[3] T. Carrington Jr. Methods for caldulatillg vibrational euergy levels. Can. J.
Chem., 82:900-914, 2003.
[4] E. R. Davidson. The iterative calculation of a few of the lowest eigenvalues
and correspouding eigenvectors of large real symmetric matrices. J. Comput.
Phys., 17:87—94, 1975.
[5] F. Sartoretto. G. Gambpmato, and G. Piii. Accelerated simultalleous itera
tions for large fuite element eigeuvalues. J. Comput. Phys., 81:53, 1989.
[6] M. J. Bramley and T. Carriugtou Jr. A general discrete variable method to
calculate vibrational energy levels of three- and four-atom molecules. J. Chem.
Phys., 99:8519, 1993.
[7] J. K. Cullum and R. A. Willoughby. Computing eigenvalues of very large sym
metric matrices-an implementation of a lanczos algorithm with no reorthogo
nalization. J. Comput. Phys., 44:329—358, 1981.
[8] J. K. Cullum and R. A. Willoughby. Lanezos aÏgorithms for targe symmetric
eigenvatne computations. Birkhiuser, Boston, 1985.
179
[9] U. Elsner, V. Mehrrnann. F. Milde. R. Rmer, and M. Schreiber. The anderson
model of localization: A challenge for niodern eigenvalue methods. $IAM J.
Sci. Comput., 20:2089--2102. 1999.
[10] C. C. Paige. The Computatiou oJ Eigeuvatues and Egenvectors of Very Large
Sparse Matrices. PhD thesis, University of London, 1971.
[11] C. C. Paige. Compntational variants of the Lanczos method for the eigenprob
lem. J. Inst. Math. Appt., 10:373. 1972.
[12] C. C. Paige. Error analysis of the Lanczos algorithm for tridiagonalizing sym
metric matrix. J. Inst. Math. Apptic., 18:341—349, 1976.
[13] P.-N. Roy and T. Carrington Jr. An evalilation of methods designed
to calcnlate energy levels in a selected range and application to a (one
diniensional) Morse oscillator and (three-dimensional) HCN/HNC. J. Chem.
Phys., 103:5600, 1995.
[14] G. H. Golub and C. f. Van Loan. Matrix Computations. John Hopkins
University Press, Baltimore. 1989.
[15] L. N. Trefethen and D. Ban III. Nwmericat Linear Atgebra. Society for Indus-
trial and Applied Mathematics, Philadelphia, 1997.
[16] D. C. Sorensen. Implicit application of polynomial filters in a k—step Arnoldi
method. SIAM J. Matr. Anal. Appt., 13:357, 1992.
[17] R.B. Lehoucq, D.C. Sorensen. and C. Yang. ARPAGK Users’ Guide: Solution
of Large-Scate EigenvaÏue Pro btems with ImpÏicitly Restart cd Arnoïdi Methods.
Society for Industrial and Applied Mathematics, Philadeiphia, 1998.
[18] http://www.caam.rice.edu/software/ARPACK/.
180
[19] Z. Bai. J. Demmel, J. Dongarra, A. Ruhe, and H. van der Vorst, editors. Terri-
plates fo’r the Solution of AÏgebraic Eigenvaiue Pro bÏems: A P’racticai Guide.
Society for Industrial and Applied Mathematics, Phuladeiphia, 2000.
[20] R.B. Lehoucq, S.K. Gray, D.H. Zhang, and J.C. Light. Vibrational eigenstates
of four-atom molecules: A parallel strategy employing the implicitly restarted
Lanczos method. Comput. Physics Comm.. 109:15 26, 1998.
[21] R. B. Lehoucq and J. A. $cott. An evaiuation of software for computing eigen
values of sparse nonsymmetric matrices. Preprint MC$-P547-1195, Argonne
National Laboratory.
[22] J. S. Warsa. T. A. Wareing, J. E. Mord, J. M. McGhee, and R. B. Lehoucq.
Krylov subspace iterations for deterministic k-eigenvalue calculations. Nue t.
Sci. Eng., 147:26. 2004.
[23] J. Baglama, D. Calvetti. and L. Reichel. Iteratïve methods for the coniputation
of a few eigenvalues of a large symnietric matrix. BIT. 36:400, 1996.
[24] 5.-W. Huang and T. Carrington Jr. Calculating interior eigenvalues and eigen
vectors with an iniplicitly restarted and a filter diagonalization method. Appt.
Numer. Math., 37:307. 2001.
[25] R. W. Freund and N. M. NachtigaL An implementa.tion of the look-ahead
Lanczos algorithm for non-hermitian matrices. SIAM J. Sci. Comput., 14:137,
1993.
[26] B. N. Parlett, D. R. Taylor, and Z. A. Liu. A look-a.head Lanczos algorithrn
for unsymmetric matrices. Math. Comp., 44:105, 1985.
[27] D. Day. An efficient implementation of the nonsymmetric Lanczos algorithm.
SIAM J. Matrix Anal. Appt.. 18:566—589. 1997.
181
[28] Jane K. CiilIIm and Ralph A. Willollghby. Larqe $cate Eige’nvatue Pro btcms,
chapt.er A practical procedure for computing eigenvalues of large sparse non
symmetric matrices. North-Holland, Amsterdam, 1986.
[29] Z. Jia. Reftned iterative algorithms based on arnoldi’s process for large
symmetric eigenprohlems. Linear Atgebra Appt., 259:1—23, 1997.
[30] Z. Bai. Error analysis of the lanczos algorithm for the nonsymmetric eigenvalue
problem. Math. Comp., 62:209-226, 1994.
[31] Z. Bai. D. Day, and Q. Ye. ABLE: An adaptive block-lanczos method for non
hermitian eigenvalue problems. SIAM J. Matrix Anat. Appt., 20:1060—1082,
1999.
[32] H. I. van der Veen and K. Vuik. Bi-Lanczos with partial orthogonalization.
Comput. Structures, 56:605. 1995.
[33] D.R. Fokkema, G.L.G $leijpen, and H.A. van der Vorst. Jacobi-davidson style
QR and Q algorithms for the partia.l reduction of niatrix pencils. SIAM J.
Sci. Comput., 20:94—125, 1998.
[34] M.E. Hochstenbach and G.L.G. $leijpen. Two-sided and alternating jacobi
davidson. Linear Atgebra Appt., 358:145—172, 2003.
[35] J.H. Wilkinson. The atgebraic eigenvatue probtem. Oxford University Press
Inc., New York, 1988.
[36] G. W. $tewart. Matrix Atgorithms votume II: Eigen.systems. $ociety for In
dustrial and Applied M athematics, Philadelphia, 2001.
[37] http: / /math.nist . gov/ MatrixIVlaiket/.
[38] http: //www.ma.man. ac.uk/higharn/mctoo1box/.
182
[39] J. R. Taylor. $eatteri’rig Theory. Wiley. New York, 1972.
[40] D. G. Truhiar, editor. Resonances in Etectron-Motecute Scattering, Van der
Waats Complexes, and Reactive GhemicaÏ Dynamics. Nmiiber 263 in Sympo
sium $eries. American Chemical Society. Washingt on. 1984.
[41] J. C. Light and T. Carringtoni Jr. Discrete variable representations and their
utilization. Adv. Chem. Phys.. 114:263. 2000.
[42] V. A. Mandelshtam and A. Neumaier. Purther generalization and numerical
implementation of pseudotime $chrôdinger equations for ciuantum scattering
calculations. J. Theor. Comput. Ghem.. 1:1, 2002.
[43] V. A. Mandelshtam and A. Neumaier. Pseudotime Schrdinger equation with
absorbing potential for quantum scattering calculations. Phys. Rev. Lett.,
86:5031-5034. 2001.
[44] J. C. Treniblay and T.. Carrington Jr. Computing resonance energies. widths.




Au COtifS (les chapitres précédents. quelques schémas numériques potir l’étude et
la caractérisation d’états métastables ont été présentés. Dans ce chapitre, les détails
des différentes méthodes seront rappelés en mettant l’accent sur les nouveautés
qu’elles contiennent. Les conclusions des quatre articles reproduits seront revues
et approfondies dans l’espoir d’offrir au lecteur tie meilleure compréheilsion des
innovations proposées par les nouvelles approches numériques.
6.1 Un nouvel intégrateur pour l’équation de Schrôdinger dépendante
du temps
Dans un premier temps. nous avons considéré la photodissociation du HF gazeux
dans un champ laser intense [1]. Afin de caractériser Févolution du système, on doit
résoudre l’éciuation de Schrôclinger dépendante du temps (TDSE) car l’hamiltonien
est fonction du temps. Nous avons proposé une approche basée sur la partition de
l’hamiltonien de sorte qu’il soit possible de définir un nouvel opérateur pour le
quel l’intégration directe de TDSE à l’aide de méthodes établies, tel l’algorithn;e
de Runge-Kutta ici en;ployé. est efficace. Comment peut-on définir un tel opéra
teur? On sait qu’une molécule isolée est décrite par un hamiltonien indépendant
du temps [2—4]. Ainsi, les solutions admises par l’équation de Schrôdinger indé
pendante du temps (TISE) décriront un ensemble d’états stationnaires qui. comme
leur nom l’indique. sont stables indéfiniment. Lorsciu’une dépendance en temps est
ajoutée à l’hamiltonien. p. ex. on illumine la molécule avec un laser à impulsions
de fréquence modulée, le système est maintenant décrit par TDSE et les solutions
stationnaires de TISE ne sont plus valables. Toutefois, or; peut alternativement
hiterpréter l’interaction entre le champ laser et la molécule comme une perturba-
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tion au système d’états stationnaires supportés par l’hamiltoriien indépendant du
temps, auquel cas le champ laser aura simplement pour effet de favoriser les tran
sitions entre ces états [5—7]. On peut ainsi tirer profit de l’information disponible
par la résolution de TISE en transformant la fonction d’onde dans la représentation
d’interaction [2,8—10]. Cette idée est la base de la méthode proposée au chapitre 2.
Nous avons d’abord séparé l’hamiltonien en deux parties, H = H0 + A, où H0 est
une approximation de qui est indépendante du temps. En transformant ensuite
la fonction d’onde dans la représentation d’interaction (Eq. (1.38)) et en définis
sant ainsi un nouvel opérateur (Eq. (1.39)), nous avons démontré que le nombre
d’opérations pour l’intégration directe de TDSE dans la représentation d’interac
tion pouvait être réduit jusqu’à 10 fois par rapport à l’intégration directe de TDSE
avec l’opérateur non modifié. Ceci représente un des principaux avantages de la
niéthode proposée au chapitre 2. Dans le cas de la molécule de HF dans un champ
électromagnétique fort. la méthode dans sa forme primitive s’est montrée deux fois
plus efficace que la méthode la plus populaire pour résoudre TDSE [11, 12].
Il apparaît évident que l’efficacité de la méthode variera en fonction de la qualité
de la partition de l’hamiltonien. Les méthodes d’intégration directe appartenant à la
famille Runge-Kutta génèrent une approximation dn comportement de la fonction
à intégrer sur un intervalle de temps 5T [13,14]. Pour ce faire. la fonction est évaluée
à un emisemble de points dans l’intervalle. Il est bien connu que l’approximation est
d’autant meilleure que le domaine spectral de l’opérateur servant à la propagation
est petit [13,14]. Dans le cas de notre nouvelle méthode, sert de préconditionneur
pour l’hamiltonien. Sa tâche est de réduire le domaine spectral de l’opérateur pour
la propagation [14—19], dont nous rappelons ici la forme
fi1 = (H — H0) eiflot/tL . (6.1)
Les facteurs exponentiels représentent une transformation unitaire de l’opérateur
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ti(H-Ho) ,.ç ) et n influencent donc pas le domaine spectral de H1 [2—4]. Ainsi, on voit
facilement que le domaine spectral sera d’autant petit que H0 sera une bonne ap
proximation pour H. Nous avons exploré cette tendance et ainsi déterminé que Fef
ficacité de la nouvelle méthode de propagation dans la représentation d’interaction
est assez sensible au choix du préconditionneur. C’est assurément la pius sérieuse
limite de l’algorithme proposé. Quoiqu’il en soit, les exigences en matière de qualité
du préconditionneur sont assez faciles à satisfaire [16—19]. De plus, si le précondi
tiomieur choisi est indépendant du temps, le calcul nécessaire à sa construction ne
doit être effectué qu’une fois avant le début de la propagation. C’est un avantage
important que le présent schéma numérique peut exploiter à bon escient. Ainsi, un
bon préconditionneur, qu’il est souvent coûteux de construire. rendra la propaga
tion pius efficace sans augmenter significativement le temps de calcul. Notons qu’il
n’existe pas de préconditionneur universel et qu’il incombe donc à l’utilisateur de
créer le préconditionneur qui convient à chaque problème [14—19]. Notre étude de
la molécule de HF dans un champ laser de fréquence variable permet toutefois de
guider le choix de ce préconditionneur et suggère une approximation indépendante
du temps pour maximiser Fefficacité de notre nouvelle méthode.
Un raffinement supplémentaire à la représentation d’interaction a aussi été in
troduit au chapitre 2. L’idée est basée sur le fait que la fonction d’onde n’évolue
pas toujours rapidement dans certaines régions où, par exemple, le potentiel est re
lativenient plat [2,8—10]. Il est possible d’exploiter ce comportement pour diminuer
la charge de travail de l’intégrateur en variant le pas de temps au fur et à mesure
que la propagation avance [13, 14]. Il existe plusieurs stratégies de ce type qui sont
toutes basées sur des estimations de l’erreur locale produite par l’intégrateur pour
un pas de temps donné. Nous avons exploré les avenues les plus courantes dans ce
domaine et nous avons observé qu’il était possible d’améliorer significativement les
performances de la nouvelle méthode. Dans le meilleur cas, le nombre d’opérations
coûteuses, tel qu’évalué par le nombre de produits matrice-vecteur nécessaire à la
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propagation jusclu’an temps final. a été réduit d’un facteur 5 supplémentaire. Ainsi,
la variante “Dormand-Prince” de l’intégrateur Runge-Kutta pour résoudre TD$E
dans la représentation d’interaction s’est avérée la plus efficace. Dans sa version
finale, notre nouveau schéma de propagation a supplanté par un facteur d’environ
10 la méthode la plus populaire en dynamique moléculaire, connue sous le nom de
“split operator” [11. 12]. Le plus grand avantage de notre nouveau schéma numé
rique réside dans sa simplicité. En définissant une approximation raisonnable pour
l’hamiltonien. il est possible d’utiliser les algorithmes d’intégration disponibles afin
d’obtenir une méthode de type “boîte noire” excessivement efficace pour laquelle
l’intuition chimique n’est nécessaire que pour définir le préconditionneur et l’opé
rateur dans la représentation d’interaction. Il existe totitefois un risque inhérent à
notre schéma d’intégration directe de l’équation de Schrôdillger car l’algorithme de
Runge-Kutta n’est pas unitaire. L’utilisation d’une telle méthode peut entraîner une
accumulation d’erreurs lorsque le temps d’intégration devient long. En observant
la norme du vecteur propagé. il est possible de contrôler la qualité de l’intégration
à long terme. Les tests numériclues effectués montrent clairement ciue la méthode
est stable pour les temps d’intégration nécessaires pour extraire l’information sur
la dynamique des systèmes que nous avons étudiés.
6.2 L’étude de la réactioii d’isomérisation
Le but de l’étude reportée au chapitre 3 était de mieux comprendre la réaction
d’isomérisation du système acétylène-vinylidène. On souhaitait ainsi démontrer de
façon claire l’existence d’états associés au vinylidène. Puisque ce dernier est un
diradical, il est raisonnable de douter de sa stabilité et il est aussi discutable de
le considérer comme intermédiaire réactionnel. Tout dépend de la durée de vie des
états du vinylidène, s’ils existent, telle que caractérisée par le degré de localisation
de leur fonction d’onde dans le puits de potentiel du vinylidène. Notons au passage
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que le degré de localisation ne pennet qu’une description qualitative de la durée
de vie des différents états. Les approches approximatives jusqu’alors utilisées nont
pas permis de répondre à ces questions [20,21]. Dans certains cas, la déformation
hors plan a été mise de côté pour réduire le nombre de degrés de liberté du sys
tème [22.23]. D’un autre côté, «autres auteurs ont suggéré un schéma numérique
basé sur l’utilisation d’une méthode directe et d’une base judicieusement sélection
née pour décrire les six degrés de liberté du système [24.25]. Les fonctions de base
possédant un caractère “acéty1énique’ trop fort ont été éliminées de la base afin de
permettre de garder la matrice de l’hamiltonien suffisamment petite pour pouvoir
la diagonaliser directement. En jetant les fonctions localisées dans le puits de l’acé
tylène, les auteurs de cette étude ont introduit tin biais dans leur base et ont ainsi
faussé le degré de localisation des états propres du vinylidène [26].
Nous avons proposé une nouvelle méthode itérative contractée qui pallie aux
problèmes de ces deux études approximatives des états métastables du vinylidène.
D’abord, un ensemble de coordonnées qui permettent l’exploitation de la symétrie
complète du systéme est utilisée. Ce point est très important car il permet de cal
culer des valeurs propres séparément pour chacun des huit blocs de symétrie de
l’acétylène-vinylidène [23—25], ce qui diminue la densité des états par un facteur
d’environ 8. Il est généralement préférable de choisir des coordonnées qui mini
misent le couplage entre elles afin de faciliter leur séparation pour la construction
d’une base contractée. Toutefois, puisque la convergence des méthodes itératives
dépend inversement de la densité spectrale, il convient de tenir compte de ces deux
aspects simultanément pour faire un choix éclairé. Dans le cas présent, de meilleurs
systèmes de coordonnées du point de vue du couplage ont aussi été considérés niais
il apparaît que la densité soit le facteur dominant. Notre choix s’est donc porté sur
un ensemble de coordonnées orthogonales. dites de Jacobi, composées de 2 frag
ments diatomiques (rcc et THH) reliés par leur centre de masse par un troisième
vecteur (R) ainsi que des angles associés. Afin de générer une base contractée dont
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la structure puisse être exploitée par une méthode itérative, nous optons pour une
stratégie de contraction dite “simple”, fortement inspirée de la littérature [27,2$].
Le schéma de contraction se fait, dans un premier temps, par la résolution dun
modèle à 4D de la réaction d’isomérisation incluant les angles ainsi que la coor
donnée R. Les fonctions sont obtenues à l’aide de l’algorithme Lanczos symétrique
et peuvent être divisées en deux groupes : celles délocalisées, possédant un carac
tère “acétylénique”, et celle localisées, possédant un caractère “vinylidénique”. Nous
avons effectué les tests de convergence de la base primitive utilisée pour résoudre le
problème à 4D et toutes les fonctions 4D possédant le caractére du vinylidène sont
apparues stàbilisées à moins de lcm’. L’utilisation d’une méthode itérative nous a
permis de conserver toutes les fonctions 4D situées sous le niveau de vinylidène en
plus d’en conserver un très grand nombre au-dessus de ce niveau. Les autres degrés
de libertés sont représentés à l’aide de bases DVR, dont le nombre a été optimisé
indépendamment afin d’obtenir le même niveau de précision que pour les fonctions
à 4D. Nous pouvons affirmer posséder à ce jour la base la plus complète pour la
caractérisation des états du vinylidène.
Ptusque notre base est de dimension appréciable, un ensemble de raffinements
ont dû être développés afin de rendre la méthode viable. Dans un premier temps,
l’algorithme de Lanczos symétrique a été remplacé par sa variante plus stable
“coupled two-tern;”, reconnue pour ses propriétés de convergence légèrement su
périeures [29—31]. Toutefois, la densité d’états dans la région de vinylidène a rendu
la convergence de ces états extrêmement longue à cause, entre autres, de la perte
d’orthogonalité des vecteurs de Lanczos au cours de la récursion. Il est bien connu
que cette perte d’orthogonalité cause l’apparition de copies des valeurs propres déjà
convergées au détriment d’autres à énergies plus élevées (dans le cas présent, ce sont
celles désirées). Nous avons donc opté pour une réorthogonalisation tocate de chaque
nouveau vecteur de Lallczos par rapport aux quelques précédents [32]. Cette stra
tégie s’est avérée payante et a réduit le temps de calcul de façon significative. Nous
189
avons ainsi demontré qu’il est possible de contourner simplement et efficacement
le problème de convergence des valeurs propres dans les zones du spectre dont la
densité locale est élevée. Tous les raffinements proposés ont été implémentés sur un
ordinateur multiprocesseur à mémoire partagée. Pour ce faire, nous avons proposé
une nouvelle stratégie de parallélisation de l’algorithme de Lanczos avec une base
contractée qui, tenant compte des ressources disponibles, s’est avérée très efficace.
Il est important de noter que la méthode est excessivement exigeante du point de
vue de la mémoire et du temps de calcul. Notre nouvelle stratégie de parallélisation
est robuste et générale.
L’analyse des fonctions d’onde à six dimensions s’est avérée un exercice fort
intéressant. Dans un premier temps. nous avons étudié les valeurs attendues des
positions rHH et R ainsi que dun opérateur de localisation que nous avons
spécialement conçu pour évaluer qualitativement le degré de localisation d’une fonc
tion propre dans le puits de vinylidène. Par exemple, les états du vinylidène pré
sentent généralement des valeurs attendues autour de 2a0 et 4a0 pour R et rJJH
respectivement contre O.5a0 et 6a0 pour les états de l’acétylène. Ceci nous a per
mis de filtrer grossièrement une majorité de fonctions qui ne possédaient aucun
caractère “vinylidénique”. Il est à noter que le nouvel opérateur de localisation s’est
montré très efficace pour trier les fonctions propres. même dans les cas où les va
leurs attendues des coordonnées prenaient des valeurs qui laissaient planer un doute
quant au caractère de ces fonctions. Dans un second temps, nous avons observé et
caractérisé la structure nodale des fonctions d’onde selon le plan défini par R et
l’angle de déformation 62, ce qui nous a permis de déterminer les états possédant
un degré de localisation assez grand pour être attribués au vinylidène. L’analyse
des modes normaux de la molécule de vinylidène permet d’identifier six vibrations
attribuables à cette espèce : l’élongation symétrique C-H (t’1), l’élongation symé
trique C-C (u2), la déformation symétrique H-C-H (1J3), la déformation hors plan
(v), l’élongation non symétrique C-H (1)5) et la déformation non symétrique dans
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le plan (p6). Puisque le calcul reporté traite uniquement des états totalement sy
métriques du système, seuls les modes 1 et 1/3 ainsi que les harmoniques paires
des autres modes peuvent être observés.
Ainsi, cinq états ont été assignés à l’espèce vinylidène. Il est à noter que l’état
fondement al de vinylidène se trouve 9cm’ sous le niveau précédemment reporté
[25]. Ce résultat démontre que notre base est variationnellenient supérieure à celle
utilisée par Zou et Bowman pour leur approche approximative. Afin de confirmer
le comportement variationuel de notre hase, nous avons étudié l’effet de l’augmen
tation de sa taille sur les niveaux d’énergie du vinylidène. Nous avons remarqué
que les états les plus localisés étaient très stables et nous sommes confiants qu’ils
sont convergés à environ lcm’. Dans le cas des états moins localisés, nous avons
remarqué que les énergies associées variaient encore de quelques centimètres réci
proques. Ceci est en contradiction avec les observations des études approximatives
précédemment publiées, qui faisaient éta.t de fonctions d’onde très stables et loca
lisées pour l’espèce vinylidène [22, 25]. Nous avons pu démontrer que la troncature
de la base par l’élimination de fonctions 4D associées à l’acétylène à basse énergie
causait une surestimation de la localisation des fonctions du vinylidène. Ainsi, nous
pouvons affirmer que notre approche est la première à avoir considéré globalement
le comportement des fonctions d’onde du vinylidène. De plus, nous avons proposé
une nouvelle assignation d’une harmonique du mode vibrationnel de déformation
hors plan 1/4 en approfondissant l’étude de sa structure nodale selon les différents
degrés de liberté de la molécule. De façon générale, il ressort de cette étude que
le système possède certains états qui sont bien localisés près de la géométrie de
l’espèce vinylidène et qui ont, par le fait même, une durée de vie assez longue. Tou
tefois, il a été démontré que le degré de localisation est moindre que précédemment
reporté.
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6.3 Une nouvelle méthode pour l’étude des résonances et sa
généralisation
Le potentiel de l’état fondamental de la molécule de HCO admet un ensemble
d’états résonants comme solution. Ceux-ci. on le rappelle, sont très similaires aux
états liés dans une petite région de l’espace. appelée région d’interaction, mais sont
intrinsèquement instables et se comportent comme des ondes planes dans la limite
de dissociation [33—35]. Afin d’imposer les bonnes conditions limites a.ux ondes sor
tantes, on utilise généralement un potentiel absorbant complexe (CAP) dont les
paramètres sont ajustés de sorte que la perturbation causée par ce potentiel soit
minimale [36,37]. La partie imaginaire de la valeur propre de l’hamiltonien perturbé
décrit la largeur de la résonance, qui est inversement proportionnelle à la durée de
vie. Il a été proposé par Mandelshtam et Neumaier de transformer le problème
complexe aux valeurs propres en un problème quadratique aux valeurs propres en
arithmétique réelle [38, 39]. En remaniant de la façon standard le probléme qua
dratique sotis forme linéaire, on doit ainsi résoudre un problème non symétrique de
double dimension. Nous avons proposé au chapitre 4 l’utilisation de l’algorithme de
Lanczos pour le calcul des valeurs et vecteurs propres de cette n;atrice non symé
trique. Nous avons remarqué que l’algorithme dans sa forme primitive est instable
et que la rebiorthogonalisation des vecteurs de Lanczos ne seniblait pas améliorer
les résultats de façon significative. Nous avons donc proposé d’utiliser la variante
“coupled two-term Lanczos” [29- -31], qui a su améliorer la stabilité de l’algorithme
sans toutefois notis permettre d’obtenir la précision désirée. Il faut comprendre que
la précision nécessaire pour le calcul des durées de vie des résonances doit être
extrêmement grande. À titre d’exemple. une résonance très étroite existe à environ
1098,79cm’. Sa durée de vie est très longue et sa partie imaginaire est donc très
petite, en l’occurrence < 107cm’. Il faut donc s’assurer que la méthode donne
des résultats précis à 10 chiffres significatifs afin d’extraire cette information, ce qtn
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il’est pas le cas de l’algorithme de Lanczos noiï symétrique, même dans sa variante
la. pins stable.
Ainsi, nous avons développé un schéma exploitant les informations approxima
tives obtenues à l’aide de l’algorithme de Lanczos pour extraire des informations
précises de la matrice représentant le système perturbé. Dans un premier temps,
nous avofls démontré qu’il est possible de réécrire l’algorithme de Lanczos afin d’ex
ploiter la symétrie inhérent.e au système. Sous cette forme, il nest nécessaire que
d’effectuer u seul produit matrice-vecteur par itération Lanczos, ce qui représente
une amélioration d’un facteur de 2 par rapport à l’algorithme standard. On a ainsi
montré comment il est possible d’obtenir des valeurs propres et vecteurs propres
(gauches et droits) approximatifs à partir d’un seul ensemble de produits matrice-
vecteur définissant deux espaces de Krylov biorthogonaux. En utilisant le concept
de profondeur d’itération optimale [40], nous avons réussi à réduire l’effort associé
au calcul des vecteurs propres approximatifs en limitant la taille de l’espace de Kry
lov utilisé pour définir lesdits vecteurs. Notre contribution la plus importante a été
d’utiliser ces vecteurs approximatifs à des fins de projection en séparant les valetirs
propres par groupe pour limiter les besoins de stockage. La plus grande victoire de
cette approche, c’est qu’elle permet de stabiliser l’algorithme de Lanczos et d’en
extraire des valeurs popres exactes.
Il y a cependant plus dans le nouveau schéma numérique encore que la stabilité
et l’exactitude de ses résultats. On sait qu’il faut, pour le calcul des résonances à
l’aide d’un hamiltonien perturbé par un CAP, répéter le calcul à plusieurs reprises
(typiquement 10 à 20 fois) pour minimiser la perturbation [36. 37].. Nous avons
déniontré à l’aide d’exemples numériques qu’il n’était pas nécessaire de procéder
ainsi. En choisissant les paramètres du potentiel absorbant de façon appropriée, on
peut générer à l’aide de l’algorithme un ensemble de fonctions propres approxima
tives qui possèdent des conditions limites qui se rapprochent grossièrement de celles
qui minimisent la perturbation [41—46]. Notons que ces conditions sont différentes
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pour chacune des valeurs propres et le choix des paramètres du potentiel absorbant
est critique. Heureusement, il existe de très bonnes approximations disponibles
dans la littérature, notamment celle développée par Poirier et Carrington [47, 48].
Ainsi, nous avons démontré que les fonctions approximatives pour une CAP-guide
pouvaient servir de base pour la projection de l’hamiltonien non perturbé afin dob
tenir les énergies et les largeurs des résonances directement sans répéter le calcul.
Puisque les fonctions de base sont générées à l’aide d’un opérateur perturbé spécia
lement conçu pour imposer de bonnes conditions limites aux états résonants, ces
fonctions imposent le bon comportement aux fonctions propres de l’opérateur non
perturbé. En quelque sorte, nous proposons d’incorporer les conditions limites di
rectement dans les fonctions de base plutôt que de modifier l’opérateur. La stratégie
est payante puisqu’elle permet de réduire significativement le nombre d’opérations
nécessaires à la caractérisation des résonances. Pour une discussion plus approfon
die des conditions nécessaires à la formation d’une bonne base, nous référons le
lecteur à l’annexe II. Le principal désavaintage de la méthode est que le calcul des
vecteurs propres est obligatoire et ceci représente du travail excédentaire si l’on
ne veut extraire que les valeurs propres. Toutefois, ce travail n’est pas vain car les
fonctions d’onde contiennent beaucoup d’informations très utiles, par exemple pour
l’assignation des modes vibrationnels associés à chaque valeur propre.
Ayant remarqué que l’algorithme de Lanczos pour les matrices non symétriques
est instable et très souvent inexact [49—52], nous nous sommes intéressés à la géné
ralisation de l’algorithme proposé au chapitre 4 pour la caractérisation des états
résonants. Ainsi, nous avons proposé au chapitre 5 une méthode de type ‘boîte noi
re” qui contenait les éléments essentiels de la méthode en éliminant les raffinements
spécifiques au problème des résonances. Il existe certes des méthodes itératives très
efficaces basées sur la projection de la matrice étudiée dans un espace de Krylov
orthogonal mais les méthodes de projection biorthogonate offrent l’avantage de ne
nécessiter que très peu de stockage en mémoire [51,53, 54]. De plus, il est connu que
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la convergence des méthodes de projection biorthogonale est supérieure à celles de
projection orthogonale [50.54]. Nous avons choisi d’éliminer le recours à la variante
‘coup1ed two-term Lanczos” qui, cpioicue favorisant la convergence, n’est pas néces
saire pour illustrer Fessence de notre nouvelle approche. Ainsi, nous sommes arrivés
à un schéma raffiné faisant appel. dans un premier temps. à l’algorithme de Lanc
Z05 non symétrique et ses propriétés de convergence favorables pour extraire d’une
matrice générale un ensemble de valeurs propres approximatives. Il est bien connu
que l’algorithme utilisé sans réorthogonalisation génère plusieurs copies inexactes
des vraies valeurs propres en pius dautres valeurs propres non physiques [55, 56].
Nous avons donc défini un critère numérique pour regrouper les valeurs propres
copiées en agrégats et proposé l’utilisation d’un filtre, développé par Cullum et
Willoughby pour les problèmes symétriques [40], afin de se débarrasser des valeurs
propres non physiques. Les valeurs satisfaisant ces deux critères ont été utilisées
pour le calcul de vecteurs propres gauches et droits approximatifs. Nous avons en
suite montré qu’il était possible d’utiliser efficacement ces vecteurs pour projeter
la matrice originale et ensuite en extraire les valeurs propres numériquement très
précises. Cette méthode peut être alternativement vue comme une forme dérivé de
la méthode de Ritz pour extraire les valeurs et vecteurs propres en utilisant une
base particulière, générée à l’aide de l’algorithme de Lanczos [15].
Plusieurs tests numériques provenant de différents domaines ont été étudiés pour
démontrer la stabilité et l’exactitude dtm schéma numérique proposé. Ainsi, nous
avons éprouvé la nouvelle méthode, baptisée RULE (“Refined Unsymmetric Lanc
zos Eigensolver”) à l’aide d’exemples allant de la modélisation de la stabilité d’une
aile d’avion en vol à la résolution d’une équation aux dérivées partielles, en pas
sant par une reformulation du problème des résonances discuté plus haut [57—591.
Ainsi, nous avons démontré qu’il était possible, grâce à RULE, d’extraire des va
leurs propres exactes pour des matrices de petite, moyenne et grande taille, tant
pour les valeurs propres extrêmes que pour les valeurs propres situées un peu à
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l’intérieur du spectre pour lesquelles la précision est généralement moins bonne.
Nous avons pu constater que le coût de la présente méthode se compare avantageu
sement à l’implémentation la plus populaire de l’algorithme dArnoldi, contenue
dans ARPACK [60]. Un des principaux avantages de RULE sur ARPACK vient
de l’exploitation de l’information contenue dans un très grand espace de Krylov
biorthogonal. ARPACK utilise une méthode à faible stockage qui tente de raffiner
un très petit espace de Krylov orthogonal selon les propriétés des valeurs propres
désirées (plus grande norme, plus petite partie réelle. et.c.). De plus, contrairement
à ÀRPACK, RULE ne nécessite pas de réorthogonalisation des vecteurs au fil des
itérations, ce qui représente une opération excessivement coûteuse quant au nombre
de flops et au stockage en mémoire [15, 53]. Le schéma que nous avons proposé pré
sente toutefois certaines limites qu’il convient ici de rappeler. D’abord, la qualité
des résultats obtenus est grandement influencée par la présence de vecteurs de base
associés à des valeurs propres non physiques. Le filtre utilisé dépend d’un paramètre
qui doit être choisi par l’utilisateur, la tolérance relative. Une grande attention doit
donc être portée pour sa sélection, quoique presque tous les exemples qui ont été
reportés au chapitre 5 se soient montrés particulièrement robustes à cet égard. Fi
nalement, malgré qu’il soit possible d’extraire efficacement des valeurs propres non
extrêmes à l’aide de RULE, ses propriétés de convergence ne permettent pas de pré
tendre que les valeurs situées dans des régions très denses du spectre pourront être
facilement obtenues. Ainsi, nous croyons que le recours à une transformation spec
trale serait nécessaire dans ce cas [51,53]. Heureusement, cette limite est commune
à toutes les méthodes itératives.
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CHAPITRE Z
CONCLUSION
Le but de la présente thèse visait le développement de nouvelles méthodes numé
riques pour la résolution de problèmes de dynamique moléculaire. Plils spécifique
ment, nous nous sommes concentrés sur l’étude théorique de propriétés spectrosco
piques d’états métastables afin de pouvoir les interpréter en termes moléculaires et
de les caractériser tant de façon quantitative que qualitative. Rappelons qu’un état
métastable est défini comme un état qui possède une durée de vie finie. Ainsi, nous
avons développé un nouvel intégrateur pour étudier la photodissociation d’une mo
lécule en phase gazeuse soumise à une forte radiation électromagnétique. De plus,
nous avons proposé l’utilisation d’tme méthode itérative contractée pour l’étude
de la réaction d’isomérisation du système acétylène-vinylidène. Finalement, nous
avons établi une nouvelle approche pour le calcul des énergies et durées de vie
des états résonants de petites molécules. Toutes ces études sont regroupées sous un
même thème unificateur : le développement de nouvelles méthodes pour le calcul et
la caractérisation des états métastables dans l’espoir de n;ieux comprendre les nié
canismes régissant les réactions chimiques à l’état moléculaire. La dernière méthode
proposée (RULE) se situe un peu en marge des autres en ce qui concerne le domaine
d’application mais s’inscrit néanmoins dans la même lignée, soit le développement
d’outils numériques plus efficaces.
Dans leur ensemble, les quatre nouveaux schémas numériques se sont montrés
à la hauteur des attentes que nous avions du point de vue de l’efficacité. En l’oc
currence, l’idée promue au chapitre 2 est excessivement efficace tout en gardant
la simplicité essentielle pour une application à grande échelle. L’avantage que pré
sente la structure “boîte noire” de la nouvelle approche est très important pour’
motiver l’application d’une méthode à une variété de problèmes. La supériorité de
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l’intégration directe dans la représentation d’interaction, des poiiits de vue de la
stabilité et de l’efficacité, n’est plus à démontrer et nous avons d’ores et déjà pré
senté les conditions nécessaires à son bon fonctionnement. À l’opposé, l’efficacité
de la stratégie employée pour la caractérisation du système acétylène-vinylidène
ne représentait pas le point clé de la méthode. Néanmoins, nous avons démontré
que l’utilisation d’une base contractée en conjonction avec une méthode itérative
pouvait être suffisamment efficace pour extraire des niveaux vibrationnels situés à
énergie extrêmement élevée. La structure complexe de la base contractée ainsi que
sa grande taille nous ont forcés à développer une nouvelle stratégie de parallélisa
tion dont les performances en ternies de temps CPU se sont montrées excessivement
satisfaisantes. Pour ce qui est de la caractérisation des résonances de HCO à l’aide
d’un potentiel absorbant, nous avons amélioré l’efficacité de la méthode standard
en éliminant le recours à une minimisation paramétriiue de la perturbation qui
imposait qu’on répète plusieurs fois le calcul. Notre schéma numérique est basé
sur la méthode de Lanczos et tire avantage d’une stratégie récemment développée
pour éviter l’utilisation de l’arithmétique complexe. ce qui réduit encore la charge
de travail. Par la généralisation de cette approche, nous obtenons une méthode
alternative pour l’extraction des valeurs propres et vecteurs propres de toute ma
trice non symétrique réelle. Cette nouvelle méthode a démontré sa grande efficacité
par la comparaison avec la méthode de référence et nous avons observé que ses
besoins en mémoire et en temps CPU sont très faibles à cause de l’absence de
toute forme de réorthogonalisation. Somme toute, les nombreux tests numériques
des méthodes introduites dans les chapitres précédents montrent clairement que les
nouvelles approches proposées dans la présente thèse sont très efficaces.
Les travaux de la présente thèse ont aussi proposé un certain nombre de solutions
aux problémes numériques reliés aux erreurs d’arrondissement. Dans le cas des
problèmes symétriques comme celui associé au vinylidène. il est bien connu que ces
erreurs d’arrondissement sont responsables de la perte d’orthogonalité des vecteurs
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de Lanczos. Ceci cause un ralentissement de la convergence des états situées à
haute énergie sans toutefois rendre la méthode instable. Dans ce cas, nous avons
opté pour une simple stratégie de réortiiogonalisation locale qui s’est montrée trés
robuste et facile à implémenter. Pour les problèmes non symétriques. il se trouve que
les erreurs d’arrondissement entraînent une instabilité qu’il nous a été impossible de
contourner à l’aide de la réorthogonalisation locale. Une stratégie différente a donc
été proposée, soit l’utilisation de l’information approximative, c’est-à-dire polluée
numériquement, à des fins de raffinement pour extraire des valeurs et vecteurs
propres numériquement exacts. Nous avons éprouvé cette idée à l’aide de nombreux
tests provenant de différents domaines et présentant des défis intéressants. De façon
globale, les stratégies ciue nous avons en;ployées pour la résolution de nos problèmes
ont permis de bien contenir les effets néfastes des erreurs d’arrondissement et de
maintenir la stabilité de l’algorithme.
7.1 Perspectives futures
Les applications potentielles des méthodes précédemment discutées sont mul
tiples. Dans un premier temps, la stratégie de parallélisation couplée à la méthode
itérative contractée et ses raffinements s’est avérée très robuste, ce qui indique
que l’approche pourrait être utilisée pour étudier d’autres systèmes de taille simi
laire ou légèrement supérieure. Notamment, nos idées pourraient être applicables
à l’étude de l’isomérisation entre les formes cis et trans de la molécule de HONO.
Les niveaux vibrationnels associés aux deux espèces calculés à l’aide d’une mé
thode itefative approximative ont été reportés récemment [1] et reproduisent les
données expérimentales avec une précision denviron lOcm’. L’utilisation de notre
méthode exacte permettrait de déterminer si l’écart entre les valeurs théoriques et
expérimentales est dû à l’utilisation d’une méthode approximative ou représente
une limite du potentiel ab initio proposé par les auteurs. De plus, des calculs préli
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minaires étudiant les vibrations associées aux degrés de liberté de déformation de
la molécule de CH3F ont été récemment publiés [2]. Il serait intéressant de savoir
s’il est possible, à l’aide de notre nouvelle méthode contractée, d’utiliser cette in
formation pour calculer les niveaux vibrationuels de la molécule en 9 dimensions.
Ceci permettrait une analyse des fréquences vibrationnelles observées expérimen
talement.
Dans un second temps. la méthode de propagation proposée au chapitre 2 pour
rait être titilisée pour améliorer les performances de la méthode connue sous le nom
de “Multi Configuration Time-Depend Hartree” (MCTDH). C’est une méthode ap
proximative très puissante qui permet de résoudre l’équation de $chrôdinger dé
pendante du temps pour des systèmes de taille moyenne. Les analyses de certaines
propriétés du pyrazine [3], de l’allène [4], du butatriène [5] , du benzène [6] et du
furane [7] ont été reportées. L’efficacité de MCTDH dépend de plusieurs facteurs.
notamment de la résolution d’un système d’équations du mouvement couplées dont
une partie est linéaire et une autre partie non linéaire. La solution des équations
linéaires est faite à l’aide d’une méthode conventionnelle en dynamique moléculaire
(SIL) et l’intégration des équations non linéaires se fait normalement à l’aide d’un
intégrateur de Runge-Kutta non préconditionné [8]. Il est anticipé que l’utilisation
de notre schéma d’intégration dans la représentation d’interaction pourrait entraî
ner des gains de performance significatifs et donc permettre l’étude de systèmes de
taille encore plus importante. Notons toutefois que la forme des équations couplées
dans la représentation d’interaction ainsi que la composition du préconditiomieur
nécessaire à cette fin ne sont pas encore connues.
Finalement, la méthode proposée pour l’étude des résonances de HCO pourrait
être appliquée à de nombreux autres systèmes du même type. En l’occurrence, il
existe plusieurs molécules de taille similaire, dont le potentiel de l’état fondamental
admet des résonances bien isolées comme solution, qui ont été étudiées expéri
mentalement (DCO [9], HOC1 [10], D2CO [11], HFCO [12], CH3O [13], HN3 [14]
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et HONO [15]). La caractérisation théorique des états résonant.s de ces molécules
pourrait ainsi être faite efficacement grâce à notre nouvelle approche. De plus, la
généralisation de la méthode présentée au chapitre 5, RULE, pourrait être utile
à la résolution d’un certain nombre de problèmes de chimie théorique ainsi que
de physique numérique. Notamment, le calcul de la probabilité réactionnelle eu
niulative (CRP), directement lié à la constante de vitesse réactionnelle, peut être
reformulé en termes de fonctions de Green et d’opérateurs d’absorption [16.17]. Se
lon cette reformulation, on doit résoudre un problème non symétrique aux valeurs
propres. La méthode RULE pourrait être utilisée à cet effet, quoique la viabilité
de l’approche reste à démontrer. Il faudrait notamment développer une stratégie
pour évaluer efficacement l’effet d’une fonction de Green sur un vecteur. Il est bien
connu que la singularité des fonctions de Green en rend l’inversion et l’application
sur un vecteur ardues.
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Annexe I
Coordonnées de Jacobi pour représenter
le système acétylène-vinylidène
FIG. 1.1 Coordoiiuées de Jacobi choisies 0llf représeliter les six degrés de libertés








Analyse du comportement des fonctions de
bases amorties utilisées pour le calcul des
états résonants
Dans cette annexe, nons proposons une analyse du comportement des fonctions
de bases utilisées au chapitre 4 pour le calcul des états résonants. Les conditions
nécessaires rnazs non snffisantes ciue celles-ci doivent remplir sont ici décrites en
termes de perturbation à la fonction cFonde exacte du système. Ainsi, notre but
ultime est de résoudre l’éciuation
(IL 1)
où r est la coordonnée de dissociation et E est l’énergie associée à une solution
particulière du problème. é’(r). Cette solution doit respecter la condition limite
‘tl’(r) = e dans la limite de dissociation de la molécule considérée. L’éner
gie associée devient donc complexe et sa fonctioll d’onde diverge asymptotique-
ment. Considérons maintenant le développement de cette fonction d’onde cliver
gente dans une base de fonctions complexes de carré intégrable, cest-à-dire des
fonctions convergentes dans la limite de dissociation. Ces fonctions de bases seront
définies par l’équation
((r)
— iTT(r)) k(’) = Ei.i(V) , (11.2)
où Iî/(r) est un potentiel absorbant complexe (CAP) et j est le paramètre de force
du CAP. Rappelons que le CAP doit être O dans la région d’interaction, c’est-
à-dire clui décrit les états liés du système. et doit ensuite augmenter doucement
afin d’absorber la queue de la fonction d’onde sans causer de réflexion. Puisque
xxii
la fonction y(r) est divergente, son développement dans une base de fonctions
convergente sera entaché d’erreur. On peut représenter de façon exacte J’(r) sous
cette forme




c,(r) est l’expansion de la fonction d’onde dans la base et °E est
/= 1
l’erreur associée à l’utilisation d’une base de fonctions convergentes. En substituant
dans Ec1. (11.1). on obtient ainsi
H(r):’fb(7’) + (r)OE(r) = E’fb(r) + EOE(r) . (II.
En multipliant par fb(r) à gauche et en intégrant sur tout l’espace, on a
(/bHfb) + ()fbHOE) = E(bfb) + . (11.5)










L’équation 11.7 permet de définir les conditions auxquelles doivent satisfaire nos
fonctions de base afin de minimiser l’erreur dans Féquation 11.6. Réarrangeons dans
un premier temps Eq. (11.2) de sorte ciue
H(r)k(r)
=
(c + iii’7(r)) k(T) (11.8)
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et substituolls ellsuite ce résnltat dans Féqiatioi 11.7. Donc.
CE(O) = + i’riW(r)OE) (11.9)
Ck(E k)(OE> i7]CkKT1”(T)OE) (11.10)
ck(dOE) = (11.11)
Puiscine la cluailtité °E est inconnue et peut être excessivement grande à Fextérieur
de la région d’interaction, là où le potentiel absorbant devient lui aussi très graud,
nous cherchons des fonctions de base qui satisfont simultanément aux conditions
(OE) —* O et (q5JT7(r)O) — 0. En ternies plus physiques. nous imposolis
que toutes les fonctions de base décroissent et tendent vers O dans la régioii où le
potentiel absorbant croît.
