This paper presents the results of a numerical study of the stably stratified flow over a low smooth hill. The emphasize is on certain problems related to artificial boundary conditions used in the numerical simulations. The numerical results of three-dimensional simulations are shown for a range of Froude and Reynolds numbers in order to demonstrate the varying importance of these boundary issues in different flow regimes. The simulations were performed using the Boussinesq approximation model solved by a high-resolution numerical code. The inhouse developed code is based on compact finite-difference discretization in space and Strong Stability Preserving Runge-Kutta time integration.
Introduction
The stably stratified flows are one of the classical examples of complex environmental flows. Despite of their quite simple and straightforward mathematical model, their numerical simulation remains quite challenging. Besides of the increased computational cost, with respect to the homogeneous fluids simulations, the complex wave structures found in a typical stably stratified flow field require a much more attention. The key point is to impose a mathematically correct, computationally realizable, but yet physically meaningful boundary conditions, namely at the artificial far-field boundaries of the computational domain.
Our own simulations of a stably stratified flow over a 2D smooth hill Bodnár and Beneš [2] , [6] confirmed the essential qualitative behavior of the solution, i.e. the buoyancy effects manifested by the massive wave patterns in the flow field. These effects are namely characterized by the 1. Buoyancy frequency
The parameter N is usually referred to as the Brunt-Väisälä frequency. Here the key physical parameters are the gravity acceleration g, characteristic density ρ * and the vertical density gradient
The interpretation of this parameter depends on the choice of the characteristic length L F (hill height, its half-length, etc.). It can be e.g. understood as a ratio of buoyancy time-scale 1/N over the advection time-scale L F /U ∞ .
Our recent 3D simulations published in Bodnár and Fraunié [4] have verified the three-dimensional complexity of the wavy patterns in the flow field. These simulations, as well as the broad range of simulations of other authors, have revealed certain problems in the computational setup, especially concerning the boundary conditions at the artificial boundaries of the computational domain.
These inlet and far-field boundary conditions heavily affect the solution. Their appropriate choice and numerical implementation is thus essential for reliable capturing the physical phenomena in the flow field. While passing through the papers dealing with the numerical simulations of stably stratified flows over hill-like obstacles, it became soon quite obvious that there is some problem with the boundary conditions. For different variants of mathematical models and numerical methods, broad range of geometries, computational grids and flow regimes, the computational setup and the associated boundary treatment was visibly a common problem in almost all the papers. One would say that to impose meaningful and problem-free boundary conditions for stratified, but yet geometrically simple steady case, should not be much more difficult than in the non-stratified homogeneous case. It was however found that in most papers, if they mention the computational setup and especially the boundary conditions in detail, the authors were facing serious problems. Thus they often adopted a pragmatic, but from the mathematical and numerical point of view, not very clean and pleasant approach. The most simple of these tricks is to show only the results in a small portion of the computational domain, far from the problematic boundaries. This is often combined with the use of the damping/buffer/sponge zones approach adopted close to the external artificial boundaries, as it can be seen e.g. in Sachsperger et al. [11] , Gatti-Bono and Colella [9] , Ford [8] , Slinn and Riley [12] , Bauer et al. [1] , Wan and Porté-Agel [16] etc. . Among others of these non-standard boundary approaches let's mention e.g. Uchida and Ohya [13] , where the free-slip conditions were used on the wall, except the hill surface (and the downstream wall in Uchida and Ohya [14] ). The free-slip condition was also used for some simulations in Vosper [15] , Bauer et al. [1] . In some works, the simulations are considered as time-dependent (transitional) and they are stopped at a finite-time, before the boundary problems affect the solution in the part of the computational domain, that is of the primary interest. This is e.g. the case of Ding et al. [7] , saying that: It is noted that the upstream and downstream boundary conditions are artificial and they may reflect waves back into the simulation domain. Therefore, simulations are ended before reflected waves affect the region in which we are interested during the computation.
So it's pretty apparent, that the stably stratified case setup is much more complicated, than the classical non-stratified case. The mathematical model and numerical results presented hereafter should better demonstrate certain features related to this problem.
Mathematical model
The full incompressible, viscous (laminar), variable density model can be written as:
These equations together with the incompressibility constraint divu = 0 lead to the set of governing equations for the velocity u(x, t), density ρ(x, t) and pressure field p(x, t). This model is sometimes called the non-homogeneous Navier-Stokes equations. This system is used as a starting point to develop the so called Boussinesq approximation. The pressure and density fields are assumed to be a perturbation of the hydrostatic equilibrium state:
where the background density and pressure fields are linked by the hydrostatic relation:
with the gravity force (acceleration) expressed as g = (0, 0, g). This leads to a rearranged momentum equation:
So far only decompositions and rearrangements were applied to the governing system, no approximations were made, and thus the momentum equation (8) is equivalent to the original (4). The Boussinesq approximation is obtained from the full model by replacing the complete density ρ(x, t) on the right hand side of momentum equation (8) by a suitable fixed (in space and time) characteristic density ρ * . This immediately leads to the approximate set of governing equations, the so called Boussinesq approximation:
Here the system was written in terms of the density perturbation ρ ′ = (ρ − ρ 0 ), however it can also be written in terms of the complete density
This is the system that was used in the numerical simulations presented in this paper.
The only difference between the full system of non-homogeneous Navier-Stokes equations and the Boussinesq approximation is in the scaling of certain terms in the momentum equation by the constant characteristic density ρ * instead of the complete ρ(x, t).
Numerical simulations
The computational setup used in this study is motivated by the towing tank laboratory experiments described in [10] and numerical simulations from [7] . The numerical solver used to obtain the results presented in this paper is a three-dimensional extension of the method used and described in [2, 6] . It uses a compact finite-difference discretization in space and Strong Stability Preserving (SSP) Runge-Kutta time integration. Here the sixth-order spatial discretization was combined with third-order SSP RK method in (pseudo-)time. The artificial compressibility was used to compute the pressure and to enforce the divergence-free constraint. In order to smooth the high frequency numerical oscillations, the eight order compact low-pass filter was used. This method code was first tested (in its 3D version) in [4] , while the essential features are inherited from the 2D version used in [2, 6] .
Computational setup
A three-dimensional computational domain is chosen as a bounded part of a half-space, with a rotationally symmetric hill placed on a wall. The 3D computational block has a size L x × L y × L z , with the z coordinate pointing in vertical direction (against the gravity acceleration) and the x coordinate pointing in the free stream direction. The hill shape is the same as in [10] , resp. [7] , i.e. the surface elevation z s (r) is given by an inverse of a fourth order polynomial in terms of a distance r from the hill symmetry axis.
The domain dimensions, in terms of this parameter, are L x = 30h, L y = 10h, L z = 5h. The hill is placed (together with the origin of the coordinate system) at the center of this domain, i.e. at the position L x /2 = 15h from the inlet, at the plane of symmetry.
Boundary conditions Besides of physical relevance, the choice of boundary conditions is essential in obtaining well posed mathematical problem that will be numerically solvable. In the case considered here, it should be kept in mind that except the solid wall, all the other boundaries of Figure 1 : Computational domain configuration the domain are artificial and so are most of the boundary conditions. Our choice of the boundary conditions is motivated by physics and adjusted to the character of governing equations of the mathematical model.
• Inlet . . . The velocity profile u = (u(z), 0, 0) is prescribed. The horizontal velocity component u is given by the Pohlhausen-Kármán profile u(z) = U * (2z −2z 3 +z 4 ), where non-dimensional heightz is defined using the boundary layer thickness H = h asz = z/H. Density perturbation ρ ′ is set to zero, while homogeneous Neumann condition is used for pressure.
• Outlet . . . Homogeneous Neumann condition is prescribed for all velocity components, as well as for the pressure and density perturbations.
• Wall . . . No-slip conditions are used on the wall, i.e. the velocity vector is set to u = (0, 0, 0). Homogeneous Neumann condition is used for pressure and density perturbations.
• Top (Free stream) . . . Homogeneous Neumann condition is used for all quantities including pressure and density perturbations.
• Sides . . . Homogeneous Neumann condition is used for all quantities including pressure and density perturbations. This is the basic simple computational setup that works well in the case of homogeneous (i.e. non-stratified) case. Certain modifications of this boundary configuration are described further in the Section 3.2, to demonstrate the important effects of such changes. In the simulations shown below (Fig. 2) , the fluid and flow parameters are chosen close to those used in [10, 7] . The fluid is characterized by density ρ * = 1000kg · m −3 and dynamical viscosity µ = 10 −3 kg · m −1 · s −1 . The linear background density profile is defined by ρ 0 (z) = ρ * + γ · (z − h). The gravity acceleration acts against the z coordinate, so g = −10m · s −2 . The hill height h = 2cm = 0.02 m was chosen as the characteristic length scale for both, the Reynolds number (where h represents the boundary layer thickness) as well as for the Froude number (where h represents the vertical displacement scale).
Numerical results
The results shown hereafter in the Fig. 2 demonstrate the most important changes while passing from the non-stratified case (with F = ∞) to strongly stratified case with F = 1, resp. F = 1/2. The isosurfaces of the vertical velocity allow to distinguish between the regions of ascending/descending flow, showing the wavy character of the fluid flow. In the homogeneous case with the Froude number F = ∞, resp. background density gradient γ = 0, the increase of the free stream velocity U ∞ leads to creation of an unsteady, but yet symmetric vortex street detaching from the lee side of the hill. The introduction of stratification stabilizes the solution and the steady state is recovered. The wavelength of the lee waves is visibly the same for the stratified cases with U ∞ = 0.01 0.02 0.04 It is however evident that the velocity plays its role in the appearance of the spurious waves generated in the lower inlet edge/corner of the computational domain 2 . In all the stratified cases there is always an issue with the inlet profile, close to the no-slip wall. This problem seems to be stronger at lower velocities, while it gets weaker for the faster flows when the flow becomes more driven (dominated) by convection .
In the following Figs. 3-5, some results are shown for the variants of the computational setup with U ∞ = 0.01 m · s −1 and γ = −25 m −1 , i.e. for F = 1 and Re = 200. The importance of the artificial boundary conditions is clearly seen e.g. from the comparison of the Fig. 3 , showing the results obtained for the standard boundary conditions setup described above, with the results obtained for two modifications of this setup, shown in the Fig. 4, Fig. 5 respectively . In Figure 3 : Contours of the (nondimensional) vertical velocity w = w/U ∞ . Standard setup, i.e. Neumann conditions imposed for all quantities at the top and outlet boundaries. the first case, when the boundary conditions at the top boundary are a little bit changed, the results can be quite different. In the Fig. 4 are shown the results for the simulation where the vertical velocity component w was extrapolated (linearly) at the top boundary, instead of using homogeneous Neumann condition as in the standard setup. No other changes were made in the whole simulation. The change in the results seems to be dramatic, however the results are very Figure 4 : Contours of the (nondimensional) vertical velocity w = w/U ∞ . Velocity component w is extrapolated at the top boundary. similar close to the hill, which is the area of primary interest. The visible differences caused by the minor change in the simulation setup (extrapolation instead of Neumann condition for w) at the top boundary, can be explained by certain compatibility issues between the governing equations (namely the divu = 0 constraint) and the imposed boundary conditions.
Another interesting modification of the standard computational setup is motivated by the aim to reduce the spurious waves generated in the lower inlet corner (edge) of the computational domain. An option (at least for the low speed flows) might be to use the homogeneous Neumann condition for the density ρ (resp. ρ ′ ) instead of the standard Dirichlet condition at the inlet. The results obtained using this modified setup are shown in the Fig. 5 . Again, only the the inlet condition for ρ was modified, with respect to the standard setup, i.e. with respect to the results shown in the Fig. 3 . This choice seems to be a little bit counter intuitive, because the density ρ is governed by the transport equation (11) or (9), where the classical choice is to prescribe the values of the transported quantity at the inlet boundary. Here we should keep in mind that the transported quantity (ρ or ρ ′ ) is not a passive scalar. The equation (11) or (9) is a part of the governing system, where the density ρ (or its perturbation ρ ′ ) plays an active role in the buoyancy force in the equation (12) or (10) . In the steady case, the equation (11) should rather be understood as a geometrical constraint to the density and velocity field, specifying that u · ∇ρ = 0, i.e. the velocity vector should be orthogonal to the density gradient. From this point of view, at the inlet boundary, where the velocity vector is horizontal, the homogeneous Neumann boundary condition for density seems to be a natural choice.
The above results demonstrated the model sensitivity to the choice of the artificial boundary conditions. The choice of these conditions especially affects the accuracy of the model predictions when compared to the results obtained on a larger computational domain. Some comparisons of such small versus larger domain simulations were shown for a 2D case in our previous work [6] .
Conclusions & Remarks
The numerical simulations presented in this paper demonstrated some of the problems appearing in stratified flows simulations, when using the standard computational setup based on previous experience from the solution of the homogeneous (i.e. non-stratified) problems. It has been shown that although the primary cause of the appearance of the non-physical spurious waves comes from the stratification, the level to which these waves affect the solution strongly depends on the Reynolds number, or better to say, on the flow velocity. These unwanted effects seem to be more apparent for slower flows.
This behavior can partially be explained by the change in the nature of the flow that is convection dominated for higher velocities, while the buoyancy forcing is more important for slower flows. Thus, for situations where the flow is no more dominated by convection (i.e. by transport), the prescribed (Dirichlet) inlet boundary condition for the density perturbation ρ ′ seems to be incompatible with the governing system of equations, causing the solved problem to be (at least locally) overdetermined. This might be the primary cause of the spurious waves generated in the lower inlet corner/edge of the computational domain. In this context it is also worth of noting, that the corresponding vertical velocity perturbation is stronger close to the (no-slip) wall, where the flow velocity is diminishing. To some extent this hypothesis is also supported e.g. by the simulations in [13, 14] , where the (non-physical) free-slip wall boundary condition was used close to the inlet, which eliminated the problem with the spurious waves.
The results obtained using the modified setup, with Neumann inlet boundary condition for density, seem to be promising. The performed numerical simulations have however shown that this approach leads to an instability for higher speeds, where the original setup, with the Dirichlet condition, works better, which can also be seen in the Fig. 2 .
The focus of future studies will be on the tests of alternative inlet and far-field boundary conditions, based on a deeper mathematical analysis of the governing system. Also the issues related to the convergence of the numerical model, depending on the choice of these boundary conditions, should be addressed.
