Mixed spectral regimes for square Fibonacci Hamiltonians by Fillman, Jake et al.
MIXED SPECTRAL REGIMES FOR SQUARE FIBONACCI
HAMILTONIANS
JAKE FILLMAN, YUKI TAKAHASHI, AND WILLIAM YESSEN
Abstract. For the square tridiagonal Fibonacci Hamiltonian, we prove exis-
tence of an open set of parameters which yield mixed interval-Cantor spectra
(i.e. spectra containing an interval as well as a Cantor set), as well as mixed
density of states measure (i.e. one whose absolutely continuous and singular
continuous components are both nonzero). Using the methods developed in
this paper, we also show existence of parameter regimes for the square contin-
uum Fibonacci Schro¨dinger operator yielding mixed interval-Cantor spectra.
These examples provide the first explicit examples of an interesting phenome-
non that has not hitherto been observed in aperiodic Hamiltonians. Moreover,
while we focus only on the Fibonacci model, our techniques are equally appli-
cable to models based on any two-letter primitive invertible substitution.
1. Introduction
The purpose of this work is to investigate the interesting phenomenon of mixed
interval-Cantor spectra occuring in some natural higher-dimensional versions of one-
dimensional substitution models. More precisely, we study the square of the exten-
sively studied Fibonacci Hamiltonian and its generalizations (compare [7,11,12,23]).
The reason for this choice is three-fold: (1) the one-dimensional versions have been
extensively studied as prototypical examples of one-dimensional quasicrystals and
the square models present a natural next step towards honest models of higher-
dimensional quasicrystals; (2) the square models have also been considered in a
physical setting [17, 19–21], and while numerical studies have appeared, analytical
results are scarce (to the best of our knowledge, the only comprehensive work in
this direction to date is [11]); (3) while the more commonly accepted models of
two-dimensional quasicrystals (such as those based on the Penrose tiling) are cur-
rently out of reach, the square models are amenable to a rigorous analysis using
tools which are presently available. Our techniques are based on spectral theory,
smooth dynamical systems, and geometric measure theory. Our techniques are
equally applicable to models based on any two-letter primitive invertible substitu-
tion (compare [23]).
1.1. Models and main results. Define the parameter space R by
R = {(p, q) ∈ R2 : p 6= 0} .(1)
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Given θ ∈ T def= R/Z, we define a Sturmian sequence {ωn} via
ωn
def
= χ[1−α,1)(nα+ θ mod 1), n ∈ Z,
where α =
√
5−1
2 , the inverse of the golden mean. Given λ = (p, q) ∈ R, we define
the coefficients {pn} and {qn} by
(2) pn
def
= (p− 1)ωn + 1 =
{
1 if ωn = 0
p if ωn = 1
and qn
def
= qωn,
and then the operator Hλ is defined on `
2(Z) via
(Hλφ)n = pn+1φn+1 + pnφn−1 + qnφn.(3)
Then the so-called square Hamiltonian, which acts on `2(Z2), is given by(
H2(λ1,λ2)φ
)
n,m
= (Hλ1φ(·,m))n + (Hλ2φ(n, ·))m,(4)
where φ(·,m) and φ(n, ·) denote elements of `2(Z) defined by n 7→ φ(n,m) and
m 7→ φ(n,m), respectively. Equivalently, `2(Z2) is canonically isomorphic to the
tensor product `2(Z)⊗ `2(Z); under the canonical identification, H(λ1,λ2) ∼= Hλ1 ⊗
I2 + I1 ⊗ Hλ2 , where Ij denotes the identity operator acting on the jth factor of
the tensor product.
It is known that the spectrum of the operator Hλ is independent of the choice of
θ ∈ T, hence its suppression in the notation. The spectrum, the spectral measures,
and the density of states measure of this operator have been studied in the context of
electronic transport properties of quasicrystals, as well as their magnetic properties
(see [30, 31], and the survey [23]); this operator is also particularly attractive as a
generalization of the extensively studied Fibonacci Schro¨dinger operator (see [5,12]
and references therein). It is known that the spectrum of Hλ is a Cantor set of zero
Lebesgue measure whenever it is different from the free Schro¨dinger operator, i.e.,
whenever λ ∈ R \ {(1, 0)} [30, Theorem 2.1]. Moreover, in this case, the spectral
measures and the density of states measure are purely singular continuous. It is
worth noting that in contrast to the Schro¨dinger Fibonacci Hamiltonian (i.e. the
case in which p = 1), the spectrum of Hλ exhibits rich multifractal structure in
general (compare [12, Theorem 1.1] and [30, Theorem 2.3]).
Remark 1.1. Notice certain geometric restrictions in [30, Theorem 2.3]. Similar
restrictions in the Schro¨dinger case were recently lifted in [12]. In this paper, we
lift those restrictions in full generality (Theorem 2.1 below), so that [30, Theorem
2.3] holds without any restrictions on the parameters.
Like in the one-dimensional case, the interest in the square model is driven by
the desire to understand fine quantum-dynamical properties of two-dimensional
quasicrystals. Indeed, the square model was proposed as a model that is simpler
than the commonly accepted model for a two-dimensional quasicrystal; unlike the
general model, the square model is susceptible to a rigorous study since its spectral
data can be expressed in terms of the spectral data of the one-dimensional model.
Moreover, like the general model, the square model is physically motivated (e.g.
[17,19–21]). However, even this simplified case presents substantial challenges, and
some of the resulting problems are of independent mathematical interest (e.g. sums
of Cantor sets and convolutions of measures supported on them; see the introduction
in [11] for a deeper discussion and references).
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Let us denote the spectrum of Hλ by Σλ, and that of H
2
(λ1,λ2)
by Σ2(λ1,λ2). By
general spectral-theoretic arguments (see [11, Appendix A], for example),
Σ2(λ1,λ2) = Σλ1 + Σλ2
def
= {a+ b : a ∈ Σλ1 , b ∈ Σλ2} ,
and the relevant measures supported on Σ2(λ1,λ2) (i.e. the spectral and the density of
states measures) are convolutions of the respective measures of the one-dimensional
Hamiltonian.
Regarding the topology of Σ2(λ1,λ2), some partial results are available. For ex-
ample, if λ1 = (1, q1) and λ2 = (1, q2) with qi, i = 1, 2, sufficiently close to zero,
Σ2(λ1,λ2) is an interval, while for all qi, i = 1, 2, sufficiently large, Σ
2
(λ1,λ2)
is a Can-
tor set of Hausdorff dimension strictly smaller than one, and hence also of zero
Lebesgue measure [6, 9]. These properties are established via the dynamical prop-
erties of the associated trace map (we recall the basics in Section 2.1; see [5] for
details). Similar results hold for parameters of the form (p, 0) ([9, Appendix A]
shows that all the spectral properties of the operators H(1,q) that can be obtained
from the trace map dynamics can also be obtained via the same methods, without
modification, for the operator of the form H(p,0)). The topological picture in the
intermediate regimes is currently unclear.
Let us adopt the following terminology for convenience: a set A ⊂ R is said
to be interval-Cantor mixed provided that A has nonempty interior, and for some
a, b ∈ A, a < b, [a, b] ∩A is a (nonempty) Cantor set. In this paper, we prove
Theorem 1.2. There exists a (nonempty) open set U ⊂ R such that for every
λ1, λ2 ∈ U , Σ2(λ1,λ2) is interval-Cantor mixed.
Remark 1.3. We suspect that for all λ1, λ2 ∈ R\{(1, 0)} sufficiently close to (1, 0),
Σ2(λ1,λ2) is an interval; at present, however, our techniques only show that Σ
2
(λ1,λ2)
is a union of compact intervals. More details are given in Remark 2.7.
In [11] the authors proved that for almost all pairs (q1, q2) sufficiently close to
(0, 0), the convolution of the density of states measures of the Hamiltonians H(1,q1)
and H(1,q2), supported on Σ(1,q1) + Σ(1,q2), is absolutely continuous. In this paper,
using the aforementioned multifractality of Σλ and appealing to the techniques of
[11], we prove the following measure-theoretic analog of Theorem 1.2.
Denote the density of states measure for the Hamiltonian H2(λ1,λ2) by
dk2(λ1,λ2) = dkλ1 ∗ dkλ2 ,(5)
where dkλ is the density of states measure for Hλ (see, for example, [29, Chapter 5]
for definitions), and ∗ is the convolution of measures (see [11, Appendix A] for
the relation (5)). For λ1, λ2 ∈ R, let us denote by (dk2(λ1,λ2))ac and (dk2(λ1,λ2))sc
the absolutely continuous and the singular continuous components (with respect to
Lebesgue measure) of dk2(λ1,λ2), respectively.
Theorem 1.4. There exists a (nonempty) open set U ⊂ R such that for every
λ1 ∈ U , there exists a full-measure subset V = V(λ1) ⊆ U with the property that
(dk2(λ1,λ2))ac 6= 0 and (dk2(λ1,λ2))sc 6= 0 whenever λ2 ∈ V.
Remark 1.5. A nonempty open U ⊂ R can be chosen so as to satisfy Theorems 1.2
and 1.4 simultaneously; see Remark 2.16 below.
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We suspect that one can choose U in such a way that the conclusion of Theo-
rem 1.4 holds for all pairs λ1, λ2 ∈ U , not just a full-measure set, but our proof
does not yield this stronger conclusion.
As another application of the methods of this paper, we can also contruct separa-
ble two-dimensional continuum quasicrystal models which exhibit mixed topological
structures in the spectrum. To construct an explicit example of a continuum qua-
sicrystal model, take λ > 0 (note the change in parameter space) and θ ∈ T. Define
ωn as before, take
Vλ(x) =
∑
n∈Z
λωnχ[n,n+1)(x),
and define the self-adjoint operator Hλ on L
2(R) by
Hλφ = −φ′′ + Vλφ.
Models of this type were considered in [7, 18]. By the results therein, we know
that σ(Hλ) does not depend on θ and is a (noncompact) Cantor set of zero Lebesgue
measure for all λ > 0. We denote this common spectrum by Σλ. As before, we define
the square operator on L2(R2) ∼= L2(R)⊗L2(R) by H2(λ1,λ2) = Hλ1 ⊗ I2 + I1⊗Hλ2 ;
the spectrum of the square Hamiltonian is given by Σ2(λ1,λ2) = Σλ1 +Σλ2 , as above.
Theorem 1.6. For all λ1, λ2 > 0, the interior of Σ
2
(λ1,λ2)
is nonempty. Moreover,
for all λ1, λ2 sufficiently large, there exists an interval I0 such that I0 ∩ Σ2(λ1,λ2) is
a nonempty Cantor set.
Remark 1.7. A few remarks are in order here.
(1) We suspect that more is true, namely, for all λ1, λ2 > 0, there exists E1 =
E1(λ1), E2 = E2(λ2) > 0 such that Σ
2
(λ1,λ2)
contains the ray [E1 +E2,∞),
but our methods do not prove this. If this is the case, the small-coupling
behavior of Ei is of interest – for example, does one have Ei(λi) → 0 as
λi → 0? Some details on this are contained in Remark 2.23.
(2) It follows directly from the results of [7] that for all λ ≥ 0, the Hausdorff
dimension of Σλ is equal to one. It is natural to ask where in the spectrum
the Hausdorff dimension accumulates. For example, in the discrete Jacobi
setting, the Hausdorff dimension may accumulate only at one of the extrema
of the spectrum [30]. In the continuum case, it turns out, the Hausdorff
dimension accumulates at infinity but, for certain values of λ, it may also
accumulate at finitely many points in the spectrum. A more extensive
discussion is given in Remark 2.19.
(3) In the continuum quasicrystal setting, there is no need to restrict to locally
constant potential pieces. We do this so that we can control the location
of the ground state and appeal to explicit expressions for the Fricke–Vogt
invariant, but it is interesting to ask whether general results of this type
hold for any choice of L2loc continuum potential modelled on the Fibonacci
subshift.
2. Proof of Theorems 1.2, 1.4, and 1.6
Our proof relies on the dynamics of the associated renormalization map, the Fi-
bonacci trace map. Detailed discussions on the dynamics of this map are contained
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(a) V < 0 (b) V = 0 (c) V > 0
Figure 1. Plots of the Fricke-Vogt invariant surfaces for a few
values of V .
in [3,4,8,25–27] and references therein, and are complemented by [31, Section 4.2].
We use freely standard notions from the theory of (partially) hyperbolic dynamical
systems; [15,16] can serve as comprehensive references, while sufficient background
is also given in [8] and the appendices of [31]. Let us briefly describe our approach.
2.1. Background. Given λ = (p, q) ∈ R, define
`λ(E)
def
=
(
E − q
2
,
E
2p
,
1 + p2
2p
)
, E ∈ R.(6)
In what follows, we use the notation `λ to also denote the image of R under `λ,
that is, the line `λ(R).
Given x, y, z ∈ R, define the so-called Fricke-Vogt invariant by
I(x, y, z)
def
= x2 + y2 + z2 − 2xyz − 1,(7)
and, for V ≥ 0, consider its level surfaces
SV
def
=
{
(x, y, z) ∈ R3 : I(x, y, z) = V }(8)
(see Figure 1 for some plots). Finally, define the Fibonacci trace map f : R3 → R3
by
f(x, y, z) = (2xy − z, x, y).
It is easily verified that f(SV ) = SV for every V . Furthermore, for every V > 0,
f |SV is an Axiom A diffeomorphism [3, 4, 8]. It is known that E ∈ R is in the
spectrum Σλ if and only if the forward orbit of `λ(E), {fn(`λ(E))}n∈N, is bounded
(see the proof of Theorem 2.1 in [30], which is a generalization of [28]). While there
exist E ∈ R with `λ(E) /∈ SV for any V ≥ 0, it turns out that such E do not belong
to Σλ (see Section 3.2.1 in [30]). Denoting by ΩV the nonwandering set of f |SV ,
we have that
⋃
V >0 ΩV is partially hyperbolic (see [31, Proposition 4.10] for the
details). It is then proved that `λ(Σλ) is precisely the intersection set of `λ with
the center-stable lamination [30].
This implies that Σλ is Cantor set with quite rich multifractal structure; see
[30, Theorem 2.3]. It is this multifractality that we exploit to prove Theorems 1.2,
1.4, and 1.6.
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Many of the results of the aforementioned works suffer from certain geometric
restrictions. Namely, those results were established only for λ ∈ R, where the
line `λ intersects the center-stable lamination transversally. On the other hand,
transversality was established for some rather restricted values of the parameters
λ ∈ R (see [23, 30]). Recently, transversailty has been extended to all parameters
of the form (1, q) in [12], and the case for (p, 0) follows from [12] without modifi-
cation to the proofs (combine with the appendix in [9]). In this paper we extend
transversality to all values (p, q) ∈ R as the following
Theorem 2.1. For all λ ∈ R with λ 6= (1, 0), the line `λ intersects the center-stable
lamination of the Fibonacci trace map transversally.
As a consequence, the said geometric restrictions can be lifted for all previous
results (many of which are surveyed in [23], and some for other models appear in
[13,14,31]; see also [12]).
Proof of Theorem 2.1. It is easy to verify that for all q ∈ R, `(1,q) lies entirely in
S q2
4
, and it is known from [12] that in this case `(1,q) intersects the stable lami-
nation on S q2
4
transversally. From (12), we see that for all p 6= 0, the line `(p,0)
lies on the surface SV(p,0) , where V(p,0) =
(p−1)2
4p2 . The arguments from [12, Sec-
tion 2] apply without modification to show that for all p 6= 0, `(p,0) intersects
the stable lamination on SV(p,0) transversally. On the other hand, it is known
from [31, Proposition 4.10] that the center-stable manifolds intersect the surfaces
{SV }V >0 transversally (the intersection of the center-stable manifolds with SV gives
the stable lamination on SV ). Since the points in the intersection of `λ with the
center-stable manifolds correspond to the points in the spectrum, and since the
spectrum is compact, it follows by continuity that for each fixed p0 /∈ {0, 1}, there
exists δ > 0 such that for all q ∈ (−δ, δ), `(p0,q) intersects the center-stable mani-
folds transversally; similarly, for each fixed q0 ∈ R, there exists 0 < δ < 1 such that
for all p ∈ (1− δ, 1 + δ), `(p,q0) intersects the center-stable manifolds transversally
(compare with [30, Theorem 2.5]).
Let us argue by contradiction that tangencies cannot occur. Fix p0 /∈ {0, 1}.
Let us assume that q0 > 0 (respectively, q0 < 0) is such that for all q ∈ [0, q0)
(respectively, q ∈ (q0, 0]), `(p0,q) intersects the center-stable manifolds transversally,
while `(p0,q0) is tangent to some center-stable manifold. In what follows, let us
assume without loss of generality, that q0 > 0.
Denote by p a point of tangency between `(p0,q0) and a center-stable manifold.
We claim that p /∈ S0. Indeed, it is easy to see from (12) that for all λ ∈ R with
λ 6= (1, q) and λ 6= (p, 0), `λ intersects SV transversally for every V (differentiate
(12) with respect to E and notice that the result is zero if and only if q = 0 or p = 1,
independently of E). On the other hand, if the intersection of `λ and the center-
stable lamination contains a point p0 ∈ S0, then p0 must lie on the strong stable
manifold of one of the singularities of S0 (see [13, Lemma 2.2], and use equations
(6) and (7) to see that p0 /∈ [−1, 1]3 ⊂ R3); on the other hand, those center-stable
manifolds that intersect S0 along the aforementioned strong-stable manifolds are
tangent to S0 (and this tangency is quadratic; see [23, Lemma 4.8] for the details);
combined with the fact that `λ is transversal to S0, we see that `λ is transversal to
the center-stable manifold at p0.
Now, we finish the proof by ruling out the possibility p /∈ S0.
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It is known that for all λ ∈ R with λ 6= (1, 0), tangential intersections of `λ with
the center-stable manifolds away from S0 are isolated, if they exist (see the proof
of [30, Theorem 2.3(i)]). Let U be a small open neighborhood of p such that p is
the only tangency in U , and U ∩ S0 = ∅.
It can be shown that the center-stable manifolds are analytic away from S0 (see
[2, Section 2] for a discussion). Let W (p) denote the (part of the) center-stable
manifold in U containing p. Perform an analytic change of coordinates to map p to
the origin in R3, and W (p)∩U to a part of the xy plane. Let us call this change of
coordinates Φ. Then g : E 7→ piz◦Φ◦`(p0,q)(E), q ∈ [0, q0] where piz is the projection
onto the z coordinate, is analytic and depends analytically on q. Moreover, if Ep
is such that g(Ep) = Φ(p), then g
′(Ep) = 0 and there exists  > 0 such that for all
E ∈ (Ep − , Ep + ), with E 6= Ep, g′(E) 6= 0. The arguments from [12, Section 2]
apply without modification to guarantee that either the tangency at p is quadratic
(i.e. Ep is a root of g of order 2), or that Ep is a root of g of order k > 2 and for all
q ∈ [0, q0), g has precisely k roots E1, . . . , Ek with g′(Ej) 6= 0 for all j = 1, . . . , k.
Moreover, these roots approach the origin as q approaches q0. Combined with
the fact that the center-stable manifolds vary continuously in the C2 topology
(see [31, Section B.1.2]), the arguments from [12, Section 2] again apply without
modification to guarantee a tangency of `(p0,q) with a center-stable manifold in U
for some q ∈ (0, q0), which contradicts the assumption that no tangencies occur for
all q ∈ [0, q0). Thus the tangency at p must be quadratic. On the other hand, the
arguments in [12, Section 2] guarantee that the tangency at p cannot be quadratic,
as this would lead to either an isolated point in the spectrum (which is precluded
by the fact that the spectrum is known to be a Cantor set; see [30]), or to closure
of a gap in the spectrum, which is precluded by Claim 2.2 below (which states
that no two center-stable manifolds that mark the endpoints of the same gap can
intersect away from S0). Thus p cannot be a point of tangency. This completes
the proof; let us only remark that in the application of [12, Section 2], one needs to
know that all the intersections between the complexified `λ and the complexified
center-stable manifolds are real. This follows, just like in [12], from an application
of the complexified version of Su¨to˝’s arguments (see [30]) which guarantees that if
E ∈ C is such that `λ(E) has a bounded forward orbit (and it does provided that
`λ(E) is a point on a (complexified) center-stable manifold), then E is an element
of the spectrum; on the other hand, since Hλ is self-adjoint, its spectrum is real.
Claim 2.2. For every gap G of the Cantor set given by the intersection of `(p0,0)
with the center-stable manifolds inside U , there exist center-stable manifolds W1
and W2 such that the endpoints of G are given by the intersection of `(p0,0) with
W1 and W2, and W1 ∩W2 = ∅ away from the surface S0.
Proof. This follows from [12, Theorem 1.3] (the theorem is stated for the Fibonacci
Hamiltonian of the form H(1,q), but the proof applies to the case (p0, 0) without
modification). 

The notions of thickness of a Cantor set, as well as the notions of (local) Hausdorff
and (upper) box-counting dimensions will play a crucial role in the rest of the paper;
these notions are discussed in detail in [24, Chapter 4], for example. The following
notation will be used throughout the remainder of the paper.
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• The Hausdorff dimension of a set A: dimH(A).
• The box-counting dimension of a set A: dimB(A); the upper box-counting
dimension of A will be denoted by dimB(A).
• The thickness of a set A: τ(A).
• For ? ∈ {dimH, τ}, the local ? of a set A at a ∈ A is denoted by ?loc(A, a).
We are now ready to prove Theorems 1.2, 1.4, and 1.6.
2.2. Proof of Theorem 1.2. Given λ = (p, q) ∈ R, denote by Πλ the plane{
(x, y, z) ∈ R3 : z = 1+p22p
}
; note that Πλ only depends on p. Clearly, `λ is con-
tained in Πλ for all λ ∈ R. Set y = y(E) = E2p and x = x(E) = E−q2 . Then we
have
y = y(x)
def
=
1
p
x+
q
2p
,(9)
and
`(p,q)(E) =
(
x, y(x),
1 + p2
2p
)
.
Thus, for any fixed λ ∈ R, `λ can be viewed as a line in Πλ with parameterization
(x, y(x)), x ∈ R.
Lemma 2.3. For all ∆ > 0 there exists p with |p| > ∆ and q depending on p, such
that there exists E ∈ Σ(p,q) with `(p,q)(E) ∈ S0.
Proof. Let us denote the point (1, 1, 1) ∈ S0 by P1; P1 is a partially hyperbolic fixed
point with one-dimensional stable, unstable, and center directions (Df acts as an
isometry on the center subspace). Obviously, since the surfaces SV are invariant, the
strong-stable manifold of P1 lies on S0. Notice that P1 is a cut point of its strong-
stable manifold; after removing P1 from the strong-stable manifold, we end up with
one of the two branches, which we denote by W , which satisfies the following. For
all p ∈ W , |f−n(p)| −→
n→∞ ∞ (see [3, Section 5]; in the terminology of [3], P1 is
an s-one-sided or stably one-sided point). Consequently, every p ∈ W escapes to
infinity in every coordinate under f−1 (see Section 3 in [25]). Since W = f−1(W ),
it follows that there exist points of W with arbitrarily large z coordinate in absolute
value. It follows by continuity (indeed, W is smooth), that for any arbitrarily large
∆ > 0 there exists p with |p| > ∆ such that Π(p,q) intersects W ; pick such a p.
Now from (9), we see that for any such choice of p we can find q such that `(p,q)
intersects W . Indeed, Πλ is determined only by p, and the slope of the line `λ when
viewed as a line in Πλ in terms of (9) is also determined only by p. It follows that
for any point p in Πλ, we can choose q such that the line in (9) passes through
p. 
Lemma 2.4. For all ∆ > 1 and τ0 > 0 there exists (p, q) ∈ R with |p| > ∆, and
 > 0, such that for all λ ∈ R with ‖(p, q)− λ‖ < , there exists E ∈ Σλ with
τ loc(Σλ, E) > τ0.
Proof. It is known that the center-stable manifold that contains P1 is tangent to
S0; its intersection with S0 is precisely the strong-stable manifold of P1 (see [23,
Lemma 4.8]). Let us denote this center-stable manifold by W cs(P1).
Now pick p0 with |p0| > ∆ and a suitable q0 (guaranteed by Lemma 2.3), such
that the corresponding `(p0,q0) intersects W
cs(P1) at some point along W . Notice
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that q0 6= 0, since `(p0,0) lies entirely in the surface SV with V = (p
2
0−1)2
4p20
(see
equation (12) below). Observe that for all δ > 0 or δ < 0 with |δ| sufficiently small,
`(p0,q0+δ) still intersects W
cs(P1) in some point `(p0,q0+δ)(Eδ), Eδ ∈ Σ(p0,q0+δ),
but this intersection no longer occurs on S0, but on some SVδ with Vδ > 0 and
Vδ → 0 as δ → 0. Indeed, since W is analytic, if for infinitely many small δ > 0,
`(p0,q0+δ)(Eδ) ∈ S0, then we must have W lying entirely in Π(p0,q0+δ) (which, recall,
depends only on p0), which is impossible since Π(p0,q0+δ) does not contain P1, while
W contains points arbitrarily close to P1.
In what follows, let us assume, without loss of generality, that δ > 0. Moreover,
let us remark, for future reference, that
Vδ = min
{
I(`(p0,q0+δ)(E)) : E ∈ Σ(p0,q0+δ)
}
.(10)
Indeed, this follows by monotonicity (see (12) below).
By continuity, the intersection of `(p0,q0+δ) with W
cs(P1) at `(p0,q0+δ)(Eδ) is
transversal uniformly in δ for all sufficiently small δ > 0. Thus, in a sufficiently
small neighborhood of `(p0,q0+δ)(Eδ), `(p0,q0+δ) intersects the center-stable mani-
folds uniformly transversally (since the center-stable manifolds form a continuous
family in the C1 topology away from S0; see [31, Proposition 4.10] for the details).
Let us take such a neighborhood of `(p0,q0+δ)(Eδ) and denote it by Vδ. Pick a plane
Λ containing `(p0,q0+δ) and transversal to the surfaces SV , V ≥ 0, as well as to the
center-stable manifolds, inside the neighborhood Vδ. Observe that the intersection
of Λ ∩ Vδ with the surfaces {SV }V≥0 produces a smooth foliation of Λ ∩ Vδ. We
shall denote this foliation by S. Let us further assume that this foliation has been
rectified (notice that after the rectification, `(p0,q0+δ) is in general no longer a line,
but we abuse the notation and use the same symbol `(p0,q0+δ)). The intersection of
the center-stable manifolds with Λ∩Vδ produces a lamination with smooth leaves.
We shall call this lamination L.
Let us parameterize the leaves of S by V (same as for SV ), and call the leaves LV .
We know that for every V , the intersection of LV with the leaves of the lamination
L is a Cantor set.
Pick an arbitrary but small  > 0, such that if Jδ, is a compact interval of length
 along `(p0,q0+δ) having `(p0,q0+δ)(Eδ) as one of its endpoints, Jδ, ⊂ Vδ and Jδ,
intersects the leaves of L. Denote Cδ, def= Jδ, ∩ L, which, by adjusting , can be
ensured to be a Cantor set (indeed, for any given , Cδ, is either a Cantor set or a
Cantor set together with an isolated point on the boundary of Jδ,). Assume also
without loss of generality that Jδ, is the convex hull of Cδ,. For what follows, refer
to Figure 2 for visual guidance.
Let {Gi} be the set of ordered gaps of the Cantor set Cδ,. Let
{Bli,Bri } be the set
of the corresponding bands (that is, Blk and Brk are the subintervals of Jδ, \
⋃k
i=1 Gi
immediately to the left and immediately to the right of Gk, respectively). For any
k, denote the two endpoints of Gk by elk and erk, with the assumption that elk ∈ Blk
and erk ∈ Brk. Let us write also L•Vk , • ∈ {l, r}, for the leaf of S containing e•k.
Identify by pr the point ϑr ∩LlVk , where ϑr is the leaf of L whose intersection with
`(p0,q0+δ) gives e
r
k. If ϑ
l ∈ L is the leaf whose intersection with `(p0,q0+δ) gives the
other endpoint of Blk, say e, denote by pl the point ϑl ∩ LlVk , and denote by lB the
line segment connecting e and elk. Denote by B the line segment connecting p
l and
elk. Denote the line segment connecting e
l
k and e
r
k by lG. There exist constants
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elk
erk
ϑr
ϑl
pr
pl
Gk
Blk
e
lG
lB
B GLlVk
LrVk
θ
η
η˜
θ˜
Figure 2.
C1, C2 > 0 independent of δ and  such that
C1 |lG| ≥ |Gk|` and C2 |lB | ≤
∣∣Blk∣∣`(11)
(here |·| denotes the length of the line segment, and |·|` denotes the length along
the curve `(p0,q0+δ)); see [30, Lemma 3.3] for a simple justification of this.
Now (refer to Figure 2) observe that since ϑl,r are transversal to the leaves of S
as well as `(p0,q0+δ) (albeit the angle of intersection may depend on δ), assuming
that  was initially chosen sufficiently small (depending on δ only) we can guarantee
that the angles θ, η, θ˜ and η˜ are such that
sin(η) sin(θ˜)
sin(η˜) sin(θ)
>
1
2
.
Combining this with (11), we obtain∣∣Blk∣∣`
|Gk|`
≥ C2 |lB |
C1 |lG| =
|B|
|G|
C2 sin(η) sin(θ˜)
C1 sin(η˜) sin(θ)
>
C2
2C1
|B|
|G| .
Similar bounds are obtained for the quotient |Brk|` / |Gk|`. On the other hand, since
C2 and C1 are universal constants, we can guarantee that
C2
2C1
|B|
|G| > τ0
by choosing δ suitably small, and choosing  (depending on δ) sufficiently small so
that all the bounds above hold; indeed, this follows since the thickness of the Cantor
sets obtained by intersecting the leaves of S with those of L tends to infinity at S0
(see [9]). Since these estimates are independent of the gap index k, we conclude
that, for suitably small δ and , the thickness of Cδ, is larger than τ0. This also
holds for all parameters (p, q) sufficiently close to (p0, q0 + δ). 
Lemma 2.5. For every ∆, δ > 0, there exists a nonempty open set U ⊂ R, such
that the following hold for all λ ∈ U .
(1) There exists E0 ∈ Σλ such that τ loc(Σλ, E0) > ∆.
(2) At one of the extrema of Σλ, Eend, we have dim
loc
H (Σλ, Eend) < δ.
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Proof. Recall that the spectral radius of a self-adjoint operator is equal to its norm,
and that
∥∥H(p,q)∥∥ is of order max {|p| , |q|}. Consequently, for all C > 0, ∆ > 1,
and τ0 > 0, we can always find λ = (p, q) ∈ R, and E0 ∈ Σλ so that the conclusion
of Lemma 2.4 holds and such that I(`λ(E1)) > C for some E1 ∈ Σλ. Indeed, this
follows since
Vλ(E)
def
= I(`λ(E)) =
q(p2 − 1)E + q2 + (p2 − 1)2
4p2
(12)
for all E, which can easily by computed from (8). Evidently, Vλ is a monotone
function of E, so we can take E1 to be one of the extrema of Σλ.
On the other hand, for any E ∈ Σλ,
dimlocH (Σλ, E) =
1
2
dimH(ΩVλ(E)),
where ΩV is the nonwandering set of f |SV (see the proof of in [31, Theorem 2.1(iii)]).
Moreover, from [6], we have
lim
V→∞
dimH(ΩV ) = 0,
so we can get (1) and (2) for λ by taking C > 0 sufficiently large above. That small
perturbations of λ do not destroy these bounds follows from Lemma 2.4 and the
fact that dimH(ΩV ) is continuous in V . 
Remark 2.6. It is not difficult to see from the proof of Lemma 2.4 that E0 can be
taken arbitrarily close to the other extremum of the spectrum. In fact, U can be
adjusted so that E0 can be taken to be an extremum of Σλ (that is, we need to
make sure that `λ(E0) does not lie on S0 in the proof of Lemma 2.4).
Proof of Theorem 1.2. Take ∆ > 1 and δ ∈ (0, 1/2). With this choice of ∆ and δ,
let U be as in Lemma 2.5. For λi ∈ U with i = 1, 2, let E0(λi) and Eend(λi) be as
in the Lemma.
Let E2end = Eend(λ1) + Eend(λ2). Notice that E
2
end is an extremum of Σ
2
(λ1,λ2)
;
let us assume, without loss of generality, that it is the supremum (so Eend(λ1) and
Eend(λ2) are also the suprema, provided that U is chosen sufficiently small in the
beginning). Take  > 0 such that
dimH([Eend(λi)− , Eend(λi)] ∩ Σλi) < δ.
We claim that there exists ˜ > 0 such that
dimH([E
2
end − ˜, E2end] ∩ Σ2(λ1,λ2)) < 1.
Indeed, for arbitrary sets A,B ⊂ R, we have
dimH(A+B) ≤ min
{
dimB(A) + dimH(B), 1
}
(13)
(see [22, Theorem 8.10(2)]). On the other hand, we have
dimH([Eend(λi)− , Eend(λi)] ∩ Σλi)
= dimB([Eend(λi)− , Eend(λi)] ∩ Σλi),
(14)
which follows from the transversality of intersection of `λ with the center-stable
manifolds (see [30, Proposition 3.2]). Thus [E2end− ˜, E2end]∩Σ2(λ1,λ2) has Hausdorff
dimension strictly smaller than one, hence is of zero Lebesgue measure. Since
it is also compact and does not contain any isolated points (except possibly the
12 J. FILLMAN, Y. TAKAHASHI, AND W. YESSEN
boundary E2end − ˜, which can be remedied by decreasing ˜), it follows that it is a
Cantor set.
Finally, given that ∆ > 1, it follows from the Gap Lemma of S. Newhouse (see,
e.g., [1, Theorem 2.2] for a derivation) that Σ2(λ1,λ2) contains an interval around
E0(λ1) + E0(λ2). 
Remark 2.7. As mentioned in Remark 1.3, we suspect that for all λ1, λ2 ∈ R suffi-
ciently close to (1, 0), Σ2(λ1,λ2) is an interval. A proof of this would involve control
of the global thickness of Σλ for λ close to (1, 0). Such control can be obtained via
finer estimates than those used in the proof above, but the arguments would be far
more technical. We have decided to delegate this task to later investigations.
2.3. Proof of Theorem 1.4. In what follows, we need a slight generalization of
[11, Proposition 2.3], namely Proposition 2.8 below. For the sake of convenience
and completeness, let us first recall the general setup of [11].
Let B be a finite set of cardinality |B| ≥ 2, and consider BZ+ , the standard
symbolic space, equipped with the product topology. Here Z+ = {0, 1, 2, . . . }. Let
E be a Borel subset of BZ+ , and let µ be a probability measure on E .
Let J ⊂ R be a compact nondegenerate interval. We assume that we are given
a family of continuous maps
Πj : E → R, j ∈ J,
and
νj = Πj(µ)
def
= µ ◦Π−1j .
For a word u ∈ Bn, n ≥ 0, we denote by |u| = n its length and by [u] the
cylinder set of elements of E that have u as a prefix. More precisely, [u] =
{ω ∈ E : ω0 · · ·ωn−1 = u}. For ω, τ ∈ E , we write ω ∧ τ for the maximal com-
mon prefix of ω and τ , which is empty if ω0 6= τ0; we set the length of the empty
word to be zero. Furthermore, for ω, τ ∈ E , let
φω,τ (j)
def
= Πj(ω)−Πj(τ).
We write L1 for one-dimensional Lebesgue measure on R.
Proposition 2.8. Let η be a compactly supported Borel measure on the real line.
Suppose that the following holds. For every  > 0 there exists E0 ⊂ E with µ(E0) >
1−  and constants C1, C2, C3, α, β, γ > 0 and k0 ∈ Z+ such that
(15) dimlocH (η, x)
def
= lim
r↓0
log η(Br(x))
log r
≥ dη for η-a.e. x,
where Br(x) = [x− r, x+ r] and dη satisfies
(16) dη +
γ
β
> 1 and dη >
β − γ
α
;
(17) max
j∈J
|φω,τ (j)| ≤ C1 |B|−α|ω∧τ | for all ω, τ ∈ E0, ω 6= τ ;
(18) sup
v∈R
L1 ({j ∈ J : |v + φω,τ (j)| ≤ r}) ≤ C2 |B||ω∧τ |β r for all ω, τ ∈ E0, ω 6= τ
such that |ω ∧ τ | ≥ k0, and
(19) max
u∈Bn,[u]∩E0 6=∅
µ([u]) ≤ C3 |B|−γn for all n ≥ 1.
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Figure 3. The Markov Partition for the map A, the rectangle K,
and the stable manifolds which lie inside K.
Then, η ∗ νj  L1 for Lebesgue-a.e. j ∈ J .
The only difference between Proposition 2.8 and [11, Proposition 2.3] is condition
(15). In [11], the measure η is exact dimensional. Nevertheless, Proposition 2.8 can
be proved by repeating verbatim the proof of [11, Proposition 2.3].
Let
(20) S def= S0 ∩
{
(x, y, z) ∈ R3 : |x| ≤ 1, |y| ≤ 1, |z| ≤ 1} .
The trace map f restricted to S is a factor of the hyperbolic automorphism of
T2 def= R2/Z2 given by
(21) A(θ, ϕ) = (θ + ϕ, θ).
The semi-conjugacy is given by the map
(22) F : (θ, ϕ) 7→ (cos 2pi(θ + ϕ), cos 2piθ, cos 2piϕ).
Let us fix a Markov partition of the map A (for example, see Figure 3). Pick one
element of this Markov partition, denote it by K, and let K0 denote the projection
of K to S via the map F . The Markov partition for f : S→ S can be continued to
a Markov partition for the map f |ΩV : ΩV → ΩV . One can check that the elements
of this induced Markov partition on ΩV are disjoint for every V > 0. Let us denote
the continuation of K0 along the parameter V by KV .
Suppose that σ : E˜ → E˜ is the two-sided topological Markov chain conjugate to
f |ΩV via the conjugacy HV : E˜ → ΩV . Let µ˜ be the measure of maximal entropy
for σ : E˜ → E˜ , and let µ˜V denote the induced measure on ΩV , that is, µ˜V = HV (µ˜).
Consider the stable manifolds which lie inside K0. These stable manifolds have
natural continuations for all V > 0 (see [31, Proposition 4.10] for details), and so
they form a lamination of two-dimensional smooth (away from S0) manifolds. We
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denote the resulting lamination of these center-stable manifolds by Ω˜ (these are the
same center-stable manifolds as in Section 2.1 and the proof of Theorem 1.2 above).
Let us restrict the measure µ˜V to KV and normalize it. This naturally induces a
measure on Ω˜; we abuse the notation and denote this measure by µ˜.
Proposition 2.9. For every λ ∈ R, the projection of µ˜ to `λ is proportional to
the density of states measure dkλ under the identification (6). In particular, if
K is the element of the Markov partition in Figure 3 which contains the interval
[0, 1/2] × {0}, then the projection of µ˜ to `λ corresponds to the density of states
measure under the identification (6).
For a proof of Proposition 2.9, see Claim 3.16 and the discussion preceding it in
[30], which is an extension to the Jacobi case of the original result given in [10] for
the Schro¨dinger operators.
Let `(p,q) be as in (6), let J be a compact interval in R, and assume that U is a
subset of R, where R is as in (1). Assume further that α : J → U is analytic, so
that
{
`α(t)
}
t∈J is an analytic family of lines.
Let E+ be the one-sided topological Markov chain which is obtained by deleting
the negative side of E˜ . Let E be the subset of E+ which corresponds to Ω˜. Note
that µ˜ naturally induces a probability measure on E , which we denote by µ.
For any ω ∈ E , we denote the corresponding leaf of the center-stable manifold
by ω˜. Let piα(t) : Ω˜→ `α(t) be the map mapping each center-stable manifold to the
point of its intersection with `α(t). Let us define Πα(t) : E → R by
Πα(t)(ω) = `
−1
α(t) ◦ piα(t)(ω˜).
Set να(t) = Πα(t)(µ). Note that the measure να(t) is a probability measure supported
on the spectrum Σα(t).
For any ω ∈ E and t ∈ J , if we have piα(t)(ω˜) ∈ SV for some V > 0, then we
sometimes express this dependency explicitly and write this V as V (ω, t) below.
Let us denote by Lyapu(µV ) the unstable Lyapunov exponent of f |SV with re-
spect to the measure µV . The following statement can be proved by applying the
proofs of Propositions 3.8 and 3.9 of [11] without modification.
Proposition 2.10. Assume that for all t ∈ J and ω ∈ E, ∣∣ ddtLyapu(µV (ω,t))∣∣ ≥
δ > 0. Then for every  > 0, there exist N∗ ∈ Z+ and a set E0 ⊂ E such that
µ(E0) > 1− 2 , and such that for t ∈ J , ω ∈ E0, and N ≥ N∗, we have
lim
n→∞
1
n
log
∥∥Dfn(piα(t)(ω˜))|`α(t)∥∥ = Lyapu(µV (ω,t)),
and ∣∣∣∣ ddt
(
1
N
log
∥∥DfN (piα(t)(ω˜))|`α(t)∥∥)∣∣∣∣ > δ4 .
We can now prove
Proposition 2.11. Let η be a compactly supported Borel measure on R such that
dimlocH (η, x) ≥ dη for η-a.e. x. Assume that dη + dimHνα(t) > 1 for all t ∈ J .
Assume also that there exists δ > 0 such that
∣∣∣dV (ω,t)dt ∣∣∣ > δ for all ω ∈ E and t ∈ J .
Then η ∗ να(t) is absolutely continuous with respect to Lebesgue measure for a.e.
t ∈ J .
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Proof. The proof is essentially the same as the proof of [11, Theorem 3.7]. We
need to check that the conditions in Proposition 2.10 are satisfied. According to
the hypothesis of Proposition 2.11, for all ω ∈ E , V (ω, t) is strictly monotone with
uniformly (in t) nonzero derivative. On the other hand, Lyapu(µV (ω,t)) is analytic
in V (this follows from general principles, since fV = f |SV is analytic in V ). It
follows that for any given ω, away from a set of nonaccumulating points t, the
derivative ddtLyap
u(µV (ω,t)) is nonzero. By continuity, using compactness of E , this
can be ensured for all ω by restricting t to a sufficiently small nontegenerate interval.
Let E0 ⊂ E and N∗ ∈ Z+ be as in Proposition 2.10. Let us take ω, ω′ ∈ E0
in such a way that p(t) = piα(t)(ω˜) and q(t) = piα(t)(ω˜
′) are sufficiently close. Let
n ∈ Z+ be such that the distance between fn(p) and fn(q) is of order one. Let us
introduce coordinates on each curve `α(t), f(`α(t)), · · · , fn(`α(t)), using the original
parametrization and taking p ∈ `α(t), f(p) ∈ f(`α(t)), · · · , fn(p) ∈ fn(`α(t)) to be
the origin. We consider the map f−1 : f i(`α(t))→ f i−1(`α(t)) in these coordinates,
and write the resulting map by k
(i)
α(t) : R→ R. Let l(i) =
∂k
(i)
α(t)
∂x (0).
Then, by the Lemma 3.11 of [11] and by the Proposition 2.10, we have
d
dt
dist(p(t), q(t)) ≤
(
n∏
s=1
l(s)
)
(C − δ′n)
for some C, δ′ > 0. The rest of the argument is a verbatim repetition of the proof
of [11, Theorem 3.7] with our Proposition 2.8 in place of [11, Proposition 2.3] and
Proposition 2.10 in place of [11, Propositions 3.8 and 3.9].

We now prove the following measure-theoretic analog of Lemma 2.5.
Lemma 2.12. For every ∆, δ ∈ (0, 1) there exists a nonempty open set U ⊂ R
such that we have the following for every λ ∈ U .
(1) There exists E0 ∈ Σλ such that dimlocH (dkλ, E) > ∆ for all E ∈ Σλ in a
sufficiently small neighborhood of E0 (where dim
loc
H (dkλ, E0) is as defined
in (15) with dkλ and E0 in place of η and x).
(2) At one of the extrema of Σλ, Eend, we have dim
loc
H (Σλ, Eend) < δ.
Proof. First, the existence of dimlocH (dkλ, E) for dkλ-a.e. E ∈ Σλ, that is, the
existence of the limit in (15), is proved in [30, Proposition 3.15]. We can now apply
the proof of [30, Theorem 2.6] without modification to obtain the following (in [30]
the proof is given for the entire set Σλ with λ close to (1, 0); however, the same
proof gives the following local result).
Claim 2.13. For all ∆ ∈ (0, 1) there exists  > 0 such that for all λ ∈ R, if
E0 ∈ Σλ is such that 0 < I(`λ(E0)) = Vλ(E0) <  (with Vλ as in (12)), then
dimlocH (dkλ, E) > ∆ for dkλ-a.e. E in a sufficiently small neighborhood of E0 (any
open neighborhood of E0 is necessarily of nonzero dkλ measure).
At the same time, just as in the proof of Lemma 2.5, we know that there exists
C > 0 such that if λ ∈ R such that for one of the extrema of Σλ, Eend, Vλ(Eend) >
C, then dimlocH (Σλ, Eend) < δ.
Now, let  > 0 as in Claim 2.13 and C > 0 as in the preceding paragraph. Just
as in the proof of Lemma 2.5, let U ⊂ R be an open set such that for all λ ∈ U ,
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there exists E0 ∈ Σλ and one of the extrema Eend of Σλ satisfying Vλ(E0) ∈ (0, )
and Vλ(Eend) > C. 
Remark 2.14. Just as in Lemma 2.5, U can be adjusted so that E0 can be taken to
be the other extremum of the spectrum (see Remark 2.6).
In what follows, we fix a nonempty open set U ⊂ R as in Lemma 2.12 with
∆ > 12 , and so that (1, 0) /∈ U . Pick and fix λ ∈ U . We see that for every
λ˜ ∈ U , the singular continuous component of dkλ ∗dkλ˜ is nonzero. Indeed, since by
Lemma 2.12 (see also Lemma 2.5), Σ2
(λ,λ˜)
contains a Cantor set C of zero Lebesgue
measure which is the sum of Cantor subsets of Σλ and Σλ˜ of nonzero dkλ and dkλ˜
measure, respectively, we have (dkλ ∗ dkλ˜)(C) > 0.
Now fix any λ˜ ∈ U . Without loss of generality, let us assume that U is an open
ball in R. Let α : [0, 1]→ R be an analytic curve with the following properties.
(1) α(0) = (1, 0) and for all t ∈ (0, 1], α(t) 6= (1, 0).
(2) α(1) = λ.
(3) For some t0 ∈ (0, 1), α(t0) = λ˜.
(4) The arc α([t0, 1]) is contained entirely in U .
Now take E ∈ Σα(0) and its continuation E(t) along t ∈ (0, 1]. Appealing again
to the analyticity of the center-stable manifolds (proof of Theorem 2.1) and to
transversality (Theorem 2.1), we have that E(t) is analytic on (0, 1]; therefore,
Vα(t)(E(t)) is also analytic. This implies
Lemma 2.15. Let E(t) be as above, and assume in addition that for all t, E(t) is
not an extremum of Σα(t). Then V
′
α(t)(E(t)) =
dVα(t)(E(t))
dt admits at most finitely
many zeros in the interval [t0, 1].
Proof. Assume for the sake of contradiction that V ′ admits infinitely many zeros
in [t0, 1]. By analyticity, this means that Vα(t)(E(t)) is constant on [t0, 1]. Using
analyticity again, it then must be constant on (0, 1]. Since E(t) is not an extremum
of Σα(t), we have Vα(t)(E(t)) > 0 by monotonicity of Vα(t) in E, which we know
from (12). Consequently, |E(t)| → ∞ as t → 0, since `α(t) → `α(0) in the C1
topology as t → 0, and `α(0) lies in S0. On the other hand, by compactness of
[0, 1] and continuity (in operator norm topology) of the map t 7→ Hα(t), Σα(t) is
uniformly bounded for t ∈ [0, 1]. 
Proof of Theorem 1.4. Now with E0 ∈ Σλ as in Lemma 2.12, take E ∈ Σλ in a
neighborhood of E0 so that E is not an extremum of Σλ and (1) of Lemma 2.12
is satisfied. By Lemma 2.15, there exist finitely many points {p1, . . . , pn} ⊂ [t0, 1]
such that [t0, 1] \ {p1, . . . , pn} can be written as a union of compact nondegenerate
intervals {Jn}n∈N such that there exists a sequence {δn > 0}n∈N such that for all
t ∈ Jn, V ′α(t)(E(t)) > δn. By continuity it follows that for all n there exist E+n , E−n ∈
Σλ with E ∈ (E+n , E−n ), such that for all t ∈ Jn and E˜ ∈ Σλ ∩ [E−n , E+n ], E˜(t) ∈
[E−n (t), E
+
n (t)] and V
′
α(t)(E˜(t)) > δn (here E˜(t) and E
±
n (t) are defined similarly to
E(t) as the continuations of E˜ and E±n , respectively).
Now let us replace E in Proposition 2.10 with En ⊂ E such that Πα(1)(En) ⊂
Σλ∩ [E−n , E+n ] so that Πα(t)(En) ⊂ Σα(t)∩ [E−n (t), E+n (t)] and dkα(t)(Πα(t)(En)) > 0,
J with Jn, δ with δn, η with dkλ, and να(t) with dkα(t) restricted to [E
+
n (t), E
−
n (t)]
MIXED SPECTRUM 17
and normalized. We can do this by taking a sufficiently fine refinement of the
original Markov partition so that να(t) is a normalized restriction of dkα(t) to the
intersection of Σα(t) with a compact interval of nonzero dkα(t) measure. Then
from Proposition 2.11 we have dkλ ∗ dkα(t)  L1 for Lebesgue almost every t ∈ Jn.
Since this holds for every analytic curve α which satisfies items (1)–(4), Theorem 1.4
follows. 
Remark 2.16. It is now easy to see, combining Lemmas 2.12 and 2.5 that there
exists a nonempty open set U ⊂ R that satisfies the conclusions of both Theorem
1.2 and Theorem 1.4.
2.4. Proof of Theorem 1.6. Damanik, Fillman, and Gorodetski have computed
the curve of initial conditions for this version of the continuum Fibonacci Hamil-
tonian in [7].
x(E) = cos
√
E, y(E) = cos
√
E − λ,
z(E) = cos
√
E cos
√
E − λ− 1
2
(√
E
E − λ +
√
E − λ
E
)
sin
√
E sin
√
E − λ.
(23)
In particular, `λ(E) = (x(E), y(E), z(E)) is an analytic curve in R3 and C3 both, in
E and in λ, for each λ > 0. Using the expressions for x, y, and z, we can compute
the Fricke-Vogt invariant as a funciton of E. We get
(24) I(E, λ)
def
= I(x(E), y(E), z(E)) =
λ2
4E(E − λ) sin
2
√
E sin2
√
E − λ.
Notice that the expressions in (23) and (24) are analytic in E and in λ, with
removable singularities at E = 0 and E = λ. Note also that for all λ, I(E, λ)→ 0
as E →∞, so the analytic curve in (23) approaches the Cayley cubic in the high-
energy regime. As before, the proof of Theorem 1.6 relies on two pieces:
(1) Near the bottom, the spectrum is thin in the sense of Hausdorff dimension
for large enough coupling.
(2) For any fixed coupling, the spectrum has large local thickness at sufficiently
high energies.
We can use [7] to control the Hausdorff dimension of the spectrum near the
bottom. First, we need some control on the ground state energy.
Lemma 2.17. Denote E0(λ) = inf(Σλ). There exists a constant C ∈ (0, 3) such
that 0 ≤ E0(λ) ≤ C for all λ ≥ 0.
Proof. Since Vλ(x) ≥ 0 for all x ∈ R and all λ ≥ 0, the inequality E0(λ) ≥ 0 follows
immediately. Notice that there is an interval I ⊂ R of length two such that Vλ
vanishes on I for all λ ≥ 0 (obviously, there are infinitely many such intervals). Let
ϕ be a smooth function with compact support contained in I such that ‖ϕ‖2 = 1.
Then
〈ϕ,Hλϕ〉 =
∫
ϕ(−ϕ′′ + Vλϕ) =
∫
|ϕ′|2 <∞.
The second equality follows from V |supp(ϕ) ≡ 0 and integration by parts. Since Hλ
is self-adjoint, we have
inf Σλ = inf‖ψ‖=1
〈ψ,Hψ〉 ≤ 〈ϕ,Hλϕ〉,
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so we may take C = ‖ϕ′‖22. By choosing ϕ to be a smooth function which is suitably
close to a (the square root of) a tent function on an interval of length two, we see
that we can make ‖ϕ′‖22 < 3. 
Lemma 2.18. In the large coupling regime, we have
lim
λ→∞
dimlocH (Σλ, E0(λ)) = 0.
Proof. This follows from [7, Theorem 6.5], (24), and Lemma 2.17. Notice that we
need the C from Lemma 2.17 to be bounded away from pi2 to effectively bound
I(E0(λ), λ) from below as λ→∞. 
Remark 2.19. As mentioned in the introduction, it follows directly from [7] that
for all λ ≥ 0, dimH(Σλ) = 1. It also follows from [7] that dimH accumulates at
infinity (that is, for all E > 0, dimH([E,∞) ∩ Σλ) = 1). On the other hand, there
may exist other points where the dimension accumulates. Indeed, E ∈ Σλ is such
a point if and only if `λ(E) ∈ S0 (see [13, Section 2]). Now, if λ is of the form
4pi2(a2 − b2) for a, b ∈ N with a > b, then with E = 4a2pi2, it is evident from (23)
that `λ(E) = (1, 1, 1), which is a point on S0 that is fixed under the action by f .
Thus we have dimlocH (Σλ, E) = 1.
Lemma 2.20. For all λ1, λ2 > 0 sufficiently large, there exists an interval J such
that J ∩ Σ2(λ1,λ2) is a (nonempty) Cantor set.
Proof. Take λ1, λ2 so that dim
loc
H (Σλi , E0(λi)) <
1
4 . Observe that E0
def
= E0(λ1) +
E0(λ2) marks the bottom of Σ
2
(λ1,λ2)
. It follows that for all  > 0 sufficiently small,
there exist δi > 0 and sets
J
(k)
i (δi) ⊂ Σλi ∩ (E0(λi), E0(λi) + δi), i = 1, 2, k ∈ N,
such that
Σ2(λ1,λ2) ∩ (E0, E0 + ) ⊆
⋃
k∈N
[
J
(k)
1 (δ1) + J
(k)
2 (δ2)
]
.(25)
It may happen that `λi intersects a center-stable manifold tangentially at the
point `λi(E0(λi)); however, since tangencies cannot accumulate (see [30, Section
3.2.1]), there exist 1, 2 > 0 such that for all Ei ∈ Σλi ∩ (E0(λi), E0(λi) + i), the
intersection of `λi with a center-stable manifold at the point `λi(Ei) is transversal.
It follows from [30, Proposition 3.2] that for all i and k such that J
(k)
i ⊂ Σλi ∩
(E0(λi), E0(λi) + i), dimH(J
(k)
i ) = dimB(J
(k)
i ).
Now choose i > 0 in the previous paragraph so small, that in addition to the
transversality condition being satisfied, we have
dimH(Σλi ∩ (E0(λi), E0(λi) + i)) <
1
4
.
Take  > 0 above sufficiently small, ensuring that we can take δi ∈ (0, i). Then
just as in (14) we have
dimH(J
(k)
1 (δ1) + J
(k)
2 (δ2)) ≤ dimH(J (k)1 (δ1)) + dimH(J (k)1 (δ2)) <
1
2
for all k.
But then from (25) we have dimH(Σ
2
(λ1,λ2)
∩ (E0, E0 + )) ≤ 12 < 1, ensuring that
Σ2(λ1,λ2) is a Cantor set near E0. 
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(a) λ = 50, E ∈ (51, 6 · 103). (b) λ = 50, E ∈ (6 · 104, 8 · 104).
Figure 4.
Remark 2.21. We do not suspect that tangencies between `λ and the center-stable
manifolds occur; however, a proof of absence of tangencies would introduce unnec-
essary technical difficulties. For this reason, we have decided to omit it.
To prove that the interior of Σ2λ is nonempty for all λ > 0, we first prove the
following lemma (in what follows, S, A, and F are as in (20), (21), and (22)).
Lemma 2.22. For all λ > 0 and τ0 > 0 there exists M > 0 and infinitely many
E ∈ (M,∞) ∩ Σλ, such that τ loc(Σλ, E) > τ0.
Proof. Observe that `0 passes through the point (0, 0,−1), which is periodic. Its
continuation to the surfaces SV , V 6= 0, is of the form (0, 0,−
√
V + 1). The center-
stable manifold containing the point (0, 0,−1) is transversal to S; denote this man-
ifold by W .
It is easy to see that `0 lies in S, and that F−1(`0) is horizontal in T2. On
the other hand, since the eigendirections of A do not align with (1, 0), F−1(`0) is
transversal to the stable foliation of A on T2. Now by [8, Lemma 3.1] we conclude
that `0 is transversal to the stable foliation of f on S. It follows that `0 is transversal
to W at the point (0, 0,−1).
Let dist(A,B) denote the distance between the sets A and B. It is easy to see
from the expression for `λ that away from a neighborhood of the points (1, 1, 1)
and (−1,−1, 1), `λ((Eend,∞)) approaches `0(R) in the C1 topology as Eend → ∞
(see Figure 4). It follows that there exists δ ∈ (0, pi2 ) such that for all λ > 0
there exists 0 > 0, such that for every  ∈ (0, 0), every segment L of `λ(R) that
satisfies dist(L, {(0, 0,−1)}) <  intersects the center-stable manifolds uniformly
transversally at an angle of size at least δ. Now the method of (the proof of)
Theorem 1.2 applies and yields τ loc(Σλ, E) > τ0 for infinitely many sufficiently
large E. 
Now with τ0 in Lemma 2.22 chosen in (1,∞), it follows, just as in the proof of
Theorem 1.2, that for all λi > 0, i = 1, 2, Σ
2
(λ1,λ2)
contains an interval. Combining
this with Lemma 2.20, we obtain Theorem 1.6.
Remark 2.23. As mentioned in Remark 1.7 (2), we suspect that for all λi > 0,
i = 1, 2, there exists Ei ∈ Σλi such that [E1 +E2,∞) ⊂ Σ2(λ1,λ2), which is obviously
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stronger than Σ2(λ1,λ2) just having nonempty interior. A proof of this would involve
control of the global thicknes of Σλ ∩ [E,∞) as E → ∞. The global thickness
could be controlled via finer estimates than those used for the control of the local
thickness in the proofs above, but the arguments would be far more technical. For
this reason we have decided to delegate this task to later investigations.
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