Heparan sulfate (HS) molecules are ubiquitous in animal tissues where they function as ligands that are dramatically involved in the regulation of the proteins they bind. Of these, chemokines are a family of small proteins with many biological functions. Their well-conserved monomeric structure can associate in various oligomeric forms especially in the presence of HS. Application of protein surface analysis and energy calculations to all known chemokine structures leads to the proposal that four different binding modes are created by the folding and oligomerization of these proteins. So, based on the present state of our knowledge, four different clusters of amino acids should be involved in the recognition process. Our results help to rationalize how unique sequences of HS specifically bind any given chemokine. The conclusions open the route for a rational design of compounds of therapeutical interest that could influence chemokine activity. C hemokines, derived from chemoattractant cytokine and now comprising more than 50 members, represent a recently identified family of small proteins (8 to 12 kDa in their monomeric form). Depending on the structure of a conserved cysteine-containing motif in the amino-terminal region of the molecule, four subgroups have been characterized and named C, CC, CXC, or CX 3 C according to the number and spacing of these cysteine residues. Based on the physiological features of these proteins, chemokines also have been classified as inflammatory (or inducible) or homeostatic (or constitutive) (1, 2).
Heparan sulfate (HS) molecules are ubiquitous in animal tissues where they function as ligands that are dramatically involved in the regulation of the proteins they bind. Of these, chemokines are a family of small proteins with many biological functions. Their well-conserved monomeric structure can associate in various oligomeric forms especially in the presence of HS. Application of protein surface analysis and energy calculations to all known chemokine structures leads to the proposal that four different binding modes are created by the folding and oligomerization of these proteins. So, based on the present state of our knowledge, four different clusters of amino acids should be involved in the recognition process. Our results help to rationalize how unique sequences of HS specifically bind any given chemokine. The conclusions open the route for a rational design of compounds of therapeutical interest that could influence chemokine activity. C hemokines, derived from chemoattractant cytokine and now comprising more than 50 members, represent a recently identified family of small proteins (8 to 12 kDa in their monomeric form). Depending on the structure of a conserved cysteine-containing motif in the amino-terminal region of the molecule, four subgroups have been characterized and named C, CC, CXC, or CX 3 C according to the number and spacing of these cysteine residues. Based on the physiological features of these proteins, chemokines also have been classified as inflammatory (or inducible) or homeostatic (or constitutive) (1, 2) .
Although the chemotactic effect on leukocytes represents an important activity of the chemokines, it appears that these proteins also control a range of other functions that extend well beyond the regulation of leukocyte migration, including development, angiogenesis, neuronal patterning, hematopoiesis, viral infection, wound healing, and metastasis. The chemokine receptors, 20 of which have been identified, and through which these effects are transduced, are G protein-coupled, seven-helix transmembrane receptors (2) . The observation that most chemokines bind to several different receptors and that most chemokine receptors exhibit overlapping specificity raises the question of the specificity of this system. Glycosaminoglycans (GAGs) are linear polysaccharides present on all animal cell surfaces and in the extracellular matrix, where they are usually found to be attached covalently to core proteins to form the proteoglycan family (3) . Each tissue produces specific repertoires of GAGs (4), some of which are known to bind and regulate chemokine activity (5, 6) . Several lines of evidence point to the importance of one particular GAG, heparan sulfate (HS), in promoting chemokine activity. First, in vitro, almost all chemokines studied to date appear to bind HS, suggesting that this represents a fundamental aspect of these proteins. Second, the finding that, in vivo, T lymphocytes secrete CC chemokine as a complex with proteoglycans indicates that this form is physiologically relevant (7) . Finally, it is known that association of chemokines with HS helps to stabilize concentration gradients along the endothelial surface, providing directional cues for migrating leukocytes. HS may also protect chemokines from proteolytic degradation and induce oligomerization of chemokine, thus promoting local high concentrations in the vicinity of the G-coupled signaling receptors (8) . The functional relevance of oligomerization remains controversial, although all chemokines have a clear structural basis for dimerization. Indeed, under conditions required for structural studies, most chemokines have a dimeric or tetrameric organization. Nevertheless, the dissociation constant that characterizes dimer formation is usually below the dissociation constant for receptor binding. Oligomerization appears to be strongly enhanced by HS.
We recently analyzed the HS and heparin binding activity of the chemokine stromal cell-derived factor 1␣ (SDF-1␣) and proposed a structural model of the SDF-1␣͞heparin complex that rationalizes all of the experimental data (9) . Together with the general importance of HS for the biology of chemokines, our results prompted us to extend our modeling study to other members of this family of proteins. Targeting the chemokine͞HS interaction clearly offers an approach for the discovery of compounds that modify chemokine activity (10), and we believe that the present study could be of some help for the development of such an approach.
Computational Methods
Calculation of the chemokines Connolly surfaces was performed by using coordinates taken from the Protein Data Bank (11) and the MOLCAD program (12) from the SYBYL package. The coordinates of the extended conformation of heparin were taken from the NMR-derived structures (13) deposited in the Protein Data Bank (ID code 1HPN). A variety of chain conformation also was generated for an 18-mer, taking a variety of conformation at each glycosidic linkage. Docking procedures use the GRID program (14) to predict the most favorable anchoring position for a charged sulfate group at the surface of the chemokines. From our library of heparin chain conformations, those that displayed an appropriate shape for fitting of sulfate groups with the GRID lowest iso-energy contour were selected. The geometry of each of the complexes was optimized by several cycles of energy minimization. All energy calculations were performed with the Tripos force field (15) together with energy parameters especially derived for carbohydrates (16) and sulfated derivatives (17) . Details on the different steps of the computational approaches described here are available as supporting information on the PNAS web site, www.pnas.org, and have been described previously in the modeling study of SDF1␣͞heparin complex (9) .
Results
Comparison of the Oligomerization Modes of Chemokines. Among the 37 three-dimensional structures of chemokines in the Protein Data Bank (11) (see Table 2 , which is published as supporting information on the PNAS web site), only 25% correspond to a monomeric state of the protein, the others being dimers, with the exception of platelet factor-4 (PF-4) and neutrophil-activating peptide-2 (NAP-2), which have been observed as tetrameric structures. The typical chemokine monomer is organized around a triple-stranded antiparallel ␤-sheet [␤ (1) , ␤ (2) , and ␤ (3) ] overlaid by a C-terminal ␣-helix ␣ (C) . The N-terminal region consists of a more or less disordered extended strand ␤ (N) . In all cases the N terminus is anchored to the rest of the molecule by disulfide bridges involving the two cysteine residues that are characteristic of the CC, CXC, or CX 3 C motif. From these monomer templates, several oligomerization modes are observed, as shown in Fig. 1 .
Dimerization through association of the ␤-sheets is observed for all chemokines of the CXC family. The dimer interface arises from antiparallel association of the first ␤-strand, creating a larger ␤-sheet. On one face of this sheet, the two helices run exactly antiparallel. Monocyte chemoattractant protein (MCP)-3, a member of the CC family of chemokines (18) , also adopts this particular quaternary structure referred to hereafter as ␤-sheet dimer.
Dimerization by the N-terminal strands associating in antiparallel mode is observed in most members of the CC chemokine family. In all cases the dimeric structure is rather extended and the helices are located at the two extremities.
A variant of N-terminal strand dimerization mode has been observed in the recently determined structure of the chemokine domain of fractalin (19) , the only member of the CX 3 C chemokine family. Nevertheless, because of the different arrangement in the disulfide bridge, the N-terminal strand is closer to the protein core, and chemokine domain of fractalkine (CDF) forms a more compact dimer than the CC chemokines.
Tetramerization by association of the two first types of dimer described above is characteristic of PF-4 and NAP-2 (20, 21) .
The oligomerization modes summarized in Fig. 1 offer an image of our current knowledge and the experimental methods used for the characterization. NMR experiments (which are generally run in dilute solution) are less likely than x-ray crystallography to characterize oligomeric structures. Nevertheless, in more than 50% of the reported NMR structures, the chemokines were associated in dimer or tetramer (compared with more than 90% for the x-ray structures).
Chemokines and Heparin Binding: Analysis of the Accessible Surfaces.
Several studies have been performed on the binding of GAGs by chemokines. They all are known to bind heparin with the exception of macrophage inflammatory protein (MIP)-5, I309, and several eotaxins for which no data are available. By using MOLCAD software (12) , the accessible surfaces of 12 chemokines have been computed and color-coded according to electrostatic potential, and some are displayed in Fig. 2 .
In most CXC chemokine monomers, such as IL-8, a positively charged area of the protein surface is created by the C-terminal ␣-helix together with the loop connecting the extended Nterminal strand region with the first ␤-strand of the sheet. All CXC chemokines display the same positive area on the surface of the ␣-helices, except SDF-1␣ whose dimer is very different: the most positive area is on the opposite side, i.e., on the back of the ␤-sheet formed by the dimer association.
For the chemokines of the CC family (with the exception of MCP-3), the most positive area consists of two bulbous regions created by the rather long loop connecting the third ␤-strand, ␤ (3) , and the C-terminal ␣-helix. When the two loops are not too far away, as in MIP-1␣ and RANTES (regulated upon activation, normal T cell expressed and secreted), an almost continuous positively charged surface is created. The more dense dimerization mode of the sole CX 3 C family member (CDF) does not allow these loops to be exposed. In this particular dimer the most positively charged surface is on the opposite side, on the flat area created by the antiparallel association of the two N-terminal strands.
As for the tetramers, in common with IL-8 and other CC chemokines, they share the arrangement of positively charged amino acids at the surface of the C-terminal ␣-helices. The two IL-8-type dimers associate in such a way that the positively charged areas form a continuous ring around the globularshaped tetramer.
Prediction of Surface Areas with High Affinity for Sulfate Groups. To gain more detailed insight into the binding site for sulfated GAGs, the GRID program was run by using a negatively charged oxygen as the probe for a sulfate group. The iso-energy contours, corresponding to the lower energy of interaction (between Ϫ4.5 to Ϫ6 kcal͞mol, depending on the proteins), are superimposed on the Connolly surfaces in Fig. 2 . The prediction of binding sites for sulfate groups could be validated because sulfate ions, originating from the crystallization buffer, sometimes are ob- served in crystal structures of proteins, as with IL-8 (22) , SDF-1␣ (23), MCP-1 (24) , and RANTES (25) . Comparisons between the observed position for sulfate ions and iso-contours for the lowest interaction energy values are displayed in Fig. 2 . In all cases, the crystallographic localization of the sulfate ions corresponds to a predicted binding site. In most cases, the binding occurs in a positively charged area of the protein surface.
Chemokines and Heparin Binding: Modeling of the Complexes. The predicted binding site for sulfate ions, together with the location and shape of the positively charged area of the protein surface, provide the basis for docking heparin fragments onto representative members of each class of chemokine. In each case, several heparin fragments were selected from a library of randomly generated conformations. Different possible binding modes were considered, and several cycles of geometry optimization were performed (Table 3 , which is published as supporting information on the PNAS web site). General findings are as follows:
All binding modes were independent of the orientation of the heparin chain because of the 2-fold symmetry of all chemokine dimers studied here.
A large majority of interactions are caused by salt bridges between heparin acidic group (carboxylate and sulfate) and protein basic side chains. Few hydrogen bonds are also predicted to occur.
There is no ambiguity for the lowest energy geometry of the interaction, i.e., orientation of the heparin chain at the protein surface, the energy gap between the best orientation and the second one always being several tens of kcal͞mol. However, there could be some ambiguity for the translation of the heparin chain on the protein surface. There is little energy difference between the best docking mode and the one resulting from the translation of one monosaccharide along the chain (carboxylate and sulfate of iduronic acid replacing the sulfate from GlcNS,6S).
Only the lowest energy complexes are displayed in Fig. 3 . When binding to IL-8, heparin is predicted to adopt a curved shape that allows the establishment of an electrostatic interaction with two peptide sequences that are rich in basic amino acids: the C-terminal ␣-helix (R60, K64, K67, and R568) and the loop connecting the elongated N-terminal region with the first ␤-strand (H18 and K20). This model, in which the polysaccharide runs perpendicular to the two ␣-helices and bridges the two monomers, is in agreement with the prediction made by Wade using another docking strategy (26) . Previously, a different model was proposed in which the heparin chain adopts a horseshoe shape and runs parallel to both helices (27) . Our docking study predicts that the PF-4 tetramer binds HS in a similar way to IL-8. The positively charged ring around the PF-4 tetramer (Fig. 2) allows for the docking of two heparin oligosaccharides, each being perpendicular to a pair of C-terminal ␣-helices. In addition to the two binding regions present on IL-8, the loop between the ␤-strands ␤ (2) and ␤ (3) also displays a basic character (R46 and R49) and may further extend the length of the putative binding site. The model proposed in Fig. 3 is similar to the predicted binding mode of heparin in bovine PF-4 (28). Because of the particular ring shape of the binding area, HS oligomers could bind in different ways, as long as they mimic the ring fragment, allowing for several possibilities of binding.
The SDF-1␣͞heparin complex has been previously modeled and discussed (9) , and it is presented here only for comparison with the other chemokines. In this model, the polysaccharide adopts a straight and extended shape and interacts with the ␤-sheet formed at the dimer interface. The participating basic amino acids belong to the ␤ (1) (K24 and K27) and ␤ (2) (R41 and K43) strands with an additional stabilization caused by the N-terminal lysine. Therefore, when viewing the molecules along the helix axes (Fig. 3 Left) , the binding regions of SDF-1 and IL-8 are located on the two opposite sides of the dimer.
In the RANTES͞heparin complex the polysaccharide is predicted to adopt an S shape that allows it to interact with the two positively charged bulbous regions present at the surface of the protein (Fig. 2) . On each monomer this particular region is created by a cluster of basic amino acids (R44, K45, and R47) located in the loop connecting the two strands ␤ (2) and ␤ (3) . An additional contact with heparin is established by H23 located in the loop connecting ␤ (N) and ␤ (1) . In the CDF model the binding site consists of a flat positive region made up of a large cluster of basic amino acids: K54 of the loop between ␤ (3) and ␣ (C) together with K59 at the beginning of this helix, K36 from the loop connecting ␤ (1) and ␤ (2) , and K14 that is located at the end of the first-strand ␤ (N) . As displayed in Fig. 3 the putative HS binding areas of RANTES and CDF are located on the two opposite site of the molecule.
Discussion

Proposal of Four Docking Modes for the Interaction between Chemokines and HS.
From the present modeling study, and in agreement with modeling data published previously (26, 28) , four different docking modes are proposed for the interaction between chemokine dimers and heparin or HS: one mode for each of the CC and CX 3 C types of chemokines and two different modes within the CXC family. In each case, different clusters of basic amino acids can be defined as an arrangement of amino acids at the protein surface that provides efficient binding of HS. Fig. 4 displays a sequence alignment deduced from the superimposition of three-dimensional structures. The chemokines have been classified as a function of the occurrence of each type of cluster and the amino acids implicated have been colored.
Cluster 1 is characteristic of IL-8 and has also been proposed for melanoma growth stimulating activity (MGSA), MIP-2␣, and NAP-2. The main characteristic of this binding site concerns two ␣-helices separated by a gap. Because basic amino acids are present on one side of the C-terminal helix and on contiguous turns, i.e., separated by about 3.5 aa, the peptide signature consists of (B)Bxx(x͞B)BxxB(B) in the C-terminal region. The loop L (␤N-␤1) also participates in the binding and exhibits a conserved HxK motif. This mode of binding is also very likely to occur in the NAP-2 and PF-4 tetramer.
Cluster 2 has been observed only in SDF-1 where it forms a crevasse at the interface between the ␤-strands. It is the only binding site in this study to have a concave shape and to accommodate heparin or HS, having a fully extended conformation. Two basic amino acids in both ␤ (1) and ␤ (2) strands characterize this binding site but, because there is only one member in the family at the present time, this cannot be defined as a characteristic motif.
Cluster 3 is observed in all CXC chemokines with the exception of the MCP that may represent a family with different characteristics. It mainly involves the loop between ␤ (2) and ␤ (3) strands with a BBXB conserved motif. As in the case of site 1, in the dimer there is a gap between the two loops that the heparin chain has to bridge or fit into. Basic amino acids located at the beginning and the end of the loop connecting ␤ (N) and ␤ (1) also participate in the establishment of such a cluster.
Cluster 4 is based on the recent CDF crystal structure (19) and comprises a flat area made up of different loops. Two loops are involved, the ones between ␤ (1) and ␤ (2) and between ␤ (2) and ␤ (3) .
The MCP chemokines are more difficult to describe in terms of the characterization of clusters. The three MCP chemokines share about 60% amino acid identity and putatively have very different heparin binding sites. MCP-3, which makes a CC type of dimer (18), displays a cluster-1 arrangement of basic amino acids, albeit with some degeneration. MCP-2 forms a N-terminal dimer (29) and its sequence contains the signature motif of cluster-3. MCP-1 forms the same dimer but no characteristic signature can be identified in the amino acid sequence.
To visualize the location of the clusters on the chemokine surface a chimera protein has been built by using the monomer of IL-8 as a template. All of the amino acids have been mutated to Ala except for the four cysteine residues involved in disulfide bridges. The 15 amino acids that belong to the clusters all have been mutated to His, Lys, or Arg, depending on the most frequent occurrence. The corresponding protein surface is displayed in Fig. 4 together with the location of the clusters in a ribbon representation of the monomer. Except for cluster 2 and cluster 3 that share one amino acid (a Lys colored in violet), the clusters are not contiguous and are scattered on different faces of the monomer.
Validation of the Modeling Study: Comparison of the Theoretical
Complexes with Biochemical Data. In the absence of crystal structures of complexes between chemokines and heparin or HS fragments, other experimental methods can be used to identify the amino acids involved in the interaction. Although sitedirected mutagenesis is commonly used, direct NMR observation of the proton resonances of the side chains that are perturbed upon heparin binding also has proven to be a powerful method (30) .
The amino acids that have been experimentally identified as being involved in heparin binding are listed in Table 1 . There is an excellent agreement between the models derived from the present study and the experimental data, validating the clusters proposed here. Some discrepancies may be observed at the edge of clusters: mutation of Arg-68 of IL-8 caused a large decrease in affinity for heparin (31) whereas, in our study, this amino acid is included in cluster 1, but at the edge. The only point of disagreement that arises is found between our modeling and some experimental data obtained with RANTES (32) . However, recent site-directed mutagenesis analysis (33) clearly established the role of Arg-44, Lys-45, and, more particularly, Arg-47 for binding heparin, in perfect agreement with the present study.
Furthermore, from the present model, a synthetic HS analog consisting of two hexasaccharides linked by a spacer through their reducing end and therefore presenting a 2-fold symmetry that fits the symmetry and the organization of the protein dimer has been prepared (R. Vives and H.L.-J., unpublished work). This molecule has a several-fold enhanced affinity for RANTES, compared with the equivalent heparin dodecamer, validating our model and its use to design chemokine ligands.
Functional and Biological Implications of the Proposed Models. In target cells, chemokines bind to and activate seven-helix transmembrane domain receptors that are coupled to G proteins (10) . It is well established that the N-terminal region of chemokines is critical for biological activity (34) . In most cases mutations that prevent HS binding do not appear to modify receptor binding. The present study shows that, in most cases, the HS-interacting surface is found on the C-terminal ␣-helix or in loops facing the N-terminal domain, and thus is distinct from the receptor-interacting surface. Nevertheless, recent studies have shown that receptor binding and receptor activation are not necessarily connected. For example, SDF-1 or RANTES in which the N-terminal domain was modified still bound to their cognate receptors, but the signal was not transduced (35, 36) . It is possible therefore to consider that binding to GAGs may modulate signaling rather than binding to the receptor itself. This view is supported by a recent study showing that HS supported the Ca 2ϩ mobilization induced by chemokines, whereas the GAG dermatan sulfate inhibits this cellular response (6) . It is also known that a number of GAGs in complex with RANTES inhibit HIV replication by interacting with the chemokine receptor CCR5 but fail to induce Ca 2ϩ mobilization (37) . Therefore, in addition to the presentation of chemokines, GAGs might play an active part in chemokine function. Finally, it is possible that a single GAG may have different effects on a chemokine depending on which receptor it uses. Among several questions that arise from these considerations are the following: How can HS bind and regulate so many different chemokines? Does HS simply localize and concentrate active proteins on the cell surface based on affinity considerations, or does it promote critical changes in protein conformation that allow interaction with and͞or activation of its signaling receptors?
In this context, we have provided a complete description of the complexes formed by chemokines and HS. It is probable that new binding modes will be characterized in the future, when new structures of chemokines are solved. Our analysis provides clear evidence that, in each case, only a small subset of sulfate groups is involved in complex formation, a point consistent with the emerging view that unique sequences specifically bind a given chemokine. Although the present study would not allow for a very fine view of the GAG sequence optimal for binding (i.e., effect of 2-N-sulfate compared with 6-O-sulfate), it does help in identifying optimal arrangement of sulfate-rich and sulfate-poor portions of HS (S-domains and NAc-domains) that would interact with the clusters. As our comprehension of chemokineinduced receptor activation improves these data should provide a basis for the understanding of how HS may modulate chemokine function. From a therapeutic viewpoint the models we propose should assist with the rational design of HS mimics that can modulate the formation of chemokine-HS complexes.
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Detailed Computational Procedure
Calculation of the Chemokines Connoly Surfaces. The coordinates of all chemokines studied were taken from the Protein Data Bank (1). All hydrogen atoms were added by using the Sybyl molecular modeling package (2) and partial atomic charges were derived by using the Pullman procedure. The positions of all hydrogen atoms were optimized with the Tripos force field (3). The Connolly surfaces of the proteins were calculated by using the MOLCAD program (4) from the Sybyl package.
Modeling the heparin chains. The coordinates of the extended conformation of heparin were taken from the NMR-derived structures (5) deposited in the Protein Data Bank (ID code 1HPN) . A variety of chain conformation were also generated using the following procedure. Polysaccharides consisting of 18 monomers were built with alternating 2-N-sulfated, 6-O-sulfated α-D-Glc, and 2-O-sulfated β-L-IdoA monosaccharides. The coordinates of the monosaccharides were taken from a databank of three-dimensional structures (http://infopc2.cermav.cnrs.fr/databank/monosaccharides/).
All of the glycosidic linkages were considered to be able to adopt two different conformations selected in a 4 kcal/mol energy window in the Ramachandran type (Φ, Ψ) energy map previously published for these disaccharides or for closely related ones (6, 7) . Defining the torsional angles of the glycosidic linkage as Φ = Θ(O-5i C-li O-li C-4j) and Ψ = Θ(C-li O-li C-4j C-5j), the following conformations were considered: Several dozen chain conformations were generated by randomly selecting both the occurrence of 2 S O and 1 C 4 ring shapes for the iduronic acid and the conformational state of each glycosidic linkage. Few conformations were rejected because of steric conflicts. Atom types and partial charges were defined according to the PIM energy parameters for carbohydrates (8, 9) to be used within the Tripos force field (3).
Docking procedure. The GRID program (10) was used to predict the most favorable anchoring position for a charged sulfate group at the surface of the chemokines with known crystal structure. The probe used in the calculation is the charged oxygen of a sulfate or phosphate group. The grid spacing was set to 1 Å. From our library of heparin chain conformations those that display an appropriate shape for fitting of sulfate groups with the GRID lowest iso-energy contour were selected. The polysaccharide chains were merged with the protein structure in the docking mode that brings the sulfate in close contact with the protein surface without generating steric conflicts.
Optimization of the complexes. The geometry of each of the complexes was optimized by several cycles of energy minimization. The hydrogen atoms and pendant groups were first optimized. Finally, the whole heparin moiety, together with the side chain of the amino acids in the positively charged area, were fully optimized. All energy calculations were performed with the Tripos force field (3) together with energy parameters especially derived for carbohydrates (8) and sulfated derivatives (9) . The permitivity was set as a distance-dependant function and a Powell-type minimizer was used through the calculations. To evaluate the energy of interaction, the complex was also optimized with the heparin chain at a distance of 50 Å away from the protein, out of the range of intermolecular interaction. Description of available three-dimensional structures of heparin classified by using the new nomenclature (40) . wt, wild type.
*For some NMR structures, the codes without and with parenthesis refers to the minimized mean structure, and the different ensemble members, respectively.
