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Abstract 
This paper investigates cases where one graph parameter, upper fractional domination, is 
equal to three others: independence, upper domination and upper irredundance. We show that 
they are all equal for a large subclass, known as strongly perfect graphs, of the class of perfect 
graphs. They are also equal for odd cycles and upper bound graphs. However for simplicial 
graphs, upper irredundance might not equal the others, which are all equal. Also for many 
subclasses of perfect graphs other than the strongly perfect class, independence, upper domina- 
tion and upper irredundance are not necessarily equal. We also show that if the graph join 
operation is used to combine two graphs which have some of the parameters equal, the resulting 
graph will have the same parameters equal. 
1. Introduction 
There are a large number of graph parameters that are used to indicate various 
features of graph. In this paper, we investigate when four parameters that involve 
maximization are equal. 
We will consider undirected graphs, G = (V, E), with no multiple edges or self- 
loops. For U E V, we will denote by ( U ), the subgraph of G induced by U. The open 
neighbourhood of a vertex v, N(v), is the set of vertices adjacent to v. The closed 
neighbourhood of v is given by N[v] = N(v) u Iv). These definitions can be ex- 
panded to sets as follows: for U c V 
N(U) = 0 N(u), 
CIE L’ 
N[U] = (j N[v]. 
DELI 
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For S c I’, S is an independent (also called stable) set if no two vertices in S are 
adjacent. The maximum cardinality of an independent set of a graph is called the 
independence number, p(G), of the graph. Also for S c V and a vertex u E S, u is said 
to have private neighbour w if(i) w is in the closed neighbourhood of u, i.e. w E N [u], 
and (ii) w is not in the neighbourhood of any other vertex in S, i.e. w # N [S - {u}]. An 
irredundant set of vertices is a set S where every vertex v in S has a private neighbour. 
The upper irredundance number, [R(G), is the maximum cardinality of an irredun- 
dant set for graph G. 
A set S E I/ is a dominating set if N [ S] = I’. A dominating set is minimal if no 
proper subset is dominating. The domination number, y(G), is the minimum cardinal- 
ity over all (minimal) dominating sets. The upper domination number, T(G), is the 
maximum cardinality over all minimal dominating sets. 
In recent years, several authors have started investigations of fractional variations 
of graph parameters (e.g. [l, 2, 8, 12, 15, 17, 20, 333). The fractional variation 
corresponding to domination has been defined [6] using a function ffrom V to the 
closed real interval [0, 11. We say 1’ is a (fractional) dominating function if for each 
v E I’, it is true that f( N [ u]) > 1, where for a set S, 
f(S) = 1 f(v). 
ves 
Given a dominating function f, we say it is minimal dominating if it is minimal among 
dominating functions under the usual partial ordering for real valued functions (i.e. 
f < g if f(u) < g(v) for all v). In discussing minimal dominating functions, the 
following observation is very useful [6]. 
Lemma 1. Let f be a dominating function for a graph G. Then f is a minimal dominating 
function if and only if whenever f(y) > 0 there exists some z E N[y] such that 
f (NCzl) = 1. 
The intuitive explanation of this result is that if f(y) > 0 and f is minimal 
dominating, then all the contribution off at y is needed to make some neighbourhood 
sum equal to 1 (or else f(y) could be reduced and f still dominate). Now the upper 
fractional domination number, r,(G), is the maximum of f(V) over all minimal 
dominating functions f: It follows from the definition of r,(G) that if f is restricted to 
mapping to (0, l}, then this definition reduces to the definition for T(G). It is known 
[6] that Ts(G) is computable and rational, and like r(G), is NP-hard [16] to 
compute. 
Since it seems [6] that Ts(G) may be even more difficult to compute than 
/I(G), r(G) or IR( G), we have decided to take the approach of trying to discover 
when it equals the other parameters. Cockayne et al. [11] have shown that for 
all graphs G, p(G) < T(G) < IR(G). Since the fractional problem is a relaxed 
version of a 0-l maximization problem, r(G) < Tr(G). We now show that 
Ts(G) < ZR(G). 
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Fig. 1. 
Theorem 1. For any graph G, T,(G) < IR(G). 
Proof. Let g : V -+ [0, l] be a minimal dominating function of G where g( V) = Tr( G). 
Also let S = {vl,uz, . . . . v,> be the set of vertices with g(N[Ui]) = 1. Note that since 
g is minimal, every vertex u E V with g(u) > 0 is adjacent to at least one vertex in S. 
Hence S dominates the set P of vertices with positive function values. Let D c S be 
a minimal subset of S which dominates P u S. Since D is minimal, D is an irredundant 
set of (P u S), and therefore of G. Thus IR( G) > 1 DI. But 
IDI = c 1 
OcED 
= LT;Dg(NCuil) since D c S and for all v E S, g( N [ u] ) = 1 
‘I 
3 1 g(o) g(o) > 0 implies u E P, and D dominates P 
L’EV 
= d v) = ~J(G). 
Therefore Ts(G) < IDI d IR(G). 0 
As a result of the theorem, we have p(G) d r(G) < rf( G) d ZR( G). In the remain- 
ing sections, we investigate cases where these parameters are equal, especially when 
Tf(G) is involved. 
2. Classes of graphs with p(G) = r(G) = r,(G) = ZZ?( G) 
Equality of the three parameters p(G), r(G), and IR( G) has already been investi- 
gated by a number of authors. None of them considered Ts(G), but when 
r(G) = IR(G) its equality relationship with the others follows from the above result. 
Cockayne et al. [lo] have shown that if a graph does not contain (as an induced 
subgraph) any of the four forbidden subgraphs indicated in Fig. 1 (each dashed line 
can be either present or absent), then r( G) = ZR (G). Favaron [ 131 obtained this same 
result if a graph does not contain K1,3, G2, or G3 (see Fig. 2). 
G.A. Cheston, G. Frickr 1 Discrete Applied Mathematics 55 (1994) 241-258 
Fig. 3. 
Forbidden subgraphs have also been used to obtain sufficient conditions for the 
stronger condition p(G) = T(G) = ZR(G). In particular, Jacobson and Peters [26] 
have shown that if a graph does not contain K,,,, C4 (the 4 cycle), or G4 (see Fig. 3) 
then the three parameters are equal. They are also equal if G does not contain either 
C4 or C, (the complement of C,). 
Properties of graphs have also been used to establish equality of the three para- 
meters. Cockayne et al. [lo] showed that bipartite graphs have 
p(G) = T(G) = IR(G). They also showed that the parameters are equal if G has no 
vertices of degree 0 and y(G) + ZR( G) = 1 E 1. Jacobson and Peters established equal- 
ity of the parameters for chordal graphs [26], peripheral graphs, and for any graph 
where the maximum degree of any vertex is two [27]. 
Cockayne et al. [11] showed that the representative graph of any hereditary 
hypergraph with no degree 0 vertices has the parameters equal (see [l 1] for the related 
definitions). It is easy to see that all such representative graphs, including middle 
graphs and independence graphs, are upper bound graphs. A graph G = (V, E) is 
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called an upper bound graph [29] if there exists a partially ordered set (P, < ) such 
that V = P and (x, yj E E if x # y and there exists a z E P with x d z and y d z. It was 
shown by Cheston et al. [7] that the three parameters are equal for upper bound 
graphs. 
Given an arbitrary graph G, the trestled graph of index k, Tk(G), is the graph 
obtained from G by adding k copies of K2 for each edge (u, V) of G and joining u and 
c’ to the respective endvertices of each KZ. See Fig. 4 for an example of the structure 
when k = 2. Fellows et al. [14] show that the three parameters are equal for all 
trestled graphs. 
Finally Golumbic and Laskar [ 191 showed that fl( G) = f(G) = IR( G) for the class 
of circular arc graphs. A graph G = ( V, E) is a circular arc graph [28, 181 if there exists 
a set of arcs of a circle with each arc corresponding to a vertex of G, and two vertices 
are adjacent iff the corresponding arcs have a nonempty intersection on the circle. 
The main class to be considered here is a subclass called strongly perfect graphs [4] 
of the class of perfect graphs. A graph G is called perfect if for each induced subgraph 
H of G, the size of the largest clique (maximal complete subgraph) in H equals the 
chromatic number of H (the fewest number of colours needed to colour the vertices of 
H in such a way that no 2 adjacent vertices have the same colour). An intuition for this 
class can be obtained from the strong perfect graph conjecture. A chordless cycle of 
length at least four is called a hole, and the complement of such a cycle is called an 
antihole. A graph is called Berge if it contains as an induced subgraph neither an odd 
hole nor an odd antihole. If a graph is perfect then it is Berge, and the strong perfect 
graph conjecture asserts that a graph is perfect if and only if it is Berge. In recent years, 
many results have been developed while trying to prove or disprove this conjecture 
A set S is called a stable transversal if 1 S n Cl = 1 for all C E C where C is the set of 
all (maximal) cliques. A graph G is called strongly perfect if G and each of its induced 
subgraphs has a stable transversal. It is known that every strongly perfect graph is 
perfect [4], and that the class of strongly perfect graphs includes perfectly ordered 
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graphs [9], Meyniel graphs [30, 341, and many other classes which are subclasses of 
these two classes. 
Theorem 2. Zf G is a strongly perfect graph, then B(G) = r(G) = r,(G) = IR( G). 
Proof. (The general approach of the proof follows that of Jacobson and Peters [26].) 
Let G be a strongly perfect graph, and I be an arbitrary ZR-set (i.e. a maximum 
irredundant subset of vertices with 111 = ZR(G)). 
If Z is an independent set, then fl( G) 3 111 = ZR( G) and the proof is complete. 
Assume Z is not independent. Let R = {x) x E I, 3y E I, (x, y) E E}, i.e. R is the 
subset of Z that consists of the nonisolated (degree greater than zero) vertices of (Z). 
For each x E R, let x’ be a (particular) private neighbour of x not in Z and 
R’ = Ix’) x E R}. Consider the graph H = (I u R’). Note that since R’ is a set of 
private neighbours for vertices in R, the only edges in H from Z to R’ are (x, x’) for 
some x E R, and the vertices of Z - R are isolated in H (see Fig. 5). Since G is strongly 
perfect, H must have a stable transversal. Let S be a stable transversal of H. Consider 
each (x, x’) edge for x E R. It forms a maxima1 clique since no vertex of R’ - {x’s is 
adjacent to x, and no vertex of Z - {x} is adjacent to x’. Thus exactly one of x or x’ 
must be in S. Also S must contain Z - R. 
:. ISI = 111 = ZR(G). 
Since stable transversals are independent sets, S is an independent set of size ZR(G). 
:. P(G) 3 ISI = ZR(G), 
:. j?(G) = T(G) = Tf(G) = ZR(G). q 
Corollary 1. Zf G is an even cycle, tree, 
chordal, co-chordal, peripheral, parity, 
then 
/I(G) = T(G) = Tf(G) = ZR(G). 
bipartite, cograph, permutation, comparability, 
Gallai, perfectly orderable, or Meyniel graph 
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Proof. These and others are all strongly perfect graphs [S, 183. 0 
There are another couple classes of graphs that have not been publicized as 
subclasses of the strongly perfect class. For 3 a class of graphs, the class of J-cographs 
is defined recursively as follows: 
(i) A graph in 3 is a J-cograph. 
(ii) If Gi, G2, . . . . Gk are @-cographs, then so is their disjoint union 
G, u G2 u ..’ u Gk. 
(iii) If G is a J-cograph, then so is its complement G. 
If 3 is the trivial class consisting of only a single vertex graph, then the J-cograph class 
is the standard cograph class. If 3 is the class of trees, then the tree-cograph class [36] 
is obtained. Other classes can also be defined, for example chordal-cographs. Also, if 
3 is a class of perfect graphs, the J-cographs are perfect since the class of perfect 
graphs is closed under union and complementation. 
One of the perfect classes referred to in Corollary 1 is the perfectly orderable 
class. This class of graphs is characterized by the existence of a linear order < 
on the set of vertices such that no induced chordless P, path with vertices a, b, c, d 
and edges (a, b), (b, c) (c, d) has a < b and d < c (this is called the forbidden 
orientation). 
Theorem 3. If 3 is a class of graphs such that for all H E 3 both H and fl are perfectly 
orderable, then all z-cographs are perfectly orderable. 
Proof. Let G be an arbitrary 3-cograph. Then G can be built up from graphs in 3 by 
means of union and complement operations. Let HI, Hz, . . . , H, be the collection of 
z-graphs used to construct G, and let Ai be the set of vertices from G that correspond 
to the graph Hi. In G, the subgraph induced by Ai is either Hi or Hi, dependent on 
whether there was an even or odd number of complement operations after Hi joined 
the construction. Order the vertices of G as follows: 
Consider each of the r sets Ai in some arbitrary order: 
_ if (Ai) = Hi, then order the vertices of Ai according to the perfect ordering of Hi 
placing them after the vertices of preceding A,‘s; 
~ if (Ai) = Hi, then order the vertices of Ai according to the perfect ordering of Hi 
placing them after the vertices of preceding A,‘s. 
We now need to show that this ordering does not induce a P4 with the forbidden 
orientation specified above. 
Consider an induced P4 in G. First we claim that all the vertices of P, must belong 
to the same set Ai. This follows by induction since a union operation implies P4 must 
belong to one of the graphs unioned, and a union followed by a complement induces 
a subgraph that contains either a K 1,3 or a K2,2 if vertices are not all in the same 
graph during the union. 
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Now since all the vertices of P4 belong to the same set Ai, by the ordering of the 
vertices in (A,), P, can not have the forbidden orientation. Therefore G is perfectly 
orderable. 0 
Corollary 2. Tree-cographs and chordal-cographs are perfectly orderable. 
Proof. Co-chordal graphs are graphs whose complement is chordal. Since both 
chordal and coTchordal graphs are known to be perfectly orderable, it follows that 
chordal-cographs are perfectly orderable. Trees are a subclass of chordal graphs, so 
the result follows for tree-cographs. 0 
As we will show in the next section, not all perfect graphs have the property 
fl( G) = r(G) = r,(G) = IR(G). In particular, the property does not hold for the 
(perfectly orderable) cograph class. 
Note that a strongly perfect graph G satisfies the stronger property that 
p(H) = T(H) = T,(H) = IR(H) for all induced subgraphs H of G. Graphs with this 
property are characterized by Jacobson and Peters [27]. They also show that circular 
arc graphs satisfy this characterization and hence have the stronger property. Obvi- 
ously a tristled graph T,(G) does not have the stronger property as G is an induced 
subgraph of Tk( G), and G can be any graph. Also upper bound graphs do not have the 
stronger property for the parameters. To see this note that for any graph G, the graph 
G can be constructed as follows: for every edge (u, u) E E(G), add a unique vertex 
w and edges (u, w) and (u, w). Then G is an upper bound graph which has G as an 
induced subgraph. Therefore this shows that every graph is an induced subgraph of 
some upper bound graph. It would be useful to have a characterization of the weak 
version of the property (when the four parameters are equal for the graph, but not 
necessarily for all induced subgraphs). 
3. Some classes of graphs where the four parameters are not equal 
The first class that we will consider is one where /3(G) = r(G) = r,(G) but ZR( G) is 
not necessarily equal to the three others. A simplicial vertex is a vertex that appears in 
exactly one clique (i.e. u is a simplicial vertex iff every two neighbours of u are 
adjacent), and a clique containing one or more simplicial vertices is called a simplex. 
A graph is called simplicial [7] if every vertex of G is either a simplicial vertex or 
adjacent to a simplicial vertex. Hence in a simplicial graph, every vertex belongs to 
a simplex. One can also define edge simplicial graphs to be graphs where every edge 
belongs to a simplex. It turns out that the class of edge simplicial graphs is the same as 
the class of upper bound graphs [7]. Therefore the class of simplicial graphs is 
a natural extension of the class of upper bound graphs. 
It is known [7] that for simplicial graphs, p(G) = r(G), and simplicial graphs exist 
with T(G) < [R(G). We now prove that for simplicial graphs r(G) = Tf(G). To 
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prove this result, we use a stronger version of Lemma 1 that can be proved for minimal 
dominating functions in the context of simplicial graphs. 
Lemma 2. If G = ( V, E) is a simplicial graph and f is a minimal dominating function for 
G, then f(y) > 0 implies there exists a simplicial vertex v such that v EN [y] and 
f(NCul) = 1. 
Proof. Since f is minimal dominating and f(y) > 0, there exists z E N [y] such that 
f (N[z]) = 1. Also since G is simplicial, there exists a simplicial vertex v E N[z]. 
Suppose v $ N [ y]. Then 
1 Gf(NCvl) ,f dominates v 
<f (NCvl) +f (y) f(y) > 0 
Gf(NCzl) NCvl z NCzl, Y E NCzl, Y # NC01 
= 1 
But this is impossible. Therefore v EN [y], and v is simplicial. 
Also 1 <f(N[v]) <f(N[z]) = 1, so f(N[v]) = 1. 0 
Theorem 4. For G a simplicial graph, r(G) = r,(G). 
Proof. Suppose f is a minimal dominating function for G = ( V, E). We begin by 
defining a partition on V such that the number of equivalence classes is equal to s, 
where s is the number of simplices in G. This partition is defined by the following 
algorithm: 
1. Initialize all vertices to be unmarked. 
2. While there exists an unmarked vertex u that is in more than one simplex and has 
f(u) ‘0 
~ Find such a vertex. 
~ Find a simplicial vertex v E N [ u] with f (N [ v]) = 1. 
~ Form a class to consist of all unmarked vertices of NIV]. 
- Mark all vertices in the class. 
3. While there is an unmarked simplicial vertex 
- Find an unmarked simplicial vertex v. 
~ Form a class to consist of all unmarked vertices of N[v]. 
~ Mark all vertices in the class. 
Note that if a vertex u is unmarked, then all adjacent simplicial vertices are also 
unmarked. Thus the vertex v selected in step 2 is unmarked. Also it is clear that the 
classes form a partition of V since every vertex is adjacent to a simplicial vertex. Also 
the number of classes is equal to s, the number of simplices, since (i) each class is 
a subset of the vertex set for a distinct simplex, and (ii) there must exist a class for each 
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simplex. But s d p(G) since selecting one simplicial vertex from each simplex forms an 
independent set. Also J(G) d s since no independent set can contain 2 vertices from 
the same simplex. Therefore the number of classes in the partition is P(G). 
We now want to show that for any class C, f(C) d 1. If the class was formed in step 
2, then f(C) <f(N[u]) = 1 so the property holds. When step 2 is completed, every 
unmarked vertex u that is in more than one simplex has ,f( u) = 0. Thus the vertices of 
a class formed in step 3 either have a function value of 0, or else belong to a single 
simplex. Let C be the class formed in step 3 from N [u]. If y E C and f(y) > 0, then 
y belongs to only one simplex, N [ v]. By Lemma 2, there exists a simplicial vertex 
U’E N[y] with f(N[v’]) = 1. Since y is in only one simplex, N[v’] = N[v] and 
f(C) <f[N[u]) = 1. Therefore f(C) < 1 for all classes C. 
Thus for any minimal dominating function f; 
J-(V) = c f(C)< c 1 =B(G). 
class c class c 
Therefore Tf(G) d ,8(G). But B(G) < T(G) ,< T/(G), and hence r(G) = r’(G). q 
It is also interesting to note the following. 
Corollary 3. Suppose f is a minimal dominating function with weight Ts(G) for G a sim- 
plicial graph. Then for each simplicial vertex v, f (N[v]) = 1, and no vertex with 
a positive function value belongs to more than one simplex, 
Proof. Suppose u is a simplicial vertex with f (N [ v]) > 1. Then the simplex N [ o] will 
never be selected in step 2, so the class C for the N [ v] simplex is formed in step 3. If 
there exists a y E C with f(y) > 0, then by the construction, y belongs to only one 
simplex(N[v]),andbyLemma2,f(N[v])= l.Sinceweassumedthatf(N[u]) > 1, 
this means that f(C) = 0. But this is impossible since each class must have a sum of 
1 in order to obtain f( V) = B(G). Hence for every simplicial vertex v, f (N[v]) = 1. 
Now suppose that u is a vertex in more than one simplex. In the construction of the 
classes, u is only put in one class. Thus there is a simplicial vertex v and simplex N [ u] 
with u E N[u], and a class C with Cc N[v] - {u). Then f(C) <f(N[v] - {u}) 
=f(N[v])-f(u)<f(N[v])=l, since v is simplicial. Since V has weight 
Ts(G) = fl( G), all classes must have a weight of 1. Thus f(u) = 0. q 
In the previous section, we showed that P(G) = T(G) = r,(G) = IR(G) for the 
class of strongly perfect graphs. But this class does not include all perfect graphs. We 
will now give several subclasses of the class of perfect graphs where the four para- 
meters are not necessarily equal. 
We begin with the cograph extension of strongly perfect graphs. G3 (of Fig. 2) and 
G5 = c, (in Fig. 6) both are complements of bipartite graphs. Hence the graphs are 
cocomparability graphs, coperfectly orderable graphs, (perfectly orderable) cographs, 
and (strongly perfect) cographs. (Unless otherwise indicated, the definitions for and 
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the containment relationships amongst the classes of graphs mentioned in this paper 
can be found in [S].) Also the two graphs G3 and G5 are claw-free, dart-free [35], and 
pan-free [31] Berge graphs. Finally the two graphs are superperfect and murky [22]. 
Each of these classes is a subclass of perfect graphs. For our purposes here, the key 
facts are that 
2 = /I(G,) < T(G,) = T,(G,) = IR(G,) = 3, 
and 
2 = /?(G,) = T(G,) = f,(G,) < ZR(G,) = 3. 
Therefore p, I-, r,, and IR are not necessarily equal for graphs in these classes. 
Graphs G6 and G, in Fig. 7 imply that these four parameters are not equal for 
a number of other classes of perfect graphs. First, the parameter values for these 
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graphs are as follows: 
3 = P(G6) < r( G6) = T,(G,) = IR(G,) = 4, 
and 
3 = /?( G,) = T(G,) = Tf(G,) < ZR(G7) = 4. 
(The initial equalities for G7 follow from G, being simplicial.) These two graphs are 
line graphs of bipartite graphs. This implies the graphs are (K4 - e)-free Berge [32, 
371, unimodular, neighbourhood perfect [21], and alternately colourable graphs [24]. 
The graphs are also bounded tolerance graphs, which implies they are tolerance 
graphs, alternately orderable, hip*, weakly chordal, strictly quasi-parity, and quasi- 
parity. They are also clique separable, locally perfect, and slender [23]. G6 is also 
Dilworth 4 (but G7 is not). Thus for these subclasses of perfect graphs, the four 
parameters are not necessarily equal. Finally we note that G6 and G, are circle graphs. 
While this class is not a perfect class of graphs, it is mentioned because of its similarity 
to circular arc graphs previously mentioned. 
For graphs G8 and G9 of Fig. 8, 
4 = /I( G,) < r( G,) = r,( G,) = IR( G,) = 5, 
and 
4 = p( G,) = r( G,) = r,( G,) < IR( G,) = 5. 
As well as belonging to a number of other classes, these graphs are both slender and 
slim [25]. Thus these are two classes of perfect graphs where the parameters are not 
necessarily equal. 
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For all the classes of perfect graphs that we have considered, if it is not contained in 
the strongly perfect class, then the class contains a graph with the parameters not 
equal. Nevertheless, it is not surprising that if a graph does not belong to the strongly 
perfect class, it can still have the parameters equal. In particular, the graph GiO in 
Fig. 9 is an example of a perfect graph that is not strongly perfect but has /I = IR for 
all induced subgraphs. 
None of the graphs so far have had the property that T(G) # T,(G). Very little is 
known about such graphs. We now look at two examples, one of which is a perfect 
graph. 
Consider the graph Gi 1 shown in Fig. 10, where the K, that appears in eight places 
indicates that a complete graph on 6 vertices is formed by the 6 vertices surrounding 
each occurrence of Kb. For Gii, fl(G,,) = 8, f(G,,) = 14, Tf(G1,) = 149 [6], and 
ZR(G,l) = 22. The 145 comes from 5 at vertices 2, . . . . 6, 14, . . . . 18, 31, . . . . 35, and 
43 , . . . . 47, and 3 at 12, 24, 25 and 37. It is easy to see that the graph is Berge and 
(K, - e)-free, and hence a (K, - e)-free Berge graph. Thus the class of (K4 - e)-free 
Berge graphs, and classes that contain it like dart-free graphs, unimodular graphs and 
perfect graphs, do not necessarily have T(G) = Tf(G). This is also true for locally 
perfect and neighbourhood perfect graphs as Gii is contained in both these 
classes. 
To our knowledge the graph Gi2 given in Fig. 11 (where vertices 1,2,3, . . . . 7 
form a complete graph) is the graph of the fewest vertices with T(G) < r,(G). 
This graph has /I(Gi2) = 4, and IR(G12) = 6 with the vertices {2,3,..., 7) 
forming an irredundant set of maximum size. r, is maximized by making the 
values at vertices { 2,3, . . . , 7} as large as possible subject to the minimal 
dominating constraint. In order to dominate { 14,15,16}, the best that can be 
done is TS(Gi2) = 44 (with ) at 2,3, . . . . 7, and a at 8,9, . . . . 13). r cannot do as 
well as it must have at least two ones at vertices in { 8,9, . . . . 13) in order to 
cover 14, 15, and 16. As a result, the best is r( Gi2) = 4 with for example ones at 8, 10, 
6 and 7. 
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4. The join operator and the parameters 
Many graphs can be built from simpler graphs by means of graph operations. If 
a parameter can be evaluated on the simpler graphs, and the value of the parameter 
for a graph that results from the operation can be expressed in terms of the parameter 
values of the simpler graphs, then the value of the parameter of the resulting graph can 
be obtained. This can provide an easy way to determine certain parameters for some 
graphs. In this section, we consider the four parameters p, f, I-,, and IR and the graph 
join operator. 
Given two graphs, G1 = (I/, , E,) and G2 = ( V,, E,), where we assume V1 n V2 = 
8, the graph resulting from the join operation, G1 + G, = (V, E), is given by 
V= VI u Vz 
and 
E=El u&u{(x,y)l( x~P’~andy~V~)or(x~V’~andy~V~)}. 
The following theorem expresses the value of a parameter in terms of its value for the 
graphs joined. 
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Theorem 5. 3(G, + G,) = max(z(Gr), 3(G2)) w h ere 3 is uny of the parameters j3, r, 
r,, or IR. 
Proof. For each of the parameters 3, it is obvious that 
3(Gr + G,) B max(J(GrL Xc,)) 
since any set or function that has the required properties on either Gr or G2 has the 
same properties on Gr + Gz. 
Now consider the three integer parameters 0, r, and IR. For r and IR, if 
the required set for Gr + Gz has a member from both VI and V,, then the 
largest size the set can be is 2. For /3, there cannot be members from both Z’, 
and V2. In both cases 3(G, + G,) = max(s(G,), ,7(G,)), so we immediately obtain 
the result. 
Now we want to show Tf(G, + G,) = max(rf(GI), cf(G,)). 
If Gr + Gz is a complete graph then P(G, + G,) = T(Gr + Gz) = r,(G, + G2) 
= 1 = Tf(Gr) = T,(G,). Therefore, assume that G, + Gz is not a complete graph, so 
that 2 d fi(G, + G2) < T(Gr + G2) < Ts(G1 + G2), since G, + G2 has at least two 
nonadjacent vertices. 
Now let g : V-t [0, l] be a minimal dominating function on G1 + G2 with 
g(V) = T,(G, + G2). Without loss of generality, assume that g( VI) 2 g( Vz). Then 
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since Ts(G1 + G,) 3 2, it follows that g( VI) > 1 since Tf(G1 + G,) = g(V) = 
g(V1) + g( Vz). 
To see that this implies g( Vz) < 1, suppose to the contrary that g( V2) > 1. Then 
reduce any positive value assigned to a vertex in Gz by an E > 0 such that 
g( V2) - E 3 1. This new function, call it g’, is still dominating, since every vertex in G, 
is still dominated by the set of vertices in Gr (since g’( VI) = g( VI) > l), and since 
every vertex in Gr is still dominated by the set of vertices in G2 (since g’( V2) 3 1). 
Thus, the function g is not minimal, contradicting the hypothesis that g is a minimal 
dominating function on Gr + Gz. Therefore, g( V,) < 1. 
Now if g( Vz) = 1, then by the same argument as in the preceding paragraph, it 
follows that g( V,) = 1. Assuming Gr is not complete, 2 < P(G,) < Tf(G,) < 
Ts(GI + G2) = g( VI) + g( V,) = 2, so that Ts(GI) = 2. Also since rf(GZ) < 
Ts(G, + G2) = 2, we have that r,-( Gr + G,) = max( r,( G,), Tr(G,)). The result also 
holds if Gr is complete and Gz is not complete. 
Therefore, let us assume that g( V2) = a < 1. Thus g( VI ) > 1. Define a new function 
h : V+ [0, l] as follows: 
h(u) = g(u)/(l - a) for 2.4 E VI, 
h(u) = 0 for u E V,. 
We claim that h is in fact a minimal dominating function on Gr + Gz, and its 
restriction to Gr is a minimal dominating function on Gr. To show this we use the 
minimality of g. 
Let us first show that h is a dominating function on Gr + GZ. Notice that every 
vertex in Gz is still dominated by the set of vertices in G1 since h( VI) = 
l/(1 - a)*g( VI) > g( V,) > 1. Also every vertex u in Gr is still dominated because 
1 d S(NCUI) = s(~Cul f-J VI) + a, 
1 - a < g(N[ul f-I VI), 
1 < l/(1 - a)*g(AJ[u] n VI) = h(N[u]). 
We now claim that h is a minimal dominating function on Gr + G2 (and on G,). Let 
u be a vertex in Gr for which h(u) > 0. Then since g(u) > 0 and g is minimal, there 
exists a vertex w in N[u] n VI such that g(IV[w]) = 1 = a + g(N[w] n VI). (Note: 
w4 v2 since g( V,) > 1.) Therefore h(N[w]) = l/(1 - u)*(g(N[w]) n VI) = 
(1 - a)/(1 - a) = 1. 
Finally, we observe that if a > 0 
Ts(G, + G,) = g( V,) + a = l/(1 - u)*g( I’,) - u/(1 - u)*g( V,) + u 
< l/(1 - u)*g( VI) - u/(1 - a) + a < h( VI). 
But this is impossible, so that a = 0 and g = h. 
Hence, Tf(G1 + G,) = g( VI) = Tf(Gl) = max(Ts(GI), rf(G2)). 0 
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We are not aware of any additional classes of graphs for which equality of the 
parameters can be implied from the above result. 
Acknowledgement 
The authors thank the members of the algorithms group at Clemson University 
(especially Steve and Sandra Hedetniemi) for many useful discussions related to this 
work. 
References 
[l] R. Aharoni, Fractional matchings and covers in infinite hypergraphs, Combinatorics 5 (1985) 
181-184. 
[2] C. Berge, Packing problems and hypergraph theory: A survey, Annals of Discrete Mathematics 
4 (North-Holland, Amsterdam, 1979) 3-37. 
[3] C. Berge and V. Chvatal, eds., Topics on Perfect Graphs, Annals of Discrete Mathematics 21 (North- 
Holland, Amsterdam, 1984). 
[4] C. Berge and P. Duchet, Strongly perfect graphs, Annals of Discrete Mathematics 21 (North-Holland, 
Amsterdam, 1984) 57761. 
[S] A. Brandstidt, Special graph class a survey (Preliminary version), Schritenreihe des FB Mathematik, 
Universitat Duisburg, SM-DU-199 (1991). 
[6] G.A. Cheston, G. Fricke, S.T. Hedetniemi and D.P. Jacobs, On the computational complexity of 
upper fractional domination, Discrete Appl. Math. 27 (1990) 1955207. 
[7] G.A. Cheston, E.O. Hare, ST. Hedetniemi, and R.C. Laskar, Simplicial graphs, Congr. Numer. 67 
(1988) 1055113. 
[S] F.R.K. Chung, Z. Furedi, M.R. Carey and R.L. Graham, On the fractional covering number of 
hypergraphs, SIAM J. Discrete Math. 1 (1988) 45549. 
[9] V. Chvatal, Perfectly ordered graphs, Annals of Discrete Mathematics 21 (North-Holland, Amster- 
dam, 1984) 63-65. 
[lo] E.J. Cockayne, 0. Favaron, C. Payan and A. Thomason, Contributions to the theory of domination 
independence and irredundance in graphs, Discrete Math. 33 (1981) 249-258. 
[I l] E.J. Cockayne, ST. Hedetniemi and D.J. Miller, Properties of hereditary hypergraphs and middle 
graphs, Canad. Math. Bull. 21 (1978) 461-468. 
[ 121 G.S. Domke, ST. Hedetniemi and R.C. Laskar, Fractional packings, coverings and irredundance in 
graphs, Congr. Numer. 66 (1988) 2277238. 
1133 0. Favaron, Stability, domination and irredundance in a graph, J. Graph Theory 10 (1986) 4299438. 
1147 M. Fellows, G. Fricke, ST. Hedetniemi and D. Jacobs, The private neighbor cube, SIAM J. Discrete 
Math. 7 (1994) 4147. 
[15] Z. Furedi, Maximum degree and fractional matching in uniform hypergraphs, Combinatorics 1 (1981) 
1555162. 
1161 M.R. Carey and D.S. Johnson, Computers and Intractability, A Guide to the Theory of NP- 
Completeness (Freeman, New York, 1979). 
[17] J.L. Goldwasser and C.Q. Zhang, Fractional independence and fractional matchings, manuscript. 
[18] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs (Academic Press, New York, 1980). 
1191 M.C. Golumbic and R.C. Laskar, Irredundancy in circular arc graphs, Discrete Appl. Math. 44 (1993) 
79 ~89. 
[20] D.L. Grinstead and P.J. Slater, Fractional domination and fractional packing in graphs, Congr. 
Numer. 71 (1990) 153-172. 
[21] A. Gyirfas, D. Kratsch, J. Lehel and F. Maffray, Minimal non-neighbourhood-perfect graphs, 
manuscript. 
258 G.A. Cheston, G. Fricke / Discrete Applied Mathmmtics 55 (1994) 241-258 
1221 R.B. Hayward, Murky graphs, J. Combin. Theory Ser. B 49 (1990) 200-235. 
[23] A. Hertz, Slender graphs, J. Combin. Theory Ser. B 47 (1989) 231-236. 
[24] C.T. Hoang, Alternating orientation and alternating colouration of perfect graphs, J. Combin. 
Theory Ser. B 42 (1987) 2644273. 
[25] CT. Hoing and F. Maffary, On slim graphs, even pairs, and star-cutsets, Discrete Math. 105 (1992) 
933102. 
[26] MS. Jacobson and K. Peters, Chordal graphs and upper irredundance, upper domination and 
independence, Discrete Math. 86 (I 990) 59969. 
[27] M.S. Jacobson and K. Peters, A note on graphs which have upper irredundance equal to indepen- 
dence, Discrete Appl. Math. 44 (1993) 91-97. 
[28] V. Klee, What are the intersection graphs of arcs in a circle?, Amer. Math. Monthly 76 (1969) 810~813. 
[29] F.R. McMorris and T. Zaslavsky, Bound graphs of a partially ordered set, J. Combin. Inform. System 
Sci. 7 (1982) 134-138. 
1301 H. Meyniel, The graphs whose odd cycles have at least two chords, Annals of Discrete Mathematics 
21 (North-Holland, Amsterdam, 1984) 115-l 19. 
1311 S. Olariu, The strong perfect graph conjecture for pan-free graphs, J. Combin. Theory Ser. B 47 (1989) 
18771991. 
[32] K. Parthasarathy and G. Ravindra, The validity of the strong perfect graph conjecture for (X4 - e)- 
free graphs, J. Combin. Theory Ser. B 26 (1979) 988100. 
[33] W.R. Pulleyblank, Fractional matchings and the EdmondssGallai Theorem, Discrete Appl. Math. I6 
(1987) 51-58. 
[34] G. Ravindra, Meyniel’s graphs are strongly perfect, Annals of Discrete Mathematics 21 (North- 
Holland, Amsterdam, 1984) 1455148. 
[35] L. Sun, Two classes of perfect graphs, J. Combin. Theory Ser. B 53 (1991) 273-292. 
1361 G. Tinhofer, Strong tree-cographs are Birkhoff graphs, Discrete Appl. Math. 22 (1988/89) 2755288. 
[37] A. Tucker, Colouring perfect (K4 - e)-free graphs, J. Combin. Theory Ser. B 42 (I 987) 3 I333 18. 
