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This thesis advances inversion and optimisation techniques used with spherical elemen-
tary currents (SECS) to perform a statistical analysis of the auroral electrojets based
on ground magnetic field measurements. The divergence-free currents in the northern
ionosphere above Fennoscandia are modelled using SECS and constrained by measure-
ments from twenty ground magnetometers. A new regularisation technique is imple-
mented that enables the model to find more physical currents.
An electrojet detection algorithm is developed to identify the properties of the au-
roral electrojets based on the model output. The width, the peak sheet current density
and the total current of the electrojet are identified. These electrojet properties are col-
lected with the goal of investigating the so called explicit By effect on the electrojets.
This effect refers to the influence of IMF By polarity on the magnetosphere environ-
ment. Studies have shown, using the AL index, that the westward electrojet exhibits
an explicit By effect that suppresses the westward electrojet during the winter when
By is negative and, less significantly, during the summer when By is positive. Inves-
tigations into the eastward electrojet, using the AU index, have shown no By effect.
The peak SECS derived sheet current density in the westward and eastward electrojet
are expected to be similar to the AL and AU indices, respectively. Peaks of the west-
ward electrojet show a variation that is consistent with the explicit By effect during the
winter but not during the summer. The peaks of the eastward electrojet show no By ef-
fect in either season and, therefore, agrees with the previous studies. The total current
through the electrojets provide an improved measure of the strength of the electrojets.
The strength of the eastward electrojet exhibits no clear explicit By effect. Whereas,
the westward electrojet is stronger during the summer when By is negative and, more
clearly, when By is positive during the winter. The most interesting By effect was found
within the electrojet widths. During the summer, eastward electrojet is wider when By
is positive and the westward electrojet is wider when By negative. No such effect is seen
during the winter. Through the analysis of average sheet current density profiles and
statistical ionospheric convection patterns, this behaviour is attributed to the effects of
lobe reconnection. Lobe convection cells influence the poleward boundary of the elec-
trojets found using the algorithm. These lobe cells are greatly affected by the polarity
of By and, consequently, create a By effect in the poleward boundary of the electrojets.
This may be the first time such a large time series of divergence-free current maps
have been analysed. The new electrojet properties found in this study further our un-
derstanding of the By effect, while the methodology outlined within this thesis allows
for a more effective investigation into divergence-free currents with opportunities to
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The ionosphere is the portion of the Earth’s atmosphere that is ionised, primarily via so-
lar photoionisation of neutral atmospheric gases. The ionosphere is dynamic and highly
variable in the auroral regions at high latitudes due to the influence of the solar wind
and interplanetary magnetic field (IMF). Interactions between the IMF and the magne-
tosphere, the region encapsulating the Earth’s magnetic field and plasma environments,
excite plasma flows and convection within the polar ionosphere. Perhaps the most ener-
getic phenomenon resulting from these interactions is the substorm, a triggered release
of energy in the magnetotail that stimulates sunward convection of ionospheric plasma
at dawn and dusk.
Currents within the auroral ionosphere are the result of plasma flows in and around
the polar cap, and along magnetic field lines at high latitudes that thread both the mag-
netosphere and the ionosphere. The former (i.e., horizontal ionospheric currents, other-
wise known as Hall and Pedersen currents) result from differences in neutral collision
frequencies for ions and electrons. They are responsible for closure of the latter (i.e.,
field-aligned currents). Both Hall and Pedersen currents circulate around the polar cap.
Helmholtz decomposition (Helmholtz, 1858) can be used to separate the circulating
and closure currents respectively into "divergence-free" and "curl-free" components.
These different current systems are described in detail in section 2.2. According to
Fukushima’s theorem (Fukushima, 1994), ground-based magnetometers can only mea-
sure the divergence-free component of the horizontal currents; they cannot "see" the
curl-free component. Therefore, this thesis focuses on the divergence-free part of the
current system.
A large limiting factor for ground-based magnetometer measurements is that they
cannot produce an overall view of the divergence-free currents. However, a com-
bination of many magnetometers can be used to constrain a representation of 2D
divergence-free currents. A system of spherical elementary currents can then be used
to represent a divergence-free current system that correspond closely to the measured
magnetic field perturbations. This project makes use of the SECS concept, including
recent developments presented by Vanhamäki and Juusola (2020), and applies it to a
selection of twenty ground based magnetometers in Fennoscandia to produce robust es-
timates of the equivalent currents and radial magnetic field perturbations along a fixed
magnetic meridian of 105◦ magnetic longitude.
The most common methodology for constraining the SECS model is compared with
a new technique that utilises prior knowledge of typical ionospheric current structure to
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encourage more physical solutions. These methods are discussed in detail in Chapter 3,
where it is also shown that 1) regularisation can be used to discourage variations in the
east-west component of the divergence-free current, and 2) both methods discourage
large changes over a small spatial area. The methodology that allows the SECS model
to account for the effect that currents within the Earth (which are primarily induced by
the ionosphere) have on magnetometer measurements are presented in detail.
Here the SECS technique is used with a consistent set of twenty magnetometers in
Fennoscandia. A static set of magnetometers allows for differences within the results
to be attributed to a change of driving conditions, such as solar wind velocity or IMF
vector, rather than a change in data availability and model geometry. In other words,
the problems that variable data coverage would otherwise introduce are eliminated by
using a consistent set of magnetometers.
The modelled divergence-free currents and radial magnetic field perturbations are
then evaluated along the magnetic meridian (105◦) for which the density of ground-
based magnetometers is greatest. This is done to reduce the spatial domain of the
SECS output, as model output on a two-dimensional grid would increase the required
computational time without any clear scientific advantage: the model is less accurate
farther from magnetometer measurements, and as such it is difficult to consistently
interpret model output across a longitudinally extended region. In contrast, using a
fixed set of points in relation to the location of magnetometers sites, as has been done
here, enables comparison of model output at different times.
The specific sites chosen allow for a derivation of statistics covering almost twenty
years at a temporal resolution of one minute. There are a vast array of investigations
that can be made from the estimated meridian equivalent currents and radial magnetic
field perturbations. An example time series, in section 3.7.1, shows that these estimates
provide a unique view of substorm dynamics and ultra low frequency (ULF) waves,
and opens new possibilities for investigating these phenomena.
Recent work within the Dynamics of the Asymmetric Geospace at the Birkeland
Centre for Space Science, where this study has been carried out, and other recent work
have investigated the "explicit By effect" (Holappa and Mursula, 2018; Holappa et al.,
2020a; Liou et al., 2020; Reistad et al., 2020). This effect refers to differences in the
magnetospheric and ionospheric response to different IMF By polarities. Observed
manifestations of this effect include a suppression of the westward electrojet, as indi-
cated by the auroral lower (AL) index, and increased substorm occurrence for a specific
combinations of By polarity and dipole tilt.
Discussions of the underlying cause have pointed to possible differences in solar
wind-magnetosphere coupling on the dayside and magnetotail stability as a result of
different By polarity. These could be starting points in seeking an explanation for the
explicit By effect; it is nevertheless clear that further investigation is required. With that
it mind, this study uses the SECS model generated to verify current observations of the
explicit By effect and create a unique data product that explores how different IMF By
polarities affect the electrojets.
To go beyond a statistical overview of divergence-free currents in the northern hemi-
sphere across all magnetic local times, an algorithm that extracts basic properties of the
auroral electrojet, including width, peak amplitude, total current and the occurrence of
multiple electrojets, is devised chapter 3.
Using statistics of these electrojet properties, it is shown that the response of the
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peak amplitude and total current of the electrojet to changes in the polarity of By ver-
ify the findings of previous studies. The eastward electrojet peak amplitude and total
current exhibit no explicit By effect, as expected, while the total current of the west-
ward electrojet displays a dependence on IMF By polarity that agrees with statistics
presented by Holappa and Mursula (2018). The widths of the electrojets, on the other
hand, display a previously unreported seasonal dependence on IMF By polarity. Both
the westward and eastward electrojet widths vary greatly during the summer depend-
ing on the polarity of By while there is no clear dependence during the winter. This
observation can be attributed to ionospheric convection cells that are driven by lobe
reconnection being favoured more than typical Dungey cycle cells in the summer.
Last, it has long been known that strong geomagnetic events that drive large iono-
spheric currents can cause considerable damage to critical infrastructure, including
power grids and gas pipes. There is therefore a need to understand what controls the be-
haviours of these currents, as increased knowledge leads to improvements in the design




In this chapter the core physical concepts relevant to this study will be outlined and
discussed.
2.1 The Solar Wind and The Magnetosphere
The two most significant influences our Sun has on the Earth’s magnetosphere-
ionosphere system are through 1) solar radiation (most importantly extreme ultravi-
olet), and 2) the solar wind and its accompanying interplanetary magnetic field (IMF).
Solar activity—including, for example, sunspots and coronal mass ejections—follows
a cyclic variation with an average frequency of 11 years. This cycle is related to a
reversal in the polarity of the Sun’s magnetic field, which occurs every 22 years on
average. Evidence that the Sun has a direct impact on the Earth and near Earth environ-
ment can be found by looking for this 11-year solar cycle in measurable properties of
the ionosphere and magnetosphere. The fact that solar variability and magnetospheric
changes are linked has been known for over 150 years. The first description of this con-
nection was given by Sabine in 1852, who reported that a reduction in the number of
sunspots on the solar surface correlated with a reduction in magnetic field disturbances
(Milan et al., 2004). Solar radiation heavily influences ionospheric plasma density, as
it is the primary source of photons for the process of photo-ionisation. The solar wind
and IMF are the primary drivers for the shape and dynamics of the magnetosphere and
near-Earth plasma flows.
2.1.1 Magnetic Reconnection
Magnetic reconnection is an important process in IMF-magnetosphere coupling, al-
though it is far from unique to this area of research. Magnetic reconnection occurs
when magnetic field lines of opposing field polarity interact with sufficient pressure
forces. Figure 2.1 shows magnetic reconnection in two stages and how magnetic field
lines reconnect to form new magnetic structures.
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Figure 2.1: A diagram that simplifies magnetic reconnection into two stages, taken from Wang (2016)
Figure 2.2 shows magnetic reconnection using the Sweet-Parker model. The Sweet-
Parker model was developed in 1956 and was one of the earliest attempts to encapsulate
the dynamics of the interface of opposing magnetic field lines (Kulsrud, 2001; Loureiro
and Uzdensky, 2015). Although there have been a large number of attempts to im-
prove upon this model, some of which have been shown to describe phenomena that
the Sweet-Parker model cannot, the core concepts of the reconnection process have re-
mained consistent. Between the opposing magnetic field lines a current sheet forms to
accommodate the change in magnetic field. Magnetic flux is directed into the current
sheet towards an area called the diffusion region. Within this region ideal magneto-
hydrodynamics (MHD) breaks down and magnetic field lines are no longer frozen into
the plasma. It is within this region that magnetic field lines reconnect (Biskamp, 1994).
There is a magnetic flux outflow from the diffusion region where newly reconnected
field flow away from the reconnection site and bringing plasma along with it.
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Figure 2.2: A diagram presenting the Sweet-Parker model for magnetic reconnection, taken from Wang
(2016)
2.1.2 Magnetosphere
The magnetosphere is a dynamic and fluctuating environment. It is defined by how
the Earth’s magnetic field is embedded into the interplanetary medium and encapsu-
lates countless plasma populations, current systems and controls our experiences of
geomagnetic activity.
Figure 2.3 shows the main shape and features of the magnetosphere due to solar
wind and IMF influences. The bow shock or bow wave is the first feature the so-
lar wind encounters in the Sun-Earth system; it is where the supersonic solar wind is
slowed to become subsonic and then continues to slow as it approaches the Earth’s
magnetosphere. The next boundary reached is the magnetopause, this region is the in-
terface between the IMF and Earth’s magnetosphere. If there are no processes which
allow a coupling of the IMF with the magnetosphere and subsequent opening of mag-
netic field lines, almost all charged particles are prevented from reaching beyond the
magnetopause. The solar wind pressure shapes the magnetosphere, compressing the
sunward side while stretching the magnetopause beyond 60 Earth radii (Shang et al.,
2020) on the anti-sunward side.
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Figure 2.3: Diagram showing the main features of the Earth’s magnetosphere taken from Wolfe and
Intriligator (1970)
However, the IMF, solar wind and magnetosphere interaction isn’t stable. Fluctu-
ations in solar activity, the solar wind speed and composition, the solar streamer belt
and the heliospheric current sheet mean that the IMF is contorted and twisted into in-
credibly different orientations. The changeable nature of the IMF orientation leads to
variable magnetospheric dynamics. A northward orientated IMF typically has weaker
effects. However, the draping of IMF field lines can cause an IMF magnetolobe in-
terface whereby the magnetic field lines are in opposition. Opposing magnetic field
lines with sufficient pressure on either side will reconnect, coupling the IMF to the ge-
omagnetic field and injecting energy into the plasma local to the reconnection point and
triggering various plasma processes. As can be expected, high reconnection rates on
the day side magnetopause occur when the IMF has a southward orientation.
Figure 2.4 shows the Dungey cycle. The Dungey cycle describes how the IMF-
magnetosphere system develops after dayside reconnection and how the reconnected
magnetosphere magnetic field lines actively return to their initial configuration. IMF
geomagnetic field coupling, for a southward orientated IMF, opens the closed, dayside
field lines and then the solar wind pulls the field lines across the polar caps into the
magnetotail (steps 1 through to 3 in figure 2.4). Opened field lines are later closed via
reconnection in the tail. Tail reconnection can trigger a series of plasma processes that
culminate in plasma sheet particles accelerating along magnetic field lines and bom-
barding the ionosphere (step 4 through to 6 in figure 2.4). This process and subsequent
magnetospheric and ionospheric behaviours are referred to as substorms and are dis-
cussed further in section 2.2. Substorms are also associated with strong auroras, which
occur when accelerated electrons excite atmospheric gases. The relaxation of these
excited states leads to the energy being released in various wavelengths of electromag-
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netic radiation.
Figure 2.4: Diagram showing the day side opening of flux and the night side closing of flux (the Dungey
Cycle) taken from Seki et al. (2015)
2.2 Polar Ionospheric Currents and Substorms
The polar ionosphere is very dynamic and has a wide range of influences whose origins
can be traced back to the solar wind and IMF (Milan et al., 2017). In this section
the large scale characteristics of the polar ionosphere relevant to the research topic are
discussed in terms of their origin and influences.
The ionosphere is a global atmospheric shell that has a measurable density of
plasma. Figure 2.5 shows the general structure of the ionosphere and how it varies
depending on the solar cycle and the time of day. As can be suspected from figure
2.5, ionospheric plasma density is heavily dependent on solar irradiance. This is due to
the process of photo-ionisation where photons, primarily of a solar origin, impact neu-
trals, removing electrons and creating electron and ion pairs. The ionosphere owes its
name to the population of ions and its plasma, whose density and behaviours can have
large effects on a number of technologies. Ionospheric layers/regions arise due to the
varied neutral atmospheric composition where constituents are ionised more efficiently
by different wavelengths of light and due to the different penetration depths of wave-
lengths of light. At the lower layers, D and C, high energy radiation such as galactic
cosmic rays are responsible for a larger portion of the photo-ionisation. In all regions
of the ionosphere, the plasma density is constantly depleted by the process of recom-
bination and transport of plasma. This is why the density drops so significantly from
day to night, most significantly in the D and E region. In the polar ionosphere, changes
in photo-ionisation seasonally cause a very significant variation in the plasma density
vastly changing the dynamics and behaviours from Summer to Winter.
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Figure 2.5: Electron density structure of the ionosphere at 18◦N, 67◦W during the September equinox
for solar minium, maximum, noon and midnight, taken from Richmond (2007)
The Dungey cycle (figure 2.4), introduced in section 2.1, is an important framework
to keep in mind when understanding the large scale plasma flows and current systems
in the polar ionosphere. Opened field lines that are coupled with the IMF are pulled
across the polar cap by the continuous stream of the frozen in solar wind. This in turn
has an influence on the ionospheric plasma within the polar cap. Equation 2.1 shows
that an anti-sunward bulk plasma velocity (V) and a downward (upward) magnetic field
(B) in the northern (southern) hemisphere creates a perpendicular electric field (E) from
dawn to dusk across the polar cap (Vasyliunas, 2012; Vasyliunas and Song, 2005):
E =−V×B. (2.1)
This equation is valid in the upper ionosphere and most of the magnetosphere, and im-
plies that the magnetic field and plasma are frozen-in. Further down in the ionosphere
however, the ion neutral collisions cause the ion velocity, in the direction of the flow of
magnetic flux, to be diminished. This not only causes a bending of the magnetic field
lines but also creates a sunward Hall current across the polar cap.
In steady state, the electric current and the electric field in the neutral frame of




σ ·E′dh = ΣPE′⊥+ΣHB×E′/B+Σ‖E′‖ (2.2)
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This equation describes the height integrated ionospheric current, J(Am−1), in terms
of two components. The Hall current, which can be seen directed sunward across the
polar cap in figure 2.6, is defined as ΣH B×E
′
B in equation 2.2. Where ΣH is the Hall con-
ductance, B is the magnetic field and E′ is the electric field in the frame of the rotating
Earth, consequently the neutral wind is approximated to zero. Pedersen currents, which
are shown in green in figure 2.6, are defined as ΣPE′⊥. They flow across the polar cap
from dawn to dusk connecting the region 1 field aligned currents. They also connect
the region 1 and 2 currents on the dawn and dusk flanks. When conductance is uniform
Pedersen currents can be considered curl-free as they alone close the field aligned cur-
rents, otherwise it is a combination of the Hall and Pedersen currents. This concludes
the dynamics involved in steps 2 to 3 in figure 2.4. Steps 4 to 6 in figure 2.4 involve the
closure of magnetic flux through magnetotail reconnection, the creation of a plasmoid
in the solar wind and the dipolarisation of the tailward geomagnetic field lines.
Figure 2.6: Diagram of ionospheric currents and convection, a pattern that occurs in both hemispheres.
The top of the figure is noon and the bottom is midnight. Figure taken from Milan et al. (2017)
To replenish the closed magnetic flux on the day side and prevent an over abundance
of magnetic flux in the night side geospace, the closed magnetic field lines convect
sunward along the dawn and dusk flanks. This explains how to get from step 6 to 7
in figure 2.4. Similar to the polar cap convection there is a bulk plasma velocity and
equation 2.1 will once again describe an electric field. However, this time the electric
field will be orientated from dusk to dawn on the dawn and dusk flanks. Furthermore,
equation 2.2 can be used again to explain the current systems seen on the dawn and dusk
flanks in figure 2.6. A combination of the ion neutral collisions slowing the ion flow
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and the still frozen in electrons cause an anti-sunward current. When the conductivity
is uniform these divergence free currents, that circulate the flanks and through the polar
cap, are considered to be the Hall currents.
Conductance ΣH , ΣP and Σ‖, in equation 2.2, are the height-integrated Hall (σH),
Pedersen (σP) and parallel (σ‖) conductivity, respectively. These conductivities vary
with altitude primarily due to changes in the effects of solar irradiance and particle pre-
cipitation. The altitude profile of the conductivities is shown in figure 2.7. The parallel
conductivity (σ‖) is large above 100 km, where this study is focused, as the charged
particles there are highly mobile along the magnetic field lines. This makes the paral-
lel electric field (E‖) negligible. The Pedersen and Hall conductivity change according































Equation 2.3 and 2.4 show how the Pedersen and Hall conductivity depend on condi-
tions within the ionosphere. Where: σP is the Pedersen conductivity, σH is the Hall
conductivity, Ne is the electron density, e is electron charge, B is the magnitude of the
magnetic field, νin and νen are the ion neutral and electron neutral collision frequency
for momentum transform, respectively, and Ωi and Ωe are the ion and electron gyro
frequency, respectively. The subscript ⊥ is used to denote that it is the component per-
pendicular to the magnetic field, B. The electron density in the ionosphere increases
due to photo-ionisation, which is higher during polar summer and during solar maxi-
mum. The inclusion of electron density in equation 2.3 and 2.4 shows that the Hall and
Pedersen conductivity are seasonally variable in the polar ionosphere and solar cycle
dependent. The seasonal dependence shows that on average polar ionospheric currents
are strongest during the summer and when solar activity is high.
Solar irradiance is not the only factor that can drive changes in ionospheric conduc-
tivity. Energetic particles precipitating into the ionosphere, often shortened to particle











Equation 2.5 and 2.6 are known as the Robinson relations (Robinson et al., 1987). ΣP
and ΣH are the Pedersen and Hall conductance respectively, ec is the average electron
energy and ΦE is the energy flux of the electrons. These relations show that an increase
in the energy flux of electrons due to particle precipitation will increase the Pedersen
and Hall conductance and the Hall/Pedersen conductance ratio.
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Figure 2.7: Height profile of Pedersen, Hall and parallel ionospheric conductivities at 44.6◦N, 2.2◦E
during solar minimum on the 21st of March, taken from Richmond (1995)
2.2.1 Substorms
The concept of substorms has been around since the discussion of space weather and
geomagnetic activity began. Primarily, substorms refer to a clear signature in magnetic
field measurements that distinguishes itself clearly from small scale background varia-
tions. This section introduces the origin, stages and current theories on this topic, that
are relevant to this study.
Magnetotail reconnection is an important feature of polar ionosphere dynamics, it
is the driver of substorm phenomena. Magnetotail reconnection can inject the plasma
sheet with energy accelerating the plasma along magnetic field lines and bombarding
the upper ionosphere. This consequently excites the neutrals and leads to a release of
the energy as electromagnetic radiation in the form of auroral displays. Substorms typ-
ically last between one and three hours and go through three distinct phases. These
phases are growth, expansion (starting with a so-called substorm onset), and recovery.
The evolution of substorms in terms of phases was first introduced by Akasofu (1964)
and furthered by McPherron (1970) with the introduction of the growth phase. Histor-
ically, substorms were identified through ground based measurements and as such the
substorm phases are typically classified by how they register in magnetometer and au-
roral observatory data. When looking at substorms the H component of auroral zone
magnetometers is of most importance. This component is a measure of the magnetic
field fluctuations in the local magnetic north direction. Perturbations in this component
correspond to an east-west equivalent ionospheric current, or electrojet. As such the
amplitude of a perturbation gives information on the strength of the electrojet. During
the growth phase, signatures in the H component are minimal. However, for a number
of substorms it is common to see a small rise. During the expansion and leading into
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the onset, there is steep rapid decline in the H component signifying an increase in the
electrojet strength eventually reaching the lowest value in the H component for the sub-
storm. Finally, the recovery phase represents a magnetospheric relaxation. A slowly
decaying H component shows that the electrojets are weakening. The recovery phase
is the longest lived and as such is often interrupted by a new substorm.
2.2.2 Harang Discontinuity
In 1946 Leiv Harang began investigating the behaviours in between the eastward and
westward electrojets using ground based magnetometer stations. He found a reversal
in the direction of the auroral electrojet within a small region (Harang, 1946; Kosk-
inen and Pulkkinen, 1995). More recent studies have chosen to call this region the
Harang discontinuity (HD) and have subsequently found that the location and signa-
ture strength is dependent on the polarity and magnitude of the IMF components By
and Bz (Kissinger et al., 2013; Koskinen and Pulkkinen, 1995).
Figure 2.8: Figure showing the Harang Discontinuity in terms of the electrojets and region 1 (R1) and
region 2 (R2) field aligned currents in the left diagram. And in terms of the ionospheric convection in
the right diagram. The figure is taken from Koskinen and Pulkkinen (1995)
Figure 2.8 shows the HD in terms of the electrojets and field aligned currents (left
diagram) and ionospheric convection (right diagram). As the diagram shows, the HD
follows upward field aligned currents from the region 1 and region 2 current systems
across the electrojet from a pre midnight magnetic local time (MLT) through to mid-
night. Substorm onsets typically occur within this region due to the connection of its
field lines into the inner edge of the plasma sheet, at approximately 10 Earth Radii
(Angelopoulos et al., 2008; Liou, 2010). This region has a strong, but as yet not fully
understood, connection to the magnetotail reconnection point and is known for plasma
processes that accelerate plasma along the magnetic field lines into the polar ionosphere
(Angelopoulos et al., 2008).
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2.2.3 Fukushima’s Theorem
An important part of this study is decomposing the currents seen in the ionosphere into
constituents that can be measured by ground magnetometers. This section introduces
the decomposition that this study uses and discusses its implication on the signatures
of the decomposed current vector field.
Using Helmholtz decomposition (Helmholtz, 1858) any vector field can be decom-
posed into two components, a divergence free and a curl free component. In the context
of the ionosphere, this is can be done for height integrated currents,
J⊥ = Jd f +Jc f , (2.7)
where J⊥ is the height integrated current and Jd f and Jc f are the divergence free and
curl free components of the height integrated current, respectively. The more common
description of the height integrated currents is as a combination of Hall and Pedersen
currents.
J⊥ = JH +JP (2.8)
Where JH and JP are the Hall and Pedersen currents respectively.
Understanding the physicality of the divergence-free and curl-free currents is im-
portant when attempting to model them and draw conclusions from their behaviours.
Laundal et al. (2015) discussed and evaluated the conditions under which the Hall cur-
rent (JH) is equal to the divergence-free current (Jd f ) and the Pedersen current (JP) is
equal to the curl-free current (Jc f ). Laundal et al. (2015) states that when the gradients
of the Hall and Pedersen conductances in the direction parallel to ionospheric convec-
tion are zero, the Hall current can be equated to the divergence-free current and the
Pedersen current can be equated to the curl-free current.
The seasonal extremes within the polar regions, as discussed in section 2.2, lead
to varying conductance conditions. During the summer the conductance is high and
approximately uniform whereas during the winter the conductance is low and easily
changed due to particle precipitation events. Therefore, during the summer the Hall and
Pedersen currents can, approximately, on average be described by divergence and curl-
free currents respectively. However, during the winter the assumption of no gradient
in the conductances is not accurate and therefore the relationship of Hall and Pedersen
currents with divergence and curl-free currents is not as simple.
Fukishima’s theorem shows that curl-free currents within the ionosphere show no
ground magnetic field perturbations and explains why before satellites with magne-
tometers were used to investigate ionospheric currents there were two theories on iono-
spheric currents and neither could be disregarded.
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Figure 2.9: "Diagrams showing the equivalence in ground magnetic effect of current systems A and
C, because there is no magnetic field produced below the ionosphere by current system A−C = B =
B1+B2" taken from Fukushima (1994)
Figure 2.9 is taken from Fukushima (1994) and illustrates how the theories by Birke-
land, A, and Chapman, C, have the same ground magnetic effect. The current B is the
difference between current systems A and C and can be separated into two components
B1 and B2. It is simple to see that in the B1 and B2 systems the magnetic field below
the systems, as a sum of the in (out) flowing current and the radial currents that are di-
rected away from (towards) the source (sink) of the current system, is zero. As such the
magnetic effect on the ground from B is zero and, consequently, the magnetic field un-
der the current systems from A and C are the same and neither theory can be disproved
using ground magnetometers. With the use of satellites with on board magnetometers,
it has been long confirmed that Birkeland’s interpretation of the ionospheric currents is
correct and Chapman’s theory has been disproved.
This study makes use of only ground magnetometers to study the ionospheric cur-
rents. It is therefore important to understand the implications of Fukushima’s theorem
on the current systems that are being measured. The use of ground magnetometers lim-
its this study to the investigation of divergence-free currents. Although curl-free cur-
rents cannot be investigated, the electrojets are divergence-free and this study is able to
perform an in depth analysis on their properties using ground magnetometers.
2.3 Telluric Currents
Telluric currents are natural or induced currents within the Earth. Even as early as
the rise of telegraph systems, their impacts on technology have been significant and
notable. This section introduces their origin and the problems that arise from their
effects in terms of both scientific investigation relevant to this study and in a more
general sense that influences society.
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There are a large number of causes of telluric currents with a variety of cyclic depen-
dencies (Helman, 2013). This study focuses on the high latitude regions of the Earth in
which Geomagnetically Induced Currents (GICs) are strongest. From a technological
perspective this induction is highly problematic. Not only can intense ionospheric cur-
rents, associated with strong geomagnetic substorms, induce currents in the Earth but
also in conducting man made structures such as pipes, electrical wires and telephone
wires. This is problematic because it can cause corrosion of pipes, leading to leaks,
and high voltages in wires that are in excess of what the systems can handle, creating
temporary and permanent outages in the operations of the grids (Taltavall, 1915). In
terms of this project the telluric currents and GICs are problematic due to their associ-
ated magnetic field. The magnetic field created by these currents changes the magnetic
field measured by ground level magnetometers and, when using the modelling method
discussed in section 3.1, it can lead to the incorrect assumption that the magnetic dis-
turbances measured are only caused by ionospheric currents. Therefore, the modelled
currents will not describe the true ionospheric currents (Pulkkinen et al., 2003a). The
significance of this effect can be very high, such that Tanskanen et al. (2001) reported
that during intense substorm events up to 40% of the auroral lower index has been due
to ground induced currents. Methodology designed to account for the effects of telluric
currents on the modelling of ionospheric currents is discussed in section 3.6.
2.4 Explicit By Effect
The explicit By effect is a phenomenon of intense ongoing research where the goal is to
understand and outline the effects on geospace associated with the polarity of the IMF
By component, which appear to be different around the two solstices. The following
section will discuss the current knowledge and theories within this research area.
When discussing the impact of IMF conditions on the Earth’s magnetosphere, the
Bz (north-south) component is considered most significant as it is the factor that dic-
tates where and at what rate day side reconnection can take place. The Newell coupling
function, equation 2.9, is commonly used in an attempt to quantify the day side recon-
















where ν is the solar wind velocity, BT =
√
B2z +B2y is the transverse component of the
IMF, and θ is the IMF clock angle and is equal to arctan2(By,Bz). As can be seen,
consideration of the By component is required for a greater understanding of the mag-
netospheric and ionospheric response. IMF By influence on reconnection and solar
wind - magnetosphere coupling has always been considered to be equal in terms of po-
larity which is apparent in its treatment in the Newell coupling function (equation 2.9).
However, since 1975 there have been observations, through the ionospheric response to
IMF By, challenging this common assumption (Friis-Christensen and Wilhjelm, 1975;
Vennerstrøm and Friis-Christensen, 1987). The polarity of the IMF By component can
have a significant effect at times around the solstices. Reistad et al. (2020) investigated
the effect of the polarity of By on the size of the polar cap. During a negative dipole
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tilt positive By was found to lead to a larger polar cap in both hemispheres and during a
positive dipole tilt negative By was found to increase the size of the polar cap. Changes
within the size of the polar cap can be related to the day side reconnection rate, the
more flux that is opened on the day side the larger the polar cap will become. How-
ever, polar cap size is also affected by magnetotail processes. More rapid closing of
magnetic field lines in the tail will lead to a smaller polar cap.
A study that is currently under review, by Ohma et al. (2020), used five independent
substorm lists to show how the explicit By effect on the occurrence of substorms. They
found that for a positive dipole tilt, the typical condition in northern hemisphere sum-
mer, a negative By causes a higher frequency of substorms. And for a negative dipole
tilt, the typical condition in northern hemisphere winter, a positive By causes a higher
frequency of substorms. Substorms are a process driven by magnetotail dynamics and
these results suggest that there is not only a difference in the IMF-magnetosphere cou-
pling on the day side due to the polarity of By, but there is also a possibility that there
is an explicit By effect in the magnetotail response. Holappa and Mursula (2018) and
Holappa et al. (2020b) have also seen an explicit By effect in geomagnetic activity. Ho-
lappa and Mursula (2018) investigated the explicit By effect on the eastward and west-
ward electrojets in the northern hemisphere using the auroral upper (AU) and auroral
lower (AL) indices, respectively. They found a suppression of the westward electro-
jet in the winter when By is positive and when By is negative during the summer. They
found no clear explicit By effects on the eastward electrojet. Holappa and Mursula
(2018) used the K index to investigate geomagnetic activity in the southern hemisphere
and found that during southern hemisphere winter the K index is suppressed when By
is positive, however no clear trends were found during the summer. (Holappa et al.,
2020b) took a different approach to investigate the explicit By effect on geomagnetic
activity. Analysing the change in the flux of precipitating electrons in both hemispheres
allowed Holappa et al. (2020b) to investigate the explicit By effect in a different way.
Between 20 and 4 MLT the precipitation of electrons is higher for By positive in both
hemispheres in northern hemisphere winter and for By negative in both hemispheres
during southern hemisphere winter. Particle precipitation increases the conductance of
the ionosphere, therefore a reduction in precipitation can be a possible explanation for
the suppression of the westward electrojet and the correlation of the explicit By effect in
both. All the research up to now cannot conclusively show if it is the effect of By polar-
ity on dayside IMF-magnetosphere coupling or on magnetotail structure, dynamics and




This chapter begins by describing spherical elementary currents (SECS) and progresses
to outline the common way SECS models are created and optimised. Using this as a
starting point, this chapter builds upon this method and shows how to implement a new
inversion technique that improves the physicality of the divergence-free currents that
are modelled. The chapter presents, in detail, the steps taken to find the best methodol-
ogy for creating a spherical elementary current model that can find the divergence-free
currents within the northern polar ionosphere using ground based magnetometer mea-
surements. The chapter goes on to describe an algorithm that can find the electrojet
properties that are presented and discuss in the chapter 4 and 5.
3.1 Spherical Elementary Current Systems (SECS)
Spherical elementary current systems (SECS) is a key concept for this study and is the
foundation for which the work has been built on. This methodology section will discuss
what is already known on the topic and the physics that it is derived from.
Using a system of spherical elementary currents with applications in the ionosphere,
is a concept that was first introduced by Amm (1997). The concept uses Helmholtz
decomposition in order to separate the height integrated currents into divergence (Jd f )
and curl-free (Jc f ) components as shown in equation 3.1, where J is the ionospheric
current density (Laundal et al., 2015; Untiedt and Baumjohann, 1993):
J⊥ = Jd f +Jc f . (3.1)
By separating the current in this manner, the divergence-free and curl-free currents
can be modelled separately and then the combination of them will produce the entire
current system. Curl-free currents can be imagined as the superposition of curl-free
elementary systems. The pole of each system relates to the a source and sink of the
curl-free currents and as such the amplitude of each system is scaled by the field aligned
currents into the ionosphere. A second set of spherical elementary current systems can
be created to model the divergence-free currents.
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Figure 3.1: Representation of curl-free (left) and divergence-free (right) Spherical Elementary Current
Systems from Vanhamäki and Juusola (2020). A superposition of curl (divergence) free systems can be
used to to represent any curl (divergence) free vector field.
The next stage is to be able to describe the current at any point within these elemen-
tary systems. Equations 3.2 and 3.3, derived by Amm (1997), describe the currents in
both systems which are in the south (êθ ′) and east (êφ ′) direction respectively.














Where RI is the radius of the ionospheric layer, θ ′ is the colatitude of the evaluation
point in terms of the SECS system, r′ is the radial location of the evaluation point in
terms of the SECS system and I0 is a scalar that is unique to each system and can be used
to describe the relative amplitudes of spherical elementary systems and subsequently
compare the currents produced by the systems.
Measurements of magnetic field perturbations are needed to begin describing real
currents in these SEC systems. The correct scalar (I0) for the pole is needed in order
to find the currents that relate to the magnetic field perturbations measured. Amm and
Viljanen (1999), Vanhamäki and Juusola (2020) and Juusola et al. (2006) have derived
analytical expressions of the magnetic field emanating from a singular SEC system. By
superposing the magnetic field from each system at the location of measurements, a bal-
ance of SEC system amplitudes can be found that closely resemble the measurements.
And, subsequently, demonstrate a current system that would result in these magnetic
perturbations. Equations 3.4, 3.5 and 3.6, where rm is the radial position of the eval-
uated point and RI is the radial position of the ionospheric layer, show how the radial
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and theta magnetic field components of a divergence-free spherical elementary system




































−1, rm > RI
(3.5)




0, rm < RI
cot(θ
′
2 )êφ ′ rm > RI
(3.6)
Due to the nature of the spherical elementary currents, the magnetic perturbations from
a divergence-free system have vectors in the radial and theta directions, in the SEC
system, and a curl-free system has magnetic field perturbations in the phi direction,
also in the SEC system.
3.1.1 Conversion to global co-ordinates
In order to superpose SEC systems to retrieve the system amplitudes and replicate real
current systems, vector components and coordinates in each SEC system need to be
translated from the SEC co-ordinate system to a global co-ordinate system, such as
the Geodetic co-ordinate system. Equations 3.7, 3.10 and 3.11, derived by Vanhamäki
et al. (2003), and figure 3.2 show how vectors and positions can be converted to and
from the spherical elementary co-ordinate system. The superscript el is used for the
global co-ordinates of the SEC pole, the subscript k is used for the global co-ordinates
of the evaluated point, θ ′ is the colatitude of the evaluated point in terms of the SEC
system co-ordinates and C can be found from equations 3.8 and 3.9. Vectors êθ and êφ
in equations 3.10 and 3.11 are in directions east and south, respectively. The vectors
with primes are defined in reference to the SEC pole while those without are in terms
of the global co-ordinate system.
cos(θ ′) = cos(θk)cos(θ el)+ sin(θk)sin(θ el)cos(φ el−φk) (3.7)
cos(C) =







êθ ′ = êθ cos(C)− êφ sin(C) (3.10)
êφ ′ = êθ sin(C)+ êφ cos(C) (3.11)
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Figure 3.2: SEC co-ordinate transformation to and from global co-ordinates from Vanhamäki and
Juusola (2020), where θ el and φ el are the global co-ordinates of the SEC pole, θk and φk are the global
co-ordinates of the evaluated point and θ ′ is the colatitude of the evaluated point in terms of the SEC
system co-ordinates.
3.1.2 Singularities
One problem with the SECS model, as described by Vanhamäki and Juusola (2020), is
singularities. Figure 3.3 shows that for small values of θ ′ the evaluated sheet current
density becomes infinite. This means that, without adjustments, sheet current densities
evaluated close to a SEC pole cannot be trusted due to their unrealistic magnitudes.
Vanhamäki and Juusola (2020) outlined a modification, equations 3.12 and 3.13,
that changes the behaviours of the evaluated currents close to SEC poles:




























In equations 3.12 and 3.13 θ0 is a variable to be chosen as the colatitude limit for the
modifications to begin. This isn’t a fixed value for all set ups as it depends on the
spacing between SEC poles so a consistent SEC pole grid is needed. Figure 3.4 shows
how the modifications in equation 3.13 change the solution close to the SEC pole and
return more sensible magnitudes of currents.
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Figure 3.3: A graph showing how cot(θ
′
2 ) in equation 3.3 affects the solution for divergence-free cur-
rents close to the SEC poles (small values of θ ′)
In this study the singularity limit chosen is related to a spacing of less than 50 km
between the pole and the evaluation point. This is equivalent to a limit of approximately
0.44◦.
Figure 3.4: A graph showing how the modifications in equation 3.13 affect the solution for divergence-
free currents close to the SEC poles (small values of θ ′) using a singularity limit of 20◦
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3.2 Cubed Sphere
The choice of grid is an important factor when attempting to make a SECS model.
Firstly, if a SEC pole is too close to a magnetometer, in relation to the SEC pole spac-
ing, then the SEC pole amplitude becomes very small. This can be predicted from
equations 3.5 and 3.4, where a small colatitude θ ′ causes incredibly large magnetic per-
turbations for a given amplitude I0. Conversely, the SEC pole amplitude would need to
be incredibly small to replicate realistic measurements of the magnetic field. Surround-
ing SEC poles would then compensate and have increased amplitudes so the model
still replicates other measurements accurately. All this brings disorder and rapid fluc-
tuations to the SEC pole amplitudes making it less likely to represent the ionospheric
currents.
A regular grid in a geographic co-ordinate system would cause an increasing density
of SEC poles for higher latitudes. The cubed sphere concept, created by Ronchi et al.
(1996), is used in this study to create a regular grid of SEC poles without this issue.
The idea to use this method for creating a SEC pole grid came from Laundal et al.
(2020). The concept is to place a sphere inside a cube and project co-ordinates from
the spherical surface onto the corresponding cube face. The cube is typically defined to
have the centre of one face to be aligned with the pole of the spherical surface, however
for this application, due to its regional nature, one face is centred on the the chosen grid
centre instead. This is not the only projection from a spherical system that could be used
to define a regular grid of SEC poles however, there are some key advantages to using
the cubed sphere. The SEC pole grid is created in the cubed sphere projection, with
a regular spacing that equates to a spacing of 50km, which allows the gradients in the
SEC pole amplitudes across the cube face to be calculated with ease. While remaining
in a spherical system this is difficult due to the curvature of the Earth. Ronchi et al.
(1996) provides the equations to not only translate points to and from the cubed sphere
projection but also the gradients. In section 3.7, the calculation of gradients is used
to constrain the model and to favour small gradients in the currents in the magnetic
east-west direction.
3.3 Data Selection
The selection of magnetometers to be used in this study is important. This section
outlines why the magnetometer sites used in this study where selected.
To be able to perform comparisons between modelled divergence-free currents at
different times the magnetometer sites must be the same. Changes within the number
of or location of magnetometers will change the current system the model will evaluate.
This means that when one compares the modelled current from times that have different
selections of magnetometer sites the differences between currents cannot be credibly
attributed to changes in conditions.
The goal of this study is to preform long time scale statistics on the auroral electro-
jets. To do this the magnetometer sites not only need long time periods of operation but
also to be operating at the same time as enough other magnetometers that a model can
be made with sufficient accuracy. A selection of twenty magnetometers in Fennoscan-
dia from the IMAGE and INTERMAGNET magnetometer networks are chosen for this
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study. They provide good spatial coverage of the region and they are available at the
same time for over 19 years in total, with minute resolution data, and the coverage
spans from the beginning of 2000 up to the end of 2019.
With this combination of magnetometer sites and using the cubed sphere grid of
SEC poles, described in section 3.2, the sheet current densities across Fennoscandia
can be modelled.
Figure 3.5: Plot showing the magnetometer location as stars, the cubed sphere SEC pole grid as red
points and quivers are used to represent evaluated currents on a smaller cubed sphere grid.
Figure 3.5 shows the location of the magnetometers used in this study using orange
stars, the SEC pole grid as red points and quivers show the current at the evaluation grid
used for regional plots to visualise the impacts of different inversion and optimisation
techniques tested.
3.4 Singular Value Decomposition and the Moore-Penrose
Inverse
Singular Value Decomposition (SVD) is the technique that is used most commonly for
the inversion requirements for SECS and to constrain the model to yield more physical
results. The following section outlines how it works and relates it to the context of this
study with the purpose of investigating divergence-free currents. Due to their nature
the curl-free currents cannot be investigated by ground magnetometers, as discussed
in section 2.2 and can be seen in equation 3.6. Therefore, the following methodology
sections will focus on modelling techniques for divergence-free currents.
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3.4.1 Background
Equation 3.4 and 3.5 show a linear dependence of the magnetic field from a divergence-
free current, evaluated using SECS, on the amplitude of the SEC poles, I0,d f . Equation
3.14 represents this relation in terms of matrix algebra, where a matrix G, which de-
pends on the relative positioning of the SEC poles and the points of evaluation, is mul-
tiplied by a vector containing the SEC pole amplitudes, m, to find the magnetic field
perturbations, d.
Gm = d (3.14)
By evaluating the SECS model at the location of the magnetometers both G and d have
known values. The SEC pole amplitudes, vector m, is the variable to be found and
doing so will enable the modelling of the magnetic field perturbations and currents
anywhere. Multiplying both sides of equation 3.14 by the inverse of G, as shown in
equation 3.15, would allow m to be found as G−1G becomes an identity matrix.
G−1Gm = G−1d. (3.15)
However, later in this section a different method for performing the inversion, that can
be performed computationally and efficiently, will be discussed. For this method to be
applied to the SECS problem it would be preferable if the matrix to be inverted was
square, the reason for this be discussed later. So with that in mind, equation 3.16 shows
relation 3.14 multiplied by G transposed giving GT G to be inverted so a solution for m
can be found.
GT Gm = GT d (3.16)
GT G by its nature is always a square matrix so the inversion will now be possible and
the solution for m can be written as
m = [GT G]−1d. (3.17)
3.5 Singular Value Decomposition (SVD)
Singular value decomposition (SVD) is a technique that can be used to break down a
matrix into three components, as shown in 3.18 (Bart et al. (2004)).
G =UΣV T (3.18)
In the context of the SECS problem, G takes the form of the 3m× p matrix in equation
3.19, where m is the number of magnetometers and p is the number of SEC poles. In
equation 3.19, Gxmp scales the amplitude of SEC pole p, in relation to the geometry
of the system, for its contribution to the magnetic field observed at magnetometer m
in direction x. Assuming static SEC poles and magnetometer locations, this G matrix
can then be applied at each time step. However, if the SEC poles or magnetometers
are not static, which is not the case for this study, then a new G matrix would have to
be generated each time there is change in their positions. Matrices U and V are both
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orthogonal and have dimensions p× p and 3m×3m respectively.
G =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ge11 Ge12 =⇒ Ge1p
Ge21 Ge22 =⇒ Ge2p
⇓ ⇓ ⇓
Gem1 Gem2 =⇒ Gemp
Gn11 Gn12 =⇒ Gn1p
Gn21 Gr22 =⇒ Gn2p
⇓ ⇓ ⇓
Gnm1 Gnm2 =⇒ Gnmp
Gr11 Gr12 =⇒ Gr1p
Gr21 Gr22 =⇒ Gr2p
⇓ ⇓ ⇓
Grm1 Grm2 =⇒ Grmp
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.19)
Equations 3.20 and 3.21 show how Σ is related to diagonal matrix S and how S is
comprised of the singular values, σ , of the G matrix, where r is the rank of G (Bart
et al., 2004). Σ is of the same dimensions as G and contains zeros to fill the matrix






σ1 0 . . . 0
0 σ2 . . . 0
...
... . . .
...
0 0 0 σr
∣∣∣∣∣∣∣∣ (3.21)
σ1 ≥ σ2 ≥ . . .≥ σr > 0
There are two purposes for decomposing the G matrix, the first is to find the Moore-
Penrose inverse or "pseudoinverse" (Dresden, 1920; Penrose, 1955). The second pur-
pose is that before finding the inverse truncation can be performed. This involves ma-
nipulating the diagonal matrix S in a way that applies basic smoothing to the SEC pole
amplitudes (Bart et al., 2004). This method is called truncated SVD. GT G is used, as
stated previously in this study, this is because SVD requires p ≤ 3m and for SECS it
is common for the number of poles to exceed the number of magnetometers multiplied
by 3. When using GT G the matrix for SVD and inversion has dimensions p× p which
is acceptable. In equation 3.22 GT G has replaced G in equation 3.18 and shows that
due to the nature of Σ the SVD can be reduced. Where Ur and Vr are U and V reduced
to the rank of G, r.
GT G =
∣∣Ur,Up−r∣∣ ∣∣∣∣S 00 0
∣∣∣∣ ∣∣∣∣ V TrV Tp−r
∣∣∣∣=UrSV Tr (3.22)
The Moore-Penrose inverse is found through relation 3.23 where the superscript +
denotes a psuedo-inverse.
[GT G]+ =VrS−1UTr (3.23)
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To smooth the solution, which in turn will smooth the amplitudes of the SEC poles, a
condition can be applied to S in the form σ < condition×σ1 whereby smaller ampli-
tudes are removed from the fitting. This helps to smooth the solution as there are not
such large extremes in the amplitudes of the poles.
3.6 Removal of Telluric Currents
Following on from section 2.3, this section aims to discuss how to adjust for the impact
of telluric currents on the SECS model and discusses the methods that can be used.
As discussed in section 2.3, telluric currents can have a significant effect on the
magnetometer measurements at ground level. This is problematic because with a basic
method for solving equation 3.17 to find the SEC pole amplitudes it is assumed that the
magnetic perturbations measured are solely created from the currents in the ionosphere.
There are two ways, that have been tested in this study, to adjust the set up that can,
to a certain degree, account for the influence of telluric currents on the magnetometer
measurements and subsequently the ionospheric currents derived, through SECS, from
those measurements. Figure 3.6 has four panels each showing the different outputs of
the SECS model. In order from left to right, the first panel shows the location and
amplitude of the SEC poles. The second panel shows the divergence-free current vec-
tors as quivers and to make magnitude variations clearer it is additionally shown by the
colour of the background. The third panel shows magnetic perturbations on the ground.
The east, Be, and north, Bn , components of the ground magnetic field perturbations are
shown as quivers, while the radial component, Br, is shown as the background colour.
The red quivers are the measurements of Be and Bn at the magnetometer sites. The final
plot is to verify if the model is finding magnetic field perturbations at the magnetometer
sites that are comparable to the measurements. If the trend of points for each compo-
nent is similar to y=x, the blue line through the plot, then the model is finding similar
values to the measurements.
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Figure 3.6: Plots showing the magnetic field, current, SEC pole amplitudes and the accuracy of a SEC
model using only ionospheric SEC poles. Truncated SVD is used with a cutoff of 0.01. In the validity
plot the model is plotted with the data so the accuracy of the solution at the magnetometer locations can
be see by comparing the trend with the blue line that shows a y=x relation. Data has been taken from
Longyearbyen, Bjørnøya, Tromsø, Hornsund, Abisko, Sodankyla, Nurmijarvi, Brorfelde, Ny-Ålesund,
Hel, Rørvik, Sørøya, Andenes, Kevo, Kilpisjärvi, Muonio, Pello, Oulujärvi, Hankasalmi and Uppsala
and is at 22:34 on the 5th of February 2000. Data retrieved via SuperMAG (Gjerloev, 2012)
3.6.1 Telluric Poles
The first method tested is very intuitive. The idea is that you place a second set of poles
at the depth of the telluric currents and a superposition of the magnetic field from the
telluric SECS and ionospheric SECS will be equal to the magnetometer measurements
with a balance of amplitudes that mimics the ionospheric and telluric current contribu-
tions (Pulkkinen et al., 2003b). In equation 3.24 the G matrix has become the G matrix
from the ionospheric poles (in equation 3.19), denoted with a subscript i, merged hori-
zontally with a G matrix from the telluric poles, denoted with subscript t.
G =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ge11i Ge12i =⇒ Ge1pi Ge11t Ge12t =⇒ Ge1pt
Ge21i Ge22i =⇒ Ge2pi Ge21t Ge22t =⇒ Ge2pt
⇓ ⇓ ⇓ ⇓ ⇓ ⇓
Gem1i Gem2i =⇒ Gempi Gem1t Gem2t =⇒ Bempt
Gn11i Gn12i =⇒ Gn1pi Gn11t Gn12t =⇒ Gn1pt
Gn21i Gn22i =⇒ Gn2pi Gn21t Gn22t =⇒ Gn2pt
⇓ ⇓ ⇓ ⇓ ⇓ ⇓
Gnm1i Gnm2i =⇒ Gnmpi Gnm1t Gnm2t =⇒ Gnmpt
Gr11i Gr12i =⇒ Gr1pi Gr11t Gr12t =⇒ Gr1pt
Gr21i Gr22i =⇒ Gr2pi Gr21t Gr22t =⇒ Gr2pt
⇓ ⇓ ⇓ ⇓ ⇓ ⇓








This means that under a perfect fit the sum of the magnetic field from the ionospheric
and telluric SEC poles will be equal to the magnetic field measurements. Separate
amplitudes for the ionospheric and telluric poles means that the ionospheric currents
can be found with the telluric influences on the results accounted for. Figure 3.7 shows
the solution when using ionospheric and telluric poles. There is no clear difference
within the currents or accuracy of the new methodology. This may be due a number
of reasons, such as the SVD truncation smoothing away the influence of the telluric
poles, and in the future it could be improved by the addition of expected behaviours to
the modelling or by applying the smoothing to the ionospheric G matrix and telluric G
matrix separately before recombining to perform the inversion.
However, the main short coming of this method, even if improvements are made, is
the size of the matrix for inversion and the extra amplitudes that need to be found. A
compromise can be made, the ground currents can be assumed to be less changeable
than the ionospheric currents and so to model them fewer SEC poles would be needed
and they can be placed at greater depths to ensure the model solves the telluric pole
amplitudes in a smoother way. But the telluric poles, even if technique improvements
are made, add unnecessary complexity to the model.
Figure 3.7: Plots showing the magnetic field, current, SEC pole amplitudes and the accuracy of a SEC
model using ionospheric and telluric SEC poles. Truncated SVD is used with a cutoff of 0.01. In the
validity plot the model is plotted with the data so the accuracy of the solution at the magnetometer
locations can be see by comparing the trend with the blue line that shows a y=x relation. Data has been
taken from Longyearbyen, Bjørnøya, Tromsø, Hornsund, Abisko, Sodankyla, Nurmijarvi, Brorfelde,
Ny-Ålesund, Hel, Rørvik, Sørøya, Andenes, Kevo, Kilpisjärvi, Muonio, Pello, Oulujärvi, Hankasalmi
and Uppsala and is at 22:34 on the 5th of February 2000. Data retrieved via SuperMAG (Gjerloev,
2012)
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3.6.2 Image Current
This method makes the assumption that the currents in the ground are solely due to in-
duction from the ionospheric currents, an assumption used in Pulkkinen et al. (2003b),
and as such a direct relationship between the ionospheric and telluric currents can be
found. Therefore, the amplitudes of the telluric and ionospheric poles will be a factor
of one and other. This relationship is defined by saying that the radial components of
the magnetic field from the telluric currents and the ionospheric currents cancel at a de-
fined depth. Work by Juusola et al. (2016) derived that an image current at a depth of
R2C
RI
, where RC is cancellation radius and RI is the radius of the ionospheric currents, and
telluric SEC pole amplitudes of −mIRIRC , where mI is the amplitudes of the correspond-
ing ionospheric SEC poles, would cause a cancellation of the radial contributions from
the two SEC pole systems.
Subsequently, a new G matrix is created that incorporates the contribution of the
ionospheric and telluric SEC systems.
G =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ge11i +Ge11t Ge12i +Ge12t =⇒ Ge1pi +Ge1pt
Ge21i +Ge21t Ge22i +Ge22t =⇒ Ge2pi +Ge2pt
⇓ ⇓ ⇓
Gem1i +Gem1t Gem2i +Gem2t =⇒ Gempi +Gempt
Gn11i +Gn11t Gn12i +Gn12t =⇒ Gn1pi +Gn1pt
Gn21i +Gn21t Gr22i +Gr22t =⇒ Gn2pi +Gn2pt
⇓ ⇓ ⇓
Gnm1i +Gnm1t Gnm2i +Gnm2t =⇒ Gnmpi +Gnmpt
Gr11i +Gr11t Gr12i +Gr12t =⇒ Gr1pi +Gr1pt
Gr21i +Gr21t Gr22i +Gr22t =⇒ Gr2pi +Gr2pt
⇓ ⇓ ⇓
Grm1i +Grm1t Grm2i +Grm2t =⇒ Grmpi +Grmpt
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.26)
Equation 3.26 shows the G matrix for the new image current technique, where each
element is the sum of the contributions from the telluric and ionospheric SEC poles
and the subscripts i and t refer to the ionospheric and telluric components. Because
the ionospheric and telluric systems are dependent on the same amplitudes they are
superposed within the G matrix, making its size no different to when only ionospheric
currents are considered. The new G matrix is inverted in the same way as the earlier
methodology, by finding the Moore-Penrose inverse via truncated SVD.
The Figures in 3.8 show the solution of a SECS analysis with the cancellation depths
for the image currents at 100, 500 and 1000 kilometres, respectively. When using a can-
cellation depth of 100km, which equates to a telluric current depth of approximately
300km, the evaluated Br component for depths close to the surface match the measure-
ments poorly leading to a disagreement with the telluric current depth used in Pulkkinen
et al. (2003a). This behaviour can be reasoned from how the magnetic field from the
image and from the ionospheric currents combine. The theta component of the mag-
netic fields add therefore as the cancellation depth is reduced, which in turn means the
image current is closer to the surface, the SEC pole amplitudes must be reduced in or-
der to correctly match the data. The theta component, once converted from local to
global co-ordinates, is constrained by magnetometer measurements in the north-south
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and east-west direction. Whereas, the radial magnetic fields subtract from each other,
this is needed for them to cancel at the cancellation depth, and is only constrained by
the radial magnetometer measurements. With twice as many measurements, the theta
component has a higher weighting in the inversion. This is seen in how the model val-
ues for the global Bφ and Bθ are closer to the magnetometer measurements in figure
3.8a than the model Br are to the Br magnetometer measurements. To fit the Bφ and Bθ
measurements, the SEC amplitudes must be reduced. Therefore, the magnitude of the
evaluated Br component compared to the measured Br component is greatly reduced.
For this study a cancellation depth of 500km is used for a few key reasons; it allows
for a good fit with the data, it is shallow enough to have an influence over the inver-
sion and lastly a cancellation depth of 500km can be equated to a telluric current at a
depth of approximately 1000km which should discourage small scale structures in the
telluric currents from having an influence over the model.
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Figure 3.8: Plots showing the magnetic field, current, SEC pole amplitudes and the accuracy of a SEC
model using ionospheric SEC poles and varied cancellation depths for the Image currents. Truncated
SVD is used with a cutoff of 0.01. In the validity plot the model is plotted with the data so the accuracy
of the solution at the magnetometer locations can be see by comparing the trend with the blue line that
shows a y=x relation. Data has been taken from Longyearbyen, Bjørnøya, Tromsø, Hornsund, Abisko,
Sodankyla, Nurmijarvi, Brorfelde, Ny-Ålesund, Hel, Rørvik, Sørøya, Andenes, Kevo, Kilpisjärvi, Muo-
nio, Pello, Oulujärvi, Hankasalmi and Uppsala and is at 22:34 on the 5th of February 2000. Data
retrieved via SuperMAG (Gjerloev, 2012)
(a) Plot with a cancellation depth of 100km
(b) Plot with a cancellation depth of 500km
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(c) Plot with a cancellation depth of 1000km
The shortcomings of this method are primarily due to an assumed fixed relationship
between ionospheric and telluric currents, both temporally and spatially. The crustal
properties over Earth can be highly variable in terms of composition which means the
conductivity is very different and induction from ionospheric currents would in real-
ity vary with this property. The wavelength of perturbations in the magnetic field also
greatly affect the induced current’s distribution in depth (Jones, 1980). To accurately
adjust the model to compensate for the effect of telluric currents on ground magne-
tometer measurements, the telluric SEC pole method would be the best solution as it
makes no assumption on the relationship between the ionospheric and telluric currents
which should allow the model to be malleable to the impact of variable crustal con-
ductances. However, a big advantage with the image current techique is that with an
assumed relationship between ionospheric and telluric currents the G matrix (in equa-
tion 3.19) remains the same size as it would when not taking the telluric currents into
account. This enables the use of a more coarse grid or a reduced computation time in
comparison to using telluric poles.
After comparing the results and weighing up the advantages and disadvantages of each
method, the image currents were used for this study. The reduced model complexity
while capturing the telluric influences to a reasonable degree are considerable advan-
tages for this study. This is because the data set being used is over 19 years of minute
frequency data and any unnecessary model complexity will hinder the production of
the data set within a reasonable time scale.
3.7 Solving a System of Equations
The previous sections have discussed methodology for creating the SECS model, us-
ing truncated SVD to smooth the solution and making adjustments that adapt the model
for influences of telluric currents on ground magnetic field measurements. However,
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there is still some work that can be done in improving the constraints on the model
and coercing it to produce results that are a good representation of the data while typ-
ically exhibiting the behaviours that are expected of the current systems that are being
modelled. In section 3.4, truncated SVD was discussed as a method of inversion and
smoothing to find the amplitudes of the SEC poles that resemble a current backed up
by physical understanding. In this section regularisation is introduced as an alterna-
tive method which allows the application of knowledge on the typical current system
to constrain the inversion.
The last step in optimising the model set up is regularisation. In sections 3.4 and
3.6 truncated SVD is discussed and used to efficiently find the psuedoinverse of the
G matrix (shown in equation 3.19) and manipulate the inversion to discourage large
SEC pole amplitude variation in a small spatial frequency. Although this method is
widely used with SECS analysis, other methods can yield much better results. The
goal in improving the SECS solution is to add information and get a more physical out-
put. In figures 3.6, 3.7 and 3.8 the currents show strong structure in both the east-west
and north-south direction. The SECS analysis should find the large scale behaviours
of the ionospheric currents and it can be argued that the output should have currents
more closely resembling the typical east-west electrojets. To improve the model, the
inversion needs to therefore incorporate constraints that discourage spatially rapid vari-
ations in the magnetic east-west currents when there is no significant indication from
the data. Similarly, field-aligned currents are expected to have a smooth trend in mag-
netic east-west. The amplitudes of SEC poles can be a good representation of field
aligned currents, under certain conditions. Therefore, an assumption of weak magnetic
east-west gradients in the SEC pole amplitudes can be justifiably imposed on the solu-
tion. As a result, the horizontal currents will be encouraged into an electrojet structure.
The regularisation technique utilised in Laundal et al. (2020) is the basis for the tech-
nique used in this study. Equation 3.27 is similar to that found in Laundal et al. (2020)
however the covariance matrix isn’t used here.
f0 = (d−Gm)T (d−Gm) (3.27)
f0 is the cost function for when using standard least square. For an accurate represen-
tation of the data it must be minimised. This is logical as it is the difference between
what is measured and what the model evaluates. This function is to be adjusted if ex-
tra information needs to added to the model. Equation 3.28 shows the final function f
that wants to be minimised. It utilises the grid advantages discusses in section 3.2 by
finding the gradient operator Le that can be applied to m to find the magnetic east-west
gradients allowing them to be constrained.
f = f0 +λ1||Im||2 +λ2||Lem||2 (3.28)
||Im||2 is the euclidean norm of m (the SEC pole amplitudes) and λ1 is the parameter
that controls how limited its value can be. The purpose of minimising the euclidean
norm of the SEC pole amplitudes is to encourage a less complex solution to the model,
lower extremities in the amplitudes when compared spatially. ||Lem||2 is the euclidean
norm of the magnetic east-west gradients of the SEC pole amplitudes. Minimising this
parameter by increasing the value of λ2 will reduce how much the SEC pole amplitudes
will vary longitudinally. By differentiating the new cost function, equation 3.28, and
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finding where it is equal to zero, a value for m can be found where the function is at its
minimum. For example by differentiating the equation 3.27 and setting it equal to zero,
equation 3.17 is found. Using this same approach with the improved cost function,
equation 3.28, a new expression for the SEC pole amplitudes, m, can be derived that
uses the desired regularisation. Equation 3.29 shows the new method for finding the
SEC pole amplitudes.
m = [GT G+λ1I +λ2LTe ·Le]−1d (3.29)
λ1 and λ2 have to be balanced correctly to get the most physical result while also allow-
ing the model to defy the expected behaviours when justified by the data. If λ2 is too
much larger than λ1 then low longitudinal gradients are the most encouraged attribute,
leading to the SEC pole amplitudes appearing as thin bands of consistent amplitudes.
This occurs because the reduced influence of λ1 allows high complexity latitudinaly
and therefore rapid variations in amplitude as the latitude changes. On the other hand,
if λ1 is too much larger than λ2 then variations in the amplitudes longitudinally can
happen much quicker than is expected.
Figure 3.9: Plots showing the magnetic field, current, SEC pole amplitudes, accuracy of the SEC model
using ionospheric SEC poles and Image currents. Regularisation from section 3.7 is used with λ1 and
λ2 values of 10−23 and 10−21, respectively.In the validity plot the model is plotted with the data so
the accuracy of the solution at the magnetometer locations can be seen by comparing the trend with
the blue line that shows a y=x relation. The blue line in the SEC pole amplitudes, ionospheric cur-
rents and magnetic field on ground plots shows the location of the magnetic meridian that is used for
the statistical analysis of the data set. The SEC POLE Amplitudes plot contains geographic latitude
contours every 10◦, shown as dashed blue lines, while the Ionospheric Currents plot contains geo-
magnetic latitude contours every 10◦, also shown as dashed blue lines. Data has been taken from
Longyearbyen, Bjørnøya, Tromsø, Hornsund, Abisko, Sodankyla, Nurmijarvi, Brorfelde, Ny-Ålesund,
Hel, Rørvik, Sørøya, Andenes, Kevo, Kilpisjärvi, Muonio, Pello, Oulujärvi, Hankasalmi and Uppsala
and is at 22:34 on the 5th of February 2000. Data retrieved via SuperMAG (Gjerloev, 2012)
Figure 3.9 shows a solution using regularisation with λ1 and λ2 values of 10−23 and
10−21 respectively. Using this suitable balance, regularisation is chosen over truncated
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SVD in this study because of the methods ability to add more information to the model
which gives a model with more physical results.
3.7.1 Substorm Time Series Example
After performing the SECS analysis on a large temporal data set, a variety of data
products can be produced. Most of these are introduced and discussed in chapters 4
and 5. The equivalent currents and radial magnetic field perturbations estimated along
the 105◦ magnetic meridian can be presented as a time series and be used to show
substorm dynamics. In this subsection a substorm list, based on auroral images taken
from the IMAGE and POLAR satellites (Frey et al., 2004a; Liou, 2010), is used to
select periods within the night side magnetosphere when there is a substorm onset and
meridian data. One example, out of over 200 events that where found, is presented and
discussed to show the initial capabilities of this model and demonstrate further areas of
research that are not the focus of this study.
Figure 3.10: MLT and times series of the equivalent current and radial magnetic field perturbations
evaluated along the 105◦ magnetic meridian for a substorm event on the 23rd and 24th of May 2000.
The quivers show the direction and magnitude of the surface current densities and the background
colour represents the direction and magnitude of the radial magnetic field perturbations. Dashed green
lines, solid green lines, and green dots represent the UT, MLT and magnetic latitude of the onset of
substorm from a substorm list that is based on auroral images from the POLAR and IMAGE satellites
(Frey et al., 2004a; Liou, 2010). The brown dashed lines, solid brown lines and brown dots represent
the UT, MLT and magnetic latitude of the onset of substorm from a substorm list that has been made by
(Gjerloev, 2012; Newell and Gjerloev, 2011a,b) using magnetometer data.
Figure 3.10 is a substorm event that occurred on the 23rd and 24th of May 2000,
it is an example of the initial capabilities of the SECS method developed in this study.
The divergence-free currents and the radial component of the ground magnetic field
perturbations are evaluated along the 105◦ magnetic longitude meridian, as is shown
in figure 3.9. The data product from this technique is a minute resolution evaluation
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along this meridian, whenever the magnetometers chosen for this study, which are in
Fennoscandia, are available concurrently. In figure 3.10 the green lines and dots are
used to show the MLT, magnetic latitude and time of substorm onsets from the IMAGE
and POLAR based substorm list (Frey et al., 2004a; Liou, 2010). The brown lines and
dots are used to show the MLT, magnetic latitude and time of substorm onsets from
SuperMAG (Gjerloev, 2012; Newell and Gjerloev, 2011a,b). A smaller angle between
the dashed and solid lines show that the substorm onset occurred very close to the
meridian, whereas larger angles show that the substorm onset occurred far from the
meridian. The quivers in figure 3.10 show the strength and direction of the divergence-
free current. The background colour of the plot shows the evolution of the evaluated
radial magnetic field perturbations. The plots show an intensification of the auroral
electrojets as a response to the onset of substorms and show that Br tracks the north-
south motion of the centre of the electrojets. Another feature within this plot and others
that have not been presented is periodic fluctuations within the radial magnetic field
which suggest that this model allows a visualisation of ULF (ultra low frequency) waves
along magnetic field lines (e.g. between 01 and 02 UT). The dynamics within this plot
and others made are not the focus of this study but they are an example of the potential
of the SECS technique, they demonstrate how the initial data product can be used for
a wide range of investigation and prove to be a great way to visualise the SECS model
output to enable easier identification of features, trends and phenomena.
3.8 Electrojet Detection Algorithm
This section outlines the steps taken to systematically identify the properties of the au-
roral electrojets that are found within the sheet current densities evaluated along the
105◦ magnetic meridian. In the following section an algorithm is introduced that uses
a sheet current density latitude profile to detect the auroral electrojets between 49◦ and
81◦ magnetic latitude. Electrojet properties such as width, peak sheet current density
and total current through the electrojet are found. This allows statistical interpreta-
tions of electrojet properties to be performed in chapter 5. To analyse the nature of the
auroral electrojet statistically, an algorithm has been derived to take the minute period-
icity magnetic east-west sheet current density profiles and extract the boundaries, limits
and total current though the electrojet. Figure 3.11 shows an artificial east-west sheet
current density profile and demonstrates how the algorithm finds electrojet boundaries.
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Figure 3.11: (A). If the curve has a sufficient gradient then the boundary can be defined by where the
curve crosses the 10% quantile. (B). Plateaus in the electrojet are exempt from the gradient threshold
by allowing sheet current densities greater than 40% of the mean sheet current density between the
quantile crossing points (or up to the end of the meridian if there isn’t any) to be excluded from the
gradient criteria. (C). When the curve doesn’t cross the 10% quantile or the gradient of curve becomes
shallow before reaching the 10% quantile, the boundary can be defined by where the gradient goes
below 60% of the mean gradient between the quantile crossing points (or up to the end of the meridian
if there isn’t one).
First, the 10% quantile for the absolute east-west sheet current densities in the
profile is found. Then the algorithm looks for the point where the profile crosses
this boundary (when looking for the westward electrojet it looks for where the pro-
file crosses the 10% quantile multiplied by -1). When there isn’t a crossing for the
equatorward or poleward boundary or both, then the crossing points are set at the cor-
responding limit of the meridian. To then improve these boundaries the steepness of the
profile is considered. Near to the boundaries the gradient is expected to have a greater
magnitude. The differential criteria is set that it must be greater than 60% of the mean
absolute gradient between the initial electrojet boundaries. To ensure plateaus around
the peak of the electrojet don’t get affected, sheet current densities greater than 40% of
the mean sheet current density between the initial boundaries are exempt from the dif-
ferential criteria. The total current through the electrojet is then found by integrating
the profile between the boundaries. The width can be found by finding the difference
between the boundaries. And the peak sheet current density can be find by looking for
the maximum value between the boundaries.
Figure 3.12 depicts three real sheet current density profiles and the electrojets
boundaries found using the method. The plot shows that the algorithm has a relaxed
criteria that leads to weak profiles still recording electrojets. Therefore, when using the
data set it is important to apply further constraints. Typically this has been done by
setting a minimum for the peak value of the electrojet detected.
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Figure 3.12: Three example profiles of currents in the magnetic east-west direction along the meridian,
demonstrating the electrojet detection algorithm.
For the first profile in figure 3.12 the algorithm has detected two westward elec-
trojets, one of which may be considered weak. This can give important information
on areas where the electrojet is split into multiple parts. With this in mind, informa-
tion from up to three of the strongest electrojets is recorded (the maximum number of
electrojets detected per minute is six, three westward and three eastward electrojets).
These properties allow an investigation into the disruption of the electrojet, presented
and discussed in section 5.2.
Chapter 4
Validation and Summary Statistics
In this chapter the results produced from the methodology discussed in chapter 3 are
checked against other data sets and against current knowledge to confirm the validity
of the method. The results are summarised in some long term statistics to produce
an overview of the data products and to demonstrate the plethora of opportunities for
investigation, discussion and further research that they can provide.
4.1 SECS and AMPS Comparison
The AMPS model (Laundal and Toresen, 2018) can be used to take an input of solar
wind parameters and yield the most likely divergence-free current and ground magnetic
field perturbations. AMPS is useful for this study because the divergence-free current
and radial magnetic field perturbations derived from the SECS model are parameterised
by SW and IMF parameters, and by averaging our meridian profiles during similar
conditions, a comparison is possible. This section uses the AMPS model to validate
that the model that has been made is producing good results.
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(a) Positive IMF Bz (b) IMF Bz=+5, IMF By=0
(c) Negative IMF Bz (d) IMF Bz=-5, IMF By=0
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(e) Positive IMF Bz (f) IMF Bz=0, IMF By=+5
(g) Negative IMF By (h) IMF Bz=0, IMF By=-5
Figure 4.1: SECS average current structure for various IMF conditions compared with the AMPS
predicted structure (Laundal and Toresen, 2018). On the left the equivalent sheet current densities and
radial magnetic field perturbations evaluated along the 105◦ magnetic meridian are placed in bins of
size 0.5 MLT and averaged. For each plot the evaluated meridian properties are first filtered by the
IMF condition that is present at the time (Bz > 0, Bz < 0, By > 0 and By < 0), using data from OMNI
(King and Papitashvili, 2005), before being binned and averaged. On the right are equivalent sheet
current densities evaluated using the AMPS model every 0.5 MLT and at the same magnetic latitudes
that are used to evaluate the proprieties along the meridian. The radial magnetic perturbations using
the default AMPS mlt-mlat grid. The AMPS inputs for solar wind velocity, dipole tilt and f10.7 solar
flux are 350kms−1, 0◦, 80 solar flux units respectively. While, the IMF inputs are varied for each plot
Figure 4.1 shows the average divergence-free currents and radial magnetic field
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evaluated along the meridian using the SECS model when the IMF is under 4 specific
conditions that are expected to produce different structures (left side). Similar con-
ditions are then put in the AMPS model in order to draw a comparison (right side).
Unfortunately an exact match between these models cannot be expected due to the dif-
ferent nature of how the figures are produced. The AMPS model takes an input of exact
solar wind and IMF conditions to derive the divergence-free currents and radial mag-
netic field. Whereas, the SECS model is filtered by a condition and then averaged. This
means that the SECS model can be skewed due to anomalous events and variable so-
lar wind conditions. The SECS model is derived using real magnetometer data and can
be considered, in essence, to form an interpolated grid to evaluate the properties. The
same cannot be said about the AMPS model. The differences between these models is
also an advantage as there is no overlap between the methods and similarities between
the two can be ascribed to the validity of the SECS model. As expected from the cur-
rent knowledge of IMF - magnetosphere interactions, the models under a negative Bz
show much stronger currents and magnetic field perturbations due to the increased day
side reconnection rate. The shape and latitude of the cell like structures within figure
4.1c and d are very similar. But, the primary take away is the variation between the
features seen in figure 4.1a, where Bz is positive, and 4.1c, where Bz is negative. These
plots demonstrate the changes that would be expected from vastly different reconnec-
tion rates and IMF - magnetosphere coupling. This following of expected behaviours
from already well known physics combined with comparable changes in the AMPS
model provide a good source of validation.
Figure 4.1e to h show the SECS and AMPS model when IMF By has different
polarities. The current and radial magnetic perturbations show significantly comparable
structure between the SECS and AMPS model. The changes in AMPS model output
due to a different By can be similarly observed in the SECS model, for example the
positive Br cell is poleward of the negative Br cell at 12 MLT for a positive By and they
are switched for a negative By. Most importantly, the similarity of the current structures
observed in the models bring validity to studies into the current output from the SECS
model.
In resolution of this section, the SECS model created within this study shows
enough similarity with the AMPS model and with the expected physical response to
changes within the IMF conditions that it can be said that there is indeed validity in
this model. Consequently it can be said that the application of the SECS method has be
done successfully and correctly.
4.2 Electrojet Detection
In this section, figures on the occurrence and properties of the electrojets, that are de-
tected using the technique discussed in section 3.8, are presented. Using the algorithm,
the first three strongest eastward and the first three strongest westward electrojets are
detected and recorded. The strongest electrojet, referred to as the primary electrojet, is
the focus of this section.
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Figure 4.2: Polar histogram showing the eastward electrojet’s most common location of poleward
and equatorward boundaries for the strongest electrojet detected per minute with a peak sheet current
density greater than 0.05Am−1.
Figure 4.3: Polar histogram showing the westward electrojet’s most common location of poleward
and equatorward boundaries for the strongest electrojet detected per minute with a peak sheet current
density less than −0.1Am−1.
In figure 4.2 the poleward and equatorward boundaries of the primary eastward elec-
trojet, that have a peak sheet current density greater than 0.05 Am−1, are placed in mlt
and mlat bins of size 0.5 and 2 respectively. The bins have subsequently been nor-
malised by the total number of primary eastward electrojets that contribute to the his-
togram. In terms of the MLT location of the electrojets, it can be seen clearly that they
are most commonly observed between 15 and 20 MLT. In comparison with the SECS
plots in figure 4.1 there is an agreement that the algorithm has worked. The stronger
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currents for the eastward electrojet, under all IMF conditions, are centred around this
MLT window and bounded by comparable mlats to the most common poleward and
equatorward boundaries in the histogram. Furthermore it is expected that the east-
ward electrojet will become more disjointed, weaker and harder to detect as the pre-
midnight sector is approached anti-clockwise from the dusk flank. This is the region
where the Harang discontinuity alters the dynamics. In figure 4.3 the polar histogram
is repeated for the westward electrojet, where the peak sheet current density is required
to be greater than 0.1 Am−1. In this figure it can be seen, once again, that the algorithm
is working effectively by comparing the high count bins with regions of elevated west-
ward currents in the SECS plots within figure 4.1. There is still significant westward
electrojet detection extending into the pre-midnight sector, however, this is expected
from the current understanding of the Harang discontinuity, see figure 2.8. The vari-
able nature of the Harang discontinuity due to its substorm origin explains the reduced
detection of the westward electrojet within the pre-midnight sector when compared
with the post-midnight to 5 MLT sector.
In summation, figures 4.2 and 4.3 not only demonstrate statistics that agree with
plots of the average values from the initial meridians, justifying the effectiveness of
the electrojet detection algorithm, but also agree with the current understanding of the
eastward and westward electrojet. This furthers the validity of the SECS model and jus-
tifies that the electrojet detection algorithm extracts the information from the meridians
in a correct manner and produces a data product that agrees with known physics.
4.3 Solar Variability Effects on Polar Equivalent Currents
This section uses knowledge on how solar activity affects geomagnetic activity, and
subsequently polar ionosphere characteristics, to validate the integrity of the SECS
model and electrojet detection algorithm.
Figure 4.4: Daily sunspot number and detection rate of the weakest primary electrojet current bin
normalised by the data coverage. The daily sunspot number has been taken from SILSO World Data
Center (0).
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Figure 4.5: Daily sunspot number and detection rate of the strongest primary electrojet current bin
normalised by the data coverage. The daily sunspot number has been taken from SILSO World Data
Center (0).
The solar cycle, introduced in section 2.1, is a variability in solar activity over a
period of average 11 years. A proxy for solar activity is the number of sunspots on the
photosphere. Figures 4.4 and 4.5 use the sunspot number to visualise if a similar solar
cyclic trend is observable within the electrojets. To create these figures, the eastward
and the westward electrojets are independently sorted into 20 quantile bins based on
the total current through the electrojet. A rolling window with a frequency of 15 days
and a size of 30 days is applied to the binned jets to find how many times an electrojet
of each bin is detected. To adjust for periods where there is no data from the SECS
model, due to gaps within magnetometer data, the counts are then normalised by the
amount of data available for each rolling window. This means that the resulting values
represent how often an electrojet of each bin strength is found as a fraction of the
opportunity for an electrojet to be detected, in terms of data being available. Figures
4.4 and 4.5 show the results from the bin with the lowest current boundaries and highest
current boundaries respectively. It can be seen that the eastward and westward electrojet
detection in figure 4.4 shows an anti solar cycle trend. While, figure 4.5 shows a trend
comparable to the solar cycle. The figures show that during weak solar activity it is
more likely that a weak electrojet is detected. while in a periods of high solar activity
it is more common to detect a stronger electrojet. With our current understanding of
solar impacts on geomagnetic activity this is justified. Higher solar activity is known to
cause a greater disruption to the magnetosphere, an increase in dayside reconnection,
more dynamic IMF magnetosphere coupling and an increase in ionospheric plasma
density. The resulting impacts on the polar ionosphere are an increase in the amount
and velocity of magnetic field lines convected across the polar cap. Consequently, the
tailward reconnection is more frequent and releases a greater amount of energy. This
can then be seen within the dynamics of the magnetic flux return flow along the dawn
and dusk flanks of the polar ionosphere. Through the relations, equations and theories
discussed within chapter 2, the electrojets are amplified in strength.
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The detection of electrojets in relation to their strength has shown a clear solar cycle
trend that is justified by the current physical understanding of solar-magnetosphere-
ionosphere interactions. This therefore adds to the validity of the SECS model and
electrojet detection algorithm.
4.4 Data Bias
The section presents the biases within the data set from model. This will allow consid-
eration to be taken when analysing the results in chapter 5.
All sites must be available at the same time to create the SECS model. The reason
for this is that if the site coverage changes, differences in the current and magnetic field
that is modelled between different magnetometer set ups cannot be clearly attributed
to changes in conditions. Also, to perform long period statistics it is desirable to keep
the location of the SEC poles, evaluation points and magnetometer sites consistent.
Otherwise, all elements of the model would have to be recalculated every time there is
a change. If this can occur for each minute of the data set then the time it would take
to compute the SECS model would make such a study as this impossible to perform
within a sensible time. Therefore, when one site has no data for a specific time there is
no data from the SECS model.
Figure 4.6: Monthly bias in data availability for each site used for the SECS analysis
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Figure 4.7: Monthly bias for when all the sites selected have data at the same time
Figure 4.6 and 4.7 show the amount of data available in each site that is used for
the study each month and the amount of data when all the sites are available together
each month respectively. A number of sites show a dip in the amount of data from
May until October. Most significantly Muonio (MUO) and Hankasalmi (HAN) show
around 30% less data in July and August respectively. This is shown clearly in figure
4.7 where the number of times the meridian is evaluated in July and August is less
than 50% of the surrounding months. This will unfortunately make the summer less
statistically valid than other seasons. However with time period of data chosen, there
will still be significant validity to any trends observed during the summer.
There is also a yearly bias in the availability of data from the magnetometer sites at
the same time.
Figure 4.8: Yearly bias in data availability when all sites are available concurrently
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Figure 4.8 shows the amount of times the model is able to evaluate properties along
the meridian. There is a large in 2015 this is due to the magnetometers in Muonio and
Hankasalmi not being available for most of that year. The reasons for this are unknown.
Another the bias that is checked is the amount of times the model is able to evaluate
properties long the meridian at each MLT sector.
Figure 4.9: MLT bias in data
Figure 4.9 shows the amount of times properties along the meridian are evaluated.
There are some fluctuations between each MLT however, the differences are insignifi-
cant and unlikely to cause noticeable biases within any trends observed in chapter 5.
A number of studies use a dipole tilt angle to sort data instead of seasons, an ad-
vantage is that you have a defined IMF-magnetosphere geometry making it easier to
draw conclusions from the results. However, it is known that when selecting a mag-
netic meridian it will spend more time in certain MLTs depending on the tilt angle. This
therefore means that there will be greater data at some MLTs than other for the currents
and magnetic field perturbations evaluated along the meridian.
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Figure 4.10: MLT bias in data for a dipole tilt angle less than −10◦
Figure 4.11: MLT bias in data for a dipole tilt angle greater than 10◦
Figure 4.10 and figure 4.11 show the amount of times the meridian is evaluated at
each MLT when the dipole tilt angle is less than−10◦ and greater than 10◦ respectively.
It can be seen that for a dipole tilt of less than −10◦ there is an increasing amount of
data towards 7 MLT and a decreasing amount of data towards 18 MLT.
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Chapter 5
IMF By and Seasonal Effects on Electrojet
Properties
With the prior chapter presenting arguments for the validity of the SECS model and
electrojet detection algorithm, the following chapter aims to present a statistical anal-
ysis of the electrojet profile along the 105◦ magnetic meridian. The analysis will in
particular investigate the explicit By effect on divergence free currents in the northern
polar ionosphere. It, wherever possible, ascribes the features and behaviours observed
to known physical processes.
5.1 Primary Electrojet Explicit By Effect
The explicit By effect, introduced in section 2.4, is a change in the magnetosphere and
ionosphere response to different polarities of IMF By. The most relevant for this study,
is the work by Holappa and Mursula (2018) where it is shown, using the AL index, that
the westward electrojet is suppressed in the northern hemisphere for By negative during
the winter and shows a small suppression for By positive in the summer. Whereas, the
AU index shows no explicit By effect. Results of the SECS model are first presented
to show the explicit By effect on the properties of the electrojets and then later are
discussed in order to apply a physical interpretation to the features present.
5.1.1 Results
In this section properties of the primary westward and eastward electrojets, evaluated
from the electrojet detection outlined in section 3.8, are presented in a way that high-
lights the differences between the influence of By positive and negative in the summer
and winter. Three electrojet properties; the width, peak amplitude and total current, are
binned by the IMF By condition that corresponds to each data point and averaged. The
seasons summer and winter are chosen by using data from May to July and November
to January respectively.
The westward electrojet properties are presented first and can be used to draw com-
parisons between the explicit By effect on this more in depth analysis of the westward
electrojet properties and the results found in Holappa and Mursula (2018). The total
current through the electrojet is found by integrating the east-west sheet current den-
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sity profiles, such as those seen in figure 3.12. This property can be considered a good
measure of the overall strength of the electrojet.
(a) Summer (May, June and July)
(b) Winter (November, December and January)
Figure 5.1: Binned averages of the total current through the primary westward electrojet between 1
and 5 MLT. Created using two sets of twenty quantile bins, one set for IMF By > 0 and one for the
By < 0. The currents are placed in a particular set of bins and then subsequently one bin from that set,
depending on the polarity and magnitude of By at the time of the data point as taken from the OMNI 1
minute averaged data set (King and Papitashvili, 2005) which time shifts the solar and IMF parameters
to represent their progression to the bow shock
Figure 5.1 shows the average total current through the primary westward electrojet
for different By polarity and magnitude. This is done using one minute averaged data
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from OMNI (King and Papitashvili, 2005) which time shifts the solar and IMF param-
eters to represent their progression to the bow shock. The IMF By bins are defined by
treating positive and negative polarities separately and using twenty quantiles for each,
this ensures that there is the same amount of total current data in each bin. Figure 5.1a
and b show the influence of By on the total current through the westward electrojet for
the summer (May, June, July) and winter (November, December, January) respectively.
Solid and dashed blue lines show the average current in the positive and negative By
bins respectively. The red lines are plotted to show an envelop of the standard error of
mean calculated in each bin around the averaged values. The peak sheet current den-
sity is the maximum east-west absolute sheet current density found in the electrojets
profile. For the westward electrojet, this property is comparable to the AL index and
is used as the selection criteria to define an electrojet out of the data product produced
from the electrojet detection algorithm. After analysing the statistics of the algorithm’s
output and weak meridian profiles, a limit of 0.1 Am−1 peak sheet current density is
used to distinguish between reliable and unreliable electrojet information.
(a) Summer (May, June and July)
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(b) Winter (November, December and January)
Figure 5.2: Binned averages of the peak sheet current density of the primary westward electrojet be-
tween 1 and 5 MLT. Created using two sets of twenty quantile bins, one set for IMF By > 0 and one for
the By < 0. The peaks are placed in a particular set of bins and then subsequently one bin from that set,
depending on the polarity and magnitude of By at the time of the data point as taken from the OMNI 1
minute averaged data set (King and Papitashvili, 2005) which time shifts the solar and IMF parameters
to represent their progression to the bow shock
Figure 5.2 shows the peak sheet current density of the primary westward electrojet
profile for different By polarity and magnitude. The bins are defined in the same way as
figure 5.1. Figure 5.2a and b show the influence of By on the peak sheet current density
of the westward electrojet for the summer (May, June, July) and winter (November,
December, January) respectively.
The last westward electrojet property presented is the width. This is found by find-
ing the difference in the electrojet boundaries from the electrojet detection algorithm.
This property gives an insight into the shape of the westward electrojet and the extent
of its effects.
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(a) Summer (May, June and July)
(b) Winter (November, December and January)
Figure 5.3: Binned averages of the width of the primary westward electrojet between 1 and 5 MLT.
Created using two sets of twenty quantile bins, one set for IMF By > 0 and one for the By < 0. The
widths are placed in a particular set of bins and then subsequently one bin from that set, depending
on the polarity and magnitude of By at the time of the data point as taken from the OMNI 1 minute
averaged data set (King and Papitashvili, 2005) which time shifts the solar and IMF parameters to
represent their progression to the bow shock
Figure 5.3 shows the widths of the primary westward electrojet for different By
polarity and magnitude. The bins are defined in the same way as figure 5.1. Figure 5.3a
and b show the influence of By on the width of the westward electrojet for the summer
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(May, June, July) and winter (November, December, January) respectively.
The eastward electrojet properties are presented next and can be used to show that
there is in fact an explicit By effect in some properties of the eastward electrojet yet
finding an agreement with the results found in Holappa and Mursula (2018), where
there was no explicit By effect within the AU index. The total current through the
eastward electrojet is found in the same way as the westward electrojet. It is a property
that is a good indication of the strength of the eastward electrojet. A comparison with
values for the westward electrojet can enable a view into the ionosphere dawn-dusk
asymmetry due to the influence of night side magnetosphere processes.
(a) Summer (May, June and July)
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(b) Winter (November, December and January)
Figure 5.4: Binned averages of the total current through the primary eastward electrojet between 18
and 21 MLT. Created using two sets of twenty quantile bins, one set for IMF By > 0 and one for the
By < 0. The currents are placed in a particular set of bins and then subsequently one bin from that set,
depending on the polarity and magnitude of By at the time of the data point as taken from the OMNI 1
minute averaged data set (King and Papitashvili, 2005) which time shifts the solar and IMF parameters
to represent their progression to the bow shock
Figure 5.4 shows the average total current through the primary eastward electrojet
for different By polarity and magnitude. This is done using one minute averaged data
from OMNI (King and Papitashvili, 2005) which time shifts the solar and IMF param-
eters to represent their progression to the bow shock. The analysis is performed in the
same way as is done fore the westward electrojet and the bins are defined in the same as
figure 5.1. Figure 5.4a and b show the influence of By on the total current through the
eastward electrojet for the summer (May, June, July) and winter (November, Decem-
ber, January) respectively. Solid and dashed blue lines show the average current in the
positive and negative By bins respectively. The red lines are plotted to show an envelop
of the standard error of mean calculated in each bin around the averaged values.
The peak sheet current density is the maximum east-west absolute sheet current
density found in the electrojets profile. For the eastward electrojet, this property is
comparable to the AU index and is used as the selection criteria to define an elec-
trojet out of the data product produced from the electrojet detection algorithm. After
analysing the statistics of the algorithm’s output and weak meridian profiles, a limit
of 0.05 Am−1 peak sheet current density is used to distinguish between reliable and
unreliable electrojet information.
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(a) Summer (May, June and July)
(b) Winter (November, December and January)
Figure 5.5: Binned averages of the peak sheet current density of the primary eastward electrojet be-
tween 18 and 21 MLT. Created using two sets of twenty quantile bins, one set for IMF By > 0 and one
for the By < 0. The peaks are placed in a particular set of bins and then subsequently one bin from
that set, depending on the polarity and magnitude of By at the time of the data point as taken from the
OMNI 1 minute averaged data set (King and Papitashvili, 2005) which time shifts the solar and IMF
parameters to represent their progression to the bow shock
Figure 5.5 shows the peak sheet current density of the primary eastward electrojet
profile for different By polarity and magnitude. The analysis is performed in the same
way as is done fore the westward electrojet and the bins are defined in the same as
figure 5.1. Figure 5.5a and b show the influence of By on the peak sheet current density
of the eastward electrojet for the summer (May, June, July) and winter (November,
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December, January) respectively.
The last eastward electrojet property presented is its width. This is found by finding
the difference in the electrojet boundaries from the electrojet detection algorithm. This
property gives an insight into the shape of the eastward electrojet and the extent of its
effects. When combined with the values from the westward electrojet it allows a view
into the structure and morphology and the night side ionosphere.
(a) Summer (May, June and July)
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(b) Winter (November, December and January)
Figure 5.6: Binned averages of the width of the primary eastward electrojet between 18 and 21 MLT.
Created using two sets of twenty quantile bins, one set for IMF By > 0 and one for the By < 0. The
widths are placed in a particular set of bins and then subsequently one bin from that set, depending
on the polarity and magnitude of By at the time of the data point as taken from the OMNI 1 minute
averaged data set (King and Papitashvili, 2005) which time shifts the solar and IMF parameters to
represent their progression to the bow shock
Figure 5.6 shows the widths of the primary eastward electrojet for different By po-
larity and magnitude. The analysis is performed in the same way as is done fore the
westward electrojet and the bins are defined in the same as figure 5.1. Figure 5.6a and
b show the influence of By on the width of the eastward electrojet for the summer (May,
June, July) and winter (November, December, January) respectively.
5.1.2 Discussion
This section discusses the results presented in section 5.1.1 and begins by verifying the
explicit By effect on the electrojets that is seen in previous studies. It goes on to use the
unique data set of electrojet properties to investigate the explicit By effect further and
attempts to attribute the trends seen to physical processes within the ionosphere and
magnetosphere.
The peak value of the westward electrojet, figure 5.2, is by its nature, comparable
to the AL index. Holappa and Mursula (2018) showed that the AL index is suppressed
significantly during the winter when By is negative and less clearly when By is positive
during the summer. Therefore, it is expected that the peak sheet current density of the
primary westward electrojet would exhibit these same trends. It is clear that during the
winter, when the magnitude of By is greater than 2nT , there is an explicit By effect on
the peak sheet current density. The average peak is shown to be much larger for positive
By than negative By. However, during the summer there is no clear trend that shows an
explicit By effect on the peak sheet current density of the primary westward electrojet.
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Holappa and Mursula (2018) doesn’t find a large effect during the summer and it could
be a possibility that either the peak doesn’t show exactly what the AL index does or it
could be because of the irregular data coverage in the summer months, as seen in figure
4.6. Although the investigation of the peak value of the westward electrojet doesn’t add
to the current knowledge on the explicit By effect, it does confirm observations using a
new data product.
The total current through the westward electrojet, figure 5.1, is not comparable to
previous studies as it can only be found by resolving the entire sheet current density
profile of the electrojet. In both the summer and winter, the strength of the primary
westward electrojet shows an explicit By effect similar to what Holappa and Mursula
(2018) observed in the AL index. During the winter the westward electrojet is stronger
when By is positive and when By is negative during the summer. The next step is to
explain what mechanism is making the strength of the westward electrojet have an ex-
plicit By effect during the summer when there is none observable in the peaks of the
westward electrojet. By analysing the width of the westward electrojet, the controlling
property that introduces an explicit By effect into the strength of the westward electrojet
can be found, figure 5.3. During the winter there is small preference for wider primary
westward electrojet when By is negative. This insignificant width difference has lit-
tle effect on the electrojet strength. The By influence on the widths is in opposition to
what is seen in the total current through the westward electrojet. It can be concluded
that during the winter the explicit By effect on the strength of the westward electrojet is
controlled by how the peak of the westward electrojet changes due to different polari-
ties of By. In the summer however, there is a large By effect on the width of the primary
westward electrojet. With little to no effect seen in the peak of the westward electro-
jet, it can be concluded that during the summer the explicit By effect on width of the
westward electrojet imposes the signatures seen in its strength.
Before investigating the physical processes that drive the observations seen in the
westward electrojet, it is important to analyse the eastward electrojet to understand dusk
side ionosphere dynamics and then find the driving the mechanisms for the explicit By
effect.
The peak value of the primary eastward electrojet, figure 5.5, is comparable to the
AU index. Holappa and Mursula (2018) found no clear explicit By effect in the AU
index, and differences during the equinoxes were ascribed to the Russell McPherron
effect (Russell and McPherron, 1973). During the winter there is a small explicit By
effect on the peak of the primary eastward electrojet at large magnitudes of By. The
peak is higher for By negative than By positive when By is greater than 6nT . This is not
something observed by Holappa and Mursula (2018) in the AU index, however they
did not investigate the influence of both the magnitude and polarity of By on the AU
index. During the summer there is no clear explicit By effect on the peak of the primary
eastward electrojet, agreeing the AU investigation by Holappa and Mursula (2018).
The total current through the eastward electrojet, figure 5.4, is also not compara-
ble to previous studies as it is only made possible by resolving the eastward electrojet’s
sheet current density profile. When the magnitude of By is less than 5nT , there is not
an explicit By effect in the strength of the primary eastward electrojet. However for
stronger magnitudes of By, there is an explicit By effect on the strength of the primary
eastward electrojet in both the summer and winter. During the winter By negative cre-
ates a larger current through the primary eastward electrojet and during the summer By
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positive does the same. Similar to the westward the electrojet, the widths of the pri-
mary eastward electrojet, figure 5.6, show an insignificant explicit By effect during the
winter and it can be seen that the explicit By effect in the strength of eastward electrojet
when the magnitude of By is large is driven by the effects in the peak sheet current den-
sity of the westward electrojet. However, during the summer there is a large explicit
By effect on the width of the primary eastward electrojet for all magnitudes of By. The
eastward electrojet is much wider when By is positive than negative. However, the to-
tal current through the primary eastward electrojet doesn’t show this signature and the
peak of the eastward electrojet doesn’t show anything that counters the effect from the
widths.
With an explicit By effect during the summer on both the eastward and westward
electrojet, with the eastward also not showing a change in its strength, an analysis of
the average electrojet profile for the eastward and westward electrojet and during the
summer and winter may help to understand the dynamics in play.
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Figure 5.7: Average sheet current density profile during the winter and summer for the westward elec-
trojet between 1 and 5 MLT
(a) Summer (May, June and July)
(b) Winter (November, December and January)
Figure 5.7 shows the average of the westward electrojet sheet current density pro-
files, that contribute to the westward electrojet properties presented in section 5.1.1,
in the summer and winter for different By polarity and magnitude. This is done us-
ing one minute averaged data from OMNI (King and Papitashvili, 2005) which time
shifts the solar and IMF parameters to represent their progression to the bow shock. In
these plots it can be seen clearly that the explicit By effect on widths of the westward
electrojet during the summer is due to an explicit By effect on the westward electrojets
poleward boundary. In both seasons the equatorward boundary shows some variation
due to changes in the magnitude of By but, the poleward boundary varies little during
the winter and largely during the summer. During the summer the poleward boundary
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is shifted closer to the equator for By positive and increasing magnitude. By negative
shifts the poleward boundary closer to the pole for increasing By magnitude. The ex-
plicit By effect on the poleward boundary of the westward electrojet during the summer
appears to explain the explicit By effect seen in the width of the westward electrojet
and, subsequently, the total current through the westward electrojet.
The next step is to analyse the average eastward electrojet profiles to see if there
is a similar behaviour that can explain the seasonal explicit By effect on the eastward
electrojet width.
Figure 5.8: Average sheet current density profile during the winter and summer for the eastward elec-
trojet between 18 and 21 MLT
(a) Summer (May, June and July)
(b) Winter (November, December and January)
Figure 5.8 shows the average eastward electrojet sheet current density profile in the
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summer and winter for different By polarity and magnitude. This is done using one
minute averaged data from OMNI (King and Papitashvili, 2005) which time shifts the
solar and IMF parameters to represent their progression to the bow shock. Similar to
the westward, the equatorward boundary of the eastward electrojet shows some varia-
tion in the summer and winter due to the magnitude of By and the poleward boundary
shows very little variation during the winter. However, during the summer the pole-
ward boundary of the eastward electrojet is shifted equatorward for a negative By and
increasing magnitude. Positive By shifts the poleward boundary of the eastward elec-
trojet towards to the pole as the magnitude of By increases. This once again explains
the explicit By effect observed in the widths of the primary eastward electrojet and the
total current through the eastward electrojet, when the magnitude of By is greater than
5nT .
Explanations for the parallel nature of the equatorward boundary of the eastward
and westward electrojet for the polarity of By suggest that it is related to the strength
of dayside opening of magnetic flux. In the IMF, stronger By is often correlated with
stronger dayside coupling and as such this increases the amount of opened magnetic
field lines on the dayside and, after convection across the polar cap, creates an expanded
auroral oval due to processes in the magnetotail. This subsequently manifests as a more
equatorward electrojet boundary.
The explicit By effect on the poleward boundary of the westward and eastward elec-
trojets during the summer and not the winter needs further investigation. As discussed
in the section 2.2, the two largest influences on the strength and structure of the elec-
trojets is the ionospheric conductance, Hall and Pedersen, and ionospheric convection.
During the northern hemisphere summer there is a positive dipole tilt and higher con-
ductance in the northern ionosphere, due to an increase in solar irradiance. The change
in dipole tilt can effect the typical dayside IMF-magnetosphere coupling and, conse-
quently, ionospheric convection. During the summer the divergence free current is
much closer to resembling the Hall currents across the entire polar ionosphere, as such
changes in the Hall conductance in the summer compared to winter can have a large
impact on the electrojets. However, it is not clear how the explicit By effect in parti-
cle precipitation, found by Holappa et al. (2020b), would change the conductance in a
way that causes the observations seen in the poleward boundary of the electrojets.
Pettigrew et al. (2010) performed a statistical study on ionospheric convection in
the northern and southern hemisphere for By positive and By negative and for positive,
negative and neutral dipole tilt angles.
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Figure 5.9: Statistical convection patterns sorted by tilt. IMF By+/, 5 nT < BT< 10 nT, taken from
Pettigrew et al. (2010)
Figure 5.9 shows what Pettigrew et al. (2010) found. Looking at the positive dipole
tilt plots in the northern hemisphere, which is the typical condition during the summer,
it can be seen that the convection cell associated with the westward electrojet, in red
in figure 5.9, is small and contracted for By positive and large and rounded during B
negative. This large difference in the convection cells is not seen for a negative dipole
tilt in the northern hemisphere, the typical condition during the winter. This suggests
that for the westward electrojet the poleward boundary is dependent on the changes
observed in the statistical ionospheric convection cells with different polarities of By.
There is a similar effect on the convection cell associated with the eastward electrojet,
in blue in figure 5.9. This leads to a conclusion that narrower, contracted ionospheric
convection cells lead to lower poleward boundaries of the electrojets and the reverse can
be said for the larger, rounded convection cells. This brings us one step closer to finding
the mechanisms behind the summer explicit By effect on the poleward boundary of the
electrojets. Signatures in the ionospheric convection suggest that there is a mechanism
within the dayside IMF-magnetosphere coupling that is changing the convection path
of the magnetic field lines. Reistad et al. (2019) noticed a similar behaviour when
looking at the polar cap electric field. After further investigation they identified that
lobe reconnection was causing different convection cells and, consequently, altering
the statistics of the ionospheric convection during the summer. Lobe reconnection is a
coupling of the IMF with magnetic field lines within the magnetolobes. It is known to
occur more frequently when Bz is positive and when the dipole tilt angle is towards the
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Sun (Crooker and Rich, 1993; Frey et al., 2004b; Koustov et al., 2017; Østgaard et al.,
2018; Reistad et al., 2019; Wilder et al., 2010; Yakymenko et al., 2018). It is important
to visualise how lobe reconnection driven cells and Dungey cycle driven cells interact
in order to see if they can be used to explain the summer By effect on electrojet width.
(a) Lobe (L) and Dungey (D) driven
ionospheric convection cells for a negative
By
(b) Lobe (L) and Dungey (D) driven
ionospheric convection cells for a positive
By
Figure 5.10: Conceptual illustration of Lobe (L) and Dungey (D) driven ionospheric convection cells
for a negative By (left) and a positive By (right)
Figure 5.10 is a simple diagram designed to show the lobe and Dungey cells un-
der positive and negative By during northern hemisphere summer. The superposition
of these cells will give the overall convection in the polar ionosphere and the diver-
gence free current that makes up the electrojets will be in opposition of the direction
ionospheric convection and scaled by its magnitude. When By is negative, the lobe
cell creates more current in the direction of the westward electrojet at high latitudes.
The electrojet detection algorithm then finds the poleward boundary of westward elec-
trojet at higher latitudes. When By is positive, the westward electrojet only lies on a
contracted Dungey cell and therefore poleward boundary is shifted towards the equa-
tor and dependent on the location of the reversal of ionospheric convection direction
within the duskside Dungey cell. This effect is the same for the eastward electrojet.
When By is positive the lobe cell is on the side of the eastward electrojet and therefore
the algorithm finds a more poleward boundary for the eastward electrojet. When By is
negative the convection cell on the dusk side is just a contracted Dungey cell and the
algorithm finds the poleward boundary to be more equatorward.
Through a rigorous investigation it has now been shown that the explicit By effect
in the summer on the width of the primary eastward and westward electrojet is due to a
shift in the poleward boundary of the electrojets driven by lobe reconnection. It is also
clear that the polarity of By is an important factor in the coupling of the IMF with the
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magnetolobe and the convection of those field lines.
5.2 Multiple Electrojets
The electrojet detection algorithm, described in 3.8, finds the properties of up to three
westward and three eastward electrojets within each eastward sheet current density pro-
file along the profile. Within this section the probability of detecting multiple electrojets
is used to investigate the By effect on the disruption of the auroral electrojets. Results
that show the multiple electrojet probability for different seasons and By polarity are
introduced and later the mechanisms that create the trends seen are discussed.
5.2.1 Results
In this section the probability of detecting multiple electrojets along a meridian is pre-
sented with the goal of understanding the mechanisms that cause a disruption to the
eastward and westward electrojet and how season and the polarity of By can affect the
location where the disruption is most common.
The probability of detecting multiple electrojets is depicted in a polar plot to show
the MLT location with the highest probability. This is performed after first separating
the data set by season, summer and winter, and then by the polarity of By at the time
of the meridian. One minute averaged data from OMNI (King and Papitashvili, 2005),
which time shifts the solar and IMF parameters to represent their progression to the
bow shock, is used for the By condition at the time of the meridian. The occurrence of
two or more electrojets is then binned by its MLT location, where the bins are of size
0.5. The same binning is then performed on the availability of the meridian properties
for each season and By condition. Subsequently, the bins containing the occurrence of
multiple electrojet can be normalised by the availability of meridian properties, thus
returning the probability of detecting multiple electrojets in each MLT bin.
During the summer the conductance is known be higher and more uniform in the
polar ionosphere. Therefore, the electrojets are less structured and more impervious to
disruption.
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(a) Summer (May, June and July) and By>0 (b) Summer (May, June and July) and By<0
Figure 5.11: Polar plots showing the probability of multiple electrojets during the summer (May, June,
and July) for positive and negative By conditions. The radial component of each plot shows the proba-
bility of detecting multiple electrojets in bins of 0.5 MLT. The probabilities are calculated by normalis-
ing the occurrence of two or more electrojets by the availability of meridian properties evaluated using
the model
Figure 5.11 shows the probability of two or more electrojets being detected along
the meridian in bins of 0.5 MLT for positive and negative By conditions and during the
summer. The filtering by By condition is done using the one minute averaged data from
OMNI (King and Papitashvili, 2005), which time shifts the solar and IMF parameters
to represent their progression to the bow shock, at the time of the each data point.
The probabilities are shown as the radial component of the plots and are calculated by
normalising the MLT bins containing the occurrence of two or more electrojets by the
occurrence of meridian evaluation within those bins.
In the northern hemisphere the occurrence of substorms during the winter is much
greater. During the winter the conductance is lower and particle precipitation makes
it less uniform and more structured. Consequently, there is an expectation that the
disruption of the electrojets is increased overall with particular significance at MLTs
close to the Harang discontinuity where substorm onsets are most common. Figure
5.12 shows the probability of two or more electrojets being detected along the meridian
in bins of 0.5 MLT for positive and negative By conditions and during the winter. The
filtering by By condition is done using the one minute averaged data from OMNI (King
and Papitashvili, 2005), which time shifts the solar and IMF parameters to represent
their progression to the bow shock, at the time of the each data point. The probabilities
are shown as the radial component of the plots and are calculated by normalising the
MLT bins containing the occurrence of two or more electrojets by the occurrence of
meridian evaluation within those bins.
72 IMF By and Seasonal Effects on Electrojet Properties
(a) Winter (November, December and
January) and By>0
(b) Winter (November, December and
January) and By<0
Figure 5.12: Polar plots showing the probability of multiple electrojets during the winter (November,
December and January) for positive and negative By conditions. The radial component of each plot
shows the probability of detecting multiple electrojets in bins of 0.5 MLT. The probabilities are calcu-
lated by normalising the occurrence of two or more electrojets by the availability of meridian properties
evaluated using the model
5.2.2 Discussion
This section discusses the results introduced in section 5.2.1, attempting to find the
underlying processes that drive the disruption of the electrojets and the By effect on
those processes.
The disruption of the electrojets during the winter, figure 5.12, is more prominent
in pre midnight MLT sector which is the region of the Harang discontinuity and where
substorm onsets occur most frequently. This supports the hypothesis that during the
winter electrojet disruption is caused by substorm onsets. It is unclear as to why during
the winter it is more likely to see multiple westward electrojets than eastward electro-
jets, however, it may be related to westward electrojets being typically stronger than
eastward electrojets. The winter exhibits a By effect in the location where multiple
electrojets are most probable for both the eastward and westward electrojet. A posi-
tive By shifts the location of most common disruption towards earlier MLTs, while a
negative By shifts it towards midnight. This suggests that there is a change in the MLT
location of the Harang discontinuity and, consequently, the most common MLT of sub-
storm onsets. Ostgaard et al. (2011) investigated the effect of IMF clock angle on the
location of substorm onsets. This can be compared to the By dependence of electrojet
disruption.
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Figure 5.13: Substorm onset location statistics due to a changing IMF clock angle. Taken from Ost-
gaard et al. (2011)
Figure 5.13 is taken from Ostgaard et al. (2011) and shows MLT location of sub-
storm onsets in the northern and southern hemisphere for different IMF clock angles.
Figure 5.13 A) shows the MLT location of substorm onsets for the northern hemisphere
and can be compared with the most probable location of multiple electrojets in figure
5.11 and 5.12. A clock angle of 90◦ (270◦) is where the IMF is orientated to be purely
in the positive (negative) y direction in the y-z plane. Clock angles close to 90◦ (270◦)
in figure 5.13 can be compared with the most probable location of multiple electrojets
when By is positive (negative). At clock angles close to 90◦ the MLT location of sub-
storm onsets tends towards lower MLTs, which is the same trend observed in the most
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probable location of multiple electrojets during the winter. At clock angles close to
270◦ the MLT location of substorm onsets is shifted towards magnetic midnight. This
is once again the same trend observed in the most probable location of multiple elec-
trojets during the winter. Ostgaard et al. (2011) confirms that the By effect on the MLT
location of electrojet disruption during the winter is the same that is seen on substorm
onsets.
The summer trends in the electrojet disruption, figure 5.11, do not show such a
clear pattern. In the summer the electrojets are expected to be structured and more
impervious to disruption, but the probability of disruption should still be higher in
the region of the Harang discontinuity, the pre midnight MLT sector. For By positive
the probability of finding multiple westward electrojets is greatly reduced. There is
an opposite effect on the probability of multiple eastward electrojets, they are much
larger at all MLTs than any of the other plots. The most probable location for multiple
eastward electrojets is between 14 and 15 MLT and it is not significantly prominent in
comparison to other MLT sectors. When By is negative the peak probability of multiple
westward electrojets returns to values comparable to the winter, however there is an
extra peak close to 9 MLT and the multiple eastward electrojet probabilities peak close
to 13 MLT. In the summer it is clear that multiple electrojets is not well correlated
with substorm onsets and that other processes are affecting the eastward sheet current
densities resulting in electrojet disruption at different MLTs.
Chapter 6
Summary
This chapter discusses how the goals of this study have been addressed, summarises
how the methodology used in this study was reached and the conclusion drawn from
the electrojet properties that the model and electrojet detection algorithm found.
6.1 Methodology
This section outlines the core concepts and developments that have been made to create
the SECS model used in this study.
Chapter 3 takes the reader through the steps taken to create the robust and optimised
model used for this study. Firstly the concept of SECS is introduced and it demonstrated
how the superposition of spherical elementary current systems can be used to describe
a divergence free and curl free current system, with a different set up of equations for
the two systems. Next it is shown that magnetometer measurements can be used to con-
strain SECS allowing it create a representation of the currents within the ionosphere.
However, ground magnetic field measurements only give a view into the divergence
free ionospheric currents. Two methods are introduced that can improve the physical-
ity of the divergence free currents evaluated using the SECS model. Truncated SVD is
most often used with SECS to improve it, one of its advantages is the simplicity in its
implementation. However, recent work in Laundal et al. (2020), introduced regularisa-
tion as a better why to optimise the SECS model. This regularisation technique allows
knowledge on the gradients in the currents to be applied to model and produces a much
more physical result than the with truncated SVD whilst not straying too far from the
information provided from the magnetometer data.
Telluric currents, introduced in section 2.3, are a problem for ground magnetic field
measurements. This is because the magnetometers measure the superposition of the
magnetic field from the telluric currents in the ground and the ionospheric currents. If
a SECS model uses the magnetometer data without adjusting for telluric currents the
divergence free currents evaluated will not be representative of those in the ionosphere.
The image current technique, outlined in Juusola et al. (2016), and telluric SEC poles,
an idea introduced in Pulkkinen et al. (2003b), are two methods discussed to adjust the
SECS model for the influence of telluric currents. The image current technique ap-
plies an assumption between the relationship of the ionospheric currents and telluric
currents, while the telluric SEC poles only make assumptions about the depth of the
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telluric currents. After testing and investigation the image current technique is found
to be effective, computationally efficient and does not increase model complexity sig-
nificantly. It is therefore used in the model for this study. The final key component of
the SECS model used in this study is the choice of the SEC pole locations. This study
chose to use a cubed sphere projection, designed in Ronchi et al. (1996), which allows
the SEC poles be regularly spaced and the gradients of the SEC pole amplitudes, used
to regularise the model, to be calculated with ease.
Once an optimised model and appropriate SEC pole grid were achieved, the model
was evaluated at 105◦ magnetic longitude for all times when the selected magnetometer
sites were available. This longitude was chose at it went through the region of high-
est magnetometer site density, making it the most accurate region of the model. The
divergence free current in the east and north directions and the radial magnetic field
perturbations where evaluated along the meridian were recorded. The purpose of this
study was to analyse the changes within the eastward and westward electrojet due to
different polarities of IMF By. To achieve this an algorithm was designed that could
take an input of the eastward sheet current density profile and identify the electrojet
properties every minute. The properties identified are the electrojet boundaries, peak
sheet current density, width and the total current through the electrojet. This was done
for up to three westward and three eastward electrojets within each east sheet current
density profile to enable an investigation into the occurrence of multiple electrojets in
one location.
6.2 Results
The purpose of this study is to investigate the explicit By effect on electrojet properties
using SECS. This section summarises the results produced to address this research
question and outlines the conclusions reached.
Chapter 5 has presented and discussed the By and seasonal effects on the electrojets
detected using the algorithm outlined in section 3.8.
The properties of the primary eastward and westward electrojets are presented and
discussed first in section 5.1.1 and 5.1.2, respectively. As expected from the work by
Holappa and Mursula (2018), the peak sheet current density in the westward electrojet
between 1 and 5 MLT, which is comparable to the AL index, shows an explicit By effect
during the winter. The results depict a stronger peak for By positive than for By nega-
tive. The less significant explicit By effect on the AL index observed by Holappa and
Mursula (2018) during the summer did not manifest in the peak of the westward elec-
trojet. However, there is an explicit By effect in the total current through the westward
electrojet during the summer and a must stronger effect during the winter.
The By effect on the widths of the eastward and westward electrojet has provided a
new insight into electrojet dynamics. It has been found that during the summer there
is a clear By effect on the widths of the electrojets. When By is positive the eastward
electrojet is wider and when By is negative the westward electrojet is wider. Through
further analysis, it is found that the change in the poleward boundary under different By
polarity and magnitude is the primary factor that drives this clear difference in electrojet
widths. Using earlier studies on dipole tilt and By effects on ionospheric convection the
By effect on the poleward boundary of the electrojets is attributed an increased occur-
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rence of lobe reconnection during the summer. Lobe reconnection driven ionospheric
convection cells are greatly influenced by the polarity of By and the combination of
these cells and typical Dungey cycle driven cells can increase the poleward extent of
the eastward electrojet when By is positive and the westward electrojet when By is neg-
ative.
The electrojet detection algorithm finds the properties of up to three westward and
three eastward electrojets in each meridian. Section 5.2.1 and 5.2.2 use this information
to generate statistics that show the most probable MLT location of multiple electrojets.
Separation into season and By polarity allowed an investigation into the mechanisms
behind the disruption of electrojets. During the winter disruption of the eastward and
westward electrojet is found to occur most commonly within the Harang discontinuity
and By effects on the MLT location of peak probability follows similar trends to sub-
storm onsets, as seen by Ostgaard et al. (2011). During the summer the behaviours are
much more obscure and there is no easy comparison with substorm onsets. Possible
explanations may lie in the effect of lobe reconnection cells, discussed in section 5.1.2,
or differences in the conductance in the summer compared to winter that introduce new
mechanisms for electrojet disruption and reduce the disruption cause by substorm on-
sets.
6.3 Concluding Remarks
In conclusion, this study has successfully outlined the advantages and disadvantages
of different methodology that can be used for SECS. It has created a user friendly
model that can easily be used for further investigations into divergence-free currents.
The model output has been used to show clear explicit By effects in the properties
of eastward and westward electrojets, some of which are in line with prior research
and some that are new information that allow increased clarity in the workings of polar
ionosphere dynamics within the northern hemisphere. Finally, the detection of multiple
electrojets has allowed the disruption of electrojets during the winter to be attributed to




The main focus of this project was to develop robust methodology for the analysis of
divergence-free currents using the SECS method and incorporate new inversion tech-
niques. There is wide range of opportunities for further study using the techniques dis-
cussed. The code written for this thesis has been made available on GitHub, the link for
the repository is in appendix A. Subsequently a number of further investigations could
be made using this code: a different set of magnetometers could be used, the southern
hemisphere divergence-free currents could be investigated or a greater focus could be
made on individual events. To address the focus of the Dynamics of the Asymmetric
Geospace research group, in which this study took place, conjugate chains of magne-
tometers in the northern and southern hemisphere, such as Greenland and Antarctica,
could be used in further work to investigate the north-south asymmetries in divergence-
free currents. Moreover, the difference in the explicit By effect on the two hemisphere’s
westward and eastward electrojets could be investigated. Furthermore, the possibility
to expand the base code to allow the integration of satellite magnetometer measure-
ments would allow the modelling of the curl-free currents and, therefore, would allow
the full current vector to be investigated.
Not only does the methodology and code available allow for different uses and
further development, the data products produced from this study can be investigated
and utilised. For example, figure 3.10 shows one substorm event. Over 200 similar time
series plots have been produced for substorms observed in the northern hemisphere. As
mentioned in section 3.7.1, evidence of ULF waves can be found within these plots and
the representation of the divergence-free currents in this way allows a unique view at
substorm dynamics. These plots await further investigation and discussion which could
find other phenomena within these plots that are yet to be identified.
The investigation of electrojet characteristics within this study has not been done in
this way before. In future research a correlation with other data sets and further investi-
gations into the data collected could yield a greater insight into the driving mechanisms





The following link: https://github.com/08walkersj/SECpy, is to a GitHub reposi-
tory containing the code to create the model and analyse the meridian.
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