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ABSTRACT 
Analogous to minimum norm g-inverses and least squares g-inverses for real 
matrices, we introduce the concepts of minimum weight g-inverses and least distance 
g-inverses for Boolean matrices. All those Boolean matrices which admit such g-inverses 
are characterized. 
This paper is a continuation of [2]. 
The concepts of minimum norm generalized inverse and least squares 
generalized inverse for real matrices play an important role in the theory of 
generalized inverses [ 11. The purpose of this paper is to study the analogous 
concepts for Boolean matrices. 
All the matrices and vectors we consider here are matrices over the (0, l} 
Boolean algebra. The notation we use is that of [Z]. Generalized inverse is 
abbreviated as g-inverse. A knowledge of the basic definitions and results of 
[2] will be assumed in this paper. 
The weight of a vector x is the number of nonzero elements of x and is 
denoted by w(x). If x and y are two vectors of the same order, d(x, y) stands 
for the number of i’s where xi and yi differ, where xi(yi) stands for the ith 
element of x(y). Note that d(x, y) =O if and only if x = y. Borrowing the 
notation n from the theory of Boolean algebras (i.e. 0~ l= 1 aO= 1 and 
0 L, O= 1 n 1 =O), we define xny to be the vector whose i th element is xi ayi. 
Clearly d(x, y)= w(x~y). 
*Part of the work on this paper was done while the first author was visiting CSIRO, 
Canberra, Australia, and the second author was at the Indian Statistical Institute, Calcutta, India. 
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Let G be a g-inverse of a matrix A, that is AGA=A. Then G is called 
(1) a minimum weight g-inverse of A and is denoted by Ai if 
Ax=y =) w(Gy)G w(r); (*) 
(2) a least distance g-inverse and is denoted by Ai if 
for every y, d(AGy,y)<d(Ax,y) forallx; (**) 
(3) a minimum weight least distance g-inverse and is denoted by Aid if 
both (*) and (**) hold. 
REMARK 1. The above definitions are analogous to the minimum norm 
g-inverse, least squares g-inverse, and minimum norm least squares g-inverse 
for real matrices respectively. 
REMARK 2. Any G which satisfies (**) is automatically a g-inverse of A. 
For studying the above g-inverses, we need the following strengthened 
form of Corollary 2.3(ii) of [2]. 
PROPOSITION. If G is a g-inverse of A, there is a partial permutation 
matrix P<G which is a g-inverse of A, which farther has the property that 
rank P = rank A. 
Proof. By the proof of Theorem 2.4 of [2], after permuting the rows and 
columns of A (and G), we can assume without loss of generality that 
BE 
DBE 1 and A= B BC DB 1 DBC ’
where B is idempotent. (D and E satisfy further conditions, but they do not 
matter.) 
Partition G as G = [G,:G,], so that we have 
B Since DB 
[ 1 is a column basis of A, we conclude the existence of a partial 
permutation matrix Q<G, such that 
AQ= ;B . [ 1 
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So there is a partial permutation matrix P= [ Q:O] <G, and this satisfies 
B 0 
AP= DB o . 
[ 1 
But such a P is a g-inverse of A. 
Observe that rank P= rank A. n 
We also need a simple lemma which is a consequence of Proposition 1.1(c) 
of [2]. 
LEMMA. lf a partial permutation matrix 
p=QJ OPl 
[ 1 ‘0 0 
is a g-inverse of A such that rank P=rank A and P, and Q1 are permutation 
matrices, then A is of the form 
1 Q1 
for some idempotent nonsingular matrix B. 
We omit the proof. 
Regarding minimum weight g-inverses we have 
THEOREM 1. For a matrix A, Ai exists if and only if there exist 
permutation matrices P and Q such that 
A=P[:, ,c,]Q 
where C is such that every column of C is of 
CC’GZ), in which case Q’ o 
[ 1 I ’ P’isanA,. o 
weight G 1 (equivalently 
Proof. “If” part: Let A be as stated in the theorem. Then trivially 
G=Q’ ’ ’ p’ 
[ 1 0 0 
is an A-. We now show that G is an A,. 
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Let 
YE%(A) and x=Q’ 
, we have 
P[:, E~]QQ( ::) =p( ii). 
This implies that x1 + Cx,= yr. Since every column of C is of weight G 1, we 
have w(Cx,)~w(x,). Now 
and 
Thus G is an A,. 
“Only if” part: Let G be an A,. By the proposition, there is a partial 
permutation matrix P G G which is a g-inverse of A and which also satisfies 
rank P =rank A. Since P G G, P is also an A,. 
Find permutation matrices P, and Qr such that 
P=Q; ; ; P;. 
[ I 
By the lemma we have that A is of the form 
p B BC 
l DB DBC Q1 [ 1 
where B is idempotent and nonsingular. 
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Now we shall show that each column of (B: BC) is of weight < 1. This 
will imply that B=I (since B is nonsingular) and every column of C is of 
weight ~1. 
Consider the system of equations 
where ai is the ith column of 
[ 
B BC 
DB 1 DBC . This system of equations has a 
weight one solution, namely Q; ei, where ei is the ith column of I (of 
appropriate order). Because P is an A,, we have 1 )w(PPrcwi)=w(ith 
column of (B:BC)) 22. Hence every column of (B: BC) has weight G 1. n 
For a least distance g-inverse we have 
THEOREMS. Ai exists if and only if A has a g-inverse and every vector 
in the column basis of A has weight at most equal to 2. 
Proof. “Only if” part: Let G be an Ad. By the proposition there exists a 
partial permutation matrix P, < G which is a g-inverse of A. Writing 
P1=Q’ f, ; P’ 
[ 1 
for some permutation matrices P and Q, by the lemma we have that A is of 
the form 
BC 
DBC 1 Q 
where B is nonsingular and idempotent and P DBg is a column basis of A. 
B Suppose the ith column of P DB 
[ 1 
[ 1 
is of weight 23. If we take y = Pe,, 
where ei is the ith column vector of I, then A ray for x=0 is of weight 1. But 
AGy 2 AP,y is of weight 23. So AGy is of weight 33 and so w(AGyny))2. 
This contradicts the hypothesis that G is an Ad. Hence every vector in the 
column basis of A is of weight ~2. Hence the “only if” part. 
“If” part: The proof is divided into several steps. 
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(1) Since A has a g-inverse, by Theorem 2.4 and Corollary 5.2 of [2] there 
are permutation matrices P and Q such that 
BC 
DBC 1 
where B is an idempotent, upper triangular, nonsingular matrix. Since every 
vector in the column basis of A has weight at most equal to 2 and since the 
column vectors of 
[ 1 zB form a basis of [ iB $$C , 
[ 1 
1 
every column vector 
of iB has weight at most equal to 2. 
(2) Let us analyze the matrix 
[ 1 zB .Let the order of this matrix be m X n 
where man. Let yi be the ith column of B and xi be the ith column of 
[ 1 iB . Let yi(j) be the jth element of yi, and xi(j) be the jth element of xi. 
Let Yi,VYiz’..., yi, be all the column vectors of B of weight 1. Define 
ZI={i: yi(il)=l} for 1=1,2, . . . , k. Since B is an idempotent nonsingular 
matrix, by Corollary 2.1 of [2] we have Yi(i)=l for all i and hence i,EZ,. 
Since every column vector of B is of weight at most equal to 2, I,, I,, . . . , I, 
are disjoint. By Theorem 5.1 of [2] and since every column vector of B is of 
weight at most equal to 2, every column vector of B dominates a column 
vector of weight 1 of B. So any i<n belongs to one of the sets I,, I,, . . . , I,. 
Thus I,, I,, . . . , I, is a partition of {1,2, . . . ,n}. 
(3) Now let us show that if 11,1>2 (i.e. I, has at least two elements) and if 
iEZ,, then x,(j)=0 for j#i and i,. 
If i#i,, then xi(i)=yi(i)=l and xi(il)=yi(i,)=l, and so xi(j)=0 if j#i 
and i,. 
If i=i, and if xi(j)= 1 for some j#i, then j is definitely an, and if we 
take an i’ii, i’ E I,, then as the rows of DB are sums of rows of B, xi,(j) is 
also equal to 1, and so xi.(i’)=xiT(il)=xis(j)=l, i.e., xi, is of weight at least 3, 
and that is a contradiction. Hence our claim. 
(4) From (3) we see that only when (I,) = 1 and i EZ~ (and so i=i,) may 
x,(j)=1 for some j>n. For j>n defineJi={i:xi(j)=l} andJ,={i:xi(j)=O 
for all j#i}. Then J,UJ,+,U e-1 UJ,= U ~l:II,I=l~~l. If i+i’ and i,i’>n, 
then Ji and Ji, cannot have any common element. Also Jo has no common 
element with Ji for j>n. 
(5) From (4) we have that {&,.Z,+i,..., J,,Z,:]Z,(~2} is a partition of 
{1,2, . . . ,n}. 
If iE.Z,, then x,(i)=1 and xi(j)=0 for all j#i. 
If iE.Z,, t>n, then ri(i)=l=x,(t) and x,(j)=0 for all j#i and t. 
If Neil and (1,132, then xi(i)=l=xi(il) and xi(j)=0 for j#i and i,. 
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(6) Let us call any matrix of the form 
I 0  1 . 0  1 . 0  . *** .  .  . 0 1 _1 
1 1 1 1 . . . 1 1 0 0 . . . 0 
0 1 0 0 . . . 0 0 1 0 . . . 0 
or 0 0 10 . . . 0 or : : : : 
. . . 
. . . . . 
0 0 6 
6 0 0 . . . i 
;, . . . l_ -1 1 1 ..* 1 
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a *-matrix. From (5), a rearrangement of rows and columns of 
[ 1 zB will be 
of the form 
A, 0 . . . 0 
0 A, . . . 0 
. . 
. . 
0 0 . . . A, 
-0 0 . . . 0 
where all the Ai’s are *-matrices. So there are permutation matrices P and Q 
such that PAQ is of the form 
‘A, 0 . . . 0 A&, 
0 A, . . . 0 A& 
. . 
6 ;, . . . i, A,C, 
.o 0 . . . 0 0 
(4 
(7) Since Ai exists if and only if (PAQ), exists, we shall assume without 
loss of generality that A is of the form (a). We shall exhibit a minimum 
distance g-inverse of A. 
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Define 
g(4) 0 *** 0 0 
0 g(A,) . . . 0 0 
G= ; : 
6 0 . . . g(i) 0 
0 0 . . . 0 0 _ 
of appropriate order, where 
g 
\ 
Then 
AG= 
-C(4) 0 o 
0 WLJ 0 
0 0 0 
0 0 0 _ 
. . 
. . 
0 
0 
C(4) 
0 
0 
0 I
. > 
i 
0 
0 I
. 7 
i 
0 
0 
0 0 
: 
1 
0’ 
i 0 
(P) 
0 
0 
. > (Y> 
0 
O_ 
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where 
’ 1 0 0 . . . 0 
0 1 0 . . . 0 
c :I . . . 
. . . 
0 ;, 0 . . . 1 
1 
1 
0 
1 
0 
0 
. . . 1 
0 
1 
1 0 . . . 0 
0 1 . . . 0 
c:: : 
0 0 . . . i 
-1 1 . . . 1 
(k+l)xk 
1 
=. I 0 . . . 0 0 1 . . . 0 . . . 
;, 6 . . . 
I . > 
i 
1 
=. I 
1 1 . . . 1 
0 1 0 . . . 0 
. . . 1 
, . . . . . 
;, 0 6 . . . i 
1 0 . . . 0 0 
0 1 . . . 0 0 
. . . . =. . . . 6 0 . . . 1 . 0 * 
,l 1 . . . 1 0 
(k+l)x(k+l) 
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[all the C( A,)‘s are square matrices]. Clearly AGA =A. 
(8) If y and x are any two column vectors, we shall show that w(AGy”y) 
<w(Ax”y). This implies that G is a least distance g-inverse of A. 
If we write 
Yl 
y=: ) 
Y, 
\ Y,+1 
a partition of y according to the partition of AG in (y), then 
w(AGYaY)= $ w(C(Ai)YiaYi)+W(Y,+l). 
i=l 
If we write 
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a partition of x according to the partition of A in (a), then 
Aray = 
where zi = xi + Cizr+r. So w(Axay)=Z;__rw(Aiziayi)+ w(y,+,). But for 
any *-matrix B and any vectors z and y it is easily seen that w( C( B) y ay ) d 
w(Bzay). So w(AGyay)~ w(Axay). 
Thus G is a least distance g-inverse of A. n 
Regarding the existence of minimum weight least distance g-inverses we 
have 
THEOREM 3. The following are equivalent for a matrix A: 
(1) Awd exists; 
(2) Ai exists and Ai exists; 
(3) A is of the form 
where all the columns of C and D are of weight G 1, in which case 
is an A& 
Proof We need to prove only (3) * (1). 
Clearly A satisfies the sufficient conditions of both Theorems 1 and 2. So 
by Theorem 1, we have that 
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is an A,. We shall now see that is a least distance g-inverse of 
This will imply that 
is also an A, , and this completes the proof. z c Since every column of D Dc 
1 1 has weight G 2, as in part (6) of the 
proof of the “if” part of Theorem 2, there exist permutation matrices PI and 
Qr such that 
is of the form (CX) where each Ai is a *-matrix of the first or the last kind 
(only). NOW if we define G by (fi), then Q,GP, is of the form 
[ I i i . The 
subsequent part of the proof of the “if” part of Theorem 2 shows that G is a 
least distance g-inverse of 
This implies that i i 
[ I is a least distance g-inverse of 
We shall end this paper with a few remarks. 
REMARK 3. For a matrix A, neither A, nor Ai nor Aid need be unique. 
For example, for A=0 any G serves all three purposes. Other (nontrivial) 
examples can be easily constructed. 
REMARK 4. If a matrix A has an inverse, it must be a permutation matrix 
and so A-’ =A, =Aid. For a nonsingular matrix A, we have: A, exists iff A 
is a permutation matrix; and Ai exists iff there are permutation matrices P 
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and Q such that 
PAQ = 
.A, 0 0 . . . 0 
0 A, 0 . . . 0 
. . . 
. . . . . . . . . . 
0 0 0 . . . A, 
L 
where each Ai is of the type 
or 
‘1 1 1 
0 1 0 
. . . . . . 
.il 0 ;, 
. . . 1 
. . . 0 . . . *I i 
The authors thank the referee for his helpful comments. 
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