Given two Hilbert spaces, H and K, we introduce an abstract unitary operator U on H and its discriminant T on K induced by a coisometry from H to K and a unitary involution on H. In a particular case, these operators U and T become the evolution operator of the Szegedy walk on a graph, possibly infinite, and the transition probability operator thereon. We show the spectral mapping theorem between U and T via the Joukowsky transform. Using this result, we have completely detemined the spectrum of the Grover walk on the Sierpiński lattice, which is pure point and has a Cantor-like structure.
Introduction
Quantum walks, whose primitive form appeared in [FH] (1965) and [Gu] (1988) , attracted the attention of many researchers at the beginning of the century because of their efficiencies of the quantum speed-up of search algorithm on some graphs (see [Am0] and its references.). Szegedy [Sz] (2004) introduced an inclusive class of quantum walks partially including previous quantum walk models [SKW, Am1, AKR] . One of the interesting aspects of this class is that the spectrum of a walk is reduced to a spectral analysis in terms of the underlying reversible random walks on the same graph. This spectral mapping theorem is sometimes quite useful not only in estimating the efficiency of a search algorithm based on quantum walks [SKW, Sz] but also in characterizing its stochastic long-time behavior [IKS, KOS] .
Recently, an extended version of the walk, the twisted Szegedy walk, was introduced in [HKSS14] . For a graph G = (V, D) with vertices V and symmetric arcs D, the time evolution U (w,θ) of the twisted Szegedy walk on G is a unitary operator on ℓ 2 (D) defined by
with C (w) = 2d * A d A − 1. Here S (θ) is called a shift operator and is a unitary involution defined from a 1-form θ : D → C. C (w) is a coin operator and d A : ℓ 2 (D) → ℓ(V ) is a boundary operator, which is a coisometry defined from a weight w : D → C. For a particular choice of θ and w, U (w,θ) becomes the evolution U G of the Grover walk on G, which is one of the most intensively studied model of quantum walks on graphs (see [W, Am0, HKSS13] and the references therein). The discriminant
A is a self-adjoint operator on ℓ 2 (V ). In the case of the Grover walk on G, the discriminant of U G is unitary equivalent to the transition probability operator P G of the symmetric random walk on G, in which a walker on a vertex moves to a neighbor vertex with isotropic probability. In [HKSS14] the following spectral mapping theorem by the Joukowsky transform ϕ(x) = (x + x −1 )/2 was obtained for finite graphs, i.e., |V |, |D| < ∞:
where M ± = dim ker(d A ) ∩ ker (S (w,θ) ± 1) and σ p (·) denotes the set of all eigenvalues. In the expression above, {±1}
M ± implies the set of eigenvalue ±1 of multiplicity M ± , respectively; we assume {±1} M ± = ∅ if M ± = 0. Using (1.1), the spectra of the evolution of the Grover walk on crystal lattices, which have finite quotient graphs, were also obtained.
In this paper, we extend the above spectral mapping (1.1) for finite graphs to that for general infinite graphs. To this end, once we discard the graph structure, consider two arbitrary Hilbert spaces H and K, and define an abstractive unitary operator U on H as
(1.2)
We suppose that: (1) S is a unitary involution on H; (2) d A is a coisometry from H to K. Then, we obtain the spectral mapping theorem between U and the discriminant T = d A Sd Theorem 1.1. Let U and T be as above. Then,
3)
In a companion paper [SS] , we construct the generator of U under the conditions (1) and (2). As a byproduct [SS, Theorem 4.1 and Corollary 4.3] , the continuous part of U is unitarily equivalent to the continuous part of exp(i arccos T ) ⊕ exp(−i arccos T ). Combining this with Theorem 1.1 yields the following corollary. We denote by σ c (·), σ ac (·), and σ sc (·) the continuous, absolutely continuous, and singular continuous spectrum. Corollary 1.2. Let U and T be as above. Then
As long as the conditions (1) and (2) are satisfied, Theorem 1.1 and Corollary 1.2 ensure that the spectral mapping theorem holds not only for the Szegedy walks on finite graphs but general infinite graphs, and also for arbitrary unitary operators of the form (1.2). An example which is not directly concerned with a graph is given in Section 3.
In the rest of this section, we go back to the graph world and give some interesting examples of the Grover walks on infinite graphs G. As mentioned, the discriminant of the Grover evolution U G is unitarily equivalent to the transition probability operator P G . See Example 3.1 for the details of the graph setting.
First we see that Theorem 1.1 recovers some result in [HKSS14] for a crystal lattice G such as the d-dimensinal lattice Z d , the hexagonal, the triangular, and the Kagome ones. Detailed spectral structures, including the multilicities of eigenvalues ±1, are described in terms of geometric properties of a graph, which can be seen in [HKSS14] . The continuous spectrum of U G is obtained by Corollary 1.2. P G does not have any singular continuous spectrum on the crystal lattice ( [GeNi, HiNo] ), then neither does U G . Example 1.1 ([HKSS14] ). Let G be a crystal lattie with a finite quotient graph. Then where
Next two examples may be typical ones for showing the advantage of Theorem 1.1. The results in [HKSS14] cannot be applied to them.
Let
, which is an infinite acyclic graph of constant degree d. See Figure 1 . The spectrum of the transition probability operator
Refer to [FN, S] , for instance. If d ≥ 3, T d is not a crystal lattice but the spectral mapping still holds from Theorem 1.1. Detailed geometrical and analytical structure of the eigenvalues ±1 are discussed in [HSe] . Moreover, we can find σ(U T d ) has no singular continuous spectrum by results in [FN, S] with Corollary 1.2.
Last example in this section is a graph which could be said to be a skeleton of the famous fractal figure. Here we call it the d-dim Sierpiński lattice S d , which can be found in [HS, BP] . See Figure 2 .
To construct an infinite Sierpiński lattice
is the standard basis of R d and e 0 be the 0 vector. Furthermore we define V n inductively as follows:
and
We regard S d = ∪ n≥0 V n as an infinite graph which is 2d-regular except at the origin and the degree of the origin is d. Here the set of vertices of V 0 is identified with {e i } d i=0 and V ( S d ) with the set of all vertices defined repeatedly; similarly, the set of unoriented edges of V 0 is identified with {e i e j } 0≤i<j≤d and E( S d ) with the set of all vertices defined repeatedly. We prepare two copies of an infinite graph S d and identify the vertices (the origins) of degree d. We call the infinite 2d-regular graph constructed here the d-dimensional Sierpiński lattice and denote it by S d . For such a fractal graph, we fortunately know the spectrum of the transition probability operator P S d of the symmetric random walk on S d . Refer to [FS, T, HS] for instance. Remark that S d is not a crystal lattice. By Theorem 1.1, we obtain the following.
In the above, the multiplicity M ± of {±1} can be derived by the same argument as in [HKSS14] in terms of the distribution of cycles. We remark that the same results hold for a standard Sierpiński lattice S 2 . See [T] . We close this section by mentioning a typical stochastic behavior named localization for the above three examples of the Grover walk on an infinite graph G = (V, D). Let ψ n = U n G ψ 0 be the state of a walker at time n ∈ N with the initial state ψ 0 ( ψ 0 = 1). The distribution µ
of the walker at time n is defined by µ (ψ 0 ) n (u) = e:t(e)=u |ψ n (e)| 2 . We say localization occurs if lim sup n→∞ µ (ψ 0 ) n (u) > 0 with some u ∈ V . It follows from the result of Teplyaev [T] that the spectrum of P S 2 is pure point and hence, by Theorem 1.1 and Corollary 1.2, so is that of U S 2 . In particular, U S 2 has a complete set of eigenvectors. By [SS, Corollary 4.4] , localization occurs for any initial state ψ 0 . Thus, the time-evolution behavior of the Grover walk on S 2 consists of only "localization". From Example 1.1,
Hence, the time-evolution behavior of the Grover walk on Z d and T d (d ≥ 2) have a possibility to exhibit another stochastic behavior, for example, a linear spreading. Because
localization never occurs for any initial states. We summarize spectral and localization properties for the above three examples in the following table.
Remark 1.1. In the above examples, we consider the Grover walk [Am0, W] . The behavior of quantum walks strongly depends on the definitions of shift and coin operators. Indeed, for other types of quantum walks on S 2 and its Sierpiński pre-lattice, a numerical simulation suggests a diffusive spreading rate [LP] , and their recurrence relation obtained by a notion of renormalization group suggests that the spreading rate is close to ballistic [BFP] .
This paper is organized as follows. We prepare notations and provide our setting in Section 2. Under the setting, we construct an abstractive unitary operator on H denoted by a unitary involution S and coisometry map d A and give two examples in section 3. In Section 4, we introduce important invariant subspaces of our abstractive quantum walk induced by S and d A . We give the proofs of Eqs. (1.4) and (1.3) of Theorem 1 in Sections 5 and 6, respectively. The final section is the summary and discussion.
Preliminaries
Let H and K be complex Hilbert spaces and
where I K is the identity operator on
⊥ , we know that d A is a partial isometry and
We call the self-adjoint operator C := 2d * A d A − 1 on K a coin operator, because we observe, from Lemma 2.1, that C is decomposed into
Lemma 2.1. Let d A and C be as above. Then, we have the following:
is the projection onto ker(C ∓ 1) and
In particular, we have
Proof. (1) is proved by the self-adjointness of C and the fact
By direct calculation, we have CΠ A = Π A and
is proved. To show (3), it suffices, from (2), to show that P + = Π A and P − = Π A ⊥ , which is proved through an easy calculation. The above argument and (3) immediately lead to (4).
From Lemma 2.1 and its proof, we know that the coin operator is a unitary involution, i.e., C is unitary and self-adjoint and that C 2 = 1. Let S be a unitary involution on H and set
Observe that d B is also a coisometry. Similarly to d A , we observe that the projection onto the closed subspace 
are isometry operators and
We omit the proof because it is straightforward.
Abstract quantum walks and two examples
Given a coisometry d A : H → K and a unitary involution S on H, we can define the coin operator C = 2d * A d A − 1 and the coisometry d B = d A S as in the previous section. Throughout this section, we fix d A and S and call them a boundary operator and a shift operator, respectively. In analogy with the twisted Szegedy walk (see Example 3.1), we define an abstract time evolution U and its discriminant T as follows:
(1) The evolution associated with the boundary operator d A and the shift operator S is defined by U = SC.
(2) The discriminant of U is defined by
S and C are unitary operators on H, so is the evolution U. By definition, the discriminant T is a self-adjoint operator on K.
We present the two examples. The first one is the extended version of the Szegedy walk on a graph; the second one is not directly concerned with any graph.
Example 3.1 (twisted Szegedy walk [HKSS14] ). Let G = (V, E) be a (possibly infinite) graph with the sets V of vertices and E of unoriented edges (E can include multiple edges and self-loops). We use D to denote the set of symmetric arcs induced by E. For an arc e ∈ D, the origin and the terminus of e are denoted by o(e) and t(e), respectively. The inverse edge of
Hence, the boundary operator d A is a coisometry. We call a map θ :
In [HKSS14] , the twisted Szegedy walk associated with the weight w and the 1-form θ is defined as follows:
(1) The total state space is H;
(2) The time evolution is
where the coin operator C (w) is given by
(3) The finding probability ν n (u) of the twisted Szegedy walk at time n at vertex u is defined by
where Ψ n ∈ H is the n-th (n ∈ N) iteration of the quantum walk with the initial state Ψ 0 ∈ H ( Ψ 0 2 = 1), i.e., Ψ n = (U (w,θ) ) n Ψ 0 .
Because θ is a 1-form, we know that S (θ) is self-adjoint. It is easy to check (S (θ) ) 2 = 1 by definition. Thus, we know that S (θ) is a unitary involution. We observe that the boundary operator d A , coin operator C (w) , and twisted shift operator S (θ) of the twisted Szegedy walk are examples of the abstract coisometry d A , coin operator C, and unitary involution S, respectively.
Because S (θ) is a unitary involution, we know that
, also known as a boundary operator, is a coisometry. The discriminant operator on ℓ 2 (V )
is expressed by
which means that
This twisted version of Szegedy walk can be used effectively for a finite quotient graph in a crystal lattice. See [HKSS14] .
Let us set θ(·) = 0 and w(e) = 1/ deg(o(e)), where deg(x) is the degree of a vertex x, that is, the number of oriented edges e such that o(e) = x. Then we have
(1/ deg(o(e)) deg(t(e)))f (o(e)), (3.1)
which is unitarily equivalent to P G on ℓ 2 (V, deg), where f ∈ ℓ 2 (V, deg) and
Here P G is the transition probability operator of the symmetric random walk on G. We remark that
and θ(·) = 0, U = U w,θ is said to be the evolution operator of the Grover walk:
(Uψ)(e) =
We give an example which is not apparently related to a graph.
We prepare two C ∞ functions χ 0 and χ ∞ satisfying χ 2 0 (x) + χ 2 ∞ (x) = 1 for every x ∈ R. As the boundary operator, we choose for
It is easily seen that
which implies that U is isomorphic to
The discriminant T is equivalent to 2χ 0 χ ∞ .
Invariant subspaces of U
In this section we introduce important invariant subspaces of abstract evolution U in Definition 3.1 to describe the spectrum. We list important properties of d A and T in the following lemmas.
Lemma 4.1. The following hold:
The proof is an easy exercise and is omitted.
Lemma 4.2. T ≤ 1.
Proof. The assertion follows from the following calculation:
Because S is a unitary involution, the following lemma is proved similarly to Lemma 2.1.
Lemma 4.3.
(1) σ(S) = {±1}.
(2) The projection Q ± onto H S ± := ker(S ∓ 1) is given by
We now define three subspaces L, L 1 , and L 0 ⊂ H as follows:
In this case, L = L 1 and thus the problem becomes simple. We need to treat the case L 0 = {0} with care. Because ker(
where
Proof. We first prove L 0 ⊂ A∩B. To this end,
Hence, we have
By Lemma 4.3, we have
Noting that Q ∓ = 1 − Q ± , we obtain
Hence, by Lemma 2.2,
Thus, we have
We prove the converse statement. To this end, let ψ ∈ A ∩ B. This can be represented in two ways:
By Lemma 2.2 and Lemma 4.1, we have
Thus, we know that f, g ∈ ker(T 2 − 1). In particular, we have ψ ∈ L 0 , and the converse statement A ∩ B ⊂ L 0 is proved. Hence, we have L 0 = A ∩ B. Moreover, from (4.2), we also have L 0 ⊂ d * B ker(T 2 − 1). In a way similar to the above, we can show d * B ker(T 2 − 1) ⊂ A ∩ B. Thus, (1) is proved. (4.1) implies (2) and (3).
Moreover, for all ψ ∈ L, there exist unique f, g ∈ ker(T 2 − 1) ⊥ and h 0 ∈ ker(T 2 − 1) such that
Proof. We first prove that L 1 ⊥ L 0 . To this end, let ψ 1 ∈ L 1 and ψ 0 ∈ L 0 . Then ψ 0 and ψ 1 can be represented as
By the decomposition h 0 = h 1) ) and Lemma 4.4, we have
A h − , we obtain ψ 1 , ψ 0 = 0. Hence, we have the desired result.
To prove (4.3), let ψ ∈ L. Then there existf ,g ∈ K such that 1) ), and using Lemma 4.4, we obtain
We prove the uniqueness of the decomposition (4.3). We assume that ψ ∈ L can be represented in two ways:
This implies g
Thus we have
Proof. We first prove that UL 1 ⊂ L 1 . It suffices to show that UL 1 ⊂ L 1 . To this end, let ψ ∈ L 1 and write
By Lemma 4.1, we know that
)). Then, by Lemma 4.4, we have
Hence, we obtain the desired result.
We prove that UL ⊥ ⊂ L ⊥ . Combining Lemma 4.6 with
Since, by Lemma 2.1, we have L ⊥ ⊂ ker(d A ) = RanP − , we know that Cψ = −ψ holds for all ψ ∈ L ⊥ . Hence we have
We observe from (4.4), that Uψ ∈ L ⊥ . This completes the proof.
Proposition 4.7 implies that U is reduced by the subspaces L 1 , L 0 and L ⊥ and is decomposed into
where we have used U V to denote the restriction of U to a subspace V. Then we have
(4.7)
5 Eigenvalues of U
Eigenspaces and invariant subspaces
In this subsection, we prove the following proposition:
Proposition 5.1. The following hold:
Let λ ∈ C be an eigenvalue of U and ψ ∈ H its eigenvector:
Because U is unitary, |λ| = 1. Using the decomposition (4) of Lemma 2.1, we can write
Lemma 5.2. Let f, ψ 0 and λ be as above. Then,
Proof. Because ker d A = RanP − from Lemma 2.1, we have Cψ 0 = −ψ 0 . Substituting (5.2) into (5.1), we have
Hence, it holds, from (5.1), that
Letting d A and d B act on (5.6), we obtain
Noting thatλ = λ −1 holds from |λ| = 1, we have the desired result.
Proof of Proposition 5.1. Let f, ψ 0 and λ be as above. Combining (5.3) with (5.4), we have (T − Reλ)f = 0, and hence f ∈ ker(T − Reλ).
We first consider the case in which λ = ±1. Then, we have f ∈ ker(T ∓1). Hence, by (5.3), we obtain d B ψ 0 = 0 and
Because ker(T ∓ 1) ⊂ ker(T 2 − 1), we get
is an eigenvector of T . If f = 0, then ψ 0 = 0, because ψ = 0. By (5.6), we have Sψ = −λψ: therefore, we observe from (5.5) that Uψ 0 = λψ 0 . Hence we know that
Let us next consider the case where
Since λ = ±1, we observe that S + λ has a bounded inverse with
Hence, by (5.6), we have
Thus we obtain
Let m ± = dim ker(T ∓ 1). We use {±1} m ± to denote multiplicity if m ± > 0 and use the convention that {±1} m ± = ∅ if m ± = 0. Our purpose in this subsection is to prove Proposition 5.3. The following hold:
We need the following lemma.
) is a bijection with the inverse
Proof. It suffices to show that
which implies the former equation. Conversely, for all h
which implies the latter equation.
Proof of Proposition 5.3. Using Lemma 4.1 and Lemma 4.4, we obtain the following: 
Eigenvalues of
We prove the following:
Proposition 5.5. The following hold:
Because, by (4.4), we have d A ψ = 0 and d A (Sψ) = 0, we know that
Hence, by (4.4) again, we have
We next prove that L ⊥ ± is an invariant subspace of U. To this end, let ψ ± ∈ L ⊥ ± . By (4.5), we know that
where we have used ψ ± ∈ H 
Eigenvalue of U L 1
In this section, we prove:
(2) For all ξ ∈ (0, π) ∪ (π, 2π), it holds that dim ker(U − e iξ ) = dim ker(T − cos ξ).
Summarizing Propositions 5.1, 5.3, 5.5 and 5.6, we obtain the following:
Theorem 5.7. The set of eigenvalues of U is given by
and the multiplicity is given by
The following corollary is immediately obtained from Theorem 5.7.
Corollary 5.8. Let M ± and m ± be as above. Then:
Proof of Proposition 5.6. We first prove (i). Because we have already proved in Proposition 5.1 that σ p (U L 1 ) ⊂ {e iξ | cos ξ ∈ σ p (T ), ξ ∈ (0, π) ∪ (π, 2π)}, we need only to prove the converse statement. To this end, it suffices to show e iξ ∈ σ p (U L 1 ) for cos ξ ∈ σ p (T ) \ {±1}. Let f ∈ ker(T − cos ξ) \ {0} be an eigenvector of T with eigenvalue λ = e iξ and set
which is clearly in L 1 . We observe that ψ = 0, because we know that ψ = (1 −λS)d * A f and, from (5.7), that (1 −λS)
Hence we have the desired result and (1) is proved.
To prove (ii), we consider the multiplicity of e iξ (cos ξ ∈ σ p (T ) \ {±1}). Let λ = e iξ ∈ σ p (U L 1 ) and ψ be its eigenvector. Then, from the argument in the proof of Proposition 5.1, we know that ψ is of the form (5.10) up to a constant factor. As is shown in the proof of (i), we know that, if ψ is of the form (5.10), then ψ ∈ ker(U − λ). Therefore we have
Let us now define a map K λ : ker(T − cos ξ) → ker(U − e iξ ) by
Then, K λ is a surjection, because ker(U − λ) = K λ ker(T − cos ξ). We also observe that an operator
Thus, we know that K λ is a bijection and obtain the desired result.
Remark 5.1. From the above proof, we know that, for λ = e iξ = ±1,
6 Spectra of U
In this section, we characterize the spectrum σ(U).
Proposition 6.1. It holds that
Before proving this proposition, we first state the following:
Proof. Combining (4.6) with Propositions 5.3 and 5.5, we have
Noting that σ p (U L 0 ) = K, we observe from Proposition 6.1 that
Proposition 6.1 is immediately proved by the following lemma:
Lemma 6.3. The following hold:
Proof of Lemma 6.3. (i) Assume that e iξ ∈ σ(U L 1 ). Then, from the fact that U L 1 is unitary, we know that there exists a sequence {ψ n } of normalized vectors such that lim
By the definition of ψ n , we have
Combining the above two equations, we obtain
Because S is self-adjoint, (6.1) is allowed only when ξ = 0, π. Let us first consider the case in which ξ ∈ (0, π) ∪ (π, 2π). Then, f n does not converge to zero, because, from the above argument, (6.1) contradicts lim n→∞ f n = 0. Hence, there exists a subsequence {f n k } such that inf k f n k =: c > 0 holds. We write
We also observe that
Combining (6.3) with (6.2), and using the fact that d A C = d A , we obtain
= (cos ξ)f k + o(1).
Letf k := f k / f k . Then, we know that f k = 1, and that
where c = inf k f k > 0. Thus, we obtain σ(U L 1 ) \ {±1} ⊂ {e iξ | cos ξ ∈ σ(T ), ξ ∈ (0, π) ∪ (π, 2π)}.
We next consider the case in which ξ = 0, π, i.e., ±1 ∈ σ(U L 1 ). In this case, assuming that f n = d A ψ n satisfies lim n→∞ f n = 0, we have lim n→∞ Sψ n , ψ n = ∓1. Substituting this equation into the left-hand side of (6.4), we obtain lim n→∞ Sψ n , ψ n = ±1, which contradicts (6.4). Hence we know that f n does not converge to zero. Thus, from the same argument as above, we obtain ±1 ∈ σ(T ). Therefore (i) is proved.
(ii) We write {e iξ | cos ξ ∈ σ(T ), ξ ∈ [0, 2π)} \ K = I 1 ∪ I 2 , where I 1 := {e iξ | cos ξ ∈ σ(T ), ξ ∈ (0, π) ∪ (π, 2π)}, I 2 := σ c (T ) ∩ {+1, −1}.
Therefore, it suffices to show that I i ⊂ σ(U L 1 ) (i = 1, 2).
Assume that e iξ ∈ I 1 . Then we know that cos ξ ∈ σ(T ) ∩ (−1, 1) and that there exists a sequence {f n } ⊂ K such that f n = 1 and lim n→∞ (T − cos ξ)f n = 0. We observe that ψ n := (1 − e iξ S)d * A f n ∈ L 1 and that ψ n 2 = 2 d * A f n 2 − 2Re(e iξ d * A f n , Sd * A f n ) = 2 − 2 cos ξ f n , T f n = 2(1 − cos 2 ξ) + o(1).
Because lim inf n→∞ ψ n 2 = 2(1 − cos 2 ξ) > 0, ψ n does not converge to zero. Hence, taking a subsequence if needed, we can assume that inf n ψ n =: c > 0. Then we have
Letψ n := ψ n / ψ n . Then, from an argument similar to the above, we obtain e iξ ∈ σ(U L 1 ). Thus I 1 ⊂ σ(U L 1 ) is proved. Let ±1 ∈ I 2 . Then ±1 ∈ σ c (T ) and hence ±1 can not be an isolated point of σ(T ). Hence there exists a sequence {cos ξ n } ⊂ σ(T ) ∩ (−1, 1) such that lim n→∞ cos ξ n = ±1. Because lim n→∞ e iξn = ±1 and e iξn ∈ I 1 , from the above result, we know that e iξn ∈ σ(U L 1 ). Because σ(U L 1 ) is a closed set, we have ±1 ∈ σ(U L 1 ). Thus I 2 ⊂ σ(U L 1 ) is proved.
Concluding remark
In this paper, we clarified that the unitary involution of the shift operator and coisometry of the boundary map cause the reduction of the spectral analysis of the unitary operator to one of the underlying self-adjoint operator. This result implies that the spectral mapping theorem can be applied to general infinite graphs. As is seen in Introduction, if the underlying symmetric random walk on an infinite graph has only the point spectrum, e.g., the Sierpiński lattice, then the induced Grover walk also has only the point spectrum (without continuous spectrum). This concludes that the induced Grover walk exhibits localization for any initial state. In a companion paper [SS] , we clarify a relationship between the spectrum and stochastic behavior of our abstractive quantum walk.
