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The utility of breath trace compounds as bio-markers for various physiological condi-
tions has long been exploited for the diagnosis of various diseases. Urea breath tests
have been adopted as the gold standard for the detection of Helicobacter pylori which
is a primary cause for acute gastritis and peptic ulcers. In these tests, small changes
in the ratio of stable CO2 isotopomers, 13CO2 and 12CO2, present in exhaled breath
are measured precisely and this is conventionally done by using an Isotope Ratio Mass
Spectrometer. However, the huge cost and complexity involved in operating these instru-
ments has restricted their widespread use. A viable and low cost alternative is oered
by instruments employing non-dispersive infrared absorption techniques. The feasibility
of such an instrument has been explored in this work.
The instrument presented here is a two channel isotope ratiometer that performs whole
band integrated absorption measurements. Detection is based on a novel feedback mech-
anism whereby an imbalance in the channel absorptions causes the pathlength along one
of the channels to be altered in order to bring the system back to balance. This change
in ratio of pathlengths is directly related to the change in the 13CO2/12CO2 concen-
tration. Signicant amount of work has already been done to investigate the eects of
interferences from coincident absorption bands and other spectral eects that can lead
to spurious results.
A comprehensive description of the overall system design, development and performance
evaluation of the rst prototype instrument has been presented here. This involved sig-
nicant computer modeling and simulations and the results were veried experimentally.
These results provided sucient evidence to suggest the feasibility of such an instrument
as a diagnostic tool. It was also concluded that some design improvements were required
to circumvent issues related to pathlength variation and a list of recommendations has
been provided for this purpose. On the basis of the results obtained as part of this re-
search endeavour, it was concluded that the non-dispersive instrument design presented
here can form the basis for a low cost commercial alternative for performing carbon
isotope ratio breath tests.Contents
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Introduction
1.1 Carbon Isotope Ratio Measurements
Isotopes are atoms of the same element having the same atomic number but dier-
ent mass numbers owing to the dierence in the number of neutrons. They result
in isotopomers which are molecules of the same species where one atom has been
replaced by its isotopic variant, creating molecules that have dierent physical
properties and behaviour. It is this dierence in behaviour that is exploited in
their detection and concentration measurement which forms the basis of isotope
ratio tests.
In the eld of isotopic studies, carbon deserves a special mention because of its
signicance in various ecological, geophysical and physiological processes. The
stable isotopes of carbon, 12C and 13C, have found applications in diverse areas
such as measurement of atmospheric methane[4], age determination[5], global cli-
mate change research[6, 7], volcanic gas monitoring[8, 9] and detection of trace
sources of petroleum and natural gases[10] to name a few. Another major area of
application is in the eld of medical diagnostics for the detection of various health
conditions. This is done by performing dierent kinds of tests, the most popular
among them being breath tests.
1.2 Breath Tests
Exhaled human breath has been known for many years to be an excellent indicator
of health conditions. The popular alcohol breath test for drivers traces its origin
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to Stubbs[11] who in 1964 realised that detection of certain trace compounds in
exhaled breath indicated alcohol consumption by the individual. Numerous other
studies were carried out independently and it was soon discovered that the detec-
tion of certain breath trace compounds (BTC) could act as bio-markers to vari-
ous conditions such as diabetes[12], cellular damage[13], lung cancer[14, 15], liver
cirrhosis[16], schizophrenia[17], kidney failure[18] and exposure to pollutants[19]
among others.
The presence of isotopes of a BTC provides another useful means of performing
diagnostic tests called isotope tracer tests. Here the ratio of concentration of iso-
topomers of a particular BTC is determined before and after a deliberate increase
in the concentration of the rarer isotopomer. This increase in concentration is
achieved by the intake of a suitable substrate labelled with the isotopic variant of
the target molecule. This substrate is then metabolised by a biochemical reaction
into a labelled byproduct that is eventually expired via the lungs. Therefore, by
analysing a sample of the exhaled breath, the change in ratio of concentration
can be determined which is then used as an indicator of some prevailing health
condition.
The major constituents of human expired breath are shown in table 1.1[20].
Gases Dry Air Alveolar Air Expired Air
mm Hg % mm Hg % mm Hg %
N2(plus inert gases) 600.2 78.98 569.0 74.9 566.0 74.5
O2 159.2 20.98 149.3 13.6 120.0 15.7
CO2 0.3 0.04 40.0 5.3 27.0 3.6
H2O 0.0 0.0 47.0 6.2 47.0 6.2
Table 1.1: Partial pressure of gases at sea level
The table above shows that there is a signicant dierence in the composition of
dry, alveolar and expired air. Dry air mainly constitutes nitrogen and oxygen.
During inspiration exchange of gases take place across the blood-alveolar mem-
brane whereby oxygen diuses into the blood stream. Carbon dioxide, on the
other hand, diuses from the blood into the alveoli and is released out during
expiration.
Initially breath tests were carried out using radioactive isotopes. Nitrogen and
oxygen are two major constituents of expired breath. However, their radioiso-
topes have very short half life periods and hence not suitable for the tests. Car-
bon has two radioisotopes, 14C and 11C with half lives of 5715 years and 20.3
minutes respectively. 14CO2 was initially used for carrying out breath tests forChapter 1 Introduction 3
the diagnosis of fat malabsorption[21]. But the associated health hazards posed
by these radioisotopes made them unpopular and focus was shifted to the use of
stable isotopes. 12CO2 and 13CO2 are two stable isotopomers having relative nat-
ural abundances of 98.9% and 1.1% respectively. Although these stable isotopes
necessitate expensive measurement techniques and substrate preparation, their
high cost is oset by the inherent safety they oer. This allowed the opportunity
to conduct safe breath tests even on pregnant women and young children which
otherwise would not have been possible with radioisotopes. Hence from a safety
perspective, these isotopomers are ideal for performing breath tests.
The change in the ratio of concentration of the isotopomers is expressed as a
delta value, ‰ which is expressed mathematically by Craig's formula 1.1. Here
Rs refers to the ratio of concentration of the isotopes in the breath sample after
administration of the test dose and Rr refers to the concentration in the reference
sample prior to it.
 =
Rs   Rr
Rr
1000 (1.1)
This value of Rr is taken as the standard reference or baseline measurement against
which an increase in 13C concentration is ratioed thereby resulting in positive delta
values. A measurement process of this nature gives high resolution which enables
a more convenient representation of the very small changes in 13C concentration
when compared to other forms of enrichment representation such as atom%. This
is because atom% gives the absolute number of atoms of a given isotope in 100
atoms of the element and hence very small enrichment levels will appear only in
the third or fourth decimal position. As this delta measure is not in wide use other
than in this eld, we give a detailed example of its usage. For instance, a value of
1‰ implies a change in ratio of 13C/12C of 1.110 5 which is equivalent to a 13C
enrichment of 0.001 atom%. This can be illustrated mathematically as follows:
1‰= [(Rs-Rr)/Rr]1000
Rr/1000 =Rs-Rr
Now, Rr=[13C]/[12C] = 1.1/98.9 = 0.011
Therefore, 0.011/1000 = Rs-Rr
i.e. [13C]/[12C] = 1.110 5
) [13C] = 1.087910 3
This is equivalent to a 13C enrichment of 0.001 atom%. Estimation of a delta value
thus oers a useful means of representing very small changes in 13C concentration.Chapter 1 Introduction 4
1.3 Detection of Helicobacter Pylori
Helicobacter pylori is a spiral shaped bacterium that lives in the stomach and
duodenum. It was rst discovered in 1982 by two Australian physicians, Barry
J. Marshall and J. Robin Warren, for which they were awarded the Nobel Prize
for Physiology or Medicine in 2005. The inside of the stomach has a highly acidic
environment composed of many digestive enzymes and concentrated hydrochloric
acid (2-3 molar concentration) which would make it impossible for bacteria and
other microorganisms to survive. However, the stomach walls are protected from
these gastric juices and enzymes by a layer of mucus lining and it is here that
H.pylori dwells safely. In order to repel any gastric juices that do reach it, H.pylori
secretes an enzyme, urease, that converts the abundant urea in the stomach to
bicarbonates and ammonia as per the reaction given in equation 1.2.
NH2   CO   NH2 + H
+ + 2H2O  ! HCO
 
3 + 2NH
+
4 (1.2)
The ammonia and bicarbonates form solutions that are basic and form a protective
"cloud" around H.pylori thereby neutralising the eect of stomach acids. This is
shown graphically in gure 1.1. It is this urea hydrolysis reaction that is subse-
quently used for H.pylori detection. The body's natural defense mechanisms such
as killer T-cells and other white cells cannot reach the area of infection caused by
H.pylori since they cannot pierce the mucus lining. As a result, H.pylori gradu-
ally colonizes the gastric mucosa leading to acute gastritis and chronic conditions
which nally result in further complications such as peptic ulcer and mucosa as-
sociated lymphoid tissue lymphoma (MALT)[22]. It is also associated with heart
diseases[23] and gastric cancer and has been classied as a class one carcinogen
by the International Agency for Research on Cancer. H.pylori can be detected in
about 30% of the population of developed countries. It is believed to be trans-
mitted orally mainly through ingestion of fecal matter from waste tainted food or
water. It may also be thrown up to the mouth from the stomach during gastro-
esophageal reux from where it could be transmitted to other people through
oral contact. Strong evidence of intrafamilial spread of H.pylori has also been
reported[24].
The detection of this bacterium is based on the fact that it produces the enzyme,
urease, that dissociates urea molecule (NH2-CO-NH2) producing ammonia and car-
bon dioxide. Hence if an infected person consumes isotopically labelled 13C-urea
(NH2-13CO-NH2), the urease produced by H.pylori will break it down producingChapter 1 Introduction 5
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+ NH4
- HCO3 H.pylori
Figure 1.1: Figure showing how H.pylori is able to survive in the harsh acidic
conditions present in stomach by urea hydrolysis
isotopically labelled CO2. This excess 13CO2 will then be released through the ex-
haled breath. A breath sample analysis will indicate a change in the concentration
ratio of the two isotopomers relative to its initial ratio that existed prior to the
administration of isotopically labelled urea. The associated delta value can then
be used as a denite indicator of H.pylori infection and serves as a completely
non-invasive diagnostic tool. This is the principle involved in Urea Breath Tests
(UBT). Detection of H.pylori by UBT has been adopted as the gold standard
because it determines the global presence of the bacterium in the stomach and
quickly shows negative results in case of eradication of the bacterium following
treatment. For UBTs, Rr refers to the ratio [13CO2]/[12CO2] in the baseline mea-
surement obtained from the breath sample prior to urea administration and Rs is
the ratio [13CO2]/[12CO2] obtained after urea intake. A pictorial representation of
the UBT process is shown in gure 1.2 [25].Chapter 1 Introduction 6
Figure 1.2: Principle of UBT which is used as a gold standard for H.pylori
detection
1.4 Objective
Several analytical techniques are available for precise isotopic ratio measurements,
the most important of which is Isotope Ratio Mass Spectrometry (IRMS). This
is a highly reliable and accurate measurement technique that can detect 13CO2
enrichment of the order of 0.1‰[26]. But the high cost of the instrument, its
requirement for high quality vacuum, specialised technicians and careful sample
preparation has restricted its use to large research establishments and laboratories.
The most suitable alternative techniques for detection are the ones that employ
infrared spectroscopy. These instruments are basically infrared ratiometers that
detect the absorption of infrared radiation over a specied wavenumber region.
Isotopic ratio measurement is made possible due to the isotopic shift in their
absorption spectrum which is a direct consequence of their dierent mass numbers.
The objective of this research endeavour is to design, develop and evaluate the
performance of a compact and low cost infrared spectroscopic instrument based
on a novel detection technique that can perform isotopic ratio measurements for
H.pylori detection with a precision of 1‰. This will make it a very pragmatic and
commercial solution for non-invasive diagnosis. The proposed instrument will be
very simple to use requiring minimum maintenance. The design will not involve
expensive components thereby reducing the overall cost. It will also be portableChapter 1 Introduction 7
and will require minimum human intervention. The targeted end user is a doctor
or a clinical technician who need not have any background information about the
physics involved. This will be a big step forward in bringing isotope measurement
instruments out from the connes of big research establishments to normal clinics
within the reach of common man. The following chapters in this thesis explore
the feasibility and development of such a spectroscopic instrument and describes
in detail the performance evaluation of the rst prototype instrument. Chapter
2 gives a concise overview of the science of spectroscopy and the theory involved.
This is followed by chapter 3 which briey describes some of the analytical tech-
niques that exist today and attempts to critically evaluate each one of them. The
proposed instrument design details and specications are also included. Chapter
4 gives details of the computational work and simulations that were carried out
for an indepth analysis of various interfering factors that might inuence the mea-
surement process. Chapter 5 provides an insight into the development of various
sub systems and their testing. The initial experimental results followed by actual
gas phase measurements are dealt with in chapter 6. Finally, chapter 7 discusses
the results achieved so far and provides further guidelines and recommendations
for improved instrument performance.Chapter 2
Infrared Spectroscopy
2.1 Introduction
Spectroscopy deals with the interaction between matter and electromagnetic ra-
diation. When a sample of some substance is placed in the path of light radiation
having frequencies that match with the natural vibrational and rotational frequen-
cies of the molecules, they absorb these radiations and this causes certain energy
level transitions in them (not applicable for homonuclear diatomic molecules such
as N2 and O2 as there is no net change in dipole moment). The unabsorbed part
of the radiation is of course transmitted. By analysing this transmitted spectrum,
it is possible to identify the portion of the incoming radiation that has been ab-
sorbed by the molecules which in turn tells us about the nature of the substance
under investigation and also its concentration. This is due to the fact that dier-
ent molecules or functional groups absorb characteristic frequencies of radiation.
In other words, the absorption spectrum acts as a ngerprint for identifying the
various molecules that we see around us. This is the governing principle of ab-
sorption spectroscopy. Infrared (IR) spectroscopy utilises the infrared part of the
electromagnetic spectrum which extends beyond the visible from around 700 nm.
It can be broadly divided into near infrared (750 nm-3 m), mid infrared (3-50
m) and far infrared (50-1000 m). Absorption of monochromatic radiation is
governed by the Beer-Lambert law as given in equation 2.1
I = I0 exp( ()cl) (2.1)
where I is the transmitted radiation intensity, I0 is the incident monochromatic
radiation intensity, () is the absorptivity or absorption cross-section, c is the
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concentration and l the pathlength. The product cl is the eective concentration
which is a measure of the the number of absorbing molecules in the infrared beam
path with units of molecules/cm2. Absorbance is given by equation 2.2
A =  log(T) = ()cl (2.2)
where T is transmittance, I/I0.
Two conditions are assumed for the Beer-Lambert law to hold true. Firstly, this
law applies only to monochromatic incident radiations. Actually, the intensity of
a region of the electromagnetic spectrum that has a small spread of frequencies is
being measured. Hence absorptivity, () is expressed as a frequency dependant
function. Secondly, it is also assumed that the concentration of the absorbing
species is low. At low concentrations, the absorbing component will be surrounded
by solvent molecules whereas at higher concentrations (saturated absorption), the
absorbing species will be surrounded by other similar molecules. This change
in environment will cause a change in the absorptivity, () by, for instance,
changing the hydrogen bonding. Hence at lower concentrations, absorbance will
exhibit a linear dependance on concentration but at higher concentrations this
linearity ceases to exist as other higher order terms of the exponential function
need to be considered. The absorption of incident radiation by a molecule results
in transitions between the vibrational levels producing vibrational spectra. The
classical vibrational frequency for a diatomic molecule is given by equation 2.3
 = (1=2)
s
k

(2.3)
where k is the force constant and  is the reduced mass. This shows the eect of
mass on molecular vibrational frequency.
2.2 Modes of Vibration
Each atom has three degrees of freedom to specify its motion along the three
coordinates. So a molecule with n atoms will have 3n degrees of freedom. However,
three of these are required for the translational motion of the molecule through
space. In the case of non-linear molecules, three other degrees of freedom are
required to specify the rotation of the molecule around its centre of gravity. A
linear molecule requires only two. Hence a non-linear molecule has 3n-6 internalChapter 2 Infrared Spectroscopy 10
degrees of freedom whereas a linear molecule has 3n-5 degrees of freedom. These
degrees of freedom correspond to the various vibrational modes of the molecule.
However, not all of them may be IR active. Only those vibrations that produce a
change in the dipole moment are IR active. CO2 is a linear triatomic molecule and
thus has 4 modes of vibration, namely the symmetric stretch, asymmetric stretch
and two degenerate bending modes, one out of plane and the other in plane. These
are shown in gure 2.1. Out of these, the symmetric stretching mode is not IR
active as there is no change in the dipole moment of the molecule.
O C O
Molecular structure of Carbon Dioxide
O
O
O
C
C
C
O
O
O
Asymmetric Stretch Mode
Symmetric Stretch Mode
Bending Mode
Figure 2.1: Vibrational modes of carbon dioxide
2.3 Rotational Vibrational Spectra of CO2
Vibrational energy is quantized and has discrete values called energy levels given
to a rst approximation by equation 2.4
Evib = (V + 1=2)h (2.4)
where V is the vibrational quantum number, h is Planck's constant and  is the
vibrational frequency. In order to interact with the incident electromagnetic radi-
ation, the molecule should also have an oscillating dipole moment associated with
the molecular vibration. This oscillating dipole moment leads to an exchangeChapter 2 Infrared Spectroscopy 11
of energy between the radiation and the molecule. As a result of this stipula-
tion, homonuclear diatomic molecules, which do not produce a net change in their
dipole moment, will not absorb the incident radiation and hence will have no vi-
brational spectra. Equation 2.4 is true for harmonic oscillators where the force
holding the molecule is a linear function of the displacement of the atoms. A plot
of displacement v/s time for such an oscillator will be sinusoidal. In anharmonic
oscillators, the restoring force is not a linear function of displacement coordinates.
Also the vibrational frequency is not completely independent of amplitude. For
optical transitions in harmonic oscillators, V can vary by 1. Transitions where
V changes from 0 to 1 are dominant and are called fundamental transitions. In
anharmonic oscillators however, V can vary by 2, 3....giving rise to overtone
transitions whose intensities depend on the anharmonicity of the molecule. These
overtone transitions are generally weaker than their corresponding fundamentals
(except for degenerate vibrations such as the bending mode in CO2). The ex-
pression for vibrational energy in the case of anharmonic oscillators is given by
equation 2.5 where xe is the anharmonicity constant.
Evib = (V + 1=2)h   (V + 1=2)
2hxe + :::: (2.5)
During IR absorption, rotational transitions also occur and these produce the
rotational structure of absorption bands. In rotational transitions, absorption of
a photon causes a change in the rotational frequency of the molecule unlike in
vibrational transitions. Rotational energy levels are also quantized as expressed
to a rst approximation by equation 2.6
Erot = BhcJ(J + 1) (2.6)
where J is the rotational quantum number and B is the rotational constant derived
from the moment of inertia I and is given by equation 2.7.
B =
h
82cI
(2.7)
Since moment of inertia depends on molecular mass as shown in equation 2.8
I = r
2
o (2.8)
where  is the reduced mass of the molecule, it can be deduced that the rotational
constant B also has a dependency on mass. This rotational constant has a slightlyChapter 2 Infrared Spectroscopy 12
dierent value for dierent vibrational levels. The is because the moment of inertia
changes during a vibration in such a way that the average value of 1/I is not
exactly the same as it is at the equilibrium position. A pure rotational IR spectra
is produced only by those molecules that have a permanent dipole moment. Due
to symmetry conditions, CO2 belongs to the D1h point group. These do not
have a permanent dipole moment and hence CO2 does not have a pure rotational
IR spectra. It produces ro-vibrational spectra due to the combined absorption
by rotation and vibration. From equation 2.6, we expect to see rotational lines
at equally spaced intervals of 2B cm 1. This is based on the assumption that
the molecule under consideration is a rigid rotor whose dimensions do not change
with the rotation or vibration of the molecule. However, molecules are exible and
hence rotation causes a change in the bond length due to the eect of centrifugal
distortion. The rotational energy expression for a non-rigid rotor is given by
equation 2.9 where D is the centrifugal dissociation constant.
Erot = BhcJ(J + 1)   Dhc[J(J + 1)]
2 (2.9)
Consider a CO2 molecule that is vibrating along the molecular axis and also ro-
tating at the same time. The dipole moment is also oscillating and is given by
 = acos2vt (2.10)
where v denotes vibrational frequency. Suppose there is a plane polarised IR ray
approaching this molecule oscillating along the X axis. At any given time, the
molecular axis makes an angle  with the X axis given by
 = 2rt (2.11)
where r denotes rotational frequency. Therefore, the component of  along the
X axis is
x = cos (2.12)
) x = acos2vt:cos2rt (2.13)
x = a=2[cos2(v + r)t + cos2(v   r)t] (2.14)
Hence, this component of the dipole moment interacts with the IR rays of two fre-
quencies (v+r) and (v-r). If we consider a large number of identical molecules,
all of them will have the same v but dierent values for r which are quantized.Chapter 2 Infrared Spectroscopy 13
By plotting a distribution function of r against the number of molecules, a peak
value for r can be obtained. This leads to the formation of a broad spectrum band
spread across a range of frequencies. The asymmetric stretch in CO2 causes the
oscillating dipole moment to change along the molecular axis resulting, at low res-
olution, in a broad doublet band called a parallel band as shown in gure 2.2. The
Vv
V +V v r V -V v r
Figure 2.2: A parallel band formed from the asymmetric stretch mode result-
ing in a broad doublet at low resolutions with no central peak
bending mode on the other hand has two possible planes of bending. The molecule
can rotate with equal probability about two mutually perpendicular axes. If the
rotational axis is perpendicular to the plane of bending, then the dipole moment
orientation changes along the molecular axis resulting in a broad doublet (parallel
band). But if the rotational axis is parallel to the plane of bending, the dipole
moment orientation does not change resulting in a central peak. Since both have
equal probabilities, the total band is a combination of the two and is called a per-
pendicular band (broad doublet with a central peak) as shown below in gure 2.3.
On the basis of molecular symmetry, CO2 belongs to the D1h point group. This
denes certain selection rules that determine the allowed and forbidden transitions.
Combining equations 2.4 and 2.6, the total ro-vibrational energy is given by
equation 2.15
Ev+r = (V + 1=2)h + BhcJ(J + 1) (2.15)
Consider J00 is the rotational quantum number for the ground vibrational state,
V=0 and J0 is the rotational quantum number for the rst excited vibrational
state, V=1. Rotational selection rules permit parallel bands to have J=1 andChapter 2 Infrared Spectroscopy 14
Vv
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Figure 2.3: A perpendicular band formed from the bending mode resulting in
a broad doublet at low resolution and a central peak
for perpendicular bands J=0,1. Hence three dierent branches are produced
depending upon the transitions of the rotational levels:
when J=-1 ie J0=J00-1 =) P branch
when J=+1 ie J0=J00+1 =) R branch
when J=0 ie J0=J00 =) Q branch
Now equation 2.15 can also be expressed as
Ev+r = (V + 1=2)hc o + BhcJ(J + 1) (2.16)
where  o is the band centre expressed in wavenumbers, cm 1.
Hence, the energy change during a ro-vibrational transition for a rigid harmonic
oscillator is given by
Ev+r
hc
=  o + B[J
0(J
0 + 1)   J
00(J
00 + 1)] (2.17)
Hence, for a P branch
Ev+r
hc
=  o   2BJ
00 (2.18)
where J00 = 1,2,3...Chapter 2 Infrared Spectroscopy 15
For an R branch
Ev+r
hc
=  o + 2B(J
00 + 1) (2.19)
where J00 = 0,1,2...
And for a Q branch
Ev+r
hc
=  o (2.20)
CO2 has two strong IR absorption bands. The fundamental at 667.3 cm 1 is the
perpendicular bending mode with P, Q and R branches and is designated as the 2
mode. The other strong fundamental absorption band occurs in the mid-infrared
region of 2349 cm 1 which is the asymmetric stretch mode or the 3 mode. This
is a parallel band and has no central maximum i.e., no Q branch. Apart from
this, CO2 also has a Raman active band or the 1 mode at 1340 cm 1. This is
a combination of two bands at 1288 cm 1 and 1388 cm 1 which are formed as
a result of Fermi Resonance. This happens in anharmonic oscillators when the
frequency of an overtone or a combination band may be nearly as same as that of
a fundamental band. The resonance leads to perturbation of the energy levels and
one of the level is pushed up and the other is pushed down due to repulsion. Only
those vibrational levels that belong to the same species in terms of their symmetry
can perturb each other. In such cases, two relatively strong absorption bands may
be seen instead of a single band for the fundamental.Chapter 3
Spectroscopic Methods
As discussed in section 1.3, UBTs have become the universally accepted method for
the diagnosis of H.pylori. But there are dierent ways in which these tests can be
performed. Almost all of these methods are based on infrared (IR) spectroscopy
and several spectroscopic instruments have been designed in the past, each ex-
hibiting varying degrees of accuracy and precision. Some of the prominently used
techniques and their salient features are described briey in the following sections.
3.1 Non-Dispersive Techniques
Instruments based on non-dispersive infrared spectroscopy (NDIRS) do not make
use of any dispersive elements such as prisms or gratings and hence whole band
absorption measurements are carried out. They oer a cheap and reliable alterna-
tive to IRMS. Optical lters can be used to restrict the IR window to a particular
region of interest.
Non-dispersive infrared heterodyne spectrometry is a non-dispersive technique
that was employed for the measurement of isotope ratios[27]. This spectrometer
detects a heterodyne signal that is generated by the partial absorption of ampli-
tude modulated radiation in pressure modulated gas samples. The modulation of
the infrared radiation is achieved by passing it through gas samples whose density
is modulated by a sinusoidal wave.
The radiation, o, from the source is passed through a cell which contains a gas
with density 1 that is density modulated to 1 at frequency !1 by means of a
pneumatic modulator. This results in the generation of a fundamental F1 at !1.
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When this amplitude modulated signal is absorbed by a second gas at density 2
and frequency !2, it generates not only another fundamental F2 at !2 but also a
heterodyne signal H1;2 at !1!2. This signal is proportional to the concentration
of absorbing species in the second cell and is given by equation 3.1 shown below.
H1;2 = [(1=2)12l1l212cos(!1   !2)t]e
 o (3.1)
where o is a static component given by
o = 1l11 + 2l22 (3.2)
This principle can be used for the measurement of carbon isotopes by rst passing
the radiation through two optical cells containing a known amount of 12CO2 and
13CO2 respectively. The modulated radiation is then passed through a third cell
containing the sample gas having both 12C and 13C. As a result, two additional
heterodyne signals, H12;S and H13;S, will be generated as shown in equation 3.3.
Here PS is the pressure change of the sample gas and C12
S and C13
S are the
concentrations of 12C and 13C in the sample gas.
H12;S = 
2
12l12lS12PSC
12
S
H13;S = 
2
13l13lS13PSC
13
S (3.3)
RS = C
13
S =C
12
S = KH13;S=H12;S (3.4)
where K = (2
12l1212)=(2
13l1313)
From equation 3.4 it is clear that the isotopic concentrations can be determined
from the heterodyne signal. This instrument was reported to have achieved a
precision of 0.4‰ and an accuracy of 1.3‰ within 120s on a sample of 3% CO2.
However, this method also has its drawback in the form of a liquid N2 cooled
InSb detector. This adds to the cost and complexity of the design. It takes about
5 minutes from start for the detector to be cooled. In addition, this technique
requires larger breath samples than the IRMS. The use of pneumatic systems for
pressure modulation is also inconvenient. Several comparisons between the IRMS
and NDIRS were carried out[28, 29, 30] to evaluate the performance, reliability and
accuracy of NDIRS. The results have shown that with proper collection protocols
and test procedures, NDIRS can be used as a cheaper and viable clinical alternative
to the IRMS although it may exhibit lower precision and accuracy.Chapter 3 Spectroscopic Methods 18
3.2 Narrowband Techniques
These techniques make use of dispersive elements to achieve a high degree of
wavelength selectivity when broadband sources are used. This makes it possible
to resolve the individual absorption lines and hence the chances of coincident
absorption bands are greatly reduced. The use of dispersive elements can be
avoided by using lasers. However, this adds to the total cost of the system.
Photoacoustic (PA) spectroscopy is one such technique that has been employed
for isotopic studies[5, 31, 1]. This method made use of a continuously tunable CO2
laser with a bandwidth of 0.017 cm 1. Studies were carried out on multicomponent
CO2 mixtures in the 9 m to 11 m region. The continuous tunability was achieved
by operating the laser at a higher pressure of 11.5 bar resulting in a strong overlap
of the pressure broadened transitions. The laser can be tuned between the 9R, 9P,
10R and 10P branches between 9.2 m and 10.8 m with a pulse duration of about
100 ns. The beam is allowed to pass through a non-resonant PA cell containing
the gas mixtures. This beam excites the ro-vibrational energy levels of the gas
molecules. A pressure wave is produced inside the cell by means of radiationless
decay which is detected using a microphone. The experimental setup is shown in
gure 3.1.
By using a tting procedure to superimpose the spectra of individual compounds,
concentration of the individual compounds were determined. However, this method
achieved poor sensitivity because CO2 absorption was not optimum in this wave-
length region. Greater sensitivity can be achieved in the 4.3 m region provided
an adequate tunable source exists. The technique requires small gas quantities
and is relatively easy to handle. However, from a purely commercial point of view,
it still does not fulll the needs of a low cost clinical instrument. The use of laser
sources itself contributes to the design complexity and costs.
Laser analysis of isotope ratio based on the optogalvanic eect has also been em-
ployed for carbon isotope ratio measurement[32]. The optogalvanic eect is based
on the detection of an electrical signal in response to a stimulation of resonant
transition in a discharge species. In this particular case, the change in discharge
impedance was detected. A CO2 laser was used and the laser transitions were
identical to the probing transitions. The transitions used were P(22) 12CO2 line
at 10.6 m and the corresponding 13CO2 line at 11.2 m. This resonant laser
transition induces a change in the molecular excited state population which in
turn causes a change in the ionization rate. This nally produces a change in theChapter 3 Spectroscopic Methods 19
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Figure 3.1: Experimental setup for PA investigations with continuously tun-
able CO2 laser, redrawn from [1]. PyD's, pyrolectric detectors; Mic, microphone
electrical impedance of the discharge which is detected. Tests were conducted on
an exhaled breath sample and the results were impressive. The system reported a
precision of 10 ppm with a sensitivity and accuracy comparable to that of IRMS.
This method has several advantages such as total elimination of any optical com-
ponents and elimination of background optical noise. The only sample preparation
was that the subject's breath was passed through a desiccator before entering the
discharge cell. However, the use of gas lasers does not make it a cost eective so-
lution and that explains why this technique has not been accepted as a clinically
viable solution.
3.3 Tunable Diode Laser Systems
Another major technique that has been successfully employed for UBTs is the
tunable diode laser absorption spectroscopy (TDLAS). A TDLAS system based on
wavelength modulation spectroscopy with rst harmonic detection was developedChapter 3 Spectroscopic Methods 20
for isotope ratio studies at 2.008 m[2]. The schematic of the experimental setup
is shown in gure 3.2. In this case a distributed feedback (DFB) diode laser was
used. The isotope ratio in the sample cell is determined by comparing its spectra
with that obtained from the reference cell. The laser frequency is scanned over the
absorption regions by means of a triangular wave at 0.045 Hz. Tuning is achieved
by varying the injection current by using a modulating signal at 10 Hz. Lock-in
ampliers were used for rst harmonic detection for better S/N ratio. Line pairs
were chosen taking into account their temperature eects and relative abundances.
The system, however, displayed lower long term precision and drifts from zero
value when both the cells had the same gas composition. This was attributed
to certain non-linear absorption eects. Operating pressures were reduced and
a better precision of 0.7‰ was obtained with reduced drift. However, further
work needs to be done to achieve greater temperature stabilisation. A similar
procedure was also followed for isotopic studies at 1.6 m[33] and an accuracy of
0.5% was reported. An external Fabry-Perot interferometer was used for frequency
stabilisation. A major problem with these systems is the poor S/N ratio due to
the low absorption strengths and line intensities. This is particularly the case for
the rarer isotope of 13C. A logical solution is to perform these tests at a longer
wavelength of 4.3 m where there is stronger absorption but the low prevalence of
DFB lasers that operate in the mid-infrared region is a hindrance.
The use of line pairs for the purpose of isotope ratio measurement poses other
problems. If two lines of similar absorption strengths are chosen then it may
aect the measurement precision due to the disparity in their absorption depths.
However, if this is overcome by considering lines of unequal strengths, temperature
dependencies of the lower transition states come into play once again aecting the
precision. A solution was proposed in the form of a balanced absorption setup[34]
where the major and minor isotopes were measured with dierent pathlengths
so as to compensate for the large dierence in their concentration. The minor
constituent (13CO2) was measured using a pathlength which was 72 times greater
than that used for the major constituent (12CO2). This ratio is comparable to the
ratio of their natural abundances and hence both have similar absorption depths.
At the same time line pairs of equal lower state energy distribution can be chosen
so that any temperature uctuation will reect equally on both the lines. In
order to avoid problems caused by optical interference fringes in multi pass cells, a
complex cell design such as the o-axis resonator (Herriott) was used. A precision
of 0.2‰ was reported[34].
Many other TDLAS based systems have been developed[35, 36] for the non-invasiveChapter 3 Spectroscopic Methods 21
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Figure 3.2: Schematic diagram of the TDLAS experimental setup, redrawn
from [2]. FG, function generator; FM,ipping mirror; BS, beam splitter; OI,
optical isolator; Ph, photodiode
diagnosis of H.pylori. These systems used lead salt lasers that were operated in
the 4.3 m region which oers the most suitable IR window for carbon isotope
analysis due to sucient absorption strength, prevalence of well isolated lines
and absence of interference from other compounds having coincidental absorption
bands. However, the use of lasers and MCT (mercury cadmium telluride) or InSb
detectors which require adequate cooling adds to their cost and design complexity.
CO2 laser systems with intracavity absorption cells have also been used for isotope
analysis in atmospheric samples[37, 38].Chapter 3 Spectroscopic Methods 22
3.4 Other Related Work
With UBT gaining increased popularity and acceptance as an eective non-invasive
diagnostic tool, focus was also turned to evaluate its performance in comparison
with other existing methods for diagnosis. For instance, urea blood tests were
compared with UBT and tests were performed on several patients[39]. Results
showed 95% agreement between the two. These blood tests eliminated the need
for any basal tests. However, the blood samples had to be analysed using IRMS
which involved shipping costs and delays in getting the results. UBT was also
found to be as accurate and sensitive as antral histology, rapid urease test and
CLO test[40, 41, 42]. But the accuracy and sensitivity of UBTs are aected by the
dosage of C-13 meal and also the postdose measurement time[43]. Lower carbon
dioxide concentration in exhaled breath (<2%) has been shown to decrease the
specicity and accuracy of these tests[44]. Holding the breath for 5s before exhaling
seems to improve the situation. Several recommendations for the improvement of
test accuracy, specicity and sensitivity have been made in the form of improved
test protocols such as breath collection procedures, optimum C-13 enriched dose
and postdose measurement time and also the need for fasting and abstinence from
any drug intake prior to the test[45, 46, 47]. Studies have also been conducted to
further simplify the procedure by eliminating the collection of basal breath samples
provided the post-dose samples are collected 30 minutes after urea intake[48, 49].
A rather recent form of invasive technique for the diagnosis of H.pylori infection
was developed with the use of ion-sensitive eld eect transistor (ISFET)[50]. It
consists of a solid phase tip coated with a monoclonal antibody towards H.pylori's
urease which adsorbs the enzyme after 15 minutes of immunological interaction
with a gastric mucus sample. This urease is analysed in a measuring cell containing
urea solution. The pH change of urea solution after 55 seconds was measured using
a pair of reference and measuring ISFET thereby indicating the presence of urease
enzyme. Results showed a 92% sensitivity and 98% specicity using UBT as a
gold standard.
3.5 Proposed Instrument Design
As stated in section 1.4, the prime objective of this research project is to develop
a low cost and eective spectroscopic instrument that could be a possible clinical
alternative to the IRMS. It must not be prone to environmental uctuations inChapter 3 Spectroscopic Methods 23
temperature or pressure and must provide a stable response with sucient accu-
racy and precision so that it can be employed for breath tests. On the basis of the
literature review and issues presented in the previous sections, it was concluded
that such an instrument will have to be one that is based on non-dispersive IR
spectroscopy.
In order to avoid problems posed by unequal line strengths, a balanced absorp-
tion system conguration was designed making whole band integrated absorption
measurements rather than comparing individual line pairs. The IR window of 4.3
m was chosen for performing the measurements due to the strong absorption of
CO2 3 mode. Besides, IR technology in the mid-infrared region oers a variety
of optical materials, transmission windows and suitable detectors. A comprehen-
sive study of the various possible interfering compounds present in human exhaled
breath was published by Manseld[26] and it showed that this particular IR region
was free from all such coincident absorption bands. It is necessary to avoid coin-
cident absorption bands because a change in such bands can be misinterpreted as
a change in C-12 or C-13 bands and hence reduces the responsivity of the system.
Figure 3.3 presents an overall schematic of the proposed spectroscopic instrument.
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Figure 3.3: Schematic diagram of the proposed two channel non-dispersive
infrared spectrometer
The proposed instrument[51, 52] involves the use of a single broad band IR source,
S (any blackbody) that interacts with the two isotopomer channels individually.
The beam is collimated by lens L1 and then passed through an IR interferenceChapter 3 Spectroscopic Methods 24
lter, IF, to restrict the bandwidth to the region of interest, 4.1 m - 4.6 m
approximately. This window spans from the P(60) line of 13CO2 to the R(60) line
of 12CO2 covering 99.9% of the total band strength. The beam is then redirected
alternately along the two channels by the reective chopper C1, as described later
in this section. Henceforth, 12CO2 will be represented as C626 which denotes
the mass numbers of the constituent atoms, O(16)-C(12)-O(16). Similarly, 13CO2
will be represented as C636. A major unique feature of this setup is the use of
isotope correlation lters (ICF) to enhance selectivity. These lter cells are made
of almost 100% pure C-13 or pure C-12 depending on which isotopomer is being
measured. The C-13 channel thus contains an ICF lled with pure C-12 (C626)
whereas the C-12 channel ICF is made of pure C-13 (C636). This eliminates cross-
interference caused by the overlapping spectra of the two isotopomers. Figure 3.4
gives a pictorial representation of the use of ICF.
The beams are then passed through the gas cells containing rst the baseline or
reference sample prior to urea administration and then the breath sample after
urea intake. The transmitted beams are then made to fall on the same detector.
This is made possible by the second chopper C2 which is synchronised to be at
anti-phase relative to C1. The novelty of this design lies in the use of a variable
length gas cell for the C-13 channel. The two cell lengths are roughly in the ratio
of the natural abundances of the two isotopomers (90:1), implying that the C-13
channel cell length is around 100 times that of the C-12 channel cell length. This
ensures balanced absorption for both the channels. The measurement is based on
a novel feedback mechanism whereby the C-13 cell length is initially adjusted so
that the detector gives a null output for equal basal integrated transmittances.
In the case of excess 13C after urea administration, the unequal absorption will
unbalance the system. The error signal from the phase sensitive detector (PSD)
will then cause the servo loop to change the pathlength of the C-13 cell so as to
drive the system back to balanced condition or null output. The subsequent change
in length of the C-13 cell will then be a direct measure of the increase in 13CO2
concentration from which the delta value can be evaluated. A point to be noted
here is that this system essentially performs a ratioing of the two channel lengths
and hence measures the relative change in concentrations and not the absolute
concentrations of the two isotopomers. This ratioing feature signicantly reduces
its vulnerability to ambient uctuations, variations in detector responsivity, source
temperature variations or other possible interferences as long as they aect both
the channels equally.
The detector plays a very important role as far as S/N ratio is concerned and it wasChapter 3 Spectroscopic Methods 25
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Figure 3.4: Schematic diagram of lter cell domains. The rectangular boxes
represent the ICF domains whereas the bars represent the total spectrum spread
of the individual isotopomers
decided to use a very sensitive pyroelectric detector due to its high sensitivity, low
cost and operation at room temperature thereby eliminating the need for a liquid
N2 cooling arrangement. Since the scheme involves a slow measurement process,
faster response times such as those oered by MCT or InSb were not required. The
only requirement is for the IR radiation to be chopped since pyroelectric detectors
respond only when a temperature change occurs in the element. The signal from
the detector is applied to a phase sensitive detector which generates the required
signal to drive the feedback servo loop. The polarity of this output from the phase
sensitive detector provides the directional information for the servo loop and thisChapter 3 Spectroscopic Methods 26
determines whether to increase or decrease the C-13 cell length. The magnitude
of this output signal indicates how far o the system is from balance and hence
represents the proportional term of the loop.
Another unique feature of this instrument design is the proposed use of a pair
of synchronised chopper systems, C1 and C2, that also act as reecting mirrors.
This innovative design avoids the use of costly beam splitters and also avoids the
undesirable consequence of 50% power loss that is normally associated with 50-50
beam splitters. The choppers will be synchronised and inclined at an angle of 45
with the beam axis. When the incoming radiation strikes the reective blades of
C1, it gets reected and redirected along the C-12 channel after striking mirror
M1. C2 will remain open for the same period of time and allow the transmitted
beam to fall on the detector. Similarly, when C1 allows the beam to pass through
the C-13 channel, it gets reected by mirror M2 and falls on the the blades of C2
which will reect the beam on to the detector. This ensures that only one beam
is recorded at a time by the detector which also receives the reference signal from
the choppers.
As seen from the above, the proposed instrument incorporates several unique fea-
tures in terms of the measurement technique involved, the components used and
the overall layout. The use of a feedback servo loop to achieve balanced integrated
absorption along the two channels avoids the need to make any absolute concen-
tration measurements, unlike most of the other conventional designs. Instead, a
change in cell length is used as a measure of change in concentration and this
variable path length design is a novelty in eld of isotope ratio measurements.
The ratioing method involved ensures automatic cancellation of common noise
sources and hence provides the system better immunity from such interferents.
The use of synchronised reecting choppers is another novelty and to the best of
our knowledge, this has not been attempted before in the eld of isotope ratio
studies. This has a signicant eect in keeping the overall cost of the instrument
low thus making it a very attractive solution for practical and commercial applica-
tions. The use of small and simple optical and electronic components lends greater
portability to the overall instrument and this will help in meeting the stated ob-
jective of a portable and low cost diagnostic tool that requires minimum human
intervention. The research work presented here thus explores the feasibility of
a unique instrument that combines innovative design features and measurement
methodologies.Chapter 4
Computational Studies and
Analysis
4.1 Development of CO2 Spectroscopic Model
In order to fully understand the behaviour and analyse the performance of a CO2
spectroscopic instrument as described in the previous chapter, it was imperative to
develop a highly accurate spectroscopic model of the 4.3 m 3 absorption mode.
This computer model can then be used to perform several simulations to ascertain
the eects of uctuations in ambient conditions and other interferents that may
result in spurious results. Development of such a spectroscopic model essentially
involves the following three steps.
4.1.1 Modelling of Absorption Line Positions
The rst step was to accurately determine the position of the various line transi-
tions that needed to be included in the model. It must be noted that only those
transitions that had the required impact on the calculation of a delta value were
considered signicant enough to be incorporated in the model[26]. The vibrational
rotational energy in wavenumbers is given by equation 4.1 where the spectroscopic
constants Gv, B, D and H were derived from HITRAN (High-resolution TRANs-
mission) database[53, 54, 55, 56, 57].
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where G0
v-G00
v is the band centre also denoted by  o, B is the rotational constant,
D is the centrifugal distortion constant and H is the anharmonicity constant. All
the single primed and double primed values denote the upper and lower states
respectively. The same equation can be applied for the P, Q and R branches by
simply altering the values of J0 and J00 as mentioned in section 2.3.
4.1.2 Modelling of Absorption Line Strengths
Once the position of the line transitions were determined, the individual rotational
line strengths, S(T)[cm 1/molecule cm 2] were computed using equation 4.2
Sv+r(T) = [
Ev+r
 o
][
S0
vLJ00lEJ00FJ00
QR
][1   exp(
 hcEv+r
KT
)] (4.2)
where S0
v is the rotationless band strength from HITRAN, LJ00l is the Honl-London
factor, EJ00 is the Boltzmann distribution, FJ00 is the Herman-Wallis factor, T is
the temperature, 296K, K is the Boltzmann's constant, h is the Planck's constant,
c is the speed of light and QR is the rotational partition function.
The probability of a transition is not a constant but depends on the number of
available degenerate levels in the upper transition state and this is represented by
the Honl-London factor which gives the number of participating rotational levels
at a given value of J00. This is given by
L
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J00 (4.3)
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J00 + 1
(4.5)
where the superscripts P, Q and R denote the respective branches.
Herman-Wallis factor accounts for eects such as Fermi Resonance, Coriolis Inter-
action and Centrifugal Distortion that arise from the interaction between rotation
and vibration which may alter the bond strength. For P and R branches, this is
given by
FJ00 = (1 + a1m + a2m
2 + a3m
3)
2 (4.6)
where m equals -J00 for P branch and J00+1 for R branch. For a Q branch, theChapter 4 Computational Studies and Analysis 29
Herman-Wallis factor is given by
FJ00 = (1 + b2m
2)
2 (4.7)
where m is equal to J00. Here a1, a2, a3 and b2 are the Herman-Wallis coecients.
The intensity of a transition line depends on the population of the lower transition
level. The population of a rotational level is related to the rotational partition
function QR which is a normalising factor that is used to give a constant intensity
as the intensity distribution varies with temperature. Thermal distribution EJ00 is
given by
EJ00 = exp
B00hcJ00(J00 + 1)
KT
(4.8)
For rigid harmonic oscillators at normal temperatures, the partition function can
be expressed as[58]
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For small B and large T, the rotational partition function can be evaluated using
a simpler expression[58] given by
QR =
KT
Bhc
(4.10)
Both equations 4.8 and 4.10 when combined alters the intensity prole of each
rotational line depending upon the change in temperature. The vibrational contri-
bution to the partition function Qv can be easily evaluated if anharmonicities are
neglected. These can be neglected safely only for lower vibrational levels for which
the neglect of the interaction of vibration and rotation is also permissible. This
has been included in the rotationless band strength S0
v obtained from HITRAN
database.
4.1.3 Line Shapes
The nal step is to develop the line shape. IR absorption does not take place
at one single frequency but it has a measurable width. At normal pressures of 1
atm, this width is mainly due to collisional broadening and is described by the
normalised Lorentzian function as given in equation 4.11
fL( o) =
=
[( o   Ev+r)2 + 2]
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where  is the pressure broadening coecient or the half line width at half intensity.
However, at low pressures, Doppler eect becomes the dominant broadening factor
and this results in a Gaussian line shape. In the present case, Lorentzian line shape
is considered since the study is carried out at atmospheric pressures.
The above procedure is followed for each of the transitions being considered and
nally the line strength is multiplied with the line shape taking into account con-
tributions from other lines whose Lorentzian tail will signicantly increase the
intensity. This product then represents each rotational line's wavenumber depen-
dent absorption coecient. These are then summed together to obtain a continu-
ous branch prole. This is repeated for the P, R and Q branches as required and
nally added together to get the complete CO2 spectrum. The same procedure is
repeated for both the isotopomers but with dierent constants as provided by the
HITRAN database[57]. The entire modelling work was accomplished by writing
MATLAB codes (see Appendix B). The overall absorption spectrum for both the
isotopomers in the 4.3 m region present in their natural abundance is shown in
gure 4.1. Henceforth 12CO2 and 13CO2 will be referred to as C626 and C636
respectively, as shown in the gure, for convenience. This spectrum was simulated
at a standard temperature and pressure of 296K and 1 atm using a data resolu-
tion of 0.005 cm 1. As seen in the gure, C636 has a much reduced absorption
because its isotopic abundance is almost 100 times lower than C626. It can also
be observed that the R branch of C636 has been distorted due to the saturated
absorption from the P branch of C626.Chapter 4 Computational Studies and Analysis 31
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Figure 4.1: Simulated overall absorption spectrum of C626 and C636
4.1.4 Validation of the Model
Before the spectroscopic model developed can be used to perform simulation stud-
ies to predict the instrument responses, it needs to be tested for its accuracy. The
accuracy of the model was determined by comparing the line positions and inten-
sities obtained from the model with those obtained from the HITRAN database.
Results of these comparisons showed excellent agreement between the two as rep-
resented by gures 4.2 and 4.3.
Figure 4.2 shows the error in line positions for P and R branches of C626 funda-
mental transition. As can be seen, the maximum error is around 0.00004 cm 1
which translates to roughly 1.2 MHz. Considering that the average rotational line
width of a C626 fundamental transition at FWHM (full width half maximum) is
about 4.8 GHz, this error is only about 1/4000th of a typical line width indicating
the high accuracy of the model.Chapter 4 Computational Studies and Analysis 32
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Figure 4.2: Error in line position for P and R branches of C626 fundamental
transition
Figure 4.3 shows the percentage error in line strengths for C626 fundamental
transition. Near the branch's maximum intensity (J=16), the error is around
0.02% which rises to about 0.8% for J=60. Since rotational lines from J(0) to
J(60) cover about 99.9% of the branch intensity distribution, it can be safely
concluded that majority of the branch has been modelled to a high degree of
accuracy. Similar results were also obtained for C636 fundamental and other hot
band transitions. Hence a highly reliable and accurate spectroscopic model has
been developed which can be used for further simulation based studies.
The eect of varying temperature and pressure on the absorption prole of CO2
can also be seen from the spectroscopic model as further proof of its validity and
reliability. Let us rst examine the eect of increased pressure on the absorption
spectrum. If pure CO2 is considered, then an increase in gas pressure will lead
to an increase in the number of molecules. This causes increased collisions be-
tween the various molecules which eventually leads to pressure broadening of the
rotational lines. For CO2, the pressure broadening rate is about 7 MHz/Torr or
0.17 cm 1/bar. Since the integrated area under the line is representative of the
number of molecules, an increase in pressure will result in broadened line widths
but having the same peak intensity so as to have an increase in overall area under
the curve. This fact is shown in gure 4.4 and the increase in line width is about
0.08 cm 1 on one side which gives a total increase in line width of 0.16 cm 1. ThisChapter 4 Computational Studies and Analysis 33
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Figure 4.3: Error in line strength for P and R branches of C626 fundamental
transition
is very much in agreement with the predicted value and is further testimony to
the accuracy of the model.
A change in temperature also alters the absorption band prole of the gas under
investigation. In the case of fundamental transitions, increase in temperature shifts
the peak towards higher J rotational lines, which is towards lower wavenumbers
for P branch and higher wavenumbers for R branch. This is clear from gure 4.5.
It can also be seen that the lower rotational lines get weaker whereas the higher
rotational lines get stronger.
4.2 Channel Spectral Proles
The next step towards the realisation of a working instrument was to develop a
model for the complete device by integrating the various individual components.
Such a model when fully developed will exhibit all the properties and behavioral
characteristics of the nal instrument. This is necessary to perform instrument
response simulations and characterisation. The basic instrument setup was shown
earlier in gure 3.3. Values of key parameters such as concentration of gas cells and
lter cells and their optimum lengths were determined for a balanced transmission
in both the channels. Considering 4% of human exhaled breath is made of CO2[59],Chapter 4 Computational Studies and Analysis 34
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Figure 4.4: Figure showing pressure broadening eect in pure C636 J(40).
Increased pressure leads to broadening of the line with the same peak intensity
leading to an increase in the overall area under the curve
concentration of 13CO2 is 1.18361016 mol/cm3 and that of 12CO2 is 1.0641018
mol/cm3 at STP. With a broadband infrared source at 674K (which corresponds
to a peak emission wavelength of 4.3 m), it was found that a 12-channel cell
pathlength of 0.1 cm will require a 13-channel cell pathlength of 10.245 cm in
order to achieve balanced absorption along both channels. Both the lter cells
had an eective concentration (lengthconcentration) of 3.7661019 mol/cm3 at
100% isotopic purity. The IR lter was assumed to be a square pass band lter
having a pass band covering the entire IR region over which CO2 absorption has
been modelled i.e. from 2167.7 cm 1 to 2391.7 cm 1 or from 4.18 m to 4.61 m.
Using these values, codes were written for instrument response simulations. The
transmission spectrum for both the lter and sample cells were rst developed to
give a better understanding of the utility of lter cells and how it avoids channel
cross-sensitivity.Chapter 4 Computational Studies and Analysis 35
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Figure 4.5: Eect of temperature increase on band prole for C636 funda-
mental
Figure 4.6 shows the 12-channel lter and sample cell spectral prole. Similarly
gure 4.7 represents the 13-channel spectral proles for the lter and sample cells.
The distortion of C636 R branch by saturated C626 P branch can be clearly seen
in gure 4.7(B).
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Figure 4.6: Simulation of 12-channel lter cell transmission prole containing
100% pure C636(A) and overall channel transmission prole(B)Chapter 4 Computational Studies and Analysis 36
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Figure 4.7: Simulation of 13-channel lter cell transmission prole containing
100% pure C626(A) and overall channel transmission prole(B)
4.3 Simulation of Spurious Results
Various sources of interferents were identied[26] that will produce spurious results
by generating apparent delta. These spurious results reduce the accuracy and
sensitivity of the instrument and will result in false positive or false negative
results which will have greater repercussions for the patient, apart from reducing
the specicity of the instrument. With the development of an instrument model,
simulations were performed to evaluate the eect of these interferents individually
on the nal delta value. Based on these results, proper control measures can be
put in place to ensure reliability of the diagnostic result. The results are detailed
below.
4.3.1 Eect of Source Temperature Stability
For the blackbody radiation to have a peak value at 4.3 m, the source should
ideally be at 674K. A deviation from this temperature will only alter the equilib-
rium 13-channel pathlength required for balanced absorption but it will have no
eect on the nal delta value as long as the same source temperature is maintained
throughout the course of the experiment. This can be attributed to the inherent
ratio nature of the system and can be proved by measuring the equilibrium lengths
required for dierent source temperatures as shown in gure 4.8.
From the gure it is evident that as source temperature increases the optimum
13-channel cell length required decreases. At rst glance this seems strange sinceChapter 4 Computational Studies and Analysis 37
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Figure 4.8: 13-channel cell length required for equilibrium absorption at var-
ious source temperatures
an increase in source temperature will cause the blackbody curve to shift towards
the lower wavelength region implying greater C626 absorption. Hence in order
to balance out the intensities from both channels the 13-channel cell length will
also have to be increased which is contrary to what the gure shows. The rea-
son for this can be understood if one takes into account the complete absorption
process sequentially starting from the lter cells. For this purpose the following
arrangement was considered. Let I1 and I2 be the infrared intensities emanating
from the pure C-13 and pure C-12 lter cells respectively and let I3 and I4 be the
intensities from the 12-channel and 13-channel sample cells respectively. Simula-
tion studies were performed to determine the ratio of intensities I1/I2 and I3/I4
at various source temperatures and gure 4.9 shows the results. At temperatures
below 674K, the blackbody curve shifts towards the higher wavelength C-13 region
and hence there will be greater absorption in the 12-channel lter. As a result I1
will be less than I2 and the ratio I1/I2 will be less than one. Since the sample cell
lengths have been chosen for equilibrium absorption, I3/I4 will also be less than
one. In order to bring the system back to balance, the 13-channel cell length will
have to be increased beyond 10.245 cm to bring down I4, as shown in gure 4.8.
At temperatures above 674K, the reverse process takes place with increased 13-
channel lter absorption and a subsequent decrease in 13-channel cell length for
balanced absorption. It can be noted that at 674K, I1/I2 is still slightly less than
one. This is due to the fact that the blackbody curve is not exactly symmetricalChapter 4 Computational Studies and Analysis 38
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Figure 4.9: Ratio of IR intensities from both the channels at various temper-
atures
around 4.3 m and hence resulting in more C636 absorption. However, this oset
is compensated for by choosing appropriate cell lengths for both the channels so
that I3/I4 is exactly equal to one.
However, if the source temperature varies between the basal and sample tests,
it will result in serious apparent delta values as shown in gure 4.10. Here the
basal temperature was maintained at 674K but the experimental temperature was
varied from 550K to 1000K. Figure 4.11(A) shows us that at 674K, a temperature
change of 1K produces an apparent delta of about 2.5‰ or in other words, source
temperature has to be stabilised to around 0.4K for a 1‰ precision. The source
temperature is currently set by controlling the voltage supplied to it from the
power supply. If the source temperature uctuation is beyond permissible limits,
active temperature control using a thermistor or RTD will be required in order to
eliminate apparent delta values that will give rise to spurious results. However, if
we were to operate the source at higher temperatures, it seems that the apparent
delta produced by 1K change decreases in a more or less linear fashion. This
is clear from gure 4.11(B) where 1‰ is produced by a temperature change of
about 0.65K when source temperature is 1074K. This indicates that operating the
source at higher temperatures is more benecial as it slightly eases the constraints
imposed by source temperature stability.Chapter 4 Computational Studies and Analysis 39
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Figure 4.10: Apparent delta due to source temperature variation with a basal
temperature of 674K
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Figure 4.11: Apparent delta produced by 1K shift in source temperature(A)
and maximum tolerable temperature shift for 1‰(B)
Operating the source at higher temperatures will cause the equilibrium 13-channel
cell length to decrease as shown in gure 4.8. This is due to the shifts in the
blackbody curve with temperature as shown in gure 4.12. For ease of comparison,
exitance has been normalised in the gure. It can be seen that at temperatures
below 674K, there is a signicant change in the shape of the curve that falls within
the IR lter window, with respect to the reference curve shape at 674K. At higher
temperatures, the shift is not so severe. This explains the reason for the dramatic
change in the equilibrium cell length required for temperatures below 674K asChapter 4 Computational Studies and Analysis 40
evidenced from the steep slope of the curve in this region in gure 4.8.
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Figure 4.12: Blackbody curves with normalised exitances at various temper-
atures
4.3.2 Etalon Temperature Stability
Another source of spurious results investigated by Manseld[26] was etalon tem-
perature eect. The windows for the lter and sample cells act as low nesse
etalons producing multiple beam interference. This leads to modulation of the
transmitted intensity of infrared radiation as given by equation 4.12
I=I0 =
1
1 + F sin2 =2
(4.12)
where F is the nesse and  is the phase dierence. Figure 4.13 shows the modu-
lation of transmitted intensity by etalon fringe eects.
If the temperature of the windows remain the same throughout the course of the
entire test, these fringe eects will be ratioed out as background. However, a
change in the temperature during the course of a test will shift the fringes causing
a change in the delta value.Chapter 4 Computational Studies and Analysis 41
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Figure 4.13: Modulation of transmission spectrum by etalon fringes at 296K
for a 2mm thick calcium uoride window
Fringe shift for CaF2 windows is shown in gure 4.14. Maximum modulation of
the transmission, T% takes place over one FSR (Free Spectral Range which is the
distance between two peaks) and TFSR is the temperature required to move over a
distance of 1 FSR. Among the various window materials commonly used, uorides
are considered to be a better choice due to their higher TFSR and lower cost.
Modulation of delta in the case of CaF2 is shown in gure 4.15 indicating a TFSR of
around 18K. A solution to this problem is to wedge the face of the window thereby
introducing a deliberate dierence in thickness. The phase dierence induced
produces Fizeau fringes that incoherently add up to give almost no interference.
The wedge angle depends on the optimum number of fringes that will minimise
this eect and this is represented by equation 4.13. The upper limit of wedge angle
is set by the resultant optical deviation.
 =
N=2
na
(4.13)
where N is the number of fringes, a is the window thickness and n is the refractive
index of the medium. For CaF2, it was shown that a wedge angle of 0.82 mrad
producing 10 fringes was ideal[60].Chapter 4 Computational Studies and Analysis 42
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Figure 4.14: Etalon shift due to temperature variation in calcium uoride
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Figure 4.15: Modulation of delta due to etalon temperature instability for
calcium 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4.3.3 Eect of Ambient Temperature and Pressure
Temperature and pressure inside the cells were also found to aect the observed
delta as they will alter the absorption prole of CO2. Simulations were performed
by changing the temperature of the cells between the basal and sample tests as-
suming thermal equilibrium among the cells themselves. The basal temperature
was maintained at 296K and the sample test temperature was then gradually var-
ied. The results are shown in gure 4.16. It can be seen that a change of 1K in
temperature produces a change of -2.1‰. This implies that in order to restrict the
delta variation to 1‰, cell temperature stabilisation of 0.5K is required. In order
y = -2.1662x + 1.5047
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Figure 4.16: Eect of ambient temperature variation on apparent delta
to monitor real time cell temperature variations, a temperature sensor LM35CZ
(c.f. Figure A.1) will be attached to the walls of the lter and sample cells. The
signal from the sensor can be used to perform calibrations in real time in case the
temperature uctuation exceeded permissible limits. Further analysis and control
measures will be devised after observing real time variations of temperature.
Pressure eects were also studied by running simulations at various pressures and
the results are presented in gure 4.17. Average uctuation in pressure is about
1-2 mbar/hr which will result in a change of only 0.4‰. Since the eect of am-
bient pressure was much less signicant, it was decided that no pressure controls
are necessary although a monitoring of the cell pressures will be done. The pres-
sure in the lter cells remains constant as it remains sealed once lled with theChapter 4 Computational Studies and Analysis 44
pure isotopomer. During the lling process, pressure gauges will be employed to
regulate the ow. However, for the sample cells, a pressure sensor SDX15A2 (c.f.
Figure A.2) from Sensym will be connected to the gas delivery tubes that enter the
sample cells. This will help to constantly monitor any abrupt pressure uctuations
although they are unlikely.
y = -0.3314x - 0.0096
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Figure 4.17: Eect of ambient pressure variation on ambient delta
4.3.4 Water Vapour Eects
Presence of moisture or water vapour in the cells can cause problems in the form
of additional spectral features and it can also pose problems for the optical com-
ponents such as windows. A study of the line strengths of H2O and CO2 was
done in the region 2200 cm 1 to 2400 cm 1. All C626 lines were much stronger
than the water lines present in the dened IR region. For C636, lines up to P(50)
were found to be at least ve times stronger than the H2O lines. Hence water
vapour does not pose any problems that will result in apparent delta and generate
spurious results. However, anti-condensation mechanisms in the form of molecular
sieves such as Drierite (CaSO4) will be used to ensure better protection for the
optical windows. These Drierite beads will be inserted into the delivery tubes that
carries the breath sample to the gas cells thereby absorbing any moisture content
in the breath sample and making the gas cells moisture free.Chapter 4 Computational Studies and Analysis 45
4.3.5 Background CO2
Fluctuation of CO2 concentration in the non-sample pathlength (nsp) will also
result in spurious results. This is more serious in the case of C-12 channel due to
high natural abundance of C-12. It was found that a nsp of 20 cm with ambient
CO2 level of 1200 ppm (considering a poorly ventilated room) has an eective
concentration that is 6 times greater than the sample cell[26]. Thus it is essential
to purge the instrument beam path. This can be done using a purge of dry N2
gas having a purge quality of less than 2 ppm. This will make the nsp eective
concentration 100 times less than that of the sample cell. Another important
issue involved is that of purge stability. A variation in purge quality will upset
the balanced transmission of the two channels with greater eect on the C-12
channel. It was determined that a compromise between nsp and purge stability
was required. Greater the nsp, better the purge stability required. A typical nsp
of around 30 cm will require a purge stability of better than 0.1 ppm for an
apparent delta tolerance of less than 1‰ [26]. Another way of circumventing this
problem of background CO2 is to use a CO2 absorber material such as Ascarite.
Since the whole instrument will be enclosed from all sides, a layer of Ascarite can
be placed within the walls of the instrument cover. This will ensure that the nsp
is always free from background CO2. This avoids all the complexities involved in
using a dry N2 purge, although it will necessitate replacement of the Ascarite layer
once it has been fully replaced by sodium carbonate. Besides, the use of materials
that emit less amounts of CO2 for the various components and ttings within the
instrument such as the tubings will also help to keep the nsp free from background
CO2.Chapter 5
Component Development and
Characterisation
5.1 Source Characterisation
An IR broadband source IR-12 (c.f. Figure A.8) from Scitec was chosen as the
blackbody source. It had a thermocouple probe attached to it for accurate mon-
itoring of the source temperature. The source has a peak operating temperature
of about 1074K when driven at 4.5 V/1.8 Amps. In order to characterise this
blackbody source, its output power was measured as a function of source tem-
perature. For this purpose, an IR detector LTIQ2 (c.f. Figure A.9) from Scitec
was used. The detector was tted with a CaF2 window and had a responsivity
of 250 V/Watt and a detectivity greater than 8.0108 cmHz1=2W 1. The source
was chopped at 30 Hz and was placed 7.5 cm, 9.0 cm, 10.0 cm and 12.5 cm away
from the detector. The measurements are shown in gure 5.1. The temperature of
the source was measured by using the attached thermocouple probe and a digital
thermometer.
The gure shows that the output of the detector varies in a quadratic fashion with
respect to the source temperature in contrast to a fourth power variation according
to Stefan-Boltzmann law which is expected in an ideal case. The law states that
the total radiant exitance emitted from a unit surface area of a blackbody, Me(T),
is directly proportional to the fourth power of the blackbody's temperature, T.
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Figure 5.1: Characterisation of blackbody source by measuring source exi-
tance as a function of source temperature
That is,
Me(T) = T
4 (5.1)
where  is the Stefan-Boltzmann constant. This law, however, is based on the as-
sumption that the blackbody under consideration is a true blackbody with emis-
sivity equal to 1, which is not valid under the present circumstances. Besides,
absorption in the mean pathlength between the source and the detector also needs
to be considered during practical test conditions. As a result, deviation from the
law is expected which explains the observed quadratic dependance rather than a
fourth power dependance. The detector linearity was also checked by calculat-
ing 1/r2 fall o of the detector output. There was good agreement between the
expected and experimental values for 7.5 cm and 9.0 cm.
However, the most critical evaluation for the source is its temperature stability
since any uctuation in the source temperature greater than 0.4K during the
course of the experiment will aect the overall accuracy of the instrument. For
this purpose, simulations were performed to calculate the approximate detector
output for the conguration shown in gure 5.2.
L1 and L2 are CaF2 plano-convex lenses having a focal length of 10 cm each thatChapter 5 Component Development and Characterisation 48
Lock-in DC output
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Figure 5.2: Setup used to study source temperature stability
will nally form part of the complete design. L1 collimates radiation from the
source, S, whereas L2 focusses it on to the detector, D. The source and detector
were placed at the focus of these lenses as shown. An IR band pass lter, IF,
from FK Opticals was placed just after L1 since it is be better for a collimated
beam to be passed through the lter. More on this lter will be discussed in the
next section. The distance between the two lenses was about 30 cm which will
roughly be the case in the nal instrument setup, giving enough room for the lter
and sample gas cells. A chopper running at the proposed chopping frequency of
10 Hz was placed in front of the detector. Optical alignment of the components
was checked using a laser beam. The output of the detector was fed to a lock-in
amplier to extract the DC signal to get a measure of source temperature stability.
Power loss due to optics and beam divergence was incorporated in the simulation
codes to calculate the output voltage from the detector. Figures 5.3 and 5.4 show
the recorded waveforms at 1074K and 774K. The waveform at 10 Hz is the detector
output and the DC signal on top is the output of the lock-in amplier. For 1074K,
the experimental detector output of 27.50 mV was in excellent agreement with the
calculated value of 27.9 mV. At 774K, deviation of the experimental value of 5.77
mV from an expected value of 7.0 mV was observed implying better agreement at
higher temperatures. This may be because at 774K, the source is being operated
at a temperature close to the shorter end of its operating range and hence the
deviation in its performance. Besides, at temperatures close to 674K, the detector
signal is more sensitive to variations in ambient CO2 levels since the peak of the
blackbody curve coincides with the 3 absorption mode of CO2. But the pointChapter 5 Component Development and Characterisation 49
of real interest was the source stability as represented by the DC output from
the lock-in. At both the temperatures, the DC line was adequately stable and
remained constant over the entire period of observation which was 20 minutes.
Figure 5.3: Source stability check at 1074K
Figure 5.4: Source stability check at 774K
For a more quantitative analysis of source stability, the standard deviation of the
DC values at 774K and 1074K were calculated. When converted to absolute tem-
perature scale, these standard deviations provide a measure of source stability. It
was found that at 1074K, this value was about 0.3K whereas at 774K, the sta-
bility was even better with a standard deviation of less than 0.05K. This clearlyChapter 5 Component Development and Characterisation 50
demonstrated that the IR-12 source under test was adequately stable and met
the stability criteria for our instrument by a good measure. Hence it was con-
cluded that no special control measures for stabilising the source was needed at
the moment and this concluded our source stability analysis.
5.2 Infrared Interference Filter
As discussed in chapter 4, the interference lter IF to be used in the instrument
should ideally have a passband ranging from approximately 4.1 m to 4.6 m,
thus covering almost 99% of the total band strength for CO2. This particular
infrared region is most suitable for our application as it is relatively free from other
interfering compounds that have coincident absorption bands. One such lter was
obtained from FK Opticals which had a passband from 4.1 m to 4.5 m with a
central wavelength of 4.3 m. The transmission prole of the lter was obtained
from an FTIR spectrometer and is shown in gure 5.5. To get a clearer picture, the
lter prole was superimposed over the C12 and C13 absorption proles as shown
in gure 5.6. The lter had a transmission greater than 60% in the passband
region and fully blocked the out of band regions.
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Figure 5.5: Interference lter transmission prole recorded using a FTIRChapter 5 Component Development and Characterisation 51
2150 2200 2250 2300 2350 2400 2450 2500
0
0.2
0.4
0.6
0.8
1
Wavenumber, cm
−1
A
b
s
o
r
p
t
i
o
n
,
 
a
r
b
 
u
n
i
t
s
C636
C626
filter
Figure 5.6: Filter prole superimposed over C12 (C626) and C13 (C636)
absorption proles
5.3 Gas Cell Design and Construction
5.3.1 Isotope Correlation Filter Cells
The proposed two channel IR spectrometer requires four gas cells in all. Each
of the two channels has two gas cells, an isotope correlation lter (ICF) cell for
enhancing selectivity and a sample gas cell containing the breath sample. The
ICF cell in the 12-channel will contain pure 13CO2 while the ICF cell in the 13-
channel will contain pure 12CO2. The optimum ICF eective concentration (which
is concentration times pathlength) for these lter cells was found to be 3.7661019
mol/cm3[26] at 100% isotopic purity. This is equivalent to a pathlength of around
1.4 cm for these ICF cells. The length of these cells depends on the isotopic purity
of the constituent isotopomer. A preliminary enquiry revealed that obtaining ultra
pure 13C labelled CO2 will be very expensive. However, the prices come down to
a reasonable level at 99% isotopic purity. Hence if we consider 99% purity for
the 12-channel ICF cell, its pathlength will increase slightly to 1.41 cm so as
to maintain the required eective concentration of 3.7661019 mol/cm3. Using
99% isotopic purity in the ICF cell will have no adverse eect on the working
of the instrument. The only consequence of using reduced purity is a change
in the optimum 13-channel sample cell length. This will deviate from the actualChapter 5 Component Development and Characterisation 52
10.245 cm required for balanced absorption. A simulation revealed that decreasing
isotopic purity resulted in a decrease in the 13-channel equilibrium cell length as
shown in table 5.1. In the case of 13-channel ICF cell, this will not be a problem
13C Purity, % Equilibrium Cell Length, cm
100 10.245
99 10.077
98 9.91
97 9.741
95 9.402
Table 5.1: Equilibrium cell length for dierent 12-channel ICF purity levels
since 12C labelled CO2 is available with very high purities of 99.95% at reasonable
costs. Using these dimensions, the two ICF cells were made with provisions for
valve connections at the top. These cells were then tted with specially wedged
CaF2 windows which were purchased from EKSMA. These windows were 38.0 mm
in diameter and had a deliberate wedge of around 4.0 min (1.16 mrad) to overcome
the eect of etalon temperature instability as discussed previously in section 4.3.2.
The windows were glued on to the cells using a special ECOBOND adhesive whose
constituents were mixed in the appropriate ratio so as to make it slightly exible.
The circular frame into which the windows t were made of brass since brass had a
thermal expansion coecient similar to that of CaF2 thereby reducing the chances
of the window snapping along its cleavage lines due to thermally induced stress.
A mechanical drawing of the ICF gas cell body has been included in the appendix
for reference(c.f. Figure C.1).
5.3.2 Sample Gas Cells
The sample gas cells will hold the breath samples in both the channels. As dis-
cussed previously, at 674K, the length of these cells will be 0.1 cm and 10.245
cm for the C626 and C636 channels respectively. These lengths are roughly in
the ratio of the absorption strengths of C626 and C636 and will hence ensure a
balanced absorption in both channels. A sketch of the 1 mm 12-channel cell is
provided in gure 5.7.
The design is simple and straightforward apart from the fact that the gap between
the two end windows was just 0.1 cm. Provisions for gas inlet and outlet were
made on either side of the circular frame that holds the windows. 4 mm PFAChapter 5 Component Development and Characterisation 53
Figure 5.7: 1 mm gas cell for C-12 channel
tubes were connected to the cell using brass push-in ttings. The CaF2 windows
were then glued on to the cells as before.
The design for the longer cell in the 13-channel was more complicated. One of
the major features of the proposed instrument is its ability to maintain balanced
absorption in both channels by virtue of a unique feedback mechanism where the
length of the 13-channel cell is constantly adjusted to obtain null output from the
detector. Such a condition is indicative of an equilibrium in channel absorptions.
A delta value of 1‰ requires a 70 m change in length whereas 100‰ will require
the cell length to be changed by about 7 mm. Hence the design of the longer gas
cell had to provide for adjustable pathlength. This was accomplished by having
a section of the cell body made of edge welded bellows. As mentioned earlier,
for a source temperature of 674K, the equilibrium cell length was about 10.245
cm for 100% isotopic purity in the ICF cells. However, if the source was driven
at higher temperatures, the length decreases to about 4.6 cm at 1074K. In order
to ascertain any other secondary eects this decreased cell length might have, a
calculation of the signal strength falling on the detector was made taking into
account all possible sources of power loss such as reection and divergence losses.
The specications of the source and detector as found in the data sheets were
used for this purpose. The dierence in the channel intensities due to 1‰ wereChapter 5 Component Development and Characterisation 54
calculated and shown in table 5.2.
Temperature, K Dierence in Channel Intensities, nW
674 0.50
874 1.20
1074 1.97
Table 5.2: Dierence in channel intensities for 1‰ at various source temper-
atures
It can be seen that as the temperature increases there is greater dierence in the
channel intensities making it easier for detection. This is due to the change in
the shape of the blackbody curve with respect to the absorption prole of the two
isotopomers which can also be deduced from the series of blackbody curves that
were plotted in gure 4.12. Also the relative change in length at various delta
is the same for both 674K and 1074K as seen from the slope of the curves in
gure 5.8.
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Figure 5.8: Relative change in cell length for various delta at dierent tem-
peratures
Thus responsivity of the measurement system will not be aected by increased
source temperature. Hence it is benecial to drive the source at higher tempera-
tures, say 1074K, implying that the 13-channel cell length will have to be reduced
to about 4.6 cm. However, it was decided to initially carry out tests at 674K asChapter 5 Component Development and Characterisation 55
decreasing the free length of the cell is always possible at a later stage. Hence the
free length of the whole tube was set at about 10 cm with a stroke of 25 mm to
be provided by the bellows section. This implies that the length of the tube can
be eectively varied from about 8.5 cm to 11.0 cm thereby covering the required
range of lengths for reasonable delta values. The tube section was purchased from
Nor-Cal UK. Some additional changes to the tube section were made in order to
house the end windows. With the addition of windows, the total length of the
gas cell can be varied from 9.5 cm to 12 cm. A sketch of the gas cell is shown in
gure 5.9.
Figure 5.9: Variable length gas cell in the 13-channel with micrometer ar-
rangement
As seen in the gure a special arrangement consisting of a single axis translation
stage was incorporated into the cell structure to provide the necessary cell length
manipulation. The micrometer connected to the linear translator will eventually
be driven by a motor that will form part of a position control feedback mechanism
that derives its error signal from the phase sensitive detector connected to the
pyroelectric detector. A screw arrangement was also provided for adjusting the
horizontal alignment so that the end windows remain parallel to each other.Chapter 5 Component Development and Characterisation 56
5.4 Phase Locked Optical Choppers
5.4.1 Electronic Phase Locking
The use of two synchronised optical choppers as a substitute to beam splitters was
briey mentioned in chapter 3. Beam splitters are frequently employed in many
optical instruments in order to split the incoming light or to combine light from two
dierent channels. Such a scheme works well in most cases and their simplicity is an
added advantage. However, in our application, beam splitters pose certain issues
and problems that are further compounded by the highly sensitive and low power
signal detection nature of the measurements involved. Beam splitters normally
used are 50:50 beam splitters where only 50% of the input power is received at
the output. The use of two such beam splitters, one for splitting and directing the
beams along the two channels and the other to recombine and redirect them onto
the detector, will reduce the amount of power falling on the detector by 75% or a
factor of 4. This 75% loss in optical power will reduce the S/N ratio at the detector
which is undesirable. Secondly, beam splitters in the mid infrared region are quite
expensive and the use of two such beam splitters will not be a good choice for a
low cost diagnostic instrument. Besides, polarisation related problems in the form
of slightly dierent reectances for the s and p polarised light will result in slightly
dierent intensities of infrared radiation falling on the detector, thereby upsetting
the balanced nature of the system and giving rise to spurious delta. Such small
variations will have a profound eect on the nal outcome since we are precisely
looking for such small variations to detect changes in the isotopic ratio.
All this led to an alternative idea of using synchronised optical choppers that also
act as mirrors. As discussed in section 3.5, two such optical choppers, one at the
input and the other at the output, will perform the same task as the beam splitters.
Two sets of three blade choppers were thus designed and made from aluminium.
The blade surfaces were lapped and then polished using a diamond compound in
order to make them reective. One such chopper is shown in gure 5.10.
As seen in the gure, the edges of the blades were deliberately cut back by 45
so as to prevent light from being reected o these edges. This was be necessary
since the choppers were inclined at an angle of 45 with the optical axis. The
choppers were mounted on two low inertia dc servo motors from McLennan (c.f.
Figure A.10, Figure A.11) with built in encoders for feedback purposes. The next
step was to phase lock them such that both the motors have the same choppingChapter 5 Component Development and Characterisation 57
Figure 5.10: Three blade reective chopper
frequency of 10 Hz but are 180 out of phase. Referring to gure 3.3 in chapter
3, when C1 alternatively reects light along the C-12 channel and transmits light
through the C-13 channel, C2 being in anti-phase with the rst, will alternatively
transmit light from the C-12 channel and reect light from the C-13 channel. This
ensures synchronous detection of the two channel intensities without any loss of
power. At any given time, the detector receives light from only one of the two
channels. Hence it is essential to maintain a phase locked relation between the two
choppers. In order to obtain a more quantitative information about the extent of
phase lock required and the eect of a phase perturbation, the intensity prole
of the two channels had to be computed. To get this intensity prole, it was
necessary to develop a mathematical expression to dene the area of the beam
that is exposed as the chopper blades sweep across it. This can be pictorially
represented by gure 5.11.
Consider a beam diameter of radius r with the centre at point O fully blocked
by a chopper blade whose edges are formed by CP and DP where P is the centre
of the 3 blade chopper. Let length of OP be equal to R. This represents a case
where the entire beam diameter ts perfectly within the reecting surface of the
chopper blades. As the chopper rotates, a a part of the beam is exposed and falls
on the detector and this is represented by the shaded portion with AP forming
the new position of the edge CP. Hence, the area of the shaded portion is required
to compute the intensity of light falling from each channel and their combinationChapter 5 Component Development and Characterisation 58
A
D
P
C
O
B
E
r
R
a
a
f
q
Figure 5.11: Diagram representing the IR beam being chopped by one of the
chopper blades with the shaded area being the exposed portion
then gives the total intensity falling on the detector. Referring to gure 5.11, for
a 3 chopper blade with 1:1 mark to space ratio,
\CPD = 60
\OPD = \OPC = 30
OP = R
OA = OB = OC = r which is radius of the beam.
Let \CPA = .
) \APO = 30 -  = 
From 4OEP, \OEP = 90, since 4AOB is an isosceles triangle.
) OE = Rsin
From 4OPC, sin30 = r/R
) R = 2r, which is true if the beam ts perfectly between the chopper blades.
From 4OEB, EB =
p
r2   OE2 =
p
r2   R2sin2Chapter 5 Component Development and Characterisation 59
) AB = 2
p
r2   R2sin2
Now area of the segment (shaded portion) = area of sector AOB - area of 4AOB.
Area of sector AOB = 1/2  r2  2 = r2 = r2cos 1(Rsin/r) | A
Area of 4AOB = 1/2  AB  OE = 1/2  2
p
r2   R2sin2  Rsin
=
p
r2   R2sin2  Rsin | B
) Area of segment = A - B
Area of segment = r2cos 1(Rsin/r) -
p
r2   R2sin2  Rsin = fn(R,r,)
By using the above expression for the area of beam exposed, it was possible to
plot the intensity prole of the two channels as a function of chopper position as
shown in gure 5.12.
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Figure 5.12: Channel intensities at 180 phase shift. The top graph shows the
intensity prole of the individual channels and their sum whereas the bottom
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Here the top graph shows the intensities of both the channels individually and their
combination falling on the detector as one chopper blade completely sweeps the
infrared beam i.e. the beam goes through a full cycle of being fully transmitted to
fully reected. The bottom graph is the FFT of the overall sum intensity showing
the frequency components. As seen, when the two choppers are exactly 180 out
of phase, the total intensity falling on the detector remains a constant value and
the FFT shows a peak at DC or 0 Hz. As a result, the detector gives a null output
since it responds only to changes in input intensity. This is the ideal condition.
However, if a slight perturbation in the phase lock is present, thereby shifting the
phase relation from 180 to 180+, the combined intensity falling on the detector
will assume a more sinusoidal shape indicating the presence of harmonics in the
FFT. This is shown in gure 5.13 where the phase shift is 185. The chopping
frequency was assumed to be 30 Hz. The small bumps at 60 Hz, 90 Hz and 120
Hz are the even and odd harmonics that will be picked up by the detector. In a
similar fashion, the intensity amplitude at dierent values of  were computed for
the various harmonics as shown in gure 5.14. Here w represents the fundamental
frequency of 30 Hz. As observed from gure 5.14, initially the second harmonic 2w
dominates but very soon the fundamental increases sharply almost in a quadratic
fashion. The even and odd harmonics will be ltered out by the phase sensitive
detector and what remains is the fundamental w. The next step is to nd the
maximum value of  that can be tolerated which gives rise to an unbalance in
channel intensities equivalent to the one produced by a 1‰ 13C enrichment. On
the basis of the above obtained results, this was found to be around 0.3. Hence
this clearly implies that a very tight and stable phase lock is required to eliminate
any spurious results and achieve a high precision.Chapter 5 Component Development and Characterisation 61
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Figure 5.13: Channel intensities at 185 phase shift. The top graph shows the
intensity prole of the individual channels and their sum whereas the bottom
graph is the FFT of the sum
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Figure 5.14: Amplitude of dierent harmonics at various phase shift angles,

Thus a stable phase locked loop (PLL) is required in order to maintain the speed
and phase relationship between C1 and C2 within the acceptable tolerance limits.
This can be done electronically by considering a master-slave conguration for the
two choppers where C1 will be the master motor and C2 the slave. A speed control
loop for C1 will ensure that it runs at a stable 10 Hz chopping frequency (200 rpmChapter 5 Component Development and Characterisation 62
motor speed for a 3 blade chopper) and C2 will then follow C1 and maintain the
same frequency by virtue of the PLL. A Pulse Width Modulation (PWM) scheme
as shown in gure 5.15 was used to control the speed of C1.
PWM
DC
+12 V
-
+
F/V
DC Reference DC Error
LM324
IRFZ34N
LM331
0.1 IN4007
+
-
Figure 5.15: PWM speed control of master chopper C1
A LM324 quad opamp was used to generate the PWM signals required to run the
motor. Feedback signal from the motor encoder was fed to a frequency to voltage
converter (F/V) LM331 (c.f. Figure A.3, Figure A.4) whose output was then
compared with the reference DC voltage. The resultant error signal was used as
the DC level to generate the PWM pulses by comparing it with a triangular wave.
Hence by setting the DC reference voltage at the appropriate value by means of a
potentiometer, the required speed was attained. The motor was driven by a power
MOSFET IRFZ34N and set to run at 3.33 Hz so that the chopper blades chopped
the light at 10 Hz. The chopping frequency was obtained from the reective sensor
attached in front of the motor as shown in gure 5.16. The encoder signal for the
motor running at 200 rpm (3.33 Hz) was recorded as shown in gure 5.17. The
signal has a frequency of 1.66 KHz which is equivalent to 3.33 Hz since the encoder
gives 500 lines per revolution.Chapter 5 Component Development and Characterisation 63
Figure 5.16: Motor with the chopper blades and reective sensor attached
Figure 5.17: Motor encoder signal at 200 rpmChapter 5 Component Development and Characterisation 64
In order to check the stability of the speed control system, a transient analysis was
performed by applying step and ramp inputs using the DC reference voltage. The
corresponding changes in the F/V output were recorded as shown in gure 5.18.
The graph shows very good stability with very little oscillations and overshoots
and the F/V output faithfully follows the changes in the input.
Figure 5.18: Transient analysis of the motor speed control
The next step was to phase lock chopper C2 with the master chopper C1. This
required C2 to run at the same speed as C1 but in anti-phase. Hence a frequency
and phase control was required. In order to implement this, a PLL IC HEF4046
(c.f. Figure A.5, Figure A.6, Figure A.7) from Philips Semiconductor was em-
ployed. The schematic is shown in gure 5.19. Phase comparator type 2 (PC2)
present in HEF4046 was used for establishing a phase lock. PC2 received two
inputs, the signal input from C1 and the comparator input from C2 as shown. If
the two signals varied in frequency, the output will then swing to one of the supply
levels depending on which input was faster. If however the signals had the same
frequency but diered in phase, the output will then be a train of square pulses
whose amplitude range will depend upon which input was ahead. The comparator
gave a mid-rail dc value only if the two inputs were at the same frequency and
phase. Since PC2 locked only at 0, it was necessary to initially invert the signal
from C1 using an inverter so that C2 locked on to this inverted C1 which eec-
tively made C1 and C2 to be 180 out of phase. The output from PC2 was fed to
an integrator with a corner frequency of 0.159 Hz to get the mean dc value. ThisChapter 5 Component Development and Characterisation 65
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Figure 5.19: Phase locking of the two optical choppers
was then compared with the mid-rail value using LM833 to generate the required
error signal. This error signal was then fed as input to the PI controller whose
output was used to drive C2. When a lock was achieved the error signal will be
zero and the integrator will hold on to the previous output value and maintain the
locked condition. In case of any changes in the speed of C1, this control loop will
ensure that C2 followed the changes continuously maintaining the phase relation.
The phase lock scheme described here was implemented and put to test. It was
observed that although C1 was constantly chopping at a xed frequency of 10
Hz, C2 was not able to lock on to the master signal with the desired accuracy.
The photoreective signal for C2 was seen to be constantly uctuating about
the mean position although it was successfully tracking frequency variations in
C1. This suggested a loop instability problem with the oscillation in the C2
signal exceeding acceptable levels. In order to study this systematically, the entire
control loop was modelled and the loop transfer function was computed. Loop
stability was analysed using the control system toolbox in MATLAB. Bode plots
were generated and gains for the PI controllers were varied for maximum loop
stability. Although marginal improvements in the phase lock were observed, the
absolute phase accuracy achieved did not meet the design criteria of 0.3. Since
further work on this electronic phase lock circuit was required, it was decided
to move on to an alternative design and then revisit the problem once the other
objectives were met. Implementation of an electronic phase lock scheme will notChapter 5 Component Development and Characterisation 66
only add to the novelty of the system but will also act as a precursor for a more
advanced digital control scheme that can be incorporated in a future version of
the diagnostic system.
5.4.2 Mechanical Phase Locking - An Alternative Approach
Due to the above mentioned diculties that were encountered in implementing
an electronic phase lock, an alternative mechanical design was conceived to cir-
cumvent the issue. The design basically consisted of a single motor driving both
the chopper blades C1 and C2. The motor was centrally attached to a horizontal
aluminium bar which was mounted on two vertical steel supports at the two ends.
The two chopper blades were then attached to these vertical supports making sure
the mirrored surfaces faced opposite sides. The entire assembly is shown in g-
ure 5.20. Since a frequency or phase lock was not required, the speed of the motor
was set using a PWM scheme in an open loop conguration. The use of a single
motor to drive both the choppers ensures perfect speed match between C1 and
C2 as long as the gear linkages and interconnecting belts do not contribute any
additional disturbances. Hence a symmetrical assembly design was chosen so that
in the event of any unwanted jitter or drifts, both the arms are equally aected
thereby ensuring continuous speed synchronisation. For this purpose, good qual-
ity rollers and steel reinforced belts were used to link the motor shaft with the
individual choppers. The choppers were initially positioned such that they were
more or less 180 out of phase with each other and this provided the coarse phase
adjustment. For ner phase adjustments, provision was made for two micrometers
to be attached to one of the chopper arms of the assembly. These micrometers
acted in opposition on the belt connected to the chopper, increasing or decreasing
the tension on the belt as they were rotated either clockwise or anticlockwise and
thus providing the required ne adjustment in phase. This was monitored by ob-
serving the output from both the photoreective sensors as shown in gure 5.21.
In order to eliminate unwanted triggering due to the presence of spikes on these
signals, a waveform shaping circuit shown in gure 5.22 had to be designed at the
output of the photoreective sensors. The signals from C1 and C2 were fed to a
low power dual comparator LM393N (c.f. Figure A.12) where they were compared
against a set reference voltage. The outputs were then wired to the inputs of
two schmitt triggers using LM833N (c.f. Figure A.13, Figure A.14) which were
designed to trigger at 1.03 V and hold until 0.9 V. This removed all the unwantedChapter 5 Component Development and Characterisation 67
Figure 5.20: Mechanical assembly for phase locking of optical choppers
triggering in the raw signals from C1 and C2 and a neat and stable 0-5 V square
signal was obtained for both C1 and C2 as in gure 5.21.
Although speed and phase lock was thus established, more signicant was the
absolute phase accuracy that the mechanical system could provide. This was
monitored on a scope by triggering on one of the chopper signals and measuring
the shift experienced in the other signal about its mean position. This was observed
to be around 200 sec which translates to 0.7 for a 10 Hz signal. Hence the two
choppers were locked in anti-phase with an absolute phase accuracy of 1800.7.
In terms of delta, this is equivalent to more than 2‰. Although this was not nearly
as good as the required gure of 0.3, under the circumstances it was decided to go
ahead with this level of accuracy for performing all initial tests and experiments.
It is worth noting that phase jitter is averaged out by the output time constants
of the phase sensitive detector and hence much of the 200 sec does not matter.
Long term drifts are much less of an issue due to the symmetrical mechanical
design thereby aecting both channels equally.Chapter 5 Component Development and Characterisation 68
Figure 5.21: Photoreective sensor signals from choppers C1 and C2 showing
both the choppers are in anti-phase to each other
+5V
+5V +5V
+5V
+ +
- -
From C1
Reference
LM393NA
1K
1K
4K
LM833NA
100K
Output for C1
+5V
+5V +5V
+5V
+ +
- -
LM393NB
1K
1K
4K
LM833NB
100K
Output for C2
From C2
Reference
Figure 5.22: Wave shaping circuit for the photore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5.5 Gas Delivery Rig
An easy and ecient gas delivery mechanism was required to ll the lter cells with
the isotopomers at appropriate pressure, minimising any wastage of the gas and
eliminating any leaks. The same system will be used to ll the sample gas cells with
calibration gas mixtures for initial experimental tests. For this purpose a dedicated
gas delivery rig as depicted in gure 5.23 was put up. Both isotopomer gases were
G1 G2
V1
V2
V6
V3
V4
V5
13CO2
12CO2
To vacuum pump
3% CO + N 22
Gas Cell
Pure Pure
Figure 5.23: Dedicated gas delivery rig for lling the ICF and sample cells
supplied in lecture bottles at slightly above atmospheric pressure. Hence regulators
were not required to control their ow into the gas cells. 13CO2 at 99% enrichment
procured from Spectra Gases and a 1 litre 12CO2 lecture bottle generally used
for welding purposes were used as pure isotopomer gases. The ow of standard
calibration mixture of 3% 12CO2 and balance N2 from a pressurised cylinder was
regulated and connected to one branch of the gas rig. This mixture was used to
simulate normal breath samples during the initial studies that were carried out.
Two pressure gauges, one for monitoring gas pressure (G1) and a Pirani gauge
for monitoring the quality of vacuum (G2), were used. Initially V3/V6 and V4
were opened to pump the cell down to vacuum. Typically pressures as low as 0.04
mbar were achieved on the Pirani guage. Then V4 was closed and the appropriate
gas valve opened in order to ll the cell. Fill pressures were maintained slightly
above atmospheric pressure so as to detect any gas leakage after sealing. Once
lled and sealed, the cells were detached from rest of the system and used for theChapter 5 Component Development and Characterisation 70
tests. High quality vacuum seals and epoxies were used to minimise leakage from
the cells and various joints on the rig. Considerable time and eort was put into
making the rig as leak proof as possible so that undesirable gas exchanges, which
will aect the measurement precision, were eliminated.
This dedicated gas lling rig was designed such that both the lter cells and the
sample gas cells can be connected to it for appropriate gas delivery. However, if
gas mixtures containing varying concentrations of both 12CO2 and 13CO2 were re-
quired then this will necessitate proper mixing of the two to ensure a homogenous
composition throughout the gas cell. Such gas mixtures are ideal to check the
sensitivity and responsivity of the system and also to carry out performance eval-
uation tests of the whole system. For this purpose special gas sampling bags from
Adtech Polymer Engineering were used. These bags were tted with a universal
thread connection that was mated with the gas rig. In this way the appropriate
gas mixtures were rst prepared in these sampling bags before they were trans-
ferred to the sample cells. Since the bags were made of Tedlar PVF, mixing of the
constituent gases was done by simply pressing and squeezing the bags once they
have been lled. The gas mixture was then forced out into the sample cells after
about 10 minutes giving enough time for both 12CO2 and 13CO2 to mix thoroughly
to form a uniform mixture. The sampling bags had a maximum capacity of about
3 litres. If the 13-channel sample cell was to be lled, it was initially purged with
dry N2 so as to expel any other interfering gases present inside it, including at-
mospheric CO2. Considering a cell length of about 11 cm and CaF2 windows of
38 mm dia, the cell volume is 0.125 litres. Hence a 3 L gas bag ensured enough
supply of the gas mixture to fully replace the already existing dry N2 inside the
cell.
5.6 Temperature and Pressure Sensors
The use of sensors for continuous monitoring of cell temperature and pressure was
discussed previously under section 4.3.3. It must, however, be noted that it is
not the absolute ambient or cell temperature and pressure that is of concern here
but the variation in ambient conditions during the course of a test. A change in
the absolute ambient temperature or pressure can be accounted for by running
the spectroscopic model previously developed at these new ambient conditions.
The resultant absorption coecients will then determine the new equilibrium cell
length for the 13-channel cell. However, if a temperature or pressure variationChapter 5 Component Development and Characterisation 71
occurs between the basal and sample test of an experiment, this will result in
spurious delta values. Since delta evaluation is essentially a ratiometric method,
it is important to maintain the same set of ambient conditions during the basal and
sample tests. Simulation studies showed that a temperature variation of 0.5K
will result in a delta variation of 1‰. Hence it was decided to monitor the cell
temperatures in real time by using temperature sensors such as LM35CZ. Since the
sample and lter cells within each channel were placed in close proximity, it was
fair to assume thermal equilibrium between them. However, the same cannot be
said when considering temperatures across the two channels. Therefore two such
sensors were used for monitoring cell temperatures in the two channels separately.
One sensor was attached to the walls of the C636 channel gas cell and the other was
attached to the 1 mm gas cell placed in the C626 channel. The signal from these
sensors were recorded and displayed using a virtual instrument interface software
such as LABVIEW. If the variations were found to exceed the tolerance limits,
then appropriate temperature stabilisation techniques will be employed. A basic
low noise amplier circuit was connected at the output of the sensors.
Although pressure variations were not expected to be dramatic enough to aect
delta measurement, cell pressure was monitored using SDX15A2 which is a tem-
perature compensated pressure sensor. Since the entire gas ow system was sealed
once the cells were lled, gas pressure remained the same in both channels. Hence
a single sensor attached to the gas delivery tube was sucient for pressure moni-
toring. Figure 5.24 shows a picture of the SDX15A2 used for pressure monitoring.
Since the sensor gives a dierential output, additional circuitry had to be designed
Figure 5.24: Picture of the SDX15A2 pressure sensor
to convert it to a single ended voltage signal. Also, the SDX sensor had low com-
mon mode output voltage and hence it required special circuitry that can work
with input common mode voltages close to ground. High precision single sup-
ply instrumentation ampliers such as AMP04FP (c.f. Figure A.15) were ideallyChapter 5 Component Development and Characterisation 72
Figure 5.25: Signal conditioning circuit for pressure sensor SDX15A2
suited for this application. The signal conditioning circuit for the SDX pressure
sensor using AMP04 is shown in gure 5.25.
Referring to the SDX data sheet (c.f. Figure A.2), the sensor gives an output of
0.09 V at 15 psi for a supply voltage, Vs, of 12 V. The design goals for the circuit
were set as follows:
• Power supply, Vs = 9 V
• Span = 6.5 V  0.1 V at 14.5 psi
• Amplier gain, Av = 100 K
 / RG (from AMP04 data sheet)
Sensor output = 0.09  (9=12)  (14:5=15) = 0.65 V
Gain Av = 6.5 V/0.65 V = 100
Hence, RG = 1 K

Thus, for a given pressure P, nal output voltage, V0 = 100  0.09  (9=12) 
(P=15). Any oset nulling was achieved by adjusting the common mode voltage
of the instrumentation amplier. In the present circuit this was done by changing
the reference voltage at pin 5 of AMP04 using the variable resistor as shown in
gure 5.25. All the electronic circuits for both the temperature and pressure sen-
sors were enclosed within an aluminium box and placed in between the channelsChapter 5 Component Development and Characterisation 73
as shown in gure 5.26. For calibration purposes, the prevailing ambient temper-
ature and pressure values were obtained from a reliable source[61] and used as the
reference value.
Temperature sensor
Figure 5.26: Picture of the aluminium box housing all the amplier and signal
processing circuits for both the temperature and pressure sensorsChapter 5 Component Development and Characterisation 74
5.7 Detector Electronics
As previously stated, the LTIQ2 pyroelectric detector from Scitec Instruments
was used in this work. It has a stated responsivity of 210 V/W at 10 Hz and
a specic detectivity, D* of 8.108 cm
p
Hz/W. For an element size of 2 mm 
2 mm, the noise equivalent power (NEP) is 0.25 nW. Previous simulations and
calculations had shown that 1‰ corresponds to a power change of about 0.3
nW at the detector. Hence the current detector specications are capable of
detecting such minute power variations. Since the detector was congured in a
voltage mode, the integrated preamplier was a voltage follower JFET with a
high input impedance (gate resistor) of the order of giga ohms. A low noise drain
current supply circuitry was built using an additional JFET as recommended by
the supplier. The overall circuit diagram is shown in gure 5.27. A low noise FET
input opamp such as the OPA2604 (c.f. Figure A.16) was used for nal signal
conditioning providing a gain of 100 over a pass band of 2-160 Hz.
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Figure 5.27: Detector circuit for high precision and low noise application
The entire detector circuit was assembled and enclosed in an aluminium casing
provided with BNC connectors. In order to evaluate the response of the detector,
an experiment was conducted to measure the detector output voltage as a function
of source temperature. The schematic shown in gure 5.28 was used for thisChapter 5 Component Development and Characterisation 75
purpose.
S
L1 IF L2
D
Figure 5.28: Experimental setup for detector output measurement
IR radiation from the source S was made to pass through the lens L1 and lter IF
before being refocussed onto the detector D using L2. The radiation was chopped
at 10 Hz. Source temperature was varied from 674K to 1074K and the correspond-
ing detector signals were recorded and compared with expected values obtained
from simulations. Figure 5.29 shows that both simulation and experimental values
are in good agreement with each other taking into account uncertainties involved
in estimating the source temperature accurately. The detector response to varying
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Figure 5.29: Variation of detector output with source temperature
isotopomer concentration was also studied by placing a lter cell lled with 13CO2
in the beam path. The isotopomer concentration in the cell was varied (with bal-
ance N2) and detector output was measured for dierent source temperatures. All
optical losses from the lenses, IF lter, windows and beam divergence were takenChapter 5 Component Development and Characterisation 76
into account and the results were compared with simulation. Figure 5.30 shows
the experimental results to be in good agreement with the simulation values.
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Figure 5.30: Detector output at dierent source temperatures as a function
of 13CO2 concentration. Balance is lled with N2
The solid lines indicate the simulation values at 674K, 774K and 874K. Any devi-
ation from the expected values can be attributed to the uncertainty in estimating
the source temperature and in determining the exact isotopomer concentration in
the gas cell. It was also observed that as the concentration increased beyond 60%,
the absorption lines became saturated and very little change in detector output
was observed.
Further simulations were carried out to study the relative absorption of C626 and
C636 at dierent isotopomer concentrations for various source temperatures and
the detector output was plotted. Figure 5.31 shows that C636 is denitely the
stronger absorber of the two since it yielded lower detector output values. The
corresponding surface plot for C626 absorption is shown in gure 5.32. All these
simulations were carried out by considering the IF lter transmission characteris-
tics over the wavenumber range used for absorption calculations.Chapter 5 Component Development and Characterisation 77
Figure 5.31: Comparison of isotopomer absorption strength as a function of
source temperature at dierent concentrations
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Figure 5.32: 3D plot of C626 absorption as a function of source temperature
at dierent isotopomer concentrationsChapter 5 Component Development and Characterisation 78
Next individual channel signals and the combined signal falling on the detector
were recorded. This was implemented by setting up the system as it will be
in its nal conguration with both the isotopomer channels in place. Empty
sample cells were introduced into their respective beam paths. However, lter
cells with pure isotopomers were not used because their introduction will make
the remaining unpurged beam path sensitive to absorption by atmospheric CO2
thereby upsetting the balance of the system. The various optical components and
mechanical chopper assembly were positioned and aligned using a He-Ne laser
beam. Each channel was individually measured by blocking o the other with a
suitable material. Laser spots from the individual channels were made to focus
at the same spot on the detector window so that the detector did not see any
eective change in temperature or power as the two channels were chopped in a
synchronous manner. This will imply a balanced absorption system with equal
transmittances along the two channels since the absorption losses along the path
length and reection losses from the optics and cell windows were exactly the same
in the two channels. Under such balanced conditions, a null detector output was
expected since the detector responded only to changes in temperature. The laser
was then replaced by the broadband infrared source maintained at 674K and the
detector output was monitored. However, due to slight alignment and focussing
errors, perfect balance was not attained initially. An iris diaphragm was therefore
introduced in the C626 channel to attenuate the signal in order to achieve equal
channel intensities. The optical setup is shown in gure 5.33. The signals were
viewed on the oscilloscope and their peak to peak voltages were compared.
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Figure 5.33: Experimental setup used to observe both individual channel
signals and the combined signal falling on the detector under balanced conditionsChapter 5 Component Development and Characterisation 79
Figure 5.34 and gure 5.35 below shows the individual channel signals.
Figure 5.34: Detector output signal for C626 channel
Figure 5.35: Detector output signal for C636 channelChapter 5 Component Development and Characterisation 80
As expected the C626 and C636 channel signals exhibited a phase shift of 180
with respect to each other due to the anti-phase arrangement of the choppers C1
and C2. Signal from the C626 channel (gure 5.34) is aligned along the falling
edge of the 10 Hz reference signal whereas the C636 channel signal (gure 5.35)
is aligned along its rising edge. It should be noted here that the 10 Hz reference
signal can be obtained from the photoreective sensor attached either to C1 or
C2. This will not have any impact other than swapping the position of the two
individual channel signals with respect to the reference when viewed on a scope.
It will of course change the polarity of the nal phase sensitive detector output
when the system is unbalanced and eventually determine the direction of rotation
of the feedback stepper motor.
However, the combined signal from both the channels had a strong second har-
monic component (20 Hz) as shown below in gure 5.36 which was contrary to
the expected dc signal or null output at balance. At rst sight this seems intrigu-
ing but a careful analysis of the individual channel signals oers a satisfactory
explanation. The appearance of this 20 Hz signal can be attributed to the fact
Figure 5.36: Combined detector output when both the channels are transmit-
ting showing a distinct 20 Hz component
that the shape of the detector output waveform for the individual channels is not
symmetric and hence when the two signals add up, they do not exactly cancel out
each other resulting in a waveform with twice the frequency of the original signals.
This can be proven by simulating the individual pyroelectric detector signals fromChapter 5 Component Development and Characterisation 81
each channel and then computing the fourier transform of the combined signal
to reveal the various frequency components present in the output. A pyroelectric
output signal can be eectively modelled as a RC low pass lter output signal by
the proper choice of R and C values. Consider two such signals of 10 Hz each as
shown in gure 5.37 which are in anti-phase, thus emulating the two individual
channel signals. If the two signals are made to have exactly the same peak to
peak values at all points, they then cancel out each other completely on addition
resulting in a null output as shown in the bottom half of gure 5.37.
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Figure 5.37: Individual channel signals of exactly the same amplitude and the
resultant combined signal
However, this condition is extremely dicult to obtain in an experiment because
small variations in the reectivity of the chopper blades or a slight misalignment
of the channel beams will result in a signal having slightly dierent amplitudes
for each peak. Now consider a similar case where the two signals have slightly
dierent amplitudes at each peak. This approximates a real experimental signal
more closely. The top half of gure 5.38 shows the two channel signals and the
bottom half represents the combined signal. This combined signal now shows a
second harmonic feature which was absent in the earlier case. FFT spectra of theChapter 5 Component Development and Characterisation 82
individual channel signal and the combined signal are shown in gure 5.39. The
spectrum for the combination signal now clearly shows a dominant 20 Hz compo-
nent which was absent when the channel signals had the exact same amplitudes.
This analysis thus oers a reasonable and logical explanation for the presence of a
strong second harmonic component at the detector output even when the system
was at balance.
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Figure 5.38: Individual channel signals of slightly dierent amplitudes and
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Figure 5.39: FFT spectra of the individual channel signal at 10 Hz and the
combined signal when both channels have slightly dierent amplitudes. Note
the presence of a strong second harmonic component at 20 Hz
5.8 Cell Length Adjustment and Feedback Servo
Loop
A unique feature of the diagnostic system presented here is its ability to maintain
equal integrated transmittances along the two channels. This is done by restor-
ing the system to the balanced point as represented by a null detector output.
This process of self-balancing is implemented by the use of a feedback servo loop
that uses the unbalanced detector output to drive the C636 channel sample cell
length in the required direction so as to maintain balanced absorption. Hence
the response and behaviour of the feedback mechanism plays a vital role in the
proper functioning of the system. For precise length adjustment and accurate
determination of the length varied, it was decided to use a stepper motor which
will be attached to the micrometer head of the sample cell assembly. The use of
a stepper motor also makes digital control feasible by the use of an appropriate
driver card. This renders greater exibility to the design in terms of step size and
direction control. A unipolar stepper motor 16HS-110 (8 leads) from Mclennan
(c.f. Figure A.17) which provided 200 steps/revolution under full step mode was
used for this purpose. To achieve ner step resolution, a gear head with 12.5:1 gear
ratio was also attached to the motor. A driver card RSSM2 (c.f. Figure A.18)Chapter 5 Component Development and Characterisation 84
was used for controlling the stepper motor. The driver card was congured to
run the motor in full step mode with the clock input signal (CKI) derived from
an externally generated square wave signal. This clock input was simulated in
LABVIEW and delivered to the driver card via the analog output channel A0.0 of
a USB multi-function DAQ 6008 from National Instruments. More details on the
DAQ are provided in the following section. Similarly, direction control was also
implemented via analog output channel A0.1 of the DAQ. The ENB terminal was
held high (+5V) to enable CKI. The four phase leads of the stepper motor (leads
1, 2, 3 and 4 in c.f. Figure A.17) were wired to the appropriate phase terminals
PHA, PHB, PHC and PHD on the driver card. Leads 1' and 2' and leads 3' and
4' were tied together since in a full step mode only one of the phase windings was
energised at a time. Forcing resistors (Rf) were used to limit the current in the
motor windings when driven at higher voltages for higher speeds. The value for
Rf was calculated as follows:
Rf =

Supplyvoltage;V s
Current=phase;Im

  Resistance=phase;Rm (5.2)
Here, Vs = 24 V, Im = 0.5 A (from data sheet), Rm = 7.2 

Hence, Rf = 40.8 

Two resistors of 22 
 each were connected in series to give a total Rf value of 44

.
The total current through each phase now became 0.468 A with a power dissipation
for Rf equalling 0.4682 22 = 4.83 W
Hence Rf with 22 
/9 W ratings were used.
The interface and connections between the stepper motor driver card and the
motor itself is shown in gure 5.40.
5.9 Virtual Interface - LABVIEW Implementa-
tion
For the entire instrument to work eectively as a single unit, it is essential to ensure
proper and timely collection of data from the various sensors and also acquisition
of detector signals. The information then needs to be processed and converted to
command signals to actuate the stepper motor assembly to perform the feedback
control process. In order to make the entire measurement and control processChapter 5 Component Development and Characterisation 85
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Figure 5.40: Stepper motor interface with the driver card RSSM2
totally automated, the controlling software needs to be seamlessly integrated with
the hardware. LABVIEW provides a very professional and industry relevant means
of implementing this by building a Virtual Interface (VI).
As mentioned previously, NI USB 6008 DAQ was used for acquiring signals and
data from various sensors and detectors. Figure 5.41 shows the front panel of
the VI used for acquiring and displaying temperature and pressure data from
the sensors. Also indicated are the detector output (Det o/p) and the 10 Hz
reference signal (Ref) from the chopper. As can be seen from the gure, the
C13 and C12 temperature data was very stable and the uctuation observed was
much less than 0.5K to require any active temperature control measures. The
pressure data also showed good stability with a standard deviation less than 1
mbar which was equivalent to a spurious delta of 0.3‰. Depending on the nature
of the detector output, the signal processing scheme in LABVIEW was used to
generate the DIR signal (gure 5.40) which was used to turn the stepper motor
either in the clockwise or anticlockwise direction, so as to restore the system to
balance. The direction of rotation was determined by checking the polarity of the
PSD signal. By implementing a set of relays in LABVIEW, it was possible toChapter 5 Component Development and Characterisation 86
turn the stepper motors ON and OFF and also to control the direction of rotation
with a 0 V signal indicating a clockwise direction and a 5 V dc signal indicating
anti-clockwise direction.
Figure 5.41: LABVIEW VI showing acquisition and display of data from the
pressure and temperature sensors and also form the pyroelectric detector
5.10 Overall Instrument Enclosure
Once all the subsystems and various components were ready, the next step was
to integrate them all within a closed environment which will eventually become
the instrument enclosure. Such an enclosure needs to have an environment free
from ambient CO2. The presence of ambient CO2 in the non-sample pathlength
will seriously hamper accurate measurement of isotopomer ratios due to the rela-
tively greater abundance of 12CO2 in comparison to the rarer isotopomer 13CO2.
This will result in an increased absorption along the C626 channel leading to
imbalances in the integrated transmittances between the two channels. The intro-
duction of lter cells containing pure isotopomers further compounds the problemChapter 5 Component Development and Characterisation 87
by rendering the system more sensitive to absorption eects along the non-sample
path length of the beams. All this necessitates the removal of background CO2
from within the enclosure. It was suggested earlier in section 4.3.5 that the use
of CO2 absorbing materials was a possible solution to this problem. Ascarite is
one such popular CO2 absorber and is actually made of sodium hydroxide coated
with amorphous silica. The initial plan was to place a tray of Ascarite within the
enclosure. Another way was to apply a layer of Ascarite along the walls of the
enclosure. This will ensure sucient surface area for absorption of background
CO2. However, further examination of the chemical properties[62] of this absorber
revealed that the handling of Ascarite had to be treated with utmost care and
caution. Ascarite is highly corrosive in nature and can cause severe burns through
all exposure routes. The health hazards associated with it requires that all engi-
neering controls and personal safety measures are in place before it is put to use.
The use of such a chemical will cause a lot of inconvenience since frequent access
and handling of optical and electronic components within the enclosure will be
a necessity. Hence it was decided to drop the idea of using Ascarite. Instead, a
continuously purged environment within the enclosure is also equally eective in
eliminating background CO2. A well monitored and regulated feed of dry nitrogen
into the enclosure can keep the background CO2 levels suciently low. Besides,
the sample cells will have to be purged with N2 prior to the introduction of the
sample gas. A purge of the gas cells will also be required each time a new sample
of same or dierent concentration is fed into them. Hence, the use of N2 purge
cannot be avoided. An eective and simple design for gas pathways will accom-
plish the twin tasks of purging the enclosure as a whole and the individual gas
cells. The use and placement of valves to isolate the gas cells also needs to be
considered carefully.
Figure 5.42 is a schematic sketch of the enclosure showing the purge pathways.
For convenience, only the two sample gas cells have been shown. As can be seen,
valve V1 controls the ow of dry N2 into the enclosure. A part of the purge is fed
straight into the top of the enclosure through a special arrangement that allows
the gas to pass through a number of small orices. This ow is maintained long
enough until the background level of CO2 has dropped to permissible limits. A
similar arrangement at the opposite end of enclosure provides outlet for the purge
gas. A part of the inlet purge is also directed into the C636 sample cell using V2
and V3. The gas enters near one end of the gas cell and exits near the other end,
thereby ensuring a proper purge of the entire volume of the gas cell. If the inlet
and outlet points where placed at the same end, some residual gas can possiblyChapter 5 Component Development and Characterisation 88
remain unpurged at the other end thereby interfering with a fresh sample that is
fed into it. The outlet valve V4 then feeds N2 into the 1 mm gas cell in the C626
channel and the gas then leaves via V6 as shown.
N2 PURGE IN N2 PURGE OUT
V1
V2
V3
V4
V5
V6
C-13 CELL C-12 CELL
SAMPLE
GAS
Figure 5.42: Overall instrument enclosure depicting purge gas and sample gas
ow pathways
The advantage of using this scheme is that once the sample cells have been su-
ciently purged, the ow of N2 into them can be regulated using valves V2, V3 and
V6. A rectangular box having dimensions of 110 cm x 60 cm x 50 cm was made
using light weight aluminium frames and transparent windows on all four sides
and the top. The front face window was made detachable so as to gain easy access
into the enclosure. Holes were drilled at appropriate places for the feedthrough
tubes to be inserted. The enclosure was made as leak tight as possible to minimise
exchange of gases with the ambient. A ow regulator was also attached to the
frame of the enclosure. All the exposed tapped holes on the optical table were also
sealed to prevent escape or entry of gases through them. Since the entire enclosureChapter 5 Component Development and Characterisation 89
and not just the beam paths is being purged, the amount of purge time required
depends on the volume of the enclosure. A background air level of less than 0.1%
is sucient to ensure no signicant absorption along the non-sample path length.
The actual amount of CO2 will be much lower since CO2 only constitutes about
0.04% of ambient air. If we assume 50% mixing each time a volume of purge gas
equivalent to the enclosure volume is fed through, then it will take 10 such mixings
to get the background air levels down to less than 0.1%. For an enclosure of the
above dimensions, it will take about 300 litres of dry N2 to completely occupy
the box. Ten times this volume will mean the total amount of dry N2 required to
establish 0.1% of background air is 3000 litres. With an acceptable ow rate of
about 25 lt/min, the total purge time is roughly two hours. After this time, the
purge ow rate can be reduced to about 1-2 l/min to maintain the purge quality
throughout the course of the experiments. The overall instrument setup sealed
within the enclosure is shown below in gure 5.43. The PVF gas sampling bag
can be seen attached at the top of the enclosure.
Figure 5.43: Overall setup within the instrument enclosure with the gas sam-
pling bag attached at the topChapter 6
Experimental Results and
Analysis
6.1 Initial Experiments and Tests
In the previous chapters, a detailed discussion of the overall instrument congura-
tion and its various sub systems was provided. A thorough understanding of the
performance requirements was acquired and the possible sources of interference
that can result in spurious measurements and ways to overcome their eects were
also discussed. Once all the necessary electronics and data acquisition system were
put in place, the next logical step was to carry out preliminary gas based tests and
compare the results with data obtained from simulated tests. For this purpose, a
custom made gas lling rig was also designed. Before conducting gas based trials,
it was important to check and ensure that the gas cells were leak proof and that
there was no possibility of exchange of gases with the surroundings. Presence of
leaks will change the concentration of the sample gas within the cells, thereby al-
tering the absorption prole along the two channels. The gas cells themselves are
unlikely to be a source of leak since both the lter and sample gas cells were well
sealed with CaF2 windows using a special adhesive. However, the same cannot be
said about the valve connections and other gas tube attachments that were made.
To check the presence of leaks, a Magnahelic dierential pressure gauge was used to
monitor the cell pressure relative to the ambient pressure. The longer C-13 gas cell
was subjected to a leak test and the ability to change its length provided an added
advantage in performing the test. The gas cell length was initially maintained at 11
cm and the cell was continuously purged with N2. A 60-0-60 Pascals Magnahelic
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dierential pressure gauge was connected to it to monitor dierential pressure
relative to the ambient. As expected the gauge indicated a reading close to 0.
The cell length was then increased to 11.3 cm and the pressure reading suddenly
dropped to -30 Pascals but then gradually rose back to the 0 mark indicating
a leak. The length was then decreased to 10.7 cm and a similar behaviour was
observed with the pressure reading rising sharply to 40 Pascals and then returning
back to 0 in under 15 minutes. All this showed that the gas cell suered from
considerable leakage. In order to further establish the presence of leaks, a test
using the FTIR (Fourier Transform Infrared Spectrometer) was carried out. The
gas cell was lled with the 3% CO2 sample gas mixture and the length maintained
at 10.7 cm. Figure 6.1 shows the transmission spectra of the gas cell obtained
using the FTIR with a scan resolution of 1 cm 1. Subsequent spectra were also
recorded after intervals of 2 hours and 4 hours and a nal spectra was recorded
the following day. The FTIR spectra clearly indicate a progressive reduction in
absorption in the gas cell with the passage of time, nally resulting in very little
or almost no absorption the following day.
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Figure 6.1: FTIR spectra showing reduction in absorption in the gas cell due
to the presence of leaks. Scan resolution was 1 cm 1Chapter 6 Experimental Results and Analysis 92
The above tests conrmed the presence of leaks from the gas cell. Valves V3, V4
and V5 attached to the gas cell along with the tube connections were the most
likely sources of these leaks. These were ordinary plastic nger valves with push-in
connections at either ends. They where chosen due to their low cost and ease of
connecting to the gas delivery tubes. The gas cell was then subjected to a leak test
using a helium leak detector to identify the exact points of leak. As suspected,
considerable leakage signal was picked up in and around the valves and the tube
connections. The cell window ends on the other hand did not show any signs of
leakage. All the valves were immediately replaced with superior quality Swagelok
ball valves and ttings and the cell was subjected to another round of leak tests
which came out satisfactory. Similar valve replacements were also carried out for
the 1 mm gas cell and the lter cells. Another round of pressure tests using the
Magnahelic was conducted and this time the drop in pressure recorded was less
than 10 Pascals /hour. This indicated a signicant improvement from the previous
pressure change of 40 Pascals in 15 minutes. A picture of the C-13 sample cell
with improved connections and valve ttings is shown below in gure 6.2.
Figure 6.2: Photo of the C-13 sample cell with Swagelok connections and
valve ttings for a better leak proof system
During the course of these pressure tests, it was also realised that the gas sampling
bag had to be left attached to the C-13 cell with valve V5 open while making
actual length change measurements. If V5 was closed, any change in the length
of the C-13 cell will simply have the eect of changing the pressure inside gasChapter 6 Experimental Results and Analysis 93
cell leading to pressure broadening of the absorption lines with a drop in its peak
intensity. This, however, will not change the integrated absorption measured as
the area under the curve since the amount of gas present in the cell remains the
same. Hence, variation in length under such conditions will not alter the channel
integrated transmittance preventing the feedback loop from driving the system to
equilibrium or balanced absorption. But by maintaining V5 in the open position,
a change in length will either draw in extra gas into the cell or drive out excess gas
from the cell into the sample bag thereby maintaining constant pressure. This has
the eect of changing the integrated absorption along the channel. An increase in
length will draw in extra gas from the gas bag thereby increasing absorption and
a decrease in length will therefore result in decreased absorption. This is evident
in the low resolution FTIR scans taken from the gas cells with the bag attached as
shown in gure 6.3. The scans were recorded at dierent lengths of 9.9 cm, 10.7 cm
and 11.7 cm and the corresponding increase in absorption or drop in transmission
can be clearly seen for increasing lengths.
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Figure 6.3: FTIR spectra showing change in overall absorption when gas bag
is attached to the sample cell. Scan resolution was 4 cm 1
Using the gas lling rig, the lter cells were lled with the corresponding pureChapter 6 Experimental Results and Analysis 94
isotopomers. They were then placed in their respective channels. The source tem-
perature was varied from 674K to 874K in steps of 50K and the corresponding
detector output voltage was recorded and compared against expected value ob-
tained from simulation studies. These measurements were later repeated with the
empty sample cells also placed in the beam path.
Figures 6.4 and 6.5 show that the experimental data conrms well the simulation
results which validates the accuracy of the simulation model and the systematic
approach adopted so far.
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Figure 6.4: Plot showing comparison between C-12 channel simulated results
and actual experimental values for detector output at various source tempera-
tures
Since all the tests conducted so far yielded satisfactory results, it was decided
to check how the entire instrument setup responds when the sample cells were
lled with the 3% gas mixture. More specically, the objective was to determine
if the system can detect a variation in the integrated channel absorptions. The
output from the detector was fed to a SRS 530 dual channel lock-in amplier from
Stanford Research Systems. The PSD received its 10 Hz reference signal from the
photoreective sensors discussed previously. The dc output from the PSD was
then used to study the response of the system when there is a change in channel
transmittances. This can be done either by using the X/Y mode or the R/ modeChapter 6 Experimental Results and Analysis 95
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Figure 6.5: Plot showing comparison between C-13 channel simulated results
and actual experimental values for detector output at various source tempera-
tures
on the SRS 530. Both convey the same information although in dierent forms.
A suitable integration time constant of 10 seconds was chosen. The procedure
adopted was as follows. Before making use of the lter and sample cells, it was
necessary to have proper phase setting on the PSD. The channels were made to
balance initially without using any of the gas cells. The source temperature was
maintained at 674K and the choppers were turned on. The inherent imbalance
in the system due to the slightly dierent channel intensities was corrected by
making use of an iris that was placed in the C-12 channel. Once satisfactory
balance was achieved, the system was unbalanced by blocking one of the channels
and the PSD was switched to X/Y mode. The detector output signal at this
point coincided either with the leading or falling edge of the 10 Hz square wave,
depending on which channel had been blocked indicating that it was 90 out of
phase with respect to the reference. In order to maximise the output, the phase
was adjusted to obtain a maximum positive value (cos 0 is positive) or maximum
negative value (cos 180 is negative) for the unbalanced signal. If now the other
channel was blocked and the rst one exposed, X value on the PSD output will
swing to a maximum value with reverse polarity. Hence by observing the polarity
of the X value, it was possible to determine which channel was stronger and byChapter 6 Experimental Results and Analysis 96
how much it was stronger. The same information can also be obtained using the
R/ mode which gives a direct measurement of the phase value.
Once the PSD has been properly set for measurements, the lter cells were placed
in their respective beam paths along the with the empty sample cells. The entire
enclosure was closed and purged continuously at 25 lt/min for approximately two
hours. During this period, the sample cells were also continuously purged to
expel any CO2 containing ambient air within them. It was observed that at the
beginning of the purge session, the C636 channel signal appeared stronger than
the C626 channel signal. This was seen by observing the detector output on an
oscilloscope as shown in gure 6.6. Also the PSD output was positive indicating a
stronger C636 channel signal. This was expected because once the lter cells were
placed in the beam paths, the unpurged beam path beyond the lter cells will
result in increased C626 absorption due to its greater abundance in the ambient
unpurged air. Hence the C636 channel peaks falling on the leading edge will
become stronger. But as the enclosure continues to get purged driving out excess
Reference Signal
Detector Signal
Figure 6.6: Oscilloscope display showing combined signal at the beginning
of the purge session with the C636 channel signal(leading edge peaks) more
stronger than the C626 channel signal(falling edge peaks)Chapter 6 Experimental Results and Analysis 97
CO2 from the non-sample pathlength, a reduction in the imbalance can be observed
as illustrated in gure 6.7. Both the channel peaks now have nearly the same peak
to peak intensity.
Reference Signal
Detector Signal
Figure 6.7: Oscilloscope display showing combined signal at the end of the
purge session with both channel peaks of nearly the same intensity
At the end of the purge session, one channel was individually blocked and the
PSD output was recorded in real time using a PICO oscilloscope. The sample gas
mixture containing 3% CO2 and balance N2 was fed into the sample cells using the
gas lling rig and the sample air bag. The results are shown in gure 6.8. The data
was recorded for over 300 seconds. When the C626 channel was blocked, the PSD
output started at a strongly positive value indicating a strong C636 signal. But
when the sample gas was fed into the cells after 100 seconds, the output recorded
a dip in its value due to increased C-13 absorption along the unblocked path.
Similarly, when the C636 channel was initially blocked, the PSD output started
at a negative X value indicating a stronger C626 channel signal but once the
gas mixture was fed into the cells after 150 seconds, the PSD output became less
negative indicating a drop in signal strength. The direction of change in the output
recorded for both the channels was precisely what was expected since the additionChapter 6 Experimental Results and Analysis 98
of the sample gas drove the PSD output towards the equilibrium point. Hence a
signal that initially had a large positive value became less positive and a signal
that initially had a large negative value became less negative after introduction of
the sample gas. The change in these PSD values is less pronounced in gure 6.8
because the system starts from an unbalanced point with a strong unbalanced
background signal. To better demonstrate this eect, the same procedure was
repeated with the system initially in a balanced state. It should be noted that
both these tests were conducted under open loop conditions in the absence of any
feedback servo control for cell length manipulation. In this test, after the sample
cells were purged with N2, one of the gas cells was completely sealed using the
inlet and outlet valves. Sample gas was thus fed to only one of the sample cells at
a time and the corresponding change in PSD output was recorded as before. This
is shown in gure 6.9. When the C-12 channel was sealed, the output started from
a value very close to 0 volts indicating the balanced state and remained so until
about 150 seconds when the sample gas was introduced into the C-13 sample cell.
This immediately had the desired eect on the output making it more negative
indicating an increased absorption along the C-13 channel and hence a stronger C-
12 channel signal (negative value). On the contrary, when the C-13 cell was sealed
and sample gas lled into the C-12 cell, the opposite eect was observed. The
output initially started close to 0 volts and remained so until 200 seconds when
the introduction of the sample gas caused the signal to become more positive. This
was indicative of a stronger C-13 channel signal due to increased absorption along
the C-12 channel. Furthermore, it can also be observed that the shift in values is
more dramatic when the C-13 cell was sealed. This is because the introduction of
the sample gas into the C-12 cell causes a bigger change from the equilibrium point
than that caused by absorption in the C-13 cell on account of the greater isotopic
abundance of C626 than C636. Hence, it can be safely said that the above tests
completely validates the understanding of the absorption mechanism and also the
instrument response to gas based experiments.
6.2 System Noise Analysis
A systematic analysis of noise is essential in order to completely characterise a
system. This will provide us with key information such as noise oor which even-
tually determines the sensitivity of the measurement setup. In our current system,
there are four major possible sources of noise, namely:Chapter 6 Experimental Results and Analysis 99
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Figure 6.8: Variation of PSD output when sample gas is introduced into the
system already in an unbalanced state
1. Pyroelectric detector noise
2. Noise from low noise FET op-amp
3. Input noise of the PSD
4. Johnson noise from resistors in external low noise circuit
6.2.1 Pyroelectric Detector Noise
The LTIQ2 pyroelectric detector acts as a major source of noise in our mea-
surement setup. It has an integrated JFET pre-amplier congured as a voltage
follower. The main sources of noise within a pyroelectric detector are:
• Temperature noise, VRT, due to the statistical behaviour of heat exchange
between the responsive element and its surroundings
• tan noise, VRD, which describes the thermal noise of the element resistanceChapter 6 Experimental Results and Analysis 100
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Figure 6.9: Variation of PSD output when sample gas is introduced into the
system starting from a balanced position. The change in output is therefore
more noticeable in this case
• Thermal noise, VRR, of the FET input resistance which is usually in gi-
gaohms
• Current noise of the FET expressed as a voltage by considering the FET
resistance, VRI
• Voltage noise of the FET, VRV
Taking into account contributions from all these sources, the total normalised noise
voltage from the detector can be expressed as
V
2
D = V
2
RT + V
2
RD + V
2
RR + V
2
RI + V
2
RV (6.1)
The quoted overall noise density in the data sheet for this detector is 80 nV/
p
Hz.Chapter 6 Experimental Results and Analysis 101
6.2.2 Noise from FET op-amp
The low noise FET op-amp at the output of the detector provides the neces-
sary signal ltering and amplication for making sensible measurements. It has a
quoted voltage noise density, VFET of 25 nV/
p
Hz for an operating frequency of
10 Hz.
6.2.3 PSD Input Noise
The lock-in amplier (PSD) SRS 530 has a quoted noise density, VPSD, of 7nV
/
p
Hz as given in the manufacturer's data sheet. The actual amount of noise at the
output of the system is, however, determined by the Equivalent Noise Bandwidth
(ENBW) set by the output low pass lter of the PSD. ENBW is the range of
frequencies contained within an ideal square pass band that has the same power
density as that of a real lter. It depends on the time constant and lter roll-o
set on the PSD. The low pass lter at the output of the PSD acts as a bandpass
lter centered around the externally provided reference frequency and the lter cut
o determines the detection bandwidth. In other words, it becomes the limiting
bandwidth in the measurement process.
6.2.4 Johnson Noise
Johnson noise or thermal noise is produced due to the thermal motion of charge
carriers in resistive elements. This motion sets up a local charge gradient. The
rms noise voltage is given by
VJ =
p
4KTRjf = 0:13
p
Rf (6.2)
where R is the value of resistance and f the noise bandwidth. From gure 5.27,
we see that a 100K, a 47K and a 1K resistor is used. Neglecting the 1K resistor
due to its insignicant contribution, the total Johnson noise from the resistors is
approximately 50 nV/
p
Hz. To summarise, table 6.1 lists the noise sources and
their corresponding noise contributions.
Hence we see from the above table that detector noise is the dominant source of
noise as desired. Improving the noise performance of the FET op-amp thus oers
little benet. The overall noise value is the square root of the sum of the squaresChapter 6 Experimental Results and Analysis 102
Noise Source Noise Density, nV/
p
Hz
Pyroelectric Detector, VD 80
FET op-amp, VFET 25
PSD, VPSD 7
Johnson Noise, VJ 50
Table 6.1: Various sources of noise present in the system and their respective
theoretical noise contributions
of these individual noise contributions. This is given by
VT =
q
V 2
D + V 2
FET + V 2
PSD + V 2
J (6.3)
Substituting the above values, VT = 98 nV/
p
Hz. The output rms voltage noise
is given by
Vrms = VT  Gain 
p
ENBW (6.4)
The low noise amplier circuit gain is 100. As discussed before, ENBW depends
on the output lter characteristics set on the lock-in amplier. Here we have used
a single stage RC lter with a 6dB/octave roll o. Hence the value of ENBW
becomes
p
1=4RC. Using this, the rms noise values were computed for dierent
time constants and listed below in table 6.2.
RC Time Constant, seconds RMS Noise, Vrms
3 2.82
10 1.55
30 0.9
Table 6.2: Computed noise values for various integration time constants se-
lected on the PSD
These theoretical noise values are the noise oors of the system and hence deter-
mines the minimum detectable delta values. In order to convert these noise values
into corresponding delta values, a calibration curve was simulated in MATLAB
as shown in gure 6.10. Here the detector output voltage for various delta values
was computed for an optimum C-13 cell length of 10.245 cm. Based on the curve,
a 3 second time constant implies a minimum measurement of 1‰ whereas a 10
second time constant implies 0.5‰.Chapter 6 Experimental Results and Analysis 103
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Figure 6.10: Theoretical calibration curve showing the detector output for
various delta values. The curve is then used for the estimation of measurement
sensitivity and minimum detectable deltaChapter 6 Experimental Results and Analysis 104
6.2.5 Experimental Estimation of Noise
The previous section indicates that the current design should enable us to detect
changes of the order of 1‰ using a convenient time constant of 3 seconds. To
experimentally verify this, the system was initially maintained in a balanced ab-
sorption state and the PSD output was recorded using the PICO scope as before.
Then the system was unbalanced by changing the iris aperture thereby disturbing
the equilibrium state and the PSD output either increased or decreased depending
upon the direction of iris change. The PSD output was recorded until it attained
a steady state value. The rise or fall time depended on the time constant cho-
sen on the PSD. From the recorded values, noise was calculated by measuring
the standard deviation of the steady state values. Figures 6.11 and 6.12 show
the measured standard deviations for a time constant of 10 and 3 seconds respec-
tively as the system goes from a balanced to an unbalanced state. It can be seen
that in both cases the noise level increases as we move from a balanced state to
an unbalanced state which is indicative of a noise generating mechanism being
present within each channel. Under balanced conditions, the eect of these noises
is ratioed out and reduced due to the symmetrical design of the system. Further
evidence of this behaviour is presented later in this section. Referring back to the
calibration curve, we can deduce that the experimental analysis suggests a mini-
mum delta measurement of 1.1‰ to 2.14‰ for a 10 second time constant. For a
3 second time constant, the values range from 3.37‰ to 5.77‰.
The observed discrepancy in the theoretical and experimental noise estimates is in
the range of a factor of 2 to 6 for various measurements. This points to the pos-
sibility of other noise sources that have been ignored in the simulation studies for
ease of evaluation. For instance, the theoretical studies were carried out under the
assumption that the source temperature remains constant throughout the course
of measurement. However, in reality noise contribution from source temperature
uctuation can reduce detection sensitivity. The discrepancy may also be due to
the dierence in test conditions prevalent during the experimental work from the
assumed test conditions. Lack of a purged environment during the experimental
tests will result in uctuations in the ambient CO2 concentration.Chapter 6 Experimental Results and Analysis 105
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Figure 6.11: Noise estimation with a time constant of 10 seconds
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Figure 6.12: Noise estimation with a time constant of 3 secondsChapter 6 Experimental Results and Analysis 106
A comprehensive study was carried out in order to further understand noise gen-
eration in the system. Individual tests were carried out to ascertain noise contri-
bution from the detector and the eect of possible interference or pick up from
the chopper motor. Noise from each channel when present alone along with the
combined noise was also evaluated. To determine the detector noise, the source
and the choppers were turned o and the detector alone was switched on. A PSD
with a time constant of 10 seconds was used to make the measurement. A refer-
ence signal of 10 Hz was provided by a separate function generator. In this case,
since no optical signal is being measured, noise can be calculated from the average
of the observed values. Figure 6.13 shows the data recorded at the PSD output
when used in the R/ mode. The random jumps in the phase value indicates
that true noise is being measured and the PSD is not detecting any meaningful
signal. The observed noise value for the detector (including noise from the FET
amplier and the PSD) was 1.64 V which compared very well with the theoretical
value of 1.55 V as listed in table 6.2. Next the source was turned on and the
Figure 6.13: Plot showing the record of PSD output in magnitude and phase
when the detector alone was switched on
broadband IR radiation was allowed to fall on the detector. The measurement
process was repeated as above and the observed noise was measured to be 1.72Chapter 6 Experimental Results and Analysis 107
V. The recorded PSD output is shown in gure 6.14. Hence there was no signi-
cant deviation from the previous noise value when the source was turned o. This
agrees with the expected result since no additional source of noise was introduced
and the pyroelectric detector does not suer from any shot noise contribution.
Then the chopper motor was turned on but the optical beam was blocked and the
signal falling on the detector was monitored. The recorded values from the PSD
are shown in gure 6.15. Once again, no signicant dierence was noted and the
measured noise of 1.8 V agreed well with previously obtained values. Since no
optical signal was being detected, we can safely eliminate any pick up from the
chopper motor as a source of interference that may have a signicant bearing on
measurement sensitivity.
Figure 6.14: Plot showing the record of PSD output in magnitude and phase
when the detector was exposed to the optical beam from the sourceChapter 6 Experimental Results and Analysis 108
Figure 6.15: Plot showing the record of PSD output in magnitude and phase
with the choppers turned on
Individual channel noise was also measured in a similar way. One channel was
blocked at a time and the standard deviation of the PSD output was calculated.
Several measurements were recorded and it was found that each channel con-
tributed on an average 85 V of noise. This gure is much higher than the previous
measurements suggesting signicant noise generation when detecting IR radiation
chopped by the mechanical chopper assembly. This can be due to an irregular
chopping pattern arising from any chopping frequency uctuations that exhibits
itself in the form of noise. More discussion on this will be provided in a later
section. Also the phase signal now showed a steady value indicating that a 10
Hz signal was being constantly measured by the system. However, when noise
measurements were made under balanced absorption conditions using both the
channels, noise was signicantly reduced to 5.64 V. This observation strongly
suggests that the noise generation mechanism present in each of the channels tend
to counteract or oppose each other thereby reducing the overall noise when the
two beams are combined at the detector. This is not surprising because of the fact
that both the choppers are in anti-phase resulting in an automatic elimination
of common noise sources present along the two channels. In fact, this is one ofChapter 6 Experimental Results and Analysis 109
the salient features of the measurement system attributed to its unique symmetric
design thereby ensuring cancellation of common interferences and noises. A record
of the data for the balanced condition is shown in gure 6.16. The phase signal
now indicates a constant value which implies that even under balanced or near
balanced conditions, an optical signal is being detected by the PSD. This directly
relates to the 20 Hz signal that we observed previously when the two channels
were balanced and an explanation for its appearance was also provided earlier in
section 5.7. The need for suppression of this 2! signal will be taken up in a later
section.
Figure 6.16: Plot showing the record of PSD output in magnitude and phase
when the both the channels were exposed and the system was maintained in
equilibrium
To summarise, noise contribution from the detector alone was found out to be 1.64
V for a 10 second time constant. This corresponds very well with the theoretical
calculation of 1.55 V presented earlier in table 6.2. The overall noise for the
balanced condition was experimentally determined to be 5.64 V. This value is
also in good agreement with the rms noise value shown in gure 6.11. A summary
of the noise values determined experimentally has been listed below in table 6.3Chapter 6 Experimental Results and Analysis 110
Noise Source Evaluated Noise, Vrms
Detector alone 1.64
Detector + source 1.72
Detector + chopper 1.8
Individual channels 85
Balanced 5.64
Table 6.3: Various sources of noise present in the system and their respective
noise gures
6.3 Source Temperature Stability
In the previous section, it was stated that the source temperature was assumed
to be constant for the purpose of simulation studies. For the blackbody curve
to peak at 4.3 m, the source temperature must be maintained at 674K. It was
earlier show in chapter 5 that a source temperature stability of 0.5K will en-
sure a measurement sensitivity of around 1‰. Section 5.1 dealt with the issue of
source stability by performing experimental tests and it was concluded that the
IR-12 broadband source was adequately stable. However, this does not rule out
the possibility of turbulent convection related temperature uctuation (as opposed
to slow drifts over time) and hence this aspect was also investigated. Heat trans-
fer from the source by radiation does not exceed 1-2% of the total heat transfer
through the gas at temperatures around 600K[63]. The source heats up the air
around it and as result the hot air rises up and this establishes a convective cur-
rent in the vicinity of the hot source. In certain cases, this leads to turbulence
which will exhibit itself as a random source temperature uctuation at the de-
tector and produce noise. To determine if the primary mode of heat transfer is
conduction or convection, Rayleigh number (Ra) for the particular case needs to
be computed. Rayleigh number is a dimensionless number that is associated with
the heat transfer within a uid. If the value of Ra is below a critical value, Rac,
then heat transfer by conduction dominates. When it exceeds the critical value,
heat transfer is primarily in the form of convection. The value of Rac is typically
taken as 1700 for a closed top boundary conguration or the Benard Conguration
(as in the present case) and if Ra>5500, the convection becomes turbulent[64].
The Rayleigh number is actually a product of two other dimensionless numbers,
the Grashof number (Gr) and the Prandtl number (Pr).
Ra = Gr  Pr (6.5)Chapter 6 Experimental Results and Analysis 111
The Grashof number approximates the ratio of buoyancy to viscous forces acting
on a uid[65] and is given by
Gr =
g(Ts   T1)L3
2 (6.6)
where g is acceleration due to gravity,  is volumetric thermal expansion coecient
which is approximately equal to 1/T (T is absolute temperature), Ts is source
temperature, T1 is quiescent temperature, L is characteristic length and  is
kinematic viscosity.
The Prandtl number gives the ratio of viscous diusion rate to thermal diusion
rate and is given by
Pr =


(6.7)
where  is thermal diusivity. Typical value for Pr is 0.7 for air and most gases[66].
By substituting appropriate values in equation 6.6, we obtain a value for Gr =
1033 for a characteristic source length L of 3.5 mm (from data sheet). Using Pr
= 0.7, equation 6.5 gives a value for Ra = 723.1 which is less than 1700 that is
required for convective heat transfer to dominate. Since this calculated Ra value
falls well short of 5500 that is required to set up turbulence, we can conclude that
no turbulent heat transfer mechanism exists which can make a contribution to the
measurement noise. However, it should be noted that the safety margin is not
large and an increase in source temperature Ts or more signicantly an increase in
the characteristic length L (since it changes as a cube) can easily cause the value
of Ra to exceed 1700.
6.4 Frequency Stabilisation and Control
While performing various tests discussed previously, it was observed that the ref-
erence frequency signal derived from the choppers showed sudden small shifts in
value during the course of a measurement. Since this reference signal was fed to
the PSD for the purpose of locking on to the output signal from the detector, the
resultant DC output from the PSD also showed some variations. These frequency
uctuations can result in erroneous measurements since the basal and enriched
sample test measurements may be carried out at dierent chopping frequencies.Chapter 6 Experimental Results and Analysis 112
Figure 6.17 below shows this unstable frequency characteristic that was observed.
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Figure 6.17: Figure showing the unstable nature of the reference chopping
frequency and its eect on the measured PSD output
The chopping frequency was set to 11 Hz. It can be seen that a drop in frequency
(two such drops are clearly recorded in the gure) triggers a similar eect immedi-
ately afterwards on the measured PSD values. The output values decrease at rst
and then slowly rise back to the previous value after the frequency has returned to
its set value. This is the reason why the PSD output values had to be recorded for
a longer period of time than the frequency values and hence the time axis values
were deliberately not displayed due to the dierence in record duration. The step
like behaviour of the PSD output values is a result of the resolution limit imposed
by the PICO scope used for recording the data. With an 8 bit resolution on the
PICO scope and 5 V setting, the minimum step size is 10
28 which is about 40 mV.
This agrees with the step size seen on the plot. Any changes in the PSD out-
put below 40 mV will not be recorded by the PICO. The shape of the frequency
and PSD output plots strongly suggests a strong correlation between chopping
frequency uctuation and uctuation in the PSD output. This output uctuationChapter 6 Experimental Results and Analysis 113
gives rise to a spurious signal that will result in an erroneous measurement of
delta values. Thus a control mechanism for frequency stabilisation needs to be
incorporated into the design. The reference chopping frequency is obtained by
using photoreective sensors as mentioned previously. The speed of the chopper
motor was set using a PWM scheme whereby the motor frequency was varied by
changing the DC signal fed to the PWM chip. This open loop control scheme was
modied to provide a closed loop control of the chopping frequency. The modied
circuit diagram is shown below in gure 6.18.
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Figure 6.18: Circuit schematic of the closed loop frequency control imple-
mented for chopper frequency stabilisation
The motor encoder signals were fed to a LM331 frequency to voltage converter.
The output was then compared with a reference signal that set the reference speed
through a potentiometer. The error signal was then amplied and level shifted by
using a summing circuit and the output was then fed back to the PWM chip as
the DC signal that sets the pulse width. The level shifter was used so that the
DC signal at point C lies in the mid range of the triangular wave generated by the
PWM chip. By adjusting the voltage at point A, the speed of the chopper motor
was set and any deviation from the set speed will cause the signal at C to varyChapter 6 Experimental Results and Analysis 114
the pulse width accordingly. The implementation of this closed loop frequency
control resulted in signicant improvement in the frequency stability as seen in
gure 6.19. No signicant jumps or shifts in the frequency was observed and the
standard deviation in the recorded frequency was down to 0.002 Hz from a previous
value of 0.33 Hz. This improved frequency control was essential in making more
reliable and accurate measurements possible.
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Figure 6.19: Figure showing signicant improvement in chopping frequency
stability by implementing a closed loop control circuit
6.5 Resolution Measurements Using Fine Wires
The experiment using an iris to balance or unbalance the system can also be
employed for determining measurement resolution. That is, by causing a change
in the iris aperture when the system is in balance, the power transmitted along one
of the channels can be changed and hence the system response can be monitored.
This way, the smallest detectable change in power can be found which in turn
gives us a measure of minimum delta. From the calibration curve in gure 6.10,Chapter 6 Experimental Results and Analysis 115
we see that 1‰ implies a voltage change V of 8 Vpk pk which is equivalent to a
power change P of 0.38 nW with a detector responsivity of 209 V/W and a gain
of 100. However, using the iris imposes a limitation in the form of the smallest
change that can be produced by manually adjusting the iris lever. With a slow
and cautious approach, the smallest change in the iris aperture that was manually
possible resulted in a change in output voltage of 2 mVpk pk. This was too large a
change to reveal any information about the measurement resolution. To produce
much smaller changes in the channel transmitted power, very ne wires of various
thicknesses were chosen and introduced into the beam path of one of the channels.
The wires were held stretched using clamps and placed across the middle of the
cell windows so that it lies across the middle of the optical beam. The resultant
change in optical power was calculated from the beam diameter and the wire
thickness. Any change in the PSD output was recorded using a time constant of
3 seconds. The results are summarised in table 6.4. The table shows that the
Wire dia, mm Change in Power P, W Delta
0.25 0.104 293‰
0.127 0.053 150‰
0.05 0.021 59‰
0.025 0.010 28‰
Table 6.4: Table showing various ne wires used and the corresponding change
detected both in terms of optical power and delta values
minimum simulated delta that can be detected with adequate accuracy using a 3
second time constant and a 0.025 mm thick wire is 28‰. Previous experimental
noise studies indicated the possibility of measuring down to 6‰ with the present
system. This however could not be reproduced here because of the non availability
of wires that were thinner than 0.025 mm.
6.6 Suppression of 2! Component
The cause of the 2! component of the chopping frequency appearing at the output
of the detector with the system in balance was discussed previously in section 5.7.
It was expected that the use of a lock-in amplier would prevent this 2! (20 Hz)
component from interfering with the measurement. This is because the output
low pass lter in the lock-in will only allow signals that are in a narrow bandwidth
around the reference frequency of 10 Hz while rejecting all others. However, in
the present case, this does not hold true. This can be understood if we carefullyChapter 6 Experimental Results and Analysis 116
analyse how a lock-in amplier functions. A lock-in or a PSD can be visualised
as a combination of a multiplier followed by a low pass lter. The two inputs
to the multiplier are the reference frequency from the chopper which is a 10 Hz
signal in this case and the detector output which happens to be a 20 Hz signal
under balanced absorption. The multiplier produces as its output both the sum
and dierence frequency components, that is, a 10 Hz and a 30 Hz signal. These
are then applied directly to output low pass time constant set on the PSD. A 3
second time constant gives a low pass cut o at 0.053 Hz. Considering a single
pole output stage with a 6 dB/octave roll o, the 30 Hz signal will be adequately
attenuated but the 10 Hz signal will be attenuated by 48 dB or 250 times. In
other words, if we consider a 250 mV signal, the dc output of the PSD will be
modulated by a 1 mV signal at 10 Hz. Hence we see that the 2! component at
the input manifests itself as a break through 10 Hz modulation on the dc output.
Another possible reason for 2! component aecting the output is the harmonic
rejection oered by the lock-in amplier. Analog lock-in ampliers such as the the
SRS 530 detect and produce a dc response even to the harmonics of the internally
generated reference signal. Their stated harmonic rejection of -55 dB (less than
1000 times) is not sucient enough to fully suppress this eect. Hence, even
under balanced absorption, the PSD detects a signal which contributes to the
output and gets recorded. This residual balance signal will impact the resolution
of the measurement process. Ideally at perfect balance, the output of the PSD
should represent a noise signal in which case the magnitude or the R value will
be noisy and very close to zero with the phase oscillating randomly from +180
to -180. As the system moves away from balance, the value of R increases and
the phase becomes steady and constant indicating detection of a true unbalanced
signal. Figure 6.20 shows a plot of the magnitude in terms of R, X and Y values
and the phase as function of iris aperture diameter. The system was taken through
its balance point which can be identied by the lowest point on the R curve. At
the same time, phase of the signal also undergoes a 180 reversal as seen in the
gure.Chapter 6 Experimental Results and Analysis 117
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Figure 6.20: Variation of PSD output as a function of iris aperture diameter.
The values were recorded as the system passed from an unbalanced state to a
balanced point and then back to an unbalanced state with the associated phase
reversal
Figure 6.21 provides a magnied view of the magnitude and phase values near
the balance point. The minimum residual value of R was 1.5 mV. By manually
adjusting the iris, it was not possible to bring the system to the actual balance
point. However, the broad shape of the R value in the vicinity of the balance point
indicates the presence of a strong residual signal near balance. If pure noise alone
was present at balance, the R curve would have been much narrower with a sharp
drop in its value at balance.Chapter 6 Experimental Results and Analysis 118
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Figure 6.21: Magnied view of variation in magnitude and phase near the
balance point
In order to suppress the 2! component, a low noise voltage pre-amplier SRS 560
that includes a low pass lter was connected at the output of the detector before
the signal was fed to the PSD. The pre-amplier was operated using a 10 Hz cut
o and similar set of measurements were recorded. These were compared with
the previous data obtained in the absence of the pre-amp and shown below in
gure 6.22. The phase reversal was observed as before and the magnitude curve
was much narrower this time with a residual magnitude of 0.7 mV at balance (10
Hz curve in the plot). This represented a denite improvement over the previous
case (curve indicated as none in the plot). To check the 2! suppression, the
2F detection capability in the PSD was employed. The test was repeated and
both the F and 2F outputs from the PSD were recorded and this is depicted
in gure 6.23. As observed, when the system is grossly out of balance, the 10
Hz component dominates the PSD output with the phase dependant on which
channel is stronger. However, as we move towards the balance point by manually
adjusting the iris, the 10 Hz component begins to fall rapidly and nally at the
balance point, it drops below the 20 Hz component. This correlates perfectly well
with the appearance of a 2! component at balance.Chapter 6 Experimental Results and Analysis 119
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Figure 6.22: Plot showing variation of magnitude with iris aperture after
using a low noise pre-amplier. The magnitude curve is much narrower when
compared to the initial case
Although the use of a low noise pre-amplier has helped in reducing the residual
magnitude, it is evident from gure 6.23 that the 2! component has not been
fully suppressed. This necessitated the use of a dedicated lter design to eec-
tively eliminate the 20 Hz component at balance thereby improving the overall
detectability of the system. For our work, ideally we require a lter that oers the
following characteristics:
• Maximum steepness in roll o.
• The phase response of the lter should be smooth around the cut o fre-
quency without any sudden changes that prevents us from making an accu-
rate phase measurement, since phase of the detector signal indicates which
channel is stronger.
• Easy to design and implement.
Various types of active lter designs were considered such as Butterworth, Cheby-Chapter 6 Experimental Results and Analysis 120
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Figure 6.23: Figure showing both the F and 2F outputs from the lock-in
as a function of iris diameter. When the system is away from balance, the
10 Hz component dominates but at the balance point it falls below the 20 Hz
component
shev and Bessel lter congurations. They vary from one another in their perfor-
mance characteristics such as pass band and stop band characteristics and also in
their roll o steepness. A trade o between lter performance and design complex-
ity is inevitable. Butterworth lters have a very at response in their pass band
with very little ripples. However their roll o rate is not the steepest. Chebyshev
lters on the other hand provide the steepest roll o but also generate ripples in
the pass band. These are also called equiripple lters and the number of ripples
increases with the number of poles. However, to achieve the same degree of per-
formance, a Chebyshev requires less number of poles than a Butterworth lter.
The amount of ripples can also be controlled and maintained within a certain level
(0.5 dB) by the judicious use of components with proper tolerance limits. In spite
of the presence of pass band ripples, it is more advantageous to use a Chebyshev
design for higher order lters because some amount of ripple will almost always
appear in the pass band even in a Butterworth lter. This is due to the deviation
of the components from their predicted responses as a result of their nite toler-Chapter 6 Experimental Results and Analysis 121
ances. Elliptical lters which are an extreme case of Chebyshev lter allow ripples
in the stop band as well in order to obtain even steeper roll o. A comparison
of roll o steepness for Butterworth and Chebyshev lters is shown in gure 6.24.
Bessel lters on the other hand have maximally at time delay in the pass band
Figure 6.24: Figure comparing roll o for a Butterworth and Cheybyshev
lter with 1 Hz cut o frequency. Y-axis in log scale(taken from [3])
thereby minimising waveform distortion. However, at time delay is not a con-
sideration in the present case. Besides, their roll o has poor steepness even in
comparison to a Butterworth lter. The various lters and their characteristics
have been summarised in table 6.5 below.
In the present case, the most important criteria for lter selection is steepness of
the roll o since the aim is to eliminate all unwanted frequencies above 10 Hz and
provide maximum suppression for the 20 Hz component. The best performance
in this regard is oered by the Chebyshev lter. Although they allow pass bandChapter 6 Experimental Results and Analysis 122
Filter Type Characteristics
Butterworth Very at response in pass band
Poor roll o
Requires more stages than a Chebyshev for similar performance
Chebyshev Steepest roll o
Ripples in pass band can be kept within tolerable limits
Less complex design and requires fewer stages
Bessel Maximally at time delay in pass band, no wave distortion
Roll o steepness poorer than Butterworth
Table 6.5: Table showing various types of lter designs that were considered
and their associated characteristics
ripples and have poorer performance in this regard in comparison to Butterworth
lters, this is not a critical factor in our application. Simplicity and ease of design
is always an advantage and the Chebyshev lter requires reduced number of poles
for equivalent performance when compared to a Butterworth lter. The only area
where Bessel lters are useful is in providing at time delay response but this
again is not important in the current application. From the above discussion, it
was decided that a Chebyshev lter was the ideal choice for our lter requirements.
Figure 6.25 shows a typical single stage 2 pole Chebyshev lter, also known as a
Sallen Key lter with a 12 dB/octave roll o. The cut o frequency, fc is given by
fc =
1
2
p
R1R2C1C2
(6.8)
For increased attenuation, a two stage 4 pole lter was designed by using Fil-
terPro which is an active lter design application software provided by Texas
Instruments[67]. Each stage provided 12 dB/octave or 40 dB/decade attenua-
tion with a total attenuation of 24 dB/ocatve or 80 dB/decade. The circuit was
implemented using standard op-amps and the lter response was evaluated exper-
imentally for dierent cut o frequencies of 10 Hz, 11 Hz and 12 Hz and plotted
as in gure 6.26.Chapter 6 Experimental Results and Analysis 123
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Figure 6.25: A single stage 2 pole Chebyshev lter
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Figure 6.26: Figure showing experimentally evaluated frequency response of
a 2 stage 4 pole Chebyshev lter with dierent cut o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The component values were chosen so that the pass band ripple was below 0.5 dB.
The experimentally obtained attenuation was close to 28 dB/octave for the case
where fo was 10 Hz. The overall circuit for the two stage 4 pole lter with fc of 10
Hz is shown below in gure 6.27. This lter was then used in conjunction with the
low noise SRS 560 and the PSD output was again recorded as a function of iris
aperture. The results are displayed in gure 6.28. The magnitude plot is much
narrower and the phase reversal much steeper than before.
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Figure 6.27: Circuit diagram of a 2 stage 4 pole Chebyshev lter with a cut
o frequency of 10 Hz and 0.5 dB ripple
The improvement in the suppression of the 2! component can be further un-
derstood from gure 6.29 which shows dramatic improvement in comparison to
gure 6.23.Chapter 6 Experimental Results and Analysis 125
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Figure 6.28: Plot of PSD output variation when a Chebyshev lter is used in
conjunction with the low noise pre amplier SRS 560
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Figure 6.29: Figure showing suppression of the 2F component in the PSD
output when a Chebyshev lter was used. At balance, the 10 Hz signal clearly
dominates the 20 Hz componentChapter 6 Experimental Results and Analysis 126
Further improvement in reducing the residual balance signal was possible by re-
placing the SRS 560 with a dual channel low noise lter SRS 650. The overall
schematic from the detector to the PSD is shown below in gure 6.30. The two
lters present in SRS 650 can be operated independently of each other and hence
oers greater design exibility. By conguring one channel as a high pass lter
with a cut on frequency of 8.5 Hz and the other as a low pass lter with a cut
o at 11.5 Hz, the two can be cascaded to form a bandpass lter covering the fre-
quency range of interest. A gain of 10 dB was set on each channel and once again
the PSD output was recorded and this is represented by gure 6.31. The residual
balance signal recorded for this scheme was only 0.22 mV which is the best result
that was obtained so far. The R value still does not hit the origin because of the
diculty in obtaining, by manual iris adjustments, the precise iris diameter that
corresponds to the equilibrium point.
Chopped IR
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Figure 6.30: Figure showing the schematic setup of signal ow from the py-
roelectric detector to the PSD through the Chebyshev lterChapter 6 Experimental Results and Analysis 127
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Figure 6.31: Plot of PSD output variation when a combination of Chebyshev
lter and low noise lter SRS 650 was used to provide improved performance
By using this combination of Chebyshev lter and SRS 650, it can be said with
reasonable condence that the problem arising due to the second harmonic com-
ponent or 20 Hz signal has been eliminated. Figures 6.32 and 6.33 were recorded
from the oscilloscope. The combined trace now shows an expected signal at bal-
ance and clearly, no signs of a 20 Hz signal are visible. This is in stark contrast
to the earlier situation as shown in gure 5.36 in section 5.7.Chapter 6 Experimental Results and Analysis 128
A B
Figure 6.32: Figure showing detector output signals from each channel indi-
vidually, C626 channel (A) and C636 channel (B)
Figure 6.33: Figure showing the combined detector output when both chan-
nels are transmitting without the presence of any 20 Hz signalChapter 6 Experimental Results and Analysis 129
6.7 Gas Based Experiments
So far it has been established that the two channel balanced absorption setup can
detect changes in the channel integrated transmittances and respond as expected.
This is characterised by a reversal of phase as the system goes through the balance
point. The nal phase of instrument development involves the use of actual gas
mixtures to test and determine the instrument behaviour and response and thereby
validate the underlying theory and operating principle. To conduct these gas
based tests, the usual operating procedure was followed for setting up the correct
phase on the PSD. The lter cells were lled with pure isotopomers and placed
in their respective channels. The PSD, as expected, indicated a stronger C636
channel signal, as before, at this stage. The length of the C636 sample cell was
maintained around the theoretical equilibrium length of 10.245 cm. The 3% sample
gas mixture was then fed into both the sample cells by using the sample gas bag.
The interconnecting valve between the two channels was closed so as to isolate
them from one another. The instrument enclosure was closed and purged with
nitrogen for about 2 hours. At the end of the purge session, 5 ml of pure 13CO2
was injected into the C636 cell by using a microsyringe and the PSD output was
observed. There was a sudden ip in the phase to a positive value indicating a
stronger C626 channel signal. This was due to the increased absorption along the
C636 channel as a result of the extra 13CO2 that was added. Subsequent lling
of N2 into the sample cell resulted in another phase reversal with the phase value
becoming negative, thus indicating a stronger C636 channel signal. This again
agrees with theory because virtually no absorption is taking place in the C636
channel whereas the C626 channel sample cell still contains the 3% gas mixture
that was initially fed into it. This test thus indicated that the instrument responds
to gross changes in channel transmittances which was induced by the introduction
of extra absorbing gas into one of the channels. However, 5 ml of pure 13CO2
translates to a very high delta value. Hence to test the response of the instrument
to lower delta values, the experiment was repeated by following the same procedure
but using a dierent concentration of enriched sample gas. 3 ml of pure 13CO2 was
added to a bag containing 3 litres of N2 and mixed thoroughly. About 20 ml of this
mixture was extracted using the microsyringe and slowly fed into the sample cells
at the end of the purge session. This is akin to the situation where an enriched
breath sample obtained after the ingestion of C-13 labelled test dose is fed into the
measurement system after initially balancing the setup by varying the C636 cell
length. When an amount of extra 13CO2 corresponding to an equivalent delta of
11‰ was added, a phase reversal was observed indicating a stronger C626 channelChapter 6 Experimental Results and Analysis 130
signal. This was accompanied by a drop in the magnitude (R value) as the phase
shifted by 180. This is clearly visible in gure 6.34 shown below and the pattern
is similar to the results obtained from earlier experiments using the iris. Repeated
trials produced similar phase reversals for equivalent delta in the range of 10.5‰
to 11.5‰. These tests conrm the fact that the balanced absorption measurement
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Figure 6.34: Figure showing the phase and magnitude response of the system
when an enriched sample equivalent to 11‰ was fed into it
system responds to imbalances caused by changes in channel transmittances. The
instrument in the present conguration is certainly capable of detecting changes
of the order of 11‰. Previous noise analysis, however, suggests that the detection
limit is in the vicinity of 5‰ to 6‰. To conrm this, the tests were repeated
with lower concentrations of enriched sample gas. However, these tests failed to
produce any conclusive results that indicated a delta detection capability lower
than 11‰.
A change in length of the C636 cell without the addition of any enriched gas
sample at the end of the purge session should also produce a change in the channel
transmittances thereby contributing to a delta value. This is because, when the
length of the gas cell is varied, it either draws in or pushes out more gas from or
into the attached gas bag and hence this aects the absorption within the cell. A
change in cell length is required to balance the two individual channel intensities
and thereby restore the system balance. The instrument is initially balanced after
the basal tests and then once the enriched sample is fed into it, the feedback
loop drives the variable length gas cell in the required direction to restore system
balance. It is this change in length that gives us a measure of the delta value. ToChapter 6 Experimental Results and Analysis 131
test this, the gas cells were lled with the 3% sample mixture and the C636 cell
length was maintained near the theoretical equilibrium length of 10.245 cm. The
enclosure was purged for 2 hours as before. Then the length of the gas cell was
varied by using the servo loop and micrometer arrangement without adding any
enriched gas sample. This was done by sending out a series of command pulses to
the motor driver via the USB data acquisition card using the LABVIEW interface
that was created. The length was varied initially from 10.245 cm to 9.9 cm which
is equivalent to a delta change of about 35‰. This is well within the detection
limit of the instrument. However, the PSD output did not show any sign of phase
reversal or a signicant change in the magnitude to suggest a change in absorption.
The length of the cell was then increased to 11.5 cm past the equilibrium point
but again no evidence of a phase reversal was observed. Repeated tests did not
provide any satisfactory results that indicated a change in length resulting in a
delta value and this was contrary to what was expected.
So the current problem was that no phase reversal was observed in the PSD output
as a result of cell length variation. A closer examination of the PSD output revealed
a likely source of the problem. After the channels were initially balanced using
an iris in the absence of any gas cells, the lter and sample cells were placed in
the beam path. At this point, as mentioned earlier, the C636 channel always
appeared stronger due to the higher concentration of C626 in the unpurged non-
sample path length. The entire enclosure was then purged for 2 hours. However,
at the end of the purge session with the C636 cell length at or near its equilibrium
value, it was observed that instead of having balanced absorption along the two
channels, the C636 channel was still stronger than the C626 channel. This was also
observed when the sample cells were purged with N2 gas instead of the sample gas.
According to previous calculations, a purge session lasting 2 hours at 25 l/min is
sucient enough to expel all the background CO2 present inside the enclosure. A
stronger C636 channel represents unequal absorption in the two channels implying
that the system is in a state of imbalance at the end of the purge session which
is contrary to what was expected. This can also be ascertained by referring to
gure 6.34 where the phase at the beginning of the measurement (at the end of
purge session) started from a negative value, again indicating a stronger C636
channel. However in this case, direct introduction of signicant amount of pure
13CO2 (20 ml) produced an immediate phase reversal. This indicates the presence
of an equilibrium point and proves that the system responds to unequal absorptions
along the two channels by producing a phase reversal as the system goes past the
balance point. But when a similar imbalance was created using cell length variationChapter 6 Experimental Results and Analysis 132
rather than isotopomer concentration variation, the same eect was not observed.
This leads to the conclusion that at the beginning of the measurement process
(end of purge session), the system was so far away from a balance point that
the change in channel transmittances produced as a result of the length change
that was possible with the current bellows and micrometer arrangement was not
sucient to push the system past the balance point and cause a phase reversal.
The possibility of the equilibrium cell length of 10.245 cm being grossly inaccurate
was considered as a likely cause for this. If this was true, then the maximum
stroke oered by the current arrangement will be incapable of driving the system
to balance. However, the possibility of a theoretical value of cell length that is in
proportion to the relative abundances of the two isotopomers being incorrect is
unlikely. In any case, this was put to test and the cell length was increased to 17
cm by attaching extensions to the cell tube. Tests were repeated but this did not
help in solving the problem and no phase reversals were observed.
From the above it can be concluded that the key issue here was that the system
became unbalanced at the end of the purge session and there were no means
available to re-balance under purged conditions. This prevented the system from
reaching an equilibrium point which prevented any phase reversal with cell length
manipulation. Possible reasons for this imbalance even after purging are mentioned
below:
1. The two channel beams falling on dierent areas on the pyroelectric detector.
2. Dierence in reectivities of the chopper mirrors.
3. Presence of dust particles in the beam path.
Further description of these are provided in the following chapter. It is imperative
that any further improvement in the system performance can be made possible
only if this problem is adequately resolved. This implies ensuring the system is
in a state of balance with a null detector output at the end of the purge session.
Additional mechanical adjustments will have to be made in order to accomplish
this without having to open up the enclosure and loose the purge within. However,
any further structural alterations will require further testing and this will entail
additional time which unfortunately was not available at our disposal. Hence it
was decided to conclude the experimental programme at this juncture and use the
vast amount of data and knowledge generated to provide recommendations and
suggestions for carrying this work forward. More details and discussions on this isChapter 6 Experimental Results and Analysis 133
provided in the following chapter along with possible design modications for an
improved system performance.Chapter 7
Summary and Conclusion
The previous chapters have described in detail the various experiments that were
carried out in order to fully characterise the measurement system and this had gen-
erated abundant information and useful results. Through various simulations and
experimental results it was shown that the present system was capable of detecting
less than 11‰. However, some issues remain that prevents us from achieving any
phase reversal with cell length manipulation. This chapter summarises and reca-
pitulates the progress made so far, considers the remaining diculties and makes
recommendations for future work.
7.1 Recapitulation of Results
In order to gain a thorough understanding of the instrument behaviour and to
predict its real-time response, it was imperative to develop a highly accurate spec-
troscopic model of CO2. The various steps that were followed to obtain such
a reliable model were detailed earlier in section 4.1. The high accuracy of the
model was then validated by comparing it against line parameters obtained from
the HITRAN database. The error in line position was 1/4000th of a typical line
width whereas the error in line strength was 0.02% for the maximum intensity
lines. This model was then used as a basis for conducting an extensive range of
computer simulations that were used to predict system response to various pos-
sible interferents that will result in spurious results. In each case, the eect of
the interferent was assessed and suitable control measures were recommended if
the eect was considered to be signicant. On the basis of these simulations, it
was concluded that source temperature uctuations of 0.5K between the basal
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and enriched sample tests can result in a delta variation of 1‰. The long term
stability test of the actual blackbody source IR-12 is described in chapter 5 where
it was observed to meet the necessary stability requirements. Etalon temperature
instability of the cell windows was another possible source of interferent that was
looked into[26] and the use of wedged windows for the gas cells was recommended.
CO2 temperature uctuations were also found to generate spurious results and it
was necessary to maintain a thermal equilibrium between the gas cells in the two
channels. However, variation in gas pressure was not found to be a major problem
and hence no control measures were put in place.
Chapter 5 deals with the fabrication and characterisation of the various sub-
systems that form part of the measurement setup. Details regarding the blackbody
source and the optical infrared lter were provided. Design and construction of
the mechanical chopper assembly and the various sample gas and lter gas cells
were described in detail. A dedicated gas lling rig was developed for use with
the isotope lter cells and the sample cells. Integration of temperature and pres-
sure sensors with the instrument and their associated electronics was also dealt
with. This was followed by a discussion on the characteristics of the pyroelectric
detector and the design details of the amplier. Experiments were conducted to
determine detector response at various source temperatures and also with varying
isotopomer concentrations and the results showed extremely good co-relation with
simulation results. The working of the feedback servo loop and the stepper motor
interface was also discussed followed by a description of the virtual interface de-
veloped using LABVIEW. Finally, the overall instrument enclosure was described
including the purge gas and sample gas ow pathways. The optimum purge ow
rate was calculated and the purge procedure was also outlined. Thus chapter 5
systematically investigated the features and responses of the various sub-systems
involved and set the stage for the gas testing phase.
Chapter 6 contains all the various experimental tests that were conducted in order
to evaluate and quantify the overall system performance. Leak tests were con-
ducted on the gas cells using a helium leak detector and a Magnahelic dierential
pressure gauge and suitable modications were carried out. Lock-in ampliers were
coupled with the system and gas based measurements were recorded to demon-
strate the change in output signal when an imbalance was deliberately introduced
into the system. These are shown in gures 6.8 and 6.9. A very comprehensive
and detailed analysis of the various noise sources was carried out. The overall
system noise was thus calculated and this dened the minimum detection limit of
the spectroscopic instrument. The major sources of noise identi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1. Pyroelectric detector
2. FET op-amp at the detector output
3. PSD input noise
4. Johnson noise from the resistors
Theoretical calculations showed the instrument responsivity to be limited by the
pyroelectric detector which was the largest contributor to the overall noise with
a noise density of 80 nV/
p
Hz. Referring to the calibration curve shown in g-
ure 6.10, the overall noise voltage of 2.82 V represented a minimum detection
of 1‰ for a 3 sec time constant. In order to experimentally verify this, a de-
liberate imbalance was created in the system by changing the iris aperture and
the uctuation in the output response was measured. A 3 sec time constant cor-
responded to a minimum delta measurement of 3.4‰ to 5.7‰. Although this
was higher than a desired value of 1‰, it was a reasonable performance to ex-
pect from an initial experimental design. The observed discrepancy between the
theoretical and experimental values may be due to the lack of a purged environ-
ment that can result in uctuations in the ambient CO2 concentration. Further
experiments were conducted to study noise emanating from individual compo-
nents such as the detector and the chopper motor and the results were found to
be along expected lines. Although these contributions were small, they help in
explaining the observed discrepancy in the minimum delta measurement. Noise
from the two channels were recorded individually by blocking the other channel
and then the combined overall noise was also experimentally measured using a
PSD. It was found that a much higher level of noise, around 85 V, was present
when the channels were operated individually. However, this large noise present in
both the channels disappeared to a very large extent when both the channels were
used in a balanced state bringing the overall noise down to 5.6 V. This clearly
implied that the noise generating mechanism present in the individual channels
was the same but in anti-phase, resulting in elimination of common noise sources
when the two channels were present together. This was one of the key features of
the spectroscopic instrument presented here and can be attributed to the overall
symmetrical design of the measurement system. Possibility of noise arising from
source temperature uctuation due to convection was also investigated in great
detail. However, the results obtained from a mathematical analysis were not in-
dicative of any such process occurring in the background and hence the hypothesis
was ruled out, although the safety margin was small.Chapter 7 Summary and Conclusion 137
Finally gas based experiments were conducted to check how the system responded
when an imbalance was created by feeding in extra sample gas containing pure
13CO2. Figure 6.31 shows a phase reversal as the system goes past the balance
point due to the increased absorption along one of the channels. The PSD output
magnitude (R value) hits a minimum at the balance point and then increases again
as one of the channels becomes stronger. Similar experiments were carried out by
further reducing the concentration of 13CO2 and similar results were obtained.
Figure 6.34 shows the magnitude and phase response when an enriched sample
equivalent to 11‰ was fed into the sample cells. As expected an immediate phase
reversal was observed that conrmed the instrument's ability to detect changes
as low as 11‰. However, repeated attempts to reproduce this phase change by
varying the C-13 cell length did not succeed. Gross errors in calculating the
equilibrium cell length was considered to be a potential cause for this but this was
ruled out after tests with much longer cell lengths failed to provide any satisfactory
results. Further diagnosis revealed the true nature of the problem and it was
realized that at the end of the purge session, the instrument started from a position
of imbalance due to a stronger C636 channel, instead of a balanced state. Hence,
the balance point that corresponded to a null detector output was much farther
away than what can be compensated merely by a cell length change. Figure 7.1
below is a pictorial representation of the current problem. The gure on the
left represents the current scenario where the system starts from an unbalanced
position and hence the R vector resides well within the top left quadrant that
represents a stronger C636 channel. A subsequent change in length is unable to
take the R vector past the balance point. Instead it simply reduces the value of R
as indicated by the arrow without actually hitting the equilibrium (the 0 origin).
In an ideal case, however, if the system was present in a balanced state, the cell
length manipulation will reduce the R vector signicantly and push it towards the
origin. In the vicinity of the origin, noise starts to dominate and the signal will
have a random phase. Further change in length will take it past the equilibrium
point and cause the R vector to ip its phase and come out through the bottom
right quadrant as depicted in the gure.
Although there were severe time constraints as far as the project was concerned,
as a nal eort, it was decided to incorporate another iris in the C636 channel
with an arrangement to externally adjust the aperture diameter. This enabled us
to manually restore the system to a balance point at the end of the purge session
without having to open the enclosure and break the purge in the process. Once
the balance was restored, the cell length was varied once again to observe anyChapter 7 Summary and Conclusion 138
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Figure 7.1: Pictorial representation showing why a phase reversal is not ob-
served under the present circumstances merely by a change in cell length
phase changes in the PSD output. The R vector constantly uctuated around the
zero mark but again no phase reversals were observed. Some long term drift on
the R value was seen however. Besides, the external mechanical adjustment for
the iris aperture had signicant backlash making it extremely dicult to get the
exact balance point.
7.2 Major Challenges Encountered
During the course of this research endeavor some challenging situations were en-
countered which had a serious impact on the time line of the project. One of the
most intriguing and unexpected observations was the appearance of the 2! com-
ponent at the output of the detector under balanced absorption conditions. This
was contrary to the DC signal that was expected at balance. With the help of
computer based simulations, it was possible to oer a logical explanation and jus-
tify the source of this 20 Hz signal in the detector output. This has been covered
in chapter 5. It was initially assumed that this 20 Hz signal will be removed by
the low pass lter at the output of the PSD and hence will not interfere with the
measurement process. However, experiments conducted by varying the iris aper-
ture showed that a dominant 2! component existed at the balance point when
practically no signal should have been detected. In fact, even this high quality
PSD was incapable of adequately suppressing the 2! component. To the best ofChapter 7 Summary and Conclusion 139
the author's knowledge, this situation is rare. A 2 stage 4 pole chebyshev lter
was designed and developed to suppress this 2! component and satisfactory results
were obtained as a result. The uctuation in the reference frequency derived from
the mechanical choppers was a problem that could not be easily traced initially.
The problem manifested itself in the form of steps or jumps that were observed
in the PSD output as shown in gure 6.17. PSDs would normally be considered
insensitive to such small variations in reference frequency and so this eect must
be some detail of the internal design. This problem was circumvented by building
a closed loop frequency control circuit based on PWM technique to stabilise the
chopping frequency.
7.3 Recommendations for Future Work
The aim of this research undertaking was to develop a low cost spectroscopic
instrument capable of making carbon isotope ratio measurements for possible use
in Urea Breath Tests (UBTs). In light of the achievements and results achieved so
far, it can be safely said that the work described in this document demonstrates the
feasibility of such a diagnostic system that incorporates several innovative features.
The low cost feature of this instrument lies in the use of non-expensive optical
components and a simple broadband source instead of using costly tunable diode
lasers and its associated controllers. Pyroelectric detectors oered the required
responsivity and this also eliminated the need for cooling arrangements. This
makes the system an attractive option for a commercial product. Whole band
integrated absorption measurements were made rather than using absorption line
pairs to ascertain concentration of the absorbing species. Another unique feature
of the instrument is its highly symmetrical design and the ratioing nature of the
setup ensured that it is not vulnerable to external interferences such as variations
in source temperature, ambient uctuations or detector responsivity since they
aect both the channels to the same extent. The novel concept of variable length
gas cell with a feedback servo loop was also tested and implemented for the rst
time. This avoided the need to make any absolute concentration measurements.
Although the detection limits predicted from noise analysis was less than 6‰,
experimental trials were only able to demonstrate levels of 10.5‰ to 11.5‰. From
all of the above it can be concluded that further improvement in detection limits
can be achieved only by incorporating certain modications in the implementation
of the design. An attempt has been made below to describe some of the possible
areas of modication with a view of creating an improved system that is muchChapter 7 Summary and Conclusion 140
closer to a fully commercially viable product.
One alteration that will decrease the size of the overall system will be the use of
beam tubes to cover the beam path from the source all the way upto the detector,
and passing along the two channels. These beam tubes should have adequate
provisions for gas inlet and outlet. This will greatly reduce the volume that needs
to be N2 purged thereby cutting down the duration of the purge session from
the current 2 hours to possibly under 30 minutes. This will have an obvious eect
during the system development phase by reducing the overall time required for the
measurement process. Another advantage arising from this modication is that
even during the purge session, it oers the user adequate access to the various
optical and non-optical components to manoeuvre them. This is especially useful
when the need arises to rebalance the system or perform a diagnostic check on the
various electronic circuit boards. This is not possible in the present case without
breaking open the purge. However, some careful consideration needs to be given
to the actual construction of the beam tubes around the mechanical chopper and
mirror assembly. The 45 inclination of these components may require the tubes
to have adequate windows to contain the purge along the other sections.
Another useful feature that can be incorporated is the use of motorised irises
along the two channels for achieving balanced absorption. This makes it possible
to achieve precision control of the aperture by using suitable driver software such
as LABVIEW. Fine adjustments can thus be done at the end of the purge session
to bring the system closer to the balance point before introduction of the sample
gases.
Driving the IR source at a higher temperature will also prove benecial as more
power falls on the detector. Table 5.2 shows that the relative dierence in channel
intensities gets bigger as source temperature increases and this makes it possible to
carry out more sensitive measurements. Increase in source temperature causes the
peak of the blackbody curve to shift towards the 12CO2 absorption region but as
long as the temperature is adequately stable over the entire measurement process,
it will not have any adverse eect on the responsivity of the system.
Another possibility that needs to be explored in more detail is the use of elec-
tronically locked synchronised choppers that can replace the current mechanically
linked choppers. Some initial work in this regard has already been done as de-
scribed previously in section 5.4. If successfully implemented, electronic phase
locking of the choppers C1 and C2 will reduce phase jitter and backlash that is
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accuracy from the present 0.7and reduced overall noise present in the system.
This will greatly help in achieving the desired 1‰ measurement precision. It
avoids the use of gear linkages and belts which undergo gradual wear and tear,
thereby inducing additional uncertainties with respect to position of the chopper
blades and their frequency stability. Besides, it eliminates the use of bulky steel
frames to connect the two choppers as in the present case. This greatly improves
the design of the instrument by reducing its overall size and making it more com-
pact and portable.
The inability of the instrument to achieve a balance point by cell length manipu-
lation demands a deeper investigation into the problem. One of the contributing
factors to this is the absence of balanced absorption along the two channels at the
end of the purge session. The likely reasons for this have been listed below:
• If one of the channel beams falling on the detector window only partially
covers the detector active area, the other channel will then appear stronger
and result in a virtual imbalance. By using an iris, balance can be achieved
initially at the beginning of the purge session. However, once the background
CO2 levels have been suciently reduced by purging the enclosure, inequali-
ties in channel beam intensities become more visible. He-Ne lasers were used
to check the alignment of the two channel beams with respect to the detector,
but it was not possible to get the two spots to overlap each other completely
and occupy the exact same spot on the detector active area. Introduction
of the lter cells after balancing the channels can produce a further shift in
the beam alignment, thereby reducing the channel strength and causing an
imbalance.
• Dierence in the reectivities of the two chopper mirrors C1 and C2 can also
result in a slight imbalance in channel intensities. As mentioned earlier, the
two chopper mirrors were manually diamond polished to make their surfaces
reective. However, it is not possible to guarantee that both C1 and C2 have
the same reectivity and hence one channel may be better reected than the
other leading to unequal intensities.
• Another possible reason may be the presence of dust particles on the win-
dows that will reduce the intensity of the channel beam and thus create an
imbalance.
Under normal circumstances, all the above listed problems can be resolved by
balancing the two channels with the irises. However, in the present case thisChapter 7 Summary and Conclusion 142
cannot be done without breaking the purge within the enclosure and hence the
recommendation for motorised irises that can be externally controlled.
7.4 Key Remaining Issue
Even after re-balancing the system using a second iris along the C-13 channel,
variation in cell length did not push the system towards the balance point. Phase
reversals were observed when enriched gas samples were fed to the sample cells
but the same could not be replicated by cell length manipulation. This strongly
suggests a problem with gas ow from the air bag attached to the sample cell when
the length of the C636 cell is varied. Extensive studies were carried out using a
Magnahelic pressure gauge and leak detectors to identify any possible sources of
leak from the gas cell and required modications were made. This, however, did
not improve the results obtained with cell length manipulation.
In the absence of any other logical explanation for the above, gas ow from the
air bag still appears to be the most likely cause of this problem and this requires
further testing and studying. It seems that some underlying phenomenon that
governs the ow of gas from the air bag into the gas cell has not been considered and
this needs to be examined in detail on a priority basis. Once this nal stumbling
block is overcome and the aforementioned modications are incorporated, the
measurement system presented here will prove to be a very useful diagnostic tool
for the detection of H.pylori.Appendix A
Data Sheets
This section contains data sheets for the following components:
• Temperature sensor LM35CZ
• Pressure sensor SDX15A2
• F/V converter LM331
• PLL IC HEF4046
• Infrared source IR-12
• Pyroelectric detector LTI Q2
• Low inertia DC servo motor M66CI-24
• Low power dual comparator LM393
• Low noise dual op-amp LM833
• Instrumentation Amplier AMP04
• Dual FET input op-amp OPA2604
• Unipolar Stepper Motor 16HS-110
• Stepper Motor Driver Card
• CAD drawing for ICF cell
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Figure A.18: Stepper Motor Driver CardAppendix B
Spectroscopic Modelling
This section contains extracts of the MATLAB codes used to generate the spec-
troscopic model for the 3 mode of CO2. Only the fundamental band and a hot
band transition for 12CO2 have been show here.
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%*******************************************************************
% C12 Spectroscopic modelling Lower Upper
% Following transitions were considered: 00001 - 00011 A Fundamental
% All are parallel bands(no change in l) 01101 - 01111 B Hotband
% 02201-02211 C
% 10002-10012 D This is one of the levels in a fermi diad
% 10001-10011 E This is the other level of the fermi diad
% 11102-11112 F
% 03301-03311 G
% 11110-11111 N
% Note: The notation from left to right is v1 v2 l v3 x where v1: Raman fundamental at
around 1340cm^-1
% v2: Bending mode at 667.3cm^-1
% l: Angular momentum quant no:
% v3: Asymm stretching mode at 2349cm^-1
% x: Denotes fermi diad if its 2
C12=Carbon12;
%Transition C12 00001-00011
%-------------------------------------
w1=C12(1,3);
B1=C12(1,4);
D1=C12(1,5);
H1=C12(1,6);
b1=C12(1,7);
d1=C12(1,8);
h1=C12(1,9);
l1=C12(1,11); % this is the angular momentum quantum number
a11=C12(1,12);
a21=C12(1,13);
a31=C12(1,14);
b11=C12(1,15);
s1=C12(1,16);
P1=pposition(w1,B1,D1,H1,b1,d1,h1,JA);
R1=rposition(w1,B1,D1,H1,b1,d1,h1,JB);
%Transition C12 01101-01111 e Note: e refers to the lower sub-level due to l-type doubling
%-------------------------------------
w2=C12(2,3);
B2=C12(2,4);
D2=C12(2,5);
H2=C12(2,6);
b2=C12(2,7);
d2=C12(2,8);
h2=C12(2,9);
l2=C12(2,11);
a12=C12(2,12);
a22=C12(2,13);
a32=C12(2,14);
b12=C12(2,15);
s2=C12(2,16);
P2=pposition(w2,B2,D2,H2,b2,d2,h2,JC); %For P and R, only e-e or f-f is possible and not e-
f.
Figure B.1: MATLAB codes used to generate spectroscopic model for the 3
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R2=rposition(w2,B2,D2,H2,b2,d2,h2,JD); %Also only transitions from symmetrical
rotational lines are present due to group symmetry.
%Transition C12 01101-01111 f Note: f refers to the upper sub-level due to l-type doubling
%------------------------------------
w3=C12(3,3);
B3=C12(3,4);
D3=C12(3,5);
H3=C12(3,6);
b3=C12(3,7);
d3=C12(3,8);
h3=C12(3,9);
l3=C12(3,11);
a13=C12(3,12);
a23=C12(3,13);
a33=C12(3,14);
b13=C12(3,15);
s3=C12(3,16);
P3=pposition(w3,B3,D3,H3,b3,d3,h3,JA);
R3=rposition(w3,B3,D3,H3,b3,d3,h3,JA);
Q2=qposition(w2,B2,D2,H2,b3,d3,h3,JD); % For Q, only e-f or f-e is possible.
Q3=qposition(w3,B3,D3,H3,b2,d2,h2,JA);
%To find the max R value and min P value inorder to define the IR window range
%----------------------------------------------------------------------------------------------------
Pall=[P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P21 P22 P23 P24 P25 P26
P27 P28 P29 P30];
Pmin=min(Pall)
Rall=[R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R21 R22 R23 R24
R25 R26 R27 R28 R29 R30];
Rmax=max(Rall)
int=(Rmax-Pmin)/delta
INT=round(int)
points=0:1:INT;
wavenumber=Pmin+(delta*points);
%Transition C12 00001-00011
%---------------------------------------
[HP1,HR1]=honl(JA,JB,0,l1); %Honl-London factor for degeneracy
[EP1,ER1]=boltz(B1,JA,JB,0,beta); %Boltzmann Distribution
[FP1,FR1]=herman(JA,JB,a11,a21,a31); %Herman-Wallis
Qr1=partition(B1,beta,l1); %Partition function
[LP1,LR1]=lorentz(P,JA,JB,0,P1,R1,0,Pmin,delta,points); %Lorentz line function
[SP1,SR1]=intensity(P1,R1,0,w1,s1,HP1,HR1,0,EP1,ER1,0,FP1,FR1,0,Qr1,beta,mol);
%Intensity of lines
BranchP1=SP1*LP1; %Final branch profile after considering line
broadening
BranchR1=SR1*LR1;
BandA=BranchP1+BranchR1; %Overall band spectrum
figure
Figure B.2: MATLAB codes used to generate spectroscopic model for the 3
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plot(wavenumber,BandA)
xlabel('wavenumber(cm^-1)');
ylabel('Absorption');
title('Absorption Spectrum for C12 BandA');
%Transition C12 01101-01111 e
%----------------------------------------
[HP2,HR2,HQ2]=honl(JC,JD,JD,l2);
[EP2,ER2,EQ2]=boltz(B2,JC,JD,JD,beta);
[FP2,FR2]=herman(JC,JD,a12,a22,a32);
FQ2=1;
Qr2=partition(B2,beta,l2);
[LP2,LR2,LQ2]=lorentz(P,JC,JD,JD,P2,R2,Q2,Pmin,delta,points);
[SP2,SR2,SQ2]=intensity(P2,R2,Q2,w2,s2,HP2,HR2,HQ2,EP2,ER2,EQ2,FP2,FR2,FQ2,Qr2,
beta,mol);
BranchP2=SP2*LP2;
BranchR2=SR2*LR2;
BranchQ2=SQ2*LQ2;
%Transition C12 01101-01111 f
%----------------------------------------
[HP3,HR3,HQ3]=honl(JA,JA,JA,l3);
[EP3,ER3,EQ3]=boltz(B3,JA,JA,JA,beta);
[FP3,FR3]=herman(JA,JA,a13,a23,a33);
FQ3=1;
Qr3=partition(B3,beta,l3);
[LP3,LR3,LQ3]=lorentz(P,JA,JA,JA,P3,R3,Q3,Pmin,delta,points);
[SP3,SR3,SQ3]=intensity(P3,R3,Q3,w3,s3,HP3,HR3,HQ3,EP3,ER3,EQ3,FP3,FR3,FQ3,Qr3,
beta,mol);
BranchP3=SP3*LP3;
BranchR3=SR3*LR3;
BranchQ3=SQ3*LQ3;
BandB=BranchP2+BranchR2+BranchQ2+BranchP3+BranchR3+BranchQ3;
figure
plot(wavenumber,BandB);
xlabel('wavenumber(cm^-1)');
ylabel('Absorption');
title('Absorption Spectrum for C12 Band B');
Figure B.3: MATLAB codes used to generate spectroscopic model for the 3
mode of CO2Appendix C
CAD Drawing
Figure C.1: CAD drawing for the ICF cell
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