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Gas-phase reaction kinetics is at the center of the evolution of reacting systems.
Many important reactions in the gas phase proceed through rovibrationally excited
complexes AB˚ that are formed either from the association of two particles A + B
or from the activation of thermalized species AB by collisions between AB and in-
ert colliders. The fate of these rovibrationally excited complexes is governed by the
competition among energy-transferring collisions, unimolecular decomposition, and
bimolecular reactions – yielding a strong dependence of all emergent rate constants
on temperature, pressure, and composition of the surrounding mixture. In nearly
all realistic environments critical to combustion and planetary atmospheres, multiple
species are present in significant quantities and thus contribute to the evolution of
the rovibrationally excited complexes. A substantial fraction of these species is inert
in the sense that they merely participate in energy-transferring collisions, and a por-
tion of them are instead reactive, which participate in reactive collisions and induce
reactions with the rovibrationally excited complexes rather than merely transferring
energy.
Most of the inert species have distinct collisional energy transfer characteristics
and thus contribute differently to the energy-transferring collisions – making the
multi-component pressure dependence in mixtures different from the pressure de-
pendence in the constituent components when pure. Accounting for such “mixture
effects,” in practice, one employs a “mixture rule” to interpolate kinetic data in mix-
tures from individual pure bath gas components. While mixture effects for reactions
proceeding through a single potential well and a single reaction channel have been ex-
tensively investigated, mixture effects and mixture rules for multi-well and/or multi-
channel reactions are significantly less characterized despite their ubiquitousness in
gas-phase reaction systems. This work presents an investigation of and seeks reliable
representations of bath gas mixture effects on multi-channel (both single-well and
multi-well) reactions and their impacts on combustion predictions. The performance
of different mixture rules for representing multi-component pressure dependence of
rate constants for various systems is evaluated through comparisons against ab initio
master equation calculations for the mixture. The comparisons revealed that the clas-
sic linear mixture rule, the most commonly applied mixture rule, yields substantial
deviations (exceeding a factor of 50) for typical combustion mixtures. The com-
parisons, together with results from combustion simulations, suggest that recently
proposed mixture rules based on the reduced pressure provide a considerably more
accurate representation of mixture effects for various systems. These new mixture
rules are therefore recommended for use in fundamental and applied chemical kinetics
investigations.
The importance of reactive collisions between the rovibrationally excited com-
plexes AB˚, formed from the association of A + B, and reactive colliders C was
largely ignored historically. Recent studies have demonstrated that reactive collisions
of AB˚ with C often occur on the same timescale as energy-transferring collisions.
And these reactive collisions can induce non-Boltzmann kinetic sequences that pro-
ceed through AB˚ and propagate across multiple coupled potential energy surfaces.
The non-Boltzmann kinetic sequences can be represented by the chemically termolec-
ular reactions A + B + C Ñ products in phenomenological kinetic models. While
these non-Boltzmann kinetic sequences consume the same set of species as their equiv-
alent thermal sequential pathways, they are kinetically and dynamically distinct and
can have substantial impacts on the global reactivity in combustion and atmospheric
systems beyond those imposed by thermal sequential pathways. Evaluating the ki-
netics of non-Boltzmann kinetic sequences requires that rovibrational excitation of
reacting complexes from one potential energy surface be carried over to the follow-
ing and appropriate treatments for the augmentation and dissipation of the energy
distributions due to reactions. This work presents a theoretical and computational
methodology that couples multiple master equations and derives rate constants for all
emergent phenomenological reactions for non-Boltzmann kinetic sequences spanning
across the coupled master equations. Results from implementing the methodology for
a couple of systems demonstrate that reactive collisions can both increase the over-
all rate of conversion of reactants to products and alter the branching ratios among
final products. Combustion simulations indicate that reactive collisions can have sig-
nificant impacts on the overall system reactivity. Therefore, suitable rate laws and
appropriate treatment are needed for the distinct effects of reactive collisions to be
represented in phenomenological kinetic models.
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Chemical reactions in gas phase play a key role in applications of chemical kinetics
in many fields, such as combustion, atmospheric chemistry, and chemical vapor de-
position [1–6]. In many subjects that utilize the outcomes of chemical reactions, for
example, to determine the energy flow in a thermodynamic cycle or to help map out
the temperature and species distribution in a system, chemical reactions are generally
represented as global reactions – i.e., chemical equations with initial reactants on one
side and final products on the other side. While such a treatment of chemical re-
actions might significantly simplify the analysis processes and reduce computational
cost of large-scale simulations, in practice there are almost no reactions in which
the initial reactants react with each other and produce the final products in a single
step, following exactly the forms in global reactions. Instead, a number of interme-
diate steps are usually involved in the conversion of the initial reactants to the final
products – giving rise to the well-known “complex reaction mechanisms”.
As an introductory example, consider the stoichiometric oxidation of hydrogen




O2 “ H2O (1.1)
Various properties with regard to this reaction (e.g., rate constants, heat of reaction,
equilibrium constants, etc.) have been extensively investigated and determined since















Figure 1: Reaction pathways of H2 oxidation based on Burke et al.[7]
portance in science and engineering applications – for example, liquid hydrogen and
liquid oxygen are one of the most widely used fuel/oxidizer combinations of rocket
propellant due to its high specific impulse [8]. As more is understood because of ad-
vances in fundamental theories and experiments, we have learned that several dozens
of reactions would be needed to fully simulate the behavior of the H2/O2 system
at stoichiometric conditions to reproduce experimental observations – for example,
Burke et al. [7] proposed a model containing 20 reactions among 10 species, while
Konnov [9] proposed a model containing 60 reactions among 12 species. Figure 1
presents a diagram of the reactions involved in the oxidation of H2 in O2 based on
the H2/O2 kinetic model from Burke et al. [7], which forms a network of reactions
with vertices being different species (e.g. atoms, molecules, and/or radicals) and
directional arrows indicating the conversion relations among these species. These
reactions are generally called elementary reactions. The H2/O2 system presented in
Figure 1 is one of the simplest, and probably the most important, gas-phase reaction
networks. For more complex species their reaction networks might include hundreds
or even thousands of reactions – for example, a recent comprehensive kinetic model
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for C1-C4 hydrocarbon reactions [10, 11] consists of 2716 reactions among 493 species,
and a recent kinetic model for modeling combustion-generated nitrogen chemistry [3]
contains 151 species and 1394 reactions.
Consider a generic elementary reaction step, r, in Figure 1 that is abstractly







where ζr,k and ζ
1
r,j are respectively the corresponding molar concentration coefficients
for reactants and products. Then the rates of change in the molar concentration
(i.e., moles per unit volume) of reactants Mr,k, nMr,k , and products Mr,j, nMr,j , in a
































r,jMr,j, which is a function of the local temperature, pressure, and
mixture composition (T {P {X). Kr,c is the equilibrium constant for the elementary
reaction r, and ω̂r is the net molar reaction rate. For a complex network of reactions
– such as the one depicted in Figure 1 – many reactions occur simultaneously and
the new molar reaction rate for each of them can be described using the law of mass
action with its individual set of parameters pζr,k, ζ
1
r,j, kr,f , Kr,cq. Therefore, if there
are R reactions among I species in the system, the overall rate of change of the molar
















where 1tj“iu is the indicator function for the event tj “ i|j P t1, 2, ¨ ¨ ¨ , Iuu for some
3
given i P t1, 2, ¨ ¨ ¨ , Iu, and ω̂r, ζ 1r,j, ζr,k follow the same definitions as in Eqs. (1.2)
and (1.3) for the rth elementary reaction in the system.
Therefore, for a reacting system consisting of I species and R reactions, the time
evolution of the thermodynamic states of the system (T {P {X) are described by the




`∇ ¨ pρvq “ 0 (1.5)
Conservation of individual species:
Dρi
Dt



















where ρ is the density of the control volume. t is time. v is the mass-averaged velocity
of all the species in the control volume, i.e., ρv “
ř







p¨q ` v ¨∇p¨q is the material time derivative of p¨q in the spatial
frame. Wi is the molar mass of the i
th species, ωi is the net rate of molar production
of ith species as defined in Eq. (1.4). Vi is the “molecular diffusion velocity” of the
ith species, i.e., Vi “ vi´v. P is the stress tensor. fi is the body force acting on unit
mass of the ith species. e is the specific internal energy (including both chemical and
sensible energies). q is the heat flux incident at the boundary of the control volume.
Governing equations (1.5) - (1.8) are coupled with each other and, thus, need to
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be solved simultaneously to get results for pρ,v, eq. From Eq. (1.6), it is clear that ωi
plays an important role in determining the time evolution of each individual species,
ρi, and from Eqs. (1.3) and (1.4), we then see that ωi is directly dependent on the
rate constants of reactions kr,f pT, P,Xq in which the i
th species participates (i.e., for j
and k where the indicator functions 1tj“iu and 1tk“iu evaluate to unity for a given i).
Combining the above relations, it can be concluded that kr,f pT, P,Xq is in a critical
position to determine the thermodynamic states of a reacting system.
In practice, solving governing equations Eqs. (1.5)-(1.8) analytically is infeasible
even for a system as simple as H2/O2. Instead, it is generally performed using a chem-
ical reacting flow code [12–16], which solves the governing equations Eqs. (1.5)-(1.8)
numerically for a system under specific initial and boundary conditions. Chemical
kinetic modeling using reacting flow codes provides an important analysis tool in
engineering designs and applications (refs. [1, 4–6, 17] and references therein). To
conduct chemical kinetic modeling, a chemical kinetic model (or mechanism), such
as those proposed by Burke et al. [7] and Konnov [9], is commonly required as an
input for reacting flow codes. A typical chemical kinetic model contains parametric
expressions that can be employed to calculate various thermodynamic and transport
properties of each species and chemical reaction rate constants among these species
at given thermodynamic conditions.
Improving the accuracy and comprehensiveness of chemical kinetic models have
been the subject of numerous theoretical, experimental, and computational studies
(refs. [1, 3–5, 7, 10, 11, 18–28] and reference therein). For example, advances in
experimental methods and techniques for kinetics experiment have enabled drastic
improvements in rate constant determination – achieving a precision of 10-20% for
certain reactions in combustion [5, 23, 26, 29]. Additionally, computational tech-
niques based on inverse uncertainty quantification [19, 30–34] and machine learning
[24, 25, 35–37] have been applied extensively to optimize kinetic parameters and to
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produce kinetic models that are highly consistent with experimental measurements.
For reaction systems that are not easily isolated and studied experimental or for those
with limited experimental data, ab initio calculations [4, 6, 38–40] provide an effective
and accurate approach to determine the kinetic parameters based on first principles.
When combined with potential energy surfaces determined using high-level quantum
chemistry methods (via computational packages such as Gaussian [41] or Molpro
[42]), ab initio calculated rate constants have been shown to achieve agreement with
experimental determinations within 10% [6, 43–45].
1.1 Objectives of Dissertation
While the above-mentioned approaches have been proven to be effective in reducing
parametric uncertainties (i.e., producing rate constants expressions that better re-
produce experimental observations) within chemical kinetic models, they are unable
to identify and reduce structural uncertainties and underlying physics in gas-phase
reactions. The objectives of the present work are to advance the understanding of
and develop suitable representations for two important, but not properly treated,
kinetic effects for gas-phase reactions in mixtures – namely, bath gas mixture effects
and non-Boltzmann kinetic sequences induced by reactive collisions. For the rest of
this chapter, we briefly discuss the origin of these two kinetic effects and their cur-
rent treatments. In the following chapters, we present in-depth analysis and results
based on ab initio master equation calculations, with the goal to quantify the dis-
tinct kinetic impacts of these two effects and improve their representations for general
implementation in chemical kinetic studies.
Consider the schematic potential energy surface in Figure 2 for reaction system,
A + B = AB = products, with a single excited state for the complex, AB˚ (i.e., the
Lindemann-Hinshelwood mechanism [46, 47]). (Throughout this chapter, unstarred
6
A + B AB*
AB
+ M + M
Products
Figure 2: Schematic potential energy surface for a system with single rovibrationally
excited state.
species names are reserved for molecular ensembles whose rotational and vibrational
(abbreviated as “rovibrational”) energy distribution is well described by the Boltz-
mann (thermal) distribution at the local temperature; starred species names refer
to molecular ensembles that are in non-Boltzmann distributions.) Here in particu-
lar, a potential energy surface (PES) maps out the electronic energy as a function
of nuclear coordinates under the Born-Oppenheimer approximation such that every
point on PES is the solution to electronic Schrödinger equation with a Hamiltonian
determined at a frozen nuclear configuration. On the schematic PES in Figure 2,
the rovibrationally excited intermediate, AB˚, can be formed either from the asso-
ciation of two species, A + B, via A + B = AB˚, or from activation of thermal
AB by energy-transferring collisions with the surrounding bath gases M via AB +
M = AB˚ + M. The formed rovibrationally excited AB˚ complexes can then dis-
sociate backward to form A + B, dissociate “forward” to form various products, or
undergo energy-transferring collisions with the surrounding bath gases M to form a
thermalized AB.
Generally, when representing the kinetics resulting from a specific potential energy
surface in chemical kinetic models, only thermalized (or nearly thermalized) species
and reactions among thermalized (or nearly thermalized) species would be incorpo-
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rated. That is, if we are creating a kinetic model for the PES in Figure 2, it will
include thermal species A, B, AB, and products but neglect rovibrationally excited
species AB˚. Similarly, this kinetic model will include reactions such as A + B +
M = AB + M, A + B = products, and AB + M = products + M, while neglecting
reactions like A + B = AB˚, AB + M = AB˚ + M, or AB˚ = products. However,
as presented in Figure 2, it is not possible to consume A + B and directly form
either AB or products without passing AB˚ – therefore, the reactions contained in
chemical kinetic models (which are often referred to as “phenomenological reactions”)
often represent outcomes of multi-step sequences of multiple microscopic steps. In
particular, the outcomes of the multi-step sequences proceeding through rovibra-
tionally excited intermediate complexes AB˚ – usually called “complex-forming” or
“pressure-dependent” reactions in literature – are generally represented by the bi-
molecular reactions
A + B = products (RI)
and the termolecular association reactions
A + B (+M) = AB (+M) (RII)
Historically, RI and RII, together with the unimolecular reactions, AB = products,
which are simply the reverse of (RII), have been the only three types of phenomeno-
logical reactions considered in chemical kinetic models. Note that “+M” is commonly
used as a collective representation of any arbitrary molecule present in the environ-
ment, and hence the quantity, nM, represents the local molar concentration of system.
It has been well demonstrated by literature that the P -dependence of rate constants,
kpT, P,Xq, for complex-forming reactions comes from the energy-transferring colli-
sions between AB˚ and M. In nearly all realistic environments encountered in com-
bustion and planetary atmospheres, a numerous species are in sufficient quantities to
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participate in the collisions with AB˚. Therefore, M is in general a mixture consist-
ing of various species such as reactants (e.g. hydrocarbons and O2), products (e.g.
H2O and CO2), intermediate species (e.g. OH and HO2), and noble gases (e.g. Ar
and He). Since different colliders usually have distinct collision energy-transferring
characteristics (e.g., collision frequencies and/or amount of energy transferred per
collision, cf. Chapter 3-4), rate constants for complex-forming reactions in bath gas
mixtures depend not only on pressure but also on mixture composition – giving rise
to the so-called “bath gas mixture effects”. However, representing bath gas mixture
collectively as +M for pressure-dependent reactions fails to capture the such mixture
effects.
The lack of treatment for different pressure dependence of different collider com-
ponents in bath gas mixture has been extensively investigated by the vast catalog of
studies on collision energy transfer (refs. [43, 48–58] and references therein). It has
been concluded that most typical inert colliders are “weak” in the sense that they
transfer only a limited amount of energy per collision, and that different colliders often
have different efficiencies in inducing collision energy transfer. For example, hydro-
carbons, CO2, and H2O are known to be much stronger colliders (i.e., more efficient
in transferring energy) than O2 and N2 [57–61]. Thus, except in the high-pressure
limit, where collisions are so sufficient to maintain AB in a Boltzmann distribution
[53, 62, 63], rate constants for phenomenological reactions proceeding through rovi-
brationally excited complexes AB˚ are often different for different inert colliders.
The majority of experimental and theoretical studies of and available data for
rate constants of complex-forming reactions, however, mainly focus on reactions in
pure inert colliders. The effects of mixture composition on pressure-dependent rate
constants – if they are treated at all – are almost always treated via a “mixture
rule”, which estimates the rate constants in the mixture form available data for rate
constants in the pure constituent inert colliders. Such mixture rules both comprise
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important elements of reacting flow codes [12–15] and play a important role in experi-
mental determinations of rate parameters [18, 29, 59, 60, 64]. Therefore, quantifying,
and improving, the accuracy and general suitability of mixture rules in represent-
ing multi-component pressure dependence is of great significance to fundamental and
applied chemical kinetics research.
Understanding mixture effects of inert colliders has historically been the subject
of considerable studies for single-well single-channel reactions [48, 49, 52, 65–73].
However, many, if not most, important complex-forming reactions in combustion
and atmospheric chemistry proceed through multiple channels and/or multiple wells
[74, 75]. Even though previous studies have identified a number of key trends regard-
ing mixture effects for single-channel reactions, our understanding of the mixture
effects for multi-channel and/or multi-well reactions is much limited in spite of their
ubiquity in practice. To help fill this gap, Lei and Burke [18, 63, 76, 77] have embarked
on a series of investigations of various single-well multi-channel systems to develop
suitable mixture rules for describing the full temperature/pressure/bath-gas compo-
sition (T {P {X) dependence of the rate constants for complex-forming reactions. As
will be demonstrated below, rate constants in the mixture exhibit nonlinear depen-
dence on rate constants of its components, therefore, the classic linear mixture rule
(i.e., LMR,P in Table 3.1) – currently one of the most widely applied mixture rule
in chemical kinetic modeling and experimental interpretation of date – cannot cap-
ture such nonlinearities, resulting in errors exceeding an order of magnitude. On the
other hand, newly proposed reduced-pressure-based mixture rules (i.e., LMR,R and
NMR,R in Table 3.1) are able to reproduce master equation calculations within 10-
20%, providing accurate approaches to represent the mixture effects of inert colliders
in gas-phase kinetic research.
As discussed previously, chemical kinetic models only contain reactions among
thermalized (or nearly thermalized) species. Given that many species are initially
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Figure 3: Schematic potential energy surface for a system with single rovibrationally
excited state with reactive collisions between rovibrationally excited state AB˚ and
reactive collider C.
formed in non-Boltzmann distributions (e.g., those formed by chemical activation
process, cf. A + B = AB˚ in Figure 2), an implicit assumption in phenomenological
kinetic models is that these initially non-Boltzmann-distributed species are thermal-
ized (to reach a Boltzmann distribution) by sufficient energy-transferring collisions
prior to reactions. However, in bath gas mixtures not every collider is of inert and
energy-transferring nature, some colliders, denoted as C in Figure 3 and through-
out the text, can instead react with rovibrationally excited complex AB˚ and form
products,
AB˚ + C = products
Many recent studies [78–85] have demonstrated that these reactive collisions can
occur on similar timescales as energy-transferring collisions with inert colliders and
induce the reaction (before AB˚ being thermalized). Phenomenologically, the reactive
collisions of a rovibrationally excited ephemeral complex AB˚ that is formed by the
association of A + B with third body C give rise to non-Boltzmann kinetic sequences,
which consume reactants A + B + C and directly form final products without being
thermalized to AB in the process. It also been recognized in several studies [81, 82, 86,
11
87] that while non-Boltzmann kinetic sequences consume the same reactants as the
equivalent sequential pathways proceeding via a thermalized AB – i.e., termolecular
association reaction A + B (+M) = AB (+M) followed by bimolecular reaction of AB
+ C = products – non-Boltzmann kinetic sequences are kinetically and dynamically
distinct from the thermal sequential pathways. In chemical kinetic models, these non-
Boltzmann kinetic sequences can be represented as chemically termolecular reactions
[82] as
A + B + C = products (RIII)
Although such chemically termolecular reactions were hypothesized in the early
studies of combustion reactions [17, 47, 88], they have generally been considered to
be unimportant and have not been included among the reaction types commonly con-
sidered in kinetic models. Therefore, the lack of treatment for the kinetics induced
reactive collisions of rovibrationally excited complexes AB˚ and reactive colliders C
in the mixture was not well studied historically. Recently, multiple studies [82, 83, 87]
have demonstrated that chemically termolecular reactions can be major pathways in
common combustion scenarios and can similarly impact overall combustion properties
(e.g. flame speeds and ignition delay times). However, the unique kinetic manifes-
tations of reactive collisions and various dependence of the phenomenological rate
constants for chemically termolecular reactions still remain unclear. All of this sug-
gests that a better understanding of the kinetics of systems with reactive collisions
would be worthwhile for the development of suitable rate laws and rate constant
representations for the emergent reactions. As is demonstrated by Lei and Burke
[86, 87] and will be discussed below (in Chapters 5 and 6), non-Boltzmann reaction
sequences, induced by reactive collisions of AB˚ with C, can enhance the overall rate
of conversion of A, B, and C to products under conditions where collisions of AB˚
are rate-limiting (i.e., at pressures below the high-pressure limit). Furthermore, due
to the rovibrational excitation of AB˚, chemically termolecular reactions can result
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in different product branching ratios than those observed in the equivalent thermal
sequential pathways. It has also been shown [86] that rate constants of all emergent
phenomenological reactions proceeding through rovibrationally excited complex, i.e.,
(RI) - (RIII), exhibit a rich T , P and XC dependence that needs to be considered for
the distinct effects of reactive collisions to be represented in kinetic models.
1.2 Dissertation Organization
In the present dissertation, we present analysis and results based on ab initio master
equation with goal to advance the understanding of and develop reliable represen-
tations for the kinetics of gas-phase reaction systems in mixtures composed of both
energy-transferring and reactive colliders. In Chapter 2, we first present the gen-
eral formulation of master equation for evaluating the time evolution of species in
gas-phase reactions and the techniques to solve the equation numerically and derive
phenomenological rate constants for all emergent phenomenological reactions in the
system. In Chapter 3, we first present analytical solutions to the master equation in
the low-pressure limit for a single-well multi-channel reaction in bath gas mixture in
order to help understand the mixture effects under conditions where collision energy
transfer is the most important rate-limiting step and to explain the observed trends.
We then describe the functional forms of and computational algorithms for various
mixture rules for representing multi-component pressure dependence and compare
the performance of these mixture rules against numerical solutions of master equa-
tion for CH2O decomposition (a prototypical single-well multi-channel system) and
ONNH system (a multi-well multi-channel system). In Chapter 4, we present results
from a series of studies to further test the performance and robustness of various mix-
ture rules under thermodynamic conditions relevant to combustion and atmosphere
chemistry. We then evaluate the corresponding implications of mixture effects on
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experimental interpretations of rate parameters and chemical kinetic modeling based
on common combustion measurements. In Chapter 5, we first present results from
master equation calculations for H + O2 + H system and use them to advance under-
standing and improve quantification of the unique kinetic manifestations of reactive
collisions on the overall system kinetics across various pressures and reactive collider
mole fractions. We then derive phenomenological rate constants for all emergent re-
actions, determine their T {P {XC dependence, and then explore ways for the distinct
effects of reactive collisions to be represented in phenomenological kinetic models. In
Chapter 6, we present a fully automated methodology for coupling consecutive poten-
tial energy surfaces and tracking energy distributions of reactive species across them
to derive rate constants for phenomenological reactions describing non-Boltzmann
kinetic sequences spanning multiple potential energy surfaces. This methodology is
then implemented using an in-house script for non-Boltzmann sequences involving
H + C2H2 + C with C = O2, H, and OH – which were identified as having strong
potential for influencing combustion predictions in a recent screening study [84] – to
quantify their distinct kinetics and corresponding implications for combustion mod-
eling. In Chapter 7, we conclude this dissertation by summarizing the key findings
and providing some additional directions for future research for gas-phase kinetics in
mixtures. Altogether, it is our intention that the present work in conjunction with
our other previous and ongoing studies will aid in developing suitable rate laws and
establishing the necessary ways to represent the distinct kinetics of gas-phase reac-
tions system in mixtures consisting of both inert and reactive colliders for the general
implementation in experimental and modeling studies.
14
Chapter 2
Master Equation for Gas-Phase Reactions
2.1 Introduction
The master equation (ME) describes the time evolution of the instantaneous mi-
croscopic population of species under the interplay of energy transfer via collisions
with the surrounding bath gas and chemical reactions (i.e., unimolecular decompo-
sition/isomerization [43, 46, 47, 56, 74, 75, 89–92] and even bimolecular reactions
[78, 79, 81, 82, 86, 87, 93, 94]). Master equation methods have been employed
routinely in the calculations of temperature-, pressure-, and mixture-composition-
dependent phenomenological rate constants for gas-phase unimolecular and bimolec-
ular reactions [43, 56, 74, 75, 95]. Recent studies have demonstrated that master
equation methods, when combined with appropriate treatments for microcanonical
rate constants and energy distribution, can be applied for predicting the phenomeno-
logical kinetics of systems with weakly bounded species [96, 97] or reactive third
bodies [78, 81–83, 86, 87, 98].
When setting up master equations for gas-phase reactions, the instantaneous pop-
ulations of the species in system are usually represented in terms of one or more in-
dependent variables under certain statistical assumptions. Several formulations have
been proposed depending on the choice of independent variables: in one-dimensional
master equation (1D-ME) [92, 95] total rovibrational (internal) energy, E, (or in
some cases the “active” energy, E) is treated as the only independent variable; in
two-dimensional master equation (2D-ME) [43, 74, 99] the total angular momen-
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tum quantum number, J , is included as an additional independent variable; and
in three-dimensional master equation (3D-ME) [44], the magnetic quantum num-
ber (projection of J on principal axis), ml, is incorporated as the third independent
variable. In gas-phase chemical kinetics, master equation calculations have become
an important tool for a priori predictions of temperature-, pressure-, and mixture-
composition-dependent rate constants, and vast catalog of studies [43, 44, 74, 92, 99]
and reference therein have demonstrated the accuracy of the calculated rate con-
stants against experiments and direct dynamics simulations. For example, Jasper et
al. [43] presented full 2D-ME calculations where the pE, Jq-resolved collisional en-
ergy transferring kernel was determined using trajectory calculations and found that
the pressure-dependent rate coefficients calculated for the unimolecular dissociation
reactions CH4 Ñ CH3 + H and C2H3 Ñ C2H2 + H generally agree (within 20%)
with experiment. Matsugi [100] employed 1D-ME and 2D-ME calculations for var-
ious of multi-channel decomposition reactions (n-propyl, 1-pentyl, and toluene) and
found that, when compared with experiments, the average deviations of ME calcu-
lated rate constants are generally within the experimental uncertainty of „ 30%, with
the largest deviations from 1D-ME of at most 50% in the middle of the falloff regime.
More recently, Nguyen et al. [44] compared the calculated pressure-dependent rate
constants at fixed temperature using 1D-ME, 2D-ME and 3D-ME with the experi-
mental determination for the isomerization of CH3NC to CH3CN and dissociation of
NH3 to H + NH2, and found that all three master equation models produced rate
constants that are in satisfactory agreements with experimental determinations (1D-
ME within 20%, 2D-ME and 3D-ME are essentially identical and both within 10%)
across a pressure range of 10´2 to 105 Torr.
In practice, however, 3D-ME calculations, or even full a priori 2D-ME calcula-
tions, have only been attempted for a limited amount of systems due to the unavail-
ability of information required for the implementation of such treatments for most
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systems. Instead, the one-dimensional variants, established from higher dimensional
master equations using specific statistical assumptions, have been commonly used in
practical calculations. For example, Miller et al. [74] proposed a method to reduce
2D-ME to 1D-ME, which yields the “2D/ϕ-ME” model, by assuming that the colli-
sional transfer of E and J are separable and that collisions are “strong” in making J
transitions in the sense that the final rotational state is assumed to be independent
of the initial rotational state and the distribution in J is assumed to be the micro-
canonical statistical distribution. Since collision energy transfer is the most important
rate-limiting step at pressure below high-pressure limit, all simplified 1D-ME models
give an exact result in the high-pressure limit but deviate in the low-pressure limit
[43–45]. As discussed above, the most accurate treatment would be obtained from
2D-ME models employing ab initio calculated properties for both energy and angular
momentum transfer. Such data, together with the appropriate functional forms for
two-dimensional collision transfer of energy and angular momentum, however, are
not yet available for most of the species and colliders often encountered in the gas-
phase chemical kinetics. Therefore, the present work primarily utilizes the 1D-ME
model, and we note that the E, J-resolved generalization, when it is warranted, is
straightforward.
2.2 Master Equation for Single-Well Systems
For systems with only a single potential energy well, the time evolution of the instan-
taneous population of complex (denoted as W1) with rovibrational energy E, npE, tq,
in a mixture consisting of M inert colliders and C reactive colliders can be described
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1;T q is the second-order collision energy transfer rate constants be-
tween W1 and i
th inert collider Mi that induces a transition from W1 at energy
E 1 to W1 at energy E at temperature T ; nMi is the concentration of Mi, which is
time-independent since it is assumed to be inert and only involved in collision energy
transfer; k
pµq
d pEq is the microcanonical rate constants for W1 complex at rovibrational
energy level E dissociating to form the µth set of products; kW1+Cj Ñ ppEq is the mi-
crocanonical rate constants for bimolecular reactions of W1 at rovibrational energy
level E with the jth reactive collider Cj to form products p; nCj is the concentration
of Cj, which is assumed to be time-invariant on the timescale relevant to reactions
[81, 82, 86, 87]; k
pνq
a pEq is the microcanonical rate constant for the association of νth





B ptq are respectively the concentrations of ν
th pair of bimolecular species (A and
B), which explicitly depend on time; ρ
pνq
A+BpEq is the density of states for A + B; and
Q
pνq
A+BpT q is the standard partition function for A + B. Similar to the common as-
sumption elsewhere [74, 92], the energy distribution of bimolecular species is assumed
to be Boltzmann (thermal) distribution and, therefore, the time dependence of their
microscopic population comes through their concentrations n
pνq
A ptq and n
pνq
B ptq only.
Rewriting the second line of Eq. (2.1) in terms of the Dirac delta function δpE 1´
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Eq, the master equation becomes
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which, after some reorganization, can be recast into the following form
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where G is the kinetic relaxation operator that describes the microscopic transitions
of npE, tq; and ppνqpE, tq describes the microscopic population gain of W1 from the
association of νth pair of bimolecular species, with the element













The operator G is the sum of three components: the collision energy relaxation op-
erator Z, the unimolecular decomposition operator K, and the bimolecular reaction
operator R – i.e. G “ Z `K `R – where Z depicts the collisional energy trans-
ferring among microscopic states of W1, K depicts the population loss of W1 via
self-dissociation to form bimolecular species, and R depicts population loss of W1 via
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the reaction between W1 and Cj’s. More specifically, we have
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´ EqnpE 1, tqdE 1 (2.3)
Note that R describes the reactions induced by reactive collisions of W1 with Cj’s,
and as is commonly implemented in the literature [81–83, 86, 87], the bimolecular
reactions W1 + Cj Ñ p are treated via irreversible sinks in the master equation,
thus, the population gain of W1 from reverse directions of W1 + Cj Ñ p is not
accounted in Eq. (2.1) (which is not so restrictive as shown in [101]).
The exact functional forms of each term in Eq. (2.1) can be determined using
results from direct dynamics simulations (e.g., trajectory calculations), which are
computationally expensive (and possibly infeasible) to implement for every system
of interest. Alternatively, as is generally implemented in the literature ([62, 63, 74,
81, 92] and references therein), statistical theories and treatments are employed to
evaluate each of these terms.
2.2.1 Collision Energy Transfer
The vast catalog of experimental and theoretical studies on collision energy trans-
fer since the early days of gas-phase kinetics research (see Refs. [48–50, 57, 58, 99,
100, 102–110] and reference therein) have spotted several important features with
regard to kcollpE,E
1;T q. First, energy-transferring collisions are weak in the sense
that kcollpE,E
1;T q decays to zero for large energy changes, i.e. |E ´ E 1| " 0, due
to the short lifetime of collisions (on the order of fractions of a picosecond) com-
pared to the energy randomization among the internal modes of the participating
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particles (on the order of nanoseconds from trajectory calculations [95]). Second, an
elastic peak is present at E « E 1 where kcollpE,E
1;T q assumes large values for small
energy changes centered around the initial energy level E 1. Third, there is a statis-
tical mechanical constraint that kcollpE,E
1;T q must obey microscopic reversibility,
i.e. kcollpE,E
1;T qf p0qpE 1q “ kcollpE
1, E;T qf p0qpEq with f p0qpEq being the Boltzmann
distribution of W1, which implies that any system involving energy-transferring col-
lisions must eventually achieve thermal equilibrium after a sufficiently long time [95].
In practice, the second-order collision energy transfer kernel for the ith inert
collider kcoll,ipE,E
1;T q is normally decomposed into the product of the (energy-
independent) collision frequency, ZipT q, and the per-collision energy transfer probabil-
ity, PipE,E
1;T q – yielding kcoll,ipE,E
1;T q “ ZipT qPipE,E
1;T q – with the constraints








1. This transfer the energy-dependence of kcoll,ipE,E
1;T q completely to PipE,E
1;T q.
In most implementations, ZipT q is generally calculated using the Lennard-Jones
model [111], while the optimal representation of PipE,E
1;T q is still an on-going re-
search topic. A lot of effort has been invested since Lindemann and Hinshelwood
established the strong-collision energy transfer model [46, 52, 90, 104, 105, 107–109]
in order to appropriately represent the conditional probability density PipE,E
1;T q. It
has found that, instead of being perfectly efficient, transition probabilities vary with
vibrational, rotational states of molecules and the energy difference ∆E “ E ´ E 1,
but, in general, for specific reaction systems little is known about either for its ex-
act functional shape, its dependence on the characters of colliding particles nor its
behavior at energy levels near to chemical reaction barriers.
Bearing with the abovementioned features and constraints, different empirical
models are developed for PipE,E
1;T q either on a discrete energy basis, such as the
stepladder model, or on a continuous basis like the exponential or Gaussian models.
It has also been shown [90, 111] that the continuous model apparently provides a more
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appropriate representation for transitions between states with energy level distance
smaller than the average amount of energy transferred per collision x∆Ey and that the
exponential function is a proper assumption for inefficient (weak) colliders while tran-
sition curves would behave more Gaussian-like as they get more efficient (stronger).
Lim and Gilbert [112, 113] then proposed the biased random walk model to describe
the random temporal evolution of the internal energy profile during the collision. The
ergodic collision theory was later proposed by Nilsson and Nordholm[109] to give a
more realistic representation of strong collision limit with the assumption that col-
lider particles were in microcanonical equilibrium after the collision. Moreover, Oref,
Tardy and their colleagues [50, 105] established a new model to include the interplay
between the repulsive and attractive parts of the intermolecular interaction poten-
tial, which explained the “leveling-off effect”. The hyperparameters in these empirical
models are in general obtained by fitting them to the moments of x∆Eny determined
via experiments or direct dynamics simulations. More recently, quasi-classical tra-
jectory calculations have been employed to determine the collisional energy transfer
kernel directly by binning the trajectories as a function of ∆E transferred and plot-
ting the resultant histogram [101, 102, 104]. An obvious advantage of trajectory
calculations is that it provides a technique to selectively probe the effects of differ-
ent characteristics involved which may govern the energy transfer process. However,
accurately quantifying P pE,E 1q requires a sample of trajectories that is statistically
significant in representing the actual population as well as a well-determined potential
energy surfaces, which are computationally expensive for moderate to large systems
and hence challenging to the implementation of trajectory-based approaches.
For the main purpose of the current work, which is to evaluate the pressure de-
pendence of phenomenological rate constants in bath gas mixture, it has been demon-
strated in the previous studies [95, 111] that the pressure dependence is usually insen-
sitive to the detailed functional form of PipE,E
1;T q but instead largely dependent on
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the values of first or second moments of PipE,E
1;T q. It has also been shown that the
moments of PipE,E
1;T q (and hence kcoll,ipE,E
1;T q) only present weak dependence
on the initial energy E 1 over the typical range of energies contributing significantly to
the overall reaction kinetics. Therefore, similar to what has been implemented in lit-
erature [52, 63, 73–75, 82, 92], the exponential-down model [52] is used to describe the
collisional energy transfer probability function PipE,E
1;T q with energy-independent
but temperature-dependent parameters αipT q and γipT q that quantify the average
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E ě E 1
Note that, in general, when fitting exponential-down models to experimental mea-
surements or trajectory calculations to determine parameters αi and γi, only the
parameter for the down-collision wing (i.e. αi for E ă E
1) is fitted and the parameter
for up-collision wing (i.e. γi for E ą E
1) is determined via detailed balance through
a weighted Boltzmann factor, FEkBT [52] (cf. section 3.2.1), viz.
γi “ αiFEkBT {pαi ` FEkBT q
2.2.2 Microcanonical (Energy-Resolved) Rate Constants
For adiabatic reactions occurring on a single potential energy surface, the microcanon-
ical rate constants can be calculated using the E-resolved RRKM theory [114–116].
Implicitly in RRKM theory reside two fundamental assumptions [95], (1) the ergodic-
ity assumption states that vibrational energy is randomized rapidly on the timescale
of reaction throughout all vibrational degrees of freedom, and (2) the transition state
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assumption assumes that there exists a critical surface along the reaction coordi-
nate dividing reactants from products (called transition state) so that all trajectories
crossing this surface will have started in the reactant region and will go directly onto
product region without recrossing the dividing surface. Essentially, the ergodicity
assumption ensures that no matter how a population of excited species is prepared,
it will evolve on a short timescale into an equilibrium microcanonical ensemble such
that all configurations in phase space that have the same energy E are weighted
equally in the ensemble. And the transition state assumption guarantees that tra-
jectories from the reactant region in the phase space only cross the transition state
surface once. Under these assumptions, RRKM theory evaluates k
pνq
a pEq and k
pµq
d pEq



















1qdE 1 is the number of states at
E for the transition state connecting the νth pair of bimolecular species (A and B) and






1qdE 1 is the number of states






respectively the density of states for Apνq + Bpνq and W1 at energy level E. Note that
for ν “ µ – i.e., consider the association and dissociation of the νth product channel –








Note that when calculating ρpEq for individual particles (e.g., Apνq, Bpνq and W1)
and N‰TS for transition states, only the active modes – i.e., those degrees of freedom
that participate in randomization of the energy of excitation – should be considered,
which usually includes vibration, internal free or hindered rotations, one-dimensional
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external rotations, and two-dimensional rotations (i.e., all vibrational and rotational
modes of a particle). To accurately determine the density of states of a particle,
one needs to solve the Schrodinger equation for all the active modes simultaneously.
However, for the purpose of evaluating the density of states in the application of
RRKM theory, the exact Hamiltonian may be decomposed and approximated using
separable Hamiltonian that individually describe normal modes vibrations and free or
hindered internal rotations. The overall rovibrational density of states of species then






In practice, one first determines the convoluted density of states for the active ro-
tational degrees of freedom ρrotpEq. Then, ρrotpEq is convoluted with the density
of states of each of the normal-mode vibrations successively using, for example, the
Beyer-Swinehart direct count algorithm [117]. Additionally, for bimolecular species
Apνq + Bpνq, the density of states also includes the relative translational modes be-














Before evaluating the density of states for a given species using the above equa-
tions, its microscopic geometry and various molecular properties (e.g., normal-mode
vibrational frequencies, rotational constants for free and hindered rotors, anharmonic-
ity, etc.) is first determined using quantum chemistry approaches either experimen-
tally (via spectroscopy analysis) or computationally (via electronic structure theory
calculations [61, 118, 119]). Additionally, as the transition state assumptions assumes
that there is no recrossing trajectory, it must lead to an overestimate of the exact
microcanonical rate constants. Therefore, the optimal locations of the transition
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state on the reaction coordinates can be determined variationally to minimize the
microcanonical rate constant kpEq at given energy level E.
The bimolecular rate constants kW1+Cj Ñ ppEq describes reactions of W1 at rovi-
brational energy level E with the jth reactive collider Cj with energy E
1 equal to the
internal rovibrational energy of Cj plus the relative translational energy between W1
and Cj (abbreviated as Cj-rel in the text below). This microcanonical rate constants
can be evaluated from the integration,






1;T qdE 1 (2.4)
where kW1+Cj Ñ ppE,E
1q is the rate constant for W1 + Cj Ñ p with W1 at E and
Cj-rel at E
1; and fCj-relpE
1;T q “ ρCj-relpE
1q expp´E 1{kBT q{QCj-relpT q is the energy
distribution for Cj-rel at energy E
1 and temperature T , with ρCj-relpE
1q being the
convoluted density of states of the internal modes of Cj and the relative translational
modes between W1 and Cj. In theory, kW1+Cj Ñ ppE,E
1q can also be calculated using
RRKM theory but different active modes in W1 may contribute differently to the
reaction coordinates of W1 + Cj and hence have different weights in the evaluation
of number of states. This is likely to be system or reaction-type dependent, which
necessitates further investigations for the development of a priori models.
2.3 Master Equation for Multi-Well Systems
For a system with N chemically distinct potential energy wells that are separated
from each other and from the bimolecular species by sufficiently high barriers, master
equation in Eq. (2.2) can be generalized to describe the simultaneous time evolution
of N complexes, which for each individual complex Wη with concentration nηpE, tq
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has the form of
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where the operators Zη and Rη in Gη share the similar forms as those in Eq. (2.3)
for single-well systems but need to be modified for Wη, while additional term is
introduced to operator Kη to further incorporate population changes of nηpE, tq due



















δpE 1 ´ EqnηpE
1, tqdE 1
where kWη ÑWη1 pE
1q is the rate constant for isomerization reaction Wη Ñ Wη1 for
η ‰ η1 with Wη at rovibrational energy level E. Repeating the above process for Wη
where η “ 1, 2, ¨ ¨ ¨ ,N yields a system of N coupled partial differential equations,
which can be rearranged and written using Dirac notation as
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where npE, tq is an N state vector with the ηth element being nηpE, tq and ppνqpE, tq
is an N vector with the ηth element ppνqη pE, tq being the microcanonical population
gain of nηpE, tq from the ν
th set of bimolecular species. The operator pG is an N by N
second-order tensor whose ηth diagonal elements are Gη and the pη, η
1q off-diagonal
element is the reverse of isomerization rate constant from Wη1 to Wη at energy E, i.e.,
´kWη1 ÑWηpEq for η, η
1 P t1, 2, ¨ ¨ ¨ ,N u. Note that when N “ 1, Eq. (2.5) reduces to
its single-well counterpart presented in Eq. (2.2).
As illustrated elsewhere [74, 92], pG is negative definite and hence all eigenvalues
of pG are negative for a fully connected system (i.e., every potential energy well are
accessible from every other potential energy well on the considered potential energy
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surface). The absolute values of each eigenvalue can be viewed as a unique timescale
at which the system is approaching quasi-equilibrium states, and in general, when the
full eigen-spectrum of pG is solved, some of the eigenvalues would be much separated
from the remaining ones – i.e., some quasi-equilibrium states take longer to achieve
than the others. More specifically, for a system with N chemically distinct potential
energy wells, there will be N eigenvalues that are much greater (i.e., less negative)
than the rest of the eigen-spectrum since it requires a longer time for a complex to
overcome a barrier and to convert to another complex or to bimolecular products.
These eigenvalues, together with their corresponding eigenvectors, are typically called
“chemically significant eigenmodes” (CSE), while all the other eigenvalues and their
eigenvectors are generally called “internal energy relaxation eigenmodes” (IERE) [74,
91, 92]. The eigenmodes can be used to derive phenomenological rate constants from
from species (or sets of species) to other species (or sets of species) on the considered
potential energy surface using the method briefly discussed in the next subsection.
Under certain conditions (e.g., low pressures and/or high temperatures), some
of the chemically significant eigenvalues may approach, or even, inferior of the in-
ternal energy relaxation eigenvalues, making the projection of corresponding chemi-
cally significant eigenvectors onto the internal energy relaxation subspace non-trivial.
Physically, this situation implies that the corresponding quasi-equilibrium states are
achieved on the same timescales as the internal energy relaxation processes. As a re-
sult, the species involved in the quasi-equilibrium states should be united and treated
as one “merged species” [92, 120] and the dimensionality of the effective chemically
significant eigen-subspace should be reduced accordingly. In this case, each individual
species of the “merged” species will still be considered in the master equation setup
and solution, however, the calculated phenomenological rate constants encapsulate
the overall kinetics from the quasi-equilibrated group of species.
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2.4 Solving Master Equation
In practice, the quantities npE, tq, pG, and ppνqpE, tq in the master equation presented
in Eqs. (2.2) or (2.5) are generally discretized into energy grids and then expressed in
matrix form and diagonalized to solve for its eigen-spectrum using packages such as
PAPR-MESS [92], Variflex [74, 91], Multiwell [106, 121], and MESMER [122]. With
the eigen-spectrum, we can then describe the time evolution of concentrations of var-
ious species in the master equation. For the general purpose of gas-phase reaction
kinetics, we also want to derive the rate constants for phenomenological reactions
from species (or sets of species) to other species (or sets of species). In this subsec-
tion, we summarize a computational approach to derive the phenomenological rate
constants for each product channel using the eigen-spectrum of kinetic relaxation
operator pG, based on the methodologies by Miller et al. [74] and Georgievskii et al.
[92]. It is worthwhile noting that, the method presented here assumes a clear sepa-
ration between the CSE and IERE (i.e., no submerged species), modified calculation
approached for merged species are discussed elsewhere (for example [91, 92, 120, 123]
and reference therein).
Let Λpλq be the eigenvalues of pG with the corresponding eigenvectors Λλ, i.e.,
pG ¨ Λλ “ Λ
pλqΛλ, and arrange Λ
pλq in the ascending order such that Λp1q, ¨ ¨ ¨ ,ΛpN q
correspond to the chemically significant eigenvalues and ΛpN`1q, ¨ ¨ ¨ correspond to
the internal energy relaxation eigenvalues. Since pG is negative definite, tΛλu spans






where the projection coefficient nλ “ xΛλ,npE, tqy, where the Boltzmann-weighted






η pEq with f
p0q
η pEq being the Boltzmann distribution for Wη.
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Take the inner product of Eq. (2.5) with Λλ and let p
pνq











Since the timescales for reactions is typically longer than those for internal energy
relaxation, thus, npE, tq can be approximated as time-invariant at IERE timescales,
yielding dnλ{dt « 0 for λ ą N (i.e., IERE). Therefore, Eq. (2.6) reduces to the









To derive an equivalent relation for λ ď N (i.e., CSE), consider the macroscopic




1η be a N vector with f p0qη pEq at the ηth element and 0 for the other elements, then












As the relaxation eigenvectors have negligible projection onto the Boltzmann dis-
tribution x1η,Λλy « 0 for λ ą N , thus nWη «
ř
λďN Mη,λnλ, which holds for all
η P t1, 2, ¨ ¨ ¨ ,N u. This system of N linear equations can be combined to give the
matrix equation
nW “ xM ¨ nλ
which can then be inverted to give nλ “ xM




λ,ηnwη for λ ď N .
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2.4.1 Phenomenological Rate Constants for Bimolecular
Species
Now consider the rate of formation of the µth set of bimolecular products from an

















































TS pE;T q is a N vector whose elements are the Boltzmann-weighted micro-
canonical rate constants for Wη undergoing the µ
th product channel, which can be
easily evaluated once the structure of the potential energy surface is determined (e.g.,
via electronic structure theory calculations). Summation in Eq. (2.8) can be further
divided into two parts, the summation over chemically significant eigenvalues gives
rise to phenomenological rate constants from complexes Wη to form µ
th set of bi-
molecular products, kWη Ñ µ, while the summation over internal energy relaxation
eigenvalues yields rate constants for the formation of µth set of bimolecular prod-
ucts from other sets of bimolecular species, kν Ñ µ. To see this, first consider the
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which employs above derived relation for nλ when λ ď N . When compared with
the phenomenological rate expression for the formation of the µth set of bimolecular
products from complexes Wη, i.e., rµ “
ř
η kWη Ñ µnWη , gives





































































which employs above derived relation for nλ when λ ą N , the definition of ppνqλ ptq,
and RRKM expression for k
pνq
a pEq. When compared with the phenomenological rate
expression for the formation of the µth set of bimolecular products from other sets of






















2.4.2 Phenomenological Rate Constants for Complexes
As discussed previously, the timescales relevant to population change of complex
Wη can be well represented by chemically significant eigenvalues so that the time































λ,ηnwη , this equation can be further transformed into
d
dt











Λ ptq is a N vector with the λth element being p
pνq
λ ptq “ xΛλ,p
pνqpE, tqy. The


















which, when compared with the expression for the population change of the complex
Wη, i.e., dnWη{dt “ ´kWηnWη `
ř






B , gives the
phenomenological rate constants for the isomerization from Wη1 to Wη as






for η1 ‰ η, and phenomenological rate constants for the association of the νth set of
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If reactive collisions between Wη and Cj’s – i.e., the bimolecular reaction opera-
tor R are not included in the master equation setup and hence G “ Z `K (which
reduces to the general forms presented in [56, 74, 75, 92]) – then directly solving the
master equation gives the phenomenological rate constants for first-order unimolecu-
lar reactions Wη Ñ A
pµq + Bpµq or Wη ÑWη1 , and second-order bimolecular reactions
Apνq + Bpνq Ñ Apµq + Bpµq or Apνq + Bpνq Ñ Wη. The solved phenomenological rate
constants will depend on local temperature, pressure, as well as the composition and
characteristics of energy transferring colliders. Therefore, they can be used to help
understand bath gas mixture effects and develop suitable mixture rules to represent
these effects across typical pT {P {Xq conditions relevant to chemical kinetics studies.
If instead reactive collisions are included and master equation in its most general
form in Eq. (2.5) is solved, then in addition to the first- and second-order phenomeno-
logical rate constants obtained from the reduced master equation excluding reactive
collisions, phenomenological rate constants are also solved for pseudo-first-order re-
actions Wη (+ Cjq Ñ products and for pseudo-second-order reactions A
pνq + Bpνq
(+ Cjq Ñ products (this can in turn be used to derive rate constants for chemically
termolecular reactions A + B + C Ñ products). In addition to the various pT {P {Xq
dependence, the solved phenomenological rate constants will also depend on the local
concentrations of reactive colliders since they compete for the rovibrationally excited
ephemeral complexes with other microscopic processes – energy-transferring colli-
sions and unimolecular decomposition/isomerization. These rate constants can then
be used to help understand the kinetic manifestations induced by reactive collisions of
rovibrationally excited complexes and develop reliable rate laws and rate expressions
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that can be applied to represent them in phenomenological kinetic models.
However, as discussed previously, much of the individual kinetic effects and man-
ifestations of mixture effects (especially for multi-channel and/or multi-well systems)
or reactive collisions (essentially for all kinds of systems) remain unclear. Therefore,
to better isolate and understand their individual kinetic manifestations, the mixture
effects and reactive collisions are separately studied using the modified master equa-
tion. Firstly (in Chapters 3 and 4), to evaluate the mixture effects, we consider a
system in a multi-component bath gas environment (i.e., M ě 2) and exclude reac-
tive collisions with Cj’s (and hence drop the bimolecular reaction operator R from
G) – this makes G “ Z `K and reduces Eq. (2.3) to the common master equa-
tion setup as presented in [74, 75, 92]. We then solve this reduced master equation
both analytically (for a single-well multi-channel system in the low-pressure limit)
and numerically to evaluate the mixture effects in a multi-channel system and the
performance of various mixture rules on representing the mixture effects across wide
range of T {P {X conditions. Secondly (in Chapters 5 and 6), to evaluate the effects
of reactive collisions, R is introduced back to G, and we consider a system in pure
bath gas environment (i.e., M “ 1) to shut down mixture effects. The master equa-
tion is then solved for the rate constants of all emergent phenomenological reactions
– termolecular association A + B (+M), chemically termolecular A + B + C, and
bimolecular W1 + C – across a wide range of T {P {XC conditions. With these solved
phenomenological rate constants, kinetics of a system with reactive collisions and the
suitable rate laws to represent this kinetics are then explored.
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Chapter 3
Understanding and Representing Multi-Component
Pressure Dependence in Bath Gas Mixtures
3.1 Motivation
A substantial fraction of the reactions that occur in combustion and planetary
atmospheres proceed through rovibrationally excited intermediate complexes (i.e.
“complex-forming” or “pressure-dependent” reactions). The fate of these complexes,
and in turn the phenomenological behavior that emerges from these reactions, is
governed by the competition between reaction (unimolecular decomposition/isomer-
ization [18, 43, 46, 56, 63, 74–77, 89, 90, 92, 124] and even bimolecular reaction
[78, 79, 81, 82, 84, 86, 87, 94, 98]) and energy transfer via collisions with the sur-
rounding bath gas.
Most typical colliders in practice are generally “weak”, in the sense that they
transfer only a limited amount of energy per collision [50, 90, 105]. Consequently,
except in the high-pressure limit, rate constants for complex-forming reactions are
often different for different bath gases, which may transfer different amounts of energy
on average in collisions. In many practical mixtures, there are multiple components
with varied energy transfer characteristics present in sizable fractions – especially in
combustion where many fuels (e.g. CH4) and products (e.g. H2O and CO2), known
to be much stronger colliders than O2 and N2 in air, are present in sufficient amounts
to contribute significantly to collisional energy transfer.
The vast majority of experimental and theoretical studies of and available data for
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rate constants of complex-forming reactions, however, mainly focus on reactions in
pure bath gases. Thereafter, rate constants in mixtures are almost always evaluated
via a “mixture rule”, which estimates the rate constant in the mixture from avail-
able data for rate constants in pure bath gases. Such mixture rules both comprise
important elements of reacting flow codes [12–16, 125] and play a role in experimen-
tal determinations of third-body efficiencies [18, 29, 60, 64]. Therefore, quantifying,
and improving, the accuracy and generality of mixture rules in representing multi-
component pressure dependence is of great significance to fundamental and applied
chemical kinetics investigations.
Understanding mixture effects has historically been a subject of considerable at-
tention for single-channel, single-well unimolecular reactions [48, 49, 52, 65–73, 126].
These studies identified a number of key trends regarding mixture effects for single-
channel reactions that provide useful insights when predicting rate constants and in-
terpreting experimental data in mixtures. First of all, the rate constant in a mixture
is, in general, not a simple linear sum of the contributions of individual components,
thus implying a nonlinear mixture rule [52, 65]. Second, the classic linear mixture
rule (cf. LMR,P in Table 3.1) always underestimates the rate constant in the mix-
ture [65], i.e. any non-zero deviations from the classic linear mixture rule are always
positive. Third, deviations from the classic linear mixture rule are generally larger
when mixture components have greater differences in their energy transfer charac-
teristics. Fourth, deviations of the classic linear mixture rule (LMR,P) peak in the
intermediate fall-off regime, reaching errors of „ 60% compared to master equation
calculations for H + O2 (+M) = HO2 (+M).[73] By contrast, two newly proposed
reduced-pressure-based mixture rules (cf. LMR,R and NMR,R in Table 3.1) reduce
the maximum deviations to within „ 10% (LMR,R) and „ 3% (NMR,R) [73].
Even though nearly all previous studies on mixture effects have focused on single-
channel, single-well reactions, most of the complex-forming reactions that occur in
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combustion and atmosphere chemistry systems, however, are multi-well and/or multi-
channel reactions [74, 75]. In that regard, some studies have noted that multi-channel
reactions are expected to be more sensitive to the shape of the energy transfer func-
tion [74] (affected by multiple colliders of different energy transfer characteristics),
though our understanding of the way multi-component effects are manifested, their
magnitude, and general trends have certainly not reached the same level as that
for single-channel single-well reactions in spite of their ubiquity in combustion and
atmosphere chemistry mechanisms.
As it will be demonstrated below, certain trends and conclusions regarding mix-
ture effects drawn from single-channel, single-well reactions are not directly transfer-
able to their multi-channel counterparts. In fact, naive application of these conclu-
sions to multi-channel reactions, in many cases, can lead to entirely opposite behavior
than observed. For example, in contrast to the conclusions for single-channel systems,
we find that the classic linear mixture rule overestimates, rather than underestimates,
rate constants for some channels; additionally, deviations from the linear mixture
rule in the low-pressure limit for some channels show a non-monotonic, rather than
monotonic, dependence on the average energy transferred per collision. Furthermore,
the maximum deviations from mixture rules can be considerably more pronounced –
reaching a factor of „ 10. In general, understanding the key trends, and origins, of
mixture effects for multi-channel reactions requires further attention, especially given
the importance of reliable mixture rules for accurate kinetic modeling and experi-
mental interpretations in mixtures.
Below, in section 3.2, we first present mixture effects on channel-specific rate
constants by analytically solving the master equation in the low-pressure limit for
a multi-channel single-well reaction in a multi-component bath gas in order to de-
rive activity coefficients, fi, that can be used in the most accurate nonlinear mixture
rules (Table 3.1). This analysis extends previous derivations of activity coefficients
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by Troe [52] for a single-channel reaction in a two-component bath gas to an arbi-
trary N -channel reaction in an M-component bath gas. In section 3.3, we present
mixture rules to represent multi-component pressure dependence for reactions pro-
ceeding through multiple potential wells and/or multiple product channels. We then
further cover the details and algorithms for the general implementations of the new
reduced-pressure-based mixture rules in the chemical kinetics modeling using chem-
ically reacting flow codes and/or interpretation of experimental results in mixtures.
In section 3.4, we then compare the performance of the classic linear mixture rule
and two newly proposed, reduced-pressure-based mixture rules against numerical so-
lutions of master equation for formaldehyde (CH2O) decomposition, a prototypical
multi-channel reaction, and for ONNH system, a multi-well multi-channel system.
In the accompanying discussion, we use the analytical and numerical solutions to
explain the observed trends and understand the observed differences from those of
single-channel reactions.
3.2 Mixture Effects on Channel-Specific Rate
Constants in the Low-Pressure Limit
The section below presents analytical solutions to the master equation in the low-
pressure limit for a single-well multi-channel unimolecular reaction taking place in
a multi-component mixture. The analysis builds on previous analytical solutions to
the master equation in the low-pressure limit for single-channel reactions in a two-
component collider by Troe[52] and for two-channel reactions in a single-component
collider by Just and Troe[127]. Section 3.2.1 below presents analysis for a multi-
channel reaction with an arbitrary number of channels in a single-component bath
gas – in order to obtain expressions for channel-specific rate constants for a given
single-component bath gas. Section 3.2.2 then presents analysis for a multi-channel
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reaction with an arbitrary number of channels in a bath gas consisting of an arbitrary
number of components – in order to determine how the channel-specific rate constants
in the bath gas mixture are related to channel-specific rate constants of each bath gas
component in isolation. The analysis below, similar to previous analyses [52, 62, 127],
considers an energy-resolved master equation for a reactant highly diluted in an inert
bath gas.
3.2.1 Multi-Channel Reactions in a Single-Component
Bath Gas
As discussed in Chapter 2, for a system with only one potential energy well, the time
evolution of the concentration of complex with rovibrational energy E, denoted by
npE, tq, in a pure inert bath gas, Mi, under conditions where reverse reactions from
bimolecular products to reactant can be ignored (which is actually not so restrictive,








q¨npE 1, tqdE 1´Zi ¨nMi ¨npE, tq´kppEq¨npE, tq (3.1)
where Zi is the collision frequency between the reactant and Mi (taken to be energy-
independent as is common); nMi is the concentration of pure inert bath gas consisting
of only species i; PipE,E
1q is the probability that a given collision between the reac-
tant and Mi induces a transition from the reactant with energy E
1 to that with energy
E such that Zi ¨ PipE,E
1q gives the second-order collisional energy transfer rate con-
stants kipE,E
1q; and kppEq, the total micro-canonical decomposition rate constant
of the reactant with energy E, is the sum of the N channel-specific rate constants,
kµpEq, i.e. kppEq “
ř
µ kµpEq. Detailed balance for kipE,E
1q then requires that
Zi ¨ PipE,E
1
q ¨ f p0qpE 1q “ Zi ¨ PipE
1, Eq ¨ f p0qpEq (3.2)
40





ρpE 1qexpp´E 1{kT qdE 1
(3.3)
with the density of states of the reactant, ρpEq, the Boltzmann constant, kB, and the
temperature, T .
Upon introducing a non-equilibrium population factor, hipE, tq, which measures
the deviation of the normalized population of the reactant at a given time from the





npE 1, tqdE 1 ¨ fpEq
(3.4)








1, tqdE 1´pZi ¨nMi`kppEq´kq ¨hipE, tq (3.5)














Under conditions where a phenomenological description applies, the timescale for
reaction, 1/k, is sufficiently long relative to timescales for internal energy relaxation
that there is period over which the reaction proceeds with a time-independent rate
constant suitable for use in phenomenological kinetic models. During this period
for single-well decomposition reactions, the non-equilibrium population factor has
reached a quasi-steady-state distribution, i.e. BhipE, tq{Bt « 0. Under such condi-
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tions, the decomposition rate, k, is usually much less than the collision rate, Zi ¨nMi ,
such that pZi ¨ nMi ´ kq « Zi ¨ nMi . (Similarly, under such conditions, decomposition
rate constants calculated neglecting reverse reactions are also applicable to situations
where reverse reactions are non-negligible, as discussed elsewhere[101, 128, 129].)
For reactants with energies below the lowest decomposition threshold E:01, E ă
E:01, (i.e. stable states), the micro-canonical rate is identically zero, kppEq=0. Like-
wise, for reactants with energies above the lowest decomposition threshold, E ą E:01,
(i.e. unstable stables), the micro-canonical rate is non-zero and in the low-pressure
limit, where the collision rate approaches zero, the micro-canonical rate greatly ex-
ceeds the collision rate and pZ ¨ nM ` kppEqq « kppEq. Consequently, in the low-



























qdE 1 E ą E:01
(3.7)
Equation (3.7) can be further simplified by recognizing that in the low-pressure
limit, as per Eq. (3.7), hipE ą E
:
01q ! hipE ă E
:
01q and the upper limits of integration




























qdE 1 E ą E:01
(3.8)
Once a collisional energy transfer probability function, PipE
1, Eq, is specified, Eq.
(3.8) can be used to calculate the quasi-steady-state non-equilibrium population fac-
tor, hipEq, in the low-pressure limit and the channel-specific rate constants for each
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The commonly employed exponential-down model is used here to describe the col-
lisional energy transfer function to facilitate analytical solutions that permit straight-
forward interpretations and to allow compatibility of the activity coefficients so-
obtained with the vast majority of calculated rate constants (which use the same
model). (In reality, collisional energy transfer functions with more complex E de-
pendence as well as J , angular momentum, dependence have been shown to bet-
ter represent results from experimental measurements and trajectory calculations.
[43, 50, 58, 90, 103, 105, 130–132] Improved quantification of mixture effects in the
future would be achieved using more representative collisional energy transfer func-
tions, particularly as more becomes known about their associated parameters for
different bath gases.)
In the exponential-down model, the collisional energy transfer probability func-
tion, PipE








E ´ E 1
αi
¯
E ą E 1 (3.10)
where N is a normalization constant such that the integral of PipE
1, Eq over all E
is unity and αi is the average energy transferred per down collision (E ą E
1). The
collisional energy transfer probability function, PipE,E
1q, for up collisions (E ă E 1)
is then prescribed by detailed balance Eq. (3.2). Assuming that αi is sufficiently
small relative to energies of interest to kinetics (e.g. those near E:01), as is often
the case, then integrals with lower integration limits of 0 can be well approximated
by integrals with lower integration limits of ´8.[62] Furthermore, assuming that
the energy dependence of the density of states, ρpEq, near the lowest decomposition
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threshold can be reasonably approximated locally as an exponential function of E


















then the collisional energy transfer probability function, PipE




















E ´ E 1
αi
¯






E 1 ´ E
γi
¯
E ă E 1
(3.13)
where γi is the average energy transferred per up collision and detailed balance Eq.
(3.2) dictates that αi and γi are related through a weighted Boltzmann factor,[62]
FEkBT :
γi “ αiFEkBT {pαi ` FEkBT q (3.14)
Equations (3.8) and (3.13) suggest a solution for hipEq for E ă E
:
01 of the form[62]






E ď E:01 (3.15)
where substitution of Eq. (3.15) into Eq. (3.8) for E ă E:01 yields values for the
coefficients of C “ αi{pαi ` FEkBT q and D “ FEkBT . Further substitution of Eq.
(3.15) with these coefficients into Eq. (3.8) for E ą E:01 yields the non-equilibrium
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Finally, by substituting Eq. (3.16) into Eq. (3.9), the channel-specific rate con-

















3.2.2 Multi-Channel Reactions in Multi-Component Bath
Gases
The master equation can be expressed for the same single-well multi-channel reaction




















where the subscript i refers to the ith component of the bath gas. Following similar
analysis to that above, Eq. (3.18) can be recast in terms of the non-equilibrium




















































1, EqhpE 1qdE 1 E ą E:01
(3.20)
where X̂i “ ZinMi{
ř
n ZnnMn is the collision-frequency-weighted mole fraction for












E ă E:01 (3.21)
































` 1 “ 0
(3.22)
The coefficients can be found by first solving for M roots of the first equation for
which Di ą 0 and then substituting these values for each Di into the second equation
to yield a linear system with respect to the pre-exponential coefficients Ci whereby
each Ci can be found. (Note that the number of each possible Ci and Di equals the
total number of mixture components, but each does not necessarily, and often does
not, correspond to any individual component.) Further substitution of Eq. (3.21) and
these coefficients into Eq. (3.20) for E ą E:01 yields the non-equilibrium population
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By substituting Eq. (3.23) into Eq. (3.9), the channel-specific rate constant for


































Recognizing the second term in large brackets as the corresponding channel-
specific rate constant in a bath gas consisting of the ith component in isolation, kµ,i
(cf. Eq. (3.17)), the rate constant in the mixture can be related to rate constants in



















Interestingly, as shown by Eq. (3.26), the activity coefficient for the ith collider,
fi, only depends on the properties of colliders and mixture composition and is the
same for each channel. (In fact, for a two-component mixture (M “ 2), Equations
(3.22) and (3.26) yield the same activity coefficients as previously derived by Troe[52]
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for a single-channel reaction in a two-component mixture, shown in the Supporting
Information of [63]). However, Eqs. (3.25-3.26) do not imply that the deviations
from the linear mixture rule will be the same magnitude, or even the same sign,
for each channel because each collider may have a different fractional contribution
to each channel. In fact, the results below indicate that the linear mixture rule
underestimates the rate constant for the lower energy channel whereas it overestimates
the rate constant for the higher energy channel in the low-pressure limit. In general,
the activity coefficients, fi, are non-unity quantities as long as M ą 1, such that,
except in special cases, Eqs. (3.25-3.26) imply a nonlinear, rather than linear, mixture
rule (consistent with previous studies on single-channel systems [52, 65, 73]).







pαm ` FEkBT qDi
´
α2mFEkBT
pαm ` FEkBT qD2i
X̂m “ 1 (3.27)
which indicates that Di “ FEkBT is always a root to this equation. It can also be
further shown that all positive roots of Di must not greater than FEkBT (otherwise
the summation would be smaller than unity). Similarly, based on this, at least one
coefficient in front of X̂m in Eq. (3.27) must be negative (otherwise the summa-
tion would be greater than unity). That is, @Di ‰ FEkBT (as the coefficient for
Di “ FEkBT is always unity), where @Di ‰ FEkBT denotes “for all Di not equal to




pαq ` FEkBT qDi
´
α2qFEkBT
pαq ` FEkBT qD2i
ă 0 (3.28)
Solving the quadratic inequality Eq. (3.28) yields an upper bound for each Di ‰
FEkBT of γq for some q. Given that γi ă FEkBT @i (cf. Eq. (3.14)), γmax (where
γmax “ maxtγi|i “ 1, 2, ¨ ¨ ¨ ,Mu) is an upper bound for all Di ‰ FEkBT . Similarly,
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there must exist some other q P t1, 2, ¨ ¨ ¨ ,Mu such that the coefficient in front of X̂q
is positive. Repeating the same procedure for the corresponding inequality gives a
lower bound for Di of γmin @Di ‰ FEkBT (where γmin “ mintγi|i “ 1, 2, ¨ ¨ ¨ ,Mu).
Taking the intersection of two domains implies that all D1is other than FEkBT are
bounded in the range
Di P rγmin, γmaxs (3.29)
The following limiting cases are interesting to explore:
(1) If all the colliders have identical exponential-down factors but different collision
frequencies, i.e. α1 “ α2 “ ¨ ¨ ¨ “ αM “ α but Zi ‰ Zj for i ‰ j, Eq. (3.27) becomes
´
D2i pα ` FEkBT q




X̂m “ 1 (3.30)
Given that
řM
m“1 X̂m “ 1, the preceding term in Eq. (3.30) must also equal 1. In
this case, one can solve for Di explicity, which yields only one existing root equal to
Di “ FEkBT . From the expression for Ci in Eq. (3.22), the corresponding Ci can be
shown to be Ci “ pFEkBT q{pα ` FEkBT q. Therefore, hpEq in Eq. (3.23) below E
:
01
equivalently reduces to its single-component counterpart hipEq of Eq. (3.16). (After
all, in the low-pressure limit, the sub-threshold energy distribution is independent
of the collision rate, which is the only difference among colliders with the same α.)
Likewise, the activity coefficients of Eq. (3.26) reduce to unity, such that the linear
mixture rule is exact.
(2) If the strong-collision limit holds for all colliders in the mixture such that
αi " FEkBT for i “ 1, 2, ¨ ¨ ¨ ,M, we have γi “ pαiFEkBT q{pαi`FEkBT q Ñ FEkBT @i
and from Eq. (3.29) it follows that Di Ñ FEkBT @i. Similarly, given that
Di{pγm ´ Diq Ñ 8, Eq. (3.22) implies that Ci Ñ 0 @i (otherwise the summa-
tion would approach 0 rather than -1). As a result, hpEq “ 1 below E:01, which is
simply the thermally equilibrated Boltzmann distribution fpEq (equivalent to the
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single-component strong collision limit), such that differences in αi among mixture
components have no significant impact on the energy distribution. Therefore, accord-
ing to Eq. (3.26), all fi approach unity to yield a linear mixture rule kµ,mix «
ř
i kµ,i.
(3) If the weak-collision limit is instead achieved for all colliders, i.e. αi ! FEkBT
@i, then γi “
αiFEkBT
αi`FEkBT
Ñ αi ! FEkBT @i. Given the bounds for D
1
is other than
FEkBT in Eq. (3.29), all Di ‰ FEkBT in Eq. (3.21) would approach zero. Further-































where, given that γi{FEkBT Ñ 0 @i in the weak collision limit, the denominators in
both terms on the right hand side approach unity and therefore the entire right hand
side approaches zero in the weak collision limit. From Eq. (3.29), since Ci ě 0 @i, it
follows that all the terms in the first summation are positive and all the terms in the
second summation are negative, such that all terms on the right hand side are positive.
Therefore, Eq. (3.32) requires that Ci Ñ 0 @i ‰ 1, which together with Eq. (3.31)
requires that C1 Ñ 1 in the weak collision limit. As a result, hpEq Ñ 1´expt´pE
:
01´
Eq{FEkBT u below E
:
01, which collapses onto its single-component counterpart hipEq
in the weak collision limit. Interestingly, from numerical solutions with decreasing
ratios of αi{FEkBT , it appears that activity coefficients do not approach unity but
deviations of the linear mixture rule still approach zero for all channels in the weak
collision limit.
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3.3 Mixture Rules for Representing Mixture
Effects for Systems beyond Single-Channel
Reactions
Three mixture rules are investigated in the present work as summarized in Table
3.1. The classic linear mixture rule [65] (LMR,P) approximates the rate constant of
the µth channel in the mixture, kµpT, P,Xq, as a linear sum of the rate constants
of the µth channel for each component at the given pressure, kµ,ipT, P q, weighted
by their mole fractions in the mixture, Xi. Conceptually, LMR,P assumes that the
contribution of each collider to the rate constant in the mixture is similar to its
corresponding fractional contribution in bath gas composed of only that collider at
the given pressure. In the other two newly proposed mixture rules, the contributions
of each component to the rate constant in the mixture are evaluated at the same
reduced pressure, R, rather than absolute pressure, P , of the mixture. The reduced
pressure, R, is a non-dimensional pressure that serves as a quantitative measure of
the extent of fall-off from low- to high-pressure limit [53, 55]. As indicated in the
results and discussion below, the reduced pressure, R, serves as a more appropriate
basis for evaluating the contributions of each component to the rate constant in the
mixture for two reasons. First, rate constants for different components are much
more similar when evaluated at the same reduced pressure than the same absolute
pressure [53]. Second, as shown for single-channel reactions [73] and in the figures
below, the quasi-steady-state distributions of the reactant during reaction in different
components are much more similar at the same reduced pressure than the same
absolute pressure. Since the contribution of the ith component to the rate constant
in the mixture is influenced by the quasi-steady-state distribution attained in the
mixture, the contribution of each component to the rate constant in the mixture
is better represented by the the contribution of each component evaluated at the
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same reduced pressure than at the same absolute pressure. Note that for a single-





8 pT q|, with |Λ
p1q
0,i pT q| and |Λ
p1q
8 pT q| being the absolute values of the
least negative chemically significant eigenvalues of the corresponding master equation
in the low- and high-pressure limits respectively, and nM being the total concentration.
This definition of R reduces to its counterpart for a single-well system where R “
k0pT qnM{k8pT q with the rate constants in the low- and high-pressure limits, k0pT q
and k8pT q. (It is worth noting that for single-well reactions, the reduced pressure
is based on the total decomposition rate constants, rather than the channel-specific
rate constants, in the low-pressure limit. This definition is also consistent with our
previous mixture rules presented for single-channel systems [73] where this additional
specification was not necessary.)
The linear mixture rule in reduced pressure (LMR,R) approximates the rate con-
stant of the µth channel in the mixture, kµpT, P,Xq, as a linear sum of the rate con-
stants of the µth channel for each component at the same reduced pressure, kµ,ipT,Rq,
weighted by their fractional contributions to the reduced pressure, X̃i. While LMR,R
is in fact a linear mixture rule and collapses onto LMR,P in the low-pressure limit,
LMR,R generally provides a significantly more accurate representation in the in-
termediate fall-off regime (e.g. as observed in our previous works [63, 73, 76, 77]
and below). The nonlinear mixture rule in reduced pressure (NMR,R) is similar to
LMR,R except that the reduced pressure calculation additionally incorporates the
activity coefficients for each component, which accounts for the nonlinearities in the
low-pressure limit discussed above. (It is perhaps worth noting that these mixture
rules, when implemented for a single-well system, reduce to those presented our ear-
lier work [63, 76, 77], and when implemented in a single-channel system, reduce to
those presented elsewhere for single-channel systems [73].)
The most general form of LMR,R presented in Table 3.1 is applicable to all re-
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actions (including those proceeding through an arbitrary number of potential energy
wells and to an arbitrary number of bimolecular product channels). Note the pre-
sentation of LMR,R in Table 3.1 differs from those presented in our previous work
[63, 73, 133] since we continually increased the generality and applicability of these
mixture rules to cover more types of reactions. Importantly, while differing in presen-
tation, they are in fact identical in the special limiting cases considered previously.
For reactions proceeding through a single potential energy well, the least negative
chemically significant eigenvalues |Λ
p1q
i pT q| are proportional to the total unimolecular
decomposition rate coefficients, yielding k0,ipT q9|Λ
p1q
0,i pT q| and k8pT q9|Λ
p1q
8 pT q|, and
hence LMR,R in Table 3.1 collapses to its earlier presentations for the special cases
of reactions with single well [63, 76, 77] and/or single channel [73].
NMR,R, which builds on LMR,R is based on activity coefficients derived for re-
actions with a single potential energy well and is therefore, strictly speaking, only
applicable to single-well reactions. The equivalent version of NMR,R for multi-well
reactions, which requires activity coefficients from analytical solution of the corre-
sponding master equation in the low-pressure limit, is not yet available but in the
process of developing. While restricted to single-well reactions, the form for NMR,R
presented in Table 3.1 from [63] for single-well, multi-channel reactions in an arbi-
trary number of colliders collapses to its earlier representation for the special case of
a single-well, single-channel reaction with two collider [73].
Before applying the reduced pressure mixture rules (LMR,R and NMR,R), the
rate constants for the µth decomposition channel in the ith component, kµ,ipT, P q, are
mapped onto a reduced-pressure scale, kµ,ipT,RLMRq. Thereafter, to apply LMR,R,
the reduced pressure of mixture, RLMR, and fractional contribution of each component
to the reduced pressure of the mixture, X̃i,LMR, for a given pressure, temperature,
and mixture composition are first calculated from the low- and high-pressure limit




8 , for each
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component and their corresponding mole fractions. Finally, the rate constants for
the µth channel in the mixture, kµ,LMR,R, are calculated via the summation over
kµ,ipT,RLMRq weighted by X̃i,LMR. For NMR,R, the activity coefficients for each
component, fipT,Xq, are calculated prior to calculation of the reduced pressure of
the mixture, RNMR, and the fractional contribution of each component to the reduced
pressure of the mixture, X̃i,NMR.
Table 3.1: Mixture rules for multi-component pressure dependence [63, 133].















































Subscripts µ and i refer to the µth channel and the ith mixture component, respectively.
For single-well systems, activity coefficients, fipT,X q, in NMR,R are calculated via Eq. (3.26)
or Algorithm 3 below.
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Algorithm 1: Pseudo-code for LMR,R Implementation.
Input: T , P , X, |Λ
p1q
8 pT q|, for i “ 1, ¨ ¨ ¨ ,M, |Λp1q0,i pT q| and kµ,ipT, P q
Output: kµ,LMR,RpT, P,Xq
¨ Calculate the local molar concentration nMpT, P q;









¨ for i “ 1, ¨ ¨ ¨ ,M do
(i) Search for the absolute pressure P piq that gives RLMR, i.e.,
Find P piq s.t.
|Λ
p1q






(ii) Map channel-specific rate coefficients to the reduced pressure,
kµ,ipT,RLMRq “ kµ,ipT, P
piq
q
















A pseudo-code for implementing LMR,R is presented in Algorithm 1. The basic
idea is to map the pressure-dependent rate coefficients of the µth channel for each
collider, kµ,ipT, P q, to the same reduced pressure, RLMR, and apply a linear sum of the
mapped rate coefficients, kµ,ipT,RLMRq, weighted by their fractional contributions to
the reduced pressure, X̃i,LMR. In practice, |Λ0,ipT q| and |Λ8pT q|, or k0,ipT q and k8pT q
for single-well reactions, can be provided in the form of separate Arrhenius expressions
for each collider, or in the form of an Arrhenius expression for a reference collider
accompanied by a set of third-body efficiencies for other colliders. kµ,ipT, P q can take
the analytical forms of such as Troe expression, PLOG expressions, or Chebyshev
polynomials for each collider, or simply take a list of rate coefficients evaluated at
different pressures. Note that many terms in Algorithm 1 cancel out in the evaluation
process if the ideal gas law, nMpT, P q “ P {pRuT q, is used to evaluate the local molar
concentration, yielding a simplified Algorithm 2 for implementation, which does not
require specifying |Λ8pT q| or k8pT q for implementation. Ideally, every species in
the reacting flow should be treated as a separate collider and hence has its own
distinct low-pressure-limit |Λ0,ipT q|. However, this might not be feasible in practice.
In the cases where a “default” collider is used to represent species without explicitly
specified third-body efficiencies or pressure-dependent rate coefficients, the effective
mole fraction for this “default” collider should be the sum of mole fractions of all
species it represents.
To implement NMR,R, in addition to the input required by LMR,R in Algo-
rithm 1-2, activity coefficients for each collider at considered condition, fipT,Xq for
i “ 1, ¨ ¨ ¨ ,M, also need to be specified. NMR,R (cf. Table 3.1) differs from LMR,R
in its additional incorporation of activity coefficients for each component, fipT,Xq,
which account for nonlinearities in the low- pressure limit [63]. Algorithm 3 below
summarizes the corresponding procedures of Eqs. (3.22)-(3.26) to solve activity coef-
ficients for a single-well system (methods to solve activity coefficients for multi-well
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Algorithm 2: Simplified Pseudo-code for LMR,R Using the Ideal Gas Law.
Input: T , P , X, for i “ 1, ¨ ¨ ¨ ,M, |Λp1q0,i pT q| and kµ,ipT, P q
Output: kµ,LMR,RpT, P,Xq
¨ for i “ 1, ¨ ¨ ¨ ,M do
(i) Calculate the absolute pressure P piq that gives RLMR via








(ii) Map channel-specific rate coefficients to the reduced pressure,
kµ,ipT,RLMRq “ kµ,ipT, P
piq
q








0,i pT q| Xn
end





systems are in the process of development). Once fipT,Xq’s are determined for each
component, it is straightforward to implement NMR,R following Algorithm 4 or Al-
gorithm 5 if the ideal gas law is assumed.
3.4 Performance of Mixture Rules on
Representing Multi-Component Pressure
Dependence in Mixtures
In this section, we investigate the general mixture effects and suitability of mixture
rules for representing the multi-component pressure dependence of channel-specific
rate constants. The performance of mixture rules presented in Table 3.1 are evaluated
against benchmarks yielded from numerical solution of master equation on two reac-
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Algorithm 3: Pseudo-code for Solving Activity Coefficients for Single-Well Systems [63].
Input: T , X, for i “ 1, ¨ ¨ ¨ ,M, ZipT q, αipT q, and FE
Output: fipT,Xq
¨ for i “ 1, ¨ ¨ ¨ ,M do





where kB is the Boltzmann constant;



















´ 1 “ 0







` 1 “ 0
where n “ 1, ¨ ¨ ¨ ,M ;
¨ for i “ 1, ¨ ¨ ¨ ,M do













tion systems of importance to combustion and atmosphere chemistry. In section 3.4.1,
the decomposition of CH2O, a single-well double-channel system (one of the easiest
multi-channel reactions), is investigated to help explain the general trends of mixture
effects in the low-pressure limit, verify the accuracy of derivation in section 3.2, and
demonstrate the effects of different collisional characteristics on the performance of
various mixture rules. In section 3.4.2, we focus on the mixture rule performance on
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Algorithm 4: Pseudo-code for NMR,R Implementation.
Input: T , P , X, |Λ
p1q
8 pT q|, for i “ 1, ¨ ¨ ¨ ,M, |Λp1q0,i pT q|, fipT,Xq, and
kµ,ipT, P q
Output: kµ,NMR,RpT, P,Xq
¨ Calculate the local molar concentration nMpT, P q;









¨ for i “ 1, ¨ ¨ ¨ ,M do
(i) Search for the absolute pressure P piq that gives RLMR, i.e.,





(ii) Map channel-specific rate coefficients to the reduced pressure,
kµ,ipT,RNMRq “ kµ,ipT, P
piq
q















a multi-well multi-channel system of ONNH reaction, a system of significant impor-
tance in the NOx formation in atmosphere [118]. It is our intention that the current
results will aid in ensuring that the newly proposed mixture rules provide reliable
representations of for all types of complex-forming reaction systems – which would
be required for their general implementation in future chemically reacting flow codes
[12–15] and experimental interpretations.
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Algorithm 5: Simplified Pseudo-code for NMR,R Using the Ideal Gas Law.
Input: T , P , X, for i “ 1, ¨ ¨ ¨ ,M, |Λp1q0,i pT q|, fipT,Xq, and kµ,ipT, P q
Output: kµ,NMR,RpT, P,Xq
¨ for i “ 1, ¨ ¨ ¨ ,M do
(i) Calculate the absolute pressure P piq that gives RNMR via








(ii) Map channel-specific rate coefficients to the reduced pressure,
kµ,ipT,RNMRq “ kµ,ipT, P
piq
q















3.4.1 Single-Well Multi-Channel System: CH2O
To demonstrate the key features of mixture effects and assess mixture rules for multi-
channel reactions, the CH2O system (Figure 3.1), a single-well two-channel system
often used as a prototypical multi-channel reaction, is selected as a case study. Mas-
ter equation calculations are performed using the PAPR-MESS code [92] using the
potential energy surface from Klippenstein (unpublished). Similar to many other de-
composition systems, CH2O decomposition can occur through a lower energy tight
transition state to produce two stable products (H2 + CO, labeled µ1) or through
a higher energy loose transition state to produce two radicals (H + HCO, labeled
µ2). (For simplicity and due to the fact that it was not part of the potential en-
ergy surface used here, roaming of the H + HCO channel to produce H2 + CO was
not included here – though we expect that the effect of roaming [134–137], which
is most prevalent at energies just above the dissociation threshold, on mixture be-
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havior would essentially serve to increase the effective energy difference between the
two channels.) The most accurate treatment would be obtained from two-dimensional
master equation simulations employing ab initio calculated properties for both energy
and angular momentum transfer [43]. However, since such data is not yet available,
the present calculations employ the common exponential-down model (Eq. (3.13))
for the collisional energy transfer function and the Lennard-Jones model for the col-
lision frequency for each collider. This treatment also affords consistency among
analytical and numerical solutions to enable straightforward comparisons, permits
straightforward interpretations of mixture effects, and allows compatibility with the























Figure 3.1: Potential energy surface of the CH2O system.
The results below consider two-component mixtures of a weaker collider (A) and
a stronger collider (B) with the properties shown in Table 3.2. The weaker collider
(A) is described by Lennard-Jones parameters of σ “ 3.330 Å and ε “ 94.9 cm´1
and exponential-down parameters that are consistent with those used in our previous
study on the single-channel HO2 system [73]. The stronger collider (B) is considered to
yield an absolute value of the least negative chemically significant eigenvalue (which is
also the only chemically significant eigenvalue for CH2O system) in the low-pressure
limit, |Λ
p1q
0 |, that is 20 times higher than that for A (also consistent with those
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considered in the single-channel study [73]) at the considered temperature (2000 K).
For context, a third-body efficiency of „20 has been suggested for H2O relative to
Ar, [18, 29, 59, 60, 64] for example. The stronger collider is considered to have either
higher Z (collider B1) or α (collider B2) – to allow a more straightforward comparison
of the distinct effects due to Z and α. For simplicity in terms of understanding
mixture effects and assessing mixture rules, the results presented in sections 3.4.1.1
- 3.4.1.3 do not include tunneling (which, since H2 + CO lies below the bottom of
the CH2O well, yields non-zero kppEq values for all energies and results in an ill-
defined low-pressure limit [138]). The effects of including tunneling (using an Eckart
tunneling correction in the calculations) on mixture behavior are considered in section
3.4.1.4. More specifically, section 3.4.1.1 explores nonlinear mixture behavior in the
low-pressure limit and its dependence on various characteristics of the collider mixture
and reaction system. Sections 3.4.1.2 and 3.4.1.3, respectively, focus on the effects of
different collision frequencies and different average energies transferred per collision
among the colliders in the mixture across various pressures. Section 3.4.1.4 below
explores mixture behavior when tunneling is considered in the numerical solutions.







Collider A 1 50.0ˆ pT {298q0.85 1
Collider B1 20 50.0ˆ pT {298q0.85 20
Collider B2 1 408.0ˆ pT {298q0.85 20
3.4.1.1 Nonlinear Mixture Behavior in the Low-Pressure Limit
As an example of nonlinear mixture behavior in the low-pressure limit, Figure 3.2a
presents deviations of the classic linear mixture rule (LMR,P) from solutions to the
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master equation across various mixture compositions of collider A and B2 (which have
different average energies transferred per collision). Results are shown for both ana-
lytical and numerical solutions to the master equation, which are in very close agree-
ment, for unimolecular reactions from CH2O to H2 + CO (µ1), H + HCO (µ2), and
to either decomposition channel (total). Similar to single-channel reactions,[52, 65]
Figure 3.2a reveals deviations from the linear mixture rule, reaching peak magni-
tudes at lower mole fractions of the stronger collider, where the contributions of each
component to the rate constant are comparable. In contrast to single-channel reac-
tions, nonzero deviations from the linear mixture rule are not strictly positive for
the channel-specific rate constants. In fact, the linear mixture rule overestimates the
rate constants in the mixture for the higher energy channel (µ2). Re-inspection of
the proof[65] that led to the conclusion for single-channel reactions that k ě kLMR
reveals that the inequality in general applies to the slowest chemically significant
eigenvalue rather than rate constants for a particular channel. Here, for a single-well
multi-channel reaction, the slowest (and only) chemically significant eigenvalue cor-
responds to the total decomposition rate constant. In fact, more generally, it can
be expected that all previous trends for rate constants in mixtures for single-channel
reactions should also apply to the total rate constants in mixtures for multi-channel
reactions.
Figure 3.2b shows the chemically significant eigenvector, ΛCSE, for pure A, pure
B2, and a mixture of A and B2. For single-well reactions, the only chemically signifi-
cant eigenvector corresponds to the quasi-state distribution attained during reaction,
i.e. ΛCSE = hpEqfpEq. Similar to single-channel reactions, the quasi-steady-state en-
ergy distributions achieved in mixtures of A and B2 are different than those achieved
for either of the two pure components, where the quasi-steady-state population near
the lowest decomposition threshold is preferentially depleted for weaker colliders (as






















































Figure 3.2: Nonlinear mixture behavior in the low-pressure limit for the CH2O system
(excluding tunneling) for various two-component mixtures of A and B2 (Table 3.2)
at 2000 K: a) comparison of numerically (solid lines) and analytically (dashed lines)
calculated unimolecular rate constants and those estimated by LMR,P (Table 3.1) ;
b) chemically significant eigenvectors ΛCSE.
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lation at energies just below the dissociation threshold is higher for pure B2, which
has a higher average energy transferred per collision, than for pure A. (Conceptually,
weak collisions preferentially deplete the states just below the dissociation threshold
because they can only excite reactive complexes above the decomposition threshold
from reactant energies just below the lowest decomposition threshold; in contrast, in-
finitely strong colliders can excite reactive complexes above the decomposition thresh-
old equally from all reactant energies and so deplete all states equally, such that the
quasi-steady-state energy distribution below the decomposition threshold is the same
as the Boltzmann distribution). Accordingly, the quasi-steady-state population at
energies just below the dissociation threshold in the mixture will be higher than that
for pure A but lower than that for pure B.
As indicated by supra-unity activity coefficients for A and sub-unity activity co-
efficients for B2, A serves to weaken the ability of B2 to induce collisions above the
dissociation threshold to yield reaction by depleting near-threshold populations and,
likewise, B2 serves to strengthen the ability of A to induce collisions above the disso-
ciation threshold by maintaining higher near-threshold populations. Since each com-
ponent has different fractional contributions to rate constants for different channels,
these interactions can have different effects for different channels (even though the
activity coefficients are channel-independent). In particular, this can lead to negative
deviations from the linear mixture rule for rate constants to the higher energy chan-
nel, for which B2 is almost exclusively responsible (consistent with expectations based




01q{αqq for pure weak components[127]). For
this case, A contributes minimally to the higher energy channel but serves to reduce
the effectiveness of B2 in inducing collisions above E:02 by depleting the states just
below the dissociation threshold (similar to increasing the difference between E:02 and








































































































Figure 3.3: Deviations of LMR,P from numerical solutions (solid lines) and analytical
solutions (dashed lines) of the master equation for channel-specific rate constants in
the low-pressure limit for the CH2O system (excluding tunneling) at 2000 K as a
function of: a) ratio of collision frequencies of A and B, ZB{ZA (for αA = αB = 50
(T/298K)0.85 cm´1); b) ratio of average energies transferred per down collision for
A and B, αB / αA (for αA = 50 (T/298K)
0.85 cm´1); c) ratio of average energies
transferred per down collision to the weighted Boltzmann factor, αA / FEkBT (for
αB / αA = 8); and d) ratio of differences in decomposition threshold energies for each
channel, ∆E: = E:02 - E
:
01, to the weighted Boltzmann factor, ∆E
: / FEkBT (for
fixed E:01, αA = 50 (T/298K)
0.85 cm´1, and αB = 408 (T/298K)
0.85 cm´1).
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To explore trends with characteristics of the collider mixture and reaction sys-
tem, the maximum deviations of LMR,P for channel-specific rate constants in the
low-pressure limit are quantified in Figure 3.2 as functions of various collider mixture
and system properties. Again, results are shown for both analytical and numerical
solutions to the master equation. The small difference (ă 5%) between analytical and
numerical solutions across a wide range of collider and reaction system characteris-
tics suggest general applicability of the activity coefficients in representing nonlinear
mixture behavior in low-pressure limit (for use in NMR,R for example). From panels
(a)-(d) of Figure 3.3, it is also clear that in the low-pressure limit:
(a) The linear mixture rule is exact for mixtures composed of colliders with dif-
fering collision frequencies but the same average energy transferred per collision –
consistent with conclusions based on the analytical solutions of the master equation
above.
(b) Differences in average energies transferred per collision among colliders have
significant influences on deviations of LMR,P for all channels. Consistent with pre-
vious work on single-channel reactions, the deviations of LMR,P for the total rate
constant are larger for larger differences in the average energies transferred per col-
lision between the two components. Deviations of LMR,P for rate constants for the
lower energy channel (µ1), which dominates the total rate constant, are similar to
those for the total rate constant though are slightly larger, given that A, whose ac-
tivity coefficient is supra-unity, has a larger fractional contribution to kµ1 than to k0.
By contrast, deviations of LMR,P for rate constants for the higher energy channel
(µ2) exhibit a non-monotonic dependence on αB{αA where the magnitude of the de-
viations first grow with increasing αB{αA though eventually decay with increasing
αB{αA as B approaches the strong collision limit (αB{FEkBT Ñ 8, for fixed αA).
Consequently, as per Eq. (3.26), the activity coefficient fB for B, which dominates the
rate constant to the higher channel, approaches unity. Conceptually, as the stronger
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collider B approaches the strong-collision limit, the ability of B to excite reactive
complexes above the higher decomposition threshold, E:02, is no longer hampered by
the the fact that collisions by the weaker collider A have preferentially depleted the
states near the lowest decomposition threshold, E:01.
(c) The maximum deviations of LMR,P have a non-monotonic dependence on
the ratio of the average energy transferred per down collision of A to the weighted
Boltzmann factor, αA{FEkBT (with fixed αB{αA “ 8), for all channels. The max-
imum deviations peak at moderate αA{FEkBT ratios (near „ 0.1 in this case) and
then approach zero for all channels as αA{FEkBT Ñ 0 (the weak collision limit) and
αA{FEkBT Ñ 8 (the strong collision limit). In both limits, the quasi-steady-state
distribution below the decomposition threshold is independent of collider properties
and is thus same for A and B – with hpEq “ 1´expr´pE:01 ´ Eq{FEkBT s in the
weak collision limit and hpEq “ 1 in the strong collision limit, as per Eq. (3.16) as
discussed above.
(d) The maximum deviations of LMR,P for only the channel-specific rate constants
depend on the difference in decomposition thresholds for each channel, ∆E: “ E:02´
E:01, (at fixed E
:
01), whereas the maximum deviations for the total rate constant do
not. For small differences between the decomposition thresholds, ∆E:, maximum
deviations of LMR,P for µ1, which proceeds through a tight transition state, are
higher than those for the total rate constant since the fractional contribution of A,
whose activity coefficient is supra-unity, to kµ1 is higher than that to k0 (or kµ2q.
For larger differences between the decomposition thresholds, ∆E:, k0 is dominated
by kµ1 such that the deviations become similar for k0 and kµ1. For the µ2 channel,
the maximum deviations monotonically decrease to sub-unity values with increasing
differences in the decomposition thresholds, ∆E:, eventually reaching a plateau at
larger ∆E: with a value near that of the activity coefficient for B (which dominates
kµ2 at the mole fractions of maximum deviation) as XB Ñ 0.
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3.4.1.2 Effect of Differing Collision Frequencies Across Various
Pressures
Figures 3.4-3.6 show results for various mixtures of A and B1, which have the same
α but different Zi (Table 3.2). Comparisons of rate constants numerically calculated
from the master equation and those estimated by various mixture rules in Table 3.1
are shown for unimolecular reactions from CH2O to H2 + CO (µ1), H + HCO (µ2),
and to either decomposition channel (total) in Figure 3.4. Quasi-steady-state energy
distributions are shown in Figure 3.5.
Because colliders with different Zi but the same α yield master equations (cf. Eq.
(3.1)) that differ only in terms of the collision rate, ZirMis, the quasi-steady-state
distribution and the rate constant for any channel are identical for B1 (which has a
20 times higher collision frequency than A) at some pressure to A at a 20 times higher
pressure. Therefore, when evaluated at the same reduced pressure, all results for any
mixture of A and B1 are identical, as observed in Figure 3.5; similarly, LMR,R and
NMR,R are exact at all pressures and mole fractions, as observed in Figures 3.4 and
3.6.
By contrast, quasi-steady-state distributions and rate constants for A, B1, and
their mixtures are considerably different when evaluated at the same absolute pres-
sure. Likewise, as demonstrated in Figure 3.4, while the classic linear mixture rule
(LMR,P) is exact in the low-pressure limit (for mixtures of bath gases with the
same α, as discussed above) and the high-pressure limit (which is pressure- and
composition-independent for thermally activated reactions), LMR,P differs substan-
tially from master equations calculations in the intermediate fall-off regime – with
errors reaching an order of magnitude for some channels.
The deviations are asymmetric with respect to XB1 and peak at lower XB1 values,
where the contributions of each component to the overall reaction are comparable.































































































































































































Figure 3.4: Comparisons of numerically calculated unimolecular rate constants and
those estimated by various mixture rules (Table 3.1) at 2000 K for the CH2O system
(excluding tunneling) across various pressures for various two-component mixtures of
A and B1 (Table 3.2). Different mixture rules are plotted in different rows: LMR,P
(first row); LMR,R (second row); and NMR,R (third row). Different channels are
plotted in different columns: total reaction, ktot (first column); H2 + CO, kµ1 (second













































































Figure 3.5: Chemically significant eigenvectors ΛCSE (corresponding to the quasi-
steady-state distribution during reaction) at 2000 K for the CH2O system (excluding
tunneling) for various two-component mixtures of A + B1 for: a) the low-pressure
limit (P = 10´5 atm, R « 1.7 ˆ 10´7); b) lower intermediate pressures (P = 10´2
atm, R « 1.7 ˆ 10´4) that yield maximum (negative) LMR,P deviation for kµ2; c)
higher intermediate pressures (P = 103 atm, R « 1.7 ˆ 101) that yield maximum
positive LMR,P deviation for kµ2.The solid line denotes ΛCSE for the mixture; dotted
lines denote ΛCSE for pure components evaluated at the same P as the mixture; and
dashed lines (which overlap with the solid line) denote ΛCSE evaluated at the same

































































Figure 3.6: Comparisons of numerically calculated bimolecular rate constants
(kµ2Ñµ1) from H + HCO (µ2) to H2 + CO (µ1) and those estimated by various mix-
ture rules (Table 3.1) at 2000 K for the CH2O system (excluding tunneling) across
various pressures for various two-component mixtures of A and B1 (Table 3.2). Dif-
ferent mixture rules are plotted in different rows: LMR,P (first row); LMR,R (second
row); and NMR,R (third row). Deviations for various mixture rules for other bi-
molecular channels (i.e. total bimolecular reaction, kbi,tot, and H + HCO to CH2O,
kµ2Ñw) are included in the Supporting Information of [63].
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ktot – predicting rate constants that are too low by „ 40%. For kµ2, LMR,P overesti-
mates kµ2 at lower intermediate pressures – predicting rate constants that are too high
by a factor of „ 10 – and then underestimates kµ2 at higher intermediate pressures –
predicting rate constants that are too low by „ 40%. While the maximum deviations
of LMR,P of „ 40% for kµ1 and ktot are of comparable magnitude to those observed
previously for single-channel reactions [73], the maximum deviations of LMR,P for
kµ2 are considerably higher than those observed for single-channel reactions.
Interestingly, while LMR,P strictly underestimates rate constants for the total
reaction [65], LMR,P can underestimate or overestimate channel-specific rate con-
stants depending on the channel and the pressure. The direction of the deviations
can be rationalized on the basis of the quasi-steady-state distributions attained in
the pure components and mixtures as well as how rate constants scale with pressure
in different pressure regimes.
As shown in Figure 3.5a, in the low-pressure limit, where collision rates are much
less than decomposition rates, collisions are not able to sustain finite populations
above the lowest dissociation threshold due to rapid depletion of these states by
decomposition. Consequently, all collisions that excite reactants above E:01 result
in reaction, such that the rate of collisions to excite CH2O above E
:
0i is the rate-
limiting step for each ith channel. The rate of collisions to excite CH2O above E
:
0i is
proportional to both the total collision rate, which always scales linearly with P , and
the probability that a given collision will excite CH2O above E
:
0i, which is independent
of P in the low-pressure limit since ΛCSE is independent of P . Consequently, k scales
linearly with P . Similarly, since A and B1 yield the same ΛCSE in the low-pressure
limit, the likelihood that collision with A (or B1) will excite CH2O above E
:
0i is the
same in the mixture as it is for pure A (or B1). Therefore, as indicated in Figure 3.4,
there is no deviation of LMR,P for any channel in the low-pressure limit.
As the pressure increases, and concomitantly the collision rate increases, colli-
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sions are increasingly able to compete with decomposition and are able to sustain
substantial populations at higher energies, as shown in Figure 3.5b-c. At all pres-
sures beyond the low-pressure limit, not all complexes excited above E:01 by collisions
lead to reaction (given that down collisions can remove CH2O at E ą E
:
01 in addition
to decomposition). Consequently, the rate of collisions to excite CH2O above E
:
01 is
no longer the only rate-limiting step for the total reaction or the reaction to H2 +
CO (µ1). As a result, both ktot and kµ1 scale less than linearly with P . Evaluating
the quasi-steady-state distribution, ktot, and kµ1 for pure B1 at the same P rather
than same R as the mixture serves to overestimate the population of CH2O above E
:
01
and the associated decrease in the effectiveness of collisions by B1 in inducing total
reaction or reaction to H2 + CO (µ1). The contribution of B1, which is dominant for
XB ą„ 0.05, to ktot and kµ1 in the mixture, if evaluated at the same P , is underes-
timated relative to its predicted contribution if evaluated at the same R. Therefore,
as indicated in Figure 3.4, LMR,P underestimates ktot and kµ1 in the mixture for
intermediate pressures.
At lower intermediate pressures, as shown in Figure 3.5b, there are substantial
populations only for states with E ¡ E:02, whereas states with E ą E
:
02 are still
completely depleted by reactions. For this range of pressures, all complexes excited
above E:02 by collisions undergo decomposition (via either channel). Consequently,
the rate of collisions to excite CH2O above E
:
02 is still the rate-limiting step. The rate
of collisions to excite CH2O above E
:
02 is proportional to both the total collision rate,
which always scales linearly with P , and the probability that a given collision will
excite CH2O above E
:
02, which also increases with P (since higher collision rates can
sustain finite populations at energies closer to E:02). In this pressure regime, kµ2 has
a greater than linear dependence on P , as discussed elsewhere [121, 127]. Evaluating
the quasi-steady-state distribution and kµ2 for pure B1 at the same P (10
´2 atm),
rather than the same R (1.7ˆ10´4), as the mixture serves to overestimate the CH2O
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population above E:01 and the associated increased likelihood of a given collision by B1
exciting CH2O above E
:
02. The contribution of B1, which is dominant forXB ą„ 0.05,
to kµ2 in the mixture, if evaluated at the same P , is overestimated relative to its
predicted contribution if evaluated at the same R. Therefore, as indicated in Figure
3.4, LMR,P overestimates kµ2 in the mixture at this pressure.
At higher intermediate pressures, collisions are able to sustain finite populations
even above E:02, as shown in Figure 3.5c. At these and higher pressures, not all com-
plexes excited above E:02 by collisions lead to reaction (given that down collisions can
remove CH2O at E ą E
:
02 in addition to decomposition). Consequently, the rate of
collisions to excite CH2O above E
:
02 is no longer the only rate-limiting step for the
reaction to H + HCO (µ2). As a result, kµ2 has a less than linear dependence on
P . Evaluating the quasi-steady-state distribution and kµ2 for pure B1 at the same P
rather than same R as the mixture serves to overestimate the population of CH2O
above E:02 and the associated decrease in the effectiveness of collisions of B1 in in-
ducing reaction to H + HCO (µ2). The contribution of B1, which is dominant for
XB ą„ 0.05, to kµ2 in the mixture, if evaluated at the same P , is underestimated rel-
ative to its predicted contribution if evaluated at the same R. As indicated in Figure
3.4, LMR,P underestimates kµ2 in the mixture for higher intermediate pressures.
In the high-pressure limit, where collision rates are much larger than decompo-
sition rates, collisions are able to maintain Boltzmann populations at all energies.
Collisions are no longer rate-limiting at all. Consequently, all rate constants are
independent of P and mixture composition.
Comparisons of rate constants numerically calculated from the master equation
and those estimated by various mixture rules in Table 3.1 are shown in Figure 3.6
for bimolecular reactions from H + HCO proceeding via chemically activated CH2O
to form H2 + CO (with rate constant kµ2Ñµ1). (Note that even for the bimolecular
reactions the total unimolecular rate constant is still used for calculating R for the
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mixture in LMR,R and NMR,R.) While LMR,P is exact in the low-pressure limit for
kµ2Ñµ1 (where kµ2Ñµ1 is pressure- and composition-independent), kµ2Ñµ1 estimated
by LMR,P increasingly differs from that calculated numerically as pressure increases.
At pressures above the low-pressure limit, a finite fraction of the chemically activated
CH2O are stabilized to thermal CH2O instead of promptly decomposing. This frac-
tion grows with increasing P , such that kµ2Ñµ1 decreases with P , scaling with 1/P in
the high-pressure limit. With increasing pressure, LMR,P increasingly overestimates
kµ2Ñµ1 in the mixture. By contrast, as observed for unimolecular decomposition chan-
nels, Figure 3.6 shows that LMR,R and NMR,R are exact for the (“well-skipping”)
chemically activated channel, kµ2Ñµ1, across the entire pressure range for mixtures
of A and B1 – suggesting that summing the contributions of mixture components
evaluated at the same R (calculated based on the total unimolecular rate constants,
cf. Table 3.1) is also a useful basis for evaluating bimolecular channels (including
“well-skipping” chemically activated channels) in LMR,R and NMR,R.
3.4.1.3 Effect of Differing Average Energies Transferred Per Collision
Across Various Pressures
Figures 3.7-3.9 shows results for various mixtures of A and B2, which have the same
Z but different αi (Table 3.2). Comparisons of rate constants numerically calculated
by the master equation and those estimated by various mixture rules in Table 3.1
are shown for unimolecular reactions from CH2O to H2 + CO (µ1), H + HCO (µ2),
and to either decomposition channel (total) in Figure 3.7. Quasi-steady-state energy
distributions are shown in Figure 3.8. The results obtained for mixtures of A and B2
are generally similar to those for mixtures of A and B1 with the important difference
that nonlinearities arise even in the low-pressure limit for mixtures of A and B2,
which have different α (as discussed above).

































































































































































































Figure 3.7: Comparisons of numerically calculated unimolecular rate constants and
those estimated by various mixture rules (Table 3.1) at 2000 K for the CH2O system
(excluding tunneling) across various pressures for various two-component mixtures of
A and B2 (Table 3.2). Different mixture rules are plotted in different rows: LMR,P
(first row); LMR,R (second row); and NMR,R (third row). Different channels are
plotted in different columns: total reaction, ktot (first column); H2 + CO, kµ1 (second























































Figure 3.8: Chemically significant eigenvectors ΛCSE (corresponding to the quasi-
steady-state distribution during reaction) at 2000 K for the CH2O system (excluding
tunneling) for various two-component mixtures of A and B2: a) the low-pressure limit
(P = 10´5 atm, R « 1.9ˆ 10´8); b) lower intermediate intermediate pressures (P =
10´1 atm, R « 1.9ˆ 10´4) that yield maximum LMR,P deviation for kµ2.
tions (cf. Eq. 3.1) that differ in terms of their collisional energy transfer probability
function, PipE
1, Eq (Eq. 3.10), the quasi-steady-state distribution and rate constants
for B2 are not identical to those for A at any pressure below the high-pressure limit.
Therefore, neither LMR,P nor LMR,R is exact for any pressure below the high-
pressure limit.
However, the quasi-steady-state distributions for A, B2, and their mixtures are
much more similar when evaluated at the same reduced pressure, R, than at the
same absolute pressure, P (Figure 3.8). Likewise, as shown in Figure 3.7, deviations
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of LMR,R (of up to „ 30%) are considerably lower than those of LMR,P (of up to
„ 50%) and strictly decrease with increasing pressure. Furthermore, deviations of
NMR,R, which accounts for nonlinearities in the low-pressure limit via the activity
coefficients fi from the analytical solutions above, are even lower (up to 8%) and peak
at intermediate pressures.
It is also worth emphasizing the importance of using the total unimolecular rate
constant, instead of the channel-specific rate constants, for defining the reduced pres-
sure R used for the reduced-pressure-based mixture rules for multi-channel systems –
use of the channel-specific rate constants instead of the total unimolecular rate con-
stant for calculating R results in deviations from numerically calculated rate constants
reaching a factor of 4.
Comparisons of rate constants numerically calculated by the master equation and
those estimated by various mixture rules (Table 3.1) are shown in Figure 3.9 for bi-
molecular reactions from H + HCO proceeding via chemically activated CH2O to
form H2 + CO (with rate constant kµ2Ñµ1). (Note again that even for the bimolec-
ular reactions the total unimolecular rate constant is still used for calculating R for
the mixture in LMR,R and NMR,R.) Similar to observations for mixtures of A and
B1, with increasing pressure above the low-pressure limit, LMR,P increasingly over-
estimates kµ2Ñµ1 in mixtures of A and B2. While Figure 3.6 shows that LMR,R
and NMR,R are not quite exact for (“well-skipping”) chemically activated channels,
kµ2Ñµ1, in mixtures of A and B2 (in contrast to mixtures of A and B1), deviations
of LMR,R and NMR,R are relatively minimal (ă 3%) – similarly suggesting that
summing the rate constant contributions in each mixture component evaluated at
the same R (calculated based on the total unimolecular rate constants even includ-
ing activity coefficients derived for unimolecular reactions in the low-pressure limit)
is also a useful basis for evaluating bimolecular channels (including “well-skipping”


























































Figure 3.9: Comparisons of numerically calculated bimolecular rate constants
(kµ2Ñµ1) from H + HCO (µ2) to H2 + CO (µ1) and those estimated by various mix-
ture rules (Table 3.1) at 2000 K for the CH2O system (excluding tunneling) across
various pressures for various two-component mixtures of A and B2 (Table 3.2). Dif-
ferent mixture rules are plotted in different columns: LMR,P (first column); LMR,R
(second column); and NMR,R (third column). Deviations for various mixture rules
for other bimolecular channels (i.e. total bimolecular reaction, kbi,tot and H + HCO
to CH2O, kµ2Ñw) are included in the Supporting Information of [63].
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3.4.1.4 Effect of Tunneling Across Various Pressures
The effect of quantum tunneling on representing the multi-component mixture ef-
fects were also investigated under the same conditions as the previous sections. For
reaction channels with intrinsic potential barriers (as for CH2O = H2 + CO), tunnel-
ing produces non-zero kppEq values even below the saddle point on potential energy
surface. In the case of the CH2O = H2 + CO channel, since H2 + CO (µ1) lies
below the bottom of the CH2O well, kppEq is non-zero for all energies – resulting in a
rate constant that “falls over forever” with pressure,[138] such that there is no well-
defined low-pressure limit. Without a well-defined low-pressure limit, the reduced
pressure (as required by the better-performing mixture rules, LMR,R and NMR,R)
is also not well-defined in the usual sense. However, there is reason to believe that
evaluating rate constants at some “effective reduced pressure” may still yield better
predictions for mixtures than evaluating rate constants at the absolute pressure P .
In the results shown below, the effective reduced pressure is based on a total effective
low-pressure-limit unimolecular rate constant, k0,eff “ ktot{rM s, calculated from the
total unimolecular rate constants at 10´6 atm (as if it were a pressure where the
reaction was actually in the low-pressure limit); similarly, activity coefficients derived
in the low-pressure limit above are still used for results shown for NMR,R.
In general, the results for the calculations that consider tunneling are qualitatively
similar to those where tunneling was excluded, provided that one recognizes that the
reaction is in the intermediate fall-off regime even at the lowest pressures.
Comparisons of the various mixture rules of Table 3.1 against numerical calcu-
lations are shown in Figure 3.10 for unimolecular reactions and in Figure 3.11 for
bimolecular reactions for a mixture of A + B1, which differ only in their Zi. Overall,
deviations of LMR,P exhibit similar pressure dependence (both trends and magni-
tude) as observed in calculations where tunneling was not included. However, since






























































































































































































Figure 3.10: Comparisons of numerically calculated unimolecular rate constants and
those estimated by various mixture rules (Table 3.1) at 2000 K for the CH2O system
(including tunneling) across various pressures for various two-component mixtures of
A and B1 (Table 3.2). Different mixture rules are plotted in different rows: LMR,P
(first row); LMR,R (second row); and NMR,R (third row). Different channels are
plotted in different columns: total reaction, ktot (first column); H2 + CO, kµ1 (second

































































Figure 3.11: Comparisons of numerically calculated bimolecular rate constants
(kµ2Ñµ1) from H + HCO (µ2) to H2 + CO (µ1) and those estimated by various mix-
ture rules (Table 3.1) at 2000 K for the CH2O system (including tunneling) across
various pressures for various two-component mixtures of A and B1 (Table 3.2). Dif-
ferent mixture rules are plotted in different rows: LMR,P (first row); LMR,R (second
row); and NMR,R (third row). Deviations for various mixture rules for other bi-
molecular channels (i.e. total bimolecular reaction, kbi,tot, and H + HCO to CH2O,
































































































































































































Figure 3.12: Comparisons of numerically calculated unimolecular rate constants and
those estimated by various mixture rules (Table 3.1) at 2000 K for the CH2O system
(including tunneling) across various pressures for various two-component mixtures of
A and B2 (Table 3.2). Different mixture rules are plotted in different rows: LMR,P
(first row); LMR,R (second row); and NMR,R (third row). Different channels are
plotted in different columns: total reaction ktot (first column); H2 + CO, kµ1 (second


























































Figure 3.13: Comparisons of numerically calculated bimolecular rate constants
(kµ2Ñµ1) from H + HCO (µ2) to H2 + CO (µ1) and those estimated by various mix-
ture rules (Table 3.1) at 2000 K for the CH2O system (including tunneling) across
various pressures for various two-component mixtures of A and B2 (Table 3.2). Dif-
ferent mixture rules are plotted in different rows: LMR,P (first row), LMR,R (second
row), and NMR,R (third row). Deviations for various mixture rules for other bi-
molecular channels (i.e. total bimolecular reaction, kbi,tot, and H + HCO to CH2O,
kµ2Ñw) are included in the Supporting Information of [63].
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differs from the numerical calculations (by 15%) even at the lowest pressure. Addi-
tionally, the maximum deviations when tunneling is included are higher – reaching
a factor of „ 50 – than those without tunneling. By contrast, for similar reasons to
those discussed in the section above for mixtures of A + B1, LMR,R and NMR,R
are exact for all mole fractions and pressures – indicating that use of an “effective
reduced pressure” is still a useful basis for evaluating rate constants in mixtures for
reactions without well-defined low-pressure limits.
Comparisons of the various mixture rules of Table 3.1 against numerical calcu-
lations are shown in Figure 3.12 for unimolecular reactions and in Figure 3.13 for
bimolecular reactions for a mixture of A + B2, which differ only in their αi. Over-
all, deviations of LMR,P exhibit similar trends and magnitude (reaching „ 60%) as
observed in calculations excluding tunneling. However, since the reaction is in the
intermediate fall-off regime (where deviations of LMR,P are largest), the deviations
of LMR,P are slightly larger („ 40% instead of „ 30%) at the lowest pressure. By
contrast, deviations of LMR,R and NMR,R are much smaller (below 10%) across the
entire pressure range. In fact, deviations of LMR,R are smaller than those observed
for calculations excluding tunneling (where deviations reached „ 30% in the low-
pressure limit and monotonically decreased in magnitude through the intermediate
fall-off regime).
Altogether, the results above suggest that use of an “effective reduced pressure”
within LMR,R and NMR,R can still provide a reasonably accurate means of repre-
senting mixture dependence. We expect that such a result may be useful for either
reactions that do not have a well-defined low-pressure limit (like CH2O decomposi-
tion) or reactions where low-pressure limit data are not available.
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3.4.2 Multi-Well Multi-Channel System: ONNH
Similar evaluation procedures as employed in section 3.4.1 for CH2O decomposition
are repeated in this section on ONNH system, which is important to understanding
the thermal NOx formation mechanism [3, 118]. The schematic potential energy sur-
face is plotted in Figure 3.14 with stationary-point energies and geometries reported
in [118]. This system has three potential energy wells (i.e., cis-ONNH, trans-ONNH,
and ONHN) that connect four sets of bimolecular species, yielding, in total, twenty
one distinct product-channel-specific rate constants. At conditions relevant to ther-
mal NOx formation, many of these channel-specific rate constants would be unim-
portant – i.e. orders of magnitude smaller than the competing channels for the same
reactant – therefore, the following analysis only considers product channels with sig-
nificant branching fractions. As mentioned in section 3.3, the nonlinear mixture rule
in reduced pressure (NMR,R) is not considered for this system, since they relied on
activity coefficients derived from analytical solutions of the master equation in the
low-pressure limit, which is not yet available (but under development) for systems
with multiple potential energy wells.
Master equation calculations are conducted using the PAPR-MESS code [92] for
the N2O + H system with the potential energy surface (Figure 3.14) from Kilp-
penstein et al. [118]. For the present study, the Variflex inputs from [118] were
converted to PAPR-MESS input files, with the channel-specific rate constants cal-
culated using PAPR-MESS agreeing with those reported in [118] within 5% in the
temperature range reported in [118]. The master equation calculations employ the
common exponential-down model [52] for the collisional energy transfer kernel and
the Lennard-Jones (LJ) model for the collision frequency (Z). To provide a direct
comparison to the previous results in section 3.4.1, the results below consider two-
component mixtures of a weaker collider (A) and a stronger collider (B) with the



























Figure 3.14: Potential Energy Surface of ONNH System (redrawn from [118]).
Lennard-Jones parameters of σ “ 3.330 Å and ε “ 94.9 cm´1 and exponential-down
parameters is αA “ 75.0 ˆ pT {298q
0.85 cm´1. The stronger collider (B) here is con-
sidered to yield a value of the least negative chemically significant eigenvalue in the
low-pressure limit, Λ
p1q
0 , that is 20 times higher than that for A (consistent with
those considered in section 3.4.1 and those in [73]) at the considered temperature of
1000 K. Similar to CH2O system, the stronger collider is considered to have either
higher collision frequency Z (collider B1) or average amount of energy transferred
per downward collision α (collider B2), to allow a more straightforward comparison
of the distinct effects due to Z and α (also consistent with [63, 73]). Note that for
the results presented below, the direct abstraction channel N2O + H = N2 + OH
is not considered since energy-transferring collisions are not involved and hence its
rate coefficients are pressure-independent – i.e. the results shown for N2O + H =
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N2 + OH refer to the complex-forming/pressure-dependent route only. It is worth-
while noting that, quantum tunneling effects are included using an Eckart tunneling
correction and thus, the reduced pressure RLMR is evaluated using the values of the
least negative chemically significant eigenvalues in the “effective low-pressure limit”
due to an ill-defined low-pressure limit.







Collider A 1 75.0ˆ pT {298q0.85 1
Collider B1 20 75.0ˆ pT {298q0.85 20
Collider B2 1 887.3ˆ pT {298q0.85 20
The deviations for the N2O + H system, defined as the ratio of the channel-specific
rate coefficients calculated using the master equation to the rate coefficients calculated
using each mixture rule, as a function of the mole fraction of the stronger collider
XB are displayed in Figure 3.15 for mixtures A + B1 and in Figure 3.16 for mixtures
A + B2 at 1000 K and from low- to high-pressure limit. Similar to other single-well
reactions investigated before [63, 73, 76], deviations are observed to be asymmetric
with respect to mole fraction and peak around XB “ 0.1 where the contribution of
each component to the reaction is comparable. The maximum deviations of LMR,P
reach as high as a factor of „ 10 for certain reaction channels, which is consistent
with our previous studies for CH2O system. By contrast, estimations using LMR,R
are essentially exact for mixtures A + B1 and are accurate within „ 10% for mixtures
A + B2 across the whole pressure range, which, together with our previous results
[63, 73, 76, 77], demonstrates the capability of this newly proposed reduced-pressure-
based mixture rule in representing multi-component pressure dependence for both
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N2O + H = t-HNNO | 1000 K





















N2O + H = t-HNNO | 1000 K













N2O + H = NNH + O | 1000 K

















N2O + H = NNH + O | 1000 K













N2O + H = N2 + OH | 1000 K


















N2O + H = N2 + OH | 1000 K













N2O + H = NH + NO | 1000 K

















N2O + H = NH + NO | 1000 K
Mixture A + B1 | LMR.R
Figure 3.15: Comparisons of numerically calculated channel-specific rate constants
and those estimated by various mixture rules (Table 3.1) at 1000 K for the N2O +
H system across various pressures for various two-component mixtures of A and B1
(Table 3.3). Different mixture rules are plotted in different columns: LMR,P (first
column) and LMR,R (second column). Different channels are plotted in different
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N2O + H = t-HNNO | 1000 K




















N2O + H = t-HNNO | 1000 K















N2O + H = NNH + O | 1000 K
















N2O + H = NNH + O | 1000 K














N2O + H = N2 + OH | 1000 K


















N2O + H = N2 + OH | 1000 K














N2O + H = NH + NO | 1000 K
















N2O + H = NH + NO | 1000 K
Mixture A + B2 | LMR.R
1010 atm
Figure 3.16: Comparisons of numerically calculated channel-specific rate constants
and those estimated by various mixture rules (Table 3.1) at 1000 K for the N2O +
H system across various pressures for various two-component mixtures of A and B2
(Table 3.3). Different mixture rules are plotted in different columns: LMR,P (first
column) and LMR,R (second column). Different channels are plotted in different
rows as indicated by the legend.
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3.5 Summary
The master equation was solved analytically and numerically for a multi-channel re-
action in a bath gas mixture to explore mixture behavior and mixture rules for multi-
channel reactions. The analytical solutions extend previous derivations of single-
channel reactions in a two-component mixture to an N -channel reaction in an M-
component mixture. The analytical solutions agree very well with numerical solutions
for the H2 + CO = CH2O = H + HCO reaction as a case study. The performance
of different mixture rules for representing multi-component pressure dependence for
the multi-well, multi-channel N2O + H system was then evaluated through compar-
isons against master equation calculations. The results from both systems reveal that
the newly proposed reduced-pressure-based mixture rule can accurately capture the
multi-component mixture effects (reaching accuracy of „ 10% compared to a factor
of 10 using the classic linear mixture rule).
With regard to general trends for multi-channel reactions, the results indicate the
following in the low-pressure limit for single-well systems:
1. Similar to single-channel reactions, rate constants for multi-channel reaction
systems in general follow a nonlinear, rather than linear, mixture rule (Eqs. (3.22),
(3.25), and (3.26)). The origin of this nonlinearity is related to the fact that the
quasi-steady-state distribution in the mixture may differ from that in the pure bath
gases, such that each mixture component interacts with a different distribution of
reactants in the mixture than when pure. This nonlinear mixture rule is found to
approach a linear mixture rule in the following special cases, where the quasi-steady-
state distribution below the lowest decomposition threshold is the same in the mixture
and its components when pure: a) all components share the same α (but may differ
in Zi); b) the strong collision limit (all αi{FEkBT " 1); c) the weak collision limit
(all αi{FEkBT ! 1).
2. Similar to single-channel reactions, the nonlinear interactions among mixture
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components can be well represented through activity coefficients, fi, which describe
how the contribution of each component is affected by the presence of the other
components (Eq. (3.26)). Interestingly, in the multi-channel case, the results indicate
that the activity coefficients are the same for every channel. However, the effect of
these activity coefficients on the rate constant may be different for each channel,
given that different components may have different fractional contributions to the
rate constants for each channel.
3. In contrast to single-channel reactions, the linear mixture rule does not strictly
underestimate the rate constant in the mixture. Re-inspection of the proof that rate
constants for single-channel reactions are always underestimated by the linear mixture
rule[65] reveals that the conclusion applies to the total rate constant for multi-channel
reactions. However, the linear mixture rule may underestimate or overestimate the
channel-specific rate constants in the mixture depending on the channel (and the
pressure).
4. In contrast to single-channel reactions, the magnitude of the deviations from
the linear mixture rule are not necessarily larger for larger differences in αi among the
colliders. For example, the magnitude of the deviations non-monotonically depends
on the differences in αi between the colliders.
5. The magnitude of the deviations from the linear mixture rule for some channels
is larger – reaching „30% – than those for the total rate constant – reaching „10%.
Furthermore, the sign of the deviations can be different for each channel, yielding
errors in branching ratios among channels that reach „50%.
6. Analytical solutions of the master equation are in very good agreement with
numerical solutions. This result indicates that the analytically derived activity coeffi-
cients provide an accurate representation of the nonlinear interactions among mixture
components and, therefore, provide a reliable foundation for nonlinear mixture rules
in the low-pressure limit.
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With regard to general trends for multi-channel reactions, the results also indicate
the following across various pressures for both single-well and multi-well systems:
1. Similar to single-channel reactions, the magnitude of deviations of the clas-
sic linear mixture rule (LMR,P) is largest in the intermediate fall-off regime for all
decomposition channels. The magnitude of LMR,P deviations for chemically acti-
vated reactions, which are influenced by the bath gas only at pressures above the
low-pressure limit, is largest in the high-pressure limit. Deviations of LMR,P are
observed for mixtures of colliders with different Zi and/or different αi.
2. In contrast to single-channel reactions, the sign of deviations of the classic linear
mixture rule (LMR,P) for some channel-specific rate constants can be different in
different pressure regimes. For example, LMR,P overestimates some channels at lower
intermediate pressures but underestimates them at higher intermediate pressures.
3. The magnitude of the deviations from the classic linear mixture rule (LMR,P)
for some channels is larger – reaching a factor of „10 – than those for the total rate
constant – reaching „50%.
4. Similar to single-channel reactions, new reduced-pressure-based mixture rules
yield much better estimates of all decomposition and chemically activated rate con-
stants in mixtures across all pressures, especially in the intermediate falloff regime.
The linear reduced-pressure-based mixture rule (LMR,R) and nonlinear reduced-
pressure-based mixture rule (NMR,R) are exact for all channels and all pressures
for mixtures of components that differ only in Zi but share the same α. For mixtures
of components with different αi, deviations of LMR,R are highest in the low-pressure
limit, where they reach „30% for some channels; deviations of NMR,R are essentially
zero in the low-pressure limit and peak in the intermediate falloff regime, where they
reach „10% for some channels.
5. In the new reduced-pressure-based mixture rules, when evaluating the rate
constant for any channel, including for chemically activated reactions, the reduced
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pressure is calculated according to the absolute values of the least negative chem-
ically significant eigenvalues rather than the channel-specific rate constants. (Use
of the channel-specific rate constants instead was found to yield LMR,R deviations
reaching a factor of „4.) Similarly, use of the values of “effective low-pressure limit”
chemically significant eigenvalues rather than the exact low-pressure limit chemically
significant eigenvalues was also found to be an effective basis for evaluating mix-
ture rate constants – as observed for the results where tunneling, which leads to an
ill-defined low-pressure limit, was included in the calculations.
These new mixture rules are therefore recommended for use in fundamental and
applied chemical kinetics investigations of reacting mixtures, including reacting flow
codes and experimental interpretations of third-body efficiencies. For proper imple-
mentations of reduced-pressure-based mixture rules, it is recommended that future
studies reporting channel-specific pressure-dependent rate constants for pure compo-
nents, kµ,ipT, P q, also report, where possible, the values of least negative chemically
significant eigenvalues in the low- and high-pressure limits, Λ
p1q
0,i pT q and Λ
p1q
8 pT q (or
the total decomposition rate constants, k0,ipT q and k8pT q, for single-well systems).
Furthermore, for implementation of the most accurate NMR,R, it is recommended
that those studies also report αi and Zi for each collider and FEpT q for the reaction
as per Eq. (3.11). In the meantime, mixture rules should be considered a significant
structural uncertainty in chemical kinetics simulations and uncertainty quantification
[20, 31, 33, 139, 140].
While the present calculations use the commonly employed exponential-down
model to facilitate straightforward interpretations of the analytical solutions and to
allow compatibility with the vast majority of calculated rate constants, which use
the same model, improved quantification of mixture effects in future studies could be
attained by using energy and angular momentum transfer functions determined via
trajectory calculations and/or experimental measurements.
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Chapter 4
Implications of Mixture Rule Effects on Experimental
Interpretation and Kinetic Modeling
4.1 Motivation
As demonstrated in the previous chapters, a large fraction of gas-phase reactions pro-
ceed through rovibrationally excited complexes whose fate is influenced by collisional
energy transfer. Indeed, energy-transferring collisions between these rovibrationally
excited complexes and the surrounding bath gas are responsible for pressure de-
pendence in chemical kinetics. Rate constants for these complex-forming reactions
depend not only on pressure but also on the bath gas species or, more generally, bath
gas mixture composition. Current frameworks for pressure-dependent reactions (e.g.
as used in combustion codes [12–15] or in the interpretation of experimental measure-
ments [29, 59, 60, 64]) are largely premised on theories and data for pure, inert bath
gases. In realistic mixtures, however, multiple species are present in sufficient amounts
to contribute to energy transfer and, therefore, influence rate constants of pressure-
dependent reactions. The effects of mixture composition on pressure-dependent rate
constants – if they are treated at all – are usually treated via a “mixture rule,”
which estimates rate constants in the bath gas mixture from those of the individual
components as discussed in section 3.3.
In the experimental derivations of rate constants kipT, P q for reactions in differ-
ent bath gas species i, mixture effects are often treated under certain assumptions.
First, most experimental studies assume the reaction of interest is in the low-pressure
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limit. Additionally, experimental studies for kipT, P q determination usually rely on
measurements in i/A mixtures, separate measurements in a reference bath gas i = A,
and an assumed mixture rule – which in most cases is the classic linear mixture (i.e.,
LMR,P in Table 3.1). In reality, the dependence of rate constants on mixture com-
position is generally not linear even in the low-pressure limit (cf. Chapter 3). In fact,
this was realized around the time when collider-specific effects first became a major
topic of study (e.g. [50, 62] and references therein); and, consequently, understanding
the dependence of rate constants on mixture composition was a major topic of study
about half a century ago. While these studies revealed that the dependence of rate
constants on the mixture composition was not strictly linear at pressures below the
high-pressure limit, the magnitude of these effects was generally found to be relatively
small (e.g. „10-20% in the low pressure limit for typical single-channel reactions [52])
compared to experimental precision at that time.
The observation that mixture rule errors were less than experimental precision at
the time of those studies five decades ago likely contributed to a now outdated, but
still prevailing, notion that the linear mixture rule introduces negligible uncertainty.
For example, mixture rules are not usually considered in experimental [29, 60, 64, 141–
146] or computational [139, 147, 148] uncertainty analysis. The systematic errors from
mixture rules on experimental interpretations are now worth revisiting for two rea-
sons. First, drastic improvements in experimental methods for kinetics experiments
(e.g. [23]) over the period since most previous mixture studies have resulted in an
impressive level of precision. Second, our recent studies have revealed much larger de-
viations from the classic linear mixture rule in the intermediate falloff regime than the
„10-20% found for single-channel reactions in the low-pressure limit [52] – reaching
„60% for single-channel reactions [73] and a factor of „10 for multi-channel reactions
(cf. section 3.4).
In combustion codes [12–15], available options for treating mixture effects differ
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among codes, often differ among versions of the same code, and even differ among
representations of pressure dependence within the same version of the same code. For
reactions expressed using the Troe formula [54] with a single specification of centering
factors and Arrhenius expression for the low-pressure limit, along with temperature-
and pressure-independent third-body efficiencies, it is usually the case that third-
body efficiencies operate as multipliers on the low-pressure limit rate constant, which
is then used to calculate the rate constant at the given pressure in the mixture – yield-
ing a mixture rule (under the limitations of temperature- and pressure-independent
third-body efficiencies) equivalent to our more general linear reduced-pressure-based
mixture rule (LMR,R in Table 3.1), which we find to be very effective in representing
mixture effects [63, 73, 76, 77]. However, the inability to specify unique temperature
and pressure dependence for each bath gas, in addition to limitations of the original
Troe formula [54] in representing pressure dependence for any bath gas, contribute
to potential errors for this option in treating mixture pressure dependence of up to
„90% for even single channel reactions [73]. Furthermore, the need to represent the
more complicated pressure dependence of multi-channel and/or multi-well reactions
has motivated the use of forms with many more parameters that go beyond forms
(such as the Troe formula [54]) based on the simple Lindemann-Hinshelwood form
[46, 47].
For these more complicated pressure-dependent forms (e.g. PLOG and Chebyshev
polynomials) that have no inherent limitations on the accuracy of the representation
for pressure dependence for a single bath gas nor on the number of channels or wells
in the reaction, there are three common possibilities for the way mixture effects are
treated in codes. In the first possibility, pressure- and temperature-dependent rate
constants cannot be specified uniquely for each bath gas. Given that some bath gases
have very high third-body efficiencies (e.g. „20 for H2O in some reactions [29, 60]),
the inability to specify bath gas dependence of rate constants can be easily understood
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to give potential errors of an order of magnitude. In the second possibility, pressure-
and temperature-dependent rate constants can be specified uniquely for each bath gas
species, but each separate reaction expression is assumed to occur independently – i.e.
no mixture rule is used. This lack of a mixture rule can be easily understood to give
potential errors of up to a factor of n, where n is the number of separate expressions, in
the high-pressure limit. In the third possibility, pressure- and temperature-dependent
rate constants can be specified uniquely for each bath gas species, and the classic
linear mixture rule (LMR,P in Table 3.1) is used to estimate the rate constant in the
mixture. At first glance, this third possibility may seem to be best of the three, in
that it is not clearly in error a priori. However, results in Chapter 3, together with
other studies of mixture effects [52, 65, 73], have demonstrated that the classic linear
mixture rule yields errors of up to „60% for single-well, single-channel reactions and
a factor of „10 for single-well, multi-channel and multi-well, multi-channel reactions
– such that all three of the possible treatments of mixture effects (for the most
accurate and general forms for representing pressure dependence) have the potential
to introduce substantial errors in estimating rate constants in mixtures.
In this chapter, we present a series of investigations on a wide range of reactions
and conditions relevant to combustion and atmosphere chemistry to evaluate the gen-
eral applicability of mixture rules for describing the full temperature/pressure/bath-
gas composition pT {P {Xq dependence of their rate constants and the the correspond-
ing implications for kinetic modeling and experimental interpretations. In section
4.2, we first present the implications of mixture effects and mixture rules on the
experimental interpretation of rate constants for one of the most important pressure-
dependent reactions in combustion – H + O2 (+M) = HO2 (+M) – for different
bath gas species M. In section 4.3, we then explore the impacts of multi-component
pressure dependence in mixture on combustion kinetic modeling using two single-well
multi-channel systems – allylhydroperoxide (C3H5OOH) and methanol (CH3OH) –
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as case studies.
4.2 Effects of Mixture Rules and Falloff on
Experimentally Derived Rate Parameters: A
Case Study of H+O2(+M)Ø HO2(+M)
The reaction H + O2 (+M) Ø HO2 (+M) is among the most important reactions
in combustion. Given that it competes with main chain branching reaction, H +
O2 = OH + O, it may be the most important pressure-dependent reaction. Indeed,
their competition plays a key role in the H2/O2 explosion limits [149–151] and, more
generally, many combustion properties for all fuels [1, 4, 5].
Since the early studies of combustion kinetics [149–151], the reaction has been
known to proceed via a rovibrationally excited HO2 complex that is stabilized through
energy-transferring collisions with the surrounding “bath gas” molecules (i.e. the
Lindemann-Hinshelwood mechanism [46, 47]). The rate constant, kipT, P q, depends
on pressure, P , because the collision rate depends on pressure. Similarly, it also
depends on the bath gas species, i, (i.e. kipT, P q), or more generally the bath gas
mixture composition, X, (i.e. kpT, P,Xq), because the collision frequency and amount
of energy transferred per collision depend on the molecular characteristics of the bath
gas/complex pair [43, 50, 59, 62, 74, 100, 152].
Determining kipT, P q for the major species in combustion mixtures has been a
major research focus since the infancy of combustion kinetics [29, 59, 60, 64, 141–
146, 153–155] – for both direct use in kinetic models and understanding microscopic
energy transfer mechanisms. Other than N2 and O2, H2O is probably the most
important bath gas species, given that it is a major combustion product, is a major
diluent in Exhaust Gas Recirculation (EGR) [148] and Moderate or Intense Low-
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oxygen Dilution (MILD) [156] strategies, and is especially effective in stabilizing HO2
[29, 59, 60, 64, 141–146].
Nearly all experimental studies devoted to determining kH2OpT, P q rely on
kpT, P,Xq measurements in H2O/A mixtures with H2O mole fractions XH2O « 5-
25%, kApT, P q measurements, and an assumed mixture “rule” [29, 60, 64, 141–146].





kipT, P qXi (4.1)
is the most commonly used mixture rule, such that kH2OpT, P q is determined via
kH2O,LMR,PpT, P q “
kpT, P,Xq ´ kApT, P qXA
XH2O
(4.2)
Furthermore, most studies [29, 60, 141–145] (including the three highlighted here
[29, 60, 145]) also assume kpT, P,Xq is in its low-pressure limit,
k0pT,Xq “ lim
PÑ0
kpT, P,Xq{rM s (4.3)
at the experimental P yielding an “effective” low-pressure limit,
k0-effpT, P,Xq “ kpT, P,Xq{rM s (4.4)
such that
kH2O,0-eff,LMR,PpT, P,Xq “
k0-effpT, P,Xq ´ kA,0-effpT, P qXA
XH2O
(4.5)
is then calculated and reported. (Note that this is implicitly what occurs in com-
bustion codes [12, 13] if kH2O,0-eff is fit to experimental data using a kinetic model
containing separate expressions reading “H + O2 + A = HO2 + A” and “H + O2 +
H2O = HO2 + H2O”).
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As demonstrated in section 3.4 and later in this chapter, the dependence of rate
constants on mixture composition is generally not linear. In fact, naive application
of classic linear mixture rule can lead to errors as high as orders of magnitude (cf.
Figure 3.10). Therefore, it is worthwhile revisiting the systematic errors introduced
from mixture effects and corresponding mixture rules on experimental interpretations.
Here, we address this question at the conditions of three experimental studies [29,
60, 145] using a master equation (ME) model that is entirely consistent with the
experimental data [29, 60, 145] but does not involve any assumptions of low-pressure
limit rate constants or mixture rules. Because deviations from mixture rules are
sensitive to pressure (i.e. the extent of falloff), this question can only be explored
considering both falloff and mixture effects simultaneously, as done here. We then
also use this ME model to estimate uncertainties due to both assumptions across
wide ranges of pressure and composition – to serve as a guide for selection of future
experimental conditions to derive kA,0pT q and kH2O,0pT q.
4.2.1 Dipole-Dipole Collision Frequency of HO2-H2O
The dipole-dipole capture rate constants, Zd´d, for HO2+H2O at various tempera-






where µD1 and µD2 are respectively the dipole moments for HO2 and H2O here; kB
is the Boltzmann constant; T is the temperature (K); µ is the reduced mass of the
system; and the rigidity factor frigid is obtained from Eq. (2.21) in [157] as frigid “
kcap{k
PST
cap , where the thermal capture rate constants, kcap, and the thermal capture
rate constants from phase space theory (PST), kPSTcap , are respectively obtained from






























where C6 is the constant of a ´C6{r
6 isotropic dispersion potential [157]; and κpθ,Mq
is a dimensionless fitting function whose analytical from is reported in Figure 2 of
[157] as a function of the reduced dispersion constant θ “ C6kBT {pµD1µD2q
2 and
dimensionless quantity describing degree of adiabaticity, M (not to be confused with
the bath gas M).
Table 4.1: Molecular Parameters Used in the Current Calculations
HO2 H2O HO2-H2O
:
µ (g/mol) 33.006 18.015 11.654
ε{kB (K) 365.56 535.21 442.32
σ p10´10m) 3.433 2.673 3.053









: ε and σ for nonidentical molecule pair HO2-H2O are calculated from combination rules
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Following [59], the optimized Lennard-Jones parameters and dipole moments from
[158] are used for identical particle interactions (i.e. HO2-HO2 and H2O-H2O, see
Table 4.1), from which the Lennard-Jones parameters for intermolecular dispersion
potential between HO2 and H2O are estimated using Lorentz-Berthelot rules as ε12 “
?
ε11ε22 and σ12 “ pσ11 ` σ22q{2. C6 is therefore estimated from the Lennard-Jones
parameters as C6 “ 4ε12σ
6
12 [59]. To get κpθ,Mq, the dimensionless quantity M is






where Bi are the rotational constants for i
th particle in the system. Given that both
involved particles are polyatomic with three distinct moments of inertia associated
with x, y, z directions (Table 4.1), the rotational constant associated with the direction
of dipole moments should be applied. However, if one simply calculates M using
the total rotational constants (which are smaller than the appropriate rotational
constant), then one could arrive at a lower limit for M (which turns out to be high
enough for κpθ,Mq to be independent of M anyway for the present calculations).
Therefore, the results presented here should be relatively insensitive to the choice
of rotational constants used in Eq.(4.9). Using NIST’s Computational Chemistry
Comparison and Benchmark DataBase (CCCBDB) [159] for molecular weights and
directional rotational constants of HO2 and H2O, M is calculated from Eq. (4.9).
Together with θ “ C6kBT {pµD1µD2q
2, the values of κpθ,Mq for a specific temperature
are read from Figure 2 of [157] (it can be equivalently calculated using Eqs. (2.14, 2.15,
2.20) in [157] with the parameters from Table I and II in [157]). The dipole-dipole
capture rate constants Zd´d are then calculated via Eq. (4.2) and tabulated in Table
4.2 for temperatures of relevant to the current discussion. (Note that the values in
Table 4.2 differ from those in [59] by up to 25% using apparently the same procedures,
though recalculations by the same authors of [59] (personal communication) yielded
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the same results as reported here.)
Table 4.2: Calculated Dipole-Dipole Capture Rate Constants for HO2 + H2O at
Various Temperatures.
T (K) Zd-d (10




















4.2.2 Master Equation Calculations in PAPR-MESS
Ab initio master equation calculations are performed for the title reaction using a
1D-ME model in PAPR-MESS [92] based on the multi-reference variable reaction
coordinate transition state theory (VRC-TST) calculations of Harding et al. [160].
The collisional energy transfer function is described by the common exponential down
model [52] (cf. Chapter 2), where the probability of a “down” collision of HO2 with
initial energy E by i yielding HO2 with a (lower) final energy E




expr´pE ´ E 1q{αiqs for E ą E
1, with Ni being the normalization factor; the
probability function for “up” collisions, PipE
1, Eq for E ă E 1, is obtained via detailed
balance. Collision frequencies for HO2-H2O were calculated based on a dipole-dipole
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collision frequency [59, 157], as recommended for HO2-H2O elsewhere [59, 60, 143].
Collision frequencies for all other HO2-bath pairs use the Lennard Jones model. The
parameters, Ai and ni, describing average energies transferred per down collision
via αi “ AipT {298q
ni for each i are chosen such that ME calculations of kpT, P,Xq
together with Eqs. (4.4) and (4.5) reproduce ki,0-effpT, P q and ki,0-eff,LMR,PpT, P,Xq
reported in experimental studies from Michael et al. [60] and Shao et al. [29] at
corresponding conditions.
(A) Reproducing reported data at 296 K
Table 4.3: Exponential-down factors in 1D-ME reproducing reported data at 296 K.
ki,0-eff,LMR,P,exppT, P,Xq
a ki,0-eff,LMR,PpT, P,Xq
b α(T ) c
O2
d 3.1 3.10 35.03
Ar/O2
d,f 2.2 2.20 30.71
N2/O2
d,f 4.3 4.30 40.13
H2O/O2
e,f 50 49.69 101.77
a from [60], units: 10´32 cm6molec´2s´1; b calculated using PAPR-MESS, units: 10´32
cm6molec´2s´1; c the listed exponential-down factors in i/O2 mixtures are for i, units: cm
´1;
d calculated at 100 Torr; e calculated at 5 Torr; f Xi{XO2 “ 98.5%{1.5% for i = Ar, N2;
Xi{XO2 “ 10%{90% for i = H2O.
The rate constants reported by Michael et al. [60] were determined at a temper-
ature of 296 K. Experimental pressures were varied from 25 to 200 Torr for pure O2
and mixtures of Ar/O2 and N2/O2; and experimental pressures were varied from 2.2
to 7.0 Torr for H2O/O2 mixtures. The mixture composition for i/O2 mixtures where
i = Ar, N2 is taken to be Xi “ 0.985 and XO2 “ 0.015; and the mixture composition
for H2O/O2 mixtures is taken to be XH2O “ 0.1 and XO2 “ 0.9 (consistent with that
reported in the experimental study [60]).
At 296 K, the dipole-dipole collision frequency for HO2-H2O system is calculated
to be 7.37 ˆ 10´10cm3s´1, which can be effectively reproduced in PAPR-MESS [92]
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using the (fictitious) parameters σH2O “ 2.673 Å [158] and εH2O “ 6360.64cm
´1 within
a Lennard Jones model. The exponential-down factors are chosen such that the ME
calculated rate constants match those reported in [60] at a representative pressure of
100 Torr for pure O2 and mixtures of Ar/O2 and N2/O2 and of 5 Torr for H2O/O2
mixtures (roughly the midpoint of the experimental pressure ranges).
For A = O2, kA,0-effpT, P q is calculated from the ME results for kpT, P,Xq via
Eq. (4.4); and for all i in i/O2 mixtures, ki,0-eff,LMR,PpT, P,Xq is calculated from the
ME results for kpT, P,Xq via Eqs. (4.4) and (4.5). Exponential-down factors are
first chosen for A = O2 such that the calculated kO2,0-effpT, P q (shown in the third
column of Table 4.3) matches the experimentally reported kO2,0-eff,exppT, P q (shown
in the second column of Table 4.3). Using these exponential-down factors for A =
O2, exponential-down factors for i = Ar, N2, and H2O are then chosen such that the
calculated ki,0-eff,LMR,PpT, P,Xq (also shown in the third column of Table 4.3) match
ki,0-eff,LMR,P,exppT, P,Xq (also shown in the second column of Table 4.3) in each of the
mixtures. The last column in Table 4.3 summarizes the obtained α for O2, Ar, N2
and H2O at 296 K in the 1D-ME model.
(B) Reproducing reported data at 1200 K




b α(T ) c
Ar 4.93 4.93 162.85
N2 6.82 6.82 186.15
H2O/Ar
d 113 112.82 862.33
a from [29], units: 10´33 cm6molec´2s´1; b calculated using PAPR-MESS, units: 10´33 cm6
molec´2 s´1; c the listed exponential-down factors in i/Ar mixtures are for i, units: cm´1; d
XH2O{XAr “ 10%{90%.
A similar procedure is performed for 1200 K and 15 atm, representative of the
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experimental conditions of Shao et al. [29]. Experimental values at 1200 K (shown
in the second column of Table 4.4) are first calculated from the reported Arrhenius
expressions in [29]. The mixture composition for H2O/Ar mixtures is taken to be
XH2O “ 0.1 and XAr “ 0.9 (within the reported range experimentally); the determi-
nations for Ar and N2 are assumed to be for pure bath gases. The ME calculations
(shown in the third column of Table 4.4) are performed at a representative pressure
of 15 atm for Ar, N2, and H2O/Ar mixtures.
At 1200 K, the dipole-dipole collision frequency for HO2-H2O system is calculated
to be 8.62 ˆ 10´10cm3s´1, which can be effectively reproduced in PAPR-MESS [92]
by using the (fictitious) parameters σH2O “ 2.673 Å [158] and εH2O “ 6479.91cm
´1
within a Lennard Jones model. The results are presented in Table 4.4 for the 1D-ME
model.
(C) Testing consistency with reported data at 800 K
After the parameters, Ai and ni, within αi “ AipT {298q
ni for each i were chosen
such that ME calculations of kpT, P,Xq together with Eqs. (4.4) and (4.5) reproduce
ki,0-effpT, P q and ki,0-eff,LMR,PpT, P,Xq reported at 296 K [60] and 1200 K [29] (and
corresponding pressure and mixture conditions), the results from this ME model
were then tested against the reported ki,0-eff,exppT, P q and ki,0-eff,LMR,P,exppT, P,Xq from
Ashman and Haynes [145] at 800 K and 1 atm. The values for ki,0-effpT, P q and
ki,0-eff,LMR,PpT, P,Xq calculated by the ME model, together with Eqs. (4.4) and (4.5),
reproduced the reported values within 13% – well within the reported uncertainties
of 30%, such that the ME model is also consistent with the reported data at 800 K.
4.2.3 Master Equation Calculations in Variflex
Since all one-dimensional ME models make assumptions in the treatment of angular
momentum, additional calculations were performed using alternative assumptions in
the treatment of angular momentum – to test the sensitivity of the derived results
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to the assumptions regarding angular momentum. Here, ab initio ME calculations
are also performed for the title reaction using a 2D/ϕ-ME model [74] (which makes
different assumptions about angular momentum transfer) in Variflex [74] based on
the VRC-TST calculations of Sellev̊ag et al. [153].
Similar procedures are repeated for the 2D/ϕ-ME model to derive the parame-
ters, Ai and ni, for each i in the 2D{ϕ-ME model such that the 2D{ϕ-ME model also
reproduces reported data. The procedures are otherwise identical to those above for
the 1D-ME model except for the following modification: (due to the lack of func-
tionality to handle bath gas mixtures in Variflex, the code which implements the
2D/ϕ-ME model) the exponential-down factors are instead chosen such that the cal-
culated ki,0-effpT, P q match the reported ki,0-eff,LMR,P,exppT, P,Xq from the experiments
(i.e. assuming experiments were conducted in only pure mixtures). The equivalent
tables to Tables 4.3 and 4.4 are provided as Table S5 and S6 in the Supplemental
Material of [18].
It is worth noting that with the 2D/ϕ-ME calculations, it is not possible to reach
the experimentally reported rate constants for H2O at both 296 and 1200 K even in
the strong-collision limit and even when using the dipole-dipole collision frequency.
However, comparison of the 1D-ME and 2D/ϕ-ME model results for O2, Ar, and N2
can be used to assess the differences in the estimated extent of falloff (which also
affects estimates of deviations from LMR,P).
Of course, full 2D-ME calculations [43, 58] would allow proper treatment of angu-
lar momentum but insufficient data are available to implement such a treatment for
the mixtures considered here. Nevertheless, full a priori 2D-ME calculations [4, 161],
which are available for Ar as the bath gas, are used here as another point of compar-
ison for Ar to assess differences in the predicted extent of falloff among ME models.
Ultimately, the methodology described above yields a 1D-ME model that is entirely
consistent with the experimental data [29, 60, 145] but does not involve any assump-
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tions of low-pressure limit rate constants or mixture rules. This 1D-ME model is then
used to assess the potential errors due to the low-pressure limit and linear mixture
rule assumptions in previous and future experimental interpretations.
4.2.4 Interpretations of Previous Experiments
Table 4.5: Results for conditions representative of [29, 60, 145].
1D-ME Model 2D/ϕ-ME Model 2D-ME Modelg
XH2O 0.00 0.05 0.10 0.20 0.50 1.00 0.00 0.00
H2O / O2 at 296 K and 5 Torr
k0-effpT, P,Xq
a 3.20 5.55 7.85 12.40 25.84 47.90 3.20 –
kH2O,0-eff,LMR,PpT, P,Xq
a – 50.14 49.69 d 49.18 48.48 47.90 – –
kpT, P,Xqb 5.22 9.05 12.80 20.22 42.15 78.14 5.22 –
k0pT,Xq
a 3.21 5.57 7.88 12.47 26.11 48.76 3.21 –
k0-effpT, P,Xq{k0pT,Xq 1.00 1.00 1.00 0.99 0.99 0.98 1.00 –
kpT, P,Xq{kLMR,PpT, P,Xq 1.00 1.02 1.02 1.02 1.01 1.00 1.00 –
kH2O,LMR,PpT, P q{kH2OpT, P q – 1.05 1.04 1.03 1.01 1.00 – –
kH2O,0-eff,LMR,PpT, P,Xq{kH2O,0pT q – 1.03 1.02 1.01 0.99 0.98 – –
H2O / N2 at 800 K and 1 atm
k0-effpT, P,Xq
a 1.39 2.38 3.32 5.10 10.02 17.39 1.35 –
kH2O,0-eff,LMR,PpT, P,Xq
a – 21.21 20.67 19.94 18.65 17.39 – –
kpT, P,Xqc 1.27 2.18 3.04 4.68 9.19 15.96 1.24 –
k0pT,Xq
a 1.53 2.65 3.74 5.87 12.12 22.41 1.37 –
k0-effpT, P,Xq{k0pT,Xq 0.91 0.90 0.89 0.87 0.83 0.78 0.98 –
kpT, P,Xq{kLMR,PpT, P,Xq 1.00 1.09 1.11 1.11 1.07 1.00 1.00 –
kH2O,LMR,PpT, P q{kH2OpT, P q – 1.22 1.19 1.15 1.07 1.00 – –
kH2O,0-eff,LMR,PpT, P,Xq{kH2O,0pT q – 0.95 0.92 0.89 0.83 0.78 – –
H2O / Ar at 1200 K and 15 atm
k0-effpT, P,Xq
a 0.49 e 1.06 1.57 2.50 4.89 8.17 0.49 0.40
kH2O,0-eff,LMR,PpT, P,Xq
a – 11.86 11.28 e 10.54 9.29 8.17 – –
kpT, P,Xqc 4.51 9.72 14.41 22.94 44.86 74.90 4.51 3.65
k0pT,Xq
a 0.65 1.45 2.21 3.70 8.08 15.29 0.52 0.47
k0-effpT, P,Xq{k0pT,Xq 0.76 0.73 0.71 0.68 0.61 0.53 0.94 0.84
kpT, P,Xq{kLMR,PpT, P,Xq 1.00 1.21 1.25 1.23 1.13 1.00 1.00 1.00
kH2O,LMR,PpT, P q{kH2OpT, P q – 1.45 1.38 1.29 1.14 1.00 – –
kH2O,0-eff,LMR,PpT, P,Xq{kH2O,0pT q – 0.78 0.74 0.69 0.61 0.53 – –
a 10´32 cm6molec´2s´1; b 10´15 cm3molec´1s´1; c 10´13 cm3molec´1s´1; d,eValues are used
to fit α at d 296 K to reported kH2O,0-eff,LMR,P [60] and
e 1200 K to reported Arrhenius fits for
kAr,0-eff and kH2O,0-eff,LMR,P [29];
fValues in italics roughly correspond to experimental ranges
of XH2O;
g Calculated via PLOG fits of data from [4] for Ar only.
Results from the ME calculations are presented in Table 4.5 for experimental
conditions representative of previous experiments at 296 K and „5 Torr [60], 800 K
and 1 atm [145], and 1200 K and „15 atm [29]. While kpT, P,X) is directly calculated
from the ME, all other quantities are calculated from kpT, P,X) and Eqs. (4.1)-(4.5).
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Values are presented across a range of H2O mole fractions in H2O/A mixtures from
0.0 to 1.0, where XH2O = 0.0 corresponds to pure A and XH2O = 1.0 corresponds to
pure H2O. Note that the italicized values roughly correspond to the range of mixtures
considered experimentally (XH2O « 0.0 to 0.2) whereas the non-italicized values are
outside the experimental ranges. Results are shown for the 1D-ME for all mixtures;
results are shown for the 2D/ϕ-ME model for pure O2, N2, and Ar only and an a
priori 2D-ME for Ar only. As such, the results discussed below refer to those from
the 1D-ME model, unless otherwise noted.
The first two rows for each T/P/A, k0-effpT, P,Xq and kH2O,0-eff,LMR,PpT, P,Xq,
correspond to what is generally reported in most experimental studies. Specifically,
k0-effpT, P,Xq for XH2O = 0.0 would usually correspond to the value reported for A
and kH2O,0-eff,LMR,PpT, P,Xq for XH2O = 0.1 (roughly the midpoint of many experi-
mental ranges of XH2O) would usually correspond to the value reported for H2O. The
values indicated by “d” and “e” superscripts are, in fact, exactly the values reported
since the energy-transfer parameters in the ME model were chosen to match these
values. Again, the “0-eff” and “LMR,P” subscripts denote that the reported val-
ues are not necessarily the actual low-pressure limit or pure H2O values but rather
the derived values if one were to make the low-pressure limit and linear mixture
rule assumptions. Equations (4.4) and (4.5) can be inverted from k0-effpT, P,Xq and
kH2O,0-eff,LMR,PpT, P,Xq to give kpT, P,Xq, which is the value of the pseudo-second-
order rate constant (i.e. that for H + O2 Ø HO2) from the experiment, presented in
the third row of the table.
The fourth row of the table displays the “actual” low-pressure limit rate con-
stant, k0pT,Xq, according to the 1D-ME model calculated by inserting ME results
for kpT, P,Xq at decreasing P into Eq. (4.3) to evaluate the P Ñ 0 limit. The
“actual” low-pressure limit rate constant, corresponding to the P Ñ 0 limit, can be
contrasted with the effective low-pressure limit rate constant, k0-effpT, P,Xq, corre-
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sponding to the experimental P (e.g. Figure 4.1). Their ratio (highlighted in bold),
k0-effpT, P,Xq{k0pT,Xq, presented in the fifth row, can then be interpreted as the
deviation from the low-pressure limit for a given temperature, pressure, and mixture
estimated by the 1D-ME model.
The sixth row, kpT, P,Xq{kLMR,PpT, P,Xq, is the deviation of the rate constant in
the mixture estimated by the classic linear mixture rule (LMR,P) from that calculated
by the 1D-ME model. The seventh row, kH2O,LMR,PpT, P q{kH2OpT, P q, is then the error
in extracting kH2OpT, P q from kpT, P,Xq via the linear mixture rule (LMR,P). As
depicted in Figure 4.1, the errors in extracting kH2OpT, P q from kpT, P,Xq via LMR,P
are larger than the deviations from LMR,P because the errors in extracting kH2OpT, P q
involve extrapolation fromXH2O = 0.1 (of the experiments) toXH2O = 1.0 (pure H2O).
The final row, kH2O,0-eff,LMR,PpT, P,Xq{kH2O,0pT q, is the error in extracting the low-
pressure limit rate constant for pure H2O, kH2O,0-eff,LMR,PpT, P,Xq, from kpT, P,Xq
due to both the low-pressure limit and linear mixture rule assumptions.
Interestingly, the estimated errors due to the low-pressure limit assumption (in-
dicated in bold), k0-effpT, P,Xq{k0pT,Xq, of „5%, „10-15%, and „30% for the ex-
perimental conditions representative of [29, 60, 145] are comparable to reported un-
certainties of 3-10%, 30%, and 12-19%. Similarly, the errors due to the assumed
mixture rule in deriving H2O-specific rate constants, kH2OpT, P q, from kpT, P,Xq,
(indicated in bold) of „5%, „15-20%, and „40-45% for conditions representa-
tive of [29, 60, 145] are also comparable to reported uncertainties. While it
may initially seem surprising that the potential errors in the reported ki,0pT q’s
could be comparable to and/or exceed experimental precision, it is worth not-
ing that the variation in ki,0-effpT, P q and kH2O,0-eff,LMR,PpT, P,Xq over the exper-
imental ranges of pressure and H2O mole fraction is typically less than the ex-
perimental precision – with kAr,0-effp1200 K, 16.8 atmq and kAr,0-effp1200 K, 32.5 atmq
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Figure 4.1: Variation in kAr,0-effpT, P q (a, where κ̂ “ 6.45 ˆ 10
´33 cm6 molec´2 s´1)
and kH2O,LMR,PpT, P,Xq (b, where κ “ 7.49ˆ 10
´12 cm3 molec´1 s´1) over the ranges
of experimental conditions considered in [29].
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kH2O,0-eff,LMR,Pp1200 K, 15 atm, XH2O “ 0.14q differing by only „9% (Figure 4.1) –
such that these potential errors, while significant, would be imperceptible experimen-
tally.
It would be tempting to say that the 1D-ME model results could be used to
correct for the errors due to assumptions in the experimental interpretations. The
“corrected” values would correspond to the underlined values in Table 4.5, which
are the low-pressure limit values for pure Ar and pure H2O, k0,ArpT q and k0,H2OpT q,
calculated by the 1D-ME.
However, additional 2D/ϕ-ME calculations and a priori 2D-ME results [4, 161]
suggest that exact quantification of falloff effects (and, correspondingly, mixture ef-
fects) depends on the treatment of angular momentum (cf. the final two columns of
Table 4.5 and Supplemental Material of [18]). For example, the three ME models all
suggest different corrections to the low-pressure limit rate constants for Ar at 1200 K –
the 1D-ME, 2D/ϕ-ME, and a priori 2D-ME calculations yield k0-effpT, P,Xq{k0pT,Xq
values of 0.76, 0.94, and 0.84, respectively. With mixture rule deviations being sen-
sitive to falloff [73], the errors due to the classic linear mixture rule assumption can
likewise be expected to depend on the treatment of angular momentum. Therefore,
any quantitative corrections to reported experimental quantities for H2O must await
mixture analysis using an a priori 2D-ME, which has yet to be attempted for any
reaction. Altogether, these results suggest that it would be most appropriate to think
of the 1D-ME results as simply an alternative interpretation of the experimental data
(and an indication of the additional uncertainties in the experimental interpretations
due to assumptions in the analysis).
Combining Arrhenius fits of k8(T), the high-pressure limit rate constant [160],
Arrhenius fits of ki,0pT q for each i from the 1D-ME calculations evaluated via Eq.
(4.3), and fits for the centering factor, Fc,i, of kipT, P q for each i from 1D-ME cal-
culations across various pressures within the standard Troe formula [54] yields the
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representation of the 1D-ME model in Table 4.6.
Table 4.6: Separate Troe expressions of 1D-ME calculations for Ar, N2, and H2O.
kAr,0pT q
































a unit: cm6molec´2s´1; b unit: cm3molec´1s´1; c all fits agree with 1D-ME calculations within
23% for all temperatures from 500 – 3000 K and all pressures from the low- to high-pressure
limit.
Table 4.7: Temperature-dependent energy-transfer parameters from 1D-ME model.
αi (cm
´1) Zi (10
´10 cm3 molec´1 s´1)
Ar 30.87ˆ pT {298 Kq1.194 0.230ˆ T 0.393 ˆ expp81.070 K{T q
N2 40.38ˆ pT {298 Kq
1.097 0.257ˆ T 0.395 ˆ expp85.036 K{T q
H2O 102.47ˆ pT {298 Kq
1.529 2.604ˆ T 0.165 ˆ expp30.378 K{T q
In theory, the above expressions would be best implemented using our nonlinear
reduced-pressure-based mixture rule in section 3.3 (NMR,R, within „3% for the title
reaction [73]) along with the present ZipT q and αipT q for each i, as reported in
Table 4.7. The expressions could also be implemented (with reasonable, albeit less,
accuracy) using our linear reduced-pressure-based mixture rule in section 3.3 (LMR,R,
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within „10% for the title reaction [73]). However, neither of these two recently
proposed mixture rules are available yet in combustion codes. Most combustion
codes would either implement the above expressions using the classic linear mixture
rule (LMR,P) or no mixture rule – introducing „60% or factor of three uncertainties
in kpT, P,X), respectively.
Figures 4.2–4.5 present results from 1D-ME and 2D/ϕ-ME calculations using the
exponential-down factors from Table 4.7 and a priori 2D-ME calculations for Ar [4]
with comparisons to reported experimental determinations [29, 59, 60, 64, 142, 144,
145, 162, 163]. All three master equation models show reasonable agreement with
experimental data (given the scatter in the experimental data) as shown in Figures
4.2, 4.4, and 4.5. The a priori 2D-ME calculations, which are expected to be accurate
within „20-30% [4, 43], unsurprisingly appear to yield the best agreement with the
experimental data. The 1D-ME and 2D/ϕ-ME calculations, while different, show
similar agreement with experimental data – at a level that still appears reasonable
given the large scatter in most experimental datasets. As shown in Figure 4.3, the
three master equation models yield similar results – with some slight differences on
the order of „30% – which provides an indication of the sensitivity of the calculation






























































































































Figure 4.2: Ab initio master equation (ME) calculated temperature- and pressure-
dependent rate constants for H + O2 + Ar Ñ HO2 + Ar versus experimental deter-
minations. The experimental data points [29, 59, 60, 64, 142, 145, 162, 163] are color
coded according to the closest pressure from the theoretical calculations. Results
are shown from a 1D-ME (E-resolved model) (top), a 2D/ϕ-ME (approximate E,J-
resolved model) (middle), and an a priori 2D-ME (E,J-resolved model) [4] (bottom).
Table 4.8: Single Troe expression of 1D-ME calculations with third-body efficiencies.
kM,0pT q










εN2 “ 1.53, εH2O “ 22.56
a unit: cm6molec´2s´1; b unit: cm3molec´1s´1.
In the interim, the title reaction would likely be best represented as a single Troe
expression (Table 4.8) for M = Ar, with (as required within the current implemen-
tations of the single Troe expression) T - and P -independent third-body efficiencies




































Figure 4.3: Ab initio master equation (ME) calculated temperature- and pressure-
dependent rate constants for H + O2 + Ar Ñ HO2 + Ar versus experimental de-
terminations. Results are shown from a 1D-ME (E-resolved model) (solid lines), a
2D/ϕ-ME (approximate E,J-resolved model) (long dashed lines), and an a priori
2D-ME (E,J-resolved model) [4] (short dashed lines).
combustion codes implement this expression using a mixture rule similar to LMR,R.
This of course comes at the expense of not being able to represent the unique T and
P dependence of each i (introducing another „25% uncertainty for each i in addition
to the „25% fitting errors for the reference bath gas, Ar).
Altogether, considering the sensitivity of the ME results to uncertainties in angular
momentum transfer (ą„20%), limitations of the usual Troe formula in representing
P dependence for a pure bath gas [55] („20%, cf. Table 4.6), other uncertainties in
experimental interpretations (e.g. secondary reactions), and above-mentioned limi-
tations in the ability to represent T , P , and X dependence, uncertainties of 50% or


















































































Figure 4.4: Ab initio master equation (ME) calculated temperature- and pressure-
dependent rate constants for H + O2 + N2 Ñ HO2 + N2 versus experimental determi-
nations. The experimental data points [29, 59, 60, 64, 145] are color coded according
to the closest pressure from the theoretical calculations. Results are shown from a













































Figure 4.5: Ab initio master equation (ME) calculated temperature- and pressure-
dependent rate constants for H + O2 + H2O Ñ HO2 + H2O versus experimental
determinations. The experimental data points [60, 64, 144, 145, 164] are color coded
according to the closest pressure from the theoretical calculations. Results are shown
from a 1D-ME (E-resolved model). Note that the calculated results plotted were ob-
tained for pure H2O, whereas the experimental determinations plotted were obtained
in mixtures of various H2O mole fractions using the linear mixture rule.
4.2.5 Recommendations for Future Experiments
Achieving lower uncertainties for the title reaction in kinetic modeling would likely
require both (1) improved quantification of kpT, P,Xq over broad ranges of T , P ,
and X and (2) improved abilities to represent kpT, P,Xq over broad ranges of T , P ,
and X in combustion codes. With regard to (1), a priori 2D-ME calculations for
combustion-relevant bath gases, high-accuracy experiments over wider ranges of T ,
P , and X, and/or combining theoretical and experimental data within frameworks
that can account for other experimental interpretation uncertainties (e.g. secondary
reactions, physical model parameters) [20, 31] would be worthwhile.
With regard to (2), incorporation of more accurate mixture rules (such as LMR,R
and NMR,R with uncertainties in representing the title reaction within „10% and
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3%, respectively [73]) [63, 73, 76, 77, 133] into combustion codes [12–15] would be
worthwhile. Furthermore, our recent results [86] suggest that new mixture rules
may still be needed to describe the coupled kinetics of the title reaction and related
chemically termolecular reactions (H + O2 + H/O/OH) [82].
With regard to future experiments, above all else, we recommend that future
experimental studies report kpT, P,Xq, the pseudo-second-order rate constant for H
+ O2 Ø HO2, for each T , P , and X condition. (Of course, it would be most useful
for studies to report the raw data to allow for the data to be reinterpreted in light
of any new information about secondary reactions and experimental uncertainties
in addition to assumptions regarding the title reaction, but the present discussion
focuses on suggestions for reporting derived rate constants for the title reaction.) If
one were to find kpT, P,Xq by fitting measurements at constant T {P {X conditions
using a kinetic model, one would write the reaction simply as “H + O2 Ø HO2”
in a CHEMKIN or CANTERA input file and fit the preexponential factor at that
condition to give kpT, P,Xq, which could then be tabulated at various T , P , and X
conditions of the experiments. In such a way, any uncertainties introduced in the
interpretations of the data due to the assumption of k being in the low-pressure limit
and/or following the classic linear mixture rule (LMR,P) would be avoided entirely.
If one is interested in performing experiments to derive kA,0pT q and kH2O,0pT q, one
could choose experimental conditions to limit uncertainties due to the low-pressure
limit and linear mixture rule assumptions. In that regard, the present 1D-ME model
can be used to estimate the potential errors due to both assumptions over broad
ranges of P and XH2O. Figure 4.6 shows the deviation from the low-pressure limit
and the error in extracting kH2OpT, P q from kpT, P,Xq via the linear mixture rule
(LMR,P), calculated from the 1D-ME over broad ranges of P and XH2O. In general,
the potential errors due to the two assumptions are lowest at low pressures; and
potential errors due to the linear mixture rule are lowest for high H2O mole fractions.
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For example, according to the ME model, if high-temperatures experiments were to
be conducted for P ă 0.1 atm (or P ă 0.01 atm) for a H2O/Ar mixture with XH2O ą
0.2 (or XH2O ą 0.25), the errors due to the low-pressure limit assumption and classic
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Figure 4.6: 1D-ME calculated deviations of applying “effective” low-pressure limit
(top row) and classic linear mixture rule (bottom row) in deriving bath-gas-specific
rate constants in H2O/Ar mixture at various pT, P,Xq conditions.
Of course, since the title reaction is not in the low-pressure limit under many
combustion-relevant conditions, high-accuracy experiments would be worthwhile
across broad ranges of T , P , and X to ensure accurate quantification of k through
the intermediate falloff regime (i.e. higher pressures). Given current limitations in
combustion codes, this would be best accomplished by fitting kpT, P,Xq as discussed
above. If one were interested in deriving the parameters for a Troe expression of the
data, this would be best accomplished by fitting the parameters within LMR,R or
NMR,R [63, 73, 76, 77] (external to current codes) to the derived k or, with reduced
fidelity to the unique T and P dependence of each i, using a single Troe expression
within codes that implement a mixture rule similar to LMR,R (internal to current
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codes). The former has the advantage of enabling more accurate representations that
can be used in future combustion codes; the latter has the advantage of enabling
self-consistent representations for current combustion codes.
4.3 Implications of Mixture Rules on Chemical
Kinetic Modeling
In section 4.2, the importance of mixture rules (or lack thereof) was explored in the
context of deriving collider-specific rate parameters for H + O2 (+M) Ø HO2 (+M)
using experimental measurements. The current section focuses on evaluating the im-
plications of mixture rules on combustion kinetic modeling. Two reaction systems
– allylhydroperoxide (C3H5OOH) and methanol (CH3OH) – that are of significant
importance to hydrocarbon combustion are selected as case studies to evaluate the
impacts of mixture effects and various mixture rules to represent these effects on
the common measures of system global reactivity (e.g., ignition delay times, species
profiles, and laminar flame propagation speed). Below, in section 4.3.1, we first con-
sider the allylhydroperoxide system under conditions where the local thermodynamic
conditions (T {P {X) are roughly invariant, which correspond to conditions commonly
encountered in shock tubes and jet-stirred reactors. In section 4.3.2, we then assess
the impact of mixture effects for multi-channel methanol reaction system under con-
ditions where spatiotemporal variations occur on (T {P {X) in the simulation domain,






























Figure 4.7: Potential energy surface of allylhydroperoxide system [119].
4.3.1 Mixture Rules and Combustion Implications for
Allylhydroperoxide System
The allylhydroperoxide reaction system (Figure 4.7) has been identified as a key
reaction in the combustion of many large hydrocarbons, including propene and cyclic
alkanes [119, 165, 166]. In addition to other channels (not shown in Figure 4.7) that
do not exhibit pressure dependence, inspection of the potential energy surface from
Goldsmith et al. [119] reveals that allyl (C3H5) and HO2 can associate via loose
transition state to form an allylhydroperoxide (C3H5OOH), which is also connected
to allyloxy (C3H5O) + OH via a loose transition state and to acrolein (C3H4O) +
H2O via a tight transition state.
Trial model predictions employing ab initio calculated rate constants for the al-
lylhydroperoxide reaction system in an N2 bath gas by Goldsmith et al. [119] were
found to yield unfavorable agreement with experimental measurements of jet-stirred
reactor profiles and ignition delay times for propene [165]. However, modeling studies
[165] indicated that the disagreement with the experimental measurements could be
reconciled through empirically adjusting branching ratios from the calculated values
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(to effectively increase allylhydroperoxide production and decrease allyloxy + OH
production from allyl + HO2) in order to match experimental data. Conversely,
based on the above discussion, the large fractions of species other than N2 in the
mixtures relevant to the jet stirred reactor profiles and ignition delay times might
raise the question of how much mixture effects may play a role in these model-data
comparisons.
Here, we assess the impact of mixture effects on the allylhydroperoxide reaction
and their plausibility as a possible explanation of the observed disagreement between
model predictions based on calculated rate constants for N2 and experimental data.
Clearly, were there to be strong effects of mixture conditions on the allylhydroperox-
ide rate constants and branching ratios, incorporation of these mixture effects would
be an important element of kinetic models in order to reliably extrapolate to different
mixture conditions. Likewise, mixture rules shown to be capable of accurately repre-
senting these mixture effects for the allylhydroperoxide reactions would be required
for their inclusion in combustion codes.
In the below, we first evaluate the performance of the various mixture rules in
Table 3.1 against master equation calculations for allylhydroperoxide. Second, we
explore the implications of mixture effects on combustion kinetic modeling based on
propene ignition delay times (IDT) and jet-stirred reactor (JSR) species profiles and
assess the suitability of various mixture rules for representing them. Our results
suggest that mixture effects on the allylhydroperoxide reaction system may indeed
serve as a plausible explanation of the observed discrepancies between model predic-
tions employing calculated rate constants in N2 and experimental data. Furthermore,
newly proposed mixture rules based on the reduced pressure discussed below provide
a suitable means of representing these mixture effects in combustion predictions.
In the present section, master equation calculations are performed using PAPR-
MESS code [92] and the potential energy surface for allyl + HO2 from Goldsmith
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Collider A 400.0ˆ pT {298q0.8 1 N2/O2
Collider B 6826.4ˆ pT {298q0.8 5 C3H6
Collider C 247.2ˆ pT {298q0.8 0.5 Ar/He
et al. [119] (Figure 4.7). Improved quantitative simulations would benefit from
two-dimensional master equation calculations employing a priori energy- and angu-
lar momentum-transfer functions [58]. However, since such information is not yet
available for the allyl + HO2 reaction, the present calculations are based on the
exponential down and Lennard Jones models for the collision frequency employing
α and Z parameters for N2 from Goldsmith et al. [119] for collider A (Table 4.9).
Two other colliders (B and C in Table 4.9) are considered here that yield 5 and 0.5
times higher total unimolecular rate constants in the low-pressure limit than collider
A. To provide a context for those third-body efficiencies, third-body efficiencies on
the order of 5-8 have been suggested for hydrocarbons (specifically for methane, but
extended by analogy to propene here) [18, 60, 61] and „0.5 have been suggested for
noble gases (i.e. He or Ar) [60] (note „1 is commonly suggested for O2 [60]) relative
to N2. While differences in third-body efficiencies are attributable to differences in
both energy transfer functions and collision frequencies, for simplicity, here we focus
on presenting results that consider colliders B and C to have the same collision fre-
quency as N2 but different α’s (given that collider differences due to different α yield
more rigorous assessments of mixture rules than those due to different Z as shown in
the Supplemental Material of [63]). While the master equation calculations included
the acrolein + H2O channel, our presentation of the mixture rule performance below
focuses on the two allyl + HO2 channels resulting in allylhydroperoxide stabiliza-
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tion and allyloxy + OH production (which both have high sensitivity coefficients in
propene [165] and cyclopentane [166] oxidation chemistry).



























































































































Figure 4.8: Performance of various mixture rules (Table 3.1) against master equa-
tion calculations for the stabilization (top) and main chemically activated (bottom)
channels at 1000 K for a two-component mixture (A + B in Table 4.9). (Similar
trends are observed for other channels and for other temperatures, as shown in the
Supplemental Material of [76].)
Figure 4.8 presents deviations of channel-specific rate coefficients estimated us-
ing different mixture rules (Table 3.1) from master equation calculations in a two-
component mixture composed of A and B (Table 4.9) at 1000 K for various mole
fractions of stronger collider component B. (For reference, this mixture could be con-
sidered representative of fuel/air mixtures relevant to Figure 4.10-top below.) Similar
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to single-channel systems [73], deviations for all mixture rules for stabilization chan-
nels (e.g. allyl + HO2 = allylhydroperoxide) peak at smaller mole fractions of the
strong collider, where the contribution of each component to the overall reaction is
comparable. In contrast to single-channel systems [65], deviations from LMR,P for
channel-specific rate constants in multi-channel reactions are not strictly positive. In
fact, for allyl + HO2 = allylhydroperoxide, deviations from LMR,P are negative at
low pressures, then become positive at intermediate pressures before they decrease
with pressure thereafter until reaching the (composition- and pressure-independent)
high-pressure limit. For chemically activated channels (e.g. allyl + HO2 = allyloxy
+ OH), deviations from LMR,P are nearly symmetric about XB=0.5 and become
increasingly negative with increasing pressure, reaching above a factor of two above
100 atm. Both LMR,R and NMR,R yield significantly smaller deviations, reaching
only „5% for LMR,R and „3% for NMR,R, for all channels.
Three-Component Mixtures
Figure 4.9 presents mixture rule deviations for the same mixture rules and for the
same channels as in Figure 4.8 but for a three-component mixture of A + B + C (Table
4.9). (For reference, this mixture could be considered representative of fuel/O2/noble
gas mixtures relevant to Figures 4.11 and 4.10-bottom below.) For simplicity, XB is
fixed at 8.54% (cf. Figure 4.10-bottom) and the ratio XC/(XA+XC) is systematically
varied to span a range of mixture compositions. In contrast to the two-component
mixture above that reduces to single-components at XB=0 or 1, this three-component
mixture reduces to two-component counterparts at XC=0 or 1, such that deviations
are still observed at the end points. Larger deviations from LMR,P are observed
at XC=1 than XC=0 due to a greater difference in the average energy transferred
per collision, which is consistent with previous studies [52, 72, 73]. For intermediate
XC/(XA+XC) ratios, similar to the two-component mixture of Figure 4.8, deviations
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Figure 4.9: Performance of various mixture rules (Table 3.1) against master equa-
tion calculations for the stabilization (top) and main chemically activated (bottom)
channels at 1000 K for a three-component mixture (A + B + C in Table 4.9).
then rise to positive values at intermediate pressures before approaching zero at the
high-pressure limit; deviations from LMR,P for chemically activated channels (e.g.
allyl + HO2 = allyloxy + OH) become increasingly negative with increasing pressure.
While deviations from LMR,P reach „40% and a factor of 2 for the stabilization and
chemically activated channels, reduced-pressure-based mixture rules yield reduced
deviations of „5% (LMR,R) and „2% (NMR,R) for stabilization channels and „5%
(LMR,R and NMR,R) for chemically activated channels.
4.3.1.2 Implications for Combustion Kinetics Modeling
Combustion simulations were performed to assess the impact of mixture effects on the
allyl + HO2 system reactions on jet-stirred reactor (JSR) species profiles and shock
tube ignition delay times (IDT) at the conditions found to exhibit high sensitivity
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to rate constants for these reactions [21, 165]. Figures 4.10 and 4.11 show results
from simulations using the recent NUIG propene model and modified versions of the
NUIG model employing different treatments for the allyl + HO2 system reactions (as
described in the Figure 4.11 caption). The JSR and IDT simulations presented here
are conducted using Cantera 2.3.0 [12]. For the master equation calculations and
mixture rule estimates for the mixture, rate constants were refitted into temperature-
and pressure-dependent expressions for the given mixture for use in Cantera [12]. For
these calculations, C3H6, O2, He, and Ar are assumed to have third-body efficiencies
of 5, 1, 0.5, and 0.5 with respect to N2 corresponding to colliders B, A, C, and C
respectively, as discussed in section 2.3 above.
Figure 4.10 shows results for the predicted shock tube IDTs at 40 atm and φ “
2.0. Here two three-component mixtures are considered as indicated in the figure, but
the collider in Figure 4.10-top (C3H6/O2/N2) effectively reduces to a two-component
mixture (if the third-body efficiency of O2 relative to N2 is taken to unity, as done
here). Simulations employing the calculated rate constants from Goldsmith et al.
[119] for N2 yield longer IDTs at lower temperatures than observed experimentally
for the C3H6/O2/N2 mixture. However, based on the estimated collider properties
considered here, the presence of C3H6 in relatively large mole fractions serves to make
the mixture a stronger collider on average than a pure N2 bath (as indicated by the
higher unimolecular rate constants in both C3H6/O2/N2 and C3H6/O2/Ar mixtures
relative to pure N2). Since these mixtures serve as stronger colliders than pure N2,
rate constants for allyl + HO2 = allylhydroperoxide are higher and rate constants
for allyl + HO2 = allyloxy + OH are lower for the mixtures than for pure N2. These
differences in the rate constants between the two channels overall indicate a higher
branching ratio to allylhydroperoxide relative to allyloxy + OH from allyl + HO2
reactants for the mixture than for N2.
Interestingly, the inclusion of mixture effects in the shock tube simulations tends
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to shift the predicted IDTs toward those of the NUIG model [21, 165], which employs
allyl + HO2 branching ratios adjusted from the calculated rate constants in N2 [119]
to slightly favor allylhydroperoxide formation over allyloxy + OH in order to better
reproduce experimental data. For C3H6/O2/N2 mixtures (Figure 4.10-top), simula-
tions based on the mixture rule calculated rate constants yield similar predictions to
those based on master equation calculated mixture rate constants for all three mix-
ture rules. Inspection of Figure 4.8 where XB = 8.54% (relevant to the C3H6/O2/N2
mixture of Figure 4.10-top) indicates „10% deviations for LMR,P and „3% devia-
tions for LMR,R and NMR,R at 40 atm. Whereas simulations based on LMR,P yield
noticeable (albeit modest) differences from those based on master equation calcu-
lated mixture rate constants, simulations based on LMR,R and NMR,P again yield
essentially identical predictions as those based on master equation calculated mix-
ture rate constants. Here, inspection of Figure 4.9 where XC=„73% (relevant to the
C3H6/O2/Ar mixture of Figure 4.10-bottom) indicates „20% deviations for LMR,P
(higher than for C3H6/O2/N2) and again „3% deviations for LMR,R and NMR,R at
40 atm—such that the reduced pressure mixture rules (LMR,R and NMR,R) exhibit
better reproduction of master equation calculations than LMR,P.
Figure 4.11 displays the results for simulated JSR species profiles as a function
of temperature in a JSR. Simulations employing the calculated rate constants from
Goldsmith et al.[119] for N2 yield decreased reactivity at higher temperatures than
observed experimentally for the C3H6/O2/He mixture. However, based on the es-
timated collider properties considered here, the C3H6/O2/He mixture, which is pri-
marily composed of He, serves as a weaker collider than pure N2 (as indicated by the
lower unimolecular rate constants in the mixture relative to pure N2). Consequently,
the rate constant for allyl + HO2 = allyloxy + OH (responsible for „95% of the total
allyl + HO2 here) is higher for the mixture than for pure N2. Again, the inclusion of
mixture effects in the simulations tends to shift the predicted profiles toward those of
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Figure 4.10: Shock tube ignition delay times for C3H6/O2/N2 mixtures (top) and
C3H6/O2/Ar mixtures (bottom) at 40.0 atm. Lines show model predictions as indi-
cated in the legend (according to detailed descriptions given in the caption of Figure






















C3H6 / O2 / He = 1.62% / 6.81% / 91.57%
1.0 atm
φ = 1.10
Figure 4.11: Species reactivity profiles for near-stoichiometric propene oxidation in a
JSR at 1.0 atm. Lines show model predictions using the NUIG [165] employing various
rate constants for the allyl + HO2 reaction from: , the original NUIG model [165]
(which employs an empirically adjusted branching ratio); , Goldsmith et al. for
N2 [119] (which was recalculated in PAPR-MESS here for consistency with present
mixture calculations); , present master equation calculations for the mixture;
, present evaluations of LMR,P, LMR,R and NMR,R (whose lines all overlap for
this case). Symbols show experimental measurements from [165].
the NUIG model [21, 165], which also employs a higher allyl + HO2 = allyloxy + OH
rate constant than that Goldsmith et al.[119] for N2 at 1 atm and 950 K. Given that
the mixture has relatively low mole fractions of C3H6 and O2 (compared to Figure
4.10), all mixture rules adequately reproduce master equation based predictions of
the mixture effects.
4.3.2 Mixture Rules and Combustion Implications for
Methanol System
In this section, we assess the impact of mixture effects for multi-channel reactions on

































Figure 4.12: Potential energy surface for the CH3 + OH reaction (excluding the
abstraction reaction, CH3 + OH =
3CH2 + H2O) [61].
as a case study. Product-channel-specific rate constants for the CH3 + OH reactions,
and specifically their branching ratio at high temperatures, were identified as im-
portant factors in predicting flame speeds in recent modeling studies [22, 167] given
their differing effects on the radical pool. As discussed above, currently available
representations of multi-component pressure and temperature dependence in com-
bustion codes are limited for multi-channel systems. And for this multi-channel CH3
+ OH reaction, it is common (e.g. [3, 22, 167–169]) for kinetic models to use pressure-
dependent rate constants calculated by Jasper et al. [61] for He within representations
that assume that rate constants are independent of the bath gas species.
Therefore, the objectives of this section are to investigate mixture effects on CH3
+ OH at the local mixture and temperature conditions encountered in methane flames
at various pressures, assess performance of mixture rules in representing them, and
evaluate their impact on laminar flame speed predictions. Below, we first present the
numerical details for the master equation calculations and the method for dynamically
evaluating mixture effects within freely propagating flame simulations. This novel
dynamic procedure enables mixture effects to be simulated in current combustion
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codes despite codes not yet having functional forms intended to capture these mixture
dependence effects. Using this procedure, we then demonstrate the impacts of mixture
effects on the CH3 + OH reaction within methane flames, show their impacts on
methane flame speeds, and assess the performance of mixture rules in representing
them. Finally, we explore how these effects are influenced by pressure.
The results below suggest that mixture effects are significant in multi-component
systems – of comparable magnitude to differences motivating parameter adjustments
in model development studies. While the classic linear mixture rule exhibits deficien-
cies in capturing mixture effects, recently proposed reduced-pressure-based mixture
rules are found to provide a reasonable representation of mixture effects. Therefore,
their incorporation into combustion codes would be worthwhile.
4.3.2.1 Master Equation Calculations
Master equation calculations were performed using the PAPR-MESS code [92] for
the CH3OH system, with the potential energy surface (Figure 4.12) from Jasper et
al. [61]. The PAPR-MESS input files were first generated from the original Variflex
inputs [61] and confirmed to yield the same rate constants (within 5%). Similar to
original calculations in He [61], the standard exponential-down model [52] is used
to describe the collisional energy transfer function (using the same average energy
transferred per down collision, α “ 133 ˆ pT {298 Kq0.8 cm´1, for He as [61]); the
collision frequency (Z) is estimated using the Lennard-Jones model (using the same
parameters, σ “ 2.57 Å and ε “ 7.1 cm´1, for He as [61]).
In the flames considered below, O2, N2, CO2, CH4, and H2O, together with He,
comprise over 96% of the local mixture everywhere throughout the simulation do-
main. Given that data for the relevant bath gases are not available for the CH3OH





0,He| =k0,i/k0,He (last equality holds for single-well systems), of 1.5, 1.5,
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Collider A 133.0ˆ pT {298q0.8 1 He
Collider B 184.1ˆ pT {298q0.8 1.5 O2 / N2
Collider C 506.3ˆ pT {298q0.8 4 CO2
Collider D 992.3ˆ pT {298q0.8 6 CH4
Collider E 2296.9ˆ pT {298q0.8 9 H2O
4, 6, and 9 for i = O2, N2, CO2, CH4, and H2O, respectively, which are within the
range of reported values for these bath gases in other reactions [29, 58, 60]. While
non-unity third-body efficiencies usually arise from differences in both Z and α, the
results shown below use the same Z for all bath gases and attribute higher third-body
efficiencies solely to higher α (Table 4.10) – which we have found to provide the most
rigorous tests of the new (more accurate) reduced-pressure-based mixture rules (cf.
section 3.4).
When differences in the third-body efficiencies are instead solely attributed to
differences in Z (i.e. using the same α for all bath gases), both LMR,R and NMR,R
exactly reproduce master-equation-calculated rate constants in mixtures (cf. Figure
4.14). Thus, the performance of new reduced-pressure mixture rules for mixtures
with differences in both Z and α among colliders would likely be at least as good
as (and probably better than) indicated in the mixtures consisting of components in
Table 4.10.
4.3.2.2 Dynamic Procedure for Evaluating Mixture Effects in Flames
Laminar flame simulations were performed for CH4/O2/diluent mixtures using the
FreeFlame module in Cantera [12]. The simulations include multi-component trans-
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port and Soret effects; the grid is adaptively refined to achieve gradient and curvature
values of ă0.02 (yielding nearly 1000 grid points).
Model predictions are shown below using various modified versions of the model
of Metcalfe et al. [22]. In these various model versions, rate constants for the CH3 +
OH reaction are calculated either from the master equation for pure He as the bath
gas (similar to the original calculations [61]), from the master equation for the local
mixture as the bath gas, or from each of the three mixture rules for the local mixture
as the bath gas.
Calculations based on rate constants from the master equation for He as the bath
gas are obtained by directly replacing the rate constants in Metcalfe et al. [22] with
Arrhenius fits to rate constants calculated from the master equation with He as the
bath gas at each pressure. However, due to current limitations in the ability to repre-
sent multi-component pressure dependence in Cantera and other combustion codes,
the other model versions use Arrhenius fits to rate constants calculated using the
local mixture composition (obtained from flame simulations) at each temperature for
each set of initial conditions. For these model versions for each set of initial con-
ditions, simulations are first performed using the nominal model [22] and then the
temperature, T , and mole fractions of major species, X, (which account for over 96%
of the entire mixture) are sampled every five grid points to ensure a thorough cover-
age of the computational domain. Master equation input files are then generated for
each sampling point (where any species other than O2, N2, CO2, CH4, and H2O are
assumed to have the same energy transfer parameters as He), and the rate constants
for each channel at the specific sampling condition, kµpT, P,Xq, are calculated using
PAPR-MESS code. The resultant rate constants are then fitted to Arrhenius expres-
sions where the temperature dependence of the fit captures the variations in both
the local temperature and mixture composition through the flame – thus allowing
mixture effects to be simulated in Cantera despite not having functional forms in-
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tended to capture these mixture dependence effects. This procedure is implemented
automatically with in-house scripts for each initial equivalence ratio and pressure
condition. The procedure used for each mixture rule is the same except that each
mixture rule, rather than the master equation, is used to evaluate kµpT, P,Xq at
each condition. Iterations of this procedure were found to yield negligible differences
(ă1%) at representative conditions.
4.3.2.3 Mixture Effects on CH3 + OH Within the Flame
The effect of mixture composition on CH3 + OH reaction rate constants inside a flame
is demonstrated in Figure 4.13 for a stoichiometric CH4/O2/He flame at 10 atm in
mixtures with components as indicated in Table 4.10. As shown in Figure 4.13a-b,
the total CH3 + OH reaction rate peaks at a location where the temperature is „2000
K, the reactants are nearly completely depleted, and the products are present in high
mole fractions – with „4% O2, „0% CH4, „3% CO2 and „13% H2O.
Overall, throughout the flame, the presence of species with higher third-body
efficiencies than He (CH4, O2, CO2, H2O) in large quantities indicates that the colli-
sional energy transfer rate for the mixture is higher than for pure He. Consequently,
as indicated in Figure 4.13c, rate constants in the mixture are higher for all sta-
bilization/decomposition channels and lower for all chemically activated channels
than in pure He. The enhancements in stabilization rate constants become more
pronounced with increasing temperature – as the stabilization reactions approach a
pressure falloff regime (i.e. the low pressure limit) where energy transfer is more
rate limiting. Similarly, the reductions in the chemically activated rate constants
become less pronounced with increasing temperature – as the chemically activated
reactions approach a pressure falloff regime where they are independent of energy
transfer rates. At the location of peak total CH3 + OH reaction rates, rate constants
are higher than their corresponding values in pure He for stabilization reactions (by a
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Figure 4.13: Simulation results for a stoichiometric CH4/O2/He flame at 10.0 atm in
mixtures with components whose non-unity third-body efficiencies are solely attribute
to different αi: a) temperature and net reaction rate of CH3 + OH; b) species profiles;
c) ratio of rate constants in the mixture to those in pure He; and deviation of rate
constants estimated by d) LMR,P, e) LMR,R, and f) NMR,R from those calculated































































































































































Figure 4.14: Simulation results for a stoichiometric CH4/O2/He flame at 10.0 atm in
mixtures with components whose non-unity third-body efficiencies are solely attribute
to different Zi: a) temperature and net reaction rate of CH3 + OH; b) species profiles;
c) ratio of rate constants in the mixture to those in pure He; and deviation of rate
constants estimated by d) LMR,P, e) LMR,R, and f) NMR,R from those calculated
by the master equation.
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factor of „3 for CH3 + OH = CH3OH) though are very close to their corresponding
values in pure He for chemically activated reactions – suggesting that the primary
impact of mixture composition on the CH3 + OH reaction for the flame conditions
plotted in Figure 4.13 is to increase the stabilization rate.
As shown in Figure 4.13d, rate constants estimated by the classic linear mixture
rule (LMR,P) exhibit deviations from those calculated from the master equation –
under-predicting some channels and over-predicting other channels by up to „40%.
At the location of peak total CH3 + OH reaction rates, the deviations for stabi-
lization/decomposition rates are most significant, where rate constants for CH3 +
OH = CH3OH are under-predicted by LMR,P by „40%. By contrast, as shown in
Figure 4.13e-f, the reduced-pressure-based mixture rules yield significantly smaller
deviations – with maximum deviations of „10% for LMR,R and „5% for NMR,R
(similar to our results for other reaction systems (cf. sections 3.4 and 4.3.1).
Equivalent version of Figure 4.13 is presented in Figure 4.14 for mixtures where
differences in the third-body efficiencies of components are instead solely attributed
to differences in Z – i.e., all components have the same α “ 133pT {298 Kq0.8 cm´1
and different third-body efficiencies solely due to different collision frequencies, Z.
As briefly mentioned in the text above, reduced-pressure-based mixture rules (i.e.
LMR,R and NMR,R) exactly reproduce the master-equation-calculated rate con-
stants for all channels in the mixture, which are consistent with the results for other
systems that we have investigated in section 3.4 and 4.3.1. Therefore, collider charac-
teristics in Table 4.10 provide the most rigorous tests of the reduced-pressure-based
mixture rules, which we will focus on in the discussion below.
4.3.2.4 Mixture Effects on Laminar Flame Speeds
To demonstrate the impact that mixture effects for the CH3 + OH reaction have on

























































Prompt Dissociation & Mixture
Figure 4.15: Laminar flame speeds for CH4/O2/He mixtures at 10.0 atm (top) and
the relative difference between flame speed predictions with and without mixture
effects or prompt dissociation (bottom). Lines show model predictions as indicated
in the legend. Symbols show experimental measurements from [170].
mixtures at 10 atm among various models containing different treatment of mixture
effects for the CH3 + OH reaction. These results indicate that predicted flame speeds
using rate constants calculated from the master equation for the mixture are lower
than those for pure He – by as much as „15% at lean conditions.
Sensitivity analysis for these conditions (Figure 4.16) indicates that CH3 + OH =
CH3OH and CH3 + OH = CH2OH + H are the two most sensitive CH3 + OH reaction
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Figure 4.16: Sensitivity coefficients of CH4/O2/He flame speeds at 10.0 atm to the
most sensitive CH3 + OH rate constants.
channels at these flame conditions, where CH3 + OH = CH3OH (a chain-terminating
reaction) inhibits reactivity and CH3 + OH = CH2OH + H (a chain-carrying reaction)
promotes reactivity. The magnitude of the sensitivity coefficient for CH3 + OH =
CH3OH, which Figure 4.13 shows to be among the channels most strongly affected
by mixture composition, is highest at lean conditions, where the largest differences in
flame speed predictions are observed among different treatments of mixture effects in
Figure 4.15. Overall, Figure 4.13 indicates that including the effects of local mixture
composition on the CH3 + OH reaction tend to increase stabilization reaction rates
(e.g. for CH3 + OH = CH3OH) and decrease chemically activated reaction rates
(e.g. for CH3 + OH = CH2OH + H ) – both of which tend to reduce the flame
speed. As discussed in the previous section, LMR,P underestimates the stabilization
rate constants and overestimates the chemically activated rate constants (cf. Figure
4.13c). As a result, simulated flame speeds using rate constants from LMR,P for the
mixture are higher than those using rate constants from the master equation for the
mixture. By contrast, simulations that employ either LMR,R or NMR,R to estimate
CH3 + OH reaction rate constants in the mixture yield predicted flame speeds that
are nearly identical to those that employ rate constants directly calculated from the
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master equation for the mixture.
Additional calculations varying the third-body efficiencies in Table 4.10 (to eval-
uate the influence of their uncertainties) indicate that the predicted flame speeds for
the mixture could be lower than those for pure He by „ 7% (if all µ0,i,A are lower by
a factor of 2) to „ 20% (if all µ0,i,A are higher by a factor of 2) at the lean conditions
of Figure 4.15 – altogether suggesting that the mixture effects, which cannot yet be
directly treated in current kinetic models and codes, comprise a significant source of
uncertainty in combustion simulations.
For context, the differences in predicted flame speeds due to mixture effects for
CH3 + OH are of comparable magnitude to the differences between predictions and
experimental data motivating parameter adjustments in model development studies
[22]. Additional simulations (based on the variant of the model of Metcalfe et al.
[22] from Labbe et al. [96]) are also shown in Figure 4.15 to explore the extent
to which the flame speed reductions from mixture effects may counterbalance flame
speed enhancements from HCO prompt dissociation. Interestingly, at near stoichio-
metric conditions, the impact of mixture effects for CH3 + OH and HCO prompt
dissociation are similar in magnitude though opposite in sign, such that they approx-
imately cancel. However, for leaner mixtures, the impacts of mixture effects on the
CH3 + OH reaction become significantly stronger.
4.3.2.5 Mixture Effects Across Various Pressures
To assess the impacts of mixture effects for the CH3 + OH reaction on flame speeds
at different pressures, flame speed predictions for the same model variants are shown
in Figure 4.17 for CH4/O2/N2 mixtures at 1 atm and for CH4/O2/He mixtures at
60 atm. At both 1 atm and 60 atm, simulations using CH3 + OH rate constants
calculated from the master equation for the mixture are lower than simulations using
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Figure 4.17: Laminar flame speeds for CH4/air mixtures at 1.0 atm and CH4/O2/He
mixture (15%O2, 85%He) at 60.0 atm (top) and the relative difference between flame
speed predictions with and without mixture effects or prompt dissociation (bottom).
Lines show model predictions as indicated in the legend. Symbols show experimental
measurements from [171] (open circles) and from [170] (open squares).
the bath gas – by up to „10% at 1 atm and „8% at 60 atm.
Again, simulations employing the classic linear mixture rule to estimate CH3 +
OH rate constants noticeably differ from those employing the master equation to
calculate CH3 + OH rate constants in the mixture. However, simulations employing
reduced-pressure-based mixture rules (LMR,R and NMR,R) are nearly identical to




The implications of mixture effects and various mixture rules to represent these ef-
fects on the interpretation of experimental results and chemical kinetic modeling are
investigated by comparing to benchmarks from master equation calculations. Results
from case studies of three reaction systems of practical importance to combustion and
atmosphere chemistry – i.e., HO2, C3H5OOH, and CH3OH – indicate that mixture
effects are indeed an important source of structural uncertainty in chemical kinetic
research and that the reduced-pressure-based mixture rules derived in Chapter 3 pro-
vide a significant higher accuracy in evaluating multi-component pressure dependence
in mixtures.
With regard to general impacts of mixture effects and mixture rules on exper-
imental interpretation, master equation calculations for one of the most important
pressure-dependent reaction in combustion – i.e., H + O2 (+M) Ø HO2 (+M) –
were performed using a 1D-ME model with parameters chosen to yield rate constants
consistent with reported data from recent high-precision studies of the title reaction.
This model was then used to estimate the potential errors in the derived ki,0pT q due
to the assumption that the reaction is in the low-pressure limit and follows the classic
linear mixture rule.
Interestingly, the estimated errors due to the low-pressure limit assumption,
k0-effpT, P,Xq{k0pT,Xq, of „5%, „10-15%, and „30% for the experimental condi-
tions representative of [60], [145], and [29] are comparable to reported uncertainties
of 3-10%, 30%, and 12-19%. Similarly, the errors due to the assumed mixture rule in
deriving H2O-specific rate constants, kH2OpT, P q, from kpT, P,Xq, of „5%, „15-20%,
and „40-45% for conditions representative of [60], [145], and [29] are also comparable
to reported uncertainties. Comparison of the ME model results for the variation of
the derived rate constants across typical ranges of experimental conditions relative
to experimental precision reveals that these potential errors, while significant, would
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have been imperceptible experimentally.
Further comparisons of the 1D-ME model results to those from an alternative one-
dimensional model, the so-called 2D/ϕ-ME model, (performed here) and an a priori
2D-ME model [4, 161] suggest that even the present 1D-ME interpretation of the
experimental data is subject to uncertainties in the treatment of angular momentum
that are not insignificant. Still, the present 1D-ME calculations can be viewed as an
alternative interpretation of the experimental data (and provide an indication of the
additional uncertainties in the experimental interpretations due to assumptions in
the analysis). Furthermore, available representations of mixture effects for pressure-
dependent reactions in current combustion codes introduce additional uncertainties
in the representation of the 1D-ME-model-calculated rate constants.
Reducing uncertainties for the title reaction in kinetic modeling will require both
(1) improved quantification of kpT, P,Xq over broad ranges of T , P , and X and (2)
improved abilities to represent kpT, P,Xq over broad ranges of T , P , and X in com-
bustion codes. Until then, the above results suggest that both falloff and mixture
effects are now significant uncertainty sources and should be considered in future
uncertainty analysis of experimentally derived kA,0pT q and kH2O,0pT q. Likewise, un-
til improved mixture rules [63, 73, 76, 77] can be incorporated in combustion codes,
treatment of the T/P/X dependence in kinetic models constitutes a significant struc-
tural uncertainty [20] (of up to „90% [73]). Future mixture rules will also need to
describe the coupled kinetics of termolecular association reactions (such as the title
reaction) and related chemically termolecular reactions [82, 84, 87] (such as H + O2
+ H/O/OH) [86].
Finally, the present results suggest the advantages of different protocols for report-
ing experimental data for rate constants of pressure-dependent reactions. Namely, it
is recommended that experimentally determined pseudo-second-order rate constants,
kpT, P,X), for H + O2 Ø HO2 for the experimental temperature, pressure, and
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mixture composition (which are independent of low-pressure limit and mixture rule
assumptions) be reported (to avoid the uncertainties due to these assumptions en-
tirely). Some recommendations were also provided for future experimental studies
that aim to determine low-pressure limit rate constants for various bath gases and/or
derive parameters within Troe expressions of experimental data.
With regard to impacts of mixture effects and mixture rules on chemical kinetic
modeling, performance of various mixture rules for representing multi-component
pressure dependence for allylhydroperoxide and methanol were evaluated by com-
parisons against master equation calculations. Comparisons revealed that the classic
linear mixture rule (LMR,P) yields deviations of a factor of two for typical combustion
mixtures, whereas newly proposed mixture rules based on reduced pressure exhibit
lower deviations of generally less than „3%. Simulations of IDTs and JSR speciation
suggest that mixture effects for allyl + HO2 may serve as a plausible explanation
for the rate parameter adjustments employed in modeling studies to reproduce com-
bustion measurements. Flame speed predictions suggest that the impacts of mixture
effects for CH3 + OH are comparable to those motivating rate parameter adjustments
in modeling studies to reproduce combustion measurements, and the impacts are as
strong as, if not stronger than, those from HCO prompt dissociation for the con-
sidered conditions. Newly proposed reduced-pressure-based mixture rules are shown
to accurately capture these mixture effects within combustion simulations. Our on-
going investigations of various other multi-channel reaction systems, which will be
presented in future publications, similarly indicate that the reduced-pressure-based
mixture rules provide an accurate representation of mixture effects across wide pres-
sure and temperature ranges relevant to combustion.
While the improvements due to mixture rules in Figures 4.10-4.11 are compara-
ble to the differences between the original Goldsmith et al. [119] rate constants for
N2 and those used in the NUIG model [165], which were adjusted to reproduce the
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experimental data, the mixture rules would yield different extrapolations from the
experimental conditions and, therefore, could be important for reliable extrapolation
to different mixture conditions in future kinetic modeling. Future implementation of
the reduced-pressure mixture rules in combustion codes would require specification of
the values of the least negative chemically significant eigenvalues in the low- and high-
pressure-limit, Λ
p1q
0,i pT q and Λ
p1q
8 pT q (or low- and high-pressure-limit total unimolecular
rate constants, k0,ipT q and k8pT q for single-well systems) – to evaluate the reduced
pressure, R – and pressure-dependent channel-specific rate constants, kp,ipT, P q, for
each collider; the non-linear reduced-pressure mixture rule additionally requires the
average energy transferred per down collision, αipT q, and collision frequency, ZipT q,
for each collider and a reaction-system-specific energy dependence factor, FEpT q, to
evaluate the activity coefficients, fipT,Xq. Improved quantitative estimates of mix-
ture effects for allyl + HO2 in future studies would benefit from two-dimensional mas-
ter equation calculations employing a priori energy- and angular-momentum-transfer
functions [43, 58].
A novel dynamic correction procedure was presented to enable mixture effects
to be simulated in current combustion codes despite codes not yet having functional
forms intended to capture these mixture dependence effects. Now that this procedure
has revealed that mixture effects can be significant and newly proposed mixture rules
are capable of representing them, it is recommended that future combustion codes in-
corporating these validated mixture rules will instead account for such mixture effects
directly without the need for the present correction procedure. Similarly, improved
quantification of mixture effects for the CH3 + OH reaction requires improved char-
acterization of energy transfer parameters for various bath gases, including CO2 and
H2O (in addition to common diluents). Until then, it appears that failure to account
for mixture effects could be responsible for flame speed uncertainties as large as 20% –
which greatly exceeds typically quoted experimental uncertainties and is comparable
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to differences between model predictions and experimental data motivating parameter
adjustments in modeling studies.
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Chapter 5
Understanding and Representing the Kinetics Induced by
Reactive Collisions of Rovibrationally Excited Ephemeral
Complexes
5.1 Motivation
The chemical kinetic mechanisms that describe the complex reaction systems of com-
bustion and planetary atmospheres (and are commonly implemented in reacting flow
codes [12–15]) are generally phenomenological kinetic models. Phenomenological ki-
netic models describe the evolution of thermalized (or nearly thermalized) chemi-
cal species, whose rovibrational energy distribution is well described by the Boltz-
mann distribution at the local temperature. Given that many reactions proceed
via rovibrationally non-thermalized intermediates, such models are premised on the
timescales for thermalization via energy-transferring collisions being much faster than
the timescales for phenomenological reactions among thermalized (or nearly ther-
malized) species. As a result, phenomenological reactions often represent complex
sequences of multiple energy-transferring and reactive steps because the timescales
describing rovibrational energy relaxation processes are not resolved in phenomeno-
logical kinetic models.
For example, on a simple microscopic level, the association of two molecules, A +
B,
A + B = AB˚˚
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forms a rovibrationally excited ephemeral intermediate, AB˚˚, that simply dissoci-
ates back to A + B unless AB˚˚ undergoes energy-transferring collisions with M to
ultimately form a thermalized (or nearly thermalized) AB
AB˚˚ + M = AB + M
(Throughout the text, ** superscripts are used to refer to complexes with rovibra-
tional energy in excess of the dissociation threshold whose ephemeral nature is a key
consideration, whereas * superscripts are used more generally to describe molecular
ensembles that may or may not be in a Boltzmann distribution or complexes with a
specific rovibrational energy.) Within phenomenological kinetic models, the kinetics
emerging from this multi-step sequence are represented via a termolecular association
reaction
A + B (+M) = AB (+M) (RI)
Historically, the only termolecular reactions contained in phenomenological kinetic
models have been termolecular association reactions. Implicit in the consideration
of termolecular reactions of only the associative type is the assumption that rovibra-
tionally excited intermediates do not undergo collisions with some reactive species C
that instead induce reaction
AB˚˚ + C = products
which phenomenologically would be represented via chemically termolecular reactions
[82]
A + B + C = products (RII)
While chemically termolecular reactions consume the same reactants as the equiv-
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alent sequential pathways proceeding via a thermalized AB, i.e. RI and
AB + C = products (RIII)
it is important to recognize that chemically termolecular reactions are kinetically
and dynamically distinct (as has been noted by Burke and Klippenstein [82] and is
demonstrated explicitly here). Namely, due to the ephemeral nature of the rovibra-
tionally excited AB˚˚, chemically termolecular reactions, involving reactive collisions
of AB˚˚ with C, can enhance the overall rate of conversion of A, B, and C to products
under conditions where collisions of AB˚˚ are rate-limiting (i.e. at pressures below
the high-pressure limit). Furthermore, due to the rovibrational excitation of AB˚˚,
chemically termolecular reactions can result in different products than the sequential
pathways proceeding through a thermal AB.
While such chemically termolecular reactions were hypothesized in the early stud-
ies of combustion reactions [47, 149, 172], they have generally been considered to be
unimportant and have not been included among the reaction types commonly consid-
ered in kinetic models. However, Burke and Klippenstein [82] recently demonstrated
that chemically termolecular reactions, H + O2 + X, involving reactive collisions of
HO˚˚2 with X (X = H, O, OH), can be major pathways in common combustion sce-
narios. Furthermore, they showed that such reactions can similarly impact overall
combustion properties like flame speeds.
Since then, the importance of several other chemically termolecular reactions in
combustion has been recognized [83, 84, 87, 173]. As examples, Barbet et al. [84]
identified a handful of chemically termolecular reactions of potential importance to
combustion using a rapid, automated procedure for identifying and estimating rate
constants of chemically termolecular reactions. Lei & Burke [87] have since demon-
strated that H + C2H2 + O2 – one of the reactions identified in the screening study of
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Barbet et al. [84] – impacts predicted ignition delay times by an order of magnitude.
Cornell et al. [173], using the same screening procedure as Barbet et al. [84], identi-
fied yet more chemically termolecular reactions of potential importance to energetic
materials combustion. Jasper et al. [83] have also found noticeable influences of H +
CH3 + X and H + OH + X (X = H, O, OH, O2) on flame speeds. Furthermore, the
role of reactive collisions of rovibrationally excited intermediates has been observed
for a variety of other combustion systems [30, 81, 174] and, while not interpreted as
chemically termolecular reactions, atmospheric systems [78–80, 98, 164, 175].
Essentially all of these previous studies to date on the impact of reactive collisions
involving rovibrationally excited intermediates have focused on limited regimes of
reactive collider mole fraction and pressure specific to the chosen application domain.
Yet, when considering the variety of reaction systems shown to be important and the
variety of the thermodynamic conditions of interest to different application domains,
there are wide ranges of reactive mole fraction and pressure regimes of relevance,
particularly in combustion. For example, with regard to reactive collider mole fraction
regimes, the O2 mole fraction can vary from nearly 0% (e.g. in non-premixed scenarios
and in the burned region in fuel-rich combustion) to 20% (e.g. in air) or even much
higher (e.g. in oxyfuel combustion); radical mole fractions vary from nearly 0% (e.g.
in the unburned mixture) up to several percent (in the radical zone and burned zone
relevant to flames and relevant to the timescales for achieving full heat release in
many propulsion applications [176]). Such large variations in reactive collider mole
fractions are sufficient to yield the full range of behavior from the energy-transferring-
collision-dominated regime to the reactive-collision-dominated regime. With regard to
pressure regimes, the variation in the timescales for dissociation rates among different
reaction systems relative to collision rates at typical pressures is sufficient to render
the full range of behavior from the low-pressure-limit regime to the high-pressure-limit
regime relevant. For example, the HO2 [82] and H2O [177] systems are likely close
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to their low-pressure limit at temperatures and pressures of typical flames whereas
the QOOH [81], C2H3 [87], and C2H2OH [79] systems are likely close to their high-
pressure limit at temperatures and pressures relevant to low-temperature ignition and
the Earth’s atmosphere. Altogether, it appears that all limiting regimes of reactive
collider mole fraction and pressure – and everything in between – are relevant to the
reaction systems and environmental conditions where reactive collisions of excited
intermediates, and their resultant chemically termolecular reactions, contribute to
the macroscopic kinetics. All of this suggests that an exploration of systems with
reactive collisions across reactive collider mole fraction and pressure regimes would
be highly worthwhile.
As a point of comparison, the vast catalog of studies on reaction systems in in-
ert bath gases without reactive collisions (e.g. Refs. [43, 46–51, 53–56, 62, 74, 75]
and references therein) have been instrumental in developing a deep understanding
of termolecular association (and other pressure-dependent) reactions across various
pressure regimes. Additionally, such studies have been invaluable in establishing re-
liable rate laws/rate expressions (e.g. the Troe formula) that can be applied broadly
in phenomenological kinetic models. By contrast, the reactive collider mole fraction
dependence, pressure dependence, and associated limiting behavior of systems with
reactive collisions – and their emergent phenomenological reactions – are much less
understood. Establishing such dependencies and limiting behavior is essential to not
only basic understanding of the reaction dynamics of systems with reactive collisions
but also defining rate laws that can be reliably applied across broad ranges of pressure
and composition – a gap in present understanding of systems with reactive collisions
that has impeded their more general treatment in kinetic modeling. Specifically, it
remains to be established how rate constants for the three emergent phenomenological
reactions (chemically termolecular reactions, termolecular association reactions, bi-
molecular reactions) depend on reactive collider mole fraction and pressure (including
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their limiting behavior), which aspects of this dependence are necessary to capture
in phenomenological kinetics, and even whether a unique rate constant description
exists at high reactive collider mole fractions.
Therefore, the objective of this chapter is to advance understanding and explore
representations of the kinetics of reaction systems with reactive collisions across
broad ranges of reactive collider mole fraction and pressure. First, with regard to
basic understanding, we present results from master equation (ME) calculations at
quasi-steady-state conditions (where AB is not considered among the species that
participate in phenomenological reactions) to understand and quantify the unique
manifestations of reactive collisions on the overall kinetics across various XC and P
regimes. Specifically, results are presented to assess how the overall rates of A +
B disappearance and overall branching ratio among products depend on XC and P .
In addition to advancing understanding of systems with reactive collisions, these re-
sults aid in defining the key kinetic features that the phenomenological reactions and
associated rate constants must represent.
Second, with regard to representations of systems with reactive collisions, we
present results from ME calculations where AB is considered among the species that
participate in phenomenological reactions to derive phenomenological rate constants
and determine their XC and P dependence. Specifically, results are presented to
assess how the rate constants for termolecular association, chemically termolecular,
and bimolecular reactions vary with XC and P . We then present further analyses to
explore the existence of a unique phenomenological representation for kinetic models
(or lack thereof) and assess ways for the distinct effects of reactive collisions to be
represented in phenomenological kinetic models.
The abovementioned themes are explored here for the HO2 system with reactive
collisions with H. In this system, the reactive collisions of ephemeral HO˚˚2 complexes,
































Figure 5.1: Potential energy surface [7, 160] diagram for the coupled ME calculations
involving H + O2 Ñ HO2 (ME1) and HO2 + H Ñ p (ME2). All energies are relative
to the ground state of HO2. Thick lines denote the major pathways.
actions, H + O2 + H – which were among the key chemically termolecular reactions
identified by Burke and Klippenstein [82]. Indeed, the significance of the H + O2 re-
action system in combustion can be easily recognized on the basis that competition of
H + O2 (+M) = HO2 (+M) with H + O2 = O + OH and the subsequent fate of HO2
govern radical chain branching in many combustion environments. Understanding the
chemistry of HO2, including its formation from H + O2 and its consumption path-
ways, is therefore important to building hierarchical kinetic models for essentially all
hydrocarbon and oxygenated fuels [1, 5, 7, 178, 179]. The specific system explored in
this chapter, depicted in Figure 5.1, involves HO˚2 formed from H + O2 and consumed
by back dissociation to H + O2, stabilization to HO2 via energy-transferring collisions
with the bath gas, and reaction with H to form various products. The calculations
presented here employ an improved methodology beyond that in the previous work by
Burke and Klippenstein [82], notably accounting for the dependence of the HO˚2 + H
rate constant on the rovibrational energy of HO˚2 (instead of an energy-independent
value evaluated at 5000 K to simulate the rovibrational excitation involved in H + O2
+ H as done previously [82]). Furthermore and most importantly, these calculations
explore themes and thermodynamic regimes – discussed above – well beyond those
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explored previously.
It is worth noting that present calculations were performed here up to very high
pressures – well beyond those encountered in combustion or atmospheric applications
and well beyond where the ME model is valid – in order to ascertain behavior in the
high-pressure-limit regime of relevance to the HO2 system at lower temperatures and
other reactions at application-relevant pressures. Calculations at lower temperatures
– where the HO2 system reaches the high-pressure limit at pressures more relevant to
combustion and more applicable to the present ME model – are presented in the Sup-
porting Information of [86]. To provide some context for understanding the ranges
of P and XH commonly encountered in combustion (and thus which aspects of the
calculations shown below are most relevant to the HO2 system in particular), laminar
flame simulations over a pressure range commonly encountered in combustion exper-
iments and engines („10´2 to „102 atm), provided in the Supporting Information,
reveal peak XH values ranging from „0.1 to 10 %. For example, peak XH values reach
„ 5% in stoichiometric H2/air flames and „ 0.6% in stoichiometric CH4/air flames
at 1 atm for an initial temperature of 300 K. Generally speaking, given the increased
rate constants for recombination reactions at higher pressures, high pressure flames
tend to have lower radical mole fractions but higher sensitivity to the kinetics [178],
such that reactive collisions of HO˚2 with H still play a key role in high-pressure flame
predictions [82].
If HO2 is included among the species considered to participate in phenomenologi-
cal reactions, this procedure yields rate constants for H + O2 Ñ HO2 (corresponding
to the termolecular association reaction, H + O2 (+M)Ñ HO2 (+M)), pseudo-second-
order rate constants for H + O2 (+H) Ñ p (corresponding to chemically termolecular
reactions, H + O2 + H Ñ p), and pseudo-first-order rate constants for HO2 (+H) Ñ
p (corresponding to the bimolecular reactions, HO2 + H Ñ p). Rate constants for the
chemically termolecular reactions, H + O2 + H Ñ p, and bimolecular reactions, HO2
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+ H Ñ p, can be obtained by dividing the pseudo-second-order rate constants for H
+ O2 (+H) Ñ p and pseudo-first-order rate constants for HO2 (+H) Ñ p, respec-
tively, by nH. For the purposes of understanding the results below, it is important
to recognize that HO2 within this context refers to the eigenvector Λ1 from the ME
matrix associated with the least negative eigenvalue λ1 (i.e. the slowest timescale of
the system). In this single-well system, this eigenvector is often referred to as the
“chemically significant eigenvector” [74] on the basis that it evolves on phenomeno-
logically relevant timescales (and should be considered among the species included in
a phenomenological kinetic model) if the least negative eigenvalue is well separated
from the other eigenvalues (which will be discussed further below).
If instead HO2 is not included among the species considered to participate in phe-
nomenological reactions, rate constants can be extracted for an overall H + O2 (+H)
Ñ p reaction which encapsulates both chemically termolecular and sequential ther-
mal pathways. Not considering HO2 to be among the considered species (i.e. treating
HO2 to be “merged”) is equivalent to considering HO2 to be in quasi-steady state
(along with the internal energy relaxation modes). Such analyses enable evaluation
of the overall impact of reactive collisions on the system at quasi-steady-state condi-
tions in terms of (1) the overall pseudo-second-order rate constant for disappearance
of H + O2 and (2) the overall branching ratios among final products of the HO
˚
2 + H
reaction when HO˚2 is formed from H + O2. Such analyses facilitate understanding
of the distinct impact of reactive collisions on the system across XH and P ranges
that phenomenological reactions and associated rate constants must capture.
Below, we present results from master equation calculations using PAPR-MESS
[92] with a modified version of the H + O2 = HO2 potential energy surface from
Harding et al. [160] where fictitious decomposition channels are added with effective
numbers of states chosen to produce pseudo-first-order rates of kHO2+HÑppE;T qnH for
each p (H2+O2, OH+OH, H2O+O(
1D), H2O+O(
3P)) using the semi-microcanonical
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transition state theory discussed in Chapter 2 to treat bimolecular reactions of HO˚2
with H. In section 5.2, we first survey some initial considerations (in terms of the
energy dependence of rate constants for HO˚2 + H and the relative rates of back
dissociation, energy-transferring collisions, and reactive collisions) to provide a useful
context for interpreting the results presented in the following subsections. Second (in
section 5.3), we present results from ME calculations without HO2 among the species
considered to participate in phenomenological reactions to illustrate the overall kinetic
manifestations of reactive collisions (in terms of the overall rate constants for H +
O2 disappearance and overall branching ratios among final products of the HO
˚
2 + H
reaction). Third and finally (in section 5.4), we present results from ME calculations
with HO2 among the species considered to participate in phenomenological reactions
to explore kinetic representations in phenomenological kinetic models (in terms of the
emergent phenomenological reactions, their T/P/XH-dependent rate constants, and
the elements required to appropriately represent the kinetics of systems with reactive
collisions in phenomenological kinetic modeling). Calculations are also performed
without reactive collisions (with HO2 unmerged) to provide a point of comparison.
5.2 Initial Considerations
The time evolution of HO˚2 complexes as they are formed from H + O2 association,
exchange energy with the surrounding gas, dissociate to H + O2, and react with H to
form products, p, is described by an energy-resolved master equation as described in
Chapter 2. As is common, the Lennard-Jones model is used to calculate the collision
rate, ZpT q, and the exponential-down model is used to describe the collisional energy
transfer probability function, P pE,E 1;T q. For simplicity, the present calculations
are for a bath gas of pure N2 using collisional energy transfer parameters from our
recent study [18], where temperature-dependent exponential down factors were fit to
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high-accuracy experimental data using the same potential energy surface. (Bath gas
mixtures [18, 63, 73, 76, 77] are not explored here but we plan to consider them in
our future work.)
The rate constant for association, kH+O2ÑHO2pEq, is taken from the variable reac-
tion coordinate transition state theory calculations of Harding et al. [160]. The rate
constant for dissociation, kHO2ÑH+O2pEq, is then evaluated via detailed balance [74].
The reactions of HO˚2 with rovibrational energy E with thermally distributed H
at temperature T to form various bimolecular products, p, are treated via irreversible









1q is the rate constant for HO˚2 + H Ñ p for given HO
˚
2 rovi-
brational energy, E, and energy in the internal modes of H and their relative trans-
lation, E 1 (noting, of course, that H does not have any rovibrational modes but its
internal modes are retained here to make the formulation more clearly extensible
to polyatomic co-reactants); fH-relpE
1;T q is the energy distribution for the inter-
nal modes of H and the relative translation between HO2 and H at the tempera-
ture T , which is simply the Boltzmann distribution, fH-relpE
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1q and QH-relpT q being the density of










is the convolution of the density of states of the internal modes of H, ρH, and the
density of states of relative translation, ρrel.
Here, kHO2`HÑppE,E
1q is calculated using a modified version of the semi-
microcanonical approach of Maranzana et al. [78] that assumes that the rate con-
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stant depends only on the total energy in HO2, H, and their relative translation,
E2 “ E ` E 1, i.e. kHO2`HÑppE,E












where h is Planck’s constant and ρHO2`HpE
2q is the convoluted density of states of









For the reaction channels proceeding through a single transition state to form p
(i.e. p = H2 + O2 and H2O + O(
3P)), N‰HO2`HÑppE
2q is simply the number of states
for the transition state connecting HO2 + H and p at energy E
2. For simplicity, for
the reaction channels proceeding through H2O
˚˚
2 complexes and multiple transition
states before ultimately forming products, N‰HO2`HÑppE
2q is taken to be the effective
number of states in the collisionless limit [74], taking advantage of the fact that
H2O
˚˚
2 formed via HO2 + H dissociates so rapidly that collisional energy transfer is
negligible at combustion-relevant pressures (as confirmed by separate ME calculations
up to „ 10000 atm). (Note that the thermal rate constants, kHO2+HÑppT q, are exactly
reproduced with this approach if HO2 is taken to be in a Boltzmann distribution at
temperature T ). These quantities were evaluated using the HO2 + H potential energy
surface from Burke et al. [7].
5.2.1 Energy Dependence of Channel-Specific Rate
Constants for HO˚2 + H
The energy-dependent rate constants for HO˚2 with rovibrational energy E reacting
with thermally distributed H, kHO2+HÑppE;T q, calculated at 1500 K using the ap-
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Figure 5.2: Rate constants for HO˚2 + H = p, where p “ H2+O2 / OH+OH /
H2O+O(
1D) / H2O+O(
3P), as a function of the rovibrational energy of HO˚2 , E, at
1500 K (with H and relative translation in a thermal distribution).
proach described above are shown in Figure 5.2. The line corresponding to H2O
+ O(3P) includes both the direct formation from HO2 + H and the formation via
roaming [7] from HO2 + H = HOOH = HO. . .OH = H2O + O(
3P) (Figure 5.1).
The reaction channels that proceed via barrierless complex formation followed by
dissociation via deeply submerged transition states, which include the OH + OH
channel and the portion of the H2O + O(
3P) channel that occurs via roaming, show
little energy dependence. On the contrary, the reaction channels that proceed via
tight transition states, which include the H2 + O2 channel and the other portion of
the H2O + O(
3P) channel, or proceed through higher-energy dissociation channels,
H2O + O(
1D), tend to increase with increasing rovibrational energy of the reacting
HO˚2 . At low energies, HO
˚
2 + H = OH + OH, which proceeds via the lowest energy
pathways, is the dominant product channel. At intermediate energies, HO˚2 + H =
H2 + O2, which proceeds via a transition state with a small barrier (1.7 kcal/mol
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above the ground state of HO2 + H), rises to the point where OH + OH and H2 +
O2 formation are comparable. At high energies, HO
˚
2 + H = H2 + O2 dominates,
followed by pathways to OH + OH and H2O + O(
3P).
5.2.2 Comparison of Relevant Rates for Competitive
Elementary Processes
To provide some context for the results below, it is instructive to analyze the rates
of the competitive elementary processes for HO˚˚2 – back dissociation to H + O2,
energy-transferring collisions with the bath gas, and reactive collisions with H – for
various H mole fractions and pressures.
The rates of back dissociation of HO˚˚2 to H + O2 take on a wide range of values
above „ 109 s´1 for various rovibrational energies above the dissociation threshold.
It is therefore useful to derive a characteristic rate for back dissociation of HO˚˚2
complexes formed from H + O2 at 1500 K, which, using the Lindemann-Hinshelwood
and quasi-steady state assumption for HO˚2 , equals the ratio of the H + O2 Ñ HO2
capture rate constant times the second-order stabilization rate constant (given in
the next paragraph) divided by the low-pressure-limit termolecular association rate
constant in the low-XH limit. This characteristic rate for HO
˚˚
2 back dissociation is
3.7ˆ1011 s´1 at 1500 K – such that the average lifetime of an ephemeral HO˚˚2 formed
from H + O2 at 1500 K is 2.7ˆ 10
´12 s.
The second-order rate constant for collisions of HO2 with the bath gas (M =
N2), Ẑ “ Z{nM , is 4.9 ˆ 10
´10 cm3 molec´1 s´1. However, due to the fact that
collisions only transfer a finite amount of energy (i.e. real collisions are “weak”),
many collisions are needed to stabilize ephemeral HO˚˚2 to HO2. In this case, it is
useful to derive an effective second-order stabilization rate constant by multiplying
Ẑ by the weak collision efficiency, βc. The weak collision efficiency, which is the ratio
of the low-pressure limit termolecular association rate constant for the actual bath
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gas compared to that for a ficticious “strong” collider with the same Ẑ [62], can be
interpreted as the fraction of collisions on average that lead to stabilization. For
collisions of HO2 with N2 at 1500 K, the weak collision efficiency, βc, is roughly 0.028
– such that it takes an average of 35 collisions to stabilize ephemeral HO˚˚2 to HO2.
In this case, the effective second-order stabilization rate constant is 1.4 ˆ 10´11 cm3
molec´1 s´1.
As depicted in Figure 5.2, the second-order rate constants for reactive collisions
of HO˚2 with H also vary somewhat with the HO
˚
2 rovibrational energy, taking on
values from 10´10 to 6 ˆ 10´10 cm3 molec´1 s´1. However, the total HO˚2 + H rate
constant only varies from 4 ˆ 10´10 to 6 ˆ 10´10 cm3 molec´1 s´1 at rovibrational
energies relevant to ephemeral HO˚˚2 formed from H + O2, such that we simply take
„ 5 ˆ 10´10 cm3 molec´1 s´1 to be a characteristic rate constant for HO˚˚2 + H at
1500 K. Based on the numbers above, the characteristic rates of reactive collisions
and stabilizing collisions become comparable at H mole fractions of „ 3%. Similarly,
the characteristic rates of back dissociation and (reactive and stabilizing) collisional
processes become comparable at „5600 atm for XH = 0 and „1200 atm for XH =
10%.
5.3 Illustrations of the Overall Kinetic
Manifestations of Reactive Collisions
The results presented in this section (from ME calculations without HO2 among
the species considered to participate in phenomenological reactions) demonstrate the
two-fold impact of reactive collisions on the overall HO2 system behavior at quasi-
steady-state conditions. Namely, substantial rates of reactive collisions (relative to
stabilizing collisions) can (1) increase the overall rate of H + O2 disappearance and
(2) alter the overall branching ratio among final products. Each of these two effects is
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explored in detail across wide ranges of H mole fraction and pressure in the sections
5.3.1 and 5.3.2 below. Importantly, both of these effects have implications for the
ways that chemically termolecular reactions are distinct from the equivalent thermal
sequential pathways and, likewise, for the kinetic manifestations that phenomenolog-
ical reactions and rate constants must represent. In section 5.3.3, we briefly discuss
the impacts of the association-back-dissociation energy transfer mechanism occurring
at the interface between two potential energy surfaces upon back-dissociation of H2O
˚
2
to (H + HO2)
˚.
5.3.1 Effect of Reactive Collisions on the Overall Rates of
H + O2 Disappearance
Due to the finite lifetime of the ephemeral H + O2 = HO
˚˚
2 complex, reactive collisions
of HO˚˚2 with H can increase the overall rate of conversion of H + O2 to products by
removing HO˚˚2 that would otherwise dissociate back to reactants H + O2. Specif-
ically, the ratio of rates of collisional processes (reactive or energy-transferring) to
those for back dissociation controls the fraction of ephemeral HO˚˚2 that does or does
not dissociate back to H + O2 and consequently controls the overall rate of conversion
from H + O2 to products.
For example, the fraction of ephemeral HO˚˚2 that undergoes (reactive or stabiliz-
ing) collisional processes rather than back dissociation to H + O2 is shown in Figure
5.3 at various H mole fractions and pressures. At sufficiently low pressures (charac-
teristic of the low-pressure limit, e.g. 10´6 atm), where the rates of back dissociation
are much higher than rates of collisional processes, nearly all HO˚˚2 formed from H +
O2 undergoes back dissociation; only a very small fraction (less than „10
´7) under-
goes stabilization to HO2 via energy-transferring collisions with M or reaction with
H to products, p, via reactive collisions with H. At such low pressures, collisional
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Figure 5.3: The fraction of HO˚˚2 formed with energy E that does not dissociate to H
+ O2 as a function of the initial energy of the nascent HO
˚˚
2 , E, for various H mole































































Figure 5.4: The overall rate constants for H + O2 disappearance as a function of a)
H mole fraction (relative to those in the low XH limit) and b) pressure at 1500 K.
ficiently low XH, where the rates of reactive collisions are not high enough (relative
to energy-transferring collisions) to noticeably contribute to removal of HO˚˚2 , the
fraction of HO˚˚2 that does not dissociate to H + O2 does not noticeably differ from
that for XH = 0. However, for XH greater than „0.1%, reactive collisions reduce the
fraction of HO˚˚2 that dissociates to H + O2. At intermediate pressures (characteristic
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of intermediate falloff, e.g. 103 atm), where the rates of collisional processes become
comparable to rates of back dissociation, the fraction of HO˚˚2 that is removed by
collisional processes and the fraction that undergoes back dissociation are roughly
comparable at energies near the H + O2 entrance energy. At these conditions, col-
lisional processes are still rate-limiting but not the only rate-limiting steps. With
increasing XH, the fraction of HO
˚˚
2 that undergoes back dissociation is still reduced,
though the relative reduction induced by reactive collisions is comparatively less than
in the low-pressure limit. Similarly, at very high pressures (characteristic of the high-
pressure limit, e.g. 1012 atm), where the rates of collisional processes greatly exceed
the rates of back dissociation, essentially all HO˚˚2 formed from H + O2 is removed
by collisional processes such that the rates of collisional processes no longer influence
the overall rate of conversion of H + O2 to products. Consequently, the fraction of
HO˚˚2 that does not undergo back dissociation (which is „1) is independent of XH.
The reduction in the fraction of ephemeral HO˚˚2 that dissociates back to H + O2
due to reactive collisions leads to increased overall rates of H + O2 disappearance. For
example, Figure 5.4 demonstrates the enhancement of the overall rate constants for H
+ O2 disappearance due to reactive collisions as a function of H mole fraction at 1500
K and various pressures. At sufficiently low XH, where the rates of reactive collisions
are insufficiently fast to influence the fraction of ephemeral HO˚˚2 that dissociates back
to H + O2 and energy-transferring collisions are primarily responsible for consumption
of ephemeral HO˚˚2 complexes, the overall rate constant for H + O2 disappearance
is essentially the same as that of the termolecular association reaction in systems
without reactive collisions. As XH increases, and the fraction of HO
˚˚
2 that does
not dissociate back to H + O2 increases, the overall rate of H + O2 disappearance
increases.
On the other hand, the enhancements to the overall rate of H + O2 disappear-
ance due to reactive collisions monotonically decrease with pressure (Figure 5.4b).
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The strongest enhancement occurs in the low-pressure limit where nearly all HO˚˚2
dissociates back to H + O2 and, therefore, collisional processes are the only rate-
limiting steps. At intermediate pressures, the enhancements monotonically decrease
with pressure as the relative increase in the fraction of HO˚˚2 that does not dissociate
back to H + O2 due to reactive collisions is less pronounced. In the high-pressure
limit, where essentially all nascent HO˚˚2 is consumed by collisional processes, rather
than dissociation back to H + O2, collisional processes are no longer rate-limiting;
the overall rate of H + O2 disappearance, which is bounded by the H + O2 capture
rate, is independent of the H mole fraction.
Overall, the results indicate that two conditions must be met for the enhancement
in the overall rate of H + O2 disappearance to be noticeable: (1) the rates of collisional
processes must be sufficiently slow relative to dissociation of HO˚˚2 back to H + O2
that they are among the rate-limiting steps (i.e. pressures below the high-pressure
limit) and (2) the rates of reactive collisions must be sufficiently fast relative to the
rates of stabilizing collisions that they noticeably contribute to the removal of HO˚˚2
via collisions (i.e. at sufficiently high XH).
Note that enhancements of the overall rates of H + O2 disappearance up to a
factor of „5 are predicted under conditions relevant to the common combustion ap-
plications (pressures of 1 - 100 atm and XH on the order of „ 1%), which supports
the finding [82] that chemically termolecular reactions H + O2 + H = products can
be major kinetic pathways under certain conditions and warrant inclusion in the
phenomenological kinetic models.
5.3.2 Effect of Reactive Collisions on the Overall Branching
Ratio among Products from HO2* + H
Due to the rovibrational excitation of HO˚2 that reacts with H as it is cooling, high
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Figure 5.5: Total flux of HO˚2 + H to products (normalized by the peak magnitude)
as a function of rovibrational energy of reacting HO˚2 at 1500 K for various XH at a)
10´6 atm, b) 103 atm, and c) 1012 atm.
overall branching ratios among final products from those of the thermal case. Specifi-
cally, the ratio of reactive collision rates to energy-transferring collision rates controls
the energy distribution of HO˚2 reacting with H and consequently influences the rel-
ative rate constants among competitive product channels in the HO˚2 + H reaction
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(cf. Figure 5.2).
For example, Figure 5.5 plots the energy distribution of HO˚2 reacting with H
to form products p at 1500 K and various H mole fractions and pressures. At suffi-
ciently low XH (i.e. the low-XH limit), where the rates of energy-transferring collisions
with the bath gas greatly exceed the rates of reactive collisions with H, the energy
distribution of HO˚2 reacting with H closely resembles a Boltzmann (thermal) distri-
bution (black dashed lines in Figure 5.5). As XH increases, and the ratio of reactive
collisions to energy-transferring collisions increases commensurately, HO˚2 tends to
undergo fewer energy-transferring collisions before reacting with H, such that the
energy distribution of HO˚2 reacting with H is shifted towards higher energies (i.e.
greater levels of rovibrational excitation of HO˚2). At sufficiently high XH, where
the rates of reactive collisions exceed the rates of energy-transferring collisions, the
energy distribution of HO˚2 reacting with H is concentrated at energies near the H +
O2 entrance energy (i.e. 48.07 kcal/mol above the ground state of HO2). The trend
toward reaction at higher energies for higher reactive collider mole fractions has been
observed in a variety of different systems [30, 78–81, 83, 87, 98, 164, 175]. The results
of Figures 5 and 6 show that this trend persists at all pressures (in contrast with
the enhancement to the overall rates of H + O2 disappearance, which decays with
increasing pressure). In fact, for the same H mole fraction, the energy distribution
of HO˚2 reacting with H is shifted towards even higher energies at higher pressures,
because the higher collision rates enable HO˚˚2 complexes to undergo collisions even
for higher initial energies that would otherwise undergo back dissociation at lower
pressures.
This shift in the energy distribution of HO˚2 reacting with H ultimately influences
the overall branching ratio among final products due to the differences in the energy
dependence among the various product channels, p (cf. Figure 5.2). For example,
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Figure 5.6: The overall branching ratios for a) H2 + O2, b) OH + OH, and c) H2O +
O(3P) formation when HO˚2 formed from H + O2 reacts with H at quasi-steady-state
conditions as a function of XH at 1500 K and various pressures. The overall branching
ratios for H2O + O(
1D) formation (not shown) are less than 0.04.
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various products p as a function of XH at 1500 K and various pressures. At sufficiently
low XH, where the energy distribution of HO
˚
2 reacting with H closely resembles the
Boltzmann distribution (Figure 5.5), the overall branching ratios for each channel
converge to the those for the thermal reaction HO2 + H = p. Given that the OH + OH
channel is dominant at lower energies relevant to the thermal reaction (Figure 5.2),
OH + OH is the dominant product channel at low XH. Since the energy distribution
of HO˚2 reacting with H shifts to higher energies for higher XH (Figure 5.5), the
overall branching ratios to the H2 + O2 and H2O + O(
3P) channels, whose rate
constants increase more strongly with increasing HO˚2 rovibrational energy (Figure
5.2), increase with XH. In fact, H2 + O2 becomes the favored product channel at H
mole fractions above „1%. On the contrary, the overall branching ratio to the OH +
OH channel, whose rate constant is nearly energy-independent, decreases with XH.
Similarly, since the energy distribution of HO˚2 reacting with H shifts towards higher
energies at higher pressures for a given XH (Figure 5.5), the overall branching ratios to
H2 + O2 and H2O + O(
3P) increase with pressure, while the overall branching ratio
to OH + OH decreases with pressure. Whereas rovibrational excitation alters the
overall branching ratios in the present case by influencing the relative rate constants
in competitive bimolecular channels (cf. Fig 5.2), rovibrational excitation has also
been observed to alter the overall branching ratios in other scenarios by influencing
the relative fractions of isomers with distinct reactivity [79] or influencing the relative
decomposition rates of a subsequent complex [81, 87].
Unlike the enhancements to the overall rates of H + O2 disappearance due to
reactive collisions (discussed in relation to Figure 5.4), which are controlled by the
competition between back dissociation and collisions (either energy-transferring or
reactive), the effect of reactive collisions on the overall product branching ratios,
which are controlled by the competition between reactive and energy-transferring
collisions, persists even into the high-pressure limit and, in fact, are even stronger
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at higher pressures — indicating that chemically termolecular reactions still yield
distinct kinetic manifestations in the high-pressure limit regime.
5.3.3 Assessing the Impact of the
Association-Back-Dissociation Energy Transfer
Mechanism
At the “interface” connecting two reactive systems, ME1 and ME2, as shown in Figure
1 of the main text, HO˚2 with rovibrational energy, E, can barrierlessly react with H
with energy E 1 in the internal modes of H and relative translation between HO2 and
H to form HOOH˚˚ or H2OO
˚˚ complexes with rovibrational energy, E2 “ E ` E 1.
Ultimately, the rovibrationally excited HOOH˚˚ or H2OO
˚˚ can be thermalized to
HOOH or H2OO, dissociate backward to (HO2 + H)
˚ or dissociate forward along ME2
to form various bimolecular species (H2+O2/OH+OH/H2O+O(
1D)/H2O+O(
3P) in
Figure 1 of the main text). When HOOH˚˚ or H2OO
˚˚ dissociates back to (HO2
+ H)˚, the energy in HOOH˚˚ or H2OO
˚˚ in excess of the dissociation threshold is
partitioned between H and HO2. Therefore, the sequence of HO
˚˚
2 reacting with H to
form HOOH˚˚ or H2OO
˚˚ followed by collisional energy transfer and eventual back
dissociation to (HO2 + H)
˚, while resulting in HO˚˚2 net consumption, can result in
a type of “association-back-dissociation” energy transfer mechanism[87].
The exact partitioning would likely require direct dynamics simulations (e.g. tra-
jectory calculations), which are outside the current scope. In the current study,
an approximate model is considered to assess the impact of this association-back-
dissociation energy transfer mechanism. Specifically, a biexponential function is ap-
plied to H in the bath gas mixture in ME1 calculations (cf. Figure 1) to describe the
176
probability of deactivating collisions, P pE 1, Eq for E 1 ď E,

















where N is the normalization constant, αi is the average energy transferred per down-
collision, and A P r0, 1s specifies the relative ratio of two exponential functions. More
specifically, the exponential function with α1 represents the common collision energy
transfer (i.e. inelastic collisions with H, which, for simplicity, is assumed to be the
same as α for N2 in the current study), and the second exponential function with α2 is
introduced to approximate the partitioning of back-dissociating HOOH˚˚ or H2OO
˚˚
energy – i.e. when HOOH˚˚ or H2OO
˚˚ dissociates back to (HO2 + H)
˚, the energy
partitioned into group 2 (H rovibrational modes and HO2-H relative translational
modes) is assumed to be, on average, α2. The parameter A represents the frequency
of HO2 reacting with H to form HOOH
˚˚ or H2OO
˚˚ that then dissociates back to
(HO2 + H)
˚. In the current study, A « 0.15{10, given that at 1500 K roughly 15% of
nascent HOOH˚˚ or H2OO
˚˚ back dissociates at a representative rovibrational energy
of „ 55 kcal/mol above HO2 ground state (cf. Figure 5.7) and that approximately
1 in 10 collisions of HO2 with H would be reactive (which is evaluated as the ratio
of kLJ collision with HpT q / kH+HO2,capturepT q with Lennard-Jones parameters for H atom
from [158]).
In the case of statistical partitioning of the HOOH˚˚ or H2OO
˚˚ excess energy
evenly among all available modes of HO2 + H (i.e. rovibrational modes of HO2
(6) and H rovibrational modes (0) plus HO2-H relative translational modes (3)) for a
reacting HO˚˚2 with a representative rovibrational energy of „ 55 kcal/mol above HO2
ground state (roughly the energy of the peak “foward” flux of HO˚˚2 + H, cf. Figure
5 in the main text), the average energy distributed into group 2 would be roughly
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Figure 5.7: “Forward” rate constants for HO˚2 + H = p, where p “
H2+O2/OH+OH/H2O+O(
1D)/H2O+O(
3P) (same as Figure 2 in the main text), and
“backward” rate constants for HO˚2 + H = HOOH
˚/H2OO
˚ = HO2 + H (gray line)
as a function of the rovibrational energy of HO˚2 , E, at 1500 K (with H and relative
translation in a thermal distribution).
18.3 kcal/mol. To evaluate the potential impacts of the association-back-dissociation
energy transfer mechanism not considered in the methodology presented in the main
text, calculations were performed with α2 “ 18.3 kcal/mol.
In general, the average energy of HO˚2 reacting with H would likely be less than 55
kcal/mol (except for H mole fractions near 100%), such that the energy distributed
in group 2 will likely be less for most reacting HO˚2 complexes. Therefore, there
will generally be less energy available to be distributed among all the modes and so
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we expect the effects to be less pronounced than found using the above-mentioned
model. Still, the results from the above-mentioned method can be used to assess the
sensitivity of the results to these energy transfer processes. In particular, Figures 5.8
– 5.9 compare the results of total H + O2 conversion rate and total product branching
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Figure 5.8: The overall rate constants for H + O2 disappearance as a function of H
mole fraction (relative to those in the low XH limit) at 1500 K and various pressure.
As shown in Figures 5.8 – 5.9, the calculations reveal similar trends as those pre-
sented in the main text. Compared to the results presented in the main text, the
results shown below suggest that the additional energy transfer mechanism yields a
higher overall rate of conversation of H + O2 + H to products, a lower branching
ratio to the H2 + O2 channel, and a higher branching ratio to the OH + OH chan-
nel, as a result of the reacting HO˚2 centering at lower energies due to the additional
association-back-dissociation energy transfer. Overall, it appears that improved quan-


















1500K | total H2 + O2 formation



























1500K | total OH + OH formation
XH














1500K | total H2O + O(3P) formation
XH






Figure 5.9: The overall branching ratios for a) H2 + O2, b) OH + OH, and c) H2O +
O(3P) formation when HO˚2 formed from H + O2 reacts with H at quasi-steady-state
conditions as a function of XH at 1500 K and various pressures. The overall branching
ratios for H2O + O(
1D) formation (not shown) are less than 0.04.
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H.)
The results in Figures 5.8 – 5.9 that assess the role of this association-back-
dissociation process as an additional energy transfer mechanism, while somewhat
different quantitatively, reveal essentially identical trends and conclusions to those
presented without this mechanism. Therefore for simplicity, given the small fraction
of H2O
˚˚
2 complexes that dissociate back to HO2 + H, as shown in Figure 5.7, HO
˚
2
that reacts to form H2O
˚˚
2 complexes that dissociate back to HO2 + H are assumed
to have not reacted at all, similar to elsewhere [81, 87].
5.4 Kinetic Representations via
Phenomenological Reactions and Rate
Constants
The results presented in this section (from ME calculations with HO2 among the
species considered to participate in phenomenological reactions) are used to charac-
terize the trends for H mole fraction and pressure dependence of the various phe-
nomenological reactions emergent from the HO2 system, to rationalize and provide
additional context for the observed trends, and to identify which of the observed
features for phenomenological rate constants are necessary to represent the overall
kinetic manifestations across wide ranges of H mole fraction and pressure.
5.4.1 Phenomenological Reactions, Their
T/P/X-Dependent Rate Constants, and Associated
Interpretations
Results from the ME calculations for the pressure and H mole fraction dependence of
the emergent phenomenological reactions (and their inherent coupling) are shown in
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Figures 5.10, 5.11, and 5.12. Figure 5.10 shows the pressure dependence of the pseudo-
second-order rate constants for termolecular association reactions, H + O2 (+M) Ñ
HO2 + M, pseudo-second-order rate constants for the total chemically termolecular
reaction, H + O2 (+H) Ñ products, rate constants for the total chemically termolec-
ular reaction, H + O2 + H Ñ products (defined as kH+O2+HÑp “ kH+O2(+H)Ñp{rHs),
and rate constants for the total bimolecular reaction, HO2 + H Ñ products. Fig-
ure 5.11 shows the H mole fraction dependence of the rate constants for the three
reactions relative to their values in the XH Ñ 0 limit. Figure 5.12 shows the H
mole fraction dependence of the branching ratios for the channel-specific chemically
termolecular reactions, H + O2 +H Ñ p, and bimolecular reactions, HO2 +H Ñ p.
As shown in Figure 5.10, for fixed XH, the results indicate that the pseudo-second-
order rate constants for both termolecular reactions linearly increase with pressure
at low pressures (characteristic of the low-pressure limit), then start to fall off at
intermediate pressures (characteristic of the intermediate fall-off regime), and then
reach a constant value at high pressures (characteristic of the high-pressure limit).
That is, the pseudo-second-order rate constants for the chemically termolecular reac-
tions at fixed XH show the same qualitative pressure dependence as the association
reaction and, notably, their importance persists even in the high-pressure limit. As
shown in Figures 5.10-5.11, rate constants for both chemically termolecular reactions
and termolecular association reactions depend on XH with the pseudo-second-order
rate constants for chemically termolecular reactions increasing with XH and pseudo-
second-order rate constants for termolecular association reactions decreasing with XH
– suggesting that they in essence compete with each other. Indeed, the reduction in
association rate constants with increasing XH can be rationalized on the basis of
reactive collisions of HO˚2 with H (which induce chemically termolecular reactions)
removing HO˚2 that might otherwise be stabilized to HO2. In fact, the XH depen-
dence of the association reaction persists even into the high-pressure limit, where
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1500 K | H + O2 (+M) = HO2 (+M)
Figure 5.10: Calculated rate constants at 1500 K as a function of pressure for various
H mole fractions: a) pseudo-second-order rate constants for the termolecular associa-
tion reaction H + O2 (+M) = HO2 (+M); b) pseudo-second-order rate constants for
the total chemically termolecular reaction H + O2 (+H) = products; c) rate constants
for the total chemically termolecular reaction H + O2 + H = products; and d) rate




















































































Figure 5.11: The ratio of termolecular association rate constants to those in the
low XH limit (panel a), the ratio of total rate constants for chemically termolecular
reactions to those in the low XH limit (panel b), and the ratio of total rate constants
for bimolecular reactions to those in the low XH limit (panel c) as a function of H
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Figure 5.12: Product branching ratios for the chemically termolecular reaction H +
O2 + H = products (panels a-c) and bimolecular reaction HO2 + H (panel d) at 1500
K as a function of H mole fraction for various pressures.
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it reaches a constant value below the H + O2 capture rate constant (which is con-
ventionally used synonymously with the high-pressure-limit rate constant under the
implicit assumption of XH = 0).
Similarly, for fixed XH, the (third-order) rate constants for chemically termolec-
ular reactions are constant with pressure at low-pressures (characteristic of the low-
pressure limit), then falloff at intermediate pressures (characteristic of the interme-
diate fall-off regime), and finally decrease linearly with pressure at high pressures
(characteristic of the high-pressure limit regime). Overall, the pressure dependence
for the rate constants for the total chemically termolecular reaction is similar to
that of a chemically activated reaction, which is not surprising given that chemically
termolecular reactions also proceed via ephemeral (rovibrationally excited) interme-
diates to bimolecular products (i.e. “skipping” over the well). Additionally, in the
same way that association rate constants decrease with increasing XH, the (third-
order) rate constants for chemically termolecular reactions also decrease with XH for
a similar reason – the HO˚2 complexes available to undergo reactive collisions decreases
as reactive collisions increasingly deplete them with increasing XH.
The total bimolecular reaction shows minimal pressure dependence but also shows
some (albeit mild) H mole fraction dependence (cf. Figures 5.10-5.11), where the rate
constant is slightly lower at higher H mole fractions. Similarly, the branching ratios
among products from the chemically termolecular and bimolecular reactions also vary
somewhat with pressure and H mole fraction (Figure 5.12).
As shown in Figures 5.10-5.11, the rate constants of termolecular association,
chemically termolecular, and bimolecular reactions only become independent of XH
in the XH Ñ 0 limit. Interestingly, this is true even for the low-pressure limit, where
rate constants for all reactions still show XH dependence at high XH values (at least
when considering weak collisions and energy-dependent HO˚2 + H rate constants).
That is, the rate of chemically termolecular reactions is only truly third-order and
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the rate of termolecular association reactions is independent of XH only in low XH
limit.
In many cases, the pressure and H mole fraction dependence of rate constants
for the various phenomenological reactions, especially for the bimolecular reaction
and the branching ratios among products, can be rationalized on the basis of the
energy distribution of Λ1, the eigenvector from the ME matrix with the least negative
eigenvalue (usually corresponding to the chemically significant eigenvector in one-well
systems), shown in Figure 5.13.
As indicated in Figure 5.13, the energy distribution of Λ1 is preferentially de-
pleted above and slightly below the dissociation threshold in the low-pressure limit
(as is a well-known consequence of dissociation rates of HO˚˚2 being much faster than
collisions and a well-known consequence of weak collisions [62], respectively); on the
contrary, the energy distribution of Λ1 follows the Boltzmann distribution at low H
mole fractions in the high-pressure limit (as is a well-known consequence of the rela-
tively faster energy-transferring collisions leading to thermalization). Of course, the
preferential depletion of states above and slightly below the dissociation threshold is
known to be responsible for lower rate constants for termolecular association reac-
tions at lower pressures and for weaker colliders. This same preferential depletion at
lower pressures can also be responsible for the pressure dependence of the bimolecular
reactions due to the energy dependence of kHO2`HpEq, but at least for HO2, whose
energy distribution is located almost exclusively below the dissociation threshold at
these temperatures, such pressure dependence is nearly negligible (cf. Figures 5.10,
5.11, and 5.12).
As shown in Figure 5.13, the energy distribution of Λ1 also exhibits signs of prefer-
ential depletion at higher energies for higher H mole fractions – a unique manifestation
of reactive collisions attributable to the fact that removal of HO˚2 complexes by re-
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Figure 5.13: The eigenvector from the ME matrix with the least negative eigenvalue,
Λ1, as a function of rovibrational energy of HO2 for various H mole fractions and
pressures at 1500 K.
depletion is also responsible for the H mole fraction dependence of the bimolecular
reactions due to the energy dependence of kHO2`HpEq.
As we plan to explore further in a future paper, many of the qualitative features
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observed in Figures 5.10, 5.11, 5.12, and 5.13 are the result of weak collisions and
the energy dependence of kHO2`HpEq (and would be different for strong colliders
and/or energy-independent kHO2`HpEq). As examples, bimolecular reactions would
be independent of H mole fraction and pressure if kHO2`HpEq did not depend on the
rovibrational energy of HO˚2 ; likewise, the rate constants for chemically termolecular
and termolecular association reactions in the low-pressure limit would not depend on
H mole fraction for strong colliders and energy-independent kHO2`HpEq.
Unsurprisingly, the perturbations of the least negative eigenvector due to reactive
collisions, and their associated complex manifestations for the rate constants, are only
significant for sufficiently high H mole fractions where the least negative eigenvalue
Λp1q (usually corresponding to the chemically significant eigenmode) is not well sep-
arated from the second least negative eigenvalue Λp2q (corresponding to the slowest
internal energy relaxation mode). After all, the very reason for the significance of
reactive collisions at high XH is that the rates of reactive collisions are comparable
to the rates of energy-transferring collisions leading to thermalization (i.e. the inter-
nal energy relaxation modes) – in fact, it is hard to imagine a scenario where both
non-thermal effects (due to reactive collisions) are important and the chemically sig-
nificant eigenvalues are well separated. The ratio of the two least negative eigenvalues
from the ME matrix are shown in Figure 5.14 as a function of H mole fraction for
various pressures. At sufficiently low XH that unimolecular dissociation is the dom-
inant route for HO2 consumption (not shown), the least negative eigenvalue, which
largely corresponds to the long-time rate of disappearance of HO2, is independent of
H mole fraction (but does depend on pressure). At sufficiently high XH that reaction
with H is the dominant route for HO2 consumption (i.e. for XH ą„ 10
´5), the least
negative eigenvalue scales linearly with nH. The second least negative eigenvalue, on
the other hand, scales linearly with pressure (and is roughly independent of XH for
XH ă„ 0.1% and only mildly dependent for XH ą„ 0.1%). Consequently, the ratio
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of the least to the second least negative eigenvalues grows with H mole fraction until
they are within a factor of 10 of each other for XH ą„ 3ˆ 10
´3 and within a factor


















Figure 5.14: Ratio of least negative eigenvalue (Λp1q) to the second least negative
eigenvalue (Λp2q) at 1500 K as a function of H mole fraction for various pressures.
That is, at the high XH values where the coupling among termolecular reactions
and bimolecular reactions becomes significant, the least negative eigenvalue (that
would normally correspond to the chemically significant eigenmode) is not well sepa-
rated from the second least negative eigenvalue (corresponding to the slowest internal
energy relaxation mode). In fact, from the results shown in Figures 5.4 and 5.14, reac-
tive collisions of HO˚2 with H, and the chemically termolecular reactions they induce,
appear to contribute noticeably to the kinetics only at mole fractions (XH « 10
´3)
where the eigenvalues are not well separated. Since the timescales associated with
internal energy relaxation are shorter than the timescales considered in phenomeno-
logical kinetic models, this would imply that chemically termolecular reactions (H +
O2 +H) and the equivalent sequential pathways (H + O2 Ñ HO2 followed by HO2 +
H) do not occur on distinct timescales within phenomenological kinetic models.
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Such a finding suggests that alternative means of representing the kinetics of
non-equilibrium systems with reactive collisions in phenomenological models may be
possible, though these possibilities are not explored here (but we plan to explore them
in a future paper). Of course, as discussed further in the next subsection, any such
representation would need to retain HO2 as a distinct chemical species at low XH and
reproduce the overall kinetic manifestations at high XH – i.e. (1) the enhanced rate
constants for H + O2 disappearance (Figure 5.4) and (2) altered branching ratios
from those of the thermal case (Figure 5.6).
5.4.2 Implications for Representations within
Phenomenological Kinetic Models
The results from the previous section would indicate that the rate constants for both
termolecular reactions and even bimolecular reactions exhibit a rich (sometimes even
non-monotonic) dependence with H mole fraction and pressure. Furthermore, at
the conditions under which reactive collisions produce significant effects on the over-
all kinetics – which require consideration within phenomenological kinetic models –
HO2 does evolve on a phenomenologically resolved timescale and thus chemically ter-
molecular reactions and the sequential pathways do not occur on phenomenologically
distinct timescales. As such, a natural question to ask is: which phenomenological
reactions and which aspects of the H mole fraction and pressure dependence of their
rate constants are needed to represent the system kinetics within phenomenological
kinetic models over relevant ranges of H mole fraction and pressure conditions.
With regard to the necessary phenomenological reactions, the difficulty that arises
is that whether or not HO2 evolves on a phenomenologically resolved timescale de-
pends on H mole fraction – even over H mole fraction ranges relevant to combustion.
At low XH (ă„ 0.1%) relevant to unreacted mixtures and early stages of ignition,
HO2 is a distinct chemical species on phenomenologically relevant timescales such
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that separation into the different phenomenological reactions is likely necessary to
describe the system evolution on phenomenologically relevant timescales; at very low
XH, the termolecular association reaction and bimolecular reactions exclusively de-
scribe the kinetics. Yet, the H mole fraction commonly reaches values of 0.1 to 10 %
in the radical zone of flames and ignition scenarios as well as the post-combustion re-
gion of typical fuel-air mixtures; at these conditions, the system kinetics is clearly not
well described by the two reactions usually considered in kinetic models (as demon-
strated in Figures 5.4 and 5.6). Consequently, chemically termolecular reactions (or
some other addition to the treatment of the HO2 system within conventional kinetic
models) appear necessary to describe (1) the enhancements in the overall rates of
conversion of H + O2 to products and (2) the altered overall branching ratios among
final products discussed above.
With regard to the necessary aspects of the H mole fraction and pressure de-
pendence of the rate constants for the three phenomenological reactions, the results
in Figures 5.15 and 5.16 aid in determining which aspects are needed for each phe-
nomenological reaction to describe the overall kinetics of the system. Figures 5.15
- 5.16 compare the enhancements in the overall rate of H + O2 disappearance and
overall branching ratios obtained from ME calculations where HO2 is treated as a
“merged” (i.e. a quasi-steady-state) species and those obtained from the phenomeno-
logical reactions if HO2 is treated as a quasi-steady-state species under different treat-
ments of the H mole fraction dependence of each reaction. These four cases consider
no XH dependence of any rate constants (case 1); XH dependence only for H + O2
(+M) (case 2); XH dependence only for H + O2 (+M) and H + O2 + H (case 3);
XH dependence for H + O2 (+M), H + O2 + H, and HO2 + H (case 4). Notable
differences are observed among cases 1-3 but cases 3 and 4 are indistinguishable;
cases 3 and 4 exactly reproduce the ME calculation results. Overall, these results
suggest that consideration of the XH dependence of both the termolecular association
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reaction, H + O2 (+M), and the chemically termolecular reaction, H + O2 + H, is
necessary to reproduce the overall impact of reactive collisions.
On the other hand, XH dependence of the bimolecular reaction, HO2 + H, has
negligible impact on the overall kinetics. As indicated by the small fraction of the
H + O2 consumed that produces HO2 at high XH values (Figure 5.17) where the
bimolecular reaction rate constants show any XH dependence (Figures 5.10 - 5.12),
there is very little reaction that occurs via the sequential pathways at XH values where
even mild XH dependence of the bimolecular reaction rate constants is observed.
An equally important conclusion to be drawn is that, when the important aspects
of theXH (and P ) dependence of the rate constants are accounted for, the phenomeno-
logical reactions along with their T {P {XH-dependent rate constants extracted from
diagonalization of the ME matrix exactly reproduce the overall rate constants for H
+ O2 disappearance (Figure 5.15) and overall branching ratios among products (Fig-
ure 5.16) at quasi-steady-state conditions for HO2. That is, the phenomenological
reactions and associated rate constants are still capable of reproducing the overall
system behavior of relevance to phenomenological kinetics at high XH even when the
least negative eigenvalue of the ME matrix is not well separated (and HO2 is not a
distinct chemical species).
With the above results in mind, it is interesting to evaluate previous treatments
of chemically termolecular reactions in phenomenological kinetic modeling. In sim-
ulations where the chemically termolecular reaction effects are important almost ex-
clusively in spatiotemporal regions where thermodynamic conditions are roughly con-
stant (e.g. the early stages of homogenous ignition), it is relatively straightforward
to account for the thermodynamic condition dependence in any single simulation by
using an appropriate (local) value for the rate constant and it is not necessary to use
expressions valid over ranges of conditions. For example, in the previous studies of
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Figure 5.15: The overall rate constants for H + O2 disappearance relative to those
in the low XH limit as a function of XH at 1500 K and various pressures from ME
calculations and from different treatments of the XH dependence of the rate constants
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Figure 5.16: The overall branching ratios for H2+O2 / OH+OH / H2O+O(
3P) forma-
tion when HO˚2 formed from H + O2 reacts with H at quasi-steady-state conditions
as a function of XH at 1500 K and various pressures from ME calculations and from
different treatments of the XH dependence of rate constants for reactions H + O2
(+M) = HO2 (+M), H + O2 + H = products, and HO2 + H = products (see text).
The branching ratios for H2O+O(
1D) formation (not shown) are less than 0.05.
during homogenous oxidation/ignition scenarios, the relevant kinetics occurs almost
exclusively during early times where thermodynamic conditions are roughly constant.
Consequently, in those studies, all reactions of QOOH˚ and C2H
˚




























Figure 5.17: Ratio of rate constants for H + O2 (+M) = HO2 (+M) (i.e. kH+O2(+M))
to the total rate constants for H + O2 disappearance (i.e. kH+O2,total “ kH+O2(+M) `
kH+O2(+H)) as a function of H mole fraction at 1500 K and various pressures.
overall reaction (encapsulating both chemically termolecular reactions and sequen-
tial thermal pathways) with a constant (local) value for the rate constant obtained
by evaluation at the thermodynamic condition of interest. However, in simulations
where thermodynamic conditions vary broadly across relevant spatial or temporal
regions (e.g. in flames), the approaches to date have involved approximations in the
treatment of XH dependence (at least in part due to the present inability to express
the complex P and XH dependence of rate constants in current reacting flow codes
[12–15]).
In their calculations of the effect of H + O2 + X (for X = O, OH, and H) on H2
flames, Burke and Klippenstein [82] included chemically termolecular reactions in the
kinetic model with temperature-dependent rate constants evaluated at „ 1 atm in
the low reactive collider mole fraction limit and neglected the reactive collider mole
fraction dependence of all reactions. Given that rate constants were derived from ME
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Figure 5.18: a) The overall rate constants for H + O2 disappearance relative to those
in the low XH limit and b) the overall branching ratio for H2 + O2 formation as a
function of XH at 1500 K and 1 atm from the present ME calculations and using
XH-independent rate constants for H + O2 + H = H2 + O2 and H + O2 + H = OH
+ OH from Burke & Klippenstein [82].
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association and bimolecular reactions conveniently were found to be decoupled from
the chemically termolecular reaction and their calculated rate constants, as stated in
in Ref. [82], were independent of reactive collider mole fraction (for reasons that we
plan to show in a future paper); only the calculated rate constant for the chemically
termolecular reaction varied with reactive collider mole fraction (yielding a „ 30%
lower value at the highest radical mole fractions encountered as stated and quantified
in Ref. [82]). Of note, the HO2 + H rate constants used as the energy-independent
rate constants for reactive collisions [82] were, by design, evaluated at 5000 K (given
that energy distributions at 5000 K were more representative of the energy distri-
bution of HO˚˚2 reacting with H than the local temperature). Consequently, the
channel-specific rate constants for HO˚˚2 + H closely matched those evaluated here
at energies relevant to HO˚˚2 formed from H + O2 (e.g. within 15% and 30% at 55
kcal/mol for HO˚2 + H Ñ OH + OH and HO
˚
2 + H Ñ H2 + O2) – such that the
effect of rovibrational excitation on the HO˚˚2 + H reaction was reasonably simulated.
Altogether, interestingly, the use of the XH-independent rate constants for chemically
termolecular reactions from Burke and Klippenstein [82] together with the present
XH-independent rate constants for termolecular association and bimolecular reactions
appears to represent the overall kinetic manifestations of reactive collisions from the
present ME calculations quite closely. For example, as shown in Figure 5.18, the
overall rate constants for H + O2 disappearance and the overall branching ratio to
H2 + O2 (the key chain-terminating pathway) from each agree with „ 30% – within
the stated uncertainties of Ref. [82].
In their calculations of the effect of H + CH3 + X (for X = H, O, OH, O2) on
CH4 flames, Tao et al. [177] included chemically termolecular reactions in the kinetic
model using a rate constant evaluated in the low reactive collider mole fraction limit
and used a correction procedure (similar to that developed by Lei & Burke to ac-
count for mixture effects [77, 177]) to account for the reactive collider mole fraction
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dependence of the termolecular association rate constant. These procedures [77, 177]
involve: performing an initial flame simulation using a baseline rate constant for
the reaction(s) of interest to obtain the local mixture composition and temperature
profiles across the flame; performing ME calculations with the local mixture com-
position and temperature at various locations within the flame; and rerunning the
flame simulations using a new temperature-dependent fit for the reaction(s) of inter-
est, where the temperature dependence of the fit also accounts for the variation of the
rate constant(s) with mixture composition. Such an approach takes advantage of the
fact that, in one-dimensional flames, temperature is usually a monotonic, one-to-one
function of distance such that each temperature corresponds to a specific location
with a single composition vector. In Ref. [177], the reactive collider mole fraction
dependence of rate constants for chemically termolecular and bimolecular reactions
were neglected and not quantified for the CH˚4 system. At least for HO2 system,
neglecting the reactive collider mole fraction dependence of the bimolecular reac-
tions appear justifiable (based on the discussion of Figure 5.17) but the chemically
termolecular reactions show XH dependence that is comparable to the termolecular
association reaction (cf. Figure 5.11). Indeed, the rate constants of both termolecular
reactions involving HO˚2 show XH dependence at similar conditions. Of course, the
role of reactive collider mole fraction dependence of each of the phenomenological
reactions may be different for different reaction systems, so it is important for this
dependence to be considered and quantified for all three emergent phenomenological
reactions in future studies.
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5.5 Representing the Kinetics in
Phenomenological Kinetic Models
In section 5.4, we explored the existence of suitable rate laws for the rate constants
of emergent phenomenological reactions across wide ranges of temperature (T ), pres-
sure (P ), and composition (X), and ways to represent these distinct kinetic effects in
kinetic models. As discussed there, the difficulty of representing the distinct kinetics
induced by reactive collisions in phenomenological kinetic models comes from the fact
that whether or not HO2 evolves at a phenomenologically resolved timescale depends
on XH. More specifically, at low XH (ă„ 0.1%) the effects of reactive collisions
are minimal and HO2 is a species on phenomenological timescales, and the kinet-
ics can be well described by termolecular association and bimolecular reactions. At
moderate-to-high XH (ą„ 0.1%), however, HO2 does not evolve on a phenomenolog-
ically distinct timescale, chemically termolecular reactions are necessary to describe
the enhancement in the overall H + O2 conversion rates and the altered overall prod-
uct branching ratios.
Ideally, compact expressions (for example, 3-dimensional Chebyshev polynomi-
als) should be used to represent the simultaneous T {P {XH-dependence of the rate
constants for chemically termolecular H + O2 + H, termolecular association H + O2
(+M), and bimolecular HO2 + H reactions. However, current reacting flow codes
[12–15] do not yet have functional forms intended for such complicated dependencies.
Here, we propose an alternative approach to incorporate the distinct kinetic charac-
teristics of reactive collisions in a phenomenological kinetic model without requiring
modification of the source codes. The enhancement in the overall rate of conversion
from H + O2 to each set of products, H2+O2/OH+OH/H2O+O(
1D)/H2O+O(
3P),
compared to the equivalent thermal sequential pathways (i.e. H + O2 (+M) = HO2
(+M) followed by HO2 + H = products), are fitted into the expressions for chemically
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activated reactions, H + O2 + H (+H) = products, with Troe falloff function [54],
given that the pressure dependence for the rate constants of chemically termolecular
reactions is similar to those of chemically activated reactions (cf. section 5.4), viz.





F pT, Pr,Hq (5.6)
where k0pT q is the rate constants for H + O2 + H = p in the limit of nH Ñ 0,
Pr,H “ k0pT qnHXH{k8pT q is the reduced pressure, and the falloff function F pT, Pr,Hq
has the following empirical form [54]
log10 F pT, Pr,Hq “
log10 FcentpT q
1` f 21
FcentpT q “ p1´ Aq expp´T {T3q ` A expp´T {T1q ` expp´T2{T q
f1 “ plog10 Pr,H ` Cq{pN ´ 0.14plog10 Pr,H ` Cqq
C “ ´0.4´ 0.67 log10 Fcent
N “ 0.75´ 1.27 log10 Fcent
with coefficients pA, T3, T1, T2q. Note that separate fittings are used for different
pressures because the P - and XH-dependence cannot be simultaneously represented
by the reduced pressure expression. Note that rate constants for the bimolecular
reaction HO2 + H = OH + OH is also fitted into the chemically termolecular reaction,
with k0pT q being an Arrhenius expression for its rate constants in a system without
reactive collisions, in order to accurately represent the ME results. The kinetic model
at 1 atm is presented in Table 5.1, models at other pressures (0.01-100 atm) will be
reported in a future publication.
Figure 5.19 shows results calculated using both master equation and current model
for (1) the ratio of overall rate of conversion of H + O2 to products for systems with
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Table 5.1: Rate constants fittings of H + O2 + H reactions at 1 atm.
No. Reaction A n Ea Source
1: H+O2(+M)=HO2(+M)
Low-pressure limit: 1.752E+21 -1.81 796.591 [18]
High-pressure limit: 1.229E+12 0.58 -213.764 [18]
Fcent = 0.4225 [18]
Third-body efficiencies (relative to N2):
Ar=0.65, H2O=14.75 [18]
O2=0.8, CO=1.9, CO2=3.8, H2=2.0, HE=0.8 [7]
2 H+HO2=H2+O2 2.521E+07 1.84 -462.267
3; H+HO2(+H)=OH+OH(+H)
Low-pressure limit: 1.444E+13 0.20 123.844
High-pressure limit: 5.181E+04 0.50 -808.858
Fcent: A “0.36122, T3=0.03665, T1=-2022.68, T2=2530.3
4 H+HO2=H2O+O(
1D) 6.251E+07 1.41 -651.080
5 H+HO2=H2O+O(
3P) 7.066E+09 0.94 -751.769
6; H+O2+H(+H)=H2+O2(+H)
Low-pressure limit: 8.539E+17 -0.17 -2638.888
High-pressure limit: 5.484E-40 16.99 -13726.077
Fcent: A “0.04007, T3=275.939, T1=694.666, T2=8.31E+05
7; H+O2+H(+H)=OH+OH(+H)
Low-pressure limit: 2.439E+22 -1.82 517.110
High-pressure limit: 2.089E+19 -2.70 205.556
Fcent: A “326.480, T3=17.376, T1=5.71046, T2=-852.047
8; H+O2+H(+H)=H2O+O(
1D)(+H)
Low-pressure limit: 1.925E+03 4.12 -4086.686
High-pressure limit: 6.859E-34 12.19 -1.97659E+05
Fcent: A “2.00, T3=5.981E+08, T1=54.8205, T2=-0.00208
9; H+O2+H(+H)=H2O+O(
3P)(+H)
Low-pressure limit: 5.039E+13 1.17 3431.922
High-pressure limit: 5.504E-94 27.27 -302553.836
Fcent: A “2.00, T3=4.691E+07, T1=73.2019, T2=-0.03687
Units are cm3, s, mol, and cal/mol.
: Falloff reactions; ; Chemically activated reactions.
reactive collisions of HO˚˚2 with H to the systems without reactive collisions (i.e. the
thermal sequential pathways), and (2) the overall branching fractions from H + O2
to two major products H2+O2 and OH+OH (which account for nearly 90% of the
H + O2 fluxes) as a function of XH at 1 atm and various temperatures. Results for
the other two minor channels, H2O + O(
1D) and H2O + O(
3P), are shown in the
Supplemental Materials. Excellent agreements are obtained at 1 atm between the
ME results and the current model – for XH up to 10%, the results agree within 20%
in the temperature range of 500-2500 K (the agreements are within 10% above 800
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Figure 5.19: The ratio of overall rate constants for H+O2 disappearance with reactive
collisions relative to those in the thermal sequential pathways (i.e. XH Ñ 0) (black)
and the overall product branching ratios from H+O2 to H2+O2 (orange) and OH+OH
(red) as a function of XH at 1 atm and 500 K (top), 1500 K (middle), and 2500 K
(bottom) calculated using either master equation (dashed lines) or the current model
(solid lines).
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the overall product branching ratios. Similar agreements are also achieved at others
pressures of interest to combustion practice (0.01-100 atm) as shown in the Supple-
mental Materials. Deviations are higher at low temperatures since the high-pressure
limit is achieved at a lower pressures, thus the energy distribution of HO˚˚2 is closer to
a Boltzmann distribution (due to fast energy-transferring collisions) and the effects
of reactive collisions is largely diminished. As one can expect, the current model will
not have a good performance in systems with changing pressure (due to the limita-
tion of the current combustion codes and the functional form of chemically activated
reaction expression), however, before more sophisticated and comprehensive expres-
sions for the rate constants are designed and implemented (which would inevitably
require modifications of the current reacting flow codes), the present fittings provide
a reliable approach (and also an excellent approach for constant-pressure systems) to
represent the distinct kinetics of HO2 system with reactive collisions in the existing
phenomenological kinetic models.
The current model is based on ME calculations in section 5.2 - 5.4, which used
the Lennard-Jones model and the exponential-down model in a bath of pure N2 to
describe the collisional energy transfer probability function. Additional ME calcu-
lations (results at a representative temperature are presented in Figure 5.20) in a
bath of pure Ar or H2O (collision energy transfer parameters derived using the same
methodology as that of N2 [18]) suggest that (1) the current model generalizes well
to other colliders in terms of estimating the enhancement in the overall H + O2 con-
version rates (the maximum deviations from ME results for both Ar and H2O are
comparable to those of N2, cf. Figure 5.20a), and (2) the current model is able to
capture the product branching ratios of Ar (yielding similar deviations as that of N2)
but less so for H2O (overestimating branching ratios to H2+O2 and underestimating
branching ratios to OH+OH by up to 70%). Therefore, we expect the current model
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Figure 5.20: The ratio of overall rate constants for H+O2 disappearance with reactive
collisions relative to those in the thermal sequential pathways (i.e. XH Ñ 0) (top) and
the overall product branching ratios from H+O2 to H2+O2 (middle) and OH+OH
(bottom) as a function of XH at 1 atm 1500 K calculated using master equation for
a bath of pure N2, Ar, and H2O and present model.
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example, Ar, O2 and He), but less so (at least for the product branching ratios) for
colliders that are significantly different from N2 (like H2O). The results also suggests
that bath gas mixture effects [63, 73, 76, 77] will need to be explored and quantified
in the future studies (as we plan to do) to properly represent the complex kinetics of
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Figure 5.21: Laminar flame speeds for H2/air mixtures at 1.0 atm and 298 K using
different treatments for mixture effects and the non-Boltzmann reaction sequences
of HO˚˚2 with H. Lines show model predictions as indicated in the legend. Symbols
show experimental measurements from [180].
Laminar flame speed, S0u, simulations are performed to further evaluate the per-
formance of the current model under common combustion conditions. Figure 5.21
shows the calculated flame speeds as a function of equivalence ratio in H2/air mix-
tures at 1 atm using model variants of the nominal H2/O2 model of Burke et al. [7],
with updated theoretical transport parameters from Jasper and Miller [181]. In these
model variants, (1) the original rate constants in [7] for H + O2 (+M) = HO2 (+M)
and H + HO2 = products are replaced by values either from ME for the local mixture
as the bath gas (gray and black lines) or from the current model (red line), and (2)
chemically termolecular reactions H + O2 + H = products are added to some model
variants, using rate constants either from ME for the local mixture as the bath gas
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(black line) or from the current model (red line). For the ME calculations, a dynamic
procedure, similar to that developed by Lei & Burke in [77], is applied to evaluate
both the mixture effects and the non-Boltzmann reaction sequences of HO˚˚2 . Specifi-
cally, the local temperature and mole fractions of H2/N2/O2/H2O (which account for
nearly 95% of the local mixture compositions) are extracted across the flame for the
ME calculations (collision energy transfer parameters provided in the Supplemental
Materials), and an iterative approach is implemented for the dynamic evaluation pro-
cedures to make sure that the impacts on flame speeds are appropriately accounted
(which takes 3-4 iterations). Results in Figure 5.21 show that the non-Boltzmann
reaction sequences of HO˚˚2 + H noticeably reduce S
0
u, yielding 15-20% lower S
0
u
than those from models accounting for mixture effects only. The difference tends to
be greater at higher equivalence ratios due to higher XH and consequently stronger
effects of reactive collisions. The flame speeds predicted using the current model
show good agreement with the ones based on dynamic procedures. The deviations
are generally around 3% – slightly higher („ 5%) at lean conditions (φ ď 0.9) –
demonstrating the capability of the current model on representing distinct kinetics
of non-Boltzmann reaction sequences of HO˚˚2 and H in flame conditions. Additional
calculations (not shown) using rate constants in pure N2 as the bath gas (i.e., no
mixture effects) give deviations of „ 2% for the entire range of φ, suggesting that the
slightly greater deviations in Figure 5.21 are likely due to the current model not able
to fully represent the collider dependence of rate constants for chemically termolecular
reactions (as discussed in Figure 5.20).
5.6 Summary
Master equation calculations were performed to advance understanding and explore
representations of the kinetics of systems with reactive collisions. Calculations were
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performed for HO˚2 complexes as they are formed from H + O2, dissociate back to H
+ O2, undergo energy-transferring collisions with the bath gas, and undergo reactive
collisions with H to yield various products, p (where p = H2 + O2, OH + OH, H2O
+ O(3P), H2O + O(
1D)).
With regard to basic understanding of complex systems with reactive collisions,
the ME calculations revealed that the distinct impacts of reactive collisions of
ephemeral complexes on the overall system behavior (at quasi-steady-state condi-
tions) were two-fold:
1. Due to the finite lifetime of the ephemeral H + O2 = HO
˚˚
2 complex, reactive
collisions of HO˚˚2 with H can increase the overall rate of H + O2 disappear-
ance by removing HO˚˚2 that would otherwise dissociate back to reactants H +
O2. Specifically, the ratio of rates of collisional processes (reactive or energy-
transferring) to those for back dissociation controls the fraction of ephemeral
HO˚˚2 that does or does not dissociate back to H + O2 and consequently controls
the overall rate of conversion from H + O2 to products. Overall, the results in-
dicate that two conditions must be met for the enhancements in the overall rate
of H + O2 disappearance to be noticeable: (a) the rates of collisional processes
must be sufficiently slow relative to dissociation of HO˚˚2 back to H + O2 that
they are among the rate-limiting steps (i.e. pressures below the high-pressure
limit) and (b) the rates of reactive collisions must be sufficiently fast relative to
the rates of stabilizing collisions that they noticeably contribute to the removal
of HO˚˚2 via collisions (i.e. at sufficiently high XH).
2. Due to the rovibrational excitation of HO˚2 that reacts with H as it is cooling,
reactive collisions of HO˚2 with H can yield overall product branching ratios
that are different than the thermal HO2 + H reaction. Specifically, the ratio of
reactive collision rates to energy-transferring collision rates controls the energy
distribution of HO˚2 reacting with H and consequently influences the relative
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rate constants among competitive product channels in the HO˚2 + H reaction
(cf. Figure 5.2). Unlike the enhancements to the overall rates of H + O2 disap-
pearance due to reactive collisions, the effect of reactive collisions on the overall
product branching ratios persists even into the high-pressure limit and, in fact,
are even stronger at higher pressures – indicating that chemically termolecu-
lar reactions still yield distinct kinetic manifestations in the high-pressure limit
regime.
With regard to representations of complex systems with reactive collisions in terms
of phenomenological reactions, the ME calculations revealed several key findings:
1. The rate constants of all emergent phenomenological reactions – termolecular
association H + O2 (+M) Ñ HO2 (+M), chemically termolecular H + O2 +H
Ñ products, and bimolecular HO2 +H Ñ products – exhibit a rich XH and P
dependence.
a) With regard to P dependence at fixed XH, pseudo-second-order rate con-
stants for the both termolecular reactions linearly increase with pressure
at low pressures (characteristic of the low-pressure limit), then start to
fall off at intermediate pressures (characteristic of the intermediate fall-off
regime), and then reach a constant value at high pressures (characteristic
of the high-pressure limit). The pseudo-second-order rate constants for
the chemically termolecular reactions at fixed XH show the same quali-
tative pressure dependence as the association reaction and, notably, their
importance persists even in the high-pressure limit. The (third-order) rate
constants for chemically termolecular reactions show similar P dependence
as chemically activated reactions in that they are constant with pressure
at low-pressures (characteristic of the low-pressure limit), then falloff at
intermediate pressures (characteristic of the intermediate fall-off regime),
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and finally decrease linearly with pressure at high pressures (characteristic
of the high-pressure limit regime).
b) With regard to XH dependence for fixed P , pseudo-second-order rate con-
stants for chemically termolecular reactions increase with XH and pseudo-
second-order rate constants for termolecular association reactions decrease
withXH – suggesting that they in essence compete with each other. In fact,
the XH dependence of the association reaction persists even into the high-
pressure limit, where it reaches a constant value below the H + O2 capture
rate constant (which is often used synonymously with high-pressure limit
under the implicit assumption of XH = 0). Even the bimolecular reaction
shows some (albeit modest) XH dependence at high XH. Rate constants
of all reactions, including chemically termolecular reactions, only become
independent of XH in the low XH limit (even in the low-pressure limit).
2. The least negative eigenvalue of the ME matrix (typically corresponding to the
chemically significant eigenmode) ceases to be well separated from the second
least negative eigenvalue (corresponding to the slowest internal energy relax-
ation mode in a one-well system) at high XH (on the order of „ 1%). Indeed,
at high XH, the rates of reactive collisions (inducing chemical reaction) are com-
parable to the rates of energy-transferring collisions (inducing internal energy
relaxation). That is, at the high XH values where reactive collisions of HO
˚
2 with
H, and the chemically termolecular reactions they induce, contribute noticeably
to the kinetics, HO2 reacts on timescales comparable to those not resolved in
kinetic models. At such high XH (of „ 1%), HO2 is not a well defined chemical
species; and chemically termolecular reactions (H + O2 +H) and the equivalent
sequential pathways (H + O2 Ñ HO2 followed by HO2 + H) do not occur on
distinct timescales within phenomenological kinetic models. Of course, the fact
that HO2 reacts on slow enough timescales to be resolved in phenomenological
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kinetics at lower XH would indicate that HO2 still ought to be included among
the chemical species in kinetic models, though it is possible that the blurring of
timescales for chemically termolecular reactions and sequential pathways may
offer somewhat more freedom in representing the distinct kinetics induced by
reactive collisions in kinetic models. As discussed above, the distinct kinetics
induced by reactive collisions that any representation would need to reproduce
involves the enhancements to the overall rate constants for H + O2 disappear-
ance and the altered overall branching ratio among products for high XH.
3. At least in the present calculations of the HO2 system with reactive collisions
with H, the XH dependence of rate constants (obtained by eigenvector decompo-
sition) for both chemically termolecular and termolecular association reactions
was found to be important to representing the distinct manifestations of reactive
collisions on the overall HO2 system behavior at quasi-steady-state conditions;
the XH dependence of rate constants of bimolecular reactions was not significant
to the overall HO2 system behavior at quasi-steady-state conditions.
4. The master equation calculated phenomenological rate constants for all reac-
tions emergent from potential energy surface in Figure 5.13 for HO2 complex
with reactive collider H were fitted into rate constant expressions that can be
directly employed in chemical kinetic models based on quasi-steady-state as-
sumptions for HO2. The present expressions were found to accurately represent
the distinct kinetics induced by reactive collisions over a wide range of tem-
peratures and pressure that are relevant to combustion applications – namely,
enhancement to the overall rate of conversion for H + O2 and altered overall
branching ratio among final products. The present expressions were also found
to generalize well to bath gas molecules that have similar energy-transferring
characteristics to that of N2 (e.g., Ar, O2, etc.), but less so for bath gases with
significantly different energy-transferring characteristics (e.g., H2O) – indicat-
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ing that mixture rules need to be generalized to appropriately represent the
bath gas mixture effects in mixtures of both energy-transferring and reactive
components.
5. Ideally, chemically reacting flow codes [12–15] would allow expressions capable
of representing such XH and P dependence (and bath gas mixture M depen-
dence) of the rate constants. Altogether, these more complex representations
of composition dependence of rate constants would need to accommodate the
richness arising from complex-forming reactions in mixtures of both distinct
energy-transferring [18, 63, 73, 76, 77] and reactive gases. It is our intention
that results in this chapter in conjunction with other previous chapters and our
ongoing studies [18, 63, 73, 76, 77] will aid in establishing the necessary features




A Framework for Automated Evaluation of
Non-Boltzmann Kinetic Sequences Induced by Reactive
Collisions
6.1 Motivation
Phenomenological kinetic models – such as those implemented in combustion codes –
track only the evolution of thermal species (whose rovibrational energy distribution
is described by a Boltzmann distribution at the given temperature). Phenomeno-
logical kinetic models must therefore contain phenomenological reactions describing
the conversion of thermal sets of reactants to thermal sets of products. Given that
many molecular ensembles are initially formed in non-Boltzmann distributions, phe-
nomenological reactions frequently describe complex sequences of multiple reactive
and energy-transferring steps. For example, termolecular association reactions (A +
B + M = AB + M) proceed via a rovibrationally excited intermediate AB˚ formed
via association of A + B followed by energy transfer via collisions with the bath gas
M leading to a thermalized AB (AB˚ + M = AB + M). (Throughout the text, starred
species names refer to molecules at a particular energy or molecular ensembles that
may or may not be in non-Boltzmann distributions; unstarred species names are re-
served for molecular ensembles in a Boltzmann distribution.) To date, kinetic models
have generally consisted of only three reaction types: unimolecular, bimolecular, and
termolecular association. Implicit in the presumption of only these three reaction
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types is the assumption that any rovibrationally excited intermediates AB˚ are ther-
malized via energy-transferring collisions prior to undergoing reactive collisions with
some reactive species C – such that bimolecular reactions only take place between
thermal species (AB + C).
However, in many practical reactive environments (especially in combustion), the
mole fraction of reactive colliders C (e.g. O2, H, OH) can be sufficiently high that
reactive collisions of rovibrationally excited intermediates AB˚ with C can occur on
similar timescales as energy-transferring collisions with M. Indeed, results in Chap-
ter 5, together with recent studies [78–82, 86, 93] have demonstrated the impact
of non-Boltzmann reaction sequences involving bimolecular reactions of AB˚ with
C on macroscopic reactivity in combustion [81, 82, 93] (and atmospheric chemistry
[78–80]).
In Chapter 5, we presented results from master equation calculations of non-
Boltzmann reaction sequences H + O2 + H and the kinetic effects of reactive colli-
sions of rovibrationally excited HO˚2 with H radical. Altogether, these results suggest
that the potential impact of such non-Boltzmann sequences induced by reactive col-
lisions between HO˚2 and H result from their two distinct effects on the kinetics: (1)
increased overall rates of conversion of H + O2 (i.e. via reactive collisions with H
consuming HO˚2 that would otherwise dissociate back to H + O2) and (2) altered
product branching ratios (i.e. via rovibrational excitation of the HO˚2 influencing the
products formed in reactive collisions with H along the subsequent potential energy
surface).
In principle, almost every bimolecular reaction could arise as a chemically ter-
molecular reaction. Therefore, combinatorically, there are conceivably hundreds to
thousands of possible chemically termolecular reactions in typical combustion and/or
atmosphere chemistry systems and yet it is almost infeasible to perform master equa-
tion calculations (i.e., similar to those introduced in Chapter 2 and implemented in
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Chapter 5 for H + O2 + H system) for every potential systems manually. There-
fore, in the current chapter, we present a full automated methodology for coupling
master equations to derive rate constants for phenomenological reactions describing
non-Boltzmann sequences spanning multiple potential energy surfaces. This method-
ology leverages the product energy distribution output from PAPR-MESS code [92],
which describes the transition probability of certain species (or set of species) at given
energy levels to some other species (or set of species) at specific energy levels on the
same potential energy surfaces. The present methodology bears some similarity to
the methodology of Burke et al. [81] but goes beyond the earlier methodology by
(1) accounting for the additional energy contributed by the rovibrational modes of
X and relative translation between AB˚ and X, (2) accounting for the dependence
of the AB˚ + C capture rate constants on rovibrational energy of the AB˚ via a
semi-microcanonical approach [78], (3) modifying some aspects of the implementa-
tion to facilitate recursive application to an arbitrary number of coupled potential
energy surfaces, (4) automating the entire workflow from coupled master equations
to phenomenological kinetic modeling.
Below, in section 6.2, we first present the methodology for automated coupling
and tracking energy propagation across an arbitrary number of potential energy sur-
faces and the derivations for the phenomenological rate constants for the resultant
non-Boltzmann kinetic sequences. In section 6.3, we then employ this methodology
for H + C2H2 + C with C = O2, H and OH, a system that was found to have potential
impacts on macroscopic properties of C2H2 combustion in a recent study [84], as a
case study to quantify rate constants for H + C2H2 + C assess their implications on
combustion properties and provide rate constants for use in phenomenological kinetic
models. In section 6.4, we conclude this chapter by providing some aspects that
require further investigations and studies in order to more accurately and compre-
hensively quantify properties related to the non-Boltzmann kinetic sequences.
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6.2 Automated Methodology for Coupling
Potential Energy Surfaces
In this section, we present a methodology to couple an arbitrary number of poten-
tial energy surfaces and propagate energies across them, which would ultimately lead
to a closed-form expression for the microcanonical rate constants of non-Boltzmann
kinetic sequences that can be employed in master equation for the calculations of phe-
nomenological rate constants. For the ease of understanding, we start in section 6.2.1
with an example system with three potential energy surfaces and use it to demon-
strate the theoretical approach and implementation details. Then, in section 6.2.2,
we generalize the methodology to cover a system with arbitrary number of potential
energy surfaces. An open-source Python package to implement the computational
methodology presented in this section is provided in Appendix B.
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Figure 6.1: Potential energy surface diagram for the coupled master equations.
To help demonstrate the method, first consider a coupled system with three po-
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tential energy surfaces ME1 - ME3 as shown in Figure 6.1 with ME1: A + B = AB,
ME2: AB + Cp2q = P
p2q





j with j “ 1, 2, 3.
(Note that in this section, superscripts in parentheses are used to indicate the po-
tential energy surfaces the species belongs to.) Here, for simplicity of illustration,
both ME2 and ME3 are shown to have finite number of potential energy wells and
bimolecular product channels, but in theory the same concept presented here holds
for potential energy surfaces with arbitrary number of wells and product channels.
At the interface between ME1 and ME2, AB˚ with rovibrational energy E can re-
act with thermally distributed Cp2q with energy E 1 contained in both the rovibrational
modes of Cp2q and relative translation between Cp2q and AB (abbreviated as Cp2q-rel in
the text below), where the energy distribution of Cp2q-rel follows a Boltzmann distri-
bution with temperature, T . The resultant W
p2q˚
1 would have a rovibrational energy
equal to E ` E 1. The energy distribution of the produced W
p2q˚
1 (E ` E
1) is then
modified through energy-transferring collisions before further reactions. Ultimately,
the rovibrationally excited W
p2q˚
1 can be thermalized to W
p2q
1 , dissociate “backward”





3 ). When W
p2q˚







2,2 as shown in Figure 6.1), the energy in excess of the dissocia-
tion threshold is distributed in the rovibrational and relative translational modes of
the fragments. And specifically for back dissociation, this energy is partitioned be-
tween AB and Cp2q-rel. Therefore, the sequence of AB˚ reacting with Cp2q to produce
W
p2q˚
1 followed by collisional energy transfer and eventual back dissociation to (AB
+ Cp2q)˚, while not consuming AB˚ on the net, can result in a type of association-
back-dissociation-driven energy transfer mechanism (as discussed in detail in section
6.3.1.3). And when W
p2q˚





˚, the rovibrationally ex-
cited fragment P
p2q˚
2,1 at energy E
2 can then further react with another third body
Cp3q with energy E3 contained in both the rovibrational modes of Cp3q and relative
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translation between Cp3q and P
p2q
2,1 (again assumed to follow a Boltzmann distribution








1 formed at the interface




p3q)˚, or be thermalized to form W
p3q
1 . The above processes can in theory
continue beyond three potential energy surface (as discussed in the next subsection),
but here for simplicity we truncate the chain at ME3 and assume P
p3q
j for j “ 1, 2, 3
to be in Boltzmann (or thermal) distributions.
While some methodologies [164, 182], utilizing the MESMER code [122], have
been shown to exactly satisfy detailed balance [182] (including for the processes in-
volved in the association-back-dissociation energy transfer mechanism), the present
methodology, utilizing the MESS code [92], enables calculations of rate constants
for phenomenological reactions (from thermal sets of reactants to thermal sets of
products) that describe non-Boltzmann kinetic sequences including in situations that
require “species merging” [74, 92] (which was not a component of the other methodolo-
gies [164, 182]). In the present methodology, the association-back-dissociation energy
transfer process is only approximately modeled. In reality, a proper quantification
of both typical energy-transferring processes and those involved in the association-
back-dissociation mechanism would likely require dynamics calculations, which are
not considered here or in [164, 182].
The present methodology bears some similarity to the previous methodology of
Burke et al. [81], which couples multiple master equations together to track the
energy distributions of reacting complexes across multiple potential energy surfaces
to calculate rate constants for phenomenological reactions between thermal sets of
reactants and thermal sets of products. This previous methodology [81] had also
included a novel modification of the common irreversible sink approach for including
bimolecular reactions of AB˚ and Cp2q in ME1 [78, 81, 82, 93] that accounted for
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reversibility (approximately) at the ME1 - ME2 interface by treating AB˚ that reacts
with Cp2q to form W
p2q˚
1 that back dissociates to have never reacted at all. The present
methodology here goes beyond this earlier methodology [81] in the following ways.
First, whereas the earlier methodology [81] neglected the energy contributed by
Cp2q-rel (the rovibrational modes of Cp2q and relative translation between AB˚ and
Cp2q) during reaction of AB˚ + Cp2q and energy taken away by Cp2q-rel during back
dissociation of W
p2q˚
1 to (AB + C
p2q)˚, the present methodology accounts for this
energy under certain approximations for the energy contained in Cp2q-rel upon back
dissociation. Namely, the energy contained in Cp2q-rel upon back dissociation is as-
sumed to be the same as Cp2q-rel contributed to the W
p2q˚
1 energy, such that AB
˚ that
reacts with Cp2q to form W
p2q˚
1 that dissociates back to AB
˚ can still be considered
to have not reacted at all – enabling (1) an approximate treatment of reversibility
in AB˚ + Cp2q = W
p2q˚
1 via a modified irreversible sink rate [81] and (2) a proper
treatment of the energy-transferring collisions of the back-dissociated AB˚ in ME1.
However, as discussed above, such a treatment still neglects the above-mentioned
association-back-dissociation energy transfer mechanism (which is explored briefly
in section 6.3.1.3 for completeness). For implementation, this approximation treat-
ment of energy partition upon back dissociation is employed at every interface of the
connecting potential energy surfaces.
Second, whereas the earlier methodology [81] approximated the capture rate con-




pE, T q, as the thermal capture rate constant









pE, T q via a semi-microcanonical approach [78] that
assumes that all reactant modes contribute equally to the reaction coordinate (which
may not be appropriate particularly for barrierless reactions). This approach, when
combined with the consideration of Boltzmann energy distribution of Cp2q and the
relative translational modes between AB and Cp2q allows the thermal rate constants
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for AB + Cp2q in ME2 to be correctly reproduced in the limit of XCp2q Ñ 0 (i.e., when
there is no reactive collisions between AB˚ and Cp2q).
Third, whereas the earlier methodology [81] employed a single sink in ME1 for
the total forward bimolecular reaction rate (which required results from subsequent
master equations) and then multiplied this by various branching ratios from multiple
subsequent master equations to calculate channel-specific rate constants for thermal
reactants (i.e., A + B in Figure 6.1) to final thermal products (i.e., P
p3q
j for j “ 1, 2, 3
in Figure 6.1), the present methodology employs multiple sinks in ME1 that corre-
spond to the channel-specific rate constants to final thermal products. We expect
that this implementation may facilitate application of the same code to an arbitrary
number of master equations through recursion (as demonstrated in the next subsec-
tion).
Fourth and finally, whereas the earlier methodology [81] was implemented with
many manual steps, the present methodology is implemented via an entirely auto-
mated workflow from coupled master equations to phenomenological kinetic modeling
– enabling tractable calculations over broader ranges of conditions or for different re-
action sequences.
6.2.1.1 Theoretical Approach
Specifically, here, bimolecular reactions AB˚ + Cp2q are treated using a novel modifi-
cation of the sink approach [78, 81, 81, 82, 93] by including multiple pseudo-first-order
sinks in ME1 to simulate product-channel-specific reactions of AB˚ + Cp2q to thermal
products j in ME3 with rates according to
ωAB˚(+Cp2q)ÑjpEq “ kAB˚+Cp2qÑjpE;T qnCp2q (6.1)
where nCp2q is the concentration of C
p2q and kAB˚+Cp2qÑjpE;T q is the rate constant
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for reactions of AB˚ with rovibrational energy E with Cp2q (where Cp2q-rel follows a
thermal distribution with temperature, T ) to ultimately form some set of thermal




j . The rate constant for AB






































pE,E 1q is the capture rate constant for AB˚ + Cp2q Ñ W
p2q˚
1 for




pE2 ` E3;T q is the probability of W
p3q˚
1 with




pE 1;T q is energy distribution of Cp2q-rel at energy E 1 for the tempera-




pE 1;T q “ ρCp2q-relpE
1q expp´E 1{kBT q{QCp2q-relpT q, with ρCp2q-relpE
1q being the
density of states of Cp2q-rel, kB being the Boltzmann constant, and QCp2q-relpT q being
the partition function for Cp2q-rel. The density of states of Cp2q-rel is the convolution
of the density of states for the rovibrational modes of Cp2q, ρCp2q,rovib, with that for









the same concept holds for f
p0q
Cp3q-rel






pE `E 1, E2q is the probability
that W
p2q˚
1 at energy E ` E


































px,E2q is the energy partition probability of P
p2q˚
2 at energy level
x to form P
p2q˚
2,1 at energy level E





calculated using the semi-microcanonical approach of Maranzana et al. [78] that
assumes that the rate constant depends only on the total energy from AB and Cp2q-






















where h is Planck’s constant; N‰
AB-Cp2q
pE`E 1q is the number of states for the transition
state connecting AB + Cp2q and W
p2q
1 at energy E`E
1; and ρAB,Cp2q-relpE`E
1q is the










The quantities required for the implementation of the above-mentioned methods in






can be calculated directly using PAPR-MESS [92]. Universal theories are not yet







calculations can be employed to quantify this probability [183] once the details of
potential energy surfaces are determined. Note that at the interface connecting ME2
and ME3, the ground energy of P
p2q




p3q on ME3, therefore, this energy gap needs to be corrected in the energy
propagation and subsequent evaluation processes.
With the inclusion of pseudo-first-order sinks in ME1 corresponding to each AB˚
+ Cp2q Ñ j (as fictitious dissociation channels) with rates according to Eqs. 6.1 - 6.6,
pseudo-second-order rate constants, kA+B(+Cp2qq Ñ j, for phenomenological reactions
from thermal A + B to each set of thermal products j can be obtained from MESS
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[92]. Thereafter, rate constants, kA+B+Cp2q Ñ j, for chemically termolecular reactions
of A + B + Cp2q can be obtained by dividing by the concentration of Cp2q, nCp2q , i.e.
kA+B+Cp2q Ñ j = kA+B(+Cp2qq Ñ j/nCp2q .
6.2.2 Arbitrary Number of Potential Energy Surfaces
For N coupled potential energy surfaces ME1-MEN , an generalized expression of
kAB+Cp2qÑjpE;T q has the following form













































pEp2N´4q ` Ep2N´3q;T q
where subscript ηpnq indicates the entrance potential energy well to the nth potential
energy surface, and pair of subscripts pµpnq, lpnqq refers to the exit bimolecular fragment
from the nth potential energy surface.
Direct calculation of kAB+Cp2qÑjpE;T q in its original form of Eq. (6.7) requires
evaluating p2N ´ 3q-dimensional integrals simultaneously, which is fairly computa-
tionally expensive. However, by grouping up terms and changing the order of inte-
gration, this process can be simplified into evaluation of 2N ´ 3 integrals sequen-
tially. To see this, let us first partition the coupled potential energy surfaces into
three classes: ME1 is the “entrance ME” where the non-Boltzmann kinetic sequence
starts; ME2-MEpN ´ 1q are “connecting ME” where the incoming energies are aug-
mented by reactive colliders Cpnq and then propagated to the subsequent potential
223
energy surface; and MEN is the “terminating ME” where the energy propagation is








pE ` Ep1q, Ep2qq is evaluating in ME2 using Eq. (6.4), evaluating
































pEp2q ` Ep3q, Ep4qq








pE ` Ep1q, Ep6qq. Recursively performing this calculation







pE `Ep1q, Ep2N´4qq. Once this
quantity is solved, the evaluation of kAB+Cp2qÑjpE;T q then becomes straightforward.
Similarly, the calculated microcanonical rate constants kAB+Cp2qÑjpE;T q are then
incorporated in the entrance ME as pseudo-first-order fictitious dissociation channels
and rate constants for the non-Boltzmann kinetic sequences can then be calculated.
In realistic environments, there might exist multiple reactive third bodies that can
react with the same rovibrationally excited complexes simultaneously. The current
computational framework can be utilized to quantify this competing kinetics by eval-
uating kAB+Cp2qÑjpE;T q via Eq. (6.7) for every possible C
p2q in the system, and then
include them simultaneously in the same entrance ME to calculate phenomenological
kinetic parameters (this can be achieved using the provided Python package).
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6.3 A Case Study of Non-Boltzmann Kinetic
Sequences: H + C2H2 + O2/H/OH and
Combustion Implications
Recently, Barbet et al. [84] introduced an approach to identify and estimate rate
constants for each possible chemically termolecular reaction based only on current
information about other reactions. Application of this approach within a screening
procedure revealed the potential importance of non-Boltzmann kinetic sequences in-
volving reactive collisions of C2H
˚
3 (formed via H + C2H2) with C = H, OH, and
O2 on macroscopic properties of C2H2 combustion [84]. Their results [84] revealed
both the impact of including H + C2H2 + C with the thermal product branching
ratios and the additional impact of including H + C2H2 + C with different product
branching ratios.
The potential importance of the identified non-Boltzmann kinetic sequences could
be especially significant given that C2H2 is one of the major intermediates of hydro-
carbon combustion. Consequently, understanding the chemistry of C2H2 combustion
is important to building hierarchical kinetic models for larger hydrocarbons and, in
fact, has been the topic of many previous studies ([184] and the references therein).
However, the above-mentioned results from Barbet et al. [84] were based on es-
timates from an approximate screening procedure intended merely for identifying
non-Boltzmann kinetic sequences with strong potential for impact, such that deter-
mining the actual role of H + C2H2 + C on combustion properties requires improved
quantification.
Therefore, in this section, we performed master equation calculations to quantify
rate constants for H + C2H2 + C with C = O2, H, and OH using the methodology
highlighted in section 6.2. In particular, we find that reactive collisions of C2H
˚
3 ,
formed via H + C2H2 association, with O2 both (1) increase the overall rates of
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conversion of H, C2H2, and O2 to products and (2) influence the product branching
ratios (notably enhancing radical branching). The discussion and results presented in
sections 6.3.1 focus primarily on C = O2, for which we find non-Boltzmann reaction
sequences to have a substantial impact, but we also describe calculations for C = H
and OH, for which our limited calculations show non-Boltzmann reaction sequences
have a lesser effect, in the section 6.3.2. In section 6.3.3, we explore the implications of
non-Boltzmann kinetic sequence of H + C2H2 + C on chemical kinetic modeling. We
find that inclusion of the phenomenological reactions describing such non-Boltzmann
kinetic sequences (especially, H + C2H2 + O2) in combustion kinetic models has a
pronounced impact on ignition delay times – of roughly an order of magnitude. The
results also indicate pronounced differences in the ignition delay time dependence
on temperature and O2 mole fraction – yielding signatures that are likely observable
experimentally.



































P2 : O + CH2CHO




P7 : CH3O + CO

















A + B: H + C2H2
AB: C2H3
C: O2
Figure 6.2: Potential energy surface [185, 186] diagram for the coupled master equa-
tion calculations. The major pathways are denoted in solid lines and minor pathways
in broken lines. All energies are relative to the ground state of C2H3.
The computational methods discussed in section 6.2, which were automated via
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in-house scripts, are implemented for the reactive sequence presented in Figure 6.2
to evaluate the branching fractions and phenomenological rate constants at various
T {P {XO2 conditions. Master equation calculations are performed in PAPR-MESS
[92] with PESs for ME1 and ME2 from [185, 186]. Given that N2 and O2 have
similar energy transfer parameters, for simplicity, energy transfer parameters for N2
[158, 185] are used for all the considered mixtures (primarily composed of N2 and
O2). (Consequently, there are no mixture effects due to different energy transfer
parameters among mixture components [18, 63, 73, 76, 77].) While the results and
discussion presented below focus mainly on the non-Boltzmann reaction sequence H
+ C2H2 + O2 at 1 atm, the qualitative trends observed also hold at other pressures
(see Supplemental Material in [87]). For simplicity, the present calculations do not
track energy distributions of non-Boltzmann sequences beyond ME2, which could in
particular influence the likelihood that HCO of P6 promptly dissociates. However,
trajectory calculations of Goldsmith et al. (unpublished) suggest that essentially
all HCO formed from even thermal C2H3 + O2 promptly dissociates, in which case
tracking the energy distributions beyond ME2 is not necessary anyway. In this case,
βW˚1 ÑjpE ` E
1q (which is simply the probability of W˚1 with total rovibrational en-
ergy, E ` E 1, is stabilized to some thermal complex, Wj, or promptly dissociates
to bimolecular species, R or Pj) is directly calculable via MESS [92]. For calcula-
tions of βW˚1 ÑjpE ` E
1q from ME2, for simplicity, all potential wells other than W1
are treated as “merged” species (where they are still considered in the ME but they
are not considered among the thermal reactants or products in phenomenological
reactions [74, 92].) For the present calculations, C2H3 is considered to be “merged”
[74, 92] given its clear non-Boltzmann distributions with high XO2 (as found below).
(Importantly, when above-mentioned procedure is implemented for low XO2 and C2H3
is not considered to be “merged”, rate constants obtained via ME1 for C2H3 + O2
reproduce thermal rate constants obtained directly from ME2.)
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Figure 6.3: Branching fractions of C2H3O
˚
2 to various products j, βW˚1ÑjpE
2q, as a
function of initial energy E2 of C2H3O
˚
2 (relative to the ground-state energy of C2H3)
at 1000 K and 1 atm.
The calculated microcanonical branching fractions of C2H3O
˚
2 as a function of
nascent energy of C2H3O
˚
2 , generated from C2H
˚
3 + O2 association, are plotted in
Figure 6.3 for 1000 K and 1 atm. At low energies, the majority of C2H3O
˚
2 dissoci-
ates to (HCO + CH2O)
˚, as a result of it being the dominant pathway proceeding via
the lowest lying transition states (Figure 6.2). At intermediate energies, the branch-
ing fraction to (HCO + CH2O)
˚ decreases while those to (C2H3 + O2)
˚ and (O +
CH2CHO)
˚ increase, such that three sets of products (HCO + CH2O)
˚, (C2H3 + O2)
˚
and (O + CH2CHO)
˚ compete for the dissociating C2H3O
˚
2 . At high energies, back
dissociation becomes the dominant channel for C2H3O
˚
2 , followed by dissociation to
(O + CH2CHO)
˚ due to their (relatively) loose transition states. While the exact val-
ues of βW˚1ÑjpE
2q are functions of temperature, pressure, and mixture composition,
the trends for energy dependence of βW˚1ÑjpE





































Figure 6.4: Total “forward” flux (normalized by peak height) of C2H
˚
3 + O2 (gray)
and fractional fluxes to the two major channels (black and red) as a function of the
rovibrational energy of reacting C2H
˚
3 relative to the ground-state energy of C2H3 at
1000 K and 1 atm.
to a wider range of conditions.
Figure 6.4 plots the total flux of C2H
˚
3 + O2 that dissociates “forward” to var-
ious products j ‰ R and the fractional fluxes to the two major product channels:
(HCO + CH2O)
˚ and (O + CH2CHO)
˚. At sufficiently low XO2 (not shown), where
thermalizing collisions greatly outnumber the reactive ones, the energy distribution
of reacting C2H
˚
3 closely resembles the Boltzmann distribution, yielding C2H3O
˚
2 with
an energy distribution concentrated at lower energies. Given that C2H3O
˚
2 dissoci-
ating to (HCO + CH2O)
˚ dominates the low-energy branching of C2H3O
˚
2 (Figure
6.3), the majority of the reacting C2H
˚
3 + O2 flux forms (HCO + CH2O)
˚ (dotted
lines in Figure 6.3). As XO2 increases, so does the ratio of reactive to thermalizing
collisions. As a result, the energy distribution of reacting C2H
˚
3 is shifted towards
higher energies, yielding C2H3O
˚
2 with an energy distribution concentrated at higher
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energies where (O + CH2CHO)
˚ is the major product from the “forward” dissocia-
tion. Therefore, the fractional flux to (O + CH2CHO)
˚ becomes more important and
essentially dominates as XO2 approaches 100% (dashed and solid lines in Figure 6.4).
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H + C2H2 + O2 = (HCO + CH2O)* | 1 atm
H + C2H2 + O2 = (O + CH2CHO)* | 1 atm
Figure 6.5: Branching fractions of H + C2H2 + O2 as a function of O2 mole fraction
at 1 atm and various temperatures to the two major products: H + C2H2 + O2 = O
+ CH2CHO (top) and H + C2H2 + O2 = HCO + CH2O (bottom).
Figure 6.5 shows the final branching fractions directly from thermal H + C2H2
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to the two major bimolecular products (O + CH2CHO)
˚ and (HCO + CH2O)
˚ at 1
atm and various T {XO2 conditions. The sum of these two channels accounts for over
85% of the total H + C2H2 + O2 flux over the considered conditions. As a result of
the energy dependence in Figure 6.4, the branching fraction of H + C2H2 + O2 =
(O + CH2CHO)
˚ monotonically increases with XO2 while that of H + C2H2 + O2 =
(HCO + CH2O)
˚ monotonically decreases with XO2 . (For reference, XO2 “ 0 would
correspond to the thermal case.) In addition, since the energy distributions of all
reactants shift towards higher energies at higher temperature, the formed C2H3O
˚
2
would also have an energy distribution concentrated at higher energies. This shift
results in the positive temperature dependence for the branching fraction of H +
C2H2 + O2 = (O + CH2CHO)




dissociation at high energies, and the negative temperature dependence for that of H
+ C2H2 + O2 = (HCO + CH2O)
˚. The XO2 dependence tends to be less pronounced
at high temperatures, since the C2H3O
˚
2 energy distribution is already concentrated
in the region where βC2H3O˚2ÑjpE
2q only shows weak energy dependence (Figure 6.3)
such that any shifts in the energy distribution to higher energies with increasing XO2
would only have minor impacts.
Figure 6.6 presents the calculated rate constants for the total H + C2H2 consump-
tion at 1 atm and various T {XO2 conditions, which combined with the information in
Figure 6.5 gives the channel-specific rate constants from H + C2H2 (+ O2) to various
thermal products. To evaluate the distinct impact of non-Boltzmann effects on the
overall consumption rate of H + C2H2, Figure 6.6 compares pseudo-second-order rate
constants for H + C2H2 consumption via chemically termolecular reactions (from
coupled ME calculations of ME1+ME2 where C2H3 is “merged”) and pseudo-second-
order rate constants for H + C2H2 consumption via the thermal sequential pathways
(based on rate constants from uncoupled ME calculations of ME1 and ME2 for H
+ C2H2 and a quasi-steady-state assumption for C2H3 – equivalent to merging C2H3
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Figure 6.6: Pseudo-second-order rate constants for net H + C2H2 consumption for
thermal sequential pathways and non-Boltzmann sequences (top) and the ratio of
rate constants from non-Boltzmann calculations to those assuming thermal C2H3
(bottom) at 1 atm for varied T {XO2 . For the thermal case, kpT, P,XO2q “ pk1 ¨
k2nO2q{pk´1 ` k2nO2q is plotted, with thermal rate constants for R1 (H + C2H2 =
C2H3) and R2 (C2H3 + O2 = products).
in the ME calculations). The results indicate that inclusion of reactive collisions
of C2H
˚
3 serve to increase the overall conversion rate of reactants to products (by
up to „ 50%), because reactive collisions can convert C2H
˚
3 complexes (that might
otherwise back dissociate to H + C2H2) to products. These enhancements in the
total consumption rate unsurprisingly, are highest at higher temperatures, where the
C2H3 system is closer to its low-pressure limit regime (where collisions are more rate
limiting).
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2 dissociates back to (C2H3 + O2)
˚, the energy in C2H3O
˚
2 in excess of
the dissociation threshold is partitioned between C2H3 and O2. The exact partition-
ing would likely require direct dynamics simulations (e.g. trajectory calculations),
which are outside the current scope. In the current study, two approximate models
are considered to assess the impact of the association-back-dissociation energy trans-
fer mechanism discussed in the previous sections. In both models, a biexponential
function is applied to O2 in the bath gas mixture in ME1 calculations (cf. Figure 6.2)
to describe the probability of deactivating collisions, P pE 1, Eq for E 1 ď E,

















where N is the normalization constant, αi is the average energy transferred per down-
collision, and A P r0, 1s specifies the relative ratio of two exponential functions. More
specifically, the exponential function with α1 represents the common collision energy
transfer (i.e. inelastic collisions with O2), and the second exponential function with α2
is introduced to model the association-back-dissociation energy transfer mechanism.
The parameter A represents the fraction of collisions that involve C2H3 reacting with
O2 to form C2H3O
˚
2 that then dissociates back to (C2H3 + O2)
˚. In the current study,
A is taken to be A « 0.6 ˚XO2{50, given that roughly 60% of nascent C2H3O
˚
2 back
dissociates (cf. Figure 2) and that approximately 1 in 50 collisions of C2H3 with O2
would be reactive – such that XO2{50 is fraction of all collisions that are reactive
collisions of C2H3 with O2 at a given O2 mole fraction.
In the case of statistical partitioning of the C2H3O
˚
2 excess energy evenly among
all available modes of C2H3 + O2 (i.e. rovibrational modes of C2H3 (12) and O2




3 with a rovibrational energy of „ 40 kcal/mol above C2H3 ground state (roughly
the energy of the transition state for H + C2H2 association), the average energy
distributed into Cp2q-rel would be roughly 13 kcal/mol. In general, from Figure 3, the
average energy of C2H
˚
3 reacting with O2 would likely be less than that (except for
O2 mole fractions near 100%), such that the energy distributed in C
p2q-rel will likely
be less for most reacting C2H
˚
3 complexes. Similarly, the assumption employed in the
methodology presented in the paper that the energy carried away by Cp2q-rel upon
back dissociation is equal to the energy contributed by Cp2q-rel during association
(which on average is „4 kcal/mol at 800 K and more at higher temperatures) already
accounts for at least „4 kcal/mol, such that energy transfer in this process not already
accounted for in the main methodology is expected to be less by at least „4 kcal/mol
on average.
To evaluate the potential impacts of the association-back-dissociation energy
transfer mechanism not considered in the methodology presented in the previous
sections, calculations were performed for two scenarios: (1) one where α2 “ 13.33
kcal/mol and (2) another where α2 “ 13.33´ 4 “ 9.33 kcal/mol.
As mentioned above, estimates based on this process involving C2H
˚
3 at lower
energies, which would be more representative of the C2H
˚
3 + O2 energy distribution
for most conditions aside from very high O2 mole fractions (Figure 6.3), would yield
less pronounced impact than the estimates in this section. Still, the calculations,
presented in Figures 6.7 – 6.8, can be used to assess the sensitivity of the results to
these energy transfer processes. In particular, Figures 6.7 – 6.8 compare the results
of kinetic parameters and ignition delay times calculated using the different models.
As shown in Figures 6.7 – 6.8, the calculations reveal similar trends as those pre-
sented in the previous sections. Compared to the results presented in the previous
sections, the results in this section suggest that the additional energy transfer mech-
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Figure 6.7: Branching fractions of H + C2H2 + O2 as a function of O2 mole fraction
at 1 atm and various temperatures to the two major products: H + C2H2 + O2 = O
+ CH2CHO (top) and H + C2H2 + O2 = HCO + CH2O (bottom).
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Figure 6.8: Calculated pseudo-second-order rate constants for net H + C2H2 con-
sumption (top) and the ratio of rate constants from biexponential models to those
from exponential models (bottom) at 1 atm and various T {XO2 conditions.
a lower branching ratio to the O + CH2CHO channel. Overall, it appears that im-
proved quantification of this process may be worthwhile for improved quantification
of H + C2H2 + O2.
6.3.2 Non-Boltzmann Kinetic Sequence of H + C2H2 +
H/OH
Phenomenological rate constants for the non-Boltzmann reaction sequence of H +
C2H2 + H = products are evaluated using C2H3 + H potential energy surface from
[187] using the same methodology and code as that used for H + C2H2 + O2 described
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Figure 6.9: Phenomenological rate constants as a function of H mole fraction at 1
atm and various temperatures for H + C2H2 + H = H2 + C2H2 (left) and H + C2H2
+ H = C2H4 (right).
in the previous sections. Similar to the previous sections, N2 is assumed to be the
bath gas, and mixture effects are not considered. Similar to the previous sections,
phenomenological rate constants were extracted for the case where C2H3 is “merged,”
such that the rate constants for H + C2H2 + H = products shown in Figure 6.9 are
for an overall reaction (encapsulating both chemically termolecular and sequential
thermal pathways).
Figure 6.9 shows the calculated phenomenological rate constants for H + C2H2 + H =
H2 + C2H2 / C2H4 as a function of H mole fraction at 1 atm and various temperatures
relevant to combustion. The H2 + C2H2 channel is favored over the C2H4 channel
over most conditions shown. The total rate constants for H + C2H2 + H = products
are comparable to (and at low temperatures are even larger than) those reported in
the previous sections for H + C2H2 + O2 = products, but since XO2 is typically much
higher than XH, the overall conversion rates for H + C2H2 + H are much smaller
than those for H + C2H2 + O2, which contribute to H + C2H2 + O2 being more
significant in the ignition delay time simulations presented in the previous sections.
Phenomenological rate constants for the non-Boltzmann reaction sequence H +
C2H2 + OH were also evaluated with C2H3 considered to be “merged” and with N2
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as the bath gas. In contrast to the calculations for H + C2H2 + O2 and H + C2H2 +
H, to reduce the computational time, the microcanonical rate constants for C2H
˚
3 +
OH = products were estimated using the effective temperature model of Jasper et al.
[93]. For this, the rate constants for the thermal reactions C2H3 + OH = products are
first evaluated using PAPR-MESS [92] using N2 as bath gas on the potential energy
surface from [76]; thermal rate constants for the C2H3 + OH = C2H2 + H2O reaction
were taken from [188]. The calculated channel-specific rate constants for H + C2H2 +
OH = products as a function of OH mole fraction at 1 atm and various temperatures
relevant to combustion are presented in Figure 6.10.
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Figure 6.10: Phenomenological rate constants for H + C2H2 + OH as a function of
OH mole fraction at 1 atm and various temperatures to different products: H + C2H2
+ OH = C2H4 +
3O / CH3 + CHO / H + CH3CO / H + CH2CHO /
3CH2 + CH2O
/ 1CH2 + CH2O / H2CCO + H2 / CH4 + CO / C2H2 + H2O.
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6.3.3 Implications for Combustion Kinetic Modeling
To evaluate the impact of non-Boltzmann reaction sequences on combustion modeling,
ignition delay times (IDTs, based on the largest temperature time derivative) under
constant-volume, adiabatic conditions are simulated using Cantera [12]. The model of
Glarborg and co-workers [188] is used as the nominal model for IDT simulations (due
to its favorable performance in predicting IDTs compared to other models[184]). In
the present model variants, H + C2H2 = C2H3 and C2H3 + O2 in the nominal model
were replaced with the present calculations. One model variant includes 70% prompt
dissociation of HCO in P6 (to match the nominal model [188]); another includes
100%, which trajectory calculations of Goldsmith et al. (unpublished) indicate is
more realistic. (Note that the nominal model [188] employs rate constants calculated
via the same ME1 [185] and ME2 [186] files used here, such that the nominal model
and model variant with 70% HCO prompt dissociation yield the same results in the
limit of XO2 Ñ 0, where C2H3 is thermalized prior to bimolecular reactions.)
Combustion simulations are performed to assess the impact of non-Boltzmann
C2H
˚
3 + O2 on ignition delay times. Simulations are performed using the Glarborg
model [188] and modified versions of it that incorporate calculated channel-specific
rate constants for H + C2H2 + O2 Ñ products. To be consistent with [188] and
allow more straightforward comparison, 70% of nascent HCO is assumed to promptly
dissociate to H + CO in one scenario. Another (more realistic) scenario where 100%
of HCO promptly dissociates is also considered.
Figure 6.11 shows the predicted IDTs at 1 atm and φ “ 1.3 in a C2H2/air mix-
ture. Including non-Boltzmann reaction sequences tend to increase the overall system
reactivity and reduce the IDTs. As the chain branching reaction H + C2H2 + O2
= O + CH2CHO promotes reactivity, the higher branching fractions to this channel
due to non-Boltzmann effects for high XO2 shorten IDTs (reaching a factor of „ 4).
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Figure 6.11: Ignition delay times for C2H2/air mixtures at 1 atm (top) and ratio of
calculated IDTs using Glarborg model [188] to those applying various modifications
denoted in legend (bottom).
of chemical activation energy to thermal energy is larger and the enhancement in
branching to O + CH2CHO is larger (Figure 6.5). Interestingly, if all nascent HCO
promptly dissociates, consistent with recent trajectory calculations by Goldsmith et
al. (unpublished), the predicted IDTs are a factor of 8 faster than predictions using
the nominal Glarborg model. Additional simulations for the XO2-dependence of IDTs
in Figure 6.12 also reveal substantial effects that even yield qualitatively different XO2
dependence.
Compared to the n-propyl reaction sequence [81] where reactions between non-
Boltzmann QOOH˚ and O2 were found to be important only at sub-atmospheric
pressures (e.g. „ 30 torr), significant impacts are observed in the current C2H
˚
3 + O2
system at higher pressures („ 1 atm). This difference is likely due to the presence









































1 atm, 800 K, 0.1 C2H2/O2/N2
Glarborg + CTR + all prompt HCO
Figure 6.12: Ignition delay times as a function of O2 mole fraction for C2H2/O2/N2
mixtures at 1 atm and 800 K using Glarborg model [188] and the modified versions
described in the previous sections.
(Figure 6.2), which can compete with the barrierless back dissociation channel to
C2H3 + O2 even at high energies. Therefore, C2H3O
˚
2 at higher energies can dissociate
in comparable branching fractions to O + CH2CHO and C2H3 + O2 (Figure 6.3)
rather than dominantly undergoing back dissociation, which serves to suppress non-
Boltzmann effects.
The impact of non-Boltzmann reaction sequences on the predicted Ignition De-
lay Times (IDTs) at 1 atm and 800 K are plotted in Figure 6.12 for C2H2/O2/N2
mixtures with 10% C2H2 and varied O2/N2 composition. Just as in Figure 6 in the
previous sections, inclusion of non-Boltzmann effects for C2H
˚
3 + O2 serves to reduce
the IDTs – with larger differences at higher O2 mole fraction. At intermediate to
high XO2 , the reductions in IDTs become quite pronounced (over an order of magni-
tude) and result in qualitatively different XO2 dependence – predicted IDTs without
non-Boltzmann effects increase with O2 mole fraction whereas predicted IDTs with
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non-Boltzmann effects decrease with O2 mole fraction. Such an O2 mole fraction
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Figure 6.13: Ignition delay times for C2H2/air mixtures at 1 atm (top) and ratio of
calculated IDTs using Glarborg model [188] to those applying various modifications
denoted in legend (bottom).
The impacts of association-back-dissociation energy transfer mechanism discussed
in section 6.3.1.3 on overall system reactivity are explored in Figures 6.13 and 6.14.
Interestingly, inclusion of these effects in kinetic modeling yields similar ignition delay
times, but improved quantification with regard to this energy transfer mechanism may
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1 atm, 800 K, 0.1 C2H2/O2/N2
Glarborg + CTR + biexponential (stronger α2)
Glarborg + CTR + biexponential (weaker
Glarborg + CTR + exponential
α2)
Figure 6.14: Ignition delay times as a function of O2 mole fraction for C2H2/O2/N2
mixtures at 1 atm and 800 K using Glarborg model [188] and the modified version
with H + C2H2 + X pathways.
6.4 Summary
A methodology for calculating rate constants for phenomenological reactions describ-
ing non-Boltzmann kinetic sequences spanning multiple potential energy surfaces is
presented. This method develops a framework to treat (albeit approximately) the
augmentation and diminishment of the energy distribution of rovibrationally excited
complexes reacting with thermally distributed third bodies and proposed an approach
to track the resultant energy distribution across multiple potential energy surfaces.
It also presents an approach to calculate the microcanonical E-resolved rate con-
stants for each non-Boltzmann kinetic sequence individually to facilitate application
of this method to an arbitrary number of master equations through recursion. The
present methodology is then implemented via an entirely automated workflow from
coupled master equations to phenomenological kinetic modeling — enabling tractable
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calculations over broader ranges of conditions or for different reaction sequences.
The automatic evaluation methodology was then applied to H + C2H2 + C result-
ing from C2H
˚
3 + C reactions involving C2H
˚
3 formed via H + C2H
˚
2 association. The
results for C = O2 reveal significant impacts of non-Boltzmann sequences on total
conversion rate from H, C2H2, and O2 to products, product branching fractions from
C2H
˚
3 + O2, and C2H
˚
2 ignition delay times. Not only was the impact of H + C2H2 +
C found to be substantial – as high as an order of magnitude – but also H + C2H2 +
C manifests in markedly different T and XO2 dependence – yielding signatures that
are likely observable experimentally.
For improved quantification of non-Boltzmann kinetic sequences, refined theories
and treatments can be developed with respect to the following assumptions in the
derivation of the present methodology:
• One of the major uncertainties of the present method comes from the treat-
ment of product energy partition between fragments of bimolecular species.
For a given system, this quantity can be determined using direct dynamics cal-
culations by preparing trajectories with different initial energies and fitting a
parametric model to the results (i.e., the method Goldsmith et al. employed to
derive the energy partition between OH and OQ’OOH [183]). However, such
calculations are normally expensive, the results are generally system-dependent
and thus not directly transferable to other reactions. In this regard, theories
and treatments based on first principles are likely to be more suitable and accu-
rate alternatives for the general implementation of non-Boltzmann calculations
for different types of gas-phase reactions.
• In the evaluation of microcanonical rate constants for reactions of rovibra-
tionally excited AB˚ complex with reactive collider C, the present method
employs the semi-microcanonical transition state theory, which assumes that
all reactant modes contribute equally to the reaction coordinate such that
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rate constants depend only on the total energy, yielding kAB+CÑ ppE,E
1q «
kAB+CÑ ppE ` E
1q. While its use provides an approach to include the energy
contribution from reactive collider C and to correctly reproduce thermal rate
constants for reactions AB + CÑ products in the limit of XC Ñ 0, this method
might not be appropriate for systems with inactive conserved modes (particu-
larly for barrierless reactions). Modified quantification can be achieved by con-
sidering the reaction path and only accounting for the energies in active modes
that contribute to the reaction coordinate in the evaluation of kAB+CÑ ppE,E
1q,
which will, of course, require more information (e.g., structures of reactants),
increase the complexity of the entire calculations, and also make automation of
the workflow less straightforward.
• In the present implementation, the reversibility of reactions of rovibrationally
excited complexes with reactive colliders at the interfaces between potential
energy surfaces is treated using a first-order approximation. More specifically,
the energy contained in C upon back dissociation of W˚1 , formed from associ-
ation of AB˚ and C, is assumed to be the same as C contributed to the W˚1
energy, such that AB˚ that reacts with C to form W˚1 that dissociates back
to AB˚ can still be considered to have not reacted at all. As discussed in the
first point above, such treatment of energy partition of W˚1 between AB˚ and C
might not be appropriate to represent the underlying physics, and, additionally,
such a treatment still neglects the association-back-dissociation energy transfer
mechanism, which was found to be important in quantifying the kinetic impacts
of non-Boltzmann sequences – i.e., increasing overall rates of conversion from
reactants to products, and altering the product branching fractions.
• To better isolate the investigate the distinct kinetics induced by reactive colli-
sions, the present calculations (and those presented in Chapter 5 for H + O2
+ H) were performed in a pure bath gas environment (i.e., M “ 1 in Eq.
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(2.3)). However, as discussed in Chapters 3 and 4, this is hardly the case for
realistic systems encountered in combustion and atmosphere chemistry – ne-
cessitating the inclusion of bath gas mixture effects in the future evaluation
of non-Boltzmann kinetic sequences. In fact, our preliminary results suggest
that since energy-transferring and reactive collisions compete for the popula-
tion of rovibrationally excited ephemeral complex formed from association of bi-
molecular reactants, the enhancement on overall rate of conversion of reactants
to products is smaller for a collider with either greater collision frequency or
larger average energy transferred per collision (as energy-transferring collisions
are now more efficient in consuming rovibrationally excited complexes), but
the same qualitative trends hold. Improved understanding of and appropriate
treatments for the mixture effects for complex systems with reactive collisions
are, therefore, important to the accurate representations of corresponding rate
constants in chemical kinetic models.
Refined theories and methodologies related to the above-mentioned microscopic
interactions are thus necessary to improve the understanding of and develop more
comprehensive representations for these processes in the non-Boltzmann kinetic se-
quences. Until then, the present methodology provides an efficient and ab initio based
approach to calculating rate constants for phenomenological reactions describing non-
Boltzmann kinetic sequences spanning multiple potential energy surfaces.
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Chapter 7
Concluding Remarks and Future Work
The kinetics of gas-phase reactions in mixtures were investigated using ab initio
master equation calculations to advance understanding of mixture effects induced
by energy-transferring collisions and the non-Boltzmann kinetic sequences induced
by reactive collisions – two important sources of structural uncertainty in the cur-
rent chemical kinetic studies – and to explore suitable representations for these in-
dividual kinetic effect and manifestation to be included in chemical kinetic models.
Theoretical and computational approaches were derived and distributed for general
implementation where, in particular, mixture rules were developed to evaluate the
multi-component pressure dependence in mixtures and an automated framework was
developed to calculate phenomenological rate constants for non-Boltzmann kinetic
sequences spanning across multiple couple potential energy surfaces. The proposed
theoretical and computational techniques were then implemented on a series of gas-
phase reaction systems of important to combustion and atmosphere chemistry to test
their performance and robustness. The results from these calculations were further
used to address the kinetic impacts and the corresponding implications of mixture
effects and non-Boltzmann kinetic sequences in the context of chemical kinetic mod-
eling and interpretation of experimental data. The key findings and conclusions with
regard to each of these two effects are summarized as follows:
With regard to bath gas mixture effects and mixture rules to represent multi-
component pressure dependence in mixtures:
(1) The master equation was solved analytically in the low-pressure limit for a
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single-well multi-channel system in a M-component mixture to advance the under-
standing of mixture effects under conditions where collisional activation is the most
important rate-limiting step for pressure-dependent reactions. It is found that the
channel-specific rate constants in mixtures are, in general, nonlinearly dependent
on the rate constants of its constituent components and such nonlinearity can be
well represented through activity coefficients, which describe the contribution of each
components to the quasi-steady-state distribution in the mixture. This nonlinear
dependence is found to approach to a linear one when all components, on average,
transfer the same among of energy per-collision, α (i.e., colliders only differ in terms
of collision frequencies, Z), or when all components are in the limit of strong/weak
collisions. Calculations using analytical solutions show very good agreements with
numerical solutions of master equation, indicating that the analytically derived ac-
tivity coefficients provide an accurate representation of the nonlinear interactions
among mixture components in the low-pressure limit. While the present derivations
were performed for single-well systems, similar derivations for multi-well systems will
be beneficial for the improved quantification of mixture effects and development of
generalized mixture rules for a wide variety of bath gases and reaction systems.
(2) For collision activated channels, the nonlinearity of mixture effects persist in
the intermediate falloff pressure regime and gradually approach linearity as pressure
approaches the high-pressure limit, making classic linear mixture rule (LMR,P) not
exact at pressures below high-pressure limit. However, the opposite occurs for the
chemically activated channels where LMR,P is exact in the low-pressure limit while
deviates the most from master equation calculations in the high-pressure limit. As a
result, the trends obtained for single-well single-channel reactions (refs. [52, 73, 127])
are not directly transferable to multi-channel reactions. More specifically, in contrast
to single-channel reactions where LMR,P always underestimates the rate constants,
LMR,P may underestimate or overestimate the channel-specific rate constants, and
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the sign and magnitude of deviations from LMR,P (compared to master equation
calculations) for the same channel can be different in different pressure regimes. In
both single-well and multi-well systems, the maximum deviations from LMR,P can
be as high as a factor of „ 50, much greater than the deviations observed in single-
channel reaction (on the order of 50%). While both reduced-pressure-based mixture
rules (LMR,R and NMR,R) yield much smaller deviations across all pressure regimes.
For mixtures whose components differ only in collision frequency, both LMR,R and
NMR,R are exact for all channels across all pressures, while for mixtures whose com-
ponents differ only in the average energy transferred per collision, the maximum de-
viations from LMR,R reach „ 20% (for all channels in both single-well and multi-well
reactions) and the maximum deviations from NMR,R reach „ 10% (for all channels in
single-well reactions). Note that we expect that the functional form and pseudo-code
for implementing NMR,R in Chapter 3 are also applicable for multi-well reactions as
long as correct activity coefficients are solved from corresponding master equation.
(3) The performance of various mixture rules representing multi-component pres-
sure dependence was evaluated for a series systems at thermodynamic conditions
pT {P {Xq relevant to combustion via comparisons against master equation calcula-
tions in Chapter 4. For all systems, the reduced-pressure-based mixture rules were
found to exhibit much lower deviations (reaching „ 20% for LMR,R and „ 10% for
NMR,R) for typical combustion mixtures. Kinetic simulations of common combus-
tion parameters have suggested that mixture effects can have noticeable impacts on
global reactivity that exceed typically quoted experimental uncertainties and can be
comparable to those motivating rate parameter adjustments in modeling studies to
reproduce combustion measurements. But the mixture rules would yield a physics-
based extrapolations from the experimental conditions and, therefore, could be im-
portant for reliable extrapolation to different mixture conditions in future kinetic
modeling. It has also been demonstrated that impacts imposed by mixture effects
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are as strong as, if not stronger than, those from HCO prompt dissociation for the
considered conditions, and for some systems, mixture effects may serve as a plausible
explanation for the rate parameter adjustments. The reduced-pressure-based mix-
ture rules are therefore recommended for use in chemical kinetics research of reacting
mixtures, including interpretations of experimental data and reacting flow codes. We
have been distributing the script to implement these reduced-pressure-based mixture
rules and are also communicating with the developers of chemical reacting flow codes
about including them in the future updates.
With regard to reaction emergent from non-Boltzmann kinetic sequences and ways
to represent the distinct kinetic manifestations in chemical kinetic models:
(1) Master equation calculations have demonstrated that non-Boltzmann kinetic
sequences induced by reactive collisions of rovibrationally excited ephemeral com-
plexes AB˚ with reactive third bodies C can both (i) increase the overall rate of
conversion of reactants to product and (ii) alter the branching ratios among final
products. The first is possible because the finite lifetime of the ephemeral A + B =
AB˚ complexes enables the reactions between AB˚ and C that remove the flux of AB˚
that would otherwise dissociate back to (A + B)˚. This kinetic effect is strongest
at conditions where collisions are among the rate-limiting steps (i.e., pressures below
the high-pressure limit) and where the rates of reactive collisions are fast enough
compared to the rates of energy-transferring collisions (i.e., at sufficient high XC).
The second is possible because the rovibrationally excited AB˚ complexes exhibit
different microcanonical kinetics when reacting with C from the thermal AB + C
reactions, thus, the rovibrational excitation of AB˚ influences the products formed
in reactive collisions with C. This kinetic effect is strongest at conditions where the
ratio of reactive collision rates to energy-transferring collision rates is not sufficiently
small, and the kinetic effect persists in all pressure regimes.
(2) The phenomenological rate constants for all reactions emergent from the sys-
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tem – termolecular association A + B (+M) = AB (+M), chemically termolecular A
+ B + C = products, and bimolecular AB + B = products – exhibit a rich P and XC
dependence. The rate constants for chemically termolecular reactions present similar
qualitative pressure dependence as chemically activated reactions where they are con-
stant in the low-pressure limit, then falloff at intermediate falloff regime, and finally
linearly decrease with pressure in the high-pressure limit. At fixed P , the pseudo-
second-order rate constants for chemically termolecular reactions increase with XC
while those for chemically association reactions decrease with XC – suggesting that
they compete with each other for the population of rovibrationally excited AB˚ and
hence making rate constants for termolecular association reactions approach con-
stants values in the high-pressure limit that are blow the corresponding capture rate
constants. The rate constants for all emergent phenomenological reactions become
independent of XC in the limit of XC Ñ 0, and in this limit the rate constants for ter-
molecular association reactions and bimolecular reactions approach their equivalent
values in thermal A + B (+M) = AB (+M) and AB + C = products reactions.
(3) At high mole fractions of reactive colliders, the rates of reactive collisions
become comparable to the rates of energy-transferring collisions, making some chem-
ically significant eigenvalues of master equation approach the inferior of internal en-
ergy relaxation. Namely, certain complexes on the potential energy surface react on
timescales comparable to those not resolved in chemical kinetic models and hence
cease to be well-defined chemical species phenomenologically. The fact that certain
complexes are well-defined at low XC but not at high XC makes representing the
distinct kinetics induced by reactive collisions difficult in chemical kinetic models un-
der the current framework of reacting flow codes. In this dissertation, one possible
methodology to represent the kinetics induced by reactive collisions under current
framework of reacting flow codes was presented for H + O2 + H reactions based on
quasi-steady-state assumption for HO˚2 complex, which was found to accurately repro-
252
duce master equation calculations across pT {P {Xq ranges of relevant to combustion
applications. In practice, any representation to include the distinct kinetics induced
by reactive collisions would need to appropriately represent the enhancements to the
overall rate of conversion for A + B and the altered overall branching ratios among
final products for the range of XC considered.
(4) A fully automated methodology for tracking energy distributions across mul-
tiple potential energy surfaces and calculating rate constants for phenomenological
reactions describing corresponding non-Boltzmann kinetic sequences was presented
in Chapter 6 and implemented using in-house script in Appendix B. This methodol-
ogy can be employed through recursion to couple an arbitrary number of potential
energy surfaces, propagate reacting energy distributions along these PESs, and eval-
uate the phenomenological kinetic parameters for non-Boltzmann kinetic sequences
induced by reactive collisions. An entirely automated workflow from coupled master
equation to phenomenological kinetic modeling was developed and distributed to the
general public, which enables tractable calculations over board ranges of conditions
or for different reaction sequences. This methodology was then applied to evaluate
the non-Boltzmann H + C2H2 + C sequence with C = O2, H, and OH. Similar to
other systems discussed in this dissertation, the results reveal significant impacts of
non-Boltzmann sequences on total rates of conversion from reactants to products and
overall product branching fractions, compared to those observed in the equivalent
thermal sequential pathways. The results has also indicated that non-Boltzmann
kinetic sequences can have substantial impacts on overall system global reactivity
– yielding significantly different dependence of C2H2/air ignition delay times with
temperature and O2 mole fraction.
Going forward, improved quantification of multi-component pressure dependence
can be achieved by (i) reducing uncertainties in the evaluations of kpT, P,Xq across
board ranges of T , P , and X and (ii) improved abilities to represent kpT, P,Xq
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over board ranges of T , P , and X conditions for general implementation in chemical
kinetic studies. The first aspect will benefit from improved characterization of col-
lision energy-transferring (and also angular-momentum transferring) parameters for
a wide variety of bath gases and reactant complexes (from direct dynamics calcu-
lations and/or experimental determinations). Additionally, two-dimensional master
equation calculations that employ a priori energy- and angular-momentum-transfer
kernel will also help reduce the uncertainties in rate constants determinations (as
discussed in Chapter 2). The second aspect will benefit from incorporating the more
accurate reduced-pressure-based mixture rules in Chapter 3 in the current reacting
flow codes (as we have already been doing in collaboration with developers of com-
bustion codes). Additionally, more extensive evaluation and testing of mixture rules
on different reaction types and mixture compositions will be valuable for a better
understanding of their robustness and performance. Last but not least, extended an-
alytical solutions to one-dimensional master equation with multiple potential energy
wells and to two-dimensional master equation will be valuable for deriving activity
coefficients that are required for implementing the most accurate nonlinear mixture
rule in reduced pressure (NMR,R) for general gas-phase reaction systems.
Improved quantification of non-Boltzmann kinetic sequences induced by reactive
colliders can be achieved by (i) improving theoretical and computational approaches
employed in the propagation of reacting energy distributions across coupled poten-
tial energy surfaces and (ii) developing comprehensive expression in chemical re-
acting flow codes that are capable of accommodating a rich T {P {X dependence of
complex-forming reactions in mixtures of both distinct energy-transferring and reac-
tive components. The first aspect will require developing fundamental theories and
computational methods to better quantify the microscopic molecular behaviors at
the interfaces between two connecting potential energy surfaces, including, but not
limited to, product energy partitioning between bimolecular fragments, microcanon-
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ical rate constants for AB˚ + C reactions, and association-back-dissociation energy
transfer mechanism (as discussed in section 6.4). The second aspect will require
modifications to the current framework of chemical reacting flow codes to allow ex-
pressions capable of representing both XC and P dependence of the rate constants
for all reactions emergent from complex systems with reactive collisions – i.e., ter-
molecular association, chemically termolecular, and bimolecular reactions. Moreover,
new mixture rules will need to be developed to describe the distinct kinetics induced
by reactive collisions and represent the multi-component pressure dependence for all
reactions in mixture of both energy-transferring and reactive colliders.
Until then, the methodologies and results presented in this dissertation provide an
effective and accurate approach to quantify and represent both bath gas mixture ef-
fects and non-Boltzmann kinetic sequences, which can be straightforwardly employed
(for example, via the scripts in the Appendices) for general gas-phase chemical kinet-
ics applications and studies.
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L. Sheps. Multiscale Informatics for Low-Temperature Propane Oxidation:
Further Complexities in Studies of Complex Reactions. J. Phys. Chem. A,
119(28):7095–7115, 2015.
[31] C. E. LaGrotta, M. C. Barbet, L. Lei, and M. P. Burke. Towards a High-
Accuracy Kinetic Database Informed by Theoretical and Experimental Data:
CH3 + HO2 as a Case Study. Proc. Combust. Inst., 38(1):1043–1051, 2021.
[32] H. Wang and D. A. Sheen. Combustion Kinetic Model Uncertainty Quantifi-
cation, Propagation and Minimization. Prog. Energy Combust. Sci., 47:1–31,
2015.
[33] Y. Tao, G. P. Smith, and H. Wang. Critical Kinetic Uncertainties in Modeling
Hydrogen/Carbon Monoxide, Methane, Methanol, Formaldehyde, and Ethylene
Combustion. Combust. Flame, 195:18–29, 2018.
[34] B. Ruscic, R. E. Pinzon, M. L. Morton, G. von Laszevski, S. J. Bittner, S. G.
Nijsure, K. A. Amin, M. Minkoff, and A. F. Wagner. Introduction to Active
258
Thermochemical Tables: Several “Key” Enthalpies of Formation Revisited. J.
Phys. Chem. A, 108(45):9979–9997, 2004.
[35] W. Ji and S. Deng. Autonomous Discovery of Unknown Reaction Pathways from
Data by Chemical Reaction Neural Network. J. Phys. Chem. A, 125(4):1082–
1092, 2021.
[36] L. Vereecken, B. Aumont, I. Barnes, J. W. Bozzelli, M. J. Goldman, W. H.
Green, S. Madronich, M. R. Mcgillen, A. Mellouki, J. J. Orlando, B. Picquet-
Varrault, A. R. Rickard, W. R. Stockwell, T. J. Wallington, and W. P. L. Carter.
Perspective on Mechanism Development and Structure-Activity Relationships
for Gas-Phase Atmospheric Chemistry. Int. J. Chem. Kinet., 50(6):435–469,
2018.
[37] X. Chen and C. F. Goldsmith. Accelerating Variational Transition State Theory
via Artificial Neural Networks. J. Phys. Chem. A, 124(5):1038–1046, 2020.
[38] D. G. Truhlar, B. C. Garrett, and S. J. Klippenstein. Current Status of
Transition-State Theory. J. Phys. Chem., 100(31):12771–12800, 1996.
[39] M. P. Burke, S. J. Klippenstein, and L. B. Harding. A Quantitative Explanation
for the Apparent Anomalous Temperature Dependence of OH + HO2 = H2O +
O2 through Multi-Scale Modeling. Proc. Combust. Inst., 34(1):547–555, 2013.
[40] R. Van de Vijver, K. M. Van Geem, and G. B. Marin. On-The-Fly ab initio Cal-
culations toward Accurate Rate Coefficients. Proc. Combust. Inst., 37(1):283–
290, 2019.
[41] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb,
J. R. Cheeseman, G. Scalmani, V. Barone, G. A. Petersson, H. Nakatsuji,
X. Li, M. Caricato, A. V. Marenich, J. Bloino, B. G. Janesko, R. Gomperts,
B. Mennucci, H. P. Hratchian, J. V. Ortiz, A. F. Izmaylov, J. L. Sonnen-
berg, D. Williams-Young, F. Ding, F. Lipparini, F. Egidi, J. Goings, B. Peng,
A. Petrone, T. Henderson, D. Ranasinghe, V. G. Zakrzewski, J. Gao, N. Rega,
G. Zheng, W. Liang, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa,
M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, K. Throssell,
J. A. Montgomery, Jr., J. E. Peralta, F. Ogliaro, M. J. Bearpark, J. J. Heyd,
E. N. Brothers, K. N. Kudin, V. N. Staroverov, T. A. Keith, R. Kobayashi,
J. Normand, K. Raghavachari, A. P. Rendell, J. C. Burant, S. S. Iyengar,
J. Tomasi, M. Cossi, J. M. Millam, M. Klene, C. Adamo, R. Cammi, J. W.
Ochterski, R. L. Martin, K. Morokuma, O. Farkas, J. B. Foresman, and D. J.
Fox. Gaussian 16 Revision C.01, 2016. Gaussian Inc. Wallingford CT.
[42] H. J. Werner, P. J. Knowles, G. Knizia, F. R. Manby, and M. Schütz. Molpro:
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Script for Mixture Rules
1 ”””
2
3 Reduced−pressure −based mixture r u l e s f o r eva lu t i ng multi−component
p r e s su r e dependence .
4
5 Reference :
6 [ 1 ] Le i Lei , Michael P . Burke . Bath gas mixture e f f e c t s on
mult ichanne l r e a c t i o n s : In−s i g h t s and r e p r e s e n t a t i o n s f o r systems
beyond s i n g l e −channel r e a c t i o n s . J . Phy . Chem.A, 123(3) :631 −649 ,
2019 .
7 [ 2 ] Le i Lei , Michael P . Burke . Evaluat ing the performance o f bath
gas mixture r u l e s f o r g e n e r a l implementation in chemica l l y r e a c t i n g
f low codes : Tests f o r multi−wel l , multi−channel r e a c t i o n s . 12 th U. S .
Nat iona l Combustion Meeting , Texas , USA, 2021 .
8
9 @author : Le i Le i
10 ”””
11
12 import numpy as np
13 import types , sys
14 from sympy . s o l v e r s import s o l v e
15 from sympy import Symbol




20 de f LMR R(T, P, X, e i g 0 , k P ) :
21 ”””
22 Linear mixture r u l e in reduce p r e s su r e f o r a mixture c o n s i s t i n g
o f M components .
23 Input :
24 T: f l o a t , l o c a l temperature , K;
25 P: f l o a t , l o c a l pres sure , atm ;
26 X: l i s t o f shape (M, ) , l o c a l mixture compos it ion ;
27 e i g 0 : l i s t o f shape (M, ) , abso lu t e value o f l e a s t negat ive
chemica l l y s i g n i f i c a n t
28 e i g enva lue in the low−pre s su r e l i m i t f o r each
component ;
29 k P : l i s t o f 2d−a r r a i e s or funct i ons , used to eva luate
channel−s p e c i f i c r a t e c o e f f i c i e n t s
30 at g iven T,P. I f l i s t o f 2d−a r r a i e s , each 2d−array
should have pr e s su r e and the
31 corre spond ing ra t e c o e f f i c i e n t at cons ide r ed
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temperature ; i f l i s t o f funct i ons ,
32 each func t i on should take T,P and c a l c u l a t e ra t e
c o e f f i c i e n t .
33 Ouput :
34 k LMR, f l o a t , r a t e c o e f f i c i e n t s eva luated us ing LMR,R.
35 ”””
36
37 e i g 0 mix = np . sum(np . array (X) ∗ np . array ( e i g 0 ) )
38 P i = P ∗ e i g 0 mix / np . array ( e i g 0 )
39 x t i l d e = np . array ( e i g 0 ) ∗ np . array (X) / e i g 0 mix
40
41 temp = [ ]
42 # c a l c u l a t e ra t e c o e f f i c i e n t s at reuduce p r e s su r e
43 f o r i , p in enumerate ( P i ) :
44 i f i s i n s t a n c e ( k P [ i ] , types . FunctionType ) :
45 t ry :
46 temp . append ( k P [ i ] (T, p) )
47 except :
48 sys . e x i t ( ” Function k P (T,P) takes two v a r i a b l e s . ” )
49 # i f 2d−a r r a i e s are used , i n t e r p o l a t e us ing PLOG formula
50 e l i f type ( k P [ i ] ) == np . ndarray :
51 # l o c a t e the p r e s su r e o f i n t e r e s t
52 P loc = np . sum( k P [ i ] [ 0 , : ] < p)
53 # i n t e r p o l a t e us ing PLOG form
54 k temp = 10 ∗∗ (np . log10 ( k P [ i ] [ 1 , P loc ] ) + (np . log10 ( k P [ i
] [ 1 , P loc +1]) − np . log10 ( k P [ i ] [ 1 , P loc ] ) ) /
55 (np . log10 ( k P [ i ] [ 0 , P loc +1]) − np . log10 ( k P [ i
] [ 0 , P loc ] ) ) ∗ (np . log10 (P) + np . log10 ( e i g 0 mix ) − np . log10 ( k P [ i
] [ 0 , P loc ] ) − np . log10 ( e i g 0 [ i ] ) ) )
56 temp . append ( k temp )
57 # wrighted sum to get LMR,R
58 k LMR = np . sum(np . array ( temp ) ∗ x t i l d e )
59
60 re turn k LMR
61
62 de f a c t i v i t y c o e f f i c i e n t (T, X, Z , de l t a e d , Fe ) :
63 ”””
64 Solve f o r the a c t i v i t y c o e f f i c i e n t s f o r a s i n g l e −we l l system in
a mixture c o n s i s t i n g o f M components .
65 Input :
66 T: f l o a t , l o c a l temperature , K;
67 P: f l o a t , l o c a l pres sure , atm ;
68 X: l i s t o f shape (M, ) , l o c a l mixture compos it ion ;
69 Z : l i s t o f shape (M, ) , c o l l i s i o n f r equence s o f each
component , s −1;
70 d e l t a e d : l i s t o f shape (M, ) , averaged energy t r a n s f e r r e d
per downward c o l l i s i o n , cm−1;
71 Fe : f l o a t , energy dependence o f the dens i ty o f s t a t e s o f the
complex near the lowest decomposit ion th re sho ld .
72 Output :
73 f : l i s t o f shape (M, ) , a c t i v i t y c o e f f i c i e n t s at the l o c a l




76 k B = 0.695034800 # Boltzmann constant in cm−1 K−1
77 d e l t a e u = np . array ( d e l t a e d ) ∗ Fe ∗ k B ∗ T / (np . array ( d e l t a e d
) + Fe ∗ k B ∗ T)
78 x hat = np . array (X) ∗ np . array (Z) / np . sum(np . array (X) ∗ np . array (Z)
)
79
80 D = Symbol ( ’D ’ )
81 # Create equat ion f o r D ’ s
82 f D = lambda D: −np . sum ( [ x hat [ i ] ∗ D ∗∗ 2 / ( ( d e l t a e d [ i ] + D) ∗ (
d e l t a e u [ i ] − D) ) f o r i in range ( l en (X) ) ] )
83 # s o l v e f o r the equat ion
84 D step = np . array ( [ i . a s r e a l i m a g ( ) [ 0 ] f o r i in s o l v e ( f D (D) − 1 . , D
) ] )
85 # drop the negat ive r e s u l t s
86 D step = D step [ D step >= 0 ]
87
88 i f l en ( D step ) == len (X) :
89 c o f f m a t r i x = Matrix ( [ [ D step [ i ] / ( d e l t a e u [ j ] − D step [ i ] )
f o r i in range ( l en (X) ) ] f o r j in range ( l en (X) ) ] )
90 C step = c o f f m a t r i x . inv ( )
91 C step = C step . dot ( Matrix (−1. ∗ np . ones ( l en (X) ) ) )
92 # i f the re are z e ro s in the X array
93 e l s e :
94 temp = np . z e r o s (X. shape )
95 temp C = np . z e r o s (X. shape )
96 temp [X>0] = D step [ : ]
97 temp D = temp [X>0]
98 D step = temp
99 temp belta = d e l t a e u [X>0]
100 c o f f m a t r i x = Matrix ( [ [ temp D [ i ] / ( temp belta [ j ] − temp D [ i ] )
f o r i in range ( l en ( temp D ) ) ] f o r j in range ( l en ( temp D ) ) ] )
101 # pr in t ( c o f f m a t r i x )
102 C step = c o f f m a t r i x . inv ( )
103 temp C [X>0] = C step . dot ( Matrix (−1. ∗ np . ones ( l en (X) −1) ) )
104 C step = temp C
105
106 f l i s t = ( d e l t a e d + Fe ∗ k B ∗ T) / ( d e l t a e d + d e l t a e u ) ∗ ( 1 .
− np . array ( [ np . sum( C step ∗ D step / ( d e l t a e d [ i ] + D step ) ) f o r i
in range ( l en (X) ) ] ) )
107 re turn [ f l o a t ( x ) f o r x in f l i s t ]
108
109 de f NMR R(T, P, X, k 0 , f , k P ) :
110 ”””
111 Nonl inear mixture r u l e in reduce p r e s su r e f o r a mixture
c o n s i s t i n g o f M components .
112 Input :
113 T: f l o a t , l o c a l temperature , K;
114 P: f l o a t , l o c a l pres sure , atm ;
115 X: l i s t o f shape (M, ) , l o c a l mixture compos it ion ;
116 k 0 : l i s t o f shape (M, ) , r a t e c o e f f i c i e n t s in the low−
pre s su r e l i m i t f o r each component ;
117 f : l i s t o f shape (M, ) , a c t i v i t y c o e f f i c i e n t s f o r each
component ;
118 k P : l i s t o f 2d−a r r a i e s or funct i ons , used to eva luate
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channel−s p e c i f i c r a t e c o e f f i c i e n t s
119 at g iven T,P. I f l i s t o f 2d−a r r a i e s , each 2d−array
should have pr e s su r e and the
120 corre spond ing ra t e c o e f f i c i e n t at cons ide r ed
temperature ; i f l i s t o f funct i ons ,
121 each func t i on should take T,P and c a l c u l a t e ra t e
c o e f f i c i e n t .
122 Ouput :
123 k NMR, f l o a t , r a t e c o e f f i c i e n t s eva luated us ing NMR,R.
124 ”””
125
126 k 0 mix = np . sum(np . array (X) ∗ np . array ( k 0 ) ∗ np . array ( f ) )
127 P i = P ∗ k 0 mix / (np . array ( k 0 ) )
128 x t i l d e = np . array ( k 0 ) ∗ np . array (X) ∗ np . array ( f ) / k 0 mix
129
130 temp = [ ]
131 # c a l c u l a t e ra t e c o e f f i c i e n t s at reuduce p r e s su r e
132 f o r i , p in enumerate ( P i ) :
133 i f i s i n s t a n c e ( k P [ i ] , types . FunctionType ) :
134 t ry :
135 temp . append ( k P [ i ] (T, p) )
136 except :
137 sys . e x i t ( ” Function k P (T,P) takes two v a r i a b l e s . ” )
138 # i f 2d−a r r a i e s are used , i n t e r p o l a t e us ing PLOG formula
139 e l i f type ( k P [ i ] ) == np . ndarray :
140 # l o c a t e the p r e s su r e o f i n t e r e s t
141 P loc = np . sum( k P [ i ] [ 0 , : ] < p)
142 # i n t e r p o l a t e us ing PLOG form
143 k temp = 10 ∗∗ (np . log10 ( k P [ i ] [ 1 , P loc ] ) + (np . log10 ( k P [ i
] [ 1 , P loc +1]) − np . log10 ( k P [ i ] [ 1 , P loc ] ) ) /
144 (np . log10 ( k P [ i ] [ 0 , P loc +1]) − np . log10 ( k P [ i
] [ 0 , P loc ] ) ) ∗ (np . log10 (P) + np . log10 ( k 0 mix ) − np . log10 ( k P [ i ] [ 0 ,
P loc ] ) − np . log10 ( k 0 [ i ] ) ) )
145 temp . append ( k temp )
146 # wrighted sum to get NMR,R
147 k NMR = np . sum(np . array ( temp ) ∗ x t i l d e )
148
149 re turn k NMR
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6 [ 1 ] Le i Lei , Michael P . Burke , An Extended Methodology f o r Automated
C a l c u l a t i o n s o f Non−Boltzmann Kinet i c Sequences : H + C2H2 + X and
Combustion Impact . Proceed ings o f the Combustion I n s t i t u t e , 38 :
433−440 , 2021 .
7
8 @author : Le i Le i
9 ”””
10
11 import Mess executor as ME
12 import numpy as np
13 from sc ipy . s t a t s import norm
14 import os , sys
15
16 c l a s s PES( ) :
17
18 de f i n i t ( s e l f , nominal src , nominal MESS , cond i t i ons ,
hot branching , swd , ped output , new dir=True ) :
19 s e l f . c o n d i t i o n s = c o n d i t i o n s # a l i s t in the order o f
temperatuer l i s t , p r e s su r e l i s t , and energy g r id
20 s e l f . hot = hot branching # a l i s t in the order o f hot sp e c i e s ,
s t a r i n g energy l e v e l ( kca l /mol ) , energy sapc ing ( kca l /mol ) , and
number o f energy l e v e l s to eva luate
21 s e l f . MESS fi le = nominal MESS
22 s e l f . ME model = ME. Mess Executor ( nominal src , nominal MESS ,
c o n d i t i o n s )
23 s e l f . ME model . execute MESS ( nominal MESS , hot branching ,
ped output , new dir )
24 s e l f . swd = s e l f . ME model . swd + ’ / ’ # s p e c i e s c a l c u l a t i o n
d i r e c t o r y
25 s e l f .mwd = s e l f . ME model .mwd # main d i r e c t o r y the conta in s a l l
the source codes
26 # f o r debugging
27 #s e l f . swd = swd
28 #s e l f .mwd = ’/home/ lab− l e i /Documents/AutoNonBoltzmann / ’
29
30 de f ex t r a c t ho t b ranch ing ( s e l f ) :
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31 ””” Extract hot branching f r a c t i o n s . ”””
32 with open ( s e l f . swd + s e l f . MESS fi le . s p l i t ( ’ . ’ ) [0 ]+ ’ . l og ’ , ’ r ’ )
as l og :
33 l i n e s = log . r e a d l i n e s ( )
34 h o t e l e v e l s = [ ]
35 b r a n c h i n g r a t i o = [ ]
36 b r a n c h i n g l i n e = 1 e10
37 f o r n , l i n e in enumerate ( l i n e s ) :
38 l i n e = l i n e . s t r i p ( )
39 i f l i n e . s t a r t s w i t h ( ’ Hot d i s t r i b u t i o n branching r a t i o s ’ ) :
40 b r a n c h i n g l i n e = n + 2
41 i f n >= b r a n c h i n g l i n e :
42 i f not l i n e . s t a r t s w i t h ( s e l f . hot [ 0 ] ) :
43 break
44 e l s e :
45 h o t e l e v e l s . append ( f l o a t ( l i n e . s p l i t ( ) [ 1 ] ) )
46 b r a n c h i n g r a t i o . append ( [ f l o a t ( x ) f o r x in l i n e . s p l i t
( ) [ 2 : ] ] )
47 s e l f . hot e = np . array ( h o t e l e v e l s )
48 s e l f . branching = np . array ( b r a n c h i n g r a t i o )
49 os . chd i r ( s e l f .mwd)
50
51 de f ex t rac t ped branch ing ( s e l f , e n e r g y l e v e l , t a r g e t ) :
52 ””” Extract ped p r o b a b i l i t i e s f o r t a r g e t s p e c i e s . ”””
53 with open ( s e l f . swd + ’ ped . out ’ , ’ r ’ ) as l og :
54 l i n e s = log . r e a d l i n e s ( )
55 header = ’ I n i t i a l we l l : %s I n i t i a l energy [ kca l /mol ] = %s ’ %( s e l f .
hot [ 0 ] , e n e r g y l e v e l )
56 s e c t i o n f l a g = False
57 ped e = [ ]
58 p e d p r o b a b i l i t y = [ ]
59 # l o c a t e the s e c t i o n and e x t r a c t the data
60 f o r l i n e in l i n e s :
61 i f l i n e . s t r i p ( ) == header :
62 s e c t i o n f l a g = True
63 cont inue
64 i f s e c t i o n f l a g :
65 l i n e = l i n e . s t r i p ( )
66 # determine the l o c a t i o n o f t a r g e t s p e c i e s
67 i f l i n e . s t a r t s w i t h ( ’E ’ ) :
68 l i n e = l i n e . s p l i t ( )
69 t ry :
70 ind = l i n e . index ( t a r g e t ) − 1
71 except ValueError :
72 sys . e x i t ( ”No such s p e c i e s %s in the PED output
. . . ” %t a r g e t )
73 e l s e :
74 t ry :
75 l i n e = l i n e . s p l i t ( )
76 ped e . append ( f l o a t ( l i n e [ 0 ] ) )
77 p e d p r o b a b i l i t y . append ( f l o a t ( l i n e [ i n t ( ind ) ] ) )
78 except IndexError :
79 s e c t i o n f l a g = False
80 break
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81 re turn np . array ( ped e ) , np . array ( p e d p r o b a b i l i t y )
82
83 de f p e d p a r t i t i o n p r o b ( s e l f , incoming e , e x i t e ) :
84 ””” Energy p a r t i t i o n between b imo lecu la r s p e c i e s .
85 Input :
86 incoming e : l i s t , e n e r g i e s f o r incoming complex in kca l
/mol .
87 e x i t e : f l o a t , energy f o r e x i t fragment in kca l /mol .
88 Output :
89 r e s u l t p : l i s t , p r o b a b i l i t i e s o f complexes with
e n e r g i e s in incoming e to form fragment with e x i t e .
90 ”””
91 # ! ! ! ! ! This func t i on needs to be f u r t h e r modify based on
s t a t i s t i c a l mechanical t h e o r i e s .
92 # Currently , the p a r t i t i o n from Goldsmith et a l . PCI 2015
i s useda as a p l a c eho ld e r .
93
94 mu = lambda E: −18.9 + 0 .8 ∗ E
95 var = lambda E: 5 .6 + 0 .2 ∗ E
96
97 r e s u l t p = [ ]
98 f o r e in incoming e :
99 mu e = mu( e )
100 var e = var ( e )
101 r e s u l t p . append (norm . pdf ( e x i t e , mu e , var e ) )
102
103 re turn np . array ( r e s u l t p )
104
105 de f p e d p r o b a b i l i t y ( s e l f , ta rget , e x i t e l e v e l s ) :
106 ””” Ca lcu la te the ped probab i l i t y , which i s de f i ned as the
p r o b a b i l i t y that complex e n t e r s with energy E and fragment e x i t with
energy E ’ . Output i s a second−dimens iona l t enso r with each column
being p r o b a b i l i t y f o r complex at energy E. ”””
107
108 s e l f . e x t r a c t ho t b ranch ing ( )
109 s e l f . e x i t e l e v e l s = e x i t e l e v e l s
110 r e s u l t = np . z e r o s ( ( l en ( e x i t e l e v e l s ) , l en ( s e l f . hot e ) ) )
111 # norma i l i z e ped branching
112 f o r j , e n t e r e in enumerate ( s e l f . hot e ) :
113 ped e , ped prob e = s e l f . ex t rac t ped branch ing ( ente r e ,
t a r g e t )
114 ped prob e = ped prob e / (np . sum( ped prob e , a x i s =0) )
115 d e l t a e = abs ( ped e [ 1 ] − ped e [ 0 ] )
116 f o r i , e x i t e in enumerate ( e x i t e l e v e l s ) :
117 p a r t i t i o n p r o b = s e l f . p e d p a r t i t i o n p r o b ( ped e , e x i t e )
118 temp = ped prob e ∗ p a r t i t i o n p r o b
119 r e s u l t [ i , j ] = np . sum( temp [ 1 : ] + temp [ : −1 ] ) / 2 . ∗
d e l t a e
120 s e l f . ped prob = r e s u l t
121 os . chd i r ( s e l f .mwd)
122
123 de f concent ra t i on ( s e l f , T, P) :
124 # c a l c u l a t e bath gas concent ra t i on in molecule cm−3, P and T
should be in t o r r and K
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125 re turn P / (62 .36359822 ∗ T) / 1000 ∗ 6.0221409E+23
126
127 c l a s s entrance PES ( ) :
128 ”””
129 Entrance PES i s where the non−Boltzmann ra t e cons tant s are
c a l c u l a t e d .
130 ”””
131
132 de f i n i t ( s e l f , nominal src , nominal MESS , cond i t i ons ,
b imo lecu la r ke , f ragment dens i ty ) :
133 s e l f . c o n d i t i o n s = c o n d i t i o n s # a l i s t in the order o f
temperatuer l i s t , p r e s su r e l i s t , and energy g r id
134 s e l f . MESS fi le = nominal MESS
135 s e l f . ME model = ME. Mess Executor ( nominal src , nominal MESS ,
c o n d i t i o n s )
136 s e l f . swd = s e l f . ME model . swd + ’ / ’ # s p e c i e s c a l c u l a t i o n
d i r e c t o r y
137 s e l f .mwd = s e l f . ME model .mwd # main d i r e c t o r y the conta in s a l l
the source codes
138
139 # read user−s p e c i f i e d E−r e s o l v e d microcanon ica l r a t e cosntant s
f o r b imo lecu la r r e a c t i o n W + X, and dens i ty o f s t a t e s f o r X
140 f o r f in [ b imo lecu la r ke , f ragment dens i ty ] :
141 t ry :
142 with open ( f , ’ r ’ ) as fhand :
143 l i n e s = fhand . r e a d l i n e s ( )
144 temp e = [ ] # assume in cm−1
145 temp = [ ]
146 f o r l i n e in l i n e s :
147 l i n e = l i n e . s t r i p ( ) . s p l i t ( )
148 temp e . append ( f l o a t ( l i n e [ 0 ] ) )
149 temp . append ( f l o a t ( l i n e [ 1 ] ) )
150 except IOError :
151 sys . e x i t ( ’ Cannot f i n d the f i l e : %s . . . ’ %f )
152 i f f == b imo l e cu l a r ke :
153 s e l f . ke e = temp e
154 s e l f . ke = temp
155 e l s e :
156 s e l f . d e n s i t y e = temp e
157 s e l f . d ens i ty = temp
158 # convert dens i ty o f s t a t e s i n to Boltzmann d i s t r i b u t i o n
159 T = s e l f . pes 1 . c o n d i t i o n s [ 0 ] # temperature , K
160 k B = 0.69503476 # Boltzmann constant , cm−1 K−1
161 temp = np . array ( dens i ty ) ∗ np . exp(− k B ∗ T / np . array ( d e n s i t y e
) )
162 s e l f . b o l t z d i s t = temp / np . sum( temp )
163
164 de f k non boltzmann E ( s e l f , ped e , ped prob ) :
165 ”””
166 Calcu la te the E−resoved microcanon ica l r a t e cons tant s f o r W + X
that u l t i m a t e l y form P f o r W at energy E.
167 Currently , semi−microcanon ica l TST method i s app l ide . To use
other method , e . g . e f f e c t i v e temperature model ,
168 modify t h i s func t i on acco rd ing ly .
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169 ”””
170 d e l t a e = np . abs ( ped e [ 1 ] − ped e [ 0 ] )
171 r e s u l t = [ ]
172 f o r n , e in enumerate ( s e l f . ke e ) :
173 # s l i c e t r a n s i t i o n p r o b a b i l i t y
174 temp prob = ped prob [ : , ped e >= e ]
175 temp = np . min ( l en ( s e l f . b o l t z d i s t ) , temp prob . shape [ 1 ] )
176 r e s u l t . append (np . sum( temp prob [ : , : temp ] ∗ s e l f . b o l t z d i s t [ :
temp ] , a x i s =1) ∗ d e l t a e ∗ s e l f . ke [ n ] )
177 s e l f . k e non bo l t z = r e s u l t
178
179 de f a d d f i c t i t i o u s c h a n n e l s ( s e l f , c onnec t ing we l l , wel l mass , rho w ,
X mole f rac t i on ) :
180 ”””Add f i c t i t i o u s channe l s f o r each non−Boltzmann r e a c t i o n
sequence . ”””
181 os . chd i r ( s e l f .mwd)
182 # read user−s p e c i f c dens i ty o f s t a t e s f o r we l l in entrance we l l
in the form o f E (cm−1) , rho (1/cm−1)
183 t ry :
184 with open ( rho w , ’ r ’ ) as fhand :
185 l i n e s = fhand . r e a d l i n e s ( )
186 except IOError :
187 sys . e x i t ( ’ Cannot f i n d f i l e %s . . . ’ %rho w )
188 rho w = [ ]
189 f o r l i n e in l i n e s :
190 l i n e = l i n e . s t r i p ( ) . s p l i t ( )
191 rho w . append ( f l o a t ( l i n e [ 1 ] ) )
192 s e l f . rho w = np . array ( rho w )
193
194 # c r e a t e f i c t i t i o u s b a r r i e r f o r each o f the non−Botlzmann
sequence
195 f o r n in range ( s e l f . k e non bo l t z . shape [ 1 ] ) :
196 ne = s e l f . e f f e c t i v e N e ( s e l f . k e non bo l t z [ : , n ] ,
X mo l e f rac t i on )
197 n e f i l e = s e l f . ME model . a d d f i c t i t i o u s c h a n n e l (
connec t ing we l l , we l l mass )
198 with open ( n e f i l e , ’w+’ ) as fhand :
199 f o r i in range ( l en ( ne ) ) :
200 fhand . wr i t e ( ’%s %s \n ’ %( s e l f . ke e [ i ] , ne [ i ] ) )
201 s e l f . ME model . n e w n e f i l e . append ( n e f i l e )
202 # run master equat ion c a l c u l a t i o n
203 s e l f . ME model . execute MESS ( nominal MESS , hot branching ,
ped output=False , new dir=False )
204
205 de f e f f e c t i v e N e ( s e l f , k e , X mo le f rac t i on ) :
206 ””” Generate e f f e c t i v e number o f s t a t e s f o r the t r a n s i t i o n s t a t e s
. ”””
207 M = s e l f . c oncent ra t i on ( s e l f . c o n d i t i o n s [ 0 ] , s e l f . c o n d i t i o n s [ 1 ] )
# bath gas concent ra t i on in molecule cm−3
208 k e e f f = k e ∗ M ∗ X mole f rac t i on
209 h = 6.62607004 e−34 # Planck ’ s constant , m2 kg s−1
210 temp = min( k e e f f , s e l f . rho w )
211 ne = h ∗ s e l f . rho w [ : temp ] ∗ k e e f f [ : temp ]




215 c l a s s connecting PES (PES) :
216 ”””
217 Connecting PESs are those where :
218 (1 ) hot s p e c i e s R∗ e n t e r s PES1 and breaking in to (A+B) ∗ ;
219 (2 ) A∗ e n t e r s PES2 , r e a c t s with thermal i zed C and the complex AC
eventua l l y breaks in to (D+E) ∗ ;
220 (3 ) D∗ e x i t s from PES2 .
221
222 For these PESs , we want to c a l c u l a t e the p r o b a b i l i t y o f R∗ en t e r i ng
with E that even tua l l y form D∗ e x i t i n g with E ’ .
223 ”””
224
225 de f i n i t ( s e l f , PES 1 , PES 2 , f ragment dens i ty , e n e r g y s h i f t ) :
226 # i n h e r i t r e s u l t s from the prev ious c a l c u l a t i o n s , t h i s enab l e s
the r e c u r s i v e implementation o f t h i s c l a s s f o r a r b i t r a r y number o f
coupled PESs
227 s e l f . pes 1 = PES 1
228 s e l f . pes 2 = PES 2
229 s e l f . c o n d i t i o n s = s e l f . pe s 1 . c o n d i t i o n s # c a l c u l a t i o n cond i t i ons
, i . e . T/P/ E gr id
230 s e l f . hot e = s e l f . pes 1 . hot e # entrance e n e r g i e s
231 # f o r the terminat ing PES, the re i s not e x i t e l e v e l s a t t r i b u t e
232 t ry :
233 s e l f . e x i t e l e v e l s = s e l f . pes 2 . e x i t e l e v e l s # e x i t
e n e r g i e s
234 except Att r ibuteError :
235 pass
236
237 # read the user−s p e c i f i e d dens i ty o f s t a t e s , assuming i t matches
the energy g r id o f PAPR−MESS c a l c u l a t i o n s
238 t ry :
239 with open ( f ragment dens i ty , ’ r ’ ) as fhand :
240 l i n e s = fhand . r e a d l i n e s ( )
241 d e n s i t y e = [ ] # assume in cm−1
242 dens i ty = [ ]
243 f o r l i n e in l i n e s :
244 l i n e = l i n e . s t r i p ( ) . s p l i t ( )
245 d e n s i t y e . append ( f l o a t ( l i n e [ 0 ] ) )
246 dens i ty . append ( f l o a t ( l i n e [ 1 ] ) )
247 except IOError :
248 sys . e x i t ( ’ Cannot f i n d the f i l e : %s . . . ’ %f ragment dens i ty )
249
250 # convert dens i ty o f s t a t e s i n to Boltzmann d i s t r i b u t i o n
251 T = s e l f . pes 1 . c o n d i t i o n s [ 0 ] # temperature , K
252 k B = 0.69503476 # Boltzmann constant , cm−1 K−1
253 temp = np . array ( dens i ty ) ∗ np . exp(− k B ∗ T / np . array ( d e n s i t y e
) )
254 s e l f . b o l t z d i s t = temp / np . sum( temp )
255
256 # The e n e r g y s h i f t d e f i n e s the d i f f e r e n c e between the r e f e r e n c e
energy o f two PESs .
257 # For example , i f e x i t i n g from A + B on PES1 and en t e r i ng A + B
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on PES2 , then the enrgy
258 # s h i f t equa l s the zero po int energy o f A + B ( r e l a t i v e to the
r e f e r e n c e energy o f PES1)
259 # minus that o f A + C ( r e l a t i v e to the r e f e r e n c e energy o f PES2)
.
260 i f ha sa t t r ( s e l f . pes 2 , ’ hot ’ ) :
261 s e l f . pes 2 . hot [ 1 ] += e n e r g y s h i f t
262 i f ha sa t t r ( s e l f . pes 2 , ’ hot e ’ ) :
263 s e l f . pes 2 . hot e += e n e r g y s h i f t
264
265 de f s i n g l e t r a n s i t i o n p r o b ( s e l f , incoming ind , in t e rmed ia t e ind ,
e x i t i n d ) :
266 ””” Ca lcu la te the p r o b a b i l i t y o f a s i n g l e t r a n s i t i o n that complex
e n t e r s the i−th PES with incoming e , breaks in to fragment with
in te rmed ia t e e , r e a c t s with a t h r i d body in the ( i +1)−th PES, and
f i n a l l y breaks in to fragment with e x i t e . ”””
267 incoming prob = s e l f . pes 1 . ped prob [ in t e rmed ia t e ind ,
incoming ind ]
268 incoming e = s e l f . pes 1 . hot e [ incoming ind ]
269 i n t e r m e d i a t e e = s e l f . pe s 1 . e x i t e l e v e l s [ i n t e rme d i a t e i nd ]
270 e x i t e = s e l f . pes 2 . e x i t e l e v e l s [ e x i t i n d ]
271 d e l t a e = np . abs ( s e l f . pes 1 . e x i t e l e v e l s [ 1 ] − s e l f . pes 1 .
e x i t e l e v e l s [ 0 ] )
272 # s l i c e the r i g h t t r a n s i t i o n matrix
273 temp prob = s e l f . pes 2 . ped prob [ e x i t i n d , : ]
274 temp prob = temp prob [ s e l f . pes 2 . hot [ 1 ] >= i n t e r m e d i a t e e ]
275 temp = min( l en ( s e l f . b o l t z d i s t ) , l en ( temp prob ) )
276 # numerica l i n t e g r a t i o n
277 r e s u l t = np . sum( s e l f . b o l t z d i s t [ : temp ] ∗ temp prob [ : temp ] ) ∗
d e l t a e ∗ incoming prob
278 re turn r e s u l t
279
280 de f t r a n s i t i o n p r o b ( s e l f ) :
281 ””” Ca lcu la te the f u l l specturm of t r a n s i t i o n p r o b a b i l i t y . ”””
282 d e l t a e = np . abs ( s e l f . pes 1 . hot e [ 1 ] − s e l f . pes 1 . hot e [ 0 ] )
283 I , J = s e l f . pe s 1 . ped prob . shape # number o f in t e rmed ia t e s t a t e s
and number o f incoming s t a t e s
284 M, N = s e l f . pes 2 . ped prob . shape # number o f e x i t s t a t e s and
number o f in t e rmed ia t e s t a t e s
285 r e s u l t = np . z e r o s ( (M, J ) )
286 f o r j in range ( J ) :
287 f o r m in range (M) :
288 temp = [ ]
289 f o r i in range ( I ) :
290 temp . append ( s e l f . s i n g l e t r a n s i t i o n p r o b ( j , i , m) )
291 r e s u l t [m, j ] = np . sum( temp ) ∗ d e l t a e
292 s e l f . ped prob = r e s u l t
293
294 c l a s s terminating PES ( connecting PES ) :
295 ”””
296 Terminating PES i s the one where s p e c i e s R∗ enter s , r e a c t s with
thermal R ’ , and f i n a l l y form thermal P ’ s .
297 For t h i s PES, we want to c a l c u l a t e the p r o b a b i l i t y o f hot R∗ at E




300 de f E branching ( s e l f , incoming ind , i n t e rm ed i a t e i nd ) :
301 ”””The hot branching f r a c t i o n s o f A∗ at E r e a c t i n g with thermal
B to form thermal products P. ”””
302 incoming prob = s e l f . pes 1 . ped prob [ in t e rmed ia t e ind ,
incoming ind ]
303 incoming e = s e l f . pes 1 . hot e [ incoming ind ]
304 i n t e r m e d i a t e e = s e l f . pe s 1 . e x i t e l e v e l s [ i n t e rme d i a t e i nd ]
305 d e l t a e = np . abs ( s e l f . pes 1 . e x i t e l e v e l s [ 1 ] − s e l f . pes 1 .
e x i t e l e v e l s [ 0 ] )
306 # s l i c e the r i g h t t r a n s i t i o n matrix
307 r e s u l t = [ ]
308 f o r n in range ( s e l f . pes 2 . branching . shape [ 1 ] ) :
309 temp prob = s e l f . pes 2 . branching [ : , n ]
310 temp prob = temp prob [ s e l f . pes 2 . hot e >= i n t e r m e d i a t e e ]
311 temp = min( l en ( s e l f . b o l t z d i s t ) , l en ( temp prob ) )
312 # numerica l i n t e g r a t i o n
313 r e s u l t . append (np . sum( s e l f . b o l t z d i s t [ : temp ] ∗ temp prob [ :
temp ] ) ∗ d e l t a e ∗ incoming prob )
314 re turn r e s u l t
315
316 de f f i n a l b r a n c h i n g ( s e l f ) :
317 ””” Ca lcu la te the f u l l E−dependent hot branching . ”””
318 d e l t a e = np . abs ( s e l f . pes 2 . hot e [ 1 ] − s e l f . pes 2 . hot e [ 0 ] )
319 I , J = s e l f . pe s 1 . ped prob . shape # number o f in t e rmed ia t e s t a t e s
and number o f incoming s t a t e s
320 M, N = s e l f . pes 2 . branching . shape # number o f e x i t s t a t e s and
number o f s p e c i e s
321 r e s u l t = np . z e r o s ( (N, J ) )
322 f o r j in range ( J ) :
323 temp = [ ]
324 f o r i in range ( I ) :
325 temp . append ( s e l f . E branching ( j , i ) )
326 r e s u l t [ : , j ] = np . sum(temp , a x i s =0) ∗ d e l t a e
327 s e l f . branching prob = r e s u l t
1 ”””
2
3 Mess executor module :
4 Write Perturbed PAPR−MESS input f i l e s .
5
6 @author : Le i Le i
7 ”””
8
9 import preproce s so r , io , os , sys , copy , s h u t i l
10
11 c l a s s Mess Executor :
12 ””” Parent c l a s s f o r PAPR−MESS s imu la t i on s . ”””
13
14 de f i n i t ( s e l f , nominal src , n o m i n a l f i l e , c o n d i t i o n s l s ) :
15 s e l f . s r c = nomina l s r c
16 s e l f . input name = n o m i n a l f i l e
17 s e l f . nominal model = prep ro c e s s o r . Preproce s so r ( nomina l s r c +
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n o m i n a l f i l e )
18 s e l f . nominal model . c l e a n i n p u t ( )
19 s e l f . nominal model . g e n e r a t e s p e c i e s c l a s s e s ( )
20 s e l f . Temp ls = [ c o n d i t i o n s l s [ 0 ] ] # should be a l i s t
21 s e l f . P r e s l s = [ c o n d i t i o n s l s [ 1 ] ] # should be a l i s t
22 s e l f . Energy gr id = c o n d i t i o n s l s [ 2 ] # should be a f l o a t
23 s e l f . n e w n e f i l e = [ ]
24
25 de f make d i rectory ( s e l f ) :
26 ””” Dec lare the r e l a t e d working d i r e c t o r i e s r e l a t e d to a
c a l c u l a t i o n . ”””
27 s e l f .mwd = os . getcwd ( ) # main d i r e c t o r y the conta in s a l l the
source codes
28 s e l f . cwd = s e l f .mwd + ’ /Non−Bol tzmann ca l cu la t ion ’ #
c a l c u l a t i o n working d i r e c t o r y
29
30 de f w r i t e c l a s s ( s e l f , output name , model , t a r c l a s s ) :
31 ””” Write a Mess input c l a s s to f i l e based on the order a t t r i b u t e
. ”””
32 # d e f i n e the model and input c l a s s to be wr i t t en
33 curr model = s e l f . d i c t [ model ]
34 c u r r c l a s s = curr model . s p e c i e s c l a s s e s [ t a r c l a s s ]
35 c u r r c l a s s . H i n d e r e d r o t o r c o r r e c t i o n ( )
36 order = c u r r c l a s s . d i c t [ ” order ” ]
37 # append a s e p c i f i c part in to the input f i l e
38 fhand = i o . open ( output name , ’ ab ’ )
39 s p e c l i s t = [ ’ Frequenc ie s ’ , ’ E l e c t r o n i c L e v e l s ’ , ’ WellDepth ’ , ’
FourierExpansion ’ ]
40
41 f o r k in order :
42 i f type ( c u r r c l a s s . d i c t [ k ] ) i s l i s t :
43 i f k . s p l i t ( ’ ’ ) [ 0 ] in s p e c l i s t :
44 uni t = c u r r c l a s s . d i c t [ k ] [ −1 ]
45 value = c u r r c l a s s . d i c t [ k ] [ 0 ] . s p l i t ( ’ , ’ )
46 f o r x in value :
47 l i n e = ”%s%s \ t \ t \ t \ t %s \n” %(k . s p l i t ( ’ ’ ) [ 0 ] ,
unit , x . s t r i p ( ’ [ ] ’ ) )
48 fhand . wr i t e ( l i n e )
49 e l i f k . s p l i t ( ’ ’ ) [ 0 ] == ’ HotEnergies ’ :
50 uni t = c u r r c l a s s . d i c t [ k ] [ −1 ]
51 e l e v e l s = c u r r c l a s s . d i c t [ k ] [ −2 ]
52 s p e c i e s = c u r r c l a s s . d i c t [ k ] [ −3 ]
53 l i n e = ”%s%s \ t \ t \ t \ t %s \n” %(k . s p l i t ( ’ ’ ) [ 0 ] , unit ,
l en ( e l e v e l s ) )
54 fhand . wr i t e ( l i n e )
55 f o r in e l e v e l s :
56 fhand . wr i t e ( ”%s \ t \ t %s \n” %(s pec i e s , ) )
57 e l i f c u r r c l a s s . hasun i t ( k ) :
58 uni t = c u r r c l a s s . d i c t [ k ] [ −1 ]
59 value = c u r r c l a s s . d i c t [ k ] [ 0 ] . r e p l a c e ( ’ , ’ , ’ ’ )
60 l i n e = ”%s%s \ t \ t \ t \ t %s \n” %(k . s p l i t ( ’ ’ ) [ 0 ] , unit ,
va lue . s t r i p ( ’ [ ] ’ ) )
61 fhand . wr i t e ( l i n e )
62 e l s e :
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63 value = s t r ( c u r r c l a s s . d i c t [ k ] ) . r e p l a c e ( ’ , ’ , ’
’ )
64 value = value . r e p l a c e ( ’ \ ’ ’ , ’ ’ )
65 temp key = k . s p l i t ( ’ ’ ) [ 0 ]
66 i f temp key in [ ’ Group ’ , ’ Axis ’ , ’ Symmetry ’ , ’
MassExpansionSize ’ , ’ Potent ia lExpans ionS i ze ’ , ’ HamiltonSizeMin ’ , ’
HamiltonSizeMax ’ , ’ Gr idS ize ’ ] :
67 temp value = c u r r c l a s s . d i c t [ k ]
68 l i n e = ”%s \ t \ t \ t \ t %s \n” %(temp key , ’ ’ . j o i n
( [ s t r ( i n t ( ) ) f o r in temp value ] ) . r e p l a c e ( ’ \ ’ ’ , ’ ’ ) )
69 e l s e :
70 l i n e = ”%s \ t \ t \ t \ t %s \n” %(temp key , va lue .
s t r i p ( ’ [ ] ’ ) )
71 fhand . wr i t e ( l i n e )
72
73 e l i f type ( c u r r c l a s s . d i c t [ k ] ) i s d i c t :
74 i f k . s p l i t ( ’ ’ ) [ 0 ] not in s p e c l i s t :
75 temp = copy . deepcopy ( c u r r c l a s s . d i c t [ k ] )
76 uni t = temp . pop ( ’ un i t ’ )
77 order = temp . pop ( ’ order ’ )
78 value = temp
79 l i n e = ”%s%s \ t \ t \ t \ t %s \n” %(k . s p l i t ( ’ ’ ) [ 0 ] , unit ,
l en ( va lue ) )
80 fhand . wr i t e ( l i n e )
81 f o r atom in order :
82 geo = s t r ( va lue [ atom ] ) . r e p l a c e ( ’ , ’ , ’ ’ )
83 l i n e = ”%s \ t \ t \ t \ t %s \n” %(atom . s p l i t ( ’ ’ ) [ 1 ] ,
geo . s t r i p ( ’ [ ] ’ ) )
84 fhand . wr i t e ( l i n e )
85 e l s e :
86 temp = copy . deepcopy ( c u r r c l a s s . d i c t [ k ] )
87 uni t = temp . pop ( ’ un i t ’ )
88 value = temp [ ’ va lue ’ ]
89 l i n e = ”%s%s \ t \ t \ t \ t %s \n” %(k . s p l i t ( ’ ’ ) [ 0 ] , unit ,
l en ( va lue ) )
90 fhand . wr i t e ( l i n e )
91 f o r x in value :
92 tup = type ( x ) i s tup l e
93 va lue x = s t r ( x ) . r e p l a c e ( ’ , ’ , ’ ’ )
94 fhand . wr i t e ( va lue x . s t r i p ( ’ [ ] ( ) ’ ) + ’ ’ + ’ \n
’ ∗ tup )
95 fhand . wr i t e ( ’ \n ’ ∗ ( k . s p l i t ( ’ ’ ) [ 0 ] == ’ Frequenc ie s ’
) )
96 fhand . wr i t e ( ’ \n ’ )
97 fhand . c l o s e ( )
98
99 de f w r i t e f i l e ( s e l f , output name , model , c l a s s o r d e r ) :
100 ””” Write the e n t i r e PAPR−MESS input f i l e . ”””
101 # i n i t i a l i z e the f i l e
102 fhand = i o . open ( output name , ’wb ’ )
103 fhand . c l o s e ( )
104 # wri t e c l a s s e s in the g iven order
105 f o r t a r c l a s s in c l a s s o r d e r :
106 s e l f . w r i t e c l a s s ( output name , model , t a r c l a s s )
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107
108 de f new d i r ec to ry ( s e l f , new dir=True ) :
109 ””” Create d i r e c t o r y f o r a new c a l c u l a t i o n . ”””
110 s e l f . make d i rectory ( )
111 # change path to the PAPR−MESS c a l c u l a t i o n d i r e c t o r y
112 i f not os . path . e x i s t s ( s e l f . cwd) :
113 os . makedirs ( s e l f . cwd)
114
115 # c r e a t e a working d i r e c t o r y f o r each c a l c u l a t i o n
116 n = 1
117 whi le True :
118 t r i a l d i r e c t o r y = s e l f . cwd + ’ / c a l c u l a t i o n %s ’ %n
119 i f not os . path . e x i s t s ( t r i a l d i r e c t o r y ) :
120 i f new dir :
121 os . makedirs ( t r i a l d i r e c t o r y )
122 s e l f . twd = t r i a l d i r e c t o r y # t r i a l working d i r e c t o r y
123 e l s e :
124 s e l f . twd = s e l f . cwd + ’ / c a l c u l a t i o n %s ’ %(n−1)
125 break
126 n += 1
127
128 de f n e w s y s t e m f i l e ( s e l f , f i l ename , hot branching , ped output=False )
:
129 # c r e a t e the system working d i r e c t o r y
130 sy s t em d i r e c t o ry = s e l f . twd + ’/%s ’ %s e l f . input name . s p l i t ( ’ . ’ )
[ 0 ]
131 i f not os . path . e x i s t s ( s y s t em d i r e c t o ry ) :
132 os . makedirs ( sy s t em d i r e c t o ry )
133 os . chd i r ( sy s t em d i r e c t o ry )
134 s e l f . swd = os . getcwd ( )
135 c o n d i t i o n c l a s s = s e l f . nominal model . s p e c i e s c l a s s e s [ ’ c ond i t i on ’
]
136 c o n d i t i o n c l a s s . change Temperature ( s e l f . Temp ls )
137 c o n d i t i o n c l a s s . change Pressure ( s e l f . P r e s l s )
138 c o n d i t i o n c l a s s . change ene rgy gr id ( s e l f . Energy gr id )
139 c o n d i t i o n c l a s s . drop log output command ( )
140 i f ped output :
141 c o n d i t i o n c l a s s . ped ( ’ ped . out ’ )
142 i f hot branching != [ ] :
143 c o n d i t i o n c l a s s . h o t r e a c t i o n ( hot branching [ 0 ] , hot branching
[ 1 ] )
144 s e l f . w r i t e f i l e ( f i l ename , ” nominal model ” , s e l f . nominal model .
s e c t i o n o r d e r )
145
146 de f execute MESS ( s e l f , f i l ename , hot branching =[ ] , ped output=False ,
new dir=True ) :
147 ””” Execute the PAPR−MESS. ”””
148 s e l f . new d i r ec to ry ( new dir )
149
150 s e l f . n e w s y s t e m f i l e ( f i l ename , hot branching , ped output )
151 # copy a l l the nece s s ea ry f i l e s
152 i f l en ( s e l f . nominal model . f i l e s t o c o p y ) > 0 :
153 f o r f in s e l f . nominal model . f i l e s t o c o p y :
154 t ry :
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155 s h u t i l . copy ( ’%s/%s ’ %( s e l f . s rc , f ) , ’%s ’ %s e l f . swd)
156 except IOError :
157 sys . e x i t ( ’ Error : Cannot f i n d %s in d i r e c t o r y : %s ’ %(
f , s e l f . s r c ) )
158
159 i f l en ( s e l f . n e w n e f i l e ) >0:
160 f o r f in s e l f . n e w n e f i l e :
161 t ry :
162 s h u t i l . copy ( ’%s/%s ’ %( s e l f .mwd, f ) , ’%s ’ %s e l f . swd)
163 os . system ( ’rm %s/%s ’%( s e l f .mwd, f ) )
164 except IOError :
165 sys . e x i t ( ’ Error : Cannot f i n d %s in d i r e c t o r y : %s ’ %(
f , s e l f . s r c ) )
166
167 # execute MESS
168 pr in t ( ”Running PAPR−MESS f o r system %s . . . ” %s e l f . input name .
s p l i t ( ” . ” ) [ 0 ] )
169 os . chd i r ( s e l f . swd)
170 os . system ( ’ mess %s ’ %f i l ename )
1 ”””
2
3 pr ep ro c e s s o r module :
4 Preproce s so r f o r PAPR−MESS input f i l e s .
5
6 Input : nominal PAPR−MESS input f i l e s
7 Output : s p e c i e s c l a s s e s f o r s t a t i o n a r y po in t s on the PES
8
9 @author : Le i Le i
10 ”””
11
12 from i n p u t c l e a n e r import f i l e c l e a n e r
13 from c l a s s g e n e r a t o r import c l a s s g e n e r a t o r
14
15 c l a s s Preproce s so r :
16 ””” Parent c l a s s f o r preproce s s ing , used to obta in the s p e c i e s
c l a s s e s . ”””
17
18 de f i n i t ( s e l f , n o m i n a l f i l e ) :
19 s e l f . n o m i n a l f i l e = n o m i n a l f i l e
20
21 de f c l e a n i n p u t ( s e l f ) :
22 pr in t ( ” Cleaning input f i l e f o r %s . . . ” %s e l f . n o m i n a l f i l e . s p l i t ( ”
. ” ) [ 0 ] )
23 s e l f . c l e a n e d f i l e = f i l e c l e a n e r ( s e l f . n o m i n a l f i l e )
24 re turn 1
25
26 de f g e n e r a t e s p e c i e s c l a s s e s ( s e l f ) :
27 pr in t ( ” Generating PAPR−MESS c l a s s e s f o r %s . . . ” %s e l f .
n o m i n a l f i l e . s p l i t ( ” . ” ) [ 0 ] )
28 s e l f . s p e c i e s c l a s s e s , s e l f . s e c t i o n o r d e r , s e l f . f i l e s t o c o p y =
c l a s s g e n e r a t o r ( s e l f . c l e a n e d f i l e )
29 re turn 1
30
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31 de f a d d f i c t i t i o u s c h a n n e l ( s e l f , c onnec t ing we l l , we l l mass ) :
32 ””” For non−Boltzmann r e a c t i o n sequence , add a f i c t i t i o u s b a r r i e r
that use Ne f i l e to c a l c u l a t e mic rocanon ica l r a t e cons tant s . ”””
33 n = 1
34 # determine the b a r r i e r number
35 whi le True :
36 f i c t b = ”DummyB%d” %n
37 i f f i c t b in s e c t i o n o d e r :
38 n += 1
39 cont inue
40 e l s e :
41 s e l f . s e c t i o n o d e r . append ( f i c t b )
42 break
43 # add dummy Bar r i e r and Products to the PAPR−MESS c l a s s
44 s e l f . s p e c i e s c l a s s e s [ ’DP%d ’%n ] = { ’ B imolecular ’ : [ ’ ’DummyP%d ’ %n
’ ]}
45 s e l f . s p e c i e s c l a s s e s [ ’DP%d ’%n ] [ ’Dummy’ ] = [ ’ ’ ]
46 s e l f . s p e c i e s c l a s s e s [ ’DP%d ’%n ] [ ’ order ’ ] = [ ’ Bimolecular ’ , ’Dummy
’ ]
47 # f o r dummy b ar r i e r , use ne f i l e to c a l c u l a t e mic rocanon ica l
r a t e cons tant s
48 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] = { ’ Ba r r i e r ’ : [ f i c t b ,
connec t ing we l l , ’DummyP%d ’ %n ]}
49 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] [ ’ Read ’ ] = [ ’ ’ ]
50 n e f i l e = ’Ne NonBoltzmann Dummy%d . dat ’ %n
51 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] [ ’ F i l e ’ ] = n e f i l e
52 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] [ ’ Mass ’ ] = [ s t r ( we l l mass ) , ’ [ amu ]
’ ]
53 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] [ ’ SymmetryFactor ’ ] = [ 1 . 0 ]
54 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] [ ’ GroundEnergy ’ ] = s e l f .
s p e c i e s c l a s s e s [ c o n n e c t i n g w e l l ] . ZeroEnergy
55 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] [ ’End ’ ] = [ ’ ’ ]
56 s e l f . s p e c i e s c l a s s e s [ ”DB%d”%n ] [ ’ order ’ ] = [ ’ Ba r r i e r ’ , ’ Read ’ , ’
F i l e ’ , ’ Mass ’ , ’ SymmetryFactor ’ , ’ GroundEnergy ’ , ’End ’ , ’End ’ ]
57 re turn n e f i l e
1 ”””
2
3 c l a s s g e n e r a t o r module :
4 PAPR−MESS s p e c i e s generator .
5
6 @author : Le i Le i
7 ”””
8
9 import Mess c la s s , os , copy , i o
10
11
12 # read in c leaned f i l e and generate output c l a s s e s
13 de f c l a s s g e n e r a t o r ( c l e a n e d f i l e , k e e p f i l e = Fal se ) :
14 # d e f i n e output c l a s s e s
15 r e s u l t s = {}
16 s a v e f l a g = False
17 c o n d f l a g = False
18 p r e v s p e c i e s = ’ ’
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19 r e p e a t e d a t t = 0
20 c u r r s p e c i e s = Mes s c l a s s . Computation Cond ( ) # the f i r s t
c a l s s has to be computation c o n d i t i o n s
21 s e c t i o n o r d e r = [ ]
22 f i l e s t o c o p y = [ ]
23
24 # commands that need s e p c i c a l treatment ( has un i t and a c c r o s s
mu l t ip l e l i n e s )
25 s p e c l i s t = [ ’ Geometry ’ , ’ Frequenc ie s ’ , ’ E l e c t r o n i c L e v e l s ’ , ’
FragmentGeometry ’ , ’ FourierExpansion ’ ]
26
27 # read in the c l eaned f i l e
28 fhand = i o . open ( c l e a n e d f i l e , ’ rb ’ )
29 l i n e s = fhand . r e a d l i n e s ( )
30 fhand . c l o s e ( )
31
32 # d e l e t e temporary c leaned f i l e generated i f asked
33 i f not k e e p f i l e :
34 os . remove ( c l e a n e d f i l e )
35
36 f o r l i n e in l i n e s :
37 # get r i d o f space in the l i n e
38 l i n e = l i n e . r e p l a c e ( ’ \ t ’ , ’ ’ )
39 key , va lue = l i n e . s p l i t ( ’ ’ ) [ 0 ] , l i n e . s p l i t ( ’ ’ ) [ 1 : ]
40 value = [ i . r e p l a c e ( ’ \n ’ , ’ ’ ) . r e p l a c e ( ’ \ r ’ , ’ ’ ) . s t r i p ( ’ [ ] \ ’ \ , ’ )
f o r i in va lue i f i . s t r i p ( ) ]
41
42 # determine the f i l e s to copy over
43 f o r x in value :
44 i f ’ . dat ’ in x or ’ F i l e ’ in key :
45 f i l e s t o c o p y . append ( x )
46
47 # detremine i f a un i t i s inc luded in the l i n e
48 # com i s f o r d e f i n i n g the molecu lar s p e c i e s c l a s s
49 has un i t = Fal se
50 t ry :
51 com , un i t = key . s p l i t ( ’ [ ’ ) [ 0 ] , key . s p l i t ( ’ [ ’ ) [ 1 ]
52 uni t = ’ [ ’ + uni t
53 has un i t = True
54 except IndexError :
55 com = key
56
57 # i n i t i a l i z e new c l a s s and save o ld f i n i s h e d c l a s s
58 i f ”Model” == key :
59 s a v e f l a g = True
60 c o n d f l a g = True
61 p r e v s p e c i e s = copy . deepcopy ( c u r r s p e c i e s )
62 c u r r s p e c i e s = Mes s c l a s s . C o l l i s i o n R e l a x a t i o n ( )
63 e l i f ”Well” in key :
64 i f not ’ WellDepth ’ in key and not ’ Wel lCutof f ’ in key :
65 s a v e f l a g = True
66 p r e v s p e c i e s = copy . deepcopy ( c u r r s p e c i e s )
67 c u r r s p e c i e s = Mes s c l a s s . Well ( )
68 e l i f ” Bimolecular ” in key :
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69 s a v e f l a g = True
70 p r e v s p e c i e s = copy . deepcopy ( c u r r s p e c i e s )
71 c u r r s p e c i e s = Mes s c l a s s . Bimolecular ( )
72 e l i f ” Bar r i e r ” in key :
73 s a v e f l a g = True
74 p r e v s p e c i e s = copy . deepcopy ( c u r r s p e c i e s )
75 c u r r s p e c i e s = Mes s c l a s s . Ba r r i e r ( )
76
77 # avoid repeated a t t r i b u t e s in the same c l a s s
78 i f com == ”End” :
79 c u r r s p e c i e s . d i c t [ com ] = value
80
81 e l i f com in c u r r s p e c i e s . d i c t . keys ( ) :
82 r e p e a t e d a t t += 1
83 com = s t r (com) + ’ ’ + s t r ( r e p e a t e d a t t )
84
85 # parse the data from the input f i l e
86 # f o r energy , mass , and r o t a t i o n a l cons tant s ( has un i t but in
the same l i n e )
87 i f ha s un i t and not com . s p l i t ( ’ ’ ) [ 0 ] in s p e c l i s t :
88 i f l en ( va lue ) > 1 :
89 value = [ f l o a t ( i ) f o r i in va lue ]
90 value = [ s t r ( va lue ) , un i t ]
91 e l s e :
92 value . append ( un i t )
93
94 c u r r s p e c i e s . d i c t [ com ] = value
95 c u r r s p e c i e s . d i c t [ ’ order ’ ] . append (com)
96
97 # f o r geometry , f r e q u e n c i e s , e l e c t r o n i c l e v e l s and hindered
r o t o r s ( has un i t and in mul t ip l e l i n e s )
98 e l i f ha s un i t and com . s p l i t ( ’ ’ ) [ 0 ] in s p e c l i s t :
99 temp = { ’ un i t ’ : un i t }
100 i f ’ Geometry ’ in com :
101 mole pool = [ ]
102 s tep = len ( va lue ) + 1
103 # the number 4 comes from 1 atom symbol + 3 Cartes ian
Coordinates
104 whi le s tep − 4 > 0 :
105 mole = value . pop (0 )
106 i f l en ( mole pool ) == 0 :
107 mole = ’ 1 ’ + mole
108 e l s e :
109 mole = ’%d ’ %( i n t ( mole pool [ −1 ] . s p l i t ( ’ ’ ) [ 0 ] )
+ 1) + mole
110 mole pool . append ( mole )
111 t e m p l i s t = [ ]
112 f o r y in xrange (3 ) :
113 t e m p l i s t . append ( f l o a t ( va lue . pop (0 ) ) )
114 temp [ mole ] = t e m p l i s t
115 s tep −= 4
116 temp [ ’ order ’ ] = mole pool
117 e l i f ’ Frequenc ie s ’ in com :
118 value = [ f l o a t ( i ) f o r i in va lue ]
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119 temp [ ’ va lue ’ ] = value
120 e l i f ’ E l e c t r o n i c L e v e l s ’ in com or ’ FourierExpansion ’ in com :
121 t e m p l i s t = [ ]
122 f o r y in xrange ( l en ( va lue ) / 2) :
123 y1 = f l o a t ( va lue . pop (0 ) )
124 y2 = f l o a t ( va lue . pop (0 ) )
125 t e m p l i s t . append ( tup l e ( [ y1 , y2 ] ) )
126 temp [ ’ va lue ’ ] = t e m p l i s t
127 c u r r s p e c i e s . d i c t [ com ] = temp
128 c u r r s p e c i e s . d i c t [ ’ order ’ ] . append (com)
129
130 e l s e :
131 t ry :
132 value = [ f l o a t ( i ) f o r i in va lue ]
133 except ValueError :
134 value = value
135
136 c u r r s p e c i e s . d i c t [ com ] = value
137 c u r r s p e c i e s . d i c t [ ’ order ’ ] . append (com)
138
139 # save the c l a s s e s i n to a d i c t i o n a r y
140 i f s a v e f l a g and c o n d f l a g :
141 r e s u l t s [ ’ c ond i t i on ’ ] = p r e v s p e c i e s
142 s e c t i o n o r d e r . append ( ’ cond i t i on ’ )
143 s a v e f l a g = False
144 c o n d f l a g = False
145 e l i f s a v e f l a g and hasa t t r ( p r e v s p e c i e s , ’ Model ’ ) :
146 r e s u l t s [ ’ c o l r e l ’ ] = p r e v s p e c i e s
147 s e c t i o n o r d e r . append ( ’ c o l r e l ’ )
148 s a v e f l a g = False
149 e l i f s a v e f l a g and hasa t t r ( p r e v s p e c i e s , ’ Well ’ ) :
150 r e s u l t s [ s t r ( p r e v s p e c i e s . Well [ 0 ] ) ] = p r e v s p e c i e s
151 s e c t i o n o r d e r . append ( s t r ( p r e v s p e c i e s . Well [ 0 ] ) )
152 s a v e f l a g = False
153 e l i f s a v e f l a g and hasa t t r ( p r e v s p e c i e s , ’ Bimolecular ’ ) :
154 r e s u l t s [ s t r ( p r e v s p e c i e s . Bimolecular [ 0 ] ) ] = p r e v s p e c i e s
155 s e c t i o n o r d e r . append ( s t r ( p r e v s p e c i e s . Bimolecular [ 0 ] ) )
156 s a v e f l a g = False
157 i f s a v e f l a g and hasa t t r ( p r e v s p e c i e s , ’ Ba r r i e r ’ ) :
158 r e s u l t s [ s t r ( p r e v s p e c i e s . Ba r r i e r [ 0 ] ) ] = p r e v s p e c i e s
159 s e c t i o n o r d e r . append ( s t r ( p r e v s p e c i e s . Ba r r i e r [ 0 ] ) )
160 s a v e f l a g = False
161
162 r e s u l t s [ s t r ( c u r r s p e c i e s . Ba r r i e r [ 0 ] ) ] = c u r r s p e c i e s
163 s e c t i o n o r d e r . append ( s t r ( c u r r s p e c i e s . Ba r r i e r [ 0 ] ) )
164 re turn r e s u l t s , s e c t i o n o r d e r , f i l e s t o c o p y
1 ”””
2
3 i n p u t c l e a n e r module :
4 PAPR−MESS input f i l e c l e a n e r .
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9 import io , re
10
11 # read input f i l e and get r i d o f the comments and unnecessary commands
12 de f f i l e c l e a n e r ( f i l e name , s i m p l i f i d = False ) :
13 fhand = i o . open ( f i l e name , ” rb” )
14 l i n e s = fhand . r e a d l i n e s ( )
15 fhand . c l o s e ( )
16 c l e a n e d f i l e = ’ c l eaned input . txt ’
17 c l eaned input = i o . open ( c l e a n e d f i l e , ’wb ’ )
18 s p e c l i s t = [ ”Geometry [ angstrom ] ” , ” E l e c t r o n i c L e v e l s [ 1/cm] ” , ”
FourierExpansion [1/cm] ” , ”FragmentGeometry [ angstrom ] ” , ”
FourierExpansion [ kca l /mol ] ” ]
19 s k i p s t a r t = −1
20 sk ip end = −1
21 comment symbol = [ ’ ! ’ , ’#’ ]
22
23 f o r num, l i n e in enumerate ( l i n e s ) :
24 i f num >= s k i p s t a r t and num < sk ip end :
25 cont inue
26 e l s e :
27 # r e p l a c e every s p e c i a l spac ing charac t e r to spcae
28 l i n e = l i n e . s t r i p ( )
29 l i n e = l i n e . r e p l a c e ( ’ \ t ’ , ’ ’ ) . r e p l a c e ( ’ \n ’ , ’ ’ ) . r e p l a c e ( ’ \ r
’ , ’ ’ )
30 # Skip empty l i n e s and comment l i n e s
31 i f not l i n e . s t r i p ( ) or l i n e . l s t r i p ( ’ ’ ) . s t a r t s w i t h ( ( ’ ! ’ , ’#’ )
) :
32 cont inue
33 # Get i n f o . from l i n e s
34 e l s e :
35 # Get r i d o f the comments
36 l i n e = re . s p l i t ( ’ | ’ . j o i n ( comment symbol ) , l i n e ) [ 0 ]
37
38 key , va lue = l i n e . s p l i t ( ” ” ) [ 0 ] , l i n e . s p l i t ( ” ” ) [ 1 : ]
39 value = [ i f o r i in va lue i f i . s t r i p ( ) ]
40 # S p e c i a l t r e a t f o r Geometry , Frequenc ie s and
E l e c t r o n i c L e v e l s
41 i f key in s p e c l i s t :
42 s k i p s t a r t = num + 1
43 sk ip end = num + i n t ( va lue [ 0 ] ) + 1
44 t e m p l i s t = [ ]
45 f o r x in xrange ( s k i p s t a r t , sk ip end ) :
46 temp = l i n e s [ x ] . r e p l a c e ( ’ \ t ’ , ’ ’ ) . r e p l a c e ( ’ \n ’ ,
’ ’ ) . r e p l a c e ( ’ \ r ’ , ’ ’ )
47 temp = temp . s t r i p ( ’ ’ )
48 t e m p l i s t . append ( temp )
49 value = t e m p l i s t
50 e l i f ’ Frequenc ie s ’ in key :
51 s k i p s t a r t = num + 1
52 t e m p l i s t = [ ]
53 whi le True :
54 temp = l i n e s [ s k i p s t a r t ] . r e p l a c e ( ’ \ t ’ , ’ ’ ) .
r e p l a c e ( ’ \n ’ , ’ ’ ) . r e p l a c e ( ’ \ r ’ , ’ ’ )
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55 temp = re . s p l i t ( ’ | ’ . j o i n ( comment symbol ) , temp )
[ 0 ]
56 temp = temp . s t r i p ( ’ ’ ) . s p l i t ( ’ ’ )
57 temp = [ i f o r i in temp i f i . s t r i p ( ) ]
58 t ry :
59 f l o a t ( temp [ 0 ] )
60 t e m p l i s t . append ( temp [ : : 1 ] )
61 s k i p s t a r t += 1
62 except IndexError :
63 sk ip end = s k i p s t a r t
64 s k i p s t a r t = num + 1
65 break
66 except ValueError :
67 sk ip end = s k i p s t a r t
68 s k i p s t a r t = num + 1
69 break
70 value = t e m p l i s t
71 e l i f ’ WellDepth ’ in key :
72 s k i p s t a r t = num
73 sk ip end = num + 2
74 t e m p l i s t = [ ]
75 f o r x in xrange ( s k i p s t a r t , sk ip end ) :
76 l i n e = re . s p l i t ( ’ | ’ . j o i n ( comment symbol ) , l i n e s
[ x ] . s t r i p ( ) ) [ 0 ]
77 temp = l i n e . s p l i t ( ’ ’ ) [ −1]
78 temp = temp . s t r i p ( )
79 t e m p l i s t . append ( temp )
80 value = t e m p l i s t
81
82 # wri t e the c l eaned f i l e
83 # i f s i m p l i f i e d == True , sk ip a l l l i n e s without input
parameters
84 i f s i m p l i f i d and l en ( va lue ) > 0 :
85 c l eaned input . wr i t e ( key )
86 c l eaned input . wr i t e ( ”\ t \ t ” )
87 c l eaned input . wr i t e ( s t r ( va lue ) )
88 c l eaned input . wr i t e ( ’ \n ’ )
89 # f o r a complete input f i l e , us ing s i m p l i f i e d = False
90 e l i f s i m p l i f i d == False :
91 c l eaned input . wr i t e ( key )
92 c l eaned input . wr i t e ( ”\ t \ t ” )
93 c l eaned input . wr i t e ( s t r ( va lue ) )
94 c l eaned input . wr i t e ( ’ \n ’ )
95 re turn c l e a n e d f i l e
1 ”””
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3 Mess c l a s s module :
4 PAPR−MESS Spec i e s C la s s e s .
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11 c l a s s Mess Input :
12 ””” Def ine c l a s s e s o f s p e c i e s invo lved in the PAPR−MESS inputs . ”””
13 # a s s i g n name to the c l a s s
14 de f name( s e l f ) :
15 i f ha sa t t r ( s e l f , ’ Well ’ ) :
16 s e l f . name = s e l f . Well
17 e l i f ha sa t t r ( s e l f , ’ Bimolecular ’ ) :
18 s e l f . name = s e l f . Bimolecular
19 e l i f ha sa t t r ( s e l f , ’ Ba r r i e r ’ ) :
20 s e l f . name = s e l f . Ba r r i e r
21
22 # determine i f un i t s are attched to the key words
23 de f hasun i t ( s e l f , a t t r ) :
24 ”””True i f un i t i s a s s o c i a t e d to the command . ”””
25 value = s e l f . d i c t [ a t t r ]
26 u n i t p o o l = [ ’ [ 1/cm] ’ , ’ [ k ca l /mol ] ’ , ’ [K] ’ , ’ [ t o r r ] ’ , ’ [ angstrom
] ’ , ’ [ amu ] ’ , ’ [ au ] ’ , ’ [ atm ] ’ ]
27 i f type ( va lue ) i s l i s t :
28 i f va lue [ −1] in u n i t p o o l :
29 re turn True
30 e l s e : r e turn Fal se
31 e l i f type ( va lue ) i s d i c t :
32 i f va lue [ ’ un i t ’ ] in u n i t p o o l :
33 re turn True
34 e l s e : r e turn Fal se
35 e l s e : r e turn Fal se
36
37 de f par t i a l match key ( s e l f , keyword ) :
38 ””” P a r t i a l match the key and get the key . ”””
39 k e y l s = s e l f . d i c t . keys ( )
40 f o r key in k e y l s :
41 i f keyword in key :
42 re turn key
43 e l i f ’ Nej ’ in keyword :
44 re turn ’ NejSca le ’
45 re turn 0
46
47 de f change Energy ( s e l f , p e r c e n t a g e d i f f ) :
48 ”””Change the energy o f s p e c i f i c s p e c i e s by de f ined percentage .
”””
49 key = s e l f . pa r t i a l match key ( ’ Energy ’ )
50 org eng = f l o a t ( s e l f . d i c t [ key ] [ 0 ] )
51 uni t = s e l f . d i c t [ key ] [ 1 ]
52 i f un i t == ’ [ kca l /mol ] ’ :
53 new eng = org eng + p e r c e n t a g e d i f f / 349 .759
54 e l i f un i t == ’ [ cm−1] ’ :
55 new eng = org eng + p e r c e n t a g e d i f f
56 e l s e :
57 sys . e x i t ( ” Error : Unrecognizab le un i t : %s . ” %uni t )
58 s e l f . d i c t [ key ] [ 0 ] = s t r ( new eng )
59
60 de f change Vib Frequency ( s e l f , p e r c e n t a g e d i f f ) :
61 ”””Change the v i b r a t i o n a l f r e q u e n c i e s o f s p e c i f i c s p e c i e s by
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de f ined percentage . ”””
62 key = ’ Frequenc ie s ’
63 o r g f r e = s e l f . d i c t [ key ] [ ’ va lue ’ ]
64 temp = [ ]
65 f o r f in o r g f r e :
66 nf = f ∗ ( 1 . + p e r c e n t a g e d i f f )
67 temp . append ( nf )
68 s e l f . d i c t [ key ] [ ’ va lue ’ ] = temp
69
70 de f change Symmetry ( s e l f , p e r c e n t a g e d i f f ) :
71 ”””Change the symmetry f a c t o r o f s p e c i f i c s p e c i e s by de f ined
percentage . ”””
72 key = ’ SymmetryFactor ’
73 org sym = s e l f . d i c t [ key ] [ 0 ]
74 new sym = org sym ∗ ( 1 . + p e r c e n t a g e d i f f )
75 s e l f . d i c t [ key ] [ 0 ] = new sym
76
77 de f H i n d e r e d r o t o r c o r r e c t i o n ( s e l f ) :
78 ””” In PAPR−MESS code , f o r hindered ro to r a x i s and symmetry have
to be i n t e g e r s ,
79 otherwi se i t causes e r r o r . ”””
80 t a r g e t l i s t = [ ’ Axis ’ , ’ Symmetry ’ ]
81 f o r t a r g e t in t a r g e t l i s t :
82 i f not ha sa t t r ( s e l f , t a r g e t ) :
83 break
84 e l s e :
85 temp = [ ]
86 f o r x in s e l f . d i c t [ t a r g e t ] :
87 temp . append ( i n t ( x ) )
88 s e l f . d i c t [ t a r g e t ] = temp
89
90 c l a s s Computation Cond ( Mess Input ) :
91 ””” Computational c o n d i t i o n s o f MESS. ”””
92 de f i n i t ( s e l f ) :
93 s e l f . o rder = [ ]
94
95 de f P r e s s u r e u n i t ( s e l f ) :
96 key = s e l f . pa r t i a l match key ( ’ Pressure ’ )
97 uni t = s e l f . d i c t [ key ] [ −1 ]
98 re turn un i t . s t r i p ( ’ [ ] ’ )
99
100 de f change Temperature ( s e l f , Temp l i s t ) :
101 ”””Change the s imu la t i on temperature l i s t . ”””
102 key = ’ TemperatureList ’
103 s e l f . d i c t [ key ] [ 0 ] = s t r ( Temp l i st )
104
105 de f change Pressure ( s e l f , P r e s l i s t ) :
106 ”””Change the s imu la t i on temperature l i s t . ”””
107 key = ’ P r e s s u r e L i s t ’
108 uni t = s e l f . d i c t [ key ] [ 1 ]
109 i f un i t == ’ [ t o r r ] ’ :
110 s e l f . d i c t [ key ] [ 0 ] = s t r ( P r e s l i s t )
111 e l i f un i t == ’ [ atm ] ’ :
112 s e l f . d i c t [ key ] [ 0 ] = s t r ( [ /760 . f o r in P r e s l i s t ] )
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113 e l s e :
114 sys . e x i t ( ” Error : Unrecognizab le un i t : %s . ” %uni t )
115
116 de f change ene rgy gr id ( s e l f , en e rgy g r i d =100) :
117 ”””Cahnge the energy g r id ( in [ 1/cm ] ) f o r c a l c u l a t i o n . ”””
118 key = ’ EnergyStep ’
119 i f ha sa t t r ( s e l f , key ) :
120 s e l f . d i c t [ key ] [ 0 ] = s t r ( ene rgy g r i d )
121 e l s e :
122 de l ( s e l f . d i c t [ ’ EnergyStepOverTemperature ’ ] )
123 s e l f . d i c t [ key ] = [ s t r ( ene rgy g r i d ) , ’ [ 1/cm] ’ ]
124 s e l f . o rder [ s e l f . o rder . index ( ’ EnergyStepOverTemperature ’ ) ] =
’ EnergyStep ’
125
126 de f h o t r e a c t i o n ( s e l f , s p e c i e s , E l e v e l s ) :
127 ””” Ca lcu la te the hot energy branching f r a c t i o n s . ”””
128 s e l f . d i c t [ ’ HotEnergies ’ ] = [ s t r ( s p e c i e s ) , E l e v e l s , ’ [ k ca l /
mol ] ’ ]
129 s e l f . o rder . append ( ’ HotEnergies ’ )
130
131 de f ped ( s e l f , output name ) :
132 ””” Ca lcu la te the PED output . ”””
133 i f not ha sa t t r ( s e l f , ’PEDOutput ’ ) :
134 s e l f . d i c t [ ’PEDOutput ’ ] = [ output name ]
135 s e l f . o rder . append ( ’PEDOutput ’ )
136
137 de f drop log output command ( s e l f ) :
138 cmd ls = [ ’ RateOutput ’ , ’ LogOutput ’ , ’ PEDSpecies ’ ]
139 f o r x in cmd ls :
140 i f ha sa t t r ( s e l f , x ) :
141 de l ( s e l f . d i c t [ x ] )
142 s e l f . o rder . pop ( s e l f . order . index ( x ) )
143
144 # Def ine c o l l i s i o n and r e l a x a t i o n energy t r a n s f e r
145 c l a s s C o l l i s i o n R e l a x a t i o n ( Mess Input ) :
146 ””” C o l l i s i o n a l energy t r a n s f e r and r e l a x a t i o n energy t r a n s f e r . ”””
147 de f i n i t ( s e l f ) :
148 s e l f . o rder = [ ]
149
150 c l a s s Re laxt ion Exponent ia l ( C o l l i s i o n R e l a x a t i o n ) :
151 de f i n i t ( s e l f , Factor , Power , ExponentCutoff ) :
152 s e l f . Factor = [ s t r ( Factor ) , ’ [ 1/cm] ’ ]
153 s e l f . Power = Power
154 s e l f . ExponentCutoff = ExponentCutoff
155
156 c l a s s Lennard Jones ( C o l l i s i o n R e l a x a t i o n ) :
157 de f i n i t ( s e l f , Eps i lons , Sigmas , Masses ) :
158 s e l f . Eps i l ons = [ s t r ( Eps i l ons ) , ’ [ 1/cm] ’ ]
159 s e l f . Sigmas = [ s t r ( Sigmas ) , ’ [ angstrom ] ’ ]
160 s e l f . Masses = [ s t r ( Masses ) , ’ [ amu ] ’ ]
161
162 c l a s s Bimolecular ( Mess Input ) :
163 ””” Bimolecular s p e c i e s i n i t i l i z o r . ”””
164
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165 de f i n i t ( s e l f ) :
166 s e l f . o rder = [ ]
167
168 de f g e t b i m o l e c u l a r p a i r ( s e l f ) :
169 ”””Get the PAPR−MESS bimo lecu la r s p e c i e s p a r i s . ”””
170 k e y l s = s e l f . d i c t . keys ( )
171 f r a = [ ]
172 f o r key in k e y l s :
173 i f ’ Fragment ’ in key :
174 f r a . append ( s e l f . d i c t [ key ] [ 0 ] )
175 re turn ”+” . j o i n ( f r a )
176
177
178 c l a s s Well ( Mess Input ) :
179 ””” Well i n i t i l i z o r . ”””
180
181 de f i n i t ( s e l f ) :
182 s e l f . o rder = [ ]
183
184 c l a s s Bar r i e r ( Mess Input ) :
185 ””” Bar r i e r i n i t i l i z o r . ”””
186
187 de f i n i t ( s e l f ) :
188 s e l f . o rder = [ ]
189
190 de f change Img Frequency ( s e l f , p e r c e n t a g e d i f f ) :
191 ”””Change the tunne l ing imaginary f r e q u e n c i e s by s p e c i f i e d
percentage . ”””
192 o r g f r e = f l o a t ( s e l f . ImaginaryFrequency [ 0 ] )
193 new fre = o r g f r e ∗ ( 1 . + p e r c e n t a g e d i f f )
194 s e l f . ImaginaryFrequency [ 0 ] = s t r ( new fre )
195
196 de f c h a n g e N e j f i l e ( s e l f , p e r c e n t a g e d i f f ) :
197 ”””Change the Nej f i l e by s p e c i f i e d percentage . ”””
198 n e j f i l e = s e l f . d i c t [ ’ F i l e ’ ] [ 0 ]
199 with open ( n e j f i l e , ’ r ’ ) as fhand :
200 base = fhand . r e a d l i n e s ( )
201 f o r n , x in enumerate ( base ) :
202 i f x . s t r i p ( ) :
203 l i n e = x . s t r i p ( ) . s p l i t ( )
204 l i n e [ 1 ] = s t r ( f l o a t ( l i n e [ 1 ] ) ∗ ( 1 . + p e r c e n t a g e d i f f ) )
205 base [ n ] = ’ ’ . j o i n ( l i n e ) + ’ \n ’
206 with open ( n e j f i l e , ’w ’ ) as fhand :
207 fhand . w r i t e l i n e s ( base )
1 ”””
2
3 Use fu l s t a t i s t i c a l mechanics methods .
4
5 @author : Le i Le i
6 ”””
7
8 import numpy as np
9 from sc ipy . s p e c i a l import gamma
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10
11 de f rho v ib E ( f r e q l s , energy step , max energy , i n i t i a l v a l u e=None ,
c a l c s t e p =5) :
12 ’ ’ ’ Ca l cu la te the v i b r a t i o n a l dens i ty o f s t a t e s us ing Beyer−Swinehart
d i r e c t count a lgor i thm .
13 Inputs are in order the v i b r a t i o n a l f r e q u e n c i e s o f the harmonic
o s c i l l a t o r , the energy step
14 and the maximum energy f o r r o v i b r a t i o n a l dens i ty o f s t a t e s output
, the i n i t i a l v e c t o r s f o r
15 d i r e c t count c a l c u l a t i o n , which should be the energy vec to r and
dens i ty o f s t a t e s vec to r o f
16 the r o t a t i o n a l dens i ty o f s t a t e s , and the energy step f o r d i r e c t
count .
17 Vibra t i ona l f r e q u e n c i e s and energy are in the un i t o f cm−1.
18 Output i s the dens i ty o f s t a t e s at s p e c i f i c energy l e v e l s in the
un i t o f 1/cm−1. ’ ’ ’
19
20 # i n i t i a l i z a t i o n
21
22 E gr id = np . array ( range (0 , i n t ( max energy ) , i n t ( ene rgy s t ep ) ) + [
max energy ] ) # outpyt g r i d s
23 rho = np . z e r o s ( l en ( E gr id [ 1 : ] ) ) # zero energy i s not counted
24
25 # main loop
26 i f i n i t i a l v a l u e == None :
27 c a l c g r i d = np . array ( range (0 , i n t ( max energy ) , i n t ( c a l c s t e p ) ) +
[ max energy ] ) # c a l c u l a t i o n g r i d s
28 c a l c r h o = np . z e ro s ( i n t ( max energy / c a l c s t e p ) + 1)
29 c a l c r h o [ 0 ] = 1 .
30 e l s e :
31 c a l c g r i d = i n i t i a l v a l u e [ 0 ]
32 c a l c r h o = i n i t i a l v a l u e [ 1 ]
33 # d i r e c t count
34 f o r f in f r e q l s :
35 pos = np . sum( c a l c g r i d < round ( f ) )
36 f o r e in c a l c g r i d [ pos : ] :
37 c u r r l o c = np . sum( c a l c g r i d < e )
38 p r i l o c = np . sum( c a l c g r i d < e−round ( f ) )
39 c a l c r h o [ c u r r l o c ] += c a l c r h o [ p r i l o c ]
40
41 # output
42 f o r n , e in enumerate ( E gr id [ 1 : ] ) :
43 i f n == 0 :
44 pos = 0
45 pre pos = pos
46 pos = np . sum( c a l c g r i d <= e )
47 rho [ n ] = np . sum( c a l c r h o [ pre pos : pos ] ) / ene rgy s t ep
48
49
50 re turn E gr id [ 1 : ] , rho
51
52 de f rho rot E ( one D B ls , two D B ls , one D sigma ls , two D sigma ls ,
energy step , max energy ) :
53 ’ ’ ’ Ca l cu la te the r o t a t i o n a l dens i ty o f s t a t e s f o r molecu le s that are
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unhindered .
54 Inputs are in order r o t a t i o n a l cons tant s f o r 1D and 2D rotor s ,
the symmetry
55 number f o r 1D and 2D rotor s , the c a l c u l a t i o n energy step and the
maximum energy
56 to be cons ide r ed . Rotat iona l cons tant s and energy are in the un i t
o f cm−1.
57 Output i s the dens i ty o f s t a t e at s p e c i f i e d energy l e v e l s in the
un i t o f 1/cm−1. ’ ’ ’
58 # i n i t i a l i z a t i o n
59 E gr id = np . array ( range (0 , i n t ( max energy ) , i n t ( ene rgy s t ep ) ) [ 1 : ] +
[ max energy ] ) # outpyt g r i d s
60 rho = np . z e r o s ( l en ( E gr id ) )
61
62 f o r n , e in enumerate ( E gr id ) :
63 i f l en ( one D B ls ) == 0 :
64 temp = np . prod ( [ np . power ( B i ∗ s igma i , −1) f o r ( B i ,
s i gma i ) in z ip ( two D B ls , two D sigma ls ) ] )
65 e l i f l en ( two D B ls ) == 0 :
66 temp = np . prod ( [ np . power ( B i , −0.5) / s i gma i f o r ( B i ,
s i gma i ) in z ip ( one D B ls , one D s igma l s ) ] )
67 e l s e :
68 temp 1 = np . prod ( [ np . power ( B i , −0.5) / s i gma i f o r ( B i ,
s i gma i ) in z ip ( one D B ls , one D s igma l s ) ] )
69 temp 2 = np . prod ( [ np . power ( B i ∗ s igma i , −1.) f o r ( B i ,
s i gma i ) in z ip ( two D B ls , two D sigma ls ) ] )
70 temp = temp 1 ∗ temp 2
71
72 rho [ n ] = np . power (np . pi , l en ( one D B ls ) / 2 . ) / gamma( l en (
two D B ls ) + len ( one D B ls ) / 2 . )
73 rho [ n ] ∗= np . power ( e , l en ( two D B ls ) + len ( one D B ls ) / 2 . −
1 . ) ∗ temp
74
75 re turn E grid , rho
76
77 de f rho r t rans E (m1, m2, energy step , max energy ) :
78 ’ ’ ’ Ca l cu la te the dens i ty o f s t a t e s f o r the r e l a t i v e t r a n s l a t i o n a l
motions between
79 two p a r t i c l e s . Inputs are mass o f two p a r t i c l e s in kg , the energy
step and
80 the maximum energy to c a l c u l a t e dens i ty o f s t a t e s . Output i s the
dens i ty o f
81 s t a t e s at s p e c i f i c energy l e v e l s in the un i t o f cm−3 / cm−1. ’ ’ ’
82
83 E gr id = np . array ( range (0 , i n t ( max energy ) , i n t ( ene rgy s t ep ) ) [ 1 : ] +
[ max energy ] ) # outpyt g r i d s
84 rho = np . z e r o s ( l en ( E gr id ) )
85
86 reduced mass = (m1 ∗ m2) / (m1 + m2) # kg
87 h = 6.62607004 e−34 # Planck ’ s constant , m2 kg s−1
88 J to cm = 1 . e−3 ∗ 6.0221409 e+23 / 4 .184 ∗ 349.759 # conver s i on
f a c t o r from j o u l e to wavenumber
89
90 f o r n , e in enumerate ( E gr id ) :
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91 temp = np . p i / 4 . ∗ np . power ( 8 . ∗ reduced mass / h ∗∗ 2 . , 1 . 5 ) ∗
np . power ( e / J to cm , 0 . 5 ) # uni t : m−3 J−1
92 rho [ n ] = temp / ( 1 . e6 ∗ J to cm ) # convert un i t
to cm−3 / cm−1
93
94 re turn E grid , rho
95
96 de f convo lve rho E ( mode 1 , mode 2 ) :
97 ’ ’ ’ Convolve the r o v i b r a t i o n a l dens i ty o f s t a t e s with r e l a t i v e
t r a n s l a t i o n a l dens i ty o f
98 s t a t e s to get the t o t a l dens i ty o f s t a t e s . Inputs are nested
l i s t s conta in ing the
99 energy l e v e l s and dens i ty o f s t a t e s f o r the modes to be convolved
. To get a b e t t e r
100 r e s u l t , i t i s opt imal to have the same r e s o l u t i o n f o r both modes .
Output i s the
101 convolved energy l e v e l s and dens i ty o f s t a t e s in the un i t o f 1/cm
−1. ’ ’ ’
102
103 i f any ( mode 1 [ 0 ] != mode 2 [ 0 ] ) :
104 r a i s e Exception ( ’The energy g r i d s do not match . ’ )
105 E gr id = mode 1 [ 0 ]
106 de l ta E = np . d i f f ( E gr id ) [ 0 ]
107 rho 1 = np . i n s e r t ( mode 1 [ 1 ] , 0 , 1 . )
108 rho 2 = np . i n s e r t ( mode 2 [ 1 ] , 0 , 1 . )
109 rho = np . z e r o s ( l en ( E gr id ) )
110
111 f o r n , e in enumerate ( E gr id ) :
112 pos = np . sum( E gr id <= e ) + 1
113 temp = rho 1 [ : pos ] ∗ rho 2 [ : pos ] [ : : − 1 ]
114 rho [ n ] = np . sum( temp [ 1 : ] + temp [ : −1 ] ) / 2 . ∗ de l ta E
115
116 re turn E grid , rho
117
118 de f c a l c u l a t e p a r t i t i o n f u n c t i o n ( E grid , rho E , T) :
119 ’ ’ ’ Ca l cu la te the p a r t i t i o n func t i on based on the dens i ty o f s t a t e s .
120 Input are the energy l e v e l s , the co r r e spo ind ing dens i ty o f
121 s t a t e s and temperature in K. Output i s the Boltzmann f a c t o r
122 wighted i n t e g r a t i o n o f dens i ty o f s t a t e s , which i s the p a r t i t i o n
func t i on . ’ ’ ’
123
124 de l ta E = E gr id [ 1 ] − E gr id [ 0 ]
125 kB cm = 0.69503476 # Boltzmann constant , cm−1 K−1
126
127 b o l t z f a c t o r = np . exp(−np . array ( E gr id ) / (kB cm ∗ T) )
128
129 q = np . sum(np . array ( rho E ) [ 1 : ] ∗ b o l t z f a c t o r [ 1 : ] + np . array ( rho E )
[ : −1 ] ∗ b o l t z f a c t o r [ : −1 ] ) / 2 .0 ∗ de l ta E
130 # q = np . sum(np . array ( rho E ) ∗ b o l t z f a c t o r ) ∗ de l ta E
131 re turn q
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