Proving a conjecture of Talagrand, a fractional version of the "expectation-threshold" conjecture of Kalai and the second author, we show that for any increasing family F on a finite set X, we have pc(F ) = O(q f (F ) log (F )), where pc(F ) and q f (F ) are the threshold and "fractional expectation-threshold" of F , and (F ) is the largest size of a minimal member of F . This easily implies various heretofore difficult results in probabilistic combinatorics, e.g. thresholds for perfect hypergraph matchings (Johansson-Kahn-Vu) and boundeddegree spanning trees (Montgomery). We also resolve (and vastly extend) one version of the "random multidimensional assignment" problem of Frieze and Sorkin. Our approach builds on recent breakthrough work of Alweiss, Lovett, Wu and Zhang on the Erdős-Rado 'Sunflower Conjecture.'
INTRODUCTION
Our most important contribution here is the proof of a conjecture of Talagrand [17] that is (a strengthening of) a fractional relaxation of the "expectation-threshold" conjecture of Kalai and the second author [11] . For an increasing family F on a finite set X, we write (with definitions below) p c (F), q f (F) and (F) for the threshold, fractional expectation-threshold, and size of a largest minimal element of F. In this language, our main result is the following. Theorem 1.1. There is a universal K > 0 such that for every finite X and increasing F ⊆ 2 X , p c (F) < Kq f (F) log (F).
As discussed below, q f (F) is a more or less trivial lower bound on p c (F), and Theorem 1.1 says this bound is never far from the truth. (Apart from the constant K, the upper bound is tight in many of the most interesting cases; see below.)
Thresholds have been a-maybe the-central concern of the study of random discrete structures (random graphs and hyerpgraphs, for example) since its initiation by Erdős and Rényi [5] , with much work around identifying thresholds for specific properties (see [3, 9] ), though it was not observed until [2] that every increasing F admits a threshold (in the Erdős-Rényi sense; see below). See also [7] for developments, since [6] , on the very interesting question of sharpness of thresholds.
Our second main result is Theorem 1.8 below, which was motivated by the "random multi-dimensional assignment" problem of Frieze and Sorkin [8] . The statement is postponed until we have filled in some background, to which we now turn. (See the beginning of Section 2 for notation not defined here.)
Thresholds. For a given X and p ∈ [0, 1], µ p is the product measure on 2 X given by µ p (S) = p |S| (1 − p) |X\S| . An F ⊆ 2 X is increasing if B ⊇ A ∈ F ⇒ B ∈ F. If this is true (and F = 2 X , ∅), then µ p (F)(:= {µ p (S) : S ∈ F}) is strictly increasing in p, and the threshold, p c (F), is the unique p for which µ p (F) = 1/2. This is finer than the original Erdős-Rényi notion, according to which p * = p * (n) is a threshold for F = F n if µ p (F) → 0 if p p * and µ p (F) → 1 if p p * . (That p c (F) is always an Erdős-Rényi threshold follows from [2] .) Following [15, 17] , we say F is p-small if there is a G ⊆ 2 X such that F ⊆ G := {T : ∃S ∈ G, S ⊆ T } and
Then q(F) := max{p : F is p-small}, which we call the expectation-threshold of F (though the term is used slightly differently in [11] ), is a trivial lower bound on p c (F), since for G as above and T drawn from µ p ,
Thus the following statement, the main conjecture of [11] , says that for any F there is a trivial lower bound on p c (F) that is close to the truth.
Conjecture 1.2.
There is a universal K > 0 such that for every finite X and increasing F ⊆ 2 X ,
We should perhaps emphasize how strong this is (from [11] : "It would probably be more sensible to conjecture that it is not true"); e.g. it easily implies-and was largely motivated by-Erdős-Rényi thresholds for (a) perfect matchings in random r-uniform hypergraphs, and (b) appearance of a specified bounded degree spanning tree in random graphs. These have since been resolved: the first-Shamir's Problem, circa 1980-in [10] , and the second-a mid-90's suggestion of the second author-in [14] . Both arguments are difficult and specific to the problems they address (in that they are utterly unrelated either to each other or to what we do here).
From considerations of duality, Talagrand [17] suggests relaxing "p-small" by replacing the set system G above by a fractional set system g: say F is weakly p-small if there is a g : 2 X → R + such that
Then q f (F) := max{p : F is weakly p-small}, the fractional expectation-threshold for F, satisfies
(That is, weakly p-small implies (p/K)-small.)
But, at least for the problems originally motivating Conjecture 1.2 discussed above, this equivalence is not needed: the applications follow just as easily from Conjecture 1.3.
Spread hypergraphs and spread measures.
In this paper a hypergraph on the (vertex) set X is a collection H of subsets of X (edges of H), with repeats allowed. For S ⊂ X, we use S for {T ⊆ X : T ⊇ S}, and for a hypergraph H on X, we write H for ∪ S∈H S for the increasing family generated by H. We say H is -bounded (resp. -uniform) if each of its members has size at most (resp. exactly) , and κ-spread if
(Note that edges are counted with multiplicities on both sides of (4).)
A major advantage of Conjectures 1.3 and 1.4 over Conjecture 1.2-and the source of the present relevance of [1] -is that they admit, via linear programming duality, reformulations in which the specification of q f (F) gives a usable starting point. Following [17] , we say that a probability measure ν :
As observed by Talagrand [17] , the following is an easy consequence of duality. Proposition 1.6. For an increasing family F on X, if q f (F) ≤ q, then there is a (2q)-spread probability measure on 2 X supported on F.
This allows us to reduce Theorem 1.1 to the following alternate (actually, equivalent) statement. In this paper with high probability (w.h.p.) means with probability tending to 1 as → ∞. Theorem 1.7. There is a universal K > 0 such that for any -bounded, κ-spread hypergraph H on X, a uniformly random ((Kκ −1 log )|X|)-element subset of X belongs to H w.h.p.
The easy reduction is given in Section 2.
Assignments. Our second main result provides upper bounds on the minima of a large class of hypergraphbased stochastic processes, somewhat in the spirit of [16] (see also [15, 18] ), saying that in "smoother" settings, the logarithmic corrections of Conjectures 1.2, 1.3, 1.4 and Theorem 1.1 are not needed.
For a hypergraph H on X, let ξ x (x ∈ X) be independent random variables, each uniform from [0, 1], and set This is often tight (again up to the value of K). The distribution of the ξ x 's is not very important; e.g. it's easy to see that the same statement holds if they are Exp(1) random variables, as in the next example. Theorem 1.8 was motivated by work of Frieze and Sorkin [8] on the "axial" version of the random ddimensional assignment problem. This asks (for fixed d and large n) for estimation of
where the ξ x 's (x ∈ X := [n] d ) are independent Exp(1) weights and S ranges over "axial assignments," meaning S ⊆ X meets each axis-parallel hyperplane ({x ∈ X : x i = a} for some i ∈ [d] and a ∈ [n]) exactly once. (For d = 2, this is classical; see [8] for its rather glorious history. For d = 3, it was considered somewhat earlier in the physics literature [13] , and its deterministic version was one of Karp's [12] original NP-complete problems. For larger d, as far as we know, it was first considered in [8] .)
Frieze and Sorkin show (regarding bounds; they are also interested in algorithms)
(The lower bound is easy and the upper bound follows from the Shamir bound of [10] .)
In present language, Z A d,n is simply Z H , with H the set of perfect matchings of the complete, balanced d-uniform d-partite hypergraph on dn vertices (that is, the collection of d-sets meeting each of the pairwise disjoint n-sets V 1 , . . . , V d ). This is easily seen to be κ-spread with κ = (n/e) d−1 (apart from the nearly irrelevant d-particity, this is the H of Shamir's Problem), so the correct bound is an instance of Theorem 1.8:
).
Frieze and Sorkin also considered the "planar" version of the problem, in which S in (5) meets each line ({x ∈ X : x j = y j ∀j = i} for some i ∈ [d] and y ∈ X) exactly once; and one may of course generalise from hyperplanes/lines to k-dimensional 'subspaces' for a given k ∈ [d − 1]. It's easy to see what to expect here, and one may hope Theorem 1.8 will eventually apply, but we at present lack the technology to say the relevant H's are suitably spread.
Organisation. Following minor preliminaries and the derivation of Theorem 1.1 from Theorem 1.7 in Section 2, the heart of our argument, Lemma 3.1, is treated in Section 3. Our approach here strengthens that underlying the recent breakthrough of Alweiss, Lovett, Wu and Zhang [1] on the Erdős-Rado "Sunflower Conjecture" [4] . Section 4 adds one small technical point (more or less repeated from [1] ), and the proofs of Theorems 1.7 and 1.8 are given in Sections 5 and 6.
PRELIMINARIES

Usage.
As is usual, we use [n] for {1, 2, , . . . , , n}, 2 X for the power set of X, X r for the family of r-element subsets of X, and [S,
In what follows we assume and n are somewhat large (when there is an it will be at most n), as we may do since smaller values can by handled by adjusting the K's in Theorems 1.7 and 1.8. Asymptotic notation referring to some parameter λ (usually ) is used in the natural way: implied constants in O(·) and Ω(·) are independent of λ, and f = o(g) (also written f g) means f /g is smaller than any given ε > 0 for large enough values of λ.
For p ∈ [0, 1] and m ∈ [n], X p and X m are (respectively) a p-random subset of X (drawn from µ p ) and a uniformly random m-element subset of X. The following standard observation (contained in e.g. [9, Propositions 1.12, 1.13]) allows us to move easily between these models. Proposition 2.1. Let F be an increasing family on a finite set X of size n. As n → ∞, if P(X p ∈ F) → ϑ for all p = m/n+O( m(n − m)/n 3 ), then P(X m ∈ F) → ϑ; similarly, if P(X m ∈ F) → ϑ for all m = np+O( np(1 − p)), then P(X p ∈ F) → ϑ.
We close this section with the promised:
Derivation of Theorem 1.1 from Theorem 1.7. Let F be as in Theorem 1.7 with G its set of minimal elements, let with (F) ≤ = O( (F)) be large enough that the exceptional probability in Theorem 1.7 is less than 1/4, say, and let ν be the (2q)-spread probability measure promised by Proposition 1.6, where q = q f (F). We may assume ν is supported on G (since transferring weight from S to T ⊆ S doesn't destroy the spread condition) and that ν takes values in Q. We may then replace G by H whose edges are copies of edges of G, and ν by uniform measure on H.
With κ = 1/(2q), Theorem 1.7 then says that a uniform ((2Kq log )|X|)-element subset of X belongs to H = F with probability at least 3/4, and then (since n is large) Proposition 2.1 gives p c (F) ≤ 4Kq log .
MAIN LEMMA
Let H be an r-bounded, κ-spread hypergraph on a set X of size n, with κ 1. Let γ be a slightly small constant (e.g. γ = 0.1) and suppose C 0 ≤ C κ, with the constant C 0 > 0 large enough to support the last line in the proof of Lemma 3.1. Set p = C/κ ( 1 since C κ), r = (1 − γ)r and N = n np . Finally, fix ψ : H → H satisfying ψ(Z) ⊆ Z for all Z ∈ H , set, for W ⊆ X and S ∈ H, 
From now on we will always take Z = W ∪ S (with W as in Lemma 3.1); thus |Z| is typically roughly np and, since H is κ-spread, |H|κ −t p s−t is a natural upper bound on what one might expect for the l.h.s. of (8) .
We bound the nonpathological and pathological parts of (7) separately; this (with the introduction of "pathological") is the source of our improvement over [1] .
Nonpathological contributions.
We first bound the number of (S, W ) in (7) with (S, Z) nonpathological. This basically follows [1] , but "nonpathological" allows us to bound the number of possibilities in Step 3 below by the r.h.s. of (8), where [1] settles for something like |H|κ −t .
Step 1. There are at most
Step 2. Given Z, let S = ψ(Z). Choose T := S ∩ S , for which there are at most 2 |S | ≤ 2 r possibilities, and set t = |T | > r . (If t ≤ r then, as χ(S, W ) = S \ W ⊆ T , (S, W ) cannot be bad.)
Step 3. Since we are only interested in nonpathological choices, the number of possibilities for S is now at most
Step 4. Complete the specification of (S, W ) by choosing W ∩ S, the number of possibilities for which is at most 2 s .
In sum, since s ≤ r and t > r = (1 − γ)r, the number of nonpathological possibilities is at most
Pathological contributions. We next bound the number of (S, W ) as in (7) with (S, Z) pathological. The main point here is Step 4.
Step 1. There are at most |H| possibilities for S.
Step 2. Choose T ⊆ S witnessing the pathology of (S, Z) (i.e. for which (8) holds); there are at most 2 s possibilities for T .
Step 3. Choose U ∈ [T, S] for which
Here the left hand side counts members of H s in Z whose intersection with S is precisely U . (Of course, existence of U as in (10) follows from (8) .) The number of possibilities for this choice is at most 2 s−t .
Step 4. Choose Z \ S, the number of choices for which is less than N (2/B) r . To see this, write Φ for the r.h.s. of (10) . Noting that Z \ S must belong to X\S ≤np , we consider, for Y drawn uniformly from this set,
Set |U | = u and notice that we may assume np ≥ s − u, since otherwise the probability in (11) is zero. We have
while, for any S ∈ H s ∩ U ,
Markov's Inequality then bounds the probability in (11) by ϑ/Φ, and this bounds the number of possibilities for Z \ S by n−s ≤np (ϑ/Φ), which (now using np ≥ s − u and p 1) is easily seen to be less than N (2/B) r .
Step 5. Complete the specification of (S, W ) by choosing S ∩ W , which can be done in at most 2 s ways.
Combining (and slightly simplifying), we find that the number of pathological possibilities is at most
Finally, the sum of the bounds in (9) and (12) is less than the (γr) −1 N |H|C −r/3 of Lemma 3.1 for suitable C and γ, which completes the proof of the lemma.
SMALL UNIFORMITIES
As in [1] (see their Lemma 5.9), very small set sizes are handled by a simple Janson bound: Lemma 4.1. For an r-bounded, κ-spread G of size at least κ r on Y , and α ∈ (0, 1),
Proof. We may assume G is r-uniform (or add dummy vertices of degree 1 to achieve this; note this preserves the spread condition since |G| ≥ κ r ). Proof. This follows from Lemma 4.1 and Proposition 2.1. (We use the latter with n = |Y | and m = α|Y |, noting that, since |G| ≤ y∈Y |G ∩ y | ≤ nκ −1 |G| implies α r/κ ≥ 1/κ ≥ 1/n, we have m(n − m)/n 3 = α(1 − α)/n m/n.)
PROOF OF THEOREM 1.7
We may of course assume κ 1 (or there is nothing to prove). We may also assume H is -uniform, as follows: if, for a sufficiently large M , we replace each S ∈ H by M new edges, each consisting of S together with − |S| new vertices (with each new vertex used just once), then the resulting hypergraph G, say with vertex set Y , is -uniform and κ-spread. But if Theorem 1.7 holds for G, then w.h.p. W chosen uniformly from the (Kκ −1 log )|Y |)-element subsets of Y both lies in G (and therefore W ∩X lies in H ) and satisfies |W ∩ X| ≤ (2Kκ −1 log )|X| implying that the theorem holds for H with K replaced by 2K.
Given this assumption, we have
since 1 ≤ |H ∩ S | = κ − |H| for S ∈ H. We may then slightly strengthen our assumptions to
(since under the assumptions of Theorem 1.7, (15) holds with κ replaced by κ/2).
Fix an ordering "≺" of H. In what follows we will have a sequence H i , with H 0 = H and
where W i and χ i will be defined below (and χ i is a version of the χ of Section 3). We then order H i by setting
(So e.g. each member of H i ultimately inherits its position in ≺ i from some member of H. This is not very important; the point is that we will be applying Lemma 3.1 repeatedly, and the present convention just provides a concrete ψ for each stage of the iteration.)
Let C = C 0 and γ be as in Section 3. Set p = C/κ, define m by (1 − γ) m = √ log / , and set q = log /κ. Then m = Θ(γ −1 log ) and Theorem 1.7 will follow from the next assertion. (and bad otherwise) , and set
(Thus H i is a r i -bounded collection of subsets of X i and inherits the ordering ≺ i as described above.)
Finally, choose W m+1 uniformly from Xm nq . Then W := W 1 ∪ · · · ∪ W m+1 is as in Claim 5.1. Note also that W ∈ H whenever W m+1 ∈ H m . (More generally,
So to prove the claim, we just need to show 
gives the spread condition (4) for H i−1 . Thus
(see the specifications of m and δ given before and after the statement of Claim 5.1).
Finally, if W 1 , . . . , W m is successful, then Corollary 4.2 (applied with Y = X m , α = q, r = r m = √ log log = ακ, and W = W m+1 ) gives
and we have the claim.
6. PROOF OF THEOREM 1.8
We assume the setup of Theorem 1.8 and may again assume κ 1. In addition, as in Section 5, we may assume H is -uniform, since the construction there produces an -uniform, κ-spread G with Z G ≥ Z H . In particular this gives
The theorem will follow from the next assertion, in which C 0 is as in Section 3. Proof of Claim 6.1. Terms not defined here (beginning with p = C/κ and W i ) are as in Section 5, but we now define m by (1 − γ) m = (log )/ and set q = C log 2 /κ, with C as in Section 3 (that is, C 0 ≤ C κ), noting that (20) gives p ≥ C /n. for all i and x ∈ W i .
Proof. Failure at i implies
But |ξ −1 [0, ε i ]| is hypergeometric with mean ε i n = 2a i ≥ 2C , so the probability that (22) occurs for some i is less than exp[−Ω(C )] (see e.g. [9, Theorem 2.10]).
Write W i for W 1 ∪ · · · ∪ W i . ; and S i ∈ H i then gives the proposition. We now define "success" for (ξ x : x ∈ X) to mean that W 1 , . . . , W m+1 is successful in our earlier sense and that (21) holds. Notice that with our current values of m and q (and r = (1−γ) m = log ), we can replace the error terms in (18) and (19) by essentially mδ −1 C − log /3 and e −C log , which with Proposition 6.2 bounds the probability that (ξ x : x ∈ X) is not successful by (say) exp[−(log log C)/4]. We finish by observing the following. Proposition 6.4. If (ξ x : x ∈ X) is successful then ξ H ≤ (3C/γ) /κ.
Proof. For S as in Proposition 6.3, we have (with W 0 = ∅ and ε 0 = 0) 
