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Some stochastic time-fractional diffusion equations with
variable coefficients and time dependent noise
Guannan Hu
Abstract
We prove the existence and uniqueness of mild solution for the stochastic partial
differential equation
(∂α − B)u(t, x) = u(t, x) · W˙ (t, x),
where
α ∈ (1/2, 1) ∪ (1, 2);
B is an uniform elliptic operator with variable coefficients and W˙ is a Gaussian noise
general in time with space covariance given by fractional, Riesz and Bessel kernel.
Keywords: Gaussian noisy environment, time fractional order spde, Fox H-functions,
mild solutions, uniform elliptic operator, chaos expansion, Riesz kernel, Bessel kernel.
1 Introduction
In this article we prove the existence and uniqueness of the mild solution of the equation


(∂α − B) u(t, x) = u(t, x)W˙ (t, x), t ∈ (0, T ], x ∈ Rd,
∂k
∂tk
u(t, x)
∣∣∣∣
t=0
= uk(x), 0 ≤ k ≤ ⌈α⌉ − 1, x ∈ R
d,
(1.1)
with any fixed T ∈ R+, α ∈ (1/2, 1) ∪ (1, 2), where ⌈α⌉ is the smallest integer not less than
α. Here we assume
• u0(x) is bounded continuously differentiable. Its first order derivative bounded and
Ho¨lder continuous. The Ho¨lder exponent γ > 2−α
α
• u1(x) is bounded continuous function(locally ho¨lder continuous if d > 1)
In this equation, W˙ is a zero mean Gaussian noise with the following covariance structure
E(W˙ (t, x)W˙ (s, y)) = λ(t− s)Λ(x− y),
where λ(·) is nonnegative definite and locally intergrable and Λ(·) is one of the following
situations:
1
(i) Fractional kernel. Λ(x) :=
d∏
i=1
2Hi(2Hi − 1)|xi|
2Hi−1, x ∈ Rd and 1/2 < Hi < 1.
(ii) Reisz kernel. Λ(x) := Cα,d|x|
−κ, x ∈ Rd and 0 < κ < d and Cα,d = Γ(
κ
2
)2−απ−d/2/Γ(α
2
).
(iii) Bessel kernel. Λ(x) := Cα
∫∞
0
ω−
κ
2
−1e−ωe
−|x|2
4ω dω, x ∈ Rd, 0 < κ < d, and Cα =
(4π)α/2Γ(α/2).
B :=
d∑
i,j=1
ai,j(x)
∂2
∂xi∂xj
+
d∑
j=1
bj(x)
∂
∂xj
+ c(x)
is uniformly elliptic. Namely it satisfies the following conditions:
(i) aij(x), bj(x) and c(x) are bounded Ho¨lder continuous functions on R
d
(ii) ∃a0 > 0, such that ∀x, ξ ∈ R
d,
d∑
i,j=1
ai,j(x)ξiξj ≥ a0|ξ|
2.
The fractional derivative in time ∂α is understood in Caputo sense:
∂αf(t) :=


1
Γ(m− α)
∫ t
0
dτ
f (m)(τ)
(t− τ)α+1−m
if m− 1 < α < m ,
dm
dtm
f(t) if α = m .
Throughout this chapter, the initial conditions uk(x) are bounded continuous(Ho¨lder contin-
uous, if d > 1) functions. The study of the mild solution relies on the asymptote property of
the Green’s function Z, Y of the following deterministic equation.


(∂α − B)u(t, x) = f(t, x), t > 0, x ∈ Rd,
∂k
∂tk
u(t, x)
∣∣∣∣
t=0
= uk(x), 0 ≤ k ≤ ⌈α⌉ − 1, x ∈ R
d,
(1.2)
In [3] we cover the case α ∈ (1/2, 1). When α ∈ (1, 2), [6] showed that when B is ∆, Green’s
function Y of (1.2) the following:
Y (t, x) = Cdt
α
2
(2−d)fα
2
(|x|t−
α
2 ; d− 1,
α
2
(2− d)),
where
fα
2
(z;µ, δ) =


2
Γ(µ
2
)
∫ ∞
1
φ(−
α
2
, δ;−zt)(t2 − 1)
µ
2
−1dt, µ > 0,
φ(−
α
2
, δ;−z), µ = 0;
2
Cd = 2
−nπ
1−d
2 and the wright’s function
φ(−
α
2
, δ;−z) :=
∞∑
n=0
zn
n!Γ(δ − α
2
n)
The solution of (1.2) has the following form:
u(t, x) = J0(t, x) +
∫ t
0
ds
∫
Rd
dy f(s, y)Y (t− s, x− y), (1.3)
where and throughout the chapter, we denote
J0(t, x) :=
⌈α⌉−1∑
k=0
∫
Rd
uk(y)Zk+1(t, x− y)dy . (1.4)
For case of α ∈ (1/2, 1), we use Z in place of Z1. We have the following facts about
Z1(t, x), Z2(t, x) and Y (t, x).
Z1(t, x) = D
α−1Y (t, x); Z1(t, x) =
∂
∂t
Z2(t, x)
As in [3], We first get the estimation of Y , then use Wiener chaos expansion to obtain
relation between the parameter α, d,Hi and κ such that the mild solution exist.
The rest of the article is organized as follows. Section 2 gives more details about the
solution of (1.1), estimation of Y for α ∈ (1/2, 1) and some preliminaries about Wiener
spaces. Section 3 gives the estimation of Y for α ∈ (1, 2) and further estimations before
proving the existence of the mild solution.
Notation: Throughout this chapter we denote
p(t, x) := exp
{
−σ
∣∣∣ x
t
α
2
∣∣∣ 22−α} ,
where σ > 0 is a generic positive constant whose values may vary at different occurrence, so
is C.
2 Preliminary
We consider a Gaussian noise W on a complete probability space (Ω,F , P ) encoded by a
centered Gaussian family {W (ϕ); ϕ ∈ L2(R+ × R
d)}, whose covariance structure λ(s− t) is
given by
E (W (ϕ)W (ψ)) =
∫
R
2
+
×R2d
ϕ(s, x)ψ(t, y)λ(s− t)Λ(x− y)dxdydsdt, (2.1)
where λ : R → R+ is nonnegative definite and locally intergrable. Throughout the chapter,
we denote
Ct := 2
∫ t
0
λ(s)ds, t > 0. (2.2)
Λ : Rd → R+ is a fractional, Reisz or Bessel kernel.
3
Definition 2.1. Let Z and Y be the fundamental solutions defined by (1.2) and (1.3). An
adapted random field {u = u(t, x) : t ≥ 0, x ∈ Rd} such that E [u2(t, x)] < +∞ for all (t, x)
is a mild solution to (1.1), if for all (t, x) ∈ R+ × R
d, the process{
Y (t− s, x− y)u(s, y)1[0,t](s) : s ≥ 0, y ∈ R
d
}
is Skorodhod integrable (see (??)), and u satisfies
u(t, x) = J0(t, x) +
∫ t
0
∫
Rd
Y (t− s, x− y)u(s, y)W (ds, dy) (2.3)
almost surely for all (t, x) ∈ R+ × R
d, where J0(t, x) is defined by (1.4).
We use a similar chaos expansion to the one used in chapter 3. To prove the existence
and uniqueness of the solution we show that for all (t, x),
∞∑
n=0
n!‖fn(·, ·, t, x)‖
2
H⊗n <∞ . (2.4)
3 Estimations of the Green’s functions
The fundamental solution of (1.2) is constructed by Levi’s parametrix method. We refer the
reader to [2] for detail of this method. In this section x := (x1, x2, · · · , xd) ∈ R
d, ξ, η are
defined the same way; t ∈ (0, T ]. We use γ to denote the Ho¨lder exponents with respect to
spatial variables. We can assume they are equal. For α ∈ (1, 2), we assume
γ > 2−
2
α
.
For α ∈ (1
2
, 1), Chapter 4 gives the estimations the Z and Y . For α ∈ (1, 2), we need some
lemmas before we can estimate Z1, Z2 and Y .
From [5] we have
Zj(t, x− ξ) =Z
0
j (t, x− ξ, ξ) + VZj(t, x; ξ), j = 1, 2.
Y (t, x− ξ) =Y0(t, x− ξ, ξ) + VY (t, x; ξ).
We refer the reader to [5] for the definitions of Z0k(t, x − ξ, ξ), Y0(t, x − ξ, ξ) and VY (t, x; ξ).
Here we list their estimations which we use to get the estimations of Zk and Y in section 3.
These estimations are given in section 2.2 of [5] or Lemma 15 in [6].
Lemma 3.1.
|Z01(t, x− ξ, η)| ≤ Ct
−αd
2 µd(t
−α
2 |x− ξ|)p(t, x− ξ),
|Z02(t, x− ξ, η)| ≤ Ct
−αd
2
+1µd(t
−α
2 |x− ξ|)p(t, x− ξ),
where
µd(z) :=


1, d = 1;
1 + | log z|, d = 2;
z2−d, d ≥ 3.
(3.1)
4
Lemma 3.2.
|Y0(t, x− ξ, η)| ≤ Ct
α−αd
2
−1µd(t
−α
2 |x− ξ|)p(t, x− ξ),
where
µd(z) :=


1, d ≤ 3;
1 + | log z|, d = 4;
z4−d, d ≥ 5.
(3.2)
The following estimations of VZ1, VZ2 and VY are from Theorem 1 of [5], where ν1 ∈ (0, 1),
such that γ > ν1 > 2−
2
α
and ν0 = ν1 − 2 +
2
α
.
Lemma 3.3.
|VZ1(t, x; ξ)| ≤
{
Ct(γ−1)
α
2 p(t, x− ξ) , d = 1 ;
Ctν0α−1|x− ξ|−d+γ−ν1+2−ν0p(t, x− ξ) , d ≥ 2
(3.3)
Lemma 3.4.
|VZ2(t, x; ξ)| ≤
{
Ct(γ−1)
α
2
+1p(t, x− ξ) , d = 1 ;
Ct
ν0α
2
+1−α|x− ξ|−d+γ−ν1+2−ν0p(t, x− ξ) , d ≥ 2
(3.4)
Lemma 3.5.
|VY (t, x; ξ)| ≤
{
Ctα−1+(γ−1)
α
2 p(t, x− ξ) , d = 1 ;
Ctν0α−1|x− ξ|−d+γ−ν1+2−ν0p(t, x− ξ) , d ≥ 2
(3.5)
Based on the above three lemmas we have
Lemma 3.6. Let x ∈ Rd, t ∈ (0, T ]. Then
|Y (t, x− ξ)| ≤
{
Ct−1+
α
2 p(t, x− ξ), d = 1;
Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ), d ≥ 2.
(3.6)
Proof. We ”add” together the estimation of Y0 in Lemma 3.2 and Vy in Lemma 3.5 to get
the estimation of Y . We use the following inequality throughout the proof.
a, b, σ > 0, then ∃σ, C > 0, s.t. xae−σx
b
< Ce−σ
′xb ,
First when d = 1,
|Y (t, x− ξ)| ≤ |Y0(t, x− ξ, ξ)|+ |VY (t, x, ξ)|
≤ Ctα−1+(γ−1)
α
2 p(t, x− ξ) + Ct−1+
α
2 p(t, x− ξ)
≤ Ct−1+
α
2 p(t, x− ξ) .
When d ≥ 5, by the fact
ν0 = ν1 − 2 + 2/α and γ > ν1 > 2−
2
α
,
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we have
4− γ + 2ν0 −
2
α
= −γ + 2ν1 +
2
α
≥ 0 .
Therefore
|Y0(t, x− ξ, ξ)| ≤ Ct
α−αd
2
−1
∣∣∣∣x− ξtα2
∣∣∣∣
4−d
p(t, x− ξ)
= Ctα−
αd
2
−1
∣∣∣∣x− ξtα2
∣∣∣∣
−d+γ−2ν0+
2
α
∣∣∣∣x− ξtα2
∣∣∣∣
4−γ+2ν0−
2
α
p(t, x− ξ)
≤ Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ) .
Furthermore because of the assumption
γ > 2−
2
α
,
we have
α−
α
2
γ + ν0α− 2 < ν0α− 1.
Therefore
|Y (t, x− ξ)| ≤ |Y0(t, x− ξ, ξ)|+ |Vy(t, x, ξ)|
≤ Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ)
+ Ctv0α−1|x− ξ|−d+γ−2ν0+
2
α p(t, x− ξ)
≤ Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ) .
When d = 2 and d = 3, as in the previous cases, we first have
|Y0(t, x− ξ, ξ)| ≤ Ct
α−αn
2
−1p(t, x− ξ)
≤ Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ).
Then as the last step in the case of d ≥ 5, we have
|Y (t, x− ξ)| ≤ Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ) .
When d = 4, let’s first transform the estimation of Y0 into the following form:
tζd |x− ξ|κdp(t, x− ξ).
We have
|Y0(t, x− ξ, ξ)| ≤ Ct
α−αd
2
−1
{∣∣∣∣x− ξtα2
∣∣∣∣
θ
+
∣∣∣∣ t
α
2
x− ξ
∣∣∣∣
θ
}
p(t, x− ξ)
≤ Ctα−
αd
2
−1
∣∣∣∣ t
α
2
x− ξ
∣∣∣∣
θ
{∣∣∣∣x− ξtα2
∣∣∣∣
2θ
+ 1
}
p(t, x− ξ),
6
for ∀ θ > 0.
If |x−ξ
t
α
2
| ≤ 1, then {∣∣∣∣x− ξtα2
∣∣∣∣
2θ
+ 1
}
p(t, x− ξ) ≤ 2p(t, x− ξ);
if |x−ξ
t
α
2
| > 1, then {∣∣∣∣x− ξtα2
∣∣∣∣
2θ
+ 1
}
p(t, x− ξ) ≤ 2
∣∣∣∣x− ξtα2
∣∣∣∣
2θ
p(t, x− ξ)
≤ Cp(t, x− ξ).
Therefore if we choose θ > 0 such that
−θ > −d+ γ − 2ν0 +
2
α
,
we have
|Y0(t, x− ξ, ξ)| ≤ Ct
α−αd
2
−1
∣∣∣∣x− ξtα2
∣∣∣∣
−θ
p(t, x− ξ)
≤ Ctα−
αd
2
−1
∣∣∣∣x− ξtα2
∣∣∣∣
−d+γ−2ν0+
2
α
p(t, x− ξ)
≤ Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ) .
As in previous two cases, we end up with
|Y (t, x− ξ)| ≤ Ctα−
α
2
γ+ν0α−2|x− ξ|−d+γ−2ν0+
2
αp(t, x− ξ) .
Let’s denote the the estimation function of Y by tζd |x−ξ|κdp(t, x−ξ). For the estimation of
integral (5.2) involving Y and fractional kernel it more convenient to represent the estimation
of Y as the the product of one dimensional functions. To this purpose, as in the case of
0 < α < 1, the estimation of Y is represented as the product of one dimensional functions,
which is shown in the following lemma.
Lemma 3.7. Let xi, ξi ∈ R, t ∈ (0, T ]
|Y (t, x− ξ)| ≤ C
d∏
i=1
tζd/d|xi − ξi|
κd/dp(t, xi − ξi) , (3.7)
where ζd and κd are the powers of t and x− ξ in the estimation of Y , i.e.,
ζd =
{
−1 + α
2
, d = 1;
α− α
2
γ + ν0α− 2, d ≥ 2 .
(3.8)
7
and
κd =
{
0, d = 1;
−d + γ − 2ν0 +
2
α
, d ≥ 2 .
(3.9)
Lemma 3.8.
sup
t,x
∣∣∣∣
∫
Rd
Zk+1(t, x− ξ)uk(t, ξ)dξ
∣∣∣∣ ≤ C k = 0, 1.
Proof. First recall that uk(x) are bounded. Thanks to the following fact from [4]∫
Rd
Z01 (t, x, ξ)dξ = 1 and
∫
Rd
Z02 (t, x, ξ)dξ = t,
we only need to show
sup
t,x
∫
Rd
VZj (t, x, ξ)dξ ≤ C,
since uk are bounded.
Let’s consider the case d ≥ 3 and d = 2 for Vz1 as examples. When d ≥ 3, by the
estimation of VZ1 in Lemma 3.1, we have∫
Rd
|VZ1(t, x, ξ)|dξ ≤
∫
Rd
Ct−
αd
2 µd(t
−α
2 |x− ξ|)p(t, x− ξ)dy
≤
∫
Rd
Ct−
αd
2
+dµd(z)p(t, x− ξ)dz
≤ Ct−
αd
2
+d
≤ C,
due to the fact t ∈ (0, T ].
For the case d = 2, Z1, notice that
∀θ > 0, ∃C > 0 s.t. (log |z|+ 1) < c|z|θ,
as shown in the case of d=4 in the proof of 3.6. Then the above argument ends proof. The
proof for the rest of the cases is almost the same, so we omit it.
4 Miscellaneous estimations
For fractional kernel, we need the following estimation, which is immediate from Corollary
15 of [3].
Lemma 4.1. Let 0 < r, s ≤ T and
2Hi +
2κd
d
> 0. (4.1)
8
Then for any ρ1, τ2 ∈ R, ρ1 6= τ2, we have∫
R2
|ρ1 − τ1|
2Hi−2|ρ2 − ρ1|
κd
d |τ2 − τ1|
κd
d p(s, ρ2 − ρ1)p(r, τ2 − τ1)dρ1dτ1 ≤ C(s r)
θi,
where
θi =
{
C(s r)
Hid+κd
2d
α , 2Hi − 2 + κd/d 6= −1;
C(s r)
dǫ+κd+d
4d
α , 2Hi − 2 + κd/d = −1 .
Proof. In Corollary 15 of [3], let θ1 = 2Hi − 2, θ2 = κd/d. Then notice that for 0 < r ≤ T
∀ǫ < 0, ∃ C > 0, s.t. log r < Crǫ.
The next lemma can be proved as in Lemma 11 of [3].
Lemma 4.2. Let −1 < β ≤ 0, x ∈ Rd. Then, there is a constant C, dependent on σ, α and
β, but independent of ξ and s such that∫
Rd
|x|βp(s, x− ξ)dx ≤ Cs
αβ
2
+α
2
d .
For Bessel kernel, we need the following lemma.
Lemma 4.3. Assume 0 < s, r ≤ T and y1, y2, z1, z2 ∈ R
d, we have that∫
R2d
|Y (r, y1 − y2)Y (s, z1 − z2)|
∫ ∞
0
ω−
κ
2
−1e−ωe
−|y1−z1|
2
4ω dωdy1dz1 ≤ C · (r s)
ℓ,
where
ℓ := ζd −
α
4
κ +
α
2
κd +
α
2
d
Proof. Recall that the estimation of Y (t, x) in Lemma 9 of [3] and (3.6) has the following
form:
Csζd |x|κdp(t, x).
By substituting Y , we have∫
R2d
|Y (r, y1 − y2)Y (s, z1 − z2)|
∫ ∞
0
ω−
κ
2
−1e−ωe
−|y1−z1|
2
4ω dωdy1dz1
≤ C
∫
Rd
sζd|z2 − z
κd
1 |p(s, z2 − z1)r
ζd
∫ ∞
0
I · ω−
κ
2
−1e−ωdωdz1,
where
I :=
∫
Rd
|y2 − y1|
κd exp
{
−σ
∣∣∣∣y2 − y1r α2
∣∣∣∣
2
2−α
}
exp
{
−
|y1 − z1|
2
4ω
}
dy1.
9
For I, we have two estimations:
I ≤
∫
Rd
|y2 − y1|
κd exp
{
−σ
∣∣∣∣y2 − y1r α2
∣∣∣∣
2
2−α
}
dy1
≤ Cr
α
2
κd+
α
2
d,
and
I ≤
∫
Rd
|y2 − y1|
κd exp
{
−
|y1 − z1|
2
4ω
}
dy1
≤ Cω
κd
2
+ d
2 ,
by Lemma 4.2.
With the estimations of I, we have∫ ∞
0
I · ω−
κ
2
−1e−ωdω =
∫ rα
0
I · ω−
κ
2
−1e−ωdω +
∫ ∞
rα
I · ω−
κ
2
−1e−ωdω
≤ r
α
2
κd+
α
2
d−α
2
κ +
∫ ∞
rα
ω
κd
2
+ d
2 ω−
κ
2
−1e−ωdω.
For
∫∞
rα
ω
κd
2
+ d
2 ω−
κ
2
−1e−ωdω,
if κd
2
+ d
2
− κ
2
< 0 ∫ ∞
rα
ω
κ
2
+ d
2 ω−
κd
2
−1e−ωdω ≤
∫ ∞
rα
ω
κd
2
+ d
2
−κ
2
−1dω
= Crα(
κd
2
+ d
2
−κ
2
);
if κd
2
+ d
2
− κ
2
≥ 0 ∫ ∞
rα
ω
κ
2
+ d
2 ω−
κd
2
−1e−ωdω =
∫ ∞
rα
ω
κ
2
+ d
2
−
κd
2
−1e−ωdω
= C
≤ Crα(
κd
2
+ d
2
−κ
2
).
Therefore we end up with∫ ∞
0
I · ω−
κ
2
−1e−ωdω ≤ Crα(
κd
2
+ d
2
−κ
2
).
The estimation of integration with respect to z1 is straightforward thank to fact that C
is independent of z1.
We have ∫
Rd
sζd|z2 − z1|p(s, z2 − z1)r
ζd
∫ ∞
0
I · ω−
κ
2
−1e−ωdωdz1
10
≤ Crα(
κd
2
+ d
2
−κ
2
) · rζd · sα(
κd
2
+ d
2
−κ
2
)sζd,
by Lemma 4.2.
By symmetry, we have∫
R2d
|Y (r, y1 − y2)Y (s, z1 − z2)|
∫ ∞
0
ω−
κ
2
−1e−ωe
−|y1−z1|
2
4ω dωdy1dz1
≤ Csα(
κd
2
+ d
2
−κ
2
) · sζd · rα(
κd
2
+ d
2
−κ
2
)rζd.
Combining the two estimations we get the estimation in the lemma.
The following lemma is Theorem 3.5 from [1].
Lemma 4.4. Let Tn(t) = {s = (s1, . . . , sn) : 0 < s1 < s2 < . . . < sn < t}. Then∫
Tn(t)
[(t− sn)(sn − sn−1) . . . (s2 − s1)]
hds =
Γ(1 + h)n
Γ(n(1 + h) + 1)
tn(1+h),
if and only if 1 + h > 0.
5 Existence and uniqueness of the solution
Theorem 5.1. Assume the following conditions:
(1) λ(t) is a nonnegative definite locally integrable function ;
(2) α ∈ (1/2, 1) ∪ (1, 2).
Then relation (2.4) holds for each (t, x), if any of the following is true. Consequently, equation
(1.1) admits a unique mild solution in the sense of Definition 2.1.
(i) Λ(x) is fractional kernel with condition:
Hi >


1
2
, d = 1, 2, 3, 4
1− 2
d
− γ
2d
, d ≥ 5, α ∈ (0, 1)
1− 2
d
, d ≥ 5, α ∈ (1, 2)
and
d∑
i=1
Hi > d− 2 +
1
α
.
(ii) Λ(x) is the Reisz or Bessel kernel with condition:
κ < 4− 2/α;
11
Proof. Fix t > 0 and x ∈ Rd.
Let
(s, y, t, x) := (s1, y1, · · · , sn, yn, t, x);
gn(s, y, t, x) :=
1
n!
Y (t− sσ(n), x− yσ(n)) · · ·Y (sσ(2) − sσ(1), yσ(2) − yσ(1)) ;
fn(s, y, t, x) := gn(s, y, t, x)J0(sσ(1), xσ(1)),
where σ denotes a permutation of {1, 2, · · · , n} such that 0 < sσ(1) < · · · < sσ(n) < t.
By iteration of u(t, x), we have
n!‖fn(·, ·, t, x)‖
2
H⊗n
= n!
∫
[0,t]2n
dsdr
∫
R2nd
dydz fn(s, y, t, x)fn(r, z, t, x)
n∏
i=1
Λ(yi − zi)
n∏
i=1
λ(si − ri), (5.1)
where dy := dy1 · · ·dyn, the differentials dz, ds and dr are defined similarly. Set µ(dξ) :=∏n
i=1 µ(dξi).
Recall that J0 is bounded, so we have
n!‖fn(·, ·, t, x)‖
2
H⊗n
≤ C
1
n!
∫
[0,t]2n
dsdr
∫
R2nd
dydz gn(s, y, t, x)gn(r, z, t, x)
n∏
i=1
Λ(yi − zi)
n∏
i=1
λ(si − ri).
Furthermore by Cauchy-Schwarz inequality,
∫
R2nd
dydz gn(s, y, t, x)gn(r, z, t, x)
n∏
i=1
Λ(yi − zi)
≤
{∫
R2nd
dydz gn(s, y, t, x)gn(s, z, t, x)
n∏
i=1
Λ(yi − zi)
}1/2
·
{∫
R2nd
dydz gn(r, y, t, x)gn(r, z, t, x)
n∏
i=1
Λ(yi − zi)
}1/2
(i) Let Λ(·) = ϕH(·) and use the estimation of Y in Lemma 3.6, we have
∫
R2nd
dydz gn(s, y, t, x)gn(s, z, t, x)
n∏
i=1
Λ(yi − zi)
≤ C
d∏
i=1
∫
R2n
n∏
k=1
ϕHi(yik − zik)Θn(t, yik, s)Θn(t, zik, s)dyidzi (5.2)
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where
Θn(t, yik, s) := |sσ(k+1) − sσ(k)|
ζd
d |yiσ(k+1) − yiσ(k)|
κd
d p(sσ(k+1) − sσ(k), yiσ(k+1) − yiσ(k));
yi = (yi1, yi2, · · · , yik, · · · , yin), zi = (zi1, zi2, · · · , zik, · · · , zin);
dyi :=
n∏
k=1
dyik dzi :=
n∏
k=1
dzik;
and
yσ(k+1) = zσ(k+1) := xi ; sσ(n+1) = rσ(n+1) := t.
Let’s first consider the case 2Hi − 2 + κd/d 6= −1. Applying Lemma 4.1 to∫
R2n
n∏
k=1
ϕHi(yik − zik)Θn(t, yik, s)Θn(t, zik, s)dyidzi (5.3)
for dyiσ(1)dziσ(1), we have
∫
R2n
n∏
k=1
ϕHi(yik − zik)Θn(t, yik, s)Θn(t, zik, s)dyidzi
≤ C(siσ(2) − siσ(1))
2ℓi
∫
R2n
n∏
k=2
ϕHi(yik − zik)Θn(t, yik, s)Θn(t, zik, s)dyidzi
where
ℓi =
ζd
d
+ θi .
Applying Lemma 4.1 to (5.3) for dyiσ(k)dziσ(k), k = 2, · · · , n, we have
d∏
i=1
∫
R2n
n∏
k=1
ϕHi(yik − zik)Θn(t, yik, s)Θn(t, zik, s)dyidzi ≤
n∏
k=1
Cn(sσ(k+1) − sσ(k))
2ℓ
where
ℓ =
d∑
i=1
ℓi = ζd +
|H|α
2
+
κdα
2
with |H| =
d∑
i=1
Hi . (5.4)
Due to the same argument, we have
d∏
i=1
∫
R2n
n∏
k=1
ϕHi(yik − zik)Θn(t, yik, r)Θn(t, zik, r)dyidzi ≤
n∏
k=1
Cn(rρ(k+1) − rρ(k))
2ℓ
Therefore ∫
R2nd
dydz gn(s, y, t, x)gn(r, z, t, x)
n∏
i=1
Λ(yi − zi) ≤ C
n (φ(s)φ(r))ℓ,
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where
φ(s) :=
n∏
i=1
(sσ(i+1) − sσ(i)), φ(r) :=
n∏
i=1
(rρ(i+1) − rρ(i)),
with
0 < sσ(1) < sσ(2) < . . . < sσ(n) and 0 < rρ(1) < rρ(2) < . . . < rρ(n).
Hence,
n!‖fn(·, ·, t, x)‖
2
H⊗n ≤
Cn
n!
∫
[0,t]2n
n∏
i=1
λ(si − ri)(φ(s)φ(r))
ℓdsdr
≤
Cn
n!
1
2
∫
[0,t]2n
n∏
i=1
λ(si − ri)
(
φ(s)2ℓ + φ(r)2ℓ
)
dsdr
=
Cn
n!
∫
[0,t]2n
n∏
i=1
λ(si − ri)φ(s)
2ℓdsdr
≤
CnCnt
n!
∫
[0,t]n
φ(s)2ℓds
= CnCnt
∫
Tn(t)
φ(s)2ℓds
=
CnCnt Γ(2ℓ+ 1)
nt(2ℓ+1)n
Γ((2ℓ+ 1)n+ 1)
,
where Ct = 2
∫ t
0
λ(r)dr. The last step is by Lemma 4.4.
Therefore,
n!‖fn(·, ·, t, x)‖
2
H⊗n ≤
CnCnt
Γ((2ℓ+ 1)n+ 1)
,
and
∑
n≥0 n!‖fn(·, ·, t, x)‖
2
H⊗n converges if ℓ > −1/2.
Next we need to show
ℓ > −1/2 ⇐⇒ |H| > d− 2 +
1
α
.
Firstly by definition of ℓ, (5.4)
ℓ > −1/2 ⇐⇒ |H| > −
1
α
− κd −
2
α
ζd.
Then using the definition of ζd and κd in (4.2), (4.3) of [3] for 1/2 < α < 1 and (3.8),
(3.9) for 1 < α < 2, we have:
when 1/2 < α < 1,
1
α
− κd −
2
α
ζd =


−1 + 1
α
, d = 1;
1
α
, d = 2;
1
α
+ 2, d = 4;
1
α
− 2 + d, d = 3 or d ≥ 5 ;
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when 1 < α < 2,
1
α
− κd −
2
α
ζd =
{
−1 + 1
α
, d = 1;
d− 2 + 1
α
, d ≥ 2 ;
For case 2Hi − 2 + κd/d = −1, applying Lemma 4.1 to (5.3), we have
d∏
i=1
∫
R2n
n∏
k=1
ϕHi(yik − zik)Θn(t, yik, s)Θn(t, zik, s)dyidzi ≤
n∏
k=1
Cn(sσ(k+1) − sσ(k))
2ℓ′,
where
ℓ′ = ζd +
dǫ+ κd + d
4
α with |H| =
d∑
i=1
Hi .
Using the relation 2Hi − 2 + κd/d = −1, we have
ℓ′ = ℓ+
dα
4
ε.
Since
|H| > d− 2 +
1
α
=⇒ ℓ > −1/2 ,
we can choose ε big enough such such
|H| > d− 2 +
1
α
=⇒ ℓ′ > −1/2 .
Lastly, when α ∈ (1/2, 1), for d ≤ 4, Hi > 1/2 implies condition (4.1); for d > 4, condition
(4.1) is implied by
Hi > 1−
2
d
−
γ
2d
with γ0 sufficiently small; when α ∈ (1, 2) for d = 1, Hi > 1/2 implies (4.1); for d ≥ 2, (4.1)
is implied by
Hi > 1−
2
d
with ν0 sufficiently small. This completes the proof of Theorem 5.1 for case of Λ(·) = ϕH(·)
(ii) Let x = (x1, x2, · · · , xd) ∈ R
d. For Reisz kernel, notice that
|x|−κ ≤ C
d∏
i=1
|xi|
κ
d ,
so this case is reduced to case (i) with Hi = (−
κ
d
+ 2)1
2
, i = 1, 2, · · · , d.
Correspondingly
|H| > d− 2 +
1
α
is
κ < 4− 2/α,
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which also guarantees condition (4.1) .
For Bessel kernel, applying Lemma 4.3 for dyσ(i)dzσ(i) in the order of i = 1, 2, · · · , n to
∫
R2nd
dydz gn(s, y, t, x)gn(s, z, t, x)
n∏
i=1
Λ(yi − zi)
yields
∫
R2nd
dydz gn(s, y, t, x)gn(s, z, t, x)
n∏
i=1
Λ(yi − zi) ≤
n∏
k=1
Cn(sσ(k+1) − sσ(k))
2ℓ,
where
ℓ := ζd −
α
4
κ +
α
2
κd +
α
2
d
As in case (i),
∑
n≥0 n!‖fn(·, ·, t, x)‖
2
H⊗n converges if ℓ > −1/2. Then using the definition
of ζd and κd in (4.2), (4.3) of [3] for 1/2 < α < 1 and (3.8), (3.9) for 1 < α < 2, we have
ℓ > −1/2 ⇐⇒ κ < 4− 2/α.
This finishes the the proof of the theorem.
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