Model checking of asynchronous systems is traditionally based on the interleaving model, where an execution is modeled by a total order between atomic events. Recently, the use of partial order semantics, representing the causal order between events, is becoming popular. This paper considers the model checking problem for partial-order temporal logics. Solutions to this problem exist for partial order logics over local states. For the more general global logics that are interpreted over global states, only undecidability results have been proved. In this paper, we present a decision procedure for a partial order temporal logic over global states. We also sharpen the undecidability results by showing that a single until operator is su cient for undecidability.
Introduction
Asynchronous concurrent systems enjoy a diversity of models and speci cation formalisms. One of the choices to be made is whether to represent concurrent computations as totally ordered, or partially ordered sets of events. The former view, also called the interleaving semantics, imposes an order between every pair of executed events, while the partial order view allows pairs of events that can execute concurrently to be unordered.
The interleaving semantics enjoys simplicity and a natural connection to the well developed automata theory. Consequently, the current tools for model checking| one of the most successful techniques for automatic veri cation of nite state systems| employ interleaving semantics. In model checking for linear-time temporal logic Ltl, a concurrent system M, possibly with fairness requirements, is viewed as an !-automaton A M that generates all possible total-order executions of M. To check whether the system satis es an Ltl-formula ', the model-checking algorithm rst constructs an !-automaton A :' that accepts all the satisfying models of :', and tests emptiness of the intersection of the languages of the two automata A M and A : ' 20, 7] . This approach is supported, for instance, by the veri er Spin 5] .
Partial order semantics, while used less frequently, o ers a more intuitive representation of the executions of a concurrent systems and has attracted researchers in concurrency theory for many years 9, 16] . The partial order semantics does not distinguish among total-order executions that are equivalent up to reordering of independent events, thereby, resulting in a more abstract and faithful representation of concurrency. In particular, the partial order model allows a more exible de nition of global states than the total order model. Some distributed algorithms take advantage of this view, for instance, to provide a sequential-like behavior. Logics over partial orders 6, 15, 14, 12, 18 , 2] allow a direct representation of properties involving causality and concurrency, for example, serializability. These properties are hidden, and sometimes disappear completely when representing the executions as interleavings.
Another reason for our interest in partial order speci cations is their compatibility with the so-called partial order reductions. The partial-order equivalence among sequences can be exploited to reduce the state-space explosion problem: the cost of generating at least one representative per equivalence class is typically signi cantly less than the cost of generating all interleavings 19, 4, 11, 10] . This approach has been shown to be practically useful in the veri cation tool Spin 5] . If the speci cation could distinguish between two sequences of the same equivalence class, as is the case with Ltl, the above equivalence cannot be used: the same equivalence class may contain both a sequence that satis es the speci cation and a sequence that does not. It is possible to re ne the equivalence relation, providing more representatives at the expense of using a bigger state space 11] . The alternative solution is to use a speci cation logic that is directly interpreted over partial orders. This latter approach demands study of decision problems for partial order logics.
Given a model consisting of a set of partially ordered events, or local states of processes, there are two ways to write temporal requirements for it. In local partial order logics, the truth of a formula is evaluated at a local state, and the temporal modalities relate causal precedences among local states. Examples of such logics include TrPtl 18] and Tlc 2] . In global partial order logics, the truth of a formula is evaluated in a global state, also called a con guration or a slice, which consists of a consistent set of local states. The temporal modalities of a global logic, such as Istl 6, 14] , relate causal precedences among con gurations. Global partial order logics are strictly more general than the local ones. It should be noted that, in a partial order, unlike in a total order, there are many ways to proceed from one (local or global) state to the next. Consequently, the syntax of both local and global varieties of partial order logics, uses path quanti ers as in Ctl. As in Ltl model checking, we will use automata over in nite sequences for algorithmic verication of partial order logics. The solution is to construct, given a partial order speci cation ', an !-automaton A :' that accepts the linearizations of the partial order models of :'. To check whether the system M satis es a partial order formula ', we need to test emptiness of the the intersection of A :' and the automaton A M generating the interleavings of the executions of M.
Since we know that the automaton A :' does not distinguish among the linearizations of the same partial order, the above approach yields a correct result even if A M generates only one linearization of each partial order execution of M.
Thus, the veri cation problem for partial order logics can be solved if a partial order speci cation can be translated to an !-automaton accepting the linearizations of its models. Consequently, the fundamental problem in this approach is to translate the modal operators interpreted over a partial-order to requirements on its linearizations. In other words, by examining one linearization, the automaton needs to infer a property of all equivalent linearizations. This goal has already been met for local partial order logics TrPtl and Tlc 18, 2] . Unfortunately, the technique used in these constructions does not lead to similar constructions for global partial order logics. Some simple global speci cation formalisms were even shown to be undecidable 13, 8] .
In this paper, we identify a global partial order logic for which the model checking problem is decidable by presenting a tableau construction. This logic is Istl 3 , a subset of the logic Istl obtained by retaining the modalities 93 and 9 f , and their duals, but disallowing the modalities 92 or 9U . The complexity of verifying that a nite state program satis es a speci cation in Istl 3 is linear in the number of global states of the program, and doubly exponential in the size of the speci cation. As indicated earlier, not all global states of the program need to be generated using partial order reductions. We also re ne the undecidability result of 13] by establishing that the modality 9U is su cient, by itself, to render undecidability.
The decidability for Istl 3 can also be established by translating its formulas to a rst-order language of 3] that has variables ranging over local states, monadic predicates, and a binary partialorder relation. Alternatively, the 93 modality can be captured using asynchronous automata of 22], and complementation can be used to handle the dual. However, both these approaches lead to decision procedures of nonelementary complexity. Indeed, the translation from requirements on global cuts to linear sequences of local states is di cult due to various factors: a single local state can participate in many global cuts, there is no monotonicity as incomparable cuts can be maximal for satisfaction of eventuality properties, the logic includes universal quanti cation over global cuts, and the modalities are nested. We show that every Istl 3 formula can be rewritten to a special form such that for each of its eventuality subformulas , there exists a maximal con guration that contains exactly those con gurations satisfying . The decision procedure, then, builds on this key insight.
It should be noted that, while the decision procedure for local partial-order logics such as Tlc is Pspace, the decision procedure for the global logic Istl 3 is Expspace. It is open whether Expspace is also a lower bound for Istl 3 . 
Causal Structures
We will consider rst the partially ordered view, which we refer to as a causal structure, and then de ne its relation to a Kripke model. In a causal structure, a state is \local", in the sense that it is occupied by some subset of the processes in the system, which are, in e ect, synchronized at that state. All of the states occupied by a given process are totally ordered, but no further ordering is imposed on the structure. Thus, the causal structure represents exactly the temporal ordering information that may be inferred from the set of individual histories of the processes. Each atomic proposition of the logic is associated with a particular process, and may only label states that are occupied by that process. As an example, consider the causal structure in Figure 1 , which shows two concurrent processes x and y that synchronize at a common state.
To be more precise, let a concurrent alphabet be a set P of propositions that is partitioned into disjoint sets, P x , for x = 1 : : :n. We use N to denote the set f1 : : :ng of processes. A causal structure ? over a concurrent alphabet P consists of the following components:
State-space: For each process x, a countable in nite set S x of states. These are the states occupied by x. Note that the sets S x and S y need not be disjoint, since we allow processes to synchronize. The set x S x of all states is denoted S. 
Causal structures to Kripke models
Now we de ne the correspondence between causal structures and a restricted class of Kripke models.
To do this, we use con gurations (a.k.a. slices) as our global states. A con guration is a set of states of the causal structure that is left-closed under . This may be thought of as a \partial run" of the structure. Any set of states S can be extended to a con guration pre( ) by simply taking its left closure under . The notion of con guration is illustrated in Figure 2 . The cut associated with any given nonempty con guration marks the \ nal state" of each process in that con guration. For a con guration , let n be the set of processes x such that \ S x is nite. For any nonempty con guration and any process x in n , there is a unique maximal state under the local order x , we denote this state by x (that is, for all s 2 ( \ S x ), s x x ). If \ S x is in nite, then no such maximal state exists, and let us de ne x =? in that case. The tuple ( 1 ; : : : n ) is called the cut of the con guration . The notion of a cut is illustrated in Figure 2 .
We note that any nonempty con guration ( nite or in nite) is uniquely de ned by its cut. Con gurations are ordered by the subset relation: if then the con guration is in the future of the con guration . The ordering is a partial order over the set of con gurations, and is called the global partial order. This leads to the de nition of a Kripke model of a causal structure. Given a causal structure ? = (S; ; v) over a concurrent alphabet P, let the Kripke model K ? = (T; R; L), where T, the state set, is the set of nite, nonempty, con gurations of ?. Thus, every con guration in T has a maximal state x for every process x. R, the transition relation, is the transitive reduction of the partial order (T; ), that is, R if and there is no con guration L, the labeling function, maps any con guration 2 T to the set of propositions x v x ( x ). That is, a local proposition of a process x is true in a con guration i it is true in the nal state x . The left and right con gurations in Figure 2 are related by R. Figure 3 shows a causal structure and the associated Kripke model.
Syntax and Semantics
The formulas of Istl are de ned inductively by the grammar
where p is an atomic proposition. Given a causal structure ?, the formulas of Istl are interpreted over con gurations of ?. The interpretation of modalities is as in Ctl interpreted over the Kripke structure K ? . This is in contrast with the (local) logic Tlc 2] whose formulas are interpreted over states of ? and branching-time modalities are interpreted over ? itself.
Let ' be a Istl-formula, ? be a causal structure, and be a con guration of ?. Then, the satisfaction relation (?; ) j = ' is de ned inductively below (when the structure is understood, (?; ) j = ' is abbreviated to j = '): j = p i p 2 L( ) for an atomic proposition p; j = :' i 6 j = '; j = '^ i j = ' and j = ; j = 93' i and j = ' for some con guration ; j = 9 f ' i R and j = ' for some con guration ; j = ' 9U i there exists a nite sequence 0 : : : n of con gurations such that (i) 0 = , (ii) i R i+1 for 0 i < n, (iii) n j = , and (iv) i j = ' for all 0 i < n; j = 92' i there exists an in nite sequence 0 1 : : : of con gurations such that (i) 0 = , (ii) i R i+1 for all i, and (iii) i j = ' for all i. Denote ? j = ' i (?; fs I g) j = '. As in Ctl, we can de ne a variety of auxiliary logical (e.g. disjunction) and temporal (e.g. 82) operators. We use^k' k to denote the conjunction of nitely many formulas. We will consider various fragments of Istl by restricting the syntax to a subset of the temporal modalities: the fragment Istl 3 allows only 93 The two processes are depicted as a Petri-Net in Figure 4 . There are two structures corresponding to two partial order executions, as depicted in Figure 5 .
The left one corresponds to the execution where process A has captured the semaphore rst (via the event 2 ). It includes the event 1 executed concurrently (i.e., unordered, hence interleaved arbitrarily) with the events 1 , 2 and 3 . The right structure corresponds to the symmetrical case. There are eight interleaving sequences, four sequences for each branching structure. The property we want to express here is that every partial order execution passes through either a state where A has completely executed before B, i.e., p 7^p2 , or B is completely executed before A, i.e., p 1^p8 . This property, akin to serializability 1] will be expressed in our logic as
One can see that it does not hold for every linear execution sequence that at least one of these two global states must be true. For example, consider a linear sequence where 1 is executed rst (in either of the structures in Figure 5 ), followed immediately by 1 . In such a sequence, neither p 7^p2 , nor p 1^p8 is achieved. Hence, the related linear temporal logic property (p 1^p2 ) ! 3((p 7^p2 ) _ (p 1^p8 )) does not hold here (in fact, it holds for only two out of the eight interleaving sequences that correspond to this system).
3 Decision Procedure for Istl 3
We now describe a doubly-exponential procedure for deciding satis ability of formulas of Istl 3 .
The procedure rst rewrites a formula ' into a boolean combination of subformulas that uses only the modality 93, conjunction and negation (but not disjunction). The total number of distinct subformulas of this form is singly exponential in the size of '. is to construct an automaton which recognizes the set of all linearizations of models of '. This construction is based on the observation that every normal form subformula of the form ' = 93 has a maximal con guration max ' , such that a con guration satis es ' exactly when it is contained in max ' . The subformula ' can then be eliminated by adding a new atomic proposition to mark the maximal con guration max ' . This induces a set of \tableau constraints" relating the maximal con guration of ' and those of its immediate subformulas. The conjunction of all these tableau constraints can be represented by an !-automaton of doubly exponential size, which is then tested for non-emptiness.
Normal Form
We consider formulas of a special type, namely, the ones in which negation is not applied to a conjunction. The set of normal-form Istl 3 -formulas is the least set such that: Every atomic proposition is a normal-form formula.
93^k ' k is a normal-from formula whenever all ' k are. If ' is a normal-form formula then so is :'.
For example, the formula 93(a^:93b) is in normal form, whereas the formulas 93(a _ 93b) and a^93b are not. Proof Sketch: The proof is by induction on the size of '. Let ' 1 ; : : :' k be the top-level eventualitysubformulas of ' (i.e. each ' i is a subformula of ', and there is no eventuality-subformula of ' such that ' i is a (strict) subformula of ). Let m be the length of ', counting each ' i to be of size 1, and let m i be the actual size of ' i . Then, j'j m + m 1 + + m k (assuming that the formula is fully parenthesized). Rewrite ' in disjunctive normal form while treating each ' i as a proposition. Since 93 distributes over disjunction, we have ' equivalent to _ l l with at most 2 m disjuncts l . Each disjunct l is of the form 93^j j with at most m conjuncts j . Each such conjunct j is either a proposition, a negated proposition, some ' i , or some negated ' i . Rewrite each ' i as a disjunction of normal-form formulas using induction: each ' i is equivalent to a disjunction of at most 2 m i normal-form formulas. It follows that :' i is also equivalent to a disjunction of at most 2 m i normal-form formulas. Let us revisit l = 93^j j , we need to do additional rewriting to get rid of the newly introduced disjunctions. It follows that l is equivalent to a disjunction of at most To count the number of eventuality-subformulas, observe that the number of eventualitysubformulas after rewriting equals the number of disjuncts at the top-level plus the number eventualitysubformulas generated by rewriting each ' i . This is bounded by 2 . It follows that every Istl 3 formula can be written as a boolean combination of normal form formulas.
Maximal con gurations
We now show that every normal form eventuality formula ' has a maximal con guration max ' , such that a con guration satis es ' exactly when it is contained in max ' . Figure 6 shows a formula and its maximal con guration in two di erent causal structures. We note that the maximal con guration need not be nite (and may also be empty, in the case where the formula is false everywhere). Also, note that such unique maximal con gurations may not exist for formulas other than eventuality formulas in normal form. For instance, for the left causal structure of Figure 6 , there is no unique maximal con guration satisfying the formula 93(a _ b).
In the following, we identify every formula ' with the set f j j = 'g of con gurations satisfying that formula. We also note that a set of con gurations is \ -closed" if every subset of a member is also in the set, \ -closed" if every superset of a member is also in the set, and \ -closed" if the union of any two members is also in the set. 
Tableau constraints
We now transform the problem of satis ability of a normal form eventuality formula ' by augmenting the causal structure with a set of new atomic propositions (each labeling the maximal con guration of some subformula) and formulating a set of \tableau" constraints, such that there exists an augmented structure satisfying the tableau constraints exactly when there exists a structure satisfying '.
Given a concurrent alphabet P and a normal form formula ', let P ' be P augmented by introducing a special proposition c for every eventuality-subformula . The propositions c di er from ordinary propositions in that they are allowed to label any subset of the state space S, rather than just the states of a given process x. In particular, the states labeled with c are intended to represent max , the maximal con guration satisfying . We will say that is \correctly labeled" in a given causal structure if c labels exactly the states in the maximal con guration of . If the maximal con guration max contains only nitely many states of a process x, then the maximal local state of x that is labeled with c is denoted c ;x . Observe that if max contains in nitely many states of process x then every local state of process x will be labeled with c .
We now wish to formulate a set of constraints that guarantee that a formula is correctly labeled, given that its own subformulas are correctly labeled. Suppose is an arbitrary eventualitysubformula of '. It must be of the form = 93( 1^ ^ k ). We note that c is a correct labeling exactly when the following three conditions hold:
1. (the set labeled) c is a con guration (i.e., left-closed), 2. every nite con guration contained in c satis es (if c is nite, this is the same as saying that c satis es 1^ ^ k ). 3. no nite con guration not contained in c satis es 1^ ^ k (else c is not maximal). Let condition 1 above be denoted C 1 . Condition 2, assuming all of the subformulas of are correctly labeled, is equivalent to the following condition, which we denote C 2 : If c is nonempty, then for all i = 1; : : :k, if i is an eventuality formula, then c c i , for all i = 1; : : :k, if i is a negated eventuality formula, then c 6 c i , for all i = 1; : : :k, if i is an atomic (resp. a negated atomic) formula in P x and x 2 n c then i 2 L(c ;x ) (resp. i 6 2 L(c ;x )),
There exists an in nite sequence of con gurations 1 2 , such that for every process x if S x c then S x j j and for every atomic (or negated atomic) formula i in P x , j j = i (resp. j 6 j = i ) for all j.
The last condition guarantees that if c is in nite, then every con guration contained in c is contained in some nite con guration satisfying 1^ ^ k . Finally we deal with condition 3, which guarantees that c is in fact maximal. Assuming subformulas of are correctly labeled, it is equivalent to the following, which we denote C 3 :
There does not exist a nite con guration 6 c such that, for all i , i = 1 : : :k:
if i is an eventuality formula, then c i , if i is an atomic (resp. a negated atomic) proposition in P x , then i 2 L( x ) (resp. i 6 2 L( x )).
Observe that, in C 3 , there is no requirement that satisfy negated eventuality conjuncts. Now, let C denote the condition that and all its subformulas are correctly labeled. The following lemma now can be proved from the semantics of the logic: Lemma 6 A normal form formula ' is satis able exactly when there exists a causal structure over P ' , satisfying C ' , where c ' is true in the initial state. In the next section, we show how to determine satis ability of ' algorithmically, by coding causal structures as in nite strings, and constructing an !-automaton that exactly characterizes C ' .
Causal structures as !-words
Let be an alphabet consisting of truth assignments to the propositions P ' fat 1 ; : : :; at n g. The new propositions at x will be used to encode the set of processes synchronized at a given state. We say that the causal structure ? generates an !-word a 2 ! i there exists an enumeration s 1 s 2 : : : of the state-space S such that for all processes x, at x 2 a i i s i 2 S x , for all p 2 P, p 2 a i i p 2 L(s i ), for all k < l, it is not the case that s l s k . That is, the !-words generated by ? are exactly its linearizations, appropriately encoded. Since the partial order on a causal structure is exactly characterized by the set of total orders on the process state spaces S x , it follows that: Lemma 7 For an !-word a over , there is at most one (up to isomorphism) causal structure ? a such that ? a generates a.
Thus, for a xed concurrent alphabet P, causal structures can be represented by !-words over . In this sense, we can say that an !-automaton A over \recognizes" a set of causal structures, which are exactly those that generate some word accepted by A. By building a nite recognizer for each \tableau constraint" C i , and constructing the product of these automata, we obtain a recognizer for C ' . Testing satis ability of ' then reduces in essence to testing non-emptiness of this automaton. Note that in the following proofs, we use nondeterministic automata that have a conjunction of B uchi acceptance conditions, since the complexity of testing emptiness is not worse than for ordinary B uchi automata.
Lemma 8 For any normal form eventuality subformula , there exists a deterministic B uchi automaton recognizing C 1 of O(2 n ) states.
Proof Sketch: Left-closure of c can be tested by a product of n 2-state automata, each of which tests closure w.r.t. x .
Lemma 9 For any normal form eventuality subformula , there exists a nondeterministic B uchi automaton recognizing C 2 of O(4 n 2 k ) states, where k is the number negated eventuality formulas appearing as conjuncts of .
Proof Sketch: Testing containment of con gurations (for the eventuality subformula cases) requires no information to be remembered about previous states. For each negated eventuality subformula, a two-state automaton with a B uchi acceptance condition is needed to ensure noncontainment. For the atomic subformulas, the automaton guesses initially for each process whether c contains a nite or in nite number of states. For the nite case, it must guess the last state in the con guration. For the in nite case it must guess an in nite number of con gurations . However, only one con guration need be \remembered" at any given time. This yields one 4-state machine per process. A B uchi acceptance condition requires that a new con guration be completed in nitely often. Proof Sketch: This is just the product of the above automata for all eventuality subformulas of . Given the automaton for C ' , we nally need to determine whether it recognizes any causal structures where ' is true in the initial state. This requires an automaton to accept those !-words which are in fact generated by some causal structure. Lemma 12 There is a B uchi automaton G n accepting exactly those words generated by some causal structure over P ' , of size O(1).
Proof Sketch: A word is a linearization of some causal structure exactly when every process is included in the initial state, and every process appears in nitely often. The latter can be tested with n B uchi acceptance conditions, where we associate acceptance conditions with transitions. By a standard argument 17], it is possible to establish that the decision procedure can be implemented in space exponential in the size of the input, and thus, the problem is in Expspace. In the case n = 1 our logic is equivalent to Ltl. Thus, a lower bound of Pspace follows from the lower bound for satis ability of Ltl.
Theorem 1 Satis ability of any

Extensions
In the previous section, we obtained an Expspace decision procedure for the fragment with 93. Next, we consider possible extensions.
Next-time operator
The fragment Istl 3; d contains the modalities 93 and 9 f . The construction of the previous section for Istl 3 relies on (1) it su ces to consider only boolean combinations of normal form formulas, and (2) the set of con gurations satisfying a normal form formula can be characterized by a maximal con guration. Both these properties continue to hold even after the introduction of the next-time operator, after appropriately modifying the de nition of the normal form. The details of the construction are left to the full paper. two processes which never interact. Each process represents a sequence of descriptions of Turing machine tapes. Using the 9U operator, it is possible to describe two linearizations of the execution: one in which the two processes are interleaved one process at a time, asserting that the two processes have the same sequences of tape descriptions, and that each tape description is locally legal (e.g., has one position for the machine head, one machine state, and that the last tape description is an accepting one). The other linearization allows one process to be exactly one tape description ahead of the other. This allows us to assert that adjacent tape description are related according to the execution of a Turing machine. The details of the proof appear in the appendix.
Relation to monadic rst-order logic of partial order
The decidability of the logic Istl 3; d can be seen directly by the fact that one can encode a formula of the type 93' and 9 f ' in rst order language with the causal order . Speci cally, consider the language L that contains rst-order variables, second-order monadic variables (sets or propositions), logical connectives, quanti cation over rst-order variables, and the binary relation . The formulas of L are interpreted over causal structures. When the relation is generated by the union of total orders x , one per each process, the set of linearizations of causal structures satisfying a formula of L is !-regular, and can be characterized by a B uchi automaton 3]. The !-regularity is retained even in presence of second-order quanti cation.
The decidability for various partial-order logics can be established via translation to formulas of L. Since L provides quanti cation over local states, translation for local partial-order logics such as Tlc is obvious. We note that the logic Istl 3; d can also be translated to L. For instance, the This version of the until operator can be expressed in the rst-order language L, and hence, is decidable. It is still an open problem whether the logic with such an until operator has a decision procedure of elementary complexity.
Model checking
A system M of concurrently executing processes generates a set of causal structures. The system M satis es a requirement given as a formula ' of Istl, if every causal structure generated by A satis es '. The model checking problem, then, is to check whether or not M satis es '.
The decision procedure outlined in the previous section can be employed to obtain an automatatheoretic solution to the model checking problem of Istl 3 . From M, we rst construct an automaton A M that accepts linearizations of the causal structures of M (see, for instance, 2] for more details). Then, we construct the automaton A :' that accepts the linearizations of the causal structures satisfying :'. The system M satis es the speci cation ' i the intersection of the languages of the two automata A M and A :' is empty. The complexity of model checking algorithm is linear in the size of the program automaton A M , and doubly exponential in the size of the speci cation '.
Model checking using representatives outlined in 4, 11, 19] can now be used as a heuristic improvement. We know that the language of the automaton A :' is closed, that is, it does not distinguish among the linearizations of the same causal structure. Hence, the automaton A M need not generate all linearizations, but at least one linearization of every causal structure. The known on-the-y depth-rst-search algorithms that avoid generating unnecessary interleavings can be combined with the construction of the automaton A :' for model checking. Figure 7) , the Ids correspond to a Turing machine transition.
Then, Shift Match is de ned as follows:
(start x^ rst y ) 9U ((: rst y^L egal Trans) 9U (end y^9 f (Tape x (â)^9 f (Tape x (6 b) 9U end x )))):
The formula Legal Trans asserts that the modulo 4 di erence between the binary value of The formula that describes an accepting computation of the Turing machine is of the form:
Legal First^Same Tapes^Shift Match
The above formulas used both 9U and 9 f . Thus, obtaining undecidability of Istl U ; d . One can eliminate the use of 9 f by allowing the two sequences to stutter, i.e., repeat the same state consecutively for an arbitrary nite number of times. Then, the 9 f operator can be replaced by the use of 9U , as e.g., in 21]. 
