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1.1 Molecular Magnets 
Magnetism of solids transcends many areas of condensed matter physics. There 
has been a shift of the modern theory of magnetism, especially in application to low-
dimensional systems. One of the applications that interests us is, quantum interactions at 
the nanoscale, behaving as a macroscopic classical vector at the macroscopic scale such as 
magnetic memory units. Quantization of magnetic moment becomes apparent in the field 
of molecular magnetism. Unlike the conventional permanent magnets, or (ferro)magnets 
commonly found in everyday life, made of transition metals and rare-earths like iron and 
neodymium magnets made from molecular compounds are finding their way into new 
applications with a much desired properties such as lightness, transparency, solubility, 
magneto-optical properties, and biocompatibility. 
In the conventional compounds based on metals, the magnetic moments, which arise 
from the spins of unpaired electrons, are well localized on metal atoms, with only a 
small part of the ‘spin density’, or magnetization, transfered onto the groups of atoms 
attached to the metal. The distribution of the magnetization is thus just the sum of contri-
butions of individual magnetic atoms within the molecule. In the case of a molecular com-
1 
2 
pound, (Figure 1.2) however, the situation is different. The unpaired electron responsible 
for its magnetism sits in a molecular orbital built up from orbitals of the atoms constitut-
ing the molecule. This means that the magnetization tends to be smeared out across the 
molecule, though perhaps concentrated on certain atoms [24]. 
Molecular magnets are systems where a permanent magnetization and magnetic hys-
teresis can be achieved (although usually at extremely low temperatures) not through a 
three-dimensional magnetic ordering, but as a purely zero-dimensional phenomenon. The 
requisites for such a system are: a high spin ground state and a high zero-field splitting 
(due to high anisotropy). The combination of these properties lead to an energy barrier so 
that at low temperatures, the system can be trapped in one of the high-spin energy wells. 
The first molecular magnet was a dodecanular manganese complex, which is held together 
by oxo-bridges and acetate anions. Theoretical predictions on a molecule of such type are 
exceedingly difficult due to the size of the system and the delicate correlations between 
the different electron spins within a cluster. 
Molecular magnets are interesting both from a purely theoretical point of view, for 
their equilibrium behavior, and from a practical point of view, as candidates for quantum 
computing qubits. They are of fundamental interest because they hold their magnetic 
reorientation at relatively high temperatures and because they exhibit the phenomena of 
resonant tunneling of magnetization,which primarily depend on the spin-orbit interaction. 
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Figure 1.1 
Fe8: a single molecule magnet, with a spin= 10 ground state 
Figure 1.2 
Mn12acetate molecule with spin= 10 ground state 
4 
The subject of spin-lattice relaxation is as old as quantum theory of solids [19, 22, 39, 
40]. It is one of those areas of research that has had an uneven rate of growth. Van Vleck 
[39] was one of the early pioneers who made attempts to compute the relaxation rates using 
first principle techniques by considering atomic wave functions with the crystal field and 
spin orbit interaction. The first theoretical treatment of spin-lattice relaxation was given 
by Waller [40] in 1932. Studies in this area, based primarily on the fitted parameters, is 
so vast that it can be placed under diverse titles and subtitles. This thesis will describe 
what characteristics of the crystal, electron spin, and phonons contribute to the relaxation 
process. These are in addition to parameters such as the elasticity, temperature, ligand or 
bonds between the atoms, etc. A good comprehension of the phenomenon of magnetic 
resonance, will provide a backdrop to support the study of relaxation rates, the main topic 
of study. 
When molecules absorb energy they are transfered from the lower energy state to a 
higher energy state. This leaves the system in an excited state, and the system must un-
dergo transitions from the upper states to lower states to return to the lower energy state. 
For nuclear magnetic resonance of protons, the energy levels are split with the lower state 
with protons with “spin up”, or aligned with the external magnetic field, and the higher 
state with protons “spin down”, or aligned against the external field. This is the Zeeman 
energy terms of the Hamiltonian. Energy in the radio-frequency region of the spectrum 
causes protons to “flip”, or jump to higher energy levels. The process whereby the system 
involves “flips” to return to equilibrium, the lower energy state, and the excess energy is 
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lost to the surroundings in the form of heat, is called relaxation. The surroundings in mag-
netic resonance experiments is called the “lattice,” hence the name spin-lattice relaxation. 
The characteristic life-time of a spin in the upper state is called the spin-lattice relaxation 
time T1. T1 is the average length of time that a proton remains in the same energy level. 
The spin-lattice relaxation time is also called the longitudinal relaxation time, and T1 −1 is 
the spin-lattice relaxation rate. 
1.2 Paramagnetic Resonance 
A paramagnetic substance [1], is one that has no resultant magnetic moment in the 
absence of an external field. When placed in an external magnetic field, the substance 
acquires a magnetic moment in the direction of the applied field. The resultant magnetic 
moment may be partly due to induced dipoles. The dipoles appear only by the action of 
the applied field, and result from a change in the motion of electrons of the atoms or ions. 
In all cases dipoles give rise to a negative induced moment, a moment that is anti-parallel 
to the field. In some cases there may be positive induced moment resulting in paramag-
netism also called Van Vleck Paramagnetism. A certain class of paramagnetic substance 
consists of atoms (ions) that have a permanent magnetic moment. The dipoles are ran-
domly oriented in the absence of an applied magnetic field, and they reorient themselves 
in the presence of an applied field resulting in a net magnetic moment (spin). Such a per-
6 
manent magnetic dipole is possible only when the atom (or nucleus) possesses a resultant 
angular moment given by 
µ = γG, (1.1) 
where µ is the magnetic dipole moment, G the angular momentum (an integral or half-
integral multiple of h̄, Plank’s constant), and γ is the gyromagnetic ratio, which is on the 
order of (e/mc) for electrons. When such a dipole is subjected to an external magnetic 
field H, it experiences a torque µ × H. The equation of motion is 
dG 
= µ × H (1.2)
dt 
and when combined with Eq. (1.1) gives 
dG 




= γµ × H. (1.4)
dt 
The motion of the vectors G and µ consists of a uniform precession about H with 
angular velocity 
ωL = −γH. (1.5) 
The magnitude of G and µ remain fixed such that the energy of the dipole in the magnetic 
field H 
W = −µ · H (1.6) 
is a constant of the motion. 
J(J + 1)(gL + gS ) + L(L + 1) − S(S + 1)(gL − gS ) 
gJ = , (1.9)
2J(J + 1) 
which is reduced to the Landé formula 
3 L(L + 1) − S(S + 1) 
gJ = − (1.10)
2 2J(J + 1) 
with gL = 1 and gS = 2. Then the resulting electronic magnetic dipole moment is 
µJ = −gJ βJ. (1.11) 
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When a free atom or ion has a resultant angular momentum in its electron system, 
it will possess a permanent magnetic dipole moment. The gyromagnetic ratio is then 
γ = −g(e/2mc), where e and m are the charge and mass of the electron, and g is a pure 
number whose value depends on the relative configuration of the orbit and spin to the total 
angular momentum. If only orbital momentum is present then 
G = h̄L, g = gL, (1.7) 
where L is the quantum number of the total orbital angular momentum, and g = gL = 1. 
If only the electron spin is present, then 
G = h̄S, g = gS , (1.8) 
where S is the quantum number of the total spin momentum, and gS = 2. 
When both orbital and spin momentum are present, g depends on the nature of the 
coupling between them. In LS coupling, the resultant angular momentum is associated 
with quantum number J , where J = L + S, and the appropriate value of g is 
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Eq. (1.11) is valid as long as the interactions of states of different J are negligible. To 
be negligible, the energy associated with such interactions as the Zeeman interaction with 
the external field must be small when compared to the energy difference between different 
energy levels of J. The energy differences between levels of different J are mostly due to 
spin orbit coupling, represented by 
HSO = λ(L · S). (1.12) 
The energy level J is then given by the Landé formula 
1 
WJ = λ {J(J + 1) − L(L + 1) − S(S + 1)} (1.13)
2 
so that the separation between the successive levels is 
WJ − WJ−1 = λJ (1.14) 
known as the Landé interval rule. For transition group ions λ is of the order 102 to 103 
cm−1, so that at temperatures well below room temperature only the lowest level is occu-
pied. 
1.3 Magnetic Resonance 
A magnetic dipole moment µ = γG, Eq. (1.1), when placed in an external magnetic 
field H, precesses about the field with an angular velocity ωL = −γH, Eq. (1.5). This 
precession produces an oscillatory magnetic moment in any direction normal to the field 
H, which can interact with an oscillatory magnetic field H1 cos(ωt), which is also normal 
9 
to H. The interaction has a marked effect on the motion of the dipole only when ω is close 
to the natural precession frequency ωL, the resonance phenomenon. When this condition 
is met, the component µ cos(α) of the dipole along the steady field H can be altered 
materially even by oscillatory fields whose amplitude H1  H . This effect is known as 
‘magnetic resonance’. 
From W = −µ · H, a change in the component µ cos(α) means a change in the energy 
of the dipole, which is W = −µH cos(α), and using µ = γG, Eq. (1.1), can be written as 
W = −γGH cos(α). (1.15) 
The stationary values of the component G cos(α) of the angular momentum are restricted 
in quantum mechanics to hM,¯ h̄(M − 1), h̄(M − 2), etc., where the magnetic quantum 
number M has a series of integral or half-integral values differing by unity between suc-
cessive values. The allowed transitions for this simple system, when a suitably oriented 
oscillatory magnetic field is applied, are given by the selection rule ΔM = ±1, and hence 
require a quantum of energy 
¯ = −γ¯ (1.16)hω = WM − WM−1 hH 
ω = −γH = ωL. (1.17) 
The numerical value of the resonance frequency is found using γ = −g(e/2m), e/m = 
1.758796(17) × 107e.m.u./g, which is 
ν = νL = g(e/2m)H/(2π) 
10 
= 1.3996 × 10−6GHz (1.18) 
1.4 Spin-lattice Relaxation 
Here the spins are coupled to a phonon heat bath. Application of an oscillatory mag-
netic field of the correct frequency produces transitions between the levels both in the up 
and down or a larger and smaller energy directions. The up transitions correspond to the 
absorption of a quantum of energy from the phonon bath; in a down transition, energy is 
radiated back into the phonon bath. Since at room temperature and radio frequencies spon-
taneous emission is negligible, only induced emission and absorption that are coherent in 
phase with the radiation field is considered. Here the net absorption is due to the excess 
in the number of up transitions over the down transitions; since each process is equally 
probable, the excess is proportional to the difference between the numbers of ions in the 
lower and upper states. If we is the rate at which electronic transitions are induced per ion 
by the applied oscillatory field, the power absorbed by the spin system will be 
dW 
= we(hν)(na − nb), (1.19)
dt 
where hν is the quantum involved and na, nb are the instantaneous populations of the lower 
and upper states. Since transitions induced in the up direction at a rate wena, and in the 
down direction at a rate of wenb, more up transitions are induced than down transitions if 
na > nb, and the difference in populations, (na − nb), will decline continuously. A similar 
process would occur if it were to be started from the unusual position of na < nb, except 
d(na − nb) 1 
= {(Na − Nb) − (na − nb)} , (1.22)
dt τ1 
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that power would then be emitted by the spin system instead of being absorbed. In either 
case the populations would ultimately become equal, the spin temperature Ts, defined by 
  
nb hν 
= exp − (1.20) 
na kTs 
being infinite. The definition of the spin temperature for a two-level system follows from 
Boltzmann statistics, since hν is the difference in energy between the two states. 
In a state of thermodynamic equilibrium it is expected that the two states would have 
populations, denoted by Na, Nb, such that 
 
Nb hν 
= exp − , (1.21)
Na kT0 
where T0 is the ambient temperature. The condition of equilibrium is just Ts = T0. In order 
to attain thermal equilibrium there must be some interaction between the spin system and 
the thermal fluctuations that define the temperature in which the spin system is embedded. 
As the populations na, nb can only be altered by transitions between two levels, such 
transitions must be induced by thermal fluctuations; that is by molecular motion consisting 
of the lattice vibrations, which may or may not be localized, together with the kinematic 
effects associated with movement of the conduction electrons in a conducting solid. 
For a simple two-level spin system the appropriate rate equation for the process pro-
ducing thermal equilibrium is 
12 
where τ1 is a parameter known as the “spin-lattice” relaxation time. From the form of the 
equation it is clear that the equilibrium situation is one in which (na −nb) = (Na −Nb), and 
the rate of approach to this situation is proportional to the departure of the instantaneous 
population difference from the equilibrium value. The solution is 
 −t 
(na − nb) = {(na − nb)0 − (Na − Nb)} exp + (Na − Nb), (1.23)
τ1 
showing that there is an exponential return to the equilibrium situation from an initial value 
of (na − nb)0 at t=0, with a time constant τ1. 
The nature of the value τ1: The only direct interaction of the spin system is through 
magnetic resonance transitions induced by an oscillatory magnetic field, and for relaxation 
effects this means with a thermal electromagnetic radiation bath. The energy density in 





c exp(h̄ω/kT0) − 1 
and at the frequencies and temperatures involved, this is much too small to produce relax-
ation times of the right order of magnitude. On the other hand, the energy density in the 
lattice vibrations (the phonon bath) is greater by a factor of roughly (c/v)3, and since the 
velocity of sound v in a solid is approximately 3 × 103m/s, the phonon energy density is 
greater by a factor of about 1015. Thus the phonon bath, not the electromagnetic radiation 
bath, is the important one for magnetic transitions. 
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1.5 Resonance Phenomena 
When an atom with angular momentum G and magnetic moment µ = γH is placed 
in an external magnetic field H, the equation of motion is Eq. (1.2) and Eq. (1.3), and the 
solution is one in which both G and µ precess about H with an angular velocity ωL = 
−γH. To an observer in a coordinate system, rotating with an angular velocity ω, with 
the axis of rotation along the field H, the rate of change of the vector G in the laboratory 
system (dG/dt) is related to its rate of change in the rotating system (DG/Dt + ω × G) 
through the equation 
dG DG 
= + ω × G. (1.25)
dt Dt 
Combining this with Eq. (1.3) the equation of motion in the rotating system can be written 
as 
DG dG 
= − ω × G 
Dt dt 
= γG × H + G × ω 
! 
ω 
= γG × H + , (1.26)
γ 
which is similar to Eq. (1.3) except that there appears (H + ω/γ) instead of just H. There-
fore the motion relative to the rotating system is again a precession, but with an angular 
velocity 
ω0 = −γH0 
= γ(H + ωγ) 
= ωL − ω. (1.27) 
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The apparent precession velocity is the difference between ωL, the angular velocity ob-
served in the stationary system, and ω, the velocity of the rotating coordinate system 
relative to the stationary one. This means that in a rotating system there is an effective 
magnetic field parallel to the z-axis 
ω 
H0 = H + = H − H ∗ , (1.28)
γ 
where H∗ = −ω/γ. If ω is equal to ωL, then the precession vanishes and both G and ω 
are at rest in the rotating system, corresponding to the effective H0 being zero. 
CHAPTER II 
MECHANISM OF SPIN-LATTICE RELAXATION 
The article “The Universal Mechanism of Spin Relaxation in Solids” by Chudnovsky, 
Garanin, and Schilling [9] is another alternative to the conventional methods in computing 
of spin-lattice relaxation rates. A brief synopsis of some theoretical background of the 
following topics will facilitate in grasping the concepts of spin-lattice relaxation analysis: 
crystal field, magnetocrystalline anisotropy energy, orbital angular momentum quenching, 
rotational invariance, and phonons. 
2.0.1 Crystal Field 
In the iron group ions the 3d shell responsible for paramagnetism is the outermost shell. 
The 3d shell experiences an intense inhomogeneous electric field produced by neighboring 
ions. This inhomogeneous field is called the crystal field. The interaction of the param-
agnetic ions with the crystal field has two major effects: the coupling of L and S vectors 
is largely broken up, so that they are no longer specified by their J values; furthermore, 
the 2L + 1 sub-levels of a given L, which are degenerate in the free ion may now be split 
by the crystal field. This splitting diminishes the contribution of the orbital motion to the 
magnetic moment [21]. 
15 
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2.0.2 Quenching of the Orbital Angular Momentum 
In an electric field directed toward a fixed nucleus, the plane of a classical orbit is fixed in 
space, so that all the orbital angular momentum components Lx, Ly, Lz are constant. In 
quantum theory one angular momentum component, usually Lz, and the square of the total 
angular momentum L2 are constant in a central field, i.e. they commute with each other 
and the Hamiltonian; [Lz , L2] = 0. In a non-central field the plane of the orbit will move 
about; the angular momentum components are no longer constant and may average to zero. 
In a crystal Lz will no longer be a constant of motion, although to a good approximation, 
L2 may continue to be constant. When Lz averages to zero, the orbital angular momentum 
is said to be quenched. The magnetic moment of a state is given by the average value of the 
magnetic momentum operator µB · (L + 2S). In a magnetic field along the z direction the 
orbital contribution to the magnetic moment is proportional to the quantum expectation 
value of Lz; the orbital magnetic moment is quenched if the mechanical moment Lz is 
quenched. 
2.0.3 Magnetocrystalline Anisotropy Energy 
The ferromagnetic Heisenberg Hamiltonian is completely isotropic, in that its energy lev-
els do not depend on the direction in space along which the crystal is magnetized. There 
are real magnetic materials that are not isotropic, in that they do not lose their permanent 
magnetization after the crystallization. The most common type is the magneto-crystalline 
anisotropy, which is caused by the spin-orbit interaction of the electrons. The electron 
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orbits are linked to the crystallographic structure, and by their interaction with the spins 
they make the later prefer to align along well-defined crystallographic axes. Therefore, 
there are directions in space along which a magnetic material is easier to magnetize than 
in others. This anisotropy energy is responsible for the observed phenomenon of “easy” 
and “hard” axes of magnetization. “Easy” in the sense of minimal energy. The spin-
orbit interaction can also be evaluated from basic principles. However, it is easier to use 
phenomenological expressions (power series expansions that take into account the crystal 
symmetry) and take the coefficients from experiment. The magneto-crystalline energy is 
usually small compared to the exchange energy. But the direction of the magnetization is 
determined only by the anisotropy, because the exchange interaction just tries to align the 
magnetic moments parallel, no matter in which direction. 
2.0.4 Rotational Invariance 
A function defined on an inner product space is said to have rotational invariance if its 
value remains the same when arbitrary rotations are applied to its argument. In quantum 
mechanics, a system is rotationally invariant, if after a rotation the new system still obeys 
the Schrödinger equation. Thus for rotational invariance it is required to have [R, H] = 0. 
Since [R, E − H] = 0, (E is a constant) for example for infinitesimal rotations in the xy 
plane by an angle dθ the rotation operator is R = 1 + Jzdθ, 
[1 + Jzdθ, d/dt] = 0; 
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thus d/dt(Jz) = 0, which implies conservation of angular momentum. In this study it 
is the conservation of the total angular momentum, both spin and phonons, that allows 
calculations to be made in the lattice-frame method. 
2.0.5 Phonons 
A phonon is a quantized mode of vibration occurring in a rigid crystal lattice or also 
called an elastic wave in a rigid crystal. The quantum of lattice vibrational energy is 
viewed as a wave packet with particle-like properties, the frequency of which describes 
the wave in terms of elastic constants. Due to the bonds between atoms or (molecules), 
the displacement of one or more atoms (or molecules) from their equilibrium position 
gives rise to a set of vibration waves propagating through the lattice. The displacement 
can be described by a wave vector k. For each wave vector, there are two modes, one 
of longitudinal polarization and two of transverse polarizations. The frequency is directly 
proportional to the wave vector for acoustic phonons in the long wavelength limit, given 
by ω = vk [21], where ω is the angular frequency, and v is the velocity of the wave. The 
energy of an elastic mode of angular frequency ωk is given by k = (nk + 12 )h̄ωk when the 
mode is excited to quantum number nk = 0, 1, 2, . . .; that is when the mode is occupied 
P
by nk phonons, the energy of the entire system of all phonons is U = k(nk + 12 )h̄ωk. 
2.1 Density of States 
A review of density of states in one, two and three dimensions will help in determining 
the role of phonons in the relaxation process. The total energy of the phonons at a tem-
Nn exp(−nh̄ω/τ)P∞ = P∞ . (2.4)Ns exp(−sh̄ω/τ)s=0 s=0 
The average excitation quantum number of an oscillator is 
P 
s s exp(−sh̄ω/τ)hni = P . (2.5) 
s exp(−sh̄ω/τ) 
Substituting for brevity, Eq. (2.5) can be written as Eq. (2.23) 
hni = 1 . (2.6)
exp(h̄ω/τ) − 1 
larization λ. The form of hnk,λi is given by the Plank’s distribution function: 
hni = 1 . (2.2)
exp(h̄ω/τ) − 1 
For a set of identical harmonic oscillators in thermal equilibrium, the ratio of the number of 
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perature τ(≡ kB T ) in a crystal may be written as the sum of the energies over all phonon 
modes, here indexed by the wave vector k and polarization index λ. 
X X 
U = = hωk,λ, (2.1)Uk,λ hnk,λi¯ 
kλ k,λ 
where hnk,λi is the thermal equilibrium occupancy of phonons of wave vector k and po-





where τ = kB T , kB being the Boltzmann factor, and T , the temperature. The fraction of 
the total number in the nth quantum state is 
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2.1.1 Density states in One Dimension 
Consider the boundary value problem for vibrations of a one-dimensional line of length L 
carrying N +1 particles at a separation a. The ends of the line are held fixed. Each normal 
mode of vibration λ has the form of a standing wave, where the displacement of the s-th 
plane is given by 
us = u(0) exp(−iωk,λt) sin ska, (2.7) 
where ω = vk is the dispersion relation for acoustic phonons. The wave vector k is 
restricted by the fixed-end boundary conditions to the values 
π 2π (N − 1)π 
k = , , . . . . (2.8)
L L L 
The solution for k = π/L has the displacement 
us ∝ sin(sπa/L) (2.9) 
and vanishes for s = 0 and s = N as imposed by the boundary conditions. The solution 
does not permit any motion of any atom, since us vanishes at each atom. Thus there are 
(N − 1) allowed independent values of k, which is the number of particles allowed to 
move. For a one-dimensional line there is one mode for each interval Δk = π/L. The 
number of modes per unit range of k is L/π for k ≤ π/a, and k > π/a. The number of 
modes in D(ω)dω in dω at ω is given in one-dimension by 
L dk L dω 
D(ω)dω = dω = · . (2.10)
2π dω 2π dω/dk 






D(ω) = k . (2.12)
2π dω 
 2 




within the circle of area πk2. The number of modes per unit frequency range is given by 
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2.1.2 Density of States in Two dimensions 
The allowed value in Fourier space of the phonon wave vector k for a square lattice con-
stant a, with periodic boundary conditions applied over a square of side L = Na, are 
2.1.3 Density of States in Three Dimensions 
In the case of three-dimensions, boundary conditions over N 3 primitive cells within a cell 
a cube of side L, so that k is determined by the condition 
exp[i(kxx + kyy + kzz)] ≡ exp i[kx(x + L) + ky(y + L) + kz(z + L)], (2.13) 
where 
2π 4π N 
kx, ky, kz = 0; ± ; ± ; . . . . (2.14)
L L L 
Therefore there is one allowed value of k per volume (2π/L)3 in k space, or 





allowed values per unit volume of k space, for each polarization and for each branch -
transverse and acoustical. The volume of the specimen is V = L3. The total number of 









for each polarization type. The density states for each polarization is 
! ! 
dN L3k2 dk 
D(ω) = = (2.17)
dω 2π2 dω 
2.1.4 Debye Model for Density of States 
In the Debye approximation, the velocity of sound is taken to be constant for each polar-
ization type. The dispersion relation is then written as 
ω = vk, (2.18) 





If there are N primitive cells in the specimen, the total number of acoustic phonon modes 
is N . A cutoff frequency ωD is determined by Eq. (2.16) as 
ωD 
3 = 6π2 v 3N/V. (2.20) 
This frequency corresponds to a cutoff wave vector in k space: 
!
2.2 Spin-phonon Relaxation of rigid atomic cluster: Lattice-frame Method 
For most materials, the orbital moment of electrons is quenched by a strong crystalline 
field and it does not contribute to the magnetic properties. The magnetic properties are due 
to spin S that is relatively weakly coupled to the orbital moment through the spin-orbit 
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interaction, thus indirectly feeling the crystal field. Since microscopic calculations of the 
crystal-field Hamiltonian for S are difficult, an alternative approach [1, 32], can be applied 
to clusters of magnetic atoms. Here it is assumed that the spin length, S, of an atomic 
cluster is fixed by the strong exchange interaction within the cluster. The relevant spin 
states are then superpositions of states characterized by the magnetic quantum number 
m. The energy distances between such states are determined by the spin-orbit interaction. 
In general, they must be small compared to the energy distances between the spin states 
belonging to different spin manifolds. This makes a fixed-S crystal-field Hamiltonian 
a good low-temperature approximation for many systems, including three-dimensional 
magnetic clusters and molecular magnets [9]. 
The study here considers a crystal-field Hamiltonian that results in a uniaxial magnetic 
anisotropy of the cluster 
Ĥ A = −D 
 
S · e(α) 
2 
(2.22) 
where e(α) with α = 1, 2, 3 are the unit vectors of the coordinate frame rigidly coupled 
with the symmetry axes of the cluster, which is called the “lattice frame”[9]. As mentioned 
above Ĥ A possess a full rotational invariance, which implies conservation of the total 
angular momentum, both spin and lattice. 
The longitudinal phonons have a larger sound velocity than transverse phonons and 
since the rate of one phonon processes (emission and absorption of a phonon) is inversely 
proportional to the fifth power of the velocity of sound, the processes involving longitudi-
nal phonons can be neglected, which makes the problem of spin-lattice relaxation simpler. 
s 
ikλ·r  1 h̄ X (ik × ekλ)e 
δφ = √ akλ + a−† kλ (2.24)2 2MN 
kλ ωkλ 
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The terms of the spin-phonon Hamiltonian Ĥ sp−ph due to transverse phonons can be 
split into two groups: 
• Describes the distortions of the lattice cell due to transverse phonons and 
- Contains phenomenological coupling constants. 
• Describes local rotations of the lattice without distortion of the crystal environment 
of the magnetic atoms. 
- Terms are parameter-free and defined solely by the form of Ĥ A. The significance of 
which were noticed by [8, 11, 12, 13, 27]. 
In a solid where the cluster is more rigid than its environment, it resists distortions due 
to long-wave deformations of the solid. That is, S interacts mainly with the long-wave 
(1) (2)deformations of the crystal lattice that rotate the local frame (e , e , e(3)) as a whole, so 
that the spin-phonon interaction can be obtained from Ĥ A without parameters [9]. In order 
to conserve angular momentum the transition between spin states of an atom produces a 
local twist that propagates as a transverse phonon [8]. 
Due to rotational invariance of Ĥ A, rotation of the local frame is equivalent to rotation 
of vector S in the opposite direction S → R−1S [28]. This rotation can be done by a 
(2S + 1) × (2S + 1) matrix equation in the spin space, 
R−1 ˆ −iS·δφS → R̂S ̂  , R = e , (2.23) 
where 
is the rotation caused by the transverse phonon displacement field u(r) that enters the 
Hamiltonian only through its spatial derivative ∂ui . Here
∂uj 
s 
ik·r  h̄ X ekλe † 
u = √ akλ + a−kλ . (2.25)2MN 
kλ ωkλ 
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The above Eq. (2.24) and Eq. (2.25) are canonical quantizations of phonon operators [5], 
where M is the mass of the unit cell, N is the number of cells in the crystal, ekλ are 
unit polarization vectors, λ = t1, t2, l denotes polarization, and ωkλ = vλk is the acoustic 
phonon frequency. 
The total Hamiltonian can be written as 
Ĥ = R̂Ĥ AR̂−1 + Ĥ z + Ĥ ph, (2.26) 
where Ĥ A is the crystal field Hamiltonian in the absence of phonons, Ĥ ph is the Hamilto-
nian of phonons, and Ĥ z is the Zeeman Hamiltonian given as 
Ĥ z = gµBH · S. (2.27) 
Transformation to the lattice frame is a rotation of Eq. (2.26) by angle δφ: 
Ĥ 0 = R̂−1Ĥ R̂ = Ĥ 0 A + Ĥ 0 z + Ĥ 0 ph, (2.28) 
where 
Ĥ 0 ph = R̂−1Ĥ phR̂ =∼ Ĥ ph − i[Ĥ ph, δφ] · S. (2.29) 
Using the property [(A · S), (B · S)] = iS · [A × B] 
Ĥ 0 R̂−1 ˆ ˆ z = HzR 
∼ ˆ − i[ ˆ= Hz Hz, S] · δφ 
= Ĥ z − gµB [H × δφ] · S. (2.30) 
The full Hamiltonian in the lattice frame up to first order in δφ is 
Ĥ 0 = Ĥ 0 + Ĥ 0 sp−ph, (2.31) 
where 
ˆ ˆ + ˆH0 = Hs Hz, 
and 
Ĥ 0 sp−ph = −i[Ĥ ph, δφ] · S − gµB[H × δφ] · S. (2.32) 
Using the relation 
δ ˙ 
i 




Ĥ 0 sp−ph = −h̄Ω̂ · S, (2.34) 
where 
Ω̂ = δφ̇ + γ[H × δφ], (2.35) 
and γ = gµB/h̄ is the gyromagnetic ratio for S, and H is the external magnetic field. 
2.3 Rate of Relaxation 
The spin-phonon transitions between the eigenstates of Ĥ 0 are the direct products of 
the spin and phonon states, 
|Ψ±i = |ψ±i ⊗ |φ±i, (2.36) 
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where |ψ+i and |ψ−i are the eigenstates of Ĥ s with eigenvalues E±(E+ > E−); |φ+i and 
ˆ|φ−i are eigenstates of Hph with energies Eph,+ and Eph,− respectively. The states |φ±i 
differ by one emitted or absorbed phonon with a wave vector k and polarization λ, which 
are 
|φ+i ≡ |nkλi, |φ−i ≡ |nkλ + 1i. (2.37) 
Finally, by conservation of the spin-phonon transition energy one has 
E+ + Eph,+ = E− + Eph,−. (2.38) 
2.4 The Spin Matrix Element 
From Eq. (2.34) the matrix element corresponding to the spin decay |ψ+i → |ψ−i is 
written as 
hΨ−|Ĥ 0 s−ph|Ψ+i = −h̄Ω−+ · hψ−|S|ψ+i 
= −h̄hφ−|Ω̂ |φ+i · hψ−|S|ψ+i, (2.39) 
using hφ−|Ω̂ |φ+i = Ω−+, one has 
hΨ−|Ĥ 0 s−ph|Ψ+i = −h̄Ω−+ · hψ−|S|ψ+i, (2.40) 
where 
Ω−+ ≡ hφ−|Ω̂ |φ+i 










The matrix element can be calculated using the commutator form of Eq. (2.33). It 
gives 
hφ−|[Ĥ ph, δφ]|φ+i = hφ−|Ĥ ph|φ+ihφ−|δφ|φ+i 
= (Eph,− − Eph,+)δφ−+, (2.42) 
where 
δφ−+ ≡ hφ−|δφ|φ+i ≡ hnkλ + 1|δφ|nkλi ≡ δφkλ. (2.43) 
From the energy conservation, Eq. (2.38), one has 
Eph,− − Eph,+ = E+ − E− ≡ ¯ (2.44)hω0. 
Therefore, the matrix element is 
D E 
ˆΩ−+ ≡ φ− Ω φ+ 
 h i 
≡ φ− 
i
Ĥ ph, δφ + γ [H × δφ] φ+
h̄ 
D Ei 
= φ− Ĥ ph φ+ hφ− |δφ| φ+i + hφ− |γ [H × δφ]| φ+i 
h̄ 
i 
= (Eph,− − Eph,+)δφ−+ + γ [H × δφkλ]h̄ 
= iω0δφ−+ + γ [H × δφkλ] . (2.45) 
The spin-phonon matrix equation, Eq. (2.40), can be conveniently written as 
D E 
Ψ− Ĥ 0 s−ph Ψ+ = Ξ · δφkλ, (2.46) 
where 






is the spin matrix element, which can also be written as 
D E D   EX 
†
Ψ− Ĥ 0 s−ph Ψ+ = √ 
h̄ 




Vkλ ≡ √ Ξ · (k × ekλ) . (2.49)
8Mh̄ωkλ 
The decay rate Γ−+ of the upper spin state into the lower spin state, accompanied by 
the emission of a phonon, and the rate Γ+− of the inverse process are given by 
Γ−+ = Γ0 (nω0 + 1) 
Γ+− = Γ0(nω0 ), (2.50) 
where n = (eβhω¯ 0 − 1)−1 ω0 is the phonon occupancy number at equilibrium and β = 




kλ − ω0), (2.51) 
kλ 
Eq. (2.50) is true only if Γ−+ corresponds to ΔE < 0, an emission of a phonon 
frequency ω0, which includes both stimulated processes ∝ nω0 and spontaneous processes 
∝ 1, and Γ+− corresponds to ΔE > 0, a phonon absorption, which can be “stimulated”, 
i.e., ∝ nω0 . 
From equation Eq. (2.49) it can be seen that only the transverse phonons, λ = t, are 
active in the relaxation process, and also (k × ekλ) = ±kekt0 , where t and t0 denote 
transverse phonons. 
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2.5 Spin-phonon Relaxation for Adjacent Levels: Three-dimensional phonon bath 
Consider a spin Hamiltonian given by 
Ĥ S = Ĥ A + Ĥ Z = −DS z 2 − gµBHzSz. (2.52) 
The exact energy levels of this Hamiltonian are given by 
Em = EmA − gµBHzm, (2.53) 
where E mA = −Dm2 is the contribution of the crystal field that satisfies E− Am = E mA . 
In the case of uniaxial anisotropy, Ĥ S commutes with Sz and so the energy level can 
be approximately described by the quantum number m. The spin-phonon relaxation is 
between the adjacent levels of Ĥ S, namely between m and m0 = m + 1, where the energy 
difference between these levels is given by 
W = ¯ = Em = D(2m + 1) + gµBHz. (2.54)hω0 − Em+1 
Both Hartman-Boutron et al. [18] and Garanin and Chudnovsky [16] have used the con-
ventional method — tilting of the anisotropy axis by transverse phonons to study the re-
sults of (m, m + 1) transitions. In this method Ĥ A can be written as 
Ĥ A(n) = −D(n · S)2 , (2.55) 
where n is the direction of the anisotropy axis, 
n = ez + δn. (2.56) 
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The transverse phonons change the vector n by 
δn = δφ × n, (2.57) 
where 
δφ =
1 r× u (2.58)
2 
is the local rotation of the lattice, and u is the lattice displacement given by Eq. (2.25). 
Expanding Ĥ A(n) up to linear terms in δφ, 
Ĥ A(n) = −D(n · S)2 
= −D [(ez + δn) · S]2 
∼= −DSz 2 − D[(δφ · S)(ez · S) + (ez · S)(δφ · S)] 
∼= −DS z 2 − D[SxSz + SzSx]δφy + D[SySz + SzSy]δφx 
≡ −DS z 2 + Ĥ s−ph, (2.59) 
where 
Ĥ s−ph = −D[(δφ · S)(ez · S) + (ez · S)(δφ · S)] 
= −D [SxSz + SzSx] δφy + D [SySz + SzSy] δφx. (2.60) 
The matrix kets between the states given by Eq. (2.36) can be written as 
|Ψ+i = |mi ⊗ |nki 








ˆwhere |φ+i ≡ |nki and |φ−i ≡ |nk + 1i from Eq. (2.37), are eigenstates of Hph with 
energy eigenvalues Eph,+ and Eph,− respectively; |ψ+i and |ψ−i are the eigenstates of Ĥ S 
with energy eigenvalues E+ and E− respectively. 
From Eq. (2.38) and Eq. (2.44), it is evident that the spin-phonon transition conserves 
energy. In the lattice-frame, the matrix element corresponds to the decay of the spin 
|ψ+i → |ψ−i. And from Eq. (2.34), Eq. (2.39), with Eq. (2.41) and Eq. (2.35), one 
obtains 
D E iD 
Ψ− Ĥ s−ph Ψ+ = lm,m+1(2m + 1)hnk + 1|δφ−|nki (2.62)
2 
or 
D E iDˆΨ− Hs−ph Ψ+ = lm,m+1(2m + 1)δφkλ,−, (2.63)2 
where 
q 
lm,m+1 = S(S + 1) − m(m + 1) 
and 
δφkλ,− ≡ δφkλ,x − δφkλ,y. (2.64) 
Quantization of the lattice rotations using Eq. (2.24) gives 
D E Xh̄ ˆΨ− Hs−ph Ψ+ = √ Vkλhnkλ + 1|(akλ + a−† kλ)|nkλi, (2.65)
N kλ 
which is Eq. (2.48) and Eq. (2.49), where 
iD eik·r(k × ekλ) · (ex − iey)
Vkλ = lm,m+1(2m + 1) √ . (2.66)
2 8Mh̄ωkλ 
Also from Eq. (2.51), |Vkλ|2 is the product of Vkλ and its conjugate, i.e. 
2 D
2 
m,m+1(2m + 1)2 |Vkλ| = 
l2 
kekt0 · (ex − iey) kekt0 · (ex + iey). (2.67)
4 8Mh̄ωkλ 
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Using the property 
X (k  a)(k  b)





and averaging over the directions of the vector k 




D2 l2 2 
 2  
| 2 V | = m,m+1(2m + 1) k (e − ie )(e + ie )kλ (ex 
4 8Mh̄ωkλ 
− x y x yiey)(ex + iey)− . (2.70)
3 k2
Working out the parts in the curly parenthesis: 
2+e2
e  e − e 2 + 2 y x y  = 2 2  43 −  = will reduce 3 3
Eq. (2.70) to 
D2 l2 m,m+1(2m + 1)2 4 |V 2 2 kλ| = k . (2.71)
4 8Mhω¯ kλ 3
 P RReplacing N−1 by v d3k kλ 0 π 3 in Eq. (2.51), gi  (2 ) ves
Z 
d3k 
Γ 20 = v0 |Vkλ| 2πδ(ωkλ − ω 0). (2.72)(2π)3
Then, with the use of Eq. (2.71), 
D2 l2 






4 8Mh̄ 3 (2π)3 ωkλ 
Here, the 0  
3 
 volume of unit cell v t  = vω3 , λ = t and ωD is the Debye phonon frequency, with 
D 
vt as the velocity of transverse phonons. Using spherical coordinates in the integral gives 
RRR RRR 
d3k = k2dk = k3 4π  . With ωkt = v
3  
tk and vtk = k0 then vt k3 = 
3 
k03 →  0k3 = k
3 v3 t 
and with vtdk = dk0 the integral can be written as 
Z 
k03 δ(k0 − ω ) dk0 v3 0 t 








k03δ(k0 − ω0)dk0 = ω3 = ω3 , Eq. (2.72) can be expressed as 0 m,m+1 
(2m + 1)2l2 D2 ω3 m,m+1 m,m+1Γ0 = . (2.75)
24πh̄ Mvt 2 ωD 3 
The limit of D → 0 corresponds to a free spin. Although the states |mi and |m+1i are 
separated in energy in that limit due to the magnetic field, the rotation of the lattice cannot 
cause any relaxation and the above Eq. (2.75) produces zero result. Using Eq. (2.54), 
hω¯ 0 = ¯ = (Emhωm,m+1 − Em+1), Eq. (2.75) can be expressed as 
(2m + 1)2l2 D2 m,m+1 (Em − Em+1)3 




which is the same as Eq. (A 9) of Appendix A, [9]. 
Eq. (2.76) can be written with the probability transition part as 
(2m + 1)2l2 D2 m,m+1 (Em − Em+1)3 Γm,m+1 = (2.77)
24πh̄4 Mvt 
2ωD 
3 e(Em−Em+1) − 1 
For a phonon absorption (ΔE = h̄ω0 > 0) : 
1 1 1 
nω0 = = = (2.78) eβh̄ω0 eβΔE − 1 eβΔE − 1− 1 
and for phonon emission (ΔE < 0) : 
hω0e 1 1 1 
nω0 + 1 = 
β¯ 
= = = . (2.79) 
eβh̄ω0 −β¯ 1 − eβΔEhω0 |eβΔE − 1|− 1 1 − e 
Now, for odd d, the sign of (ΔE)d) is the same as of ΔE, so the relation between the sign 
of the numerator and the denominator will depend on d as well as on ΔE. Therefore the 
expression for relaxation rate can be written as 
(2m + 1)2l2 D2 |(Emm,m+1 − Em+1)3|Γm,m+1 = (2.80)
h4 ω3 |eβ(ΔE) − 1|24π¯ Mvt 2 D 






4 8Mh̄ 3 D (2π)2 vtk 
Simplifying further, 
D2l2 2 Z m,m+1(2m + 1)2 vt k2dk δ(ωkλ − ω0)Γ0 = . (2.84)
24Mh̄ ωD 2 vt 
D2 l2 2 Z d2km,m+1(2m + 1)2 4 vt δ(ωkλ − ω0)Γ0 = 2π k2 . (2.82)
4 8Mh̄ 3 ωD 2 (2π)2 ωkλ 
D2 l2 (2m + 1)2 4m,m+1|Vkλ|2 = k2 . 
4 8M¯ 3hωkλ 
P R
Replace N−1 by a0 d
2k in Eq. (2.51), which can now be written as kλ (2π)2 
Z 
d2k 
Γ0 = a0 |Vkλ|22πδ(ωkλ − ω0), (2.81)
(2π)2 
35 
2.6 Relaxation rate for a two-dimensional phonon heat-bath 
Beginning with Eq. (2.50) Γ−+ = Γ0 (nω0 + 1) where 
1 X 




where a0 is unit cell area given as a0 = vt 2/ωD 2 . Using Eq. (2.71), Eq. (2.81) can now be 
written as 
R
The integral part is worked out as follows: with 
R 
d2k = 2π kdk, and ωkλ = vtk the 
integral in Eq. (2.82) is written as 
Making a few substitutions to simplify: ωkλ = vtk = k0, and vtdk = dk0, then the integral 
part of Eq. (2.84) can be expressed as 
Z 
k02 dk0 δ(k0 − ω0) 
2 , (2.85) vt vt vt 
Using the Eq. (2.71) in Eq. (2.89) gives 
Z
D2 l2 (2m + 1)2 4 dk 2πδ(ωkλ − ω0)m,m+1 vtΓ0 = k2 . (2.90)
4 8Mh̄ 3 ωD (2π) vtk 
D2l2 2 k02 m,m+1(2m + 1)2 vt dk0 δ(k0 − ω0)Γ0 = 
ω2 2 
. (2.86)
24Mh̄ D vt vt vt 
Simplifying further, with 
R 
k02dk0δ(k0 − ω0) = ω02, results in 
(2m + 1)2l2 D2 ω2 m,m+1 m,m+1Γ0 = 
ω2 
, (2.87)
24h̄ tMv2 D 
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which when substituted in Eq. (2.84), gives 
Z 
where hω¯ 2 ≡ ¯ With ω2 − Em+1)2/h̄, the decay rate of the upper hω2 ≡ (Em0 m,m+1. m,m+1 
spin state into the lower spin state, accompanied by the emission of a phonon for the case 
of a two-dimensional phonon heat bath is 
(2m + 1)2l2 D2 |(Emm,m+1 − Em+1)2|Γm,m+1 = . (2.88)
h3 2ω2 |eβ(ΔE) − 1|24M¯ vt D 
2.7 Relaxation rate for a one-dimensional phonon heat-bath 
P R
With the use of Eqs. (2.51), (2.71), and replacing N −1 kλ by L (2 
dk
π) , where L is the 





Γ0 = |Vkλ|22πδ(ωkλ − ω0). (2.89)
ωD (2π) 
With substitutions ωkλ = vtk = k0 and vtdk = dk0, the integral part is simplified to 
Z k0 dk0 δ(k0 − ω0)
2π , (2.91) 
vt vt vt 


which when implemented in Eq. (2.90), gives 
(2m + 1)2l2 D2 m,m+1 ω0
Γ0 = . (2.92)
24h̄ Mvt ωD 
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With ¯ ≡ hωm,m+1 ≡ (Em − Em+1), and simplification, the final expression for the hω0 ¯ 
decay rate of the upper spin state into the lower spin state, accompanied by the emission 
of a phonon in the case of a one-dimensional phonon heat-bath is 
(2m + 1)2l2 D2 |(Emm,m+1 − Em+1)|
Γm,m+1 = 2 |eβ(ΔE) − 1| . (2.93)24Mh̄2 vt ωD 
2.8 Summary of d-dimensional phonon heat-bath 
The general expression for the decay rate that includes all d-dimensions of the phonon 
heat-bath from Eq. (2.80), Eq. (2.88), and Eq. (2.93) 
(2m + 1)2l2 D2 (Em − Em+1)d m,m+1Γm,m+1 = 
hd+1 2ωd |eβ(ΔE) − 1| 
(2.94)
ΩM¯ vt D 
where Ω = 24(24π) for d = 1, 2(3). 
2.9 Advantages of the lattice-frame method over conventional methods 
With the time-dependent quantum density-matrix method, calculations for compli-
cated materials such as magnetic molecules or clusters from first principles are very in-
volved and barely possible. The lattice-frame method offers a more convenient way of 
computing the relaxation rates even for large magnetic clusters. The matrix elements in 
the lattice-frame method are parameter-free, and their dependence is universal. The form 
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of the crystal field that results in the uniaxial magnetic anisotropy Ĥ A is uniquely deter-
mined by symmetry; Ĥ A possesses full rotational invariance, that is, it does not depend 
on the orientation of the laboratory coordinates (laboratory frame method). The full rota-
tional invariance implies conservation of the total angular momentum of the spin and the 
phonons. Also Ĥ A is preserved while the spin-phonon interaction is of a kinematic origin 
and has a form that has a universal form that is independent of Ĥ A. Hence both the calcu-
lation and final result for the relaxation rates are universal and insensitive to the detailed 
form of Ĥ A. 
CHAPTER III 
COMPARISON OF DIFFERENT SELECTED DYNAMICS 
In this chapter the spin-lattice relaxation rate derived in the lattice-frame method is 
compared with (1) the Glauber dynamics and (2) the quantum mechanical density-matrix 
method. 
3.1 Glauber Dynamics 
M. A. Novotny in his article “Low-temperature Metastability of Ising Models” [31] 
using Glauber dynamics [17] has studied the square-lattice Ising model, and a dynamic 
derived from a coupling of a quantum spin 1 system to a 1 dimensional heat  2 bath [33, 35]. 
According to this model, the Hamiltonian of a spin 1
2 can be written as 
 ˆ Ĥ Ĥ= s + Hbath (3.1) 
where 
X X 




where J is the ferromagnetic (J > 0) nearest-neighbor interaction parameter due to the ex-
change coupling between the spins, H is the applied magnetic field, σz j is the z-component 
of the Pauli spin operator at site j, the first sum is over all nearest-neighbor (nn) pairs (4 
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dρ(t)m0,m i ˆ X = [ρ(t), Hs]m0,m + δm0,m ρ(t)nnWnn − γm0,mρ(t)m0 ,m
dt h̄ 
n=m 
Wm + Wm0 X 




nn for the square lattice and 6 for the simple-cubic lattice), and the second sum is over all 
N spins. 
With the given spin Hamiltonian, Ĥ s, the dynamic was determined by the generalized 
master equation [7, 33, 35]. 
6
6
where ρ(t) is the time-dependent density matrix of the spin system, m0, n, k, and m denote 
the eigenstates of Ĥ s, 
0ρ(t)m m = hm 0|ρ(t)|mi, (3.4) 
and Wkm is a transition rate from the m-th to the k-th eigenstate. There are no off-diagonal 
components for the spin Hamiltonian here, and the generalized master equation becomes 
identical to the classical master equation of a classical spin 1
2 Ising system [6] with Hamil-
tonian 
X X 
Ĥ Ising = −J σiσj − Hz σi, (3.5) 
hi,ji i 
where σj = ±1 is the classical Ising spin. 
P. A. Martin [26] made the assumptions that each spin was coupled to its own fermionic 
heat bath, and that the correlation times in the heat baths are much smaller than the times 
of interest in the spin system. He used Eq. (3.1), and integrated over all degrees of freedom 
of the heat bath. He found that with appropriate assumptions the dynamic for the classical 
exp(βEold) + exp(βEnew) 
by 
exp(βEold) 
pG,flip = qG ,
exp(βEold) + exp(βEnew) 
(3.6) 
and 




Ising model consisted of randomly choosing a spin and flipping it with a probability given 
where β = T −1 (with Boltzmann’s constant set to unity), Enew is the energy of the con-
figuration with the chosen spin flipped and Eold is the energy of the old configuration. 
Here qG is an attempt frequency, related to the microscopic coupling between the heat 
bath and the spin Hamiltonian. The value of qG is set to 1 here. This dynamic corresponds 
to the Glauber dynamic [17] of randomly choosing a spin, randomly choosing number r 
uniformly distributed between zero and one, and flipping the chosen spin if r ≤ pG,flip. 
Graphs for the flip probability are shown in Figure 3.1 and Figure 3.2, for the spin 1
2 Ising 
case with the nearest-neighbor (nn) coupling J > 0. Eq. (3.6) and Eq. (3.7) are trivially 
related by the following relation: pG,flip(old → new) = 1 − pG,flip(new → old) 
Figure 3.1 shows flip probability pG,flip (old → new) vs. T with proportionality con-
stant qG = 1 for Glauber dynamics (Eq. 3.6). The values reading from the top to bottom 
curves are Hz = 10, 5, 3, 1, 0.7, 0.5, 0.3, 0.1, 0; for the square-lattice Ising model with 
J = 1. And Figure 3.2 shows flip probability pG,flip (new → old) vs. T with proportion-
ality constant qG = 1 for Glauber dynamics (Eq. 3.7). The values reading from the top to 
bottom curves are Hz = 0, 0.1, 0.3, 0.5, 0.7, 1, 3, 5, 10. This is for the square-lattice Ising 
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Figure 3.1 
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Figure 3.2 
Flip probability pG,flip (new → old) vs. T 
3.2 Quantum mechanical density-matrix method: Spin- 1
2 
A dynamic was derived by K. Park and M. A. Novotny [33, 35] for the Ising model 
by coupling it to a phonon bath. The following Hamiltonian was used: 
Ĥ = Ĥ s + Ĥ ph + Ĥ s−ph, (3.8) 
where Ĥ s is the spin Hamiltonian given by Eq. (3.2), 
X 
Ĥ ph † qcq (3.9)= ¯ chωq 
q 
is the phonon Hamiltonian, and 
X 
vuut h̄
    





[18], is the spin-phonon Hamiltonian describing the simple linear spin-phonon coupling. 
Here the index q is the wave vector of a phonon mode, ωq is the angular frequency of the 
phonon mode with wave vector q, and c† q and cq are the creation and annihilation operators 
respectively. The constant λ is the coupling constant between the spin system and the 
phonon heat bath, N is the number of unit cells in the system, M is the mass per unit cell, 
and Rj is the position of site j. Here again the generalized master equation is given by 
Eq. (3.3) [36]. Again the correlation times in the heat bath are much smaller than the 
times of interest in the spin system, and integration over all degrees of freedom of the heat 




+ 1, k|Ĥ s−ph|nq, mi 




λ2 (Ek − Em)d 
Wkm = 




where Em and Ek are the energy eigenvalues of Ĥ s and Em > Ek. Here nq is the average 
occupation number of the phonon mode with q, and ρph is the density matrix of the phonon 
bath. The transition rate is now expressed as 
where d is the dimension of the heat bath, Θ = 2(2π) for dimension d = 1, 2(3), 
η = M/ad, where a is the lattice constant, c is the sound velocity, and β = 1/kBT . 
Figure 3.3 shows this transition rate for the spin 1 . Transition rates for spin 
1  
2 for 2 the
Glauber dynamics are shown for comparison in Figure 3.4. Figure 3.3 shows the quantum 
density-matrix transition rate W divided by T d vs. the difference ΔE scaled by T for d-
dimensional phonon dynamics (spin 1 ). The 
2
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Figure 3.3 
















Transition rate W vs. ΔE/T for the Glauber dynamic (spin 1
2 ) 
D2 |(Em − Em±1)3|
Γm,m±1 = |eβ(ΔE) − 1| . (3.13)h4 ω312π¯ Mvt 2 D 
48 
3.3 Lattice-frame dynamics: Spin-1 
With this method, as discussed in chapter II, the transition rate equation Eq. (2.94). 
This Eq. (3.13) is comparable to Eq. (3.12). Figure 3.5 (for Eq. 3.13) shows the rate of 
relaxation, with the form very much like Figure 3.3, of the quantum density-matrix model 
in the case of a three-dimensional phonon bath. These two figures Figure 3.5, Figure 3.3 
clearly indicate that transition probabilities, for a spin 1
2 system using the quantum density-
matrix method has the same form as for a spin 1 system derived from the lattice-frame 
method. Figure 3.5 shows lattice-frame dynamic transition rate Γ divided by T d vs. the 
energy difference (Em − Em+1) scaled by T for the d = 3 dimensional phonon dynamics 
(spin 1). The proportionality constant D2 
ω3 
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Figure 3.5 






With M = ρv0, and v0 = vt 3/ωD 3 , Eq. (3.13) may be written as 
D2 |(Em − Em±1)3|
Γm,m±1 = 5 , (3.14)12πρh̄4 vt |eβ(Em−Em±1) − 1| 
and further generalized to 
D2 (Em − Em±1)d 
Γm,m±1 = , (3.15)
hd+1 d+2 |eβ(Em−Em±1) − 1|Ωρ¯ vt 
where Ω = 12(12π) for d = 1, 2, (3), density ρ = M/L3, L is the lattice constant, and vt 
is the sound velocity. 
The relaxation rates for the two models, the density-matrix model, Eq. (3.12), and the 
lattice-frame dynamics, Eq. (3.15), are shown below for comparison: 
λ2 (Ek − Em)d 
Wkm = , 
hd+1 cd+2 eβ(ΔE) − 1Θη¯ 
and   
D2 (E − E )d m m±1 
Γm,m±1 = d  d  . Ωρh̄ +1v +2t |eβ(ΔE) − 1| 
Figure 3.6 shows the resemblance between the lattice-frame dynamics and the density-
matrix dynamics for a d-dimensional phonon bath. The Wkm transition for the density 
matrix method correspond to transition from m to k, while Γm,m±1 for the lattice frame 
method corresponds to the transition from m to m ± 1. 
        




        





Transition rate m,m±1 divided by Td vs energy difference 
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Transition rate W divided by Td vs energy difference 
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Figure 3.6 





It is found that the relaxation rates (transition probabilities) formalism for a spin 1 
system computed using the lattice-frame method and a spin 1
2 system computed using the 
quantum-mechanical density-matrix method are the same. 
This study involved an interaction of a “system” that has a few degrees of freedom 
with a “reservoir” that has a multitude of degrees of freedom associated with the outside 
world. The problem of the coupling of two such systems of a dissipative nature draws us to 
the density matrix for a proper description. For a spin 1
2 system the phonon density-matrix 
would be small, 4 × 4, and for a spin 1 system, the phonon density matrix would be large, 
9 × 9. The complexity of the system grows larger to deal with using the density matrix 
method. Then there is a need for an appropriate reduction of the degrees of freedom of 
the reservoir, since it is “entangled” to the excited system with fewer degrees of freedom. 
Though it is possible, it would be an extraordinarily immense computational undertaking 
and many man-years. With the “lattice-frame” approach the relaxation rates can be effi-





6. Quantum Mechanical Density-matrix: for a spin 1
2 system [35, 34, 36] 
(Ek − Em)d 
Wkm = W0 (4.6)
exp[β(ΔE)] − 1 
where W0 = λ
2 , d is the dimension of the phonon heat bath, Θ = 2(2π) for 
hd+1 d+2Θη¯ c 
dimension d = 1, 2(3), η = M/ad, where a is the lattice constant, c is the sound 
velocity, and β = 1/kBT . 
2. Hard Glauber Dynamic: The spin-flip rate for a spin 1




1 + exp(βΔE) 
where ΔE is the energy change resulting from the transition. 




1 + exp(βΔEJ ) 1 + exp(βΔEH ) 
53 
Following is a list of dynamics and the corresponding probabilities: 
1. The Metropolis Dynamics: [23, 29]. 
n o 
WM (Si → Si 0) = min 1, e −βΔE , (4.1) 
where β = 1/kBT where T is the temperature and kB is Boltzmann’s constant (set 
equal to one), and ΔE is the total energy change associated with the transition (trial 
rotation of the ith spin Si → Si 0). 
where ΔEJ and ΔEH are changes in the interaction energy and in field energy re-
spectively. Consequently the total energy ΔE = ΔEJ +ΔEH . It is the factorization 
property into one part that depends only on ΔEJ and another that depends only on 
ΔEH that defines the “soft” dynamic property [25, 37, 38]. 




1 + exp[β(ET − Ei)] 1 + exp[β(Ef − ET )] 
Ei+Efwhere ET = 2 + Δ, Ei and Ef are initial and final energies respectively, and 
Δ is the bare microscopic energy barrier. The TDA dynamic cannot be factored into 
parts that depend only on ΔEJ and ΔEH and thus is a “hard” dynamic. 
5. One-step Dynamic (OSD): [10, 14, 15, 20] 
Ef − Ei
WOSD = exp[−β(ET − Ei)] = exp(−βΔ) exp(−β ). (4.5)
2 
The OSD dynamic is can be factored into parts and thus is a “soft” dynamic. 
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7. Lattice-frame Dynamic: for a spin 1 system [9] 
  (E d e m − Em±1) Γm,m±1 = Γ0 (4.7)|exp[β(ΔE)] − 1| 
where
2 
 d is the dimension of
2 
    the phonon heat bath,and e (2m+1) lΓ m,m±1 D20 = Ωρh̄ d+1 d+2 , Ω = v 
24(24π) for
t 
 d = 1, 2(3), vt is the velocity of sound (transverse phonons), M is the 





Comparison of transition probabilities of the different dynamics from the list above 
Dynamic Transition Probability 
Metropolis 
n o 
−βΔEWM (Si → S 0) = min 1, ei
Hard Glauber 1WG = 1+exp(βΔE) 
Soft Glauber 1 1WSG = 1+exp(βΔEJ ) 1+exp(βΔEH ) 
Transition Dynamics Approximation 1 1WT DA = 1+exp[β(ET −Ei)] 1+exp[β(Ef −ET )] 
One-step Dynamic WOSD = exp [−β (ET − Ei)] 
Quantum Mechanical Density-matrix (Ek −Em)
d 
Wkm = W0 exp[β(ΔE)]−1 
Lattice-frame Dynamic |(Em−Em±1)
d|eΓm,m±1 = Γ0 |exp[β(ΔE)]−1| 
Dimension of phonon bath Transition rate 
d = 3 Γm,m±1 e= Γ0
|(Em−Em+1)3|
|exp[β(ΔE)]−1| 
d = 2 Γm,m±1 e= Γ0
|(Em−Em+1)2|
|exp[β(ΔE)]−1| 
d = 1 Γm,m±1 = e |(Em−Em+1)|Γ0 |exp[β(ΔE)]−1| 
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Table 4.2 
Relaxation rates for d = 1, 2, and 3 dimensional phonon baths 
The e
d




 , | where
e (2m+1)2 l2 D2 Γ = m,m±10 d+1 d+2 , Ω = 24(24π) for d = 1, 2 and 3Ωρh̄ v , ρ = M/L




D2 (Em  Em±1)d 
Γm,m±1 = (2m + 1)2(S 
−
  m)(S ± m + 1)  . 24(π)ρh̄ d+1vd+2t |exp[β(ΔE)] − 1| 
This is the most generalized expression to calculate the relaxation rates for any given spin 
using the lattice-frame dynamics. 
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Table 4.3 shows a case when the lattice-frame method calculation fails and when it 
does not. Here e Γ0 is a prefactor the
d
 of  transition rate e |(Em−Em±1)Γm,m±1 = Γ0 β E
|
 , and (π)|exp[ (Δ )]−1|
is for the case when d = 3. The possible transpositions are for |m| ≤ S. The case when 
S = 1 and m = − 1 
2 2
, the transition fails. 
The spin S and the corresponding magnetic quantum numbers m in the prefactor 
D2 eΓ0 = (2m + 1)2S(S + 1) − m(m ± 1) 
π d+1 24( )ρh̄ vd+2t 
can be factored to (S  m)(S ± m + 1), and thus the relaxation rate can be expressed as a 
product of two parts, one, which is spin dependent along with constants, characteristic of 
the solid, and the other, the transition probability that is temperature dependent, resulting 
in 
m → m ± 1 S m (2m +  1)2 l2 = S(S + 1) − m(m ± 1) e Γ0 = 
  (2m+1)2l2D2





















































Relaxation rates for lattice-frame dynamics compared for spin- 1
2 and spin-1 
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4.2 Further Research 
• Utilize the dynamics of transition rates calculated to perform Monte Carlo studies 
of spin models of spin greater than 1/2. 
• Obtain the relaxation rates for spins with S > 1 with a general form Γm,m±1, and 
compare with rates for spins S < 1. 
• Other spin Hamiltonians than H = −D(si · ez)+ H(si · ez), such as for crystal-field 
Hamiltonian resulting in biaxial symmetry, where 
h i 
(3))2 (1))2 − (S · e(2))2HA = −D(S · e + E (S · e . 
• Investigate low temperature metastable decay. 
• Compare results with experimental study on the spin-relaxation as a function of 
magnetic field [30] and Relaxation rate Vs Energy splitting as shown below. In 
Figure 4.1, the magnetic field where singlet and triplet states are degenerate is given 
by the dashed line. For energy separations close to degeneracy, the sensitivity of the 
measurement is reduced and the uncertainty in T1 increases. Inset: dependence of 
the relaxation time T1 on VT (applied voltage) at B = 0T. In Figure 4.2, the circles 
and the triangles correspond to the experiment where we may vary respectively the 
magnetic field and the dot potential. The solid (dotted) line is the curve for MSO = 
0.37µeV (MSO = 2.31µeV) obtained from the simplified model. 
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Figure 4.1 
Spin relaxation time T1 as a function of the total magnetic field 
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Figure 4.2 
Relaxation rate as a function of the energy of the splitting ΔES,T 
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