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Abstract
In this paper, we show the existence of magnetic monopoles and dyons in the pure SU(2) Yang{
Mills theory when a gauge-invariant mass term is introduced. This result follows from the recent
proposal for obtaining gauge eld congurations in the Yang{Mils theory from the solutions of
the eld equations in the \complementary" gauge-scalar model. The gauge-invariant mass term is
obtained through a change of variables and a gauge-independent description of the Brout{Englert{
Higgs mechanism, which relies neither on the spontaneous breaking of gauge symmetry nor on the
assumptions of the nonvanishing vacuum expectation value of the scalar eld. We solve under the
static and spherically symmetric ansatz the eld equations of SU(2) Yang{Mills theory coupled
to a single adjoint scalar eld whose radial degree of freedom is eliminated. We show that the
solution can be identied with the gauge eld conguration of a magnetic monopole or a dyon with
a minimum magnetic charge in the massive Yang{Mills theory. Moreover, we compare the magnetic
monopole and dyon of the massive Yang{Mills theory obtained in this way with the Wu{Yang
magnetic monopole in the pure Yang{Mills theory and the 't Hooft{Polyakov magnetic monopole
or Julia{Zee dyon in the Georgi{Glashow gauge-scalar model.
Furthermore, we investigate the type of dual superconductivity responsible for quark conne-
ment. For this purpose, we rst obtain the static vortex solutions in the U(1) Abelian{Higgs model
and U(N) gauge-fundamental scalar model by numerically solving the eld equations of those mod-
els in the whole range of space without restricting to the long-distance regime. Then we use the
resulting magnetic eld of such vortices to t the gauge-invariant chromoelectric eld connecting a
pair of quark and antiquark which was measured by numerical simulations for SU(2) Yang{Mills
theory on a lattice. This result improves the accuracy of the tted value for the Ginzburg{Landau
parameter to reconrm the type I dual superconductivity for quark connement. We also calculate
the Maxwell stress tensor to obtain the distribution of the force around the ux tube. This sug-
gests that the attractive force acts on the surface perpendicular to the chromoelectric ux tube, in
agreement with the type I dual superconductivity.
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Chapter 1
Introduction
1.1 Quark connement
In modern physics, there is no doubt that the strong interaction is described by quantum chromo-
dynamics (QCD). Quarks and gluons exist in QCD as fundamental particles or elds and compose
hadronic matter such as protons and neutrons. Gluons are the gauge bosons which mediate the
strong interaction. Unlike the photons, which are the gauge bosons mediating the electromagnetic
force, gluons interact among themselves. The dynamics of gluons is described by the Yang{Mills
theory.
However, free quarks (and free gluons) have never been observed in nature, or in other words,
quarks are always found as bound states. In the deep inelastic scattering experiments, for example,
the protons were observed to be congured by point-like elements, which have been identied with
the quarks in QCD. No one can answer how this fact can be realized by a framework of quantum
eld theories, especially QCD. This problem is known as the quark connement problem.
It has been stated that to prove quark connement, we should show that the potential between
quarks grows with distance enough to \conne" the quarks to bound states. One may rst think
of studying with the perturbation theory. However, since QCD and the Yang{Mills theory are
asymptotically free, the perturbation techniques cannot reach out to the strongly interacting regime.
Thus, it needs a nonperturbative approach to investigate quark connement. Wilson [1] showed
that some gauge theories have a connement property for large (bare) couplings by using a lattice
regularization in 1974, which is called the strong coupling expansions. In 1980, Creutz [2] andWilson
[3] simulated the Yang{Mills theory on a computer by using Monte Carlo analysis on a Euclidean
four-dimensional spacetime lattice, and justied numerically the existence of the connement phase
in some gauge theories. Nowadays this numerical simulation is widely accepted to investigate not
only quark connement but also the other important phenomena in QCD, and is called the lattice
QCD.
Studies done by Wilson and Creutz are based on the path integral formalism. The path integral
considers an \average" over all eld congurations under an appropriate weight factor deter-
mined by the action of the theory. A eld conguration is a particular set of values for the eld
as a function of spacetime points. In many cases, (classical) solutions of the eld equation give a
dominant contribution to the path integral, since eld equations are obtained to nd stationary con-
ditions of the action. Furthermore, there is a special class of the solutions called topological eld
congurations or topological solitons. In the Yang{Mills theory, the topological solitons, such
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Figure 1.1: The quark-antiquark potential Vqq(R) for the lattice SU(N) Yang{Mills theory. (Left
panel) N = 2;  = 2:5 on a 244 lattice [5]. (Right panel) N = 3;  = 6:0 on a 244 lattice [6].
as monopoles, instantons, and center vortices, may play an important role for quark connement.
We will focus on the monopoles in this thesis and study the role of them for quark connement.
1.2 Wilson criterion for quark connement
From this section, we restrict our argument to the pure gauge theory, i.e., the Yang{Mills theory.
Wilson introduced a operator which may give us an information for quark connement, called the
Wilson loop operator. It is dened by the line integral of the gauge eld A(x) 2 L ie(G) of a
gauge group G along a closed loop C:
WC [A ] := trP exp

ig
I
C
dx A(x)

; (1.2.1)
where P denotes the path-ordered product, and g is a coupling constant. By using the path integral
formalism, the expectation value of the Wilson loop operator, or the Wilson loop average W (C) is
dened for the Euclidean spacetime by
W (C) :=
1
Z
Z
DA e S[A ]WC [A ]; Z :=
Z
DA e S[A ]; (1.2.2)
where S[A ] is the Euclidean action.
For an arbitrary closed loop C, Osterwalder and Schrader [4] showed that the Wilson loop
average W (C) behaves
W (C) = exp f jSj   cjLj+    g ; (1.2.3)
where jSj is an area of a minimal surface spanned by C and jLj is a perimeter length of C. If  6= 0,
it is said that the Wilson loop obeys the area law. On the other hand, if  = 0 and c 6= 0, the
Wilson loop obeys the perimeter law. When the loop C is a rectangular with lengths T for the
time direction, R for the space direction, W (C) is written as
W (C)  exp f TV (R)g ; (T  R 1) (1.2.4)
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Figure 1.2: The states of the superconductor. (Left panel) The Meissner state. (Mid panel) The
uxoid lattice state. (Right panel) The normal conductor state.
Then, the static potential between quarks can be dened by
V (R) = lim
T!1
 1
T
logW (C): (1.2.5)
If the Wilson loop obeys the area law, the static potential V (R) behaves
V (R) = R+ constant; (1.2.6)
which is consistent with the observation of the experiments, i.e., quarks are conned. This is called
the Wilson criterion for quark connement.
In the lattice QCD, the path integral (1.2.2) is done in a numerical way. See Figure 1.1. These
results suggest that the quark-antiquark potential Vqq(R) obeys
Vqq(R)   
R
+ R+ c; (1.2.7)
where ; ; c are constants, especially  is called the string tension. For a large distance R 1, the
potential Vqq(R) seems to behave as a linear potential R. This is also consistent with the Wilson
criterion, which suggests that the SU(N) Yang{Mills theory has the connement phase.
1.3 Dual superconductivity picture
Although the numerical simulations by lattice QCD give good results in the low-energy region where
the interactions are strong, the analytical explanation has not been done yet. Before the lattice
QCD developed, however, one of the promising scenarios for the analytical explanation of quark
connement had suggested and is called the dual superconductivity picture [7].
The superconductor is explained by a condensation of the pair of the electrons called the
Cooper pair, and a realization of the Meissner eect so that the external magnetic eld is ex-
cluded from the superconductor. The situation to exclude the external magnetic eld is classied
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Figure 1.3: The explanation of quark connement by the dual superconductor picture. (Left panel)
The magnetic charges in the type II superconductor. (Right panel) The quarks in the dual super-
conductor.
into two patterns: One is that the superconductor state breaks at some magnitude of the external
magnetic eld and becomes the normal conductor state, which is called the type I superconduc-
tor. The other is that there exists the uxoid lattice state between the superconductor state
and normal conductor state. In the uxoid lattice state, the Meissner state is partially broken and
hence the magnetic elds can penetrate a matter by squeezed into the ux. This is the type II
superconductor. See Figure 1.2.
The dual superconductivity picture is arisen by an analogy with the theory of the superconduc-
tor. Thus, if we regard the vacuum of QCD as a dual superconductor, the chromoelectric elds are
expected to form the ux due to the dual Meissner eect caused by a condensation of the choromo-
magnetic monopoles. Therefore, to realize the dual superconductivity picture we should show the
existence of the magnetic monopole and the dual Meissner eect. See Figure 1.3.
Indeed, the analytical proof to justify the dual superconductor picture has been done in the four
dimensional compact U(1) lattice gauge theory [8], the three dimensional Georgi{Glashow model,
i.e., the SU(2) gauge-adjoint scalar model [9] and the four dimensional N = 2 supersymmetric
Yang{Mills theory [10].
1.4 Monopoles in the Yang{Mills theory
For the three dimensional Georgi{Glashow model, Polyakov [9] indeed showed that quark conne-
ment can be explained by the dual superconductivity picture by calculating the Wilson loop average
W (C) based on the path integral formalism (1.2.2) in the dilute 't Hooft{Polyakov magnetic
monopole [11] gas background. The key feature of the Polyakov's argument is that the original
gauge eld can achieve at long range, but the dual photon eld, which is introduced by the path
integral duality transformation, acquires a mass by the Debye screening. This causes the area law
of the Wilson loop average.
However, it is not straightforward to apply the dual superconductivity picture to the real QCD
or the Yang{Mills theory, since the relevant magnetic monopoles are not included in the original
action. For the dual superconductivity picture to work, therefore, we should begin our arguments
by showing the existence of magnetic monopoles in the Yang{Mills theory even in the absence of
the standard scalar eld.
Such magnetic monopoles in the pure Yang{Mills theory, which we call Yang{Mills magnetic
monopoles, should be compared with the 't Hooft{Polyakov magnetic monopole in the Georgi{
6
Glashow model, which includes the scalar eld in the action from the beginning, see; e.g., [12,13] for
reviews of magnetic monopoles. The Yang{Mills magnetic monopoles are expected to be obtained
as topological defects or topological solitons afterwards.
Nevertheless, we know [13] that the pure Yang{Mills theory with no scalar elds has the topologi-
cal soliton only in the four-dimensional Euclidean space. Indeed, such topological solitons are known
as instantons and antiinstantons, in agreement with the nontrivial homotopy group 3(S
3) = Z.
This statement is no longer true once we introduce the mass term to the Yang{Mills theory, which we
call themassive Yang{Mills theory hereafter. In the massive Yang{Mills theory, it is shown that
there exists the other topological soliton suggested from the nontrivial homotopy group 2(S
2) = Z.
This is nothing but a magnetic monopole. It is reasonable to consider the massive Yang{Mills the-
ory, in light of the conjecture that the quantum Yang{Mills theory has a mass gap, even if the
classical Yang{Mills theory is a conformal theory with no mass scale [14]. Indeed, recent investiga-
tions arrived at a consensus that gluons behave as massive particles in the low-energy (momentum)
region, which is called the decoupling solution [15]. In view of these, it is worth investigating the
existence of magnetic monopole congurations in the massive Yang{Mills theory. However, a naive
mass term for the gluon eld breaks the gauge symmetry.
Recently, it has been shown that the gauge-invariant mass term of the Yang{Mills eld can
be introduced by combining the change of variables and a gauge-independent description of
the Brout{Englert{Higgs (BEH) mechanism [16], which neither relies on the spontaneous
breaking of gauge symmetry nor on the assumptions of the nonvanishing vacuum expectation value
of the scalar eld. The gauge-independent BEH mechanism with a single adjoint scalar eld (x)
leads to the separation of the gauge eld A (x) into the massive mode W (x) and residual mode
R(x) in the gauge-scalar model,
A (x) = W (x) +R(x); (1.4.1)
where R(x) transforms in the same way as the original gauge eld A (x) and W (x) transforms in
the adjoint way under the gauge transformation W (x)! U(x)W (x)U 1(x). Here W (x) and R(x)
are written in terms of A (x) and (x) [16]. For preceding works related to the gauge-invariant
mass term for the non-Abelian gauge eld, see [17] and references therein.
This fact provides a natural understanding of the gauge eld decomposition in the Yang{Mills
theory called the Cho{Duan{Ge{Faddeev{Niemi{Shabanov (CDGFNS) decomposition
[18], and the subsequent reformulations of the Yang{Mills theory using the new eld variables
[19, 20], see e.g., [21] for a review. In the CDGFNS decomposition, indeed, the gauge eld A (x) is
decomposed into two pieces:
A (x) =X (x) + V (x); (1.4.2)
where V (x) is called the restricted eld or residual eld, which transforms in the same way as the
original gauge eld A (x), andX (x) is called the remaining eld or coset eld, which transforms
in the adjoint way under the gauge transformation X (x)! U(x)X (x)U 1(x). The key ingredient
in the CDGFNS decomposition is the so-called color direction eld n(x), which transforms in the
adjoint way under the local gauge transformation n(x)! U(x)n(x)U 1(x). However, introducing
the color eld is a dicult part in understanding the CDGFNS decomposition.
According to the gauge-independent BEH mechanism, the color eld n(x) in the reformulated
Yang{Mills theory follows from the normalized adjoint scalar eld ^(x) in the \complementary"
7
gauge-scalar model: 1
^(x)! n(x): (1.4.3)
This way of introducing the color eld will facilitate understanding of the role of the color eld
itself. The remaining eld X (x) is identied with the massive mode W (x), and the restricted eld
V (x) with the residual mode R(x). Consequently, a gauge-invariant mass term M2X tr(XX
) in
the reformulated Yang{Mills theory follows according to the gauge-independent BEH mechanism
from the kinetic term of the gauge-scalar model:
(D[A ])  (D[A ]) =M2W tr(WW ) =M2X tr(XX ): (1.4.4)
Consequently, we can introduce a gauge invariant mass termM2X tr(XX
) in the pure Yang{Mills
theory.
To obtain the pure Yang{Mills theory from the complementary gauge-scalar model, we must
solve an issue. The naively extended Yang{Mills theory written in terms of the eld variables
(A ;n) has extra degrees of freedom originating from the color eld n(x) if we wish to obtain the
gauge theory that is equipollent to the original Yang{Mills theory. For this purpose, we impose an
additional condition to relate the gauge eld A (x) and the color eld n(x) in such a way that the
color eld is given as a functional in terms of the gauge eld: n = n[A ]. This condition is called
the reduction condition. By using the resulting color eld, we can dene the magnetic charge in
a gauge-invariant way.
Such color eld congurations satisfying the reduction condition are obtained from the eld
equations of the complementary gauge-scalar model, since it is shown [16] that the simultaneous
solutions of the coupled eld equations in the \complementary" gauge-scalar model automatically
satisfy the reduction condition. Thus, we can construct gauge-invariant magnetic monopoles in the
massive Yang{Mills theory using the color eld obtained in this way.
We show in the rst part of this thesis that magnetic monopoles do exist in the pure SU(2) Yang{
Mills theory with a gauge-invariant mass term. In fact, we solve under the static and spherically
symmetric ansatz the eld equations of the SU(2) gauge-scalar model with an adjoint scalar eld
whose radial degree of freedom is eliminated to be identied with the color direction eld in the
pure Yang{Mills theory. Then we obtain a gauge eld conguration for a magnetic monopole
with a minimum magnetic charge in the massive SU(2) Yang{Mills theory. In particular, we
compare the magnetic monopole obtained in this way in the massive Yang{Mills theory with the Wu{
Yang magnetic monopole [23] in the pure Yang{Mills theory and the 't Hooft{Polyakov magnetic
monopole in the Georgi{Glashow gauge-scalar model.
As done by Julia and Zee [24], we can consider a non-topological sector, i.e., the electric contri-
bution once we obtain the 't Hooft{Polyakov magnetic monopole. Such solutions are called dyons,
which have both the electric and magnetic charges. We also search the dyon in the pure SU(2)
Yang{Mills theory with a gauge-invariant mass term, which we call the Yang{Mills dyon. Since
we use the static and spherically symmetric ansatz again, the topological (or the magnetic) sector
looks similar to the Yang{Mills monopole case. Therefore, we examine how the electric contribu-
tions aect the physical quantities, especially the static mass. As well as the Yang{Mills monopole,
we compare the Yang{Mills dyon with the Julia{Zee dyon in the Georgi{Glashow model.
1The \complementarity" originates from the connement-Higgs complementarity in the gauge-scalar model that
says that there is no phase transition between the two phases, connement and Higgs, which are analytically connected
in the phase diagram [22]. See [17] for the precise denition and more details on \complementarity".
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Figure 1.4: Ref. [26] (Left panel) The plot of a magnetic monopole loop generated by a pair of
(smeared) merons in four-dimensional Euclidean space. The three-dimensional plot is obtained by
projecting the four-dimensional dual lattice to the three-dimensional one, i.e., (x; y; z; t)! (y; z; t).
The positions of two meron sources are described by solid boxes, and the monopole loop by red
solid line. A circle of blue line is written for guiding eyes. (Right panel) The plot of the topological
charge density for z   t plane (slice of x = y = 0). Two peaks of the topological charge density are
located at the positions of two merons.
It should be remarked that, within the framework of the reformulated Yang{Mills theory, the
congurations of the color eld n[A ] have been obtained by solving the reduction condition for a
given conguration of the gauge eld A (x), e.g., instantons and merons in [25, 26]. It was shown
that an unshrinking magnetic monopole loop is induced by the Jackiw{Nohl{Rebbi two-instantons
or the two-meron solutions, not the one-instanton solutions. See Figure 1.4 for the two-meron
solutions [26]. We now revisit this problem from the opposite direction such that the gauge eld
congurations are obtained for a given conguration of the color eld or the normalized scalar
eld. Since the magnetic monopole is a point-like constituent in three-dimension and a closed loop
in four-dimension, the Yang{Mills magnetic monopole which we will discuss can correspond to an
\edge" of the closed magnetic monopole loop in [25,26] if we slice that loop at a certain time.
Chapter 2 and Chapter 3 in this thesis, we discuss the existence of the monopole and dyon
congurations in the pure SU(2) Yang{Mills theory with a gauge-invariant mass term. In Chapter
2, by following the procedure to obtain the 't Hooft{Polyakov magnetic monopole we construct
the magnetic monopole in our theory and discuss its properties after we explain how to obtain the
relation between the pure (massive) Yang{Mills theory and Georgi{Glashow model which the radial
degree of freedom of the adjoint scalar eld is xed. In Chapter 3, we extend the obtained magnetic
monopole in the pure SU(2) Yang{Mills theory to have both the electric and magnetic charge, i.e.,
the dyon. We shall also discuss its properties.
1.5 Vortices as a ux tube
As mentioned above, since the superconductor is classied into type I and type II, one may concern
the type of the vacuum of the Yang{Mills theory as a dual superconductor. Indeed, the lattice
simulations [5, 6] shows that the chromoelds are squeezed into the ux tube by the dual Meissner
eect. This situation should be compared with the Abrikosov{Nielsen{Olesen (ANO) vortex [27] in
the U(1) gauge-scalar model as a model describing the superconductor. In the context of the su-
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Figure 1.5: The nontrivial chromo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only the z component of the chromoelectric 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perconductor, in type II the repulsive force works among the vortices, while in type I the attractive
force acts. The boundary of the type I and type II is called the Bogomol'nyi{Prasad{Sommereld
(BPS) limit and no forces work among the vortices. From the viewpoint of the dual superconduc-
tivity picture, the type of dual superconductor characterizes the vacuum of the Yang{Mills theory
or QCD for quark connement.
The type of dual superconductor has been investigated for a long time by tting the chromo-
electric ux obtained by lattice simulations to the magnetic eld of the ANO vortex. The preceding
studies [28] done in 1990's concluded that the vacuum of the Yang{Mills theory is of type II or the
border of type I and type II as a dual superconductor. In these studies, however, the tting range
was restricted to a long-distance region from the ux tube, where only the long-distance asymptotic
form of the solution was used for the tting. Recent studies [5, 6, 29], on the other hand, show
that the vacua of the SU(2) and SU(3) Yang{Mills theories are the type I dual superconductor. In
these works, the Clem ansatz [30] was used to incorporate also the short distance behavior of the
ux tube. The Clem ansatz assumes an analytical form for the behavior of the complex scalar eld
(as the order parameter of a condensation of the Cooper pairs), which means that it still uses an
approximation. In Chapter 4 of this thesis, we shall t the chromoelectric ux tube to the magnetic
eld of the ANO vortex in the U(1) gauge-scalar model without any approximations to examine
the type of dual superconductor. Indeed, we determine the Ginzburg{Landau (GL) parameter by
tting the lattice data of the chromoelectric ux to the numerical solution of the ANO vortex for the
whole range. The resulting value of the GL parameter reconrms that the dual superconductivity
of SU(2) Yang{Mills theory is of type I.
In addition, in order to estimate the force working among the ux tubes, we investigate the
Maxwell stress force carried by a single vortex conguration. Recently, the Maxwell stress force
distribution around the quark-antiquark pair was directly measured on a lattice via the gradient ow
method [31]. Our results should be compared with theirs. For this purpose, we shall calculate the
energy-momentum tensor originating from a single ANO vortex solution to obtain the distribution
of the Maxwell stress force corresponding to the tted value of the GL parameter around the vortex.
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Chapter 2
Magnetic monopoles
2.1 From the gauge-scalar model to the pure Yang{Mills theory
First, we review the procedure [16] for obtaining the massive SU(2) Yang{Mills theory from the
\complementary" SU(2) gauge-adjoint scalar model described by the Lagrangian density
L =  1
4
FAF
A +
1
2
 
DAB [A ]
B
  
DAC [A ]C

+ u
 
AA   v2 ; (2.1.1)
with
FA(x) =@A
A
 (x)  @A A (x)  gABCA B (x)A C (x); (2.1.2)
DAB [A ]
B(x) =@
A(x)  gABCA B (x)C(x): (2.1.3)
where u = u(x) is the Lagrange multiplier eld to incorporate the radially xed constraint
A(x)A(x) = v2; (A = 1; 2; 3; v > 0): (2.1.4)
In what follows, we introduce, respectively, the inner and exterior products for the Lie-algebra-
valued elds by
P  Q := PAQA; P Q := ABCTAPBQC ; (2.1.5)
with the generator of the Lie algebra TA.
To begin with, we construct a composite vector boson eld X(x) from A(x) and ^(x) as
gX(x) := ^(x)D[A ]^(x); (2.1.6)
which can be considered as identifying the normalized scalar eld
^(x) :=
1
v
(x); (2.1.7)
and the color eld n(x) in [20,21] (the dotted blue box in Figure 2.1). Notice thatX(x) transforms
in the adjoint way under the gauge transformation U(x) 2 G = SU(2):
gX(x)! gX 0(x) =^0(x)D[A 0]^0(x) = U(x)^(x)U y(x) U(x)D[A ]^(x)U y(x)
=U(x)^(x)D[A ]^(x)U y(x) = U(x)X(x)U y(x): (2.1.8)
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gauge-scalar model 
pure Yang-Mills
Theory (massive)
Radial Fixing Field Equations
Reduction Condition
Extended Yang-Mills
Theory
(in the preceding works)
Figure 2.1: The outline to obtain the massive Yang{Mills theory from the \complementary" gauge-
scalar model. The double-lined arrow stands for our approach in this paper. The dotted box shows
the approach in [20,21].
Moreover, the kinetic term of the scalar eld is identical to the mass term of the vector eld X(x):
1
2
D[A ] D[A ] = 1
2
M2XX X ; MX := gv; (2.1.9)
as long as the radial degree of freedom of the scalar eld is xed [16]. It is clear that by observing
(2.1.8) the obtained mass term of X(x) is gauge invariant. Therefore, X(x) can become massive
without breaking the original gauge symmetry. This gives a gauge-independent denition of the
massive modes of the gauge eld in the operator level. It should be emphasized that we do not
choose a specic vacuum of (x) and hence no spontaneous symmetry breaking occurs.
By using the denition of the massive vector eld X(x), the original gauge eld A(x) is
separated into two pieces:
A(x) = V(x) +X(x); (2.1.10)
where the eld V(x) can be written in terms of A(x) and ^(x):
gV(x) = gA(x)  gX(x) = gc(x)^(x)  ^(x) @^(x); c(x) = A(x)  ^(x): (2.1.11)
Then, we regard a set of eld variables fc(x);X(x); ^(x)g as being obtained from fA(x); ^(x)g
based on a change of variables:
fA(x); ^(x)g ! fc(x);X(x); ^(x)g; (2.1.12)
and identify c(x);X(x), and ^(x) with the fundamental eld variables for describing the massive
Yang{Mills theory anew, which means that we should perform the quantization with respect to the
variables fc(x);X(x); ^(x)g appearing in the path-integral measure.
In the gauge-scalar model, A(x) and ^(x) are independent; however, the Yang{Mills theory
should be described by A(x) alone. Hence the scalar eld (x) must be supplied by the gauge
eld A(x) due to the strong interactions, or, in other words, (x) should be given as a functional
of the gauge eld A(x).
Moreover, notice that the degrees of freedom of the original gauge eld A A (x) in pure SU(2)
Yang{Mills theory in D-dimensional space-time are [A A (x)] = 3D = 3D. Here, we have omitted
the innite degrees of freedom of the space-time points. On the other hand, the new eld variables
have [c(x)] = D, [^(x)] = 2, [X A (x)] = 2D = 2D, respectively.1 We can therefore observe that
1The massive vector eld X(x) obeys the condition
X(x)  ^(x) = 0:
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the theory with the new eld variables has two extra degrees of freedom if we wish to obtain the
(pure) Yang{Mills theory from the \complementary" gauge-scalar model. These are eliminated by
imposing the two constraints that we call the reduction condition. We choose, e.g.,
(x) := ^(x)D[A ]D[A ]^(x) = 0: (2.1.13)
The reduction condition indeed eliminates the two extra degrees of freedom introduced by the
radially xed scalar eld into the Yang{Mills theory, since
(x)  ^(x) = 0:
Following the Faddeev{Popov procedure, we insert unity into the functional integral to incor-
porate the reduction condition:
1 =
Z
D 



=
Z
D 



red; (2.1.14)
where  := [A ;] is the reduction condition written in terms of A(x) and , which is the
local rotation of (x) by  = (x) = A(x)TA, and 
red := det




denotes the Faddeev{Popov
determinant associated with the reduction condition  = 0. Then, we obtain
Z =
Z
D^DA  ()red exp fiSYM[A ] + iSkin[A ;]g
=
Z
D^DcDX J (e) ered exp fiSYM[V +X ] + iSm[X ]g : (2.1.15)
The Jacobian J associated with the change of variables is equal to one: J = 1 [21]. Therefore, we
obtain the massive Yang{Mills theory that keeps the original gauge symmetry:
LmYM =  1
4
F [V +X ] F [V +X ] + 1
2
M2XX X ; MX := gv > 0: (2.1.16)
The obtained massive Yang{Mills theory indeed has the same degrees of freedom as the usual Yang{
Mills theory because the massive vector bosonX(x) is constructed by combining the original gauge
eld A(x) and the normalized scalar eld ^(x) where ^(x) is now a (complicated) functional of
A(x) through the reduction condition (2.1.13).
It should be remarked that the solutions of the eld equations of the gauge-scalar model satisfy
the reduction condition automatically. (But the converse is not true.) The eld equations besides
(2.1.4) are obtained as
D[A ]F + gD [A ] =0; (2.1.17)
D[A ]D[A ]  2u =0: (2.1.18)
To eliminate the Lagrange multiplier eld u in (2.1.18) we take the inner product of (2.1.18) and
(x) and use (2.1.4) to obtain
u =
1
2v2
  (D[A ]D[A ]) = 1
2
^ 

D[A ]D[A ]^

: (2.1.19)
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configurations satisfying 
the reduction condition
solutions of the field equations
of the gauge-scalar model
Figure 2.2: The relation between the solutions of the eld equations of the gauge-scalar model and
the reduction condition.
The eld equations (2.1.17) and (2.1.18) are rewritten in terms of A(x) and ^(x):
D[A ]F + gv
2^D [A ]^ =0; (2.1.20)
D[A ]D[A ]^ 

^ D[A ]D[A ]^

^ =0: (2.1.21)
By applying the covariant derivative D [A ] to the equation (2.1.20), the reduction condition is
naturally induced:
0 = D [A ]D[A ]F = gv2^D [A ]D [A ]^ = gv2: (2.1.22)
Moreover, by taking the exterior product of (2.1.21) and ^(x), the reduction condition is induced
again:
0 =^D[A ]D[A ]^ 

^ D[A ]D[A ]^

^ ^

=^D[A ]D[A ]^ = : (2.1.23)
Hence, the simultaneous solutions of the coupled eld equations (2.1.20) and (2.1.21) automat-
ically satisfy the reduction condition (2.1.13). Figure 2.2 shows the relation between the solutions
of the eld equations of the gauge-adjoint scalar model and the reduction condition. From this
relation, we nd that the solutions of the coupled eld equations of the gauge-scalar model (2.1.20)
and (2.1.21) can play the very important role of the congurations satisfying the reduction condition
(2.1.13) in a massive Yang{Mills theory through the path integral (2.1.15).
2.2 The 't Hooft{Polyakov monopole in the Georgi{Glashow model
In this section, we shall summarize the essence of the Georgi{Glashow model. We introduce the
Georgi{Glashow model by the Lagrangian density:
LGG =  1
4
F F + 1
2
(D[A ])  (D[A ])  
2g2
4
 
    v22 ; (2.2.1)
where  and v > 0 are the coupling constant for the scalar eld and vacuum expectation value of
the scalar eld, respectively. We take the standard static and spherically symmetric ansatz for the
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't Hooft{Polyakov monopole with a unit magnetic charge [11]:
gA A0 (x) = 0; gA
A
j (x) = 
jAk x
k
r
1  f(r)
r
A(x) = v
xA
r
h(r); (2.2.2)
where r is the three dimensional radius r :=
p
x2 + y2 + z2. The prole functions f(r) and h(r)
are unknown functions to be determined by solving the eld equations.
In the spherically symmetric case, we can rewrite the Lagrangian LGG,
LGG =
Z
d3x LGG =
4
g2
Z 1
0
dr fLGG; fLGG := g2r2LGG; (2.2.3)
in terms of the redened Lagrangian density fLGG:
fLGG =  f 02(r)  (f2(r)  1)2
2r2
  1
2
g2v2r2h02(r) g2v2f2(r)h2(r)  
2
4
g4v4r2
 
h2(r)  12 : (2.2.4)
By rescaling
r !  := gvr; (2.2.5)
with  now being dimensionless, fLGG is cast into
fLGG = g2v2 f 02()  (f2()  1)2
22
  1
2
2h02()  f2()h2()  
2
4
2
 
h2()  12: (2.2.6)
The eld equations are obtained as
f 00() =
f3()  f()
2
+ f()h2(); (2.2.7) 
2h0()
0
=2f2()h() + 22
 
h3()  h() : (2.2.8)
In order to determine the boundary conditions, we consider the static energy:
E =
4MX
g2
Z 1
0
d

f 02()+
(f2()  1)2
22
+
1
2
2h02()+f2()h2()+
2
4
2
 
h2()  12: (2.2.9)
For the energy E to be nite, we require:
f() = 1; h() = 0; (! 0) (2.2.10)
f() =0; h() = +1: (!1) (2.2.11)
We further require for f()
f() = +1; (! 0) (2.2.12)
so that the gauge eld A Aj (x) has no singularities at the origin.
We assume the asymptotic behavior for small  as the power series in :
f() = 1 +
1X
n=1
Fn
n; h() =
1X
n=1
Hn
n: (2.2.13)
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By substituting these series expansions into the eld equations (2.2.7) and (2.2.8), we can determine
the coecients as
f() =1 + F2
2 +
3F 22 +H
2
1
10
4 +
14F 32 + 12F2H
2
1 + 
2H21
140
6 +    ; (2.2.14)
h() =H1

+
2 + 4F2
10
3 +
4   102H21 + 4H21 + 82F2 + 48F 22
280
5 +   

: (2.2.15)
For large , we set h() = 1 + k() and jf()j; jk()j  1 to linearize the eld equations:
f 00() = f(); (2.2.16)
k00() +
2

k0()  22k() = 0: (2.2.17)
These can be solved individually and we obtain the asymptotic forms of the prole functions
f() =Fe ; (2.2.18)
h() =1 +H
e 
p
2

: (2.2.19)
2.3 Scaling argument
In this section we examine the existence of the static and stable conguration in the massive Yang{
Mills theory. For this purpose, we follow the scaling argument due to Derrick [32]. In this section
only, we consider an arbitrary spatial dimension d.
In the gauge-adjoint scalar model with a radial-xing constraint, the static energy E can be
written after eliminating the Lagrange multiplier eld u(x) as
E =
Z
ddx

1
4
Fjk Fjk+ v
2
2

Dj [A ]^



Dj [A ]^

+
v2
2

1  ^  ^

^ Dj [A ]Dj [A ]^

: (2.3.1)
By rescaling the spatial variable x as x ! x, the elds are transformed as (x) ! ()(x) in
general: For the scalar and vector eld,
^()(x) = ^(x); A
()
j (x) = Aj(x); (2.3.2)
which yields
Dj [A ]^
()
(x) = 

Dj [A ]^

(x); F
()
jk (x) = 
2Fjk(x): (2.3.3)
Then the scaled energy E(; d) obeys
E(; d) = 4 dE4 + 2 dE2; (2.3.4)
where
E4 :=
Z
ddx
1
4
Fjk Fjk; (2.3.5)
E2 :=
Z
ddx

v2
2

Dj [A ]^



Dj [A ]^

+
v2
2

1  ^  ^

^ Dj [A ]Dj [A ]^

: (2.3.6)
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For the massive Yang{Mills theory (2.1.16), the scaled energy E(; d) obeys the same equation
as (2.3.4) with the replacement:
E4 :=
Z
ddx
1
4
Fjk Fjk; E2 :=
Z
ddx
1
2
M2XXj Xj : (2.3.7)
We nd that E(; d) has a stationary point in 2 < d < 4 spatial dimensions:
dE(; d)
d
= 0 at  =
s
(d  2)E2
(4  d)E4 ; (2.3.8)
implying that there can exist a stable conguration with a nite energy that diers from the
vacuum conguration. It should be noticed that such a stable conguration can exist only in
d = 3. Therefore, we can obtain the static topological soliton in the (3 + 1)-dimensional massive
Yang{Mills theory. The explicit construction is given in the next section.
This result should be compared with the pure (massless) Yang{Mills theory and the SU(2)
Georgi{Glashow model: The scaled energies for these theories are respectively given by
EYM(; d) =
4 dE4; (2.3.9)
EGG(; d) =
4 dE4 + 2 dE2 +  dE0; (2.3.10)
where E0 in EGG(; d) comes from the potential term:
E0 :=
Z
ddx
2g2
4
 
(x)  (x)  v22 : (2.3.11)
Notice that for the pure (massless) Yang{Mills theory only the term of the gauge eld exists and
hence there is no stationary point under the scaling, which implies the non-existence of the static
and stable soliton solutions in the (3+ 1)-dimensional massless Yang{Mills theory. For the Georgi{
Glashow model, the scaling argument does not prohibit the existence of the static soliton solution;
i.e., indeed, there exists the 't Hooft{Polyakov magnetic monopole for d = 3. The correspondence
between the massive Yang{Mills theory and the Georgi{Glashow model occurs when E0 vanishes,
i.e.,
E0  0 ,   0; or (x)  (x)  v2: (2.3.12)
The former case   0 is just the Bogomol'nyi{Prasad{Sommereld (BPS) magnetic monopole.
The latter one (x) (x)  v2, on the other hand, diers from the family of the 't Hooft{Polyakov
magnetic monopoles, since the scalar eld (x) does not satisfy the boundary condition for jxj ! 0
(2.2.10). Therefore, in this case, there may exist a new kind of magnetic monopole in the Georgi{
Glashow model, or the corresponding massive Yang{Mills theory.
2.4 Construction of the Yang{Mills monopole
Because of the constraint (2.1.4) the normalized scalar eld ^(x) takes the value in the target space
of the two-dimensional sphere S2. Then, by regarding ^(x) as the map
^(x) : S2phys ! S2target; (2.4.1)
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there could exist topological soliton solutions related to the nontrivial homotopy group 2(S
2) = Z.
We adopt the same ansatz as the 't Hooft{Polyakov monopole:
gA A0 (x) = 0; gA
A
j (x) = 
jAk x
k
r
1  f(r)
r
; (2.4.2)
and 2
A(x) = v
xA
r
h(r) () ^A(x) = x
A
r
h(r): (2.4.4)
The prole functions f(r) and h(r) are unknown functions to be determined by solving the eld
equations.
We redene the Lagrangian density L by fL = 4r2L :
fL = 4
g2

 f 02(r)  (f
2(r)  1)2
2r2
 1
2
g2v2r2h02(r) g2v2f2(r)h2(r)+g2v2r2u(r)  h2(r)  1; (2.4.5)
where the prime denotes a derivative with respect to r.
The equations for the prole functions f(r) and h(r) are obtained as
f 00(r) =
f3(r)  f(r)
r2
+ g2v2h2(r)f(r); (2.4.6) 
r2h0(r)
0
=2f2(r)h(r)  2r2u(r)h(r); (2.4.7)
h2(r)  1 =0: (2.4.8)
Eq.(2.4.8) comes from the constraint and can be solved
h(r) = 1: (2.4.9)
By substituting (2.4.9) into the other equations, we have
f 00(r) =
f3(r)  f(r)
r2
+ g2v2f(r); (2.4.10)
0 =f2(r)  r2u(r): (2.4.11)
Thus we can determine the Lagrange multiplier eld u = u(r) by
u(r) =
f2(r)
r2
; (2.4.12)
once the remaining equation (2.4.10), which we call the monopole equation, is solved. By rescaling
r !  :=MX r with MX = gv, the monopole equation reads
f 00() =
f3()  f()
2
+ f(): (2.4.13)
2It should be noted that in this setup the reduction condition (2.1.13) is automatically satised due to its tensor
structure (without knowing the prole functions):
 =^D[A ]D[A ]^ = ABCTA^B

 Dj [A ]Dj [A ]^
C
=  ABCTA x
B
r
xC
r
h(r)

d2h(r)
dr2
+
2
r
dh(r)
dr
  2
r2
h(r)f2(r)

= 0; TA =
A
2
: (2.4.3)
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First, we examine the asymptotic behavior of f(r). The static energy E is given by
E =
4
g2
Z 1
0
dr

f 02(r) +
(f2(r)  1)2
2r2
+ g2v2f2(r)

=
4MX
g2
Z 1
0
d

f 02() +
(f2()  1)2
22
+ f2()

; (2.4.14)
where in the second equality we have rescaled r ! . One can nd the boundary conditions for
f() by requiring the energy E to be nite:
f()
!0   ! 1 +O(1=2); f() !1   ! 0 +O( 1): (2.4.15)
For small , we further require
f()
!0   ! +1 +O();  > 1; (2.4.16)
so that the gauge eld A Aj (x) becomes non-singular at the origin.
Here, one nds that f()  0 is a solution of the monopole equation (2.4.13). This is nothing
but the Wu{Yang magnetic monopole. However, this solution yielding Xj(x) = 0 does not satisfy
the boundary condition (2.4.15) for   0, which leads to innite energy E = 1. Conversely, the
solution f() 6= 0 means X(x) 6= 0, which yields a nite energy E <1.
In order to obtain the asymptotic behavior of f() for small , let us dene f() = 1+g() with
jg()j  1 and linearize the monopole equation (2.4.13):
2g00()  2g()  2g() = 2: (2.4.17)
The linear dierential equation (2.4.17) for g() has the following general solution:
g() =C1

cosh   sinh 


+ C2

cosh 

  sinh 

  1 +

cosh   sinh 


Chi +

cosh 

  sinh 

Shi ; (2.4.18)
where we have introduced the hyperbolic cosine and sine integral Chi x and Shi x respectively,
dened with the Euler constant  by
Chi x :=  + log x+
Z x
0
dt
cosh t  1
t
; Shi x :=
Z x
0
dt
sinh t
t
: (2.4.19)
Here the rst two terms of (2.4.18) correspond to the general solution consisting of two independent
special solutions (cosh    sinh  ) and ( cosh    sinh ) of the homogeneous equation obtained by
eliminating the inhomogeneous term 2 of (2.4.17), and the remaining terms represent a special
solution of the inhomogeneous equation (2.4.17).
Under the boundary conditions g(0) = 0 and g0(0) = 0, we can determine only one coecient
C2 = 0:
g() = C1

cosh   sinh 


  1+

cosh   sinh 


Chi +

cosh 

  sinh 

Shi : (2.4.20)
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Figure 2.3: (Top) The solution f of the Yang{Mills monopole equation (2.4.13) as a function of
 =MX r to be compared with the 't Hooft{Polyakov monopole solutions (for  = 0; 1; 10
2; 103 and
107) and the Wu{Yang magnetic monopole with f  0. (Bottom left) The corresponding solution
h for the scalar eld as a function of . The radially xed constraint h()  1 holds even at the
origin  = 0 in the Yang{Mills monopole, while the naive  ! 1 limit of the 't Hooft{Polyakov
monopole approaches the limit value, htHP() ! 1, for  > 0. (Bottom right) An enlarged gure
for h() around the origin   0: the Yang{Mills monopole h  1 is to be compared with the 't
Hooft{Polyakov monopole with htHP(0) = 0 in the case of  = 10
2; 103, and 107.
The Taylor expansion of the solution (2.4.20) around the origin  = 0 has the form
g() = eC2 + 1
3
2 log +O(4); eC := 1
9
( 4 + 3 + 3C1) : (2.4.21)
Thus, under the boundary conditions f(0) = 1 and f 0(0) = 0, we can set the asymptotic form of
f() around the origin:
f() = 1 + eC2 + 1
3
2 log +    ; (  0); (2.4.22)
where eC is arbitrary at this stage. Notice that the extra logarithmic behavior of f() appears.
This is due to the radially xed constraint h(0) = 1, and the singularity at the origin should be
cured by f() itself. In the case of the 't Hooft{Polyakov monopoles, on the other hand, the eld
equations are satised by the power series in , (2.2.14) and (2.2.15), without the logarithmic terms
for 0   <1.
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For large , we adopt the asymptotic form:
f() = e 
1X
n=0
Dn
 n: (  1): (2.4.23)
In the similar way to the above, we can determine the coecients Dn as
f() = D0e
 

1  1
2
+
3
82
    

; (2.4.24)
where the overall factor D0 is arbitrary at this stage. The monopole equation (2.4.13) can be solved
in a numerical way: see Appendix A for details. The coecients eC and D0 can be determined in a
numerical way as well.
Figure 2.3 shows the obtained solution f() of the monopole equation (2.4.13) and a corre-
sponding scalar prole function h() as a function of , which should be compared with the usual 't
Hooft{Polyakov monopole solution. The 't Hooft{Polyakov monopole solution with a large coupling
  1 approaches the Yang{Mills magnetic monopole except for the neighborhood of the origin
  0: In the 't Hooft{Polyakov monopole, the scalar prole function htHP() starts from zero,
htHP(0) = 0, even in the limit !1, while the scalar prole function of the Yang{Mills magnetic
monopole has a constant value h(0) = 1 due to the constraint (2.4.8).
2.5 The energy density and static mass of monopoles
From this numerical solution, we can calculate the static energy or the rest mass of a magnetic
monopole E as
E =
4MX
g2
Z 1
0
d

f 02() +
(f2()  1)2
22
+ f2()

' 4MX
g2
 1:78206: (2.5.1)
This result also shows that the obtained solution f() is dierent from the Bogomol'nyi{Prasad{
Sommereld (BPS) monopole [33]: By denition, the energy in the BPS limit is given by
E =
4v
g
=
4MX
g2
; MX = gv: (2.5.2)
We dene the energy density e() by
E =
Z
d3x H (r) =
Z 1
0
d 42
MX
g2
H () =
4MX
g2
Z 1
0
d e(); (2.5.3)
where H (r) is the Hamiltonian density. The energy density e() can be written as
e() = f 02() +
(f2()  1)2
22
+
1
2
2h02() + f2()h2() + 2V (h2): (2.5.4)
Figure 2.4 is a plot of the energy density e() as a function of  obtained from the solution f(),
which should also be compared with the case of the 't Hooft{Polyakov monopoles. One can nd
that the energy density of the Yang{Mills monopole is very dierent from the 't Hooft{Polyakov
solution at the origin even in the limit of  ! 1 even though they have the same energy value.
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Figure 2.4: (Left panel) The energy density e of the Yang{Mills monopole as a function of  =MX r
to be compared with the 't Hooft{Polyakov monopoles (for  = 0; 1; 102; 103 and 107) and the Wu{
Yang magnetic monopole (diverging at the origin). (Right panel) The enlarged gure for e around
the origin   0: the Yang{Mills solution to be compared with the 't Hooft{Polyakov monopole
with  = 102; 103 and 107.
This is caused by the radially xed condition: In the 't Hooft{Polyakov case, e(0) = 0 originates
from h(0) = 0, which persists even in the limit !1, while in our case, h(0) = 1 with no potential
term V (h2) = 0, the contribution from the fourth term in (2.5.4) for e() survives at the origin due
to f(0) = 1.
Based on (2.5.1), we estimate the static mass of the Yang{Mills monopole as
E = 0:93 0:04GeV; (2.5.5)
where we have used the value for the o-diagonal gluon mass MX = 1:2GeV obtained by the
previous studies on a lattice [34] and the typical value of the running coupling constant s(p) :=
g2(p)=4  2:3  0:1 at p ' MX  1:2GeV obtained in [35]. This result should be compared
with the SU(5) grand unied theory (GUT) monopole [36] and the SU(2)  U(1) electroweak
monopoles (Cho{Maison monopoles) [37]. For the GUT monopole, the monopole mass exists around
1014   1015TeV for the SU(5) GUT scale 1013TeV. The mass of the electroweak monopole is
estimated as 4 7 TeV, which is much heavier than the mass of the W boson mW  80GeV because
of the smallness of the running coupling constant s(p)  0:12 at the weak scale p ' mZ  91GeV.
The Yang{Mills monopole mass, 0:93GeV, obtained in this paper corresponds to the heaviest
one in the family of 't Hooft{Polyakov monopoles in the Georgi{Glashow model, since the energy
(2.5.3) is monotonically increasing in the coupling constant , while the lightest mass, 0:52GeV,
occurs if the coupling  vanishes, namely, in the BPS limit. It should be noted that the Yang{Mills
monopole mass E  0:93GeV and the o-diagonal gluon mass MX  1:2GeV are of the same order
as the typical scale of the strong interactions: O(1). In view of these, the existence of the Yang{
Mills monopole with a reasonable mass is a remarkable step for quark connement to be realized
due to condensation of the relevant Yang{Mills monopoles according to the dual superconductor
picture, although we need more serious investigations to conclude whether or not the interactions
among monopoles are indeed sucient for realizing monopole condensations, as examined in the
three dimensional case by Polyakov [9].
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2.6 Behavior of the gauge eld
We shall separate the gauge eld A(x) into two pieces:
A(x) = V(x) +X(x); (2.6.1)
where
gX = ^D[A ]^; gV = gA   gX = g(A  ^)^+ @^ ^: (2.6.2)
In the present ansatz, by using the normalized scalar eld ^(x) with h(r) = +1 and the Pauli
matrices TA =
1
2A,
^(x) =
xA
r
A
2
; (2.6.3)
they are explicitly written as
gVj(x) =
jAkxk
r2
A
2
; gXj(x) =  
jAkxk
r2
A
2
f(r); (2.6.4)
and their time components vanish: V0(x) = 0;X0(x) = 0.
In what follows, we adopt the polar coordinate system (r; ; ') for the spatial coordinates:
gAr(x) =0; gA(x) = A(r)T; gA'(x) = A(r)T'; (2.6.5)
gVr(x) =0; gV(x) = V (r)T; gV'(x) = V (r)T'; (2.6.6)
gXr(x) =0; gX(x) = X(r)T; gX'(x) = X(r)T'; (2.6.7)
where we have dened
T =
1
2

0 ie i'
 iei' 0

; T' =
1
2
  sin  cos e i'
cos ei' sin 

; (2.6.8)
and
A(r) =
1  f(r)
r
; V (r) =
1
r
; X(r) =  f(r)
r
: (2.6.9)
Figure 2.5 is a plot of the elds A; V , and X as functions of  = MX r, which shows that the
original gauge eld A (x) is indeed regular at the origin:
A(r) =M2X

  eCr   1
3
r log(MX r) +O(r3)

; (2.6.10)
as is expected. On the other hand, the elds V (x) and X (x) diverge at the origin r = 0.
We perform a singular gauge transformation, which makes ^(x) diagonal: ^1 = 123:
^(x) =
1
2

cos  sin e i'
sin ei'   cos 

! ^0(x) = U(x)^(x)U 1(x) = 1
2

1 0
0  1

=: ^1; (2.6.11)
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Figure 2.5: The behaviors of A; V , and X as functions of  = MX r. Here A(x) = V (x) + X(x),
where V (x) agrees with the Wu{Yang monopole and X(x) corresponds to the massive mode.
or equivalently ^0A(x) = A3. Such a gauge transformation can be done by using the following
SU(2) matrix U(x):
U(x) =

cos 2 sin

2e
 i'
  sin 2ei' cos 2

2 SU(2): (2.6.12)
As mentioned before, X(x) is transformed in an adjoint way:
X(x)!X 0(x) = U(x)X(x)U 1(x); (2.6.13)
while, as a consequence, V(x) has the same gauge transformation property as the original gauge
eld A(x):
V(x)! V 0 = U(x)

V(x) +
i
g
@

U 1(x): (2.6.14)
Thus, V (x) and X (x) are transformed by U(x) as
gV 0r (x) =0; gV
0
 (x) = 0; gV
0
'(x) =  
1
r
1  cos 
sin 
T3; (2.6.15)
gX 0r (x) =0; gX
0
 (x) =  
f(r)
r
T ; gX 0'(x) =  
f(r)
r
T+; (2.6.16)
where we have dened
T+ := T1 cos'+ T2 sin'; T  := T1 sin'  T2 cos'; TA = A
2
: (2.6.17)
One can nd that the eld V (x) is nothing but the Wu{Yang potential [23], which has singularities
of the Dirac string type [38] located on the negative part of the z-axis. Moreover, we nd that by
recalling f(r) / exp( r) at r  1 the eld X (x) indeed falls o exponentially, and hence we can
identify X (x) with the massive (or high-energy) mode.
For the Yang{Mills magnetic monopole obtained in the massive Yang{Mills theory, we do not
need to introduce articial regularization by hand to remedy the short-distance (or ultraviolet)
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singularity and instability of the Wu{Yang magnetic monopole in the pure massless Yang{Mills
theory as worked out in [39, 40]. The regularized solution of the Yang{Mills eld equation was
obtained so that the Wu{Yang solution for r > r0 and another solution for r < r0 are connected at
r = r0 to make the energy nite; see pp.503{504 and Appendix B of [40]. The Yang{Mills magnetic
monopole A (x) obtained in this paper approaches the Wu{Yang type V (x) for large r, while for
small r it approaches the regular form and the energy becomes nite. This is attributed to the
behavior of the massive mode X (x). For large r, X (x) falls o quickly to guarantee A (x) ' V (x),
while for small r, X (x) also becomes singular but with a signature opposite to V (x), to cancel the
singularity of V (x) leading to a nite Yang{Mills eld, A (x) = V (x) +X (x) ' 0 near x = 0.
2.7 Behavior of the chromomagnetic eld
We examine the magnetic charge qm obtained by the chromomagnetic eld BAj (x):
gBAj (x) =
1
2
jklgF
A
kl(x) =
xAxj
r4
 
1  f2(r)  Aj
r
  x
Axj
r3

df(r)
dr
: (2.7.1)
The magnetic charge qm and its density m(r) are dened by
qm =
Z
d3x BAj

Dj [A ]^
A
=
4
g
Z 1
0
dr m(r); m(r) := r
2BAj

Dj [A ]^
A
: (2.7.2)
The magnetic charge density m(r) can be written in terms of the prole functions f(r) (and h(r)):
m(r) =
d
dr

h(r)
 
1  f2(r): (2.7.3)
From the denition of qm, this chromomagnetic eldBAj (x) indeed has a nontrivial magnetic charge
qm:
qm :=
4
g
Z 1
0
dr m(r) =
4
g
Z 1
0
dr
d
dr

h(r)
 
1  f2(r)
=
4
g

h(r)
 
1  f2(r)r=1
r=0
=
4
g
: (2.7.4)
In the top panel of Figure 2.6 we give the magnetic charge density m(r), which is also compared
with the 't Hooft{Polyakov magnetic monopole. We observe that the Yang{Mills magnetic monopole
is more localized in the vicinity of the origin than any 't Hooft{Polyakov magnetic monopole, and
is the same size as the  =1 't Hooft{Polyakov monopole.
In order to investigate the behavior of the chromomagnetic eld BAj (x) around r  0, we turn
to the polar coordinate representation:
gBr(x) =
1  f2(r)
r2
1
2

cos  sin e i'
sin ei'   cos 

;
gB(x) =  1
r
df(r)
dr
1
2

sin    cos e i'
  cos ei'   sin 

; (2.7.5)
gB'(x) =  1
r
df(r)
dr
1
2

0 ie i'
 iei' 0

:
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Figure 2.6: The short-distance behaviors of (top) the magnetic charge density m, (bottom left) the
gauge-invariant chromomagnetic eld Br := B0r  ^1 as functions of  =MX r. (Bottom right) An
enlarged gure around the origin   0 of the chromomagnetic eld of the Yang{Mills monopole
to be compared with the 't Hooft{Polyakov monopole at large values of ; e.g.,  = 102; 103, and
107. For the Wu{Yang monopole, the magnetic charge density is proportional to the delta function:
m / (x). Here, the magnetic eld of the 't Hooft{Polyakov monopole is nite at the origin, while
the magnetic eld of the Yang{Mills monopole is divergent logarithmically at the origin.
Then, B(x) is transformed by U(x) in (2.6.12), B(x)! B0(x) = U(x)B(x)U 1(x):
gB0r(x) =
1  f2(r)
r2
T3; gB
0
(x) =  
1
r
df(r)
dr
T+; gB
0
'(x) =
1
r
df(r)
dr
T : (2.7.6)
For B(x) to be gauge invariant, we take the inner product B0  ^1:
gBr(x) := gB0r(x)  ^1 =
1  f2(r)
r2
; gB0(x)  ^1 = gB0'(x)  ^1 = 0: (2.7.7)
We nd that in the radially xed case of Yang{Mills theory, the chromomagnetic eld diverges
at the origin due to its logarithmic behavior:
gBr(x) = 1  f
2(r)
r2
=M2X

 2
3
log(MX r) + (nite terms)

: (2.7.8)
See the panels in the second line of Figure 2.6. This magnetic eld B0r(x)  ^1 should be compared
with that of the 't Hooft{Polyakov monopole, which has a nite value even at the origin.
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It should be noticed that we have included the volume element 4r2 in the denition of the
energy and magnetic charge densities because we started from the Lagrangian including 4r2. By
excluding the factor r2 from the energy and magnetic charge densities, in the radially xed case,
they diverge at the origin r = 0 due to the logarithmic term log(r). This divergence, however, is
not essential for the calculation of the physical quantities, since, for instance, in order to evaluate
the magnetic charge qm we need the volume element 4r
2, which makes the divergence disappear.
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Chapter 3
Dyons
In the Georgi{Glashow model, Julia and Zee [24] modied the 't Hooft{Polyakov monopole ansatz
to have both the magnetic and electric charges which is called the dyon. They added an ansatz
for a non-vanishing (but still time-independent) time component of the gauge eld which yields the
non-vanishing electric eld and charge.
In this chapter, we shall investigate the existence of the Yang{Mills dyon solution in the pure
SU(2) Yang{Mills theory and how the electric charge aects the static mass or the other physical
quantities.
3.1 The Julia{Zee dyon solution in the Georgi{Glashow model
Let us begin again with the Lagrangian density of the Georgi{Glashow model:
LGG =  1
4
F F + 1
2
(D[A ])  (D[A ])  
2g2
4
 
    v22 : (3.1.1)
We take the Julia{Zee ansatz with a unit magnetic charge:
gA A0 (x) =
xA
r
ea(r); gA Aj (x) = jAk xkr 1  ef(r)r ; A(x) = vxAr eh(r): (3.1.2)
Note that in contrast to the magnetic charge, the electric charge is undetermined at this stage. It
depends on the asymptotic value of the prole function ea(r), which is obtained by solving the eld
equations as well as ef(r) and eh(r) below.
The redened Lagrangian fLGG can be written in terms of the prole functions as
fLGG = 1
g2

1
2
r2ea02(r) + ea2(r) ef2(r)  ef 02(r)  ( ef2(r)  1)2
2r2
  g2v2

1
2
r2eh02(r) + eh2(r) ef2(r) + 2g2v2
4
r2
eh2(r)  12: (3.1.3)
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Then, the eld equations are obtained as
ea00(r) + 2
r
ea0(r)  2
r2
ea(r) ef2(r) = 0; (3.1.4)
ef 00(r)  ef3(r)  ef(r)
r2
+
ea2(r)  g2v2eh2(r) ef(r) = 0; (3.1.5)
eh00(r) + 2
r
eh0(r)  2
r2
eh(r) ef2(r)  2g2v2 eh3(r)  eh(r) = 0: (3.1.6)
We introduce
 := gvr; ea(r) := gva(); ef(r) = f(); eh(r) = h(); (3.1.7)
to make the eld equations dimensionless:
a00() +
2

a0()  2
2
a()f2() = 0; (3.1.8)
f 00()  f
3()  f()
2
+
 
a2()  h2() f() = 0; (3.1.9)
h00() +
2

h0()  2
2
h()f2()  2(h3()  h()) = 0; (3.1.10)
where the prime denotes the derivative with respect to  hereafter.
In order to determine the boundary conditions, we consider the static energy:
E =
4MX
g2
Z 1
0
d

1
2
2a02() + a2()f2() + f 02() +
(f2()  1)2
22
+
1
2
2h02() + h2()f2() +
2
4
2
 
h2()  12: (3.1.11)
At the origin  = 0, it is necessary for the energy to be nite
a(0) = 0; f(0) = 1; h(0) = 0: (3.1.12)
We also require the regularity of the gauge eld at the origin:
f(0) = +1: (3.1.13)
For large , the scalar eld goes to its vacuum expectation value and hence
j(x)j jxj!1    ! v ) h(1) = 1: (3.1.14)
The gauge eld A A (x) goes to the pure gauge form at !1, the prole function f() should take
f(1) = 0; (3.1.15)
while there is no conditions to specify the asymptotic value of the prole function a(). Here, we
set
a(1) = !; (3.1.16)
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with an arbitrary constant !. Due to the arbitrarity of !, there exist dyon solutions depending on
the value of !. However, for f() to have no nodes so that f() does not oscillate, we can change
only 0  ! < 1. The solution with ! = 0, that is, a()  0 corresponds to the 't Hooft{Polyakov
magnetic monopole.
We further consider the asymptotic forms of the prole functions. Since the eld equations can
be written asymptotically as
a00() +
2

a0() = 0; (3.1.17)
k00() +
2

k0()  22k() = 0; (3.1.18)
f 00() +
 
a2()  1 f() = 0; (3.1.19)
where we have set h() = 1 + k(). The equations for a() and h() are solved individually as
a() =!   C

; (3.1.20)
h() =1 +H
e 
p
2

; (3.1.21)
where !;C and H are arbitrary constants. By substituting the solution (3.1.20) into the equation
for f(), we can obtain as
f() = F exp
n
 
p
1  !2
o
; (3.1.22)
where F is an arbitrary constant.
It should be noticed that in order to compare the solutions and the corresponding physical
quantities, the boundary condition a(1) = ! is not appropriate since some physical quantities
depend on the coecient of the next-leading term C and . Because the quantity C is nothing but
the ratio of the electric and magnetic charges, which is explained in the latter section, it may be
convenient to x C, not !. So we adopt the following boundary condition:
2a0() !1   ! C: (3.1.23)
For small , we assume
a() =
1X
n=1
An
n; f() = 1 +
1X
n=1
Fn
n; h() =
1X
n=1
Hn
n: (3.1.24)
By substituting the above power series into the eld equations, we obtain
a() =A1

+
2
5
F2
3 +
12F 22 +H
2
1  A21
70
5 +   

; (3.1.25)
f() =1 + F2
2 +
3F 22 +H
2
1  A21
10
4 +
2H21 + 12F2
 
H21  A21

+ 14F 32
140
6 +    ; (3.1.26)
h() =H1

+
2 + 4F2
10
3 +
4   102H21 + 4H21 + 82F2 + 48F 22   4A21
280
5 +   

: (3.1.27)
For large , we can nd the asymptotic forms from (3.1.20){(3.1.21).
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3.2 Construction of the Yang{Mills dyon
Next, we discuss the dyon in the pure SU(2) Yang{Mills theory with a gauge-invariant mass term:
LYM =  1
4
F F + 1
2
(D[A ])  (D[A ]) + u
 
    v2 : (3.2.1)
Taking the Julia{Zee ansatz:
gA A0 (x) =
xA
r
ea(r); gA Aj (x) = jAk xkr 1  ef(r)r ; A(x) = vxAr eh(r); (3.2.2)
the reduced Lagrangian density fLYM = 4r2LYM can be written as
fLYM = 1
g2

1
2
r2ea02(r) + ea2(r) ef2(r)  ef 02(r)  ( ef2(r)  1)2
2r2
  g2v2

1
2
r2eh02(r) + eh2(r) ef2(r) + r2u(r)eh2(r)  1: (3.2.3)
The eld equations are
ea00(r) + 2
r
ea0(r)  2
r2
ea(r) ef2(r) = 0; (3.2.4)
ef 00(r)  ef3(r)  ef(r)
r2
+
ea2(r)  g2v2eh2(r) ef(r) = 0; (3.2.5)
eh00(r) + 2
r
eh0(r)  2
r2
eh(r) ef2(r) + 2u(r)eh(r) = 0; (3.2.6)eh2(r) = 1; (3.2.7)
where the last equation is nothing but the radially xing constraint and can be eliminated from the
other equations:
ea00(r) + 2
r
ea0(r)  2
r2
ea(r) ef2(r) = 0; (3.2.8)
ef 00(r)  ef3(r)  ef(r)
r2
+
 ea2(r)  g2v2 ef(r) = 0; (3.2.9)
u(r) =
1
r2
ef2(r): (3.2.10)
Hence, the Lagrange multiplier eld u = u(r) can be determined once the remaining two equations
are solved. In order to make the eld equations dimensionless, we dene  = gvr and ea(r) =
gva(); ef(r) = f(), then we obtain
a00() +
2

a0()  2
2
a()f2() = 0; (3.2.11)
f 00()  f
3()  f()
2
+
 
a2()  1 f() = 0: (3.2.12)
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Figure 3.1: (Top) The solutions a (left panel) and f (right panel) of the Yang{Mills dyon equations
(3.2.11) and (3.2.12) as functions of  = MX r to be compared with the Yang{Mills monopole and
the Julia{Zee dyon solutions for  = 0; 1; 10; 102, and 104 for C = 0:5. (Bottom) The corresponding
solution h for the scalar eld as a function of . The radially xed constraint h()  1 holds even
at the origin  = 0 in the Yang{Mills dyon, while the naive  ! 1 limit of the Julia{Zee dyon
approaches the limit value, hJZ()! 1 for  > 0.
By repeating the same procedure for obtaining the boundary condition as the Julia{Zee dyon, it is
sucient to impose the following boundary conditions for the Yang{Mills dyon:
a(0) =0; f(0) = 1; (3.2.13)
a(1) =!;

2a0() !1   ! C

; f(1) = 0; (3.2.14)
where ! is an arbitrary constant satisfying 0  ! < 1. One can nd that these conditions are
enough for the regularity of the eld and energy.
The asymptotic forms for small , however, are much dierent from the Julia{Zee case. To
realize this, we shall linearize the eld equations by assuming f() = 1+g() and jg()j; ja()j  1.
Then, the eld equations become
2a00() + 2a0()  2a() = 0; (3.2.15)
2g00()  2g()  2g() = 2; (3.2.16)
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where the second equation is the same as the Yang{Mills monopole case and can be solved as
g() = eC22 + 1
3
2 log +    : (3.2.17)
The rst equation is solved as
a() = A1: (3.2.18)
For large , the prole functions behave like the Julia{Zee dyon:
a() = !   C

; f() = F exp
n
 
p
1  !2
o
: (3.2.19)
The eld equations (3.2.11) and (3.2.12) can be solved numerically, which is shown in Figure 3.1
for C = 0:5. The Julia{Zee dyon solution with a large coupling   1 approaches the Yang{Mills
dyon except for the neighborhood of the origin   0. This is the similar situation as the Yang{Mills
monopole case. For a(), the naive limit !1 of the Julia{Zee dyon completely agrees with the
Yang{Mills dyon.
Here, f()  0 is also the solution of (3.2.12) and leads
a() = !   C

: (3.2.20)
These solutions, however, do not satisfy the boundary conditions (3.2.13) for  ! 0 and a()
diverges at the origin  = 0. In view of these, the dyon constructed by f()  0 and (3.2.20) has a
diverging energy and is a dyonic extension of the Wu{Yang monopole.
3.3 Behavior of the gauge eld
In what follows, we shall omit the tilde (~) for the prole functions ef and eh.
We shall separate the gauge eld A(x) into two pieces:
A(x) = V(x) +X(x); (3.3.1)
where
gX = ^D[A ]^; gV = g

A  ^

^+ @^ ^: (3.3.2)
In the present ansatz, by using the normalized scalar eld ^(x) with h(r) = +1 and the Pauli
matrices TA =
1
2A,
^(x) =
xA
r
A
2
; (3.3.3)
they are explicitly written as
gV0(x) =
xA
r
A
2
ea(r); gX0(x) = 0; (3.3.4)
gVj(x) =
jAkxk
r2
A
2
; gXj(x) =  
jAkxk
r2
A
2
f(r): (3.3.5)
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Figure 3.2: The behaviors of A0; A; V , and X as functions of  = MX r at ! = 0:5. Here A(x) =
V (x)+X(x) where V (x) agrees with the Wu{Yang monopole and X(x) corresponds to the massive
mode. The time component A0(x) is nite alone.
Notice that the time component of X (x) is zero, since the time component of the gauge eld A0(x)
and the normalized scalar eld ^(x) are parallel in the color space and hence
gX0(x) = ^(x)

gA0(x) ^(x)

= 0: (3.3.6)
In what follows, we adopt the polar coordinate system (r; ; ') for the spatial coordinates:
gA0(x) =A0(r)Tr; gAr(x) = 0; gA(x) = A(r)T; gA'(x) = A(r)T'; (3.3.7)
gV0(x) =V0(r)Tr; gVr(x) = 0; gV(x) = V (r)T; gV'(x) = V (r)T'; (3.3.8)
gX0(x) =0; gXr(x) = 0; gX(x) = X(r)T; gX'(x) = X(r)T'; (3.3.9)
where we have dened
Tr =
1
2

cos  sin e i'
sin ei'   cos 

; T =
1
2

0 ie i'
 iei' 0

; T' =
1
2
  sin  cos e i'
cos ei' sin 

;
(3.3.10)
and
A0(r) = V0(r) = ea(r); A(r) = 1  f(r)
r
; V (r) =
1
r
; X(r) =  f(r)
r
: (3.3.11)
Figure 3.2 is the plot of the elds A0; A; V , and X as functions of  =MX r, which shows that
the original gauge eld A (x) is indeed regular at the origin. It should be noticed that the time
component of the gauge eld A0(x) is regular at the origin by itself even in the absence of the time
component of the massive mode X0(x) = 0.
By using the gauge transformation matrix U(x) in (2.6.12), the elds are transformed as
gV 00 (x) =ea(r)T3; gV 0r (x) = 0; gV 0 (x) = 0; gV 0'(x) =  1r 1  cos sin  T3; (3.3.12)
gX 00 (x) =0; gX
0
r (x) = 0; gX
0
 (x) =  
f(r)
r
T ; gX 0'(x) =  
f(r)
r
T+: (3.3.13)
One can nd that the dyonic contribution appears in the Wu{Yang potential V (x), on the other
hand, there is no eects in the massive mode X (x).
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Figure 3.3: The magnetic charge density m (left panel) and electric charge density e (right panel)
as functions of  =MX r at the C = 0:5.
3.4 Behavior of the chromoelectric and chromomagnetic elds
In what follows, all the expressions are for the Julia{Zee dyon, i.e., radially variable case. One can
easily nd the expressions for the Yang{Mills (radially xed) dyon by setting h() = 1.
As well as the Yang{Mills monopole, we examine the magnetic charge qm and electric charge qe
obtained by the chromomagnetic eld BAj (x) and chromoelectric eld E
A
j (x):
gBAj (x) =
1
2
gjklF
A
kl(x) =
xAxj
r4
 
1  f2(r)  Aj
r
  x
Axj
r3

d
dr
f(r); (3.4.1)
gE Aj (x) =gF
A
0j(x) =
xAxj
r2
d
dr
ea(r) + Aj
r
  x
Axj
r3
ea(r)f(r): (3.4.2)
The magnetic charge qm and its density m(r) are dened by
qm =
Z
d3x BAj

Dj [A ]^
A
=
4
g
Z 1
0
dr m(r); m(r) := r
2BAj

Dj [A ]^
A
: (3.4.3)
Similarly, the electric charge qe and its density e(r) are dened by
qe =
Z
d3x E Aj

Dj [A ]^
A
=
4
g
Z 1
0
dr e(r); e(r) := r
2E Aj

Dj [A ]^
A
: (3.4.4)
The charge densities m(r) and e(r) can be written in terms of the prole functions:
m(r) =
d
dr

h(r)
 
1  f2(r); (3.4.5)
e(r) =r
2 d
dr
ea(r) d
dr
h(r) + 2ea(r)h(r)f2(r): (3.4.6)
Figure 3.3 is the plots of the charge densities m and e as functions of  =MX r at the C = 0:5.
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Figure 3.4: The ! dependence of the ratio of the charges qe=qm, namely C.
From the denition of qm, this chromomagnetic eld BAj (x) indeed has a nontrivial magnetic
charge:
qm =
4
g
Z 1
0
dr m(r) =
4
g
Z 1
0
dr
d
dr

h(r)
 
1  f2(r)
=
4
g

h(r)
 
1  f2(r)r=1
r=0
=
4
g
: (3.4.7)
On the other hand, notice that the electric charge qe depends on the asymptotic behavior of a(),
especially C:
qe =
Z
d3x E Aj

Dj [A ]^
A
=
Z
S2
d2Sj E
A
j ^
A
= lim
r!1
4
g
r2
xj
r

xAxj
r2
d
dr
ea(r) + Aj
r
  x
Axj
r3
ea(MX r)f(r)xA
r
=
4
g
lim
r!1 r
2

C
r2

=
4
g
C = qmC: (3.4.8)
Hence, the ratio of the charges qe=qm is nothing but the quantity C:
qe
qm
= C; (3.4.9)
which is shown in Figure 3.4.
Next, we investigate the behavior of the chromomagnetic eld BAj (x) and chromoelectric eld
E Aj (x), especially around r  0. To do this, we turn to the polar coordinate representation:
gBr(x) =
1  f2(r)
r2
Tr; gB(x) =
1
r
df(r)
dr
T'; gB'(x) =
1
r
df(r)
dr
T; (3.4.10)
gEr(x) =
dea(r)
dr
Tr; gE(x) =
ea(r)f(r)
r
T'; gE'(x) =
ea(r)f(r)
r
T: (3.4.11)
Then, for B(x) and E (x) to be gauge-invariant, we take the inner product with ^(x),
gBr(x) := gBr(x)  ^(x) = 1  f
2(r)
r2
; gEr(x) := gEr(x)  ^(x) = d
dr
ea(r); (3.4.12)
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Figure 3.5: The short-distance behaviors of (left panel) the gauge-invariant chromomagnetic eld Br
and (right panel) the gauge-invariant chromoelectric eld Er as functions of  = MX r at C = 0:5.
As well as the Yang{Mills monopole, the chromomagnetic eld diverges at the origin logarithmically.
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Figure 3.6: The energy density e of the Yang{Mills dyon as a function of  = MX r at C = 0:5 to
be compared with the Julia{Zee dyons for  = 0; 1; 10; 102, and 104.
and the other components are zero.
Figure 3.5 is the plot of the gauge-invariant chromomagnetic and electric elds as functions of
 =MX r at C = 0:5. The chromoelectric eld Er(x) is regular at the origin even in the Yang{Mills
dyon case. However, the chromomagnetic eld Br(x) diverges logarithmically at the origin as well
as the Yang{Mills monopole case.
3.5 The energy density and static mass of dyons
The energy density e() is the integrand of (3.1.11):
e() =
1
2
2a02()+a2()f2()+f 02()+
(f2()  1)2
22
+
1
2
2h02()+h2()f2()+
2
4
2
 
h2()  12 :
(3.5.1)
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Figure 3.7: (Left panel) The ! dependence of the energy integral I for each values of . (Right
panel) The plot of the energy integral I versus the ratio of the charges qe=qm. The circles stand for
end points of the existence of the dyon, that is, ! = 1.
Figure 3.6 is the plot of the energy density e() as a function of  obtained from the solution
a(); f() and h() at C = 0:5, which should also be compared with the case of the Julia{Zee
solution at the origin even in the limit of  ! 1 even though they have the same value of the
energy.
We dene the energy integral I as a function of ! and :
I(!; ) =
Z 1
0
d e(): (3.5.2)
In the BPS limit of the 't Hooft{Polyakov monopole, the integral I takes the value one:
I(! = 0;  = 0) = 1; (3.5.3)
so that the energy E should take
E =
4MX
g2
I(!; )
BPS   ! 4MX
g2
: (3.5.4)
Even in the same value of the scalar coupling , the energy E is monotonically increasing in
! as seen in the left panel of Figure 3.7 or in C = qe=qm as seen in the right panel of Figure 3.7.
The right panel of Figure 3.7 has been obtained in [41] for nite values of  and we extended to the
Yang{Mills dyon, which partially corresponds to the limit of !1 of the Julia{Zee dyon. For the
Yang{Mills dyon and the Julia{Zee dyon for a large coupling   1, the electric charge qe cannot
grow until qe=qm = 1: the maximal value of qe=qm is obtained in a numerical way as
qe
qm

!!1;!1
= 0:830: (3.5.5)
By using the maximal value of the energy integral for the Yang{Mills dyon,
I(! ! 1; !1) = 2:265; (3.5.6)
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the maximal value of the static mass of the Yang{Mills dyon can be estimated as
E =
4MX
g2
I(! ! 1; !1) = 1:18 0:05 GeV; (3.5.7)
where we have used the value for the o-diagonal gluon mass MX = 1:2GeV obtained by the
previous studies on a lattice [34] and the typical value of the running coupling constant s(p) :=
g2(p)=4  2:3 0:1 at p 'MX  1:2GeV obtained in [35].
The Yang{Mills dyon mass, 1:18GeV, obtained in this paper is the heaviest one in the family of
Julia{Zee dyons in the Georgi{Glashow model, since the energy integral (2.5.3) is a monotonically
increasing function in the coupling constant  and the asymptotic value of the time component of
the gauge eld !. It should be noted that since the Yang{Mills dyon mass, 1:18GeV, is 27% heavier
than the Yang{Mills monopole one: 0:93GeV, it still lives in the same order of the o-diagonal gluon
mass: MX = 1:2GeV. In view of these, the existence of the Yang{Mills dyon with a reasonable
mass tells us that the dyons can play the role of the quark conner due to the condensation of the
relevant Yang{Mills dyons according to the dual superconductor picture instead of the Yang{Mills
monopoles.
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Chapter 4
Type of dual superconductivity for
the SU(2) Yang{Mills theory
4.1 Operator on a lattice to measure the ux tube
In order to measure the chromoeld strengthF generated by a pair of a static quark and antiquark
belonging to the fundamental representation of the gauge group G = SU(2), we use the gauge-
invariant operator proposed by Giacomo, Maggiore, and Olejnik [44] using the Wilson loop operator
W [U ] with the link variable U 2 SU(2):
[U ] :=


tr
 
W [U ]L[U ]UPL
y[U ]

htr(W [U ])i  
1
tr(1)
htr(UP )tr(W [U ])i
htr(W [U ])i ; (4.1.1)
where UP is a single plaquette constructed by U and L[U ] is called the Schwinger line operator
connecting the Wilson loop operator W [U ] and the plaquette UP . See Figure 4.1 for the setup of
the operator W [U ]L[U ]UPL
y[U ]. In the continuum limit where the lattice spacing  vanishes ! 0,
[U ] reduces to
[U ] =ig2


tr(F [A ]Ly[U ]W [U ]L[U ])

htr(W [U ])i +O(
4) ' g2hF [A ]iqq; (4.1.2)
where A 2 su(2) stands for the gauge eld of the continuum SU(2) Yang{Mills theory, which is
related to the link variable U as Ux; = exp ( igA(x)). Thus, the eld strength F [U ] can be
obtained by
F [U ] =
p

2
[U ];  =
4
g2
: (4.1.3)
Figure 4.2 shows the measurements of the chromoeld strength F [U ] at the midpoint of the qq
pair for the 8 8 Wilson loop on the 244 lattice at  = 2:5 [5].
In the previous study [5], we used the new formulation of the lattice Yang{Mills theory by
decomposing the gauge eld U into V and X, U = XV , where V 2 SU(2) is called the restricted
link variable which has the same transformation law as the original link variable U under the
gauge transformation, and X 2 SU(2) is the remaining link variable which transforms in an
adjoint way under the gauge transformation. See, e.g., [21] for more details. Therefore, we can
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zW[U]
y
L[U]
Up
Figure 4.1: The setup of the operator W [U ]L[U ]UPL
y[U ] in (4.1.1). z is the position at which the
Schwinger line L[U ] is inserted, and y is the distance from the Wilson loop W [U ] to the plaquette
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Figure 4.2: [5] (Left panel) The gauge-invariant chromoelds F [U ] in (4.1.3) at the midpoint of the
qq pair (z = 4) for the 8 8 Wilson loop on the 244 lattice with the lattice spacing  = 0:08320 fm
at  = 2:5 . (Right panel) The distribution of Ez[U ] = F34[U ] in y   z plane.
dene the operator [V ] similar to (4.1.1) by replacing the full link variable U by the restricted link
variable V :
[V ] :=


tr
 
W [V ]L[V ]VPL
y[V ]

htr(W [V ])i  
1
tr(1)
htr(VP )tr(W [V ])i
htr(W [V ])i : (4.1.4)
In the continuum limit ! 0, [V ] reduces to
[V ] 'g2hF [V ]iqq; (4.1.5)
and therefore, we can dene the chromoeld strength F [V ] for the restricted link variable V by
F [V ] =
p

2
[V ];  =
4
g2
: (4.1.6)
See Figure 4.3 for the measurements of the restricted chromoeld strength F [V ] in the same
settings as F [U ] [5].
We can observe that the z-component of the restricted chromoelectric eld Ez[V ] forms the
uniform ux tube rather than Ez[U ] [5,6], since the eect due to the static sources placed at a nite
distance in Ez[V ] is smaller than Ez[U ]. Therefore, the restricted chromoelectric ux Ez[V ] can
be well approximated by the ANO vortex with an innite length. Moreover, it was shown in the
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previous studies [5, 6] that the type of dual superconductor does not change whether we use Ez[U ]
or Ez[V ]. By these reasons, we shall use the data of Ez[V ] for tting.
It should be noticed that we can dene the magnetic current k induced by the chromoeld
F [V ] as
k :=
1
2
rF[V ]; (4.1.7)
with the lattice derivative r so that the conservation lawrk = 0 holds [5,6]. Since the nontrivial
component of the chromoeld F [V ] is only the z-component Ez[V ] of the chromoelectric eld (see
the left panel of Figure 4.3), the induced magnetic current k has only the component k' circulating
around the ux tube. The left panel of Figure 4.4 is an illustration of the relation between the
chromoelectric eld E and the induced magnetic current k. The right panel of Figure 4.4 is a plot
of the chromoelectric eld Ez[V ] and the magnetic current k' induced around the chromoelectric
ux tube.
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4.2 The gauge-scalar model and type of superconductor
4.2.1 The Abrikosov{Nielsen{Olesen vortex
In this subsection, we give a brief review of the U(1) gauge-scalar model with the Lagrangian density
given by
L =  1
4
FF
 + (D)
D  
2
2
 
  v22 ; (4.2.1)
where  is the coupling constant of the scalar self-interaction, and v is the value of the magnitude
j(x)j of the complex scalar eld (x) at the vacuum jxj =1. The asterisk () denotes the complex
conjugation. The eld strength F of the U(1) gauge eld A and the covariant derivative D of
the scalar eld  are dened by
F(x) :=@A(x)  @A(x); (4.2.2)
D(x) :=@(x)  iqA(x)(x); (4.2.3)
where q is the charge of the scalar eld (x). The Euler{Lagrange equations are given as
DD =
2
 
v2   ; (4.2.4)
@F =j ; (4.2.5)
where we dene the electric current j by
j :=iq

 (D)
   (D)

: (4.2.6)
In order to describe the vortex solution, we introduce the cylindrical coordinate system (; '; z)
for the spatial coordinates with unit vectors e; e'; and ez for the corresponding directions, and
adopt a static and axisymmetric ansatz:
A0(x) = 0; A(x) = A()e'; (x) = vf()e
in'; (4.2.7)
where n is an integer. Under this ansatz, the eld equations (4.2.5) and (4.2.4) are cast into
  1

d
d


d
d
f()

+

n

  qA()
2
f() = 2v2

1  f2()f(); (4.2.8)
d
d

1

d
d
(A())

= j'(); (4.2.9)
where a non-vanishing component j' of the electric current is written as
j'() = 2q
2v2

A()  n
q

f2(): (4.2.10)
Moreover, the magnetic eld B is given in the present ansatz by
B(x) = rA(x) = 1

d
d
(A()) ez: (4.2.11)
43
To determine the boundary conditions, let us consider the static energy E. The energy-
momentum tensor T is obtained from the Lagrangian density (4.2.1) as
T =
1
4
gFF
   FF 
+ (D) (D) + (D) (D)  g (D) (D)
+
2
2
g
 
v2   2 : (4.2.12)
Notice that this energy-momentum tensor is symmetric, i.e., T = T . Then, the static energy
Eis obtained in the present ansatz as
E =
Z
d3x T 00
=2
Z 1
 1
dz
Z 1
0
d 
(
1
2
1
2

d
d
(A())
2
+ v2

d
d
f()
2
+v2

n

  qA()
2
f2() + :
2v4
2

1  f2()2) : (4.2.13)
In what follows, we consider the energy per unit length of a vortex to avoid the divergence, since
the energy density T 00 does not depend on z.
The static energy E given by (4.2.13) is nonnegative E  0. The equality E = 0 holds if and
only if
f() = 1; A() =
n
q
; (4.2.14)
are satised. Since the equation (4.2.14) is the solution of the eld equations (4.2.8) and (4.2.9),
we call it the vacuum solution.
Therefore, we require the solution to satisfy the boundary conditions for !1:
f()
!1   ! 1; A() !1   ! n
q
; (4.2.15)
so that the energy E does not diverge in the long-distance region   1. Indeed, these boundary
conditions describe that in the long-distance region, the scalar eld (x) goes to its vacuum value
j(1)j = v and the gauge eld A(x) becomes the pure gauge conguration.
In the limit ! 0, we assume
f()
!0   ! 0; A() !0   ! 0; (4.2.16)
so that the energy E does not have a short-distance divergence.
Now we can clarify the meaning of the integer n by using the boundary conditions. Let us
consider the magnetic ux  passing through the surface S bounded by a circle C with the center
at the origin and the large radius !1,
 :=
Z
S
d F =
I
C=@S
dx A
= lim
!1
Z 2
0
d' A() = lim
!1 2
n
q
=
2
q
n; (4.2.17)
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Figure 4.5: (Left panel) The solutions f and a of the eld equations (4.2.20) and (4.2.21) as functions
of R for various values of ,  := p
2q
= 12 ;
1p
2
, and 1, with a unit winding number n = 1. For
convenience, we plot 1   a instead of a. (Right panel) The corresponding dimensionless magnetic
eld b dened in (4.2.24) as a function of R for various values of ,  = 12 ;
1p
2
; and 1, with a unit
winding number n = 1.
which implies that the integer n corresponds to the quantization of the magnetic ux. By this
reason, we call the integer n the topological charge, especially the winding number of a vortex.
Motivated by the vacuum solution (4.2.14), we modify the ansatz for the gauge eld A() as
A() =
n
q
a(): (4.2.18)
Moreover, in order to make the eld equations dimensionless, we introduce the dimensionless vari-
able:
R := qv; (4.2.19)
and redene the prole functions as f() = f(R) and a() = a(R). Thus, the eld equations (4.2.8),
(4.2.9), and (4.2.10), are rewritten into
f 00(R) +
1
R
f 0(R)  n
2
R2

1  a(R)2f(R) + 2
q2

1  f2(R)f(R) = 0; (4.2.20)
a00(R)  1
R
a0(R) + 2

1  a(R)f2(R) = 0; (4.2.21)
where the prime (0) stands for the derivative with respect to R. The boundary conditions are also
modied as
f(R)
R!0   !0; a(R) R!0   ! 0; (4.2.22)
f(R)
R!1    !1; a(R) R!1    ! 1: (4.2.23)
We have simultaneously solved the eld equations (4.2.20) and (4.2.21) in a numerical way under
the boundary conditions (4.2.22) and (4.2.23). The left panel of Figure 4.5 shows the solutions f
and a of the eld equations (4.2.20) and (4.2.21) as functions of R for various values of ,  = 12 ;
1p
2
,
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and 1, with a unit winding number n = 1. This solution is called the Abrikosov{Nielsen{Olesen
(ANO) vortex [27].
We also introduce the dimensionless magnetic eld b(R) dened by
Bz(x) = qv
2b(R); b(R) :=
n
R
a0(R); (4.2.24)
and the dimensionless electric current j(R) is given by
j'(x) = q
2v3j(R); j(R) =
2n
R

1  a(R)f2(R): (4.2.25)
The right panel of Figure 4.5 shows the dimensionless magnetic eld b as a function of R. Notice
that the magnetic eld b(R) has no short-distance divergences, which is supported by the boundary
condition (4.2.16). This means that the boundary condition (4.2.16) implies the regularity of the
magnetic eld b(R) and the niteness of the energy E for a short distance.
4.2.2 Type of the superconductor
In order to investigate the asymptotic forms of the prole functions in the long-distance region
R 1, we introduce g and w in place of f and a as functions of R by
f(R) = 1  g(R); a(R) = 1 Rw(R); (4.2.26)
with jg(R)j; jw(R)j  1 for R 1. Then, the eld equations for g and w read
g00(R) +
1
R
g0(R)  2
2
q2
g(R) = n2w2(R); (4.2.27)
w00(R) +
1
R
w0(R) 

1
R2
+ 2

w(R) = 0: (4.2.28)
The second equation (4.2.28) can be solved by using the modied Bessel function of the second kind
K(x) as
w(R) = C1K1
p
2R

= C1K1
p
2qv

; (4.2.29)
which behaves for R 1 as
w(R)  C1
r

2
p
2R
e 
p
2R = C1
r

2
p
2qv
e 
p
2qv: (4.2.30)
Therefore, the magnetic eld Bz(R) has the asymptotic form for R 1:
Bz(R) =qv
2 n
R
d
dR

1 Rw(R)
=qv2C1n
p
2K0
p
2R

qv2C1n
p
2
r

2
p
2R
e 
p
2R
=qv2C1n
r
p
2qv
e 
p
2qv; (4.2.31)
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Figure 4.6: The penetration and coherent lengths: (Left panel) The type I superconductor with
 = 15 . (Right panel) The type II superconductor with  = 4.
where we have used the formula zK 0(z) + K(z) =  zK 1(z).
Inserting the asymptotic form (4.2.30) of w(R) into the rst equation (4.2.27), we have the
closed equation for g(R)
g00(R) +
1
R
g0(R)  2
2
q2
g(R) = n2C21

2
p
2R
e 
p
2R: (4.2.32)
The solution of this inhomogeneous equation is given by
g(R) = C2K0
p
2

q
R

+
n2C21
2
p
2

8  2
q2
 1
R
e 2
p
2R; (4.2.33)
where the rst term is the general solution of the homogeneous equation which is obtained by
ignoring the right hand side of (4.2.32) and the second term is a particular solution of (4.2.32). In
terms of the dimensionful variable , g(R) behaves as
g(R) =
8><>:
C2
q

2
p
2v
e 
p
2v


q  2
p
2

n2C21
2
p
2qv

8 2
q2
 1
e
 2p2qv


q > 2
p
2
 ; (4.2.34)
which means that the damping factor of the scalar eld must be distinguished by the value of =q.
We can dene two typical lengths  and  by
 :=
1p
2qv
=
1
mV
;  :=
1
v
=
p
2
mS
; (4.2.35)
and the ratio by
 :=


=
1p
2
mS
mV
=
1p
2

q
: (4.2.36)
The length  is called the penetration length (or depth), at which the magnitude of the magnetic
eld Bz falls to 1=e ' 37% of its original value at the origin  = 0. The length  is called the
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coherent length because the magnitude of the scalar eld j(x)j grows to 1   1=e ' 63% of its
vacuum value v. See Figure 4.6. Taking into account the damping rates (or the masses) of the
gauge and scalar elds, the mass of the gauge eld mV =
p
2qv is larger than that of the scalar
eld mS =
p
2v for  < 1p
2
, while for  > 1p
2
the opposite situation occurs. At the critical value
 = 1p
2
, the two masses mV and mS become equal: mV = mS . Therefore, the superconductor is
classied by the value of the ratio  as
 <
1p
2
: type I;  =
1p
2
: BPS;  >
1p
2
: type II: (4.2.37)
The ratio  is called the Ginzburg{Landau (GL) parameter. The limit  ! 1, which is
realized by  ! 0 or mS !1, is called the London limit.
4.3 Type of dual superconductor
To determine the type of dual superconductivity for SU(2) Yang{Mills theory, we simultaneously
t the chromoelectric eld and the induced magnetic current obtained by the lattice simulation [5]
(see Figure 4.3 and Figure 4.4) to the magnetic eld and electric current of the n = 1 ANO vortex.
4.3.1 The previous study using the Clem ansatz
In this subsection, we give a review of the approximated method of tting with the Clem ansatz.
The previous studies [5,6] considered only the regression of the chromoelectric ux, however in this
paper, we also take into account the regression of the induced magnetic current to compare with
our new method. In the Clem ansatz [30] adopted to the U(1) gauge-scalar model, the scalar prole
function f() is assumed to be
f() =
p
2 + 2
; (4.3.1)
where  is a variational parameter for the core radius of the ANO vortex and  is the dimensionful
variable  = R=(qv). For the prole function of the gauge eld a(), we introduce the new function
w() by
a() = 1 
p
2 + 2

w(
p
2 + 2)
w()
; (4.3.2)
which satises the boundary condition a( = 0) = 0. Then, the eld equation (4.2.21) for the gauge
eld is now written as the dierential equation for w:
d2w(x)
dx2
+
1
x
dw(x)
dx
 

1
x2
+ 2q2v2

w(x) = 0; (4.3.3)
where we have dened a variable x :=
p
2 + 2. The solution is given by the modied Bessel
function of the second kind K(z) as
w(x) / K1
p
2qvx

; (4.3.4)
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and hence
a() = 1 
p
2 + 2

K1
p
2qv
p
2 + 2

K1(
p
2qv)
: (4.3.5)
Therefore, the magnetic eld B() is given by
B() = K0


p
2 + 2

; (4.3.6)
where we have dened
 :=
p
2qv;  :=

2


1
K1 ()
; (4.3.7)
with the external ux  = 2n=q. The electric current J() = J()e' is also written as:
J() =
p
2 + 2
K1


p
2 + 2

: (4.3.8)
In the present setting, the energy per unit length E can be calculated by restricting ourselves to
the unit vortex with n = 1 as
E =2v2

1
4
+
1
4
s22 +
1
s
K0(s)
K1(s)

; (4.3.9)
where we have introduced the parameter s =
p
2qv. Since the vortex solution is obtained by
minimizing the energy with respect to the parameter s, or , for a given GL parameter , the
energy (4.3.9) must satisfy
0 =
d
ds
E
2v2
=
1
2
2s  1
s
+
1
s

K0(s)
K1(s)
2
: (4.3.10)
Therefore, the GL parameter  is given by
 =
p
2
s
s
1 

K0(s)
K1(s)
2
=
p
2p
2qv
vuut1  K0(p2qv)
K1(
p
2qv)
!2
: (4.3.11)
In the previous study [5], we adopted the chi-squared tting only for the ux. In this paper, we
adopt the chi-squared tting for the ux and current simultaneously. In what follows, we use values
measured in the lattice unit, e.g., the distance y^ = y= with a lattice spacing , the chromoelectric
ux Ez(y^) = F34[V ](y^) in (4.1.6), and the magnetic current k'(y^) in (4.1.7). Then, we denote
the set of data as (y^i; Ez(y^i); Ez(y^i)) for the chromoelectric eld, and (y^j ; k'(y^j); k'(y^j)) for the
induced magnetic current, where O represents the error of the measurement O.
To dene the dimensionless regression functions, let us rescale the parameters  and  to be
dimensionless by using the lattice spacing  as
^ := ; ^ :=


; (4.3.12)
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and hence the parameter  is rescaled as
^ := 2: (4.3.13)
We also rescale the magnetic eld B and the electric current J as
B^ := 2B; J^ := 3J: (4.3.14)
Then, we can dene the regression functions by
B^(^; ^; ^; ^) =^K0

^
q
^2 + ^2

; (4.3.15)
J(^; ^; ^; ^) =^^
^q
^2 + ^2
K1

^
q
^2 + ^2

; (4.3.16)
with the dimensionless variable ^ := = in the lattice unit. Then, the error functions of the
regression with the weights are given by
"ux(y^i; ^; ^; ^) =
Ez(y^i)  B^(y^i; ^; ^; ^)
Ez(y^i)
; (4.3.17)
"current(y^j ; ^; ^; ^) =
k'(y^j)  J^(y^j ; ^; ^; ^)
k'(y^j)
: (4.3.18)
When we assume that these errors obey independent standard normal distributions, the parameters
^; ^, and ^ can be estimated by maximizing the log-likelihood function `(^; ^; ^) for (4.3.17) and
(4.3.18) dened by
`(^; ^; ^) =  1
2
nX
i=1

"ux(y^i; ^; ^; ^)
2   1
2
mX
j=1

"current(y^j ; ^; ^; ^)
2
: (4.3.19)
The GL parameter  is determined according to (4.3.11) in terms of the estimated values ^?
and ^? by
? =
p
2
^?^?
vuut1  K0(^?^?)
K1(^?^?)
!2
: (4.3.20)
The obtained values in the previous work [5], which can be achieved by ignoring the second term
in (4.3.19) and restricting the tting range to 2  ^  8, are given by
^? = 0:41 0:44; ^? = 0:77 0:13;
^? = 2:75 0:79; ? = 0:38 0:23; (4.3.21)
MSRux :=
X
i
2ux(y^i; ^?; ^?; ^?) = 0:171;
where MSRux is the mean of squared residuals for the regression of (4.3.17).
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Figure 4.7: The tting results: (right panel) the approximated method based on the Clem ansatz
including both the ux and magnetic current, (left panel) the new method by solving the eld
equations of the ANO vortex with a unit winding number.
By incorporating also the regression of the electric current J , the tting result is in good agree-
ment with (4.3.21):
^? = 0:43 0:42; ^? = 0:78 0:12;
^? = 2:78 0:70; ? = 0:37 0:20; (4.3.22)
MSRux = 0:171; MSRcurrent = 0:086; MSRtotal = 0:135;
which is shown in the left panel of Figure 4.7. It should be noticed that tting range is restricted
to 2  ^  8 as well as (4.3.21).
4.3.2 The new method
In this subsection, we shall t the chromoelectric ux and the magnetic current to the magnetic
eld and the electric current of the ANO vortex simultaneously without any approximations.
The advantage of a new method could be that the value of the GL parameter  is a direct tting
parameter unlike the case in the Clem ansatz.
Such a tting can be done by using the regression functions B and J constructed by the solutions,
f(R) and a(R), of the eld equations (4.2.20) and (4.2.21) through the dimensionless magnetic eld
b(R) in (4.2.24) and the electric current j(R) in (4.2.25). However, there are diculties to estimate
the model parameters, when we ow the same procedure as in the previous subsection. When we
construct the regression functions B and J from the numerical solutions f(R) and a(R) by solving
the eld equations (4.2.20) and (4.2.21), we also calculate the regression functions numerically.
Indeed, it is necessary to numerically calculate the derivative in (4.2.24) separately, and this causes
a large numerical error even if one obtains the solutions f(R) and a(R) with small errors. To avoid
these diculties, we reorganize the eld equations to include both b(R) and j(R) as independent
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unknown functions by
f 00(R) +
1
R
f 0(R)  n
2
R2

1  a(R)2f(R) + 221  f2(R)f(R) = 0; (4.3.23)
b0(R) + j(R) = 0; (4.3.24)
na0(R) = Rb(R); (4.3.25)
j(R) =
2n
R

1  a(R)f2(R); (4.3.26)
where we have decomposed the second order dierential equation (4.2.21) for the gauge prole
function a(R) into two independent rst order dierential equations (4.3.24) and (4.3.25) and one
algebraic equation (4.3.26). We solve these coupled equations simultaneously. We impose the
following boundary conditions for four unknown functions f(R); a(R); b(R), and j(R):
f(0) =0; b0(0) = 0; j(0) = 0; (4.3.27)
f(1) =1; a(1) = 1: (4.3.28)
We dene the regression functions with the dimensionless variational parameters ^ ^ in the
lattice unit by
B^(^; ^; ^ ; ) := ^b(^ ^;); J^(^; ^; ^ ; ) := ^^ j(^ ^;); (4.3.29)
where ^ := = is the dimensionless variable, and  is the GL parameter.
By numerically solving (4.3.23){(4.3.26) simultaneously and maximizing the log-likelihood func-
tion (4.3.19) with the regression functions (4.3.29) by varying the parameters ^; ^ , and , we obtain
the result for the ANO vortex with a unit winding number:
^? = 0:0448 0:0050; ^? = 0:508 0:032;
? = 0:565 0:053; (4.3.30)
MSRux = 0:131; MSRcurrent = 0:0938; MSRtotal = 0:114:
The tting result is shown in the right panel of Figure 4.7.
We further obtain the penetration  and coherent  lengths dened in (4.2.35) by using the
tted values (4.3.30) and the value of the lattice spacing  = 0:08320 fm at  = 2:5 for SU(2) [5],
 =
p
2^?
= 0:116 0:007 fm; (4.3.31)
 =

?
= 0:205 0:032 fm: (4.3.32)
Figure 4.8 shows the penetration and coherent lengths for the tted value of the GL parameter 
with corresponding functions jj=v and Bz=(qv)2. See also Figure 4.6.
This new result shows that the vacuum of SU(2) Yang{Mills theory is of type I,  = 0:565 
0:053 < 1=
p
2  0:707, which is consistent with the previous results based on the Clem ansatz
(4.3.21) and (4.3.22). We nd that the inclusion of the regression for the magnetic current (4.3.22)
and (4.3.30) give small errors of the GL parameter  than the excluded one (4.3.21). We also
observe that the sums of squared residuals for both the ux and current in the new method become
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Figure 4.8: The penetration and coherent lengths for the value of the tted GL parameter  = 0:565.
smaller than the tting method based on the Clem ansatz. Therefore, the inclusion of the tting
for the magnetic current is important to improve the accuracy.
We nd that the eect restricting the tting range is negligible in new method, since it appears
in the order of 10 5. Therefore, in new method we tted in a whole range 0  ^  8. This fact quite
diers from the previous method based on the Clem ansatz. If we use the whole range 0  ^  8
to the previous method, the regression (4.3.19) gives  = 0:303  0:07. On the other hand, for
3  ^  8, the GL parameter  reads  = 0:506  0:20. Thus, we can trust the tted values
obtained in the new method rather than the previous method.
4.4 Distribution of the stress force around a vortex
In what follows, to clarify the dierence between type I and II of dual superconductors in view of
force among the chromoelectric uxes, we consider the Maxwell stress tensor. The components of
T dened in (4.2.12) are written under the ansatz (4.2.7), (4.2.18) and (4.2.24) as
T zz =q2v4

1
2
b2(R) + f 02(R) +
n2
R2
(1  a(R))2 f2(R) + 2  1  f2(R)2 =  T 00; (4.4.1)
T  =q2v4

1
2
b2(R) + f 02(R)  n
2
R2
(1  a(R))2 f2(R)  2  1  f2(R)2; (4.4.2)
T'' =q2v4

1
2
b2(R)  f 02(R) + n
2
R2
(1  a(R))2 f2(R)  2  1  f2(R)2; (4.4.3)
and all the o-diagonal components vanish.1
Figure 4.9 shows T ; and T'', and T zz for various GL parameter  = 15 ; 0:565;
1p
2
; 1, and 1
with a unit winding number.
One can nd T  is always positive in type I, while always negative in type II:
T (R) > 0

 <
1p
2

; (4.4.4)
1Here, we change the signature of T jk dened in (4.2.12) by using the ambiguity of the overall signature of the
Noether current in order to reproduce the conventional Maxwell stress tensor.
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Figure 4.9: The components of the stress tensor T  (top left panel), T'' (top right panel), and
T zz (bottom panel) as functions of R for the n = 1 ANO vortex conguration in units of q2v4 for
 = 15 ; 0:565 (type I),
1p
2
(BPS), 1 (type II), and 1 (London limit). The red solid curves represent
the stress tensor for the tted parameter of the GL parameter  = 0:565.
T (R) < 0

 >
1p
2

: (4.4.5)
At the boundary between them, i.e., the BPS limit  = 1p
2
, T  is identically zero:
T (R)  0

 =
1p
2

: (4.4.6)
It should be noticed that the components T  and T'' are not independent, since the conser-
vation law of the Noether current @T = 0 leads to
T''(R) =
d
dR

RT (R)

: (4.4.7)
This yields that the signature of T''(R) ips and hence there is a critical value R = R where
T''(R) = 0. See the middle panel of Figure 4.9.
Next, we consider the force acting on the area element of the ux tube. By using the Maxwell
stress tensor, the stress force F acting on the innitesimal area element dS is given by
F = T  dS = T  nS; (4.4.8)
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Figure 4.11: The distribution of the stress forces F () and F (z) on the x = 0 plane for (Left panel)
type I ( = 0:565) and (Right panel) type II ( = 1). We have illustrated the stress forces around the
cross section of the ux tube at z = h. The lengths of the arrows stand for the relative magnitude
of the stress forces. The red line stands for the vortex.
where n is a normal vector perpendicular to the area element dS and S stands for the area of dS.
See Figure 4.10. The left and mid panels show the situations for the ANO vortex, while the right
panel shows the corresponding situation in the electromagnetism, where a pair of electric charges
q is located at 1 on the z-axis.
If we choose n to be equal to the normal vector pointing the -direction, i.e., n = e, the
corresponding stress force F () reads
F () = T Se: (4.4.9)
Since T  obeys (4.4.4) and (4.4.5), we observe that F ()  e = T S is always positive in type
I, while always negative in type II. Therefore, we nd that F () represents the attractive force for
type I, while the repulsive force for type II.
If we choose n as the unit vector for the '-direction, n = e', the corresponding stress force
F (') is written as
F (') = T''Se': (4.4.10)
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Figure 4.12: The chromoelectric ux obtained in [5] and the distribution of the Maxwell stress forces
F () and F (z) for the tted value of the GL parameter  = 0:565. We have taken the height of the
cylinder as h = 8 to correspond to the distance between the static sources. The red line (the thick
line in the y   z plane) stands for the ANO vortex.
The signature of F (')  e' = T''S changes, since the signature of T'' ips at some critical value
R = R. This feature could be an artifact due to the innite length of the ANO vortex and should
be investigated in a more realistic situation.
The other choice of n is to be parallel to the ANO vortex, i.e., n = ez. The corresponding stress
force F (z) can be written as
F (z) = T zzSez; F
(z)  ez = T zzS > 0: (4.4.11)
Figure 4.11 shows the distribution of the stress forces F () and F (z) in y   z plane. Therefore,
F (z) represents the attractive force. Since T zz is always positive T zz > 0 due to (4.4.1), F (z) points
the same direction regardless of the value of the GL parameter .
It should be noted that the situation of the type II superconductor is similar to the electromag-
netism, see the mid and right panels of Figure 4.10.
Using the parameters obtained by tting to the ANO vortex, we can reproduce the distribution
of the Maxwell stress force around the ux tube, which is shown in Figure 4.12. This result indeed
supports the type I dual superconductor for quark connement.
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Chapter 5
Conclusion and discussion
5.1 The Yang{Mills magnetic monopole and dyon
In Chapter 2 and Chapter 3, we have constructed the magnetic monopole and dyon congurations
in the SU(2) Yang{Mills theory even in the absence of the scalar eld by incorporating a gauge-
invariant mass term. Such a gauge-invariant mass term is obtained through a gauge-independent
description of the BEH mechanism proposed in [16]. The procedure for obtaining the relevant
magnetic monopole and dyon is guided by the \complementarity" between the SU(2) gauge-adjoint
scalar model with the radial-xing constraint and the massive SU(2) Yang{Mills theory [16]. In fact,
we have obtained the static and spherically symmetric magnetic monopole and dyon conguration
in the SU(2) massive Yang{Mills theory by solving the eld equations of the \complementary"
SU(2) gauge-adjoint scalar model with a radially xed scalar eld. We have found that the static
energy or the rest mass of the obtained Yang{Mills magnetic monopole is nite and proportional
to the mass MX of the massive components X of the Yang{Mills gauge eld A .
In the long-distance region, we observed that the Yang{Mills magnetic monopole conguration
and the spatial components of the dyon conguration A reduce to the restricted eld V , which
agrees with the Wu{Yang magnetic monopole as a consequence of the suppression of the mas-
sive modes X in the long-distance region. This feature is similar to the usual 't Hooft{Polyakov
monopoles and the Julia{Zee dyons. In the short-distance region, on the other hand, the Wu{Yang
magnetic monopole becomes singular, while the 't Hooft{Polyakov monopole remains non-singular
even at the origin. In the Yang{Mills magnetic monopole and dyon, we found that the massive
components X play the very important role of canceling the singularity of V in the short-distance
region such that the original gauge eld A remains non-singular at the origin. This regularity of
the Yang{Mills magnetic monopole and the spacial components of the Yang{Mills dyon are guar-
anteed by the logarithmic behavior of the gauge eld itself without the aid of the scalar eld, which
vanishes at the origin as seen in 't Hooft{Polyakov monopoles and Julia{Zee dyons. This behavior
renders the energy of the Yang{Mills magnetic monopole nite even if the magnitude of the scalar
eld is xed. It should be remarked that the chromomagnetic eld B is divergent at the origin
due to the logarithmic behavior of the solution f(), which is, however, unessential for obtaining
nite physical quantities such as energy, magnetic charge density, and magnetic ux. Moreover,
in the Yang{Mills dyon conguration, the time-component of the gauge eld A0 is regular, whose
regularity is supported by itself, i.e., the absence of the time-component of the high-energy mode:
X0  0.
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By using the Yang{Mills magnetic monopole found in this paper, we can show quark connement
in the three-dimensional Yang{Mills theory in the same way as the three-dimensional Georgi{
Glashow model shown by Polyakov [9] without introducing the articially regularized Yang{Mills
magnetic monopole [39, 40] for avoiding the short-distance singularity and instability of the Wu{
Yang magnetic monopole.
Furthermore, we estimated the static mass of the Yang{Mills monopole and dyon by using the
values of the previous studies [34, 35]. We found that both the static masses of the Yang{Mills
monopole and dyon are around the mass of the o-diagonal gluon mass. This is a quite reasonable
result for quark connement to be realized due to condensation of the relevant Yang{Mills monopoles
according to the dual superconductor picture. We need, however, more careful investigations to
conclude whether or not the interactions among monopoles are indeed sucient for realizing the
monopole condensations, as examined in the three dimensional case done by Polyakov [9].
We observed that the Yang{Mills dyon cannot acquire the electric charge equal to the magnetic
one. This may be caused by a gauge-invariant mass term. In the contexts of instantons, the elec-
tric charge is equal to the magnetic one by denition, i.e., the (anti-)self-dual condition, however,
there do not exist such a (anti-)self-dual object in our theory due to the mass term. However, this
observation is valid only if our argument is restricted to a (three-dimensionally) spherically sym-
metric constituent. To search the other objects, such as axisymmetric ones, in the four-dimensional
Euclidean spacetime is a future work.
5.2 The type of dual superconductivity
In Chapter 4, we have studied the type of dual superconductivity for the SU(2) Yang{Mills theory by
tting the chromoelectric ux tube and the induced magnetic current obtained by lattice simulations
to the magnetic eld and the electric current produced by the ANO vortex in the U(1) gauge-scalar
model.
We have reconrmed that the vacuum of the SU(2) Yang{Mills theory is of type I as a dual
superconductor with a GL parameter  = 0:565  0:053. This result of type I agrees with the
preceding one [5] based on the Clem ansatz with  = 0:38  0:23 within errors where only the
regression of the chromoelectric ux was adopted. We further obtained the result  = 0:37  0:20
by using the Clem ansatz including also the regression of the induced magnetic current, which is also
consistent with our new method. We nd that the new method proposed in this paper improves the
accuracy of the tting as seen from the error of the GL parameter, or the sums of squared residuals.
We also discussed the eect of the tting rage. We found that in new method it is negligible, but
in previous method it gives a large dierence. This fact may suggest that our new method gives
more reliable results than the previous method based on the Clem ansatz.
Moreover, we have obtained the distribution of the Maxwell stress force around the ux tube
by using the obtained GL parameter. It was observed that there exists the attractive force among
the chromoelectric ux tubes, which also supports the type I dual superconductor.
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Appendices
A A numerical method
To solve the dierential equation
d2u(x)
dx2
+ P (x; u)
du(x)
dx
+Q(x; u) = 0; u(0) = u0; u(1) = u1 (A.1)
we introduce the new variable t to make the interval nite [0;1)! [0; 1]:
x! t = x
1 + x
: (A.2)
Then, the equation is cast into
U 00(t) + P(t;U)U 0(t) +Q(t;U) = 0; U(0) = u0; U(1) = u1; (A.3)
where the prime (0) denotes the derivative with respect to t.
Next, we discretize the variable t by
t! ti := i
N
; (0  i  N; N  1); (A.4)
and the derivatives by using the formula [45]
U 0i =
N
12
(Ui 2   8Ui 1 + 8Ui+1   Ui+2) +O(N 2); (A.5)
U 00i =N2 (Ui 1   2Ui + Ui+1) +O(N 2); (A.6)
where we have dened Ui = U(ti). By substituting them into the dierential equation (A.3), we
obtain the coupled algebraic equations:X
j
Cij(ti)Uj = f(ti;Ui): (A.7)
In linear dierential equations, f(ti;Ui) = 0, this equation can be solved by diagonalizing the
coecient matrix Cij .
In order to solve nonlinear equations, we adopt the least \energy" method. We introduce the
\trial" function U (trial)i = U (trial)(ti) and consider the following algebraic equation:X
j
Cij(ti)

U (k)j   U (k 1)j

= f

ti;U (k)i   U (k 1)i

; U (k=0)i = U (trial)i ; (A.8)
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where U (k)i is the k-times iterated function of Ui. We continue the iteration for the \error" "(k)i of
each point ti
"
(k)
i =

U (k)i   U (k 1)i
2
; (A.9)
to be smaller than 10 6 by updating U (k)i .
B Tips of statistics
First, we consider the regression analysis
y(x) = f(x;) + "; (B.1)
for a regression function f(x;) with parameters  := (1; 2;    ; p). Here, we assume that " obeys
the normal distribution N(0; 2). For a set of the variable and data (xi; yi), its error "i  N(0; 2)
is given by
"i = yi   f(xi;): (B.2)
Since the probability density function ("; 2) is given by
("; 2) =
1p
22
e 
"2
22 ; (B.3)
the likelihood function L can be written as
L(fxi; yig) =
nY
i=1
("i; 
2) =

1p
22
n
exp

  1
22
nX
i=1
"2i

=

1p
22
n
exp

  1
22
nX
i=1
(yi   f(xi;))2

: (B.4)
The stationary condition for the log-likelihood `(; 2) :=   logL determines the parameters that
maximize the likelihood function L or minimize the log-likelihood function `:
0 =
@`(; 2)
@j
=   1
2
nX
i=1
(yi   f(xi;)) @f(xi;)
@j
; (B.5)
0 =
@`(; 2)
@2
=
n
24

2   1
n
nX
i=1
(yi   f(xi;))2

: (B.6)
These equations give the individual equations for 2 and j . Then, the maximum likelihood esti-
mation of ej = j is obtained by the solution of (B.5):
nX
i=1
(yi   f(xi;)) @f(xi;)
@j
= 0; (j = 1; 2;    ; p): (B.7)
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The maximum likelihood estimated parameters are equal to the least square estimated ones. From
the equation (B.6), we obtain the maximum likelihood estimation of 2:
2 =
1
n
nX
i=1

yi   f(xi; e)2 ; (B.8)
however, this is not the unbiased estimation, which is dened by
^2 =
1
d:o:f:
nX
i=1

yi   f(xi; e)2 = 2=d:o:f:; (B.9)
where d.o.f. represents the number d:o:f: = n  p.
Next, we consider the weighted regression analysis for a set of data and its errors (xi; yi; yi).
We introduce the error function "i normalized by the i-th data:
"i :=
yi   f(xi;)
yi
: (B.10)
By assuming that "i obeys the normal distribution N(0; 1) individually, we can dene the log-
likelihood function ` in the same way:
`() =
nX
i=1

1
2

yi   f(xi;)
yi
2
: (B.11)
Notice that this is nothing but the least square tting. Thus, the estimated parameters e are the
solution of the equation:
nX
i=1
1
y2i
(yi   f(xi;)) @f(xi;)
@j
= 0; (j = 1; 2;    ; p); (B.12)
and the unbiased variance ^2 is given by
^2 = 2=d:o:f: =
1
d:o:f:
nX
i=1
 
yi   f(xi; e)
yi
!2
: (B.13)
Finally, we generalize our arguments for multivariate functions f (k)(x;) (k = 1; 2;    ). For a
simplicity, we take k = 1; 2 in what follows. We prepare a set of data and its errors (xi; y
(k)
i ; y
(k)
i ),
and introduce the error function "
(k)
i normalized by the i-th data:
"
(k)
i :=
y
(k)
i   f (k)(xi;)
y
(k)
i
 N(0; 2(k)): (B.14)
We assume that the set of error functions " := ("(1); "(2)) obeys the two-dimensional normal dis-
tribution N2(0;1), where 1 := diag(1; 1). Then, the probability density function (";) is given
by
(";) =
1
(
p
2)2
exp

 1
2
"T1"

=
1
2
exp

 
2X
k=1
1
2
"2(k)

=
1
2
exp

 
2X
k=1
nX
i=1
1
2
 
y
(k)
i   f (k)(xi;)
y
(k)
i
!2
: (B.15)
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The likelihood function L and log-likelihood function ` are obtained as
`() =  logL() =   log
nY
i=1
(";)
=
2X
k=1
 nX
i=1
1
2
 
y
(k)
i   f (k)(xi;)
y
(k)
i
!2
+ n log 2
=
2X
k=1
8<:
nX
i=1

1
2
 
y
(k)
i   f (k)(xi;)
y
(k)
i
!29=; ; (B.16)
where we have dropped the constant n log 2 in the last equality. Therefore, the maximum likelihood
estimation of the parameters e can be obtained by the stationary condition of the log-likelihood
function `:
0 =
@`()
@j
=
2X
k=1
nX
i=1
1
(y
(k)
i )
2

y
(k)
i   f (k)(xi;)
 @f (k)(xi;)
@j
; (j = 1; 2;    ; p): (B.17)
The unbiased variance ^2k corresponds to 
2/d.o.f.:
^2k =
1
d:o:f:
nX
i=1
 
y
(k)
i   f (k)(xi; e)
y
(k)
i
!2
; (B.18)
where d.o.f. is dened by
d:o:f: := n #
(
j
@f (k)(xi;)@j 6= 0
)
: (B.19)
The errors of the parameters can be read from the covariance matrix &:
&ab =
 
[rr`()] 1
ab
; r :=

@
@1
;    ; @
@k

: (B.20)
Since the diagonal components of the covariance matrix & are the dispersions of parameters, the
standard deviation for parameters s are given by
sa =
p
&aa =
q
([rrl(;)] 1)aa; ; (a = 1; 2;    ; p; no sum in a): (B.21)
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