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We present a framework for the detection and estimation of deformations applied to a grid of sources. Our
formalism uses the Hamiltonian formulation of the quantum Fisher information matrix (qfim) as the figure of
merit to quantify the amount of information we have on the deformation matrix. Quantum metrology for grid
deformations provides an ideal testbed to examine multi-parameter estimations for arbitrarily parameterised
channel evolutions with generally non-commuting Hermitian generators. We generalise the local generator of
translations for deformation parameters to multi-parameter estimations and use it to explore how well different
deformations can be detected and corrected for. This approach holds for any deformation. We explore the
application of our theory to the set of affine geometry maps. Both the configuration of the grid and the properties
of the sources help to maximise the sensitivity of the qfim to changes in the deformation parameters. For the non-
multiplicative Hamiltonian parameterisations resulting from grid rotations about any chosen axis, oscillatory
dependence of the qfi surfaces for a specific interplay between mutual source separation distances and grid
configurations.
I. INTRODUCTION
For many quantities in physics, direct measurements are not
possible, either in principle or due to experimental limita-
tions. This is particularly true for quantummechanical systems
where variables such as entanglement, purity, and phase-time
do not have associated quantum observables. In these situa-
tions, the values of a parameter are often inferred from a set
of indirect measurements of a different observable, or set of
observables. This procedure is addressed in quantum esti-
mation theory [1, 2]; the formalism underlying the study of
quantum sensing and metrology, where the objective is to find
the fundamental precision bounds of parameter estimates and
the optimal measurement strategies saturating them. Early
work in this field predominantly focused on single parame-
ter estimations of unitary, multiplicative parameters, such as
phase and time [3–5], whose quantum enhanced limit has been
shown to always be attainable [6]. However, applications of
metrology to microscopy, optical, electromagnetic, and, grav-
itational field imaging often demand multiple parameter es-
timations. This has seen a surge of recent work focused on
yielding quantumenhanced sensing from simultaneous estima-
tion of multiple parameters [7–17]. Multi-parameter quantum
enhanced sensing has provided a novel paradigm for investi-
gating the information processing capabilities of multipartite
or multimode quantum correlated states and measurements.
The quantum Cramér-Rao bound (qcrb) provides a fun-
damental lower bound on the covariance matrix of parameter
estimates. Although attainability of this bound is in general not
guaranteed [2], addressing its saturation for multi-parameter
protocols have provided useful insights [18]. The qcrb is
proportional to the inverse of the quantum Fisher information
(qfi); an important figure of merit in quantum parameter es-
timation theory [1, 19]. This bound relates the information
obtained about a parameter from measurements outcomes to
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the parameter estimate uncertainty. The calculation of the
qfi for any physical system becomes one of the central tasks
in quantum metrology, although generally, this is difficult.
One approach to determining the qfi is to use the symmetric
logarithmic derivative (sld) operator [20]. This approach is
particularly suited to unitary quantum metrology, but less so
for noisy processes, where the calculation involves complex
optimisation procedures [21, 22]. To address this, an extended
Hilbert space approach may be taken where information about
the parameter is obtained by observing both the system and
its environment [23]. This method prescribes the qfi in terms
of the state evolving Hamiltonian, and is well suited to many
physical implementations of parameter estimations, including
open quantum systems [24–27].
Previous work using the Hamiltonian parameter estima-
tion approach has been dominated by phase-shift Hamilto-
nians; a special case where the parameter to estimate multi-
plies a parameter-independent Hermitian generator [28, 29].
This has proved particularly important in phasemeasurements,
and, quantum enhanced Hamiltonian tomography, where un-
known coefficients of the Hamiltonian are estimated after a
suitable decomposition [30–33]. For single parameter phase-
shift Hamiltonians, the optimal probe state is an equal su-
perposition of the eigenstates corresponding to the minimum
and maximum eigenvalues of the Hamiltonian [5]. Recently,
general Hamiltonians have been considered to estimate the
profile of time-varying fields [34, 35] and in gradient mag-
netometry [36]. We note that in these applications either the
Hamiltonian approach was not used to determine the qfi, or
the problem constrained the generator to multiplicative param-
eterisations. Arbitrary Hamiltonian parameterisations would
allow application of quantum metrology to a wider variety
of quantum systems. General Hamiltonian parameterisations
have been considered only recently by a few authors [37–41].
In this paper, we generalise the form of the generator derived
in [39] for multi-parameter quantum metrology and obtain a
general qfim for arbitrary unitary channel evolutions. We de-
rive the form of the qfim for any grid deformation and explore
the set of affine maps [42], including composite stretches,
shears, and, rotations. Since the qfim depends only on the
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FIG. 1: (Colour online). General channel parameter estimation
scheme. The quantum channel Λ(ϕ) parameterises an input probe
state with the vector of parameters that we wish to estimate. The
probe is measured by an operator of the form Πˆ(x)dx and distributes
estimates according to Born’s rule. By data processing the measure-
ment outcomes, we obtain our estimate ϕ˜. The goal of quantum
metrology is in finding both the optimal probe state and observable
that minimises the covariance matrix of unbiased estimates.
properties of the probe state and the configuration of the emit-
ters, we explore how we can modify both to enhance our esti-
mation sensitivity to determine the applied grid deformation.
This paper is structured as follows: We introduce parame-
ter estimation in quantum metrology in Sec. II. This will lead
to the introduction of the quantum Fisher information (qfi).
In Sec. III we generalise the derivation of the Hamiltonian
for arbitrary parameterisations, first presented by Pang and
Brun [39]. Although the generator is Hermitian in this case,
in general it is not. This is a well know problem in quantum
theory and has wider consequences for deriving generalised
uncertainty relations for a pair of operators in terms their
variances [43, 44]. The framework that statistical quantum
estimation theory provides is best suited to deal with these
problems [29]. We derive the conditions to ascribe a self-
adjoint operator to the physical quantity. In Sec IV, we apply
the formalism to the problem of grid deformations and under-
stand how well we can detect arbitrary deformations by using
the qfi as a metric. Physically motivated, we declare the best
arrangement of sources that one should use to enhance sensi-
tivity of detection for a set number of sources. Conclusions
are presented in Sec. V.
II. MULTIPARAMETER QUANTUM CRAMÉR-RAO
BOUND AND ATTAINABILITY
We consider the estimation of parameters governed by
the Hamiltonian Hˆ(ϕ). The vector of parameters is
ϕ = (ϕ1, . . . , ϕD), with ϕj ∈ B, a Borel set and j being the set
of integers ranging between 1 and D inclusive, appear as arbi-
trary parameterisations of generally non-commuting Hamilto-
nians Hˆj , which describes the evolution of the jth parameter.
We note that the majority of earlier work have limited param-
eter estimates to coefficients in Hamiltonians proportional to
Hˆ(ϕ) = ∑j ϕj Hˆj . Although this has found significant uses in
phase estimations and enhanced Hamiltonian tomography, we
lift this limitation in what follows.
The archetypal schema for Hamiltonian parameter estima-
tions is illustrated in Fig. 1. We observe that the only access
to the parameters ϕ is through probe measurements. The
goal of optimal parameter estimation then requires a choice
of an optimal input state and an optimal estimation scheme
that maximises our information on ϕ. Consider some fixed
initial quantum probe state, ρ(0), is sent through a quan-
tum channel, Λ(ϕ), that describes the interrogated system
and emerges parameterised by ϕ. The emerging probe has
the form ρ(ϕ) = Λ[ρ(0)](ϕ) and is measured by some com-
plete, self-adjoint observable Xˆ =
∫
dxxΠˆ(x). The mea-
surement outcomes x are distributed according to Born’s rule
p(x|ϕ) = Tr[ρ(ϕ)Πˆ(x)]. Let x1, . . . ,xν denote the measure-
ment results of ν independent and identically distributed (iid)
copies of the state ρ(ϕ), then an estimate ϕ˜ of ϕ is achieved
through an estimator that is a function of the measurement
data. The performance of the estimator is quantified by the co-
variance matrix of the estimates Σ(ϕ˜). For some fixed positive
operator valued measurement (povm), Πˆ(x)dx, the classical
Cramér-Rao bound (ccrb) states that the covariance matrix for
any locally unbiased estimates of ϕ is lower bounded by the
inverse of the classical Fisher information matrix (cfim) [45].
That is,
νΣ(ϕ˜) ≥ F
(
ϕ, Πˆ(x)
)−1
, (1)
where ν is the number of repeated runs of the experiment and
the cfim is defined by
F(ϕ) =
∫
dx
{∇ϕp(x|ϕ)}{∇ϕp(x|ϕ)}>
p(x|ϕ) , (2)
with ∇ϕ = (∂/∂ϕ1, . . . , ∂/∂ϕD)>. The ccrb is a matrix
inequality which implies Σ(ϕ˜) − I(ϕ)−1 is positive semi-
definite. If we introduce a positive definite, symmetric, and,
real cost matrix,R, a more general form of Eq (1) is
νTr[RΣ(ϕ˜)] ≥ Tr [RF (ϕ)−1] . (3)
This inequality allows varying prioritisation for different pa-
rameters in ϕ by selecting a choice of Rˆ. This is a more
meaningful inequality than Eq. (1) for multiparameter estima-
tion protocols, where the objective can be one of minimising
the weighted sum of variances of different parameters [18]
or alternatively, another weighting. Further, the cost matrix
preserves dimensional consistency for the estimation of pa-
rameters with different units. The choice of R results in a
variety of precision bounds and estimators. It is chosen to
minimise the Bayes risk, R , defined as the expectation of the
cost function [45]. The ccrb is a statement of the limitation
of classical data processing. Our ability to resolve a set of
parameters is constrained in their covariances by a quantity
that depends only on the probability distribution from which
we sample data. In the following discussion we explore how
quantum estimation strategies can potentially provide greater
advantages. Since the number of experimental repeats, ν,
provides a purely classical advantage, it will be suppressed
hereafter.
Any change to the system parameters ϕ, in the probe state,
is captured by the multivariate probability distribution p(x|ϕ).
For some defined input probe state, and assuming that any self-
adjoint observable Xˆ can be measured, the goal of quantum
estimation theory becomes one of finding an optimal measure-
ment that minimises the estimate variances through changes
3to this distribution [67]. Maximising the cfi over all mea-
surement povms yields the quantum Fisher information (qfi)
which is a real, positive definite, and symmetric matrix. In the
Braunstein and Caves formulation [20], the qfi is given by
I(ϕ) = Re (Tr [ρ(ϕ)LL>] ) , (4)
where L = (L1, . . . ,LD)> is the Hermitian symmetric loga-
rithmic derivative (sld) vector. The sld associated with the
jth parameter is implicitly defined via
2∂j ρ(ϕ) =
{
ρ(ϕ),L j
}
, (5)
where ∂j = ∂/∂ϕj , and, { Aˆ, Bˆ} = AˆBˆ+ Bˆ Aˆ is the anticommu-
tator. Given that the qfi is known, a generalisation of Eq. (1)
leads to the multivariate quantum Cramér-Rao bound (qcrb).
Together, the multivariate bounds are summarised by
νTr[RΣ(ϕ˜)] ≥ Tr [RF (ϕ)−1] ≥ Tr [RI(ϕ)−1] . (6)
In addition to declaring fundamental bounds to estimate pre-
cisions allowed by quantum mechanics, quantum metrology
addresses how these bounds can be approached. Saturating
the qcrb requires equality in both the classical and quantum
bounds in Eq. (6). Saturating the ccrb requires the use of
an efficient, unbiased estimator that minimises the variance
of parameter estimates [20]. For the single and multiple pa-
rameter cases, the ccrb is saturated in the asymptotic limit,
ν → ∞, using the maximum likelihood estimator [45]. De-
velopments pertaining the asymptotic saturability with finite ν
have been investigated in the literature [46, 47], although the
performance of different probes changes the non-asymptotic
regime [48]. The performance of simultaneous metrology
schemes are matched with separate schemes, and hence com-
patible, if and only if there are no statistical correlations be-
tween estimators [49]. This ensures that off-diagonal elements
of the covariance matrix of unbiased estimates reduces to zero,
such that imperfect knowledge of one variable does not nega-
tively impact the precision of estimating another [18].
Attainability of the qcrb is achieved for measurements that
make the cfi equal to the qfi. Measurements that achieve this
equality are referred to as optimal. The single parameter qcrb
is always saturable in the asymptotic limit, with optimal mea-
surements given by the projection onto the eigenbasis of the
sld; Xˆ = I−1L [6, 20, 50]. Implementation of this observable
is generally difficult since it may depend on the exact values
of the parameters ϕ, which are assumed unknown. Adap-
tive measurement schemes that change the observable with in-
creasing information on the parameters’ true value have been
suggested [51, 52].
The multiparameter qcrb is generally not saturable. This is
a consequence of the potential incompatibility of optimal mea-
surements for each parameter. Asymptotic saturability of the
bound is achieved if the sld associated with parameters ϕj and
ϕk commute. This sufficiently proves the existence of an opti-
mal measurement constructed from the common eigenbasis of
the slds. Even for non-commuting slds, a weaker (sufficient
and necessary) condition for asymptotically attainable qcrb
is [9, 18, 53]
Tr
[
ρ(ϕ) [L j,Lk ] ] = 0, (7)
where [Aˆ, Bˆ] = AˆBˆ−Bˆ Aˆ is the commutator. Alternative figures
of merit for precision estimation besides the qcrb have been
used in multiparameter metrology [7, 54]. In this work, we
use the qcrb metric in Eq. (6).
Different formulations of the qfi have been used in the lit-
erature. Braunstein and Caves introduced the superoperator
sld to capture the dynamics of the state ρ(ϕ). Although
the slds give the optimal measurements, their explicit ex-
pressions are generally difficult to obtain. This formalism is
also not suited to performing the two-step optimisation of the
cfi over optimal input probe states and optimal estimators for
noisy processes [21]. Instead, the Kraus representation ismore
adept at describing general quantum channel operations [55].
However, the Kraus decomposition of the quantum channel
is non-unique. This causes the qcrb to be non-unique and
proving the achievability of the bound is difficult [22]. In this
work, we describe dynamics of the state through the system
Hamiltonian. This formulation provides convenient attributes.
First, the generator captures the dynamics of the parametrisa-
tion process of the state and is basis independent. This allows
easy evaluation of the qcrb for different input probe states.
Second, the qfi depends only on the generator and the initial
states. Finally, entanglement between specific eigenstates of
the generator can be used to construct an optimal state which
maximises the qfi [5]. In the following section, we intro-
duce this formalism and how to determine the generator of
translations for the vector of parameters ϕ.
III. GENERATOR FORMALISM FOR QUANTUM
METROLOGY
In this section we review the generator formalism of the qcrb.
We find that the qfim and hence the qcrb depends only the
initial probe states and the generator of translations in the
parameters ϕ. A natural question that arises concerns the
form of the generator. Hamiltonians which are parameterised
by simple multiplicative factors have received much of the
attention in this field [1, 20, 53, 56]. In this case, the genera-
tor of translations are parameter independent and are just the
Hamiltonian. In this work, we consider more general forms
of parameter-dependent generators due to its wider applica-
bility in quantum parameter estimations. This arises when
the parameters appear as different orders in the eigenvalues
and/or eigenvectors decomposition of the Hamiltonian. This
scenario is less developed, with a few authors considering gen-
eral parameterisations of Hamiltonians. With this motivation,
in subsection III A we generalise the approach developed by
Pang and Brun [39], and Wilcox [57] to derive the form of
the generator for arbitrary Hamiltonian parameterisations for
multi-parameter estimations. Once the form of the generator
is established, we are able to determine the multi-parameter
qfim. How this is achieved is summarised in subsection III B.
4A. Multiparameter generators for arbitrary parameterisations
Consider evolving a quantum state ρ(0) by some system
Hamiltonian, Hˆ(ϕ). For the quantum channel illustrated
in Fig. 1, the input probe state is evolved according to
Λ[ρ(0)] = Uˆ(ϕ)ρ(0)Uˆ†(ϕ) with
Uˆ(ϕ) = exp
[
−iHˆ(ϕ)
]
≈ exp [−iGˆδϕ> + O(ϕ2)] , (8)
where we assume that we can linearise the unitary in ϕ. Our
objective is to find the form of the generator Gˆ such that the
unitary can be written approximately in the form shown in
Eq. (8). The initial probe state is chosen so as to maximise
its sensitivity to changes in ϕ. Under infinitesimal changes to
the parameterisation, this sensitivity may be characterised by
the following Taylor expansion to second order of the evolving
unitary
Uˆ(ϕ + δϕ) ≈ Uˆ(ϕ) + ∇ϕUˆ(ϕ)δϕ> + 12δϕHδϕ
>, (9)
where the parameter derivative vector∇ϕ and Hessian matrix
H have the elements[∇ϕUˆ(ϕ)] j = ∂jUˆ,
[H(ϕ)]jk = ∂j
[∇Uˆ(ϕ)]
k
= ∂2jkUˆ(ϕ),
(10)
with ∂j = ∂/∂ϕj and ∂2jk = ∂2/∂ϕj∂ϕk . The parameter
derivative vector differentiates the unitary with respect to each
element of the parameter estimates ϕ, which may generally
correspond to different observables. This is a subtle, but im-
portant, distinction with the gradient vector ∇, which differ-
entiates a function with different variables of the same observ-
able. To maintain full generality, we do not specify ϕ at this
stage. Hence, we are unable to define the inner product of the
operators in Eq. (10) to determine their Hermitian conjugate.
Hence we write
Uˆ(ϕ + δϕ)† ≈ Uˆ†(ϕ) +
(
∇ϕUˆ(ϕ)
)†
δϕ> +
1
2
δϕH†δϕ>,
(11)
For unbiased estimators, the data average in the asymptotic
limit will give the true value ϕ. The general objective of
finding a measurement and estimator with highest sensitivity
to small variations inϕ then justifies taking the approximation
‖Rδϕ‖  1. This implies that δϕHδϕ> ≈ 0, such that the
unitary in Eq. (9) and Eq. (11) may be truncated to first order
in δϕ. By considering the sensitivities of the initial probe state
to infinitesimal changes in ϕ, we are able to find the generator
of translations in ϕ. Hence
ρ(ϕ + δϕ) =
(
1 + ∇Uˆδϕ>Uˆ†
)
ρ(ϕ)
(
1 + Uˆ∇Uˆδϕ>
)
,
≈ exp [−iGˆδϕ>] ρ(ϕ) exp [iGˆ†δϕ>] , (12)
where elements of the local generator of parameter transla-
tions, Gˆ, are given by[
Gˆ(ϕ)]
j
= Gˆ j = i[∂jUˆ(ϕ)]Uˆ†(ϕ). (13)
The derivative of the exponential operator, Uˆ, is given by
Duhamel’s formula
∂jUˆ = −i
∫ 1
0
dα exp
[
−i(1 − α)Hˆ
]
∂jHˆ exp
[
−iαHˆ
]
,
= −iUˆ Aˆj = −i AˆjUˆ,
(14)
where Aˆj(ϕ) is a Hermitian operator defined by the integral
equation determined from Eq. (14). By combining Eq. (14)
with Eq. (15), we find an integral equation representation for
the generator of translations
Gˆ j = Aˆj =
∫ 1
0
dα exp
[
−iαHˆ
]
∂jHˆ exp
[
iαHˆ
]
. (15)
A number of properties of the local generator immediately
follow from this. First, it’s Hermicity can be confirmed from
Eq. (15) (Appendix A) which is demanded for the state evolu-
tion expressed in Eq. (12) to remain valid. Second, we notice
that Hˆ is not necessarily equivalent to Gˆϕ> in general as ex-
pected. An equality is only valid when the Hamiltonian has
multiplicative dependence on the parameters ϕ. Specifically,
for Hamiltonian tomography Hˆ(ϕ) = ∑j ϕjHˆj , we recover
Gˆ j = Hˆj . Third, despite our second observation, it is clear
from Eq. (14) that the generator of translations in ϕj commutes
with the unitary describing the channel evolution, [Gˆ j, Uˆ] = 0.
This maintains conservation of the physical observable corre-
sponding to the generator. Further, the generators of different
parameters do not commute in general.
We turn our attention to the solution of the integral equa-
tion for Gˆ j . We follow the method first proposed in [57].
This recasts the integrand Y (α) of Eq. (15) as a first or-
der differential equation and introduces the super-operator
Hˆ Y (α) = [Hˆ,Y (α)]. Operationally, since this only depends
on the operator Hˆ , we are able to write the solution to
Eq (15) in terms of its eigenvalues and eigenvectors. Hence,
we assume that Hˆ has ng unique eigenvalues, each with
value Ej , j ∈ [1, ng] and degeneracy dj such that the cor-
responding eigenvectors are |E (k)j 〉, k ∈ [1, dj] satisfying〈E (β)α |E (δ)γ 〉 = δαγδβδ . The Hamiltonian is then diagonal in
this basis such that
Hˆ(ϕ) =
ng∑
j=1
d j∑
k=1
Ej(ϕ)
E (k)j (ϕ)〉 〈E (k)j (ϕ) , (16)
where we allow both the eigenvalues and eigenvectors to de-
pend on ϕ. The resulting local generator of translations was
solved in [39], which we generalise for multiple parameters to
give (Appendix B)
Gˆ j(ϕ) =
ng∑
k=1
∂jEk Pˆk + 2
∑
k,l
dk∑
m=1
dl∑
n=1
exp [−i(Ek − El)/2]
× sin
[
Ek − El
2
] 〈
E (n)
l
∂jE (m)k 〉 E (m)k 〉 〈E (n)l  ,
(17)
where Pˆk =
∑
j |E (j)k 〉 〈E (j)k | is the projector onto the Ek-
eigenspace of Hˆ(ϕ). The same result can be obtained by use
5of the Baker Campbell Hausdorff (bch) formulae on Eq. (15)
(Appendix C). This approach represents the solution as an infi-
nite series of nested commutators between Hˆ and ∂jHˆ . From
Eq. (17), we observe that finding the generator is in general
a difficult implicit problem since it requires the spectral de-
composition of the Hamiltonian Hˆ . Checking for consistency,
we verify that for multiplicative factors we obtain the expected
deduction Gˆ(ϕ) = ϕ∑k Ek Pˆk = ϕHˆ , and, that the generator
is Hermitian. This circumvents common methods, such as
restricting the domain of the parameters ϕ, or multiplying by
the imaginary unit, to ensure Hermiticity or self-adjointness of
operators. The form of the generator in Eq. (17) implies that
the qfi can be separated into two parts. The first part is due
to the dependence of the eigenvalues on ϕj , and the second
due to the dependence of the eigenstates on ϕj . Increasing the
channel qfi can be achieved by enhancing the sensitivity of the
generator through additional terms in the Hamiltonian Hˆ [38].
Specifically, for time evolutions with parameter independent
eigenvalues, Eq. (17) exhibits a periodic time dependence of
the channel qfi [39]. Generally, this alone does not saturate
the Heisenberg limit precision, but has been shown to with use
of feedback controls [58, 59].
B. Quantum Fisher information matrix
In this subsection, we clarify the form of the qfim for multipa-
rameters with generalised Hamiltonian evolutions. We start by
considering the spectral decomposition of the evolved probe
state
ρ(ϕ) =
D∑
j=1
%j(ϕ)
%j(ϕ)〉 〈%j(ϕ) , (18)
where D = dim[supp(ρ(ϕ))] is the dimension of the support
of ρ(ϕ). We generalise the result for the qfi in [60] to multiple
parameters
[I]mn =
D∑
j=1
4pj
[
Cov
( ®∂m, ®∂n)]
j
−
D∑
j,k
8pjpk
(pj + pk)
〈
%j
 ®∂m %k〉 〈%k  ®∂n %j〉 , (19)
where {m, n ∈ Z|1 ≤ m, n ≤ D} define the elements of the qfi
matrix elements, the arrows above the derivatives indicate the
direction of operation, such that ( ®∂j |%k〉)† = 〈%k | ®∂ j , and, the
covariance matrix of the generators on the j th-eigenstate of the
initial state in Eq. (19) is defined as[
Cov
( ®∂m, ®∂n)]
j
=
1
2
〈
%j
( ®∂m ®∂n + ®∂n ®∂m) %j〉
−
〈
%j
 ®∂m %j〉 〈%j  ®∂n %j〉 . (20)
Despite unitary evolution of the probe, the qfim may de-
pend on the parameters ϕ, I = I(ϕ). We can easily re-
write the qfim in terms of the generator by realising that
|∂j %(ϕ)〉 B ∂jUˆ(ϕ) |%(0)〉 = −iGˆ j |%(ϕ)〉. Given the Her-
micity of the generators, it suffices to replace both ®∂ j and®∂j with Gˆ j in Eq. (19) to obtain a general qfim for arbitrary
unitary channel evolutions. This is the form of the qfim used
in this work. We also observe that only for pure states, the
qfim can be written as the covariance matrix of the generators
[I]mn = 4Re
[ 〈%|GˆmGˆn |%〉 − 〈%|Gˆm |%〉 〈%|Gˆn |%〉 ] . (21)
Note that although the form of the qfim in Eq. (19) holds for
probe states of arbitrary ranks, diagonalising a Hamiltonian of
increasing rank is generally increasingly difficult.
For completeness, we can intuitively relate the Hamiltonian
formalism of the qfimwritten in Eq. (19) to the sld formalism.
We note that from Eq. (5), the sld describes the quantum
dynamics of the system ρ(ϕ). Unitary dynamics are generally
given by the von-Neumann equation
[∂j ρ(ϕ)]kl = (∂j %k)δkl + (%l − %k)〈%k |∂j %l〉. (22)
where we defined [∂j ρ(ϕ)]jk B 〈%j |∂j ρ(ϕ)|%k〉, used the fact
that ∂j 〈%k |%l〉 = 0, and where we have dropped explicit depen-
dence onϕ on the rhs. Similarly, by decomposing the implicit
definition of L in the eigenbasis of the state and combining
with Eq. (22), we obtain
[L j]kl =
2(∂j %k)δkl
%k + %l
+
2(%k − %l)〈∂j %k |%l〉
%k + %l
, (23)
where |∂j %(ϕ)〉 B ∂jUˆ(ϕ) |%(0)〉. Note that for a pure state,
this reduces to L j = 2∂j ρ(ϕ) as expected. Since Gˆ j(ϕ) , Hˆ
for non-multiplicative parameterisations, we are prohibited us
from writing the von-Neumann equation in Eq. (22) in a more
recognisable manner.
To conclude this section, we have provided a generalisation
of the generator for multiparameter estimations. With this, the
qfim can be used as a figure of merit from in Eq. (19) and
the sld in Eq. (23) to question of saturability with optimal
estimators. In the next subsection, we use the Hamiltonian
formalism to determine how well we can detect deformations
introduced to a grid of emitters. We also address how the grid
configuration can be chosen to enhance the sensitivity of the
qfim.
IV. QUANTUMMETROLOGY OF GRID DEFORMATIONS
In this section, we apply theHamiltonian formalism introduced
in the previous section to determine how well different spatial
deformations of grids of photon emitters may be detected. One
method of gauging how well deformations may be detected is
to estimate the change in source positions by tracking changes
to the emitted signature of the grid. We use the qcrb as the
metric that describes the performance of our ability to estimate
different deformations introduced to the grid and to define the
ultimate theoretical precision bounds. This problem is iso-
morphic to source localisation which has been of considerable
interest in the literature [61–64]. In the following, we work
in the near-field regime, which defines the region of the elec-
tromagnetic field adjacent to the sources. This omits the need
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FIG. 2: A grid of s = 6 sources distributed in a (3× 2) configuration,
each with bi-variate Gaussian spatial profile, and source separation
distances dx = 4, dy = 4 (arbitrary units). The projected probability
distributions onto the xz and yz planes are illustrated by P(x) and
P(y) respectively. We assume that the sources are independent and
identically distributed (iid) such that covariance matrix of the emitted
light in the near field is diagonal in the chosen basis. Any deforma-
tions introduced to this grid affects only the expected positions of the
emitters whilst preserving the source covariances. This is demanded
since any deformations should not change the emitters nature.
to propagate the emitted field to an alternative far-field region,
allowing us to better concentrate on the source localisation
problem.
Consider a two dimension grid of s photon emitters arranged
in a (N × M) configuration as illustrated in Fig 2. Homoge-
nous deformations introduced to the grid of sources will affect
the expected mean positions of each source, not their covari-
ances. By tracking these changes we hope to make an estimate
of the type of deformation the grid has been subjected to.
The expected position of the jth source, µj = (µjx , µjy )>,
j = {1, 2, . . . , s}, is chosen to be symmetric about the grid
centre O such that
µjx =
[
Mod [ j − 1, N] −
(
N − 1
2
)]
dx,
µjy =
[⌈
j
N
⌉
−
(
M + 1
2
)]
dy,
(24)
where Mod[a, b], {a, b} ∈ R, defines the modulo operation
that returns remainder of the division a/b, dae = Ceiling[a]
returns the smallest integer that is greater than or equal to a,
dx and dy define the source separation distance in the x and
y direction respectively. The convention chosen for labelling
emitters j is from bottom left to top right, with increasing j
running along the rows. We now assume that the jth-source
emits nj photons, each with a bi-normal spatial distribution
with mean position µj and covariance matrix Σ j . In what
follows, we reserve bold typesetting for tuples. Then, the
distribution of each emitted photon may be described by the
first and second moments according to
f (rj,µj) = 12pi |Σ j |1/2
exp
[
−1
2
(rj − µj)>Σ j(rj − µj)
]
,
(25)
where
Σ j =
(
σ2jx ρσjxσjy
ρσjxσjy σ
2
jy
)
, µj =
(
µjx , µjy
)>
, (26)
and ρ is the correlation coefficient between x and y. The pure
state describing the emitted light from the initial undeformed
grid of s iid sources in the near field may then be written as
|Ψ(0)〉 =
∫
dRn f (R,M )n/2aˆ†(R)n |0〉 , (27)
where dR =
∏s
j=1 dr
n j
j , f (R,M )n =
∏s
j=1 f (rj,µj)n j is the
mode function with which the state is normalised, |0〉 = |0〉⊗s
is the global vacuum state (i.e., no excitations in any mode),
and, aˆ†n(R) = ∏sj=1 aˆ†n jj (rj) is the multimode creation oper-
ator composed of tensor products of creation operator on the
Fock space of the jth source, aˆ†j (rj). These creation operators
do not have explicit time dependence. From its Heisenberg
equation of motion, we may write the position dependent cre-
ation operator as
bˆ†j (rj) =
∫
dkj aˆ
†
j (kj) exp
[
irjkj
]
, (28)
Substituting Eq. (28) into Eq. (27) and using the definition of
the mode function f , we write the state in the Fourier domain
as
|Ψ(0)〉 =
∫
dKn ϕ(K,M )n/2aˆ†(K)n |0〉 , (29)
where the mode profile function ϕ is
ϕ(kj) =
√
2σ2jxσ
2
jy
pi
(1 − ρ)1/4 exp
[
ik>j µj − kjΣ jkj
]
, (30)
which differs from the characteristic function of f owing to the
square root of the binormal Gaussian distribution in the state
definition in Eq. (27). Grid deformations will have the effect
of parameterising the initial probe state ρ(0) by changing the
expected source positions µj to µ˜j .
The complexity of the calculation depends on how the grid
deformation, F , parameterises the generator. The case for
multiplicative factors such as grid stretching, was considered
in [61]. In that work, the qfi was used to estimate the source
separation distance d = (dx, dy). The generator for d used
there was
Gˆ = −
∑
j
∫
dkjΛjV >j nˆ(kj), (31)
with Λj = diag(µjx , µjy ), Vj = (F > − 1)k>j , nˆ is the number
operator, and, Gˆ = (Gˆdx , Gˆdy )> generates dynamics in the
source separation distances. We note that this is a self-adjoint
operator. For an array of equidistant sources, the generator be-
comes Gˆ = ξ
∑N
j=1 µ
′
j
∫
dk j k j nˆj(k j) and this system has been
explored metrologically in [61]. In this work, we consider
applying a wider range of homogeneous and inhomogeneous
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(a) Composite stretching.
ϑ
(b) Rotation.
(c) Composite shear. (d) Inhomogenous.
FIG. 3: (Colour online). This figure illustrates different deformations
of the grid of Gaussian distributed sources shown in Fig 2. The de-
formed grids are shown with orange sources, and compared with the
original-undeformed grid shownwith blue sources. The central black
dot defines the grid centre O. In Fig. 3a we consider a composite
stretching which provides a platform for multiparameter estimation
of the unit-less multiplicative factors α and β. In Fig. 3b we consider
rotations about the grid centre O. Whilst this is a single parameter
estimation, it is not a simple multiplicative factor. Fig. 3c represents
a grid shear, and in Fig. 3d, we consider a position dependent in-
homogeneous (non-linear) deformation, where the x-coordinates are
transformed to x′ = x exp(y/γ) for γ ∈ R.
deformations to a two dimensional grid of sources and eval-
uating their impact on the qfi. By determining how the qfi
changes with different deformations, we can track changes to
the source coordinates in the grid and apply corrective mea-
sures to negate the effects of the deformation. This would also
enable evaluation of stresses and strains in materials when de-
formed. Fig 3 illustrates the types of grid deformations that
we would like to consider in this section.
Recall that the form of the unitary that parameterises the po-
sition of a grid of s sources in terms of some parameterisation
is
Uˆ(ϕ) = exp
[
−iHˆ(ϕ)
]
, (32)
where,
Hˆ(ϕ) = −
s∑
j=1
∫
dkj
(
kju
>
j (ϕ)
)
nˆj(kj). (33)
By inspection of this generator, the Fock-basis is suitable to
span this operator. Defining the eigenvectors as
|n〉 ≡ |n1(k1), . . . , ns(ks)〉 , (34)
then from the eigenvalue problem Hˆ(ϕ) |n〉 = E(ϕ) |n〉, we
obtain
E(ϕ) = −
s∑
j=1
nj
∫
dkj
(
kju
>
j (ϕ)
)
(35)
for the corresponding eigenvalues. Since the eigenvectors have
no dependence on the parameter to be estimated, we have that
the generator of translations in deformation [ϕ]j = ϕj is
Gˆ j =
ng∑
k=1
∂jEk |n〉 〈n| . (36)
This generator is Hermitian and has units of momentum. This
is expected since the grid sources undergoes spatial transla-
tions according to some deformation F . For any homogenous
deformation, there is no net translation of the sources about
the grid centre, O (see Fig. 3). This suggests that 〈Gˆ j〉 = 0,
which can be confirmed through directly calculation. Hence,
the qfim for a pure state becomes[IQ]
mn
= 2
〈
GˆmGˆn + GˆnGˆm
〉
= 4
〈
GˆmGˆn
〉
. (37)
The second equality on Eq. (37) used a further property of the
generators: [Gˆm, Gˆn] = 0, which is trivial to see fromEq. (36).
Using the definition of the state |Ψ〉, we can calculate the qfi,
which yields
[IQ]
mn
=
s∑
j=1
n2j
(1 − ρ2)
{
(∂mu jx )(∂nu jx )
σ2jx
+
(∂mu jy )(∂nu jy )
σ2jy
− ρ
[(∂mu jx )(∂nu jy ) + (∂mu jy )(∂nu jx )]
σjxσjy
}
.
(38)
We note that the qfi depends only on the properties of the
probe state and the grid configuration. This suggests it may be
possible to modify both properties to maximise the sensitivity
of the qfim to changes in ϕ. We explore this possibility in the
following material. The result detailed in Eq. (38) is central
to the paper since it completes the metrology approach for
grid deformations. It is valid for all possible deformations.
For non-homogenous deformations, the deforming matrix will
also depend on the source index number j,
u>j = Fjµ
>
j . (39)
This significantly increases the computation time so in the re-
mainder of this paper, we limit our treatment to homogenous
deformations. This is the set of affine deformations [42, 65],
composed entirely of linear transformations such as rotations,
shear, and, composite stretches. In this instance, the defor-
mation matrix is the same for all emitters in the grid. To
proceed further, we must consider specific parameterisations.
In the following sub-sections, we consider different grid de-
formations and use the Hamiltonian approach to calculate the
precision of detecting changes introduced to the grid. We first
check that the formalism works for deformations with multi-
plicative parameterisations of the Hamiltonian, such as grid
stretching and shearing, before considering the simplest non-
multiplicative parameterisation resulting from grid rotations
about any chosen axis.
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FIG. 4: (Colour online). Diagonal elements of the qfim for a com-
posite stretching deformation of the grid (illustrated in Fig 3a) as a
function of the grid size N (x-axis) and M (y-axis), with dx = 1m,
dy = 2m, ρ = 0.5, and σjx = σjy = σ = 300nm—typical of photons
from quantum dots. The zero off-diagonal elements is a consequence
of assuming iid sources along the grid. From Fig. 4a, we verify that
the qfi for the stretching factor α along the x-axis increase as the grid
size increases. Increasing the number of emitters along the stretching
direction is favoured for this. This recovers the same finding in [61].
Fig. 4b demonstrates similar conclusions for the qfi for β.
A. Grid stretching and shearing deformations
We start by first considering the simplest grid deformation.
The stretching shown in Fig 3a stretches the grid by a factor α
in the x-direction and factor β in the y-direction. Each source
in the grid is deformed according to the same deformation
matrix described by
Fstretch =
(
α 0
0 β
)
, (40)
This is a multiplicative, bi-variate estimation scheme. We
would like to determine how the qfi behaves with changing
ϕ = (α, β). Using Eq. (38) and Eq. (39), the (2 × 2) qfim can
be written as [IQ]
kl
=
s∑
j=1
q2jAklµjk µjl
σjkσjl
, (41)
where qj is the number of photons emitted by each source,
Akl = δkl/(1 − ρ2) − ρ(1 − δkl) with k, l = {α, β}, s is the
total number of sources, and where we assumed each source
has the same standard deviation in the ordered basis for the
grid, σjx = σjy = σ. We note that the only source depen-
dence of the qfim arises from the expected mean positions of
the emitters. All other terms detail the properties of contin-
uous variable Gaussian states for each source, and factorise
out of the summation since we assume each source is iid, and
are subject to the same deformation F . This greatly simpli-
fies the calculation of the qfim, whose diagonal elements are
illustrated in Fig 4. We observe that the qfim is independent
of ϕ, which is entirely a consequence of the multiplicative
parameterisation of the Hamiltonian Hˆ . However, we are still
able to maximise the sensitivity of the qfi by adjusting the
grid configuration. To understand how, we provide an analytic
expression for the diagonal elements
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FIG. 5: (Colour online). qcrb along the N = M slice of the contour
plots in Fig. 4. The black solid line illustrates the qcrb for α and
the red dashed line for β. For a square grid, N = M , the relative
difference between the estimate variances is accounted for by the
fraction of source separations distances in the x and y directions,
according to Eq. (43). Along this plane, we choose dx = 1, dy = 2
(and observe a constant factor 4 difference between the two lines).
[I]αα =
d2xs(N2 − 1)
12σ2(1 − ρ2), [I]ββ =
d2y s(M2 − 1)
12σ2(1 − ρ2) . (42)
It is clear from this that maximising the sensitivity of the
qfi is achieved by increasing the number of emitters along
the same direction as the grid stretching is performed, for
identical number of total sources, s. This is in agreement
with results obtained in [61]. Further we note that the qfi for
α is effectively just the mirror image of the qfi for β, with
the mapping N ↔ M , which can also be observed from the
contour plots in Fig. 4. The ratio,R, of the diagonal elements
R =
(
dx
dy
)2 N2 − 1
M2 − 1, (43)
provides a clear instructive guide for maximising either the
qfi for α or for β, by controlling the grid configuration. To
illustrate this, we plot the qcrb along the N = M plane of the
contour plots for the stretching deformation in Fig. 5.
The results discussed for composite grid stretching can im-
mediately be applied to grid shearing, since they both parame-
terise the Hamiltonian with similar multiplicative factors. The
composite grid shear illustrated in Fig. 3c, can be described by
a shear in the horizontal direction with factor ι and factor κ in
the vertical direction. The deformation matrix for each source
along the grid is then described by
Fshear =
(
1 ι
κ 1
)
. (44)
The generator of translations in ϕ = (ι, κ) has the same form
as that for the composite stretching, except for an interchange
of basis. The consequence of this is that the qfi for ι is exactly
that shown in Fig. 4b. Similarly, the qfi for κ is that shown in
Fig. 4a.
9B. Grid rotations
In this subsection, we consider the rotation map illustrated in
Fig. 3b. For rotations in the counterclockwise direction, the
expected position of each emitter transforms according to the
deformation matrix
Frot =
(
cos(ϑ) − sin(ϑ)
sin(ϑ) cos(ϑ)
)
. (45)
The transformed expected emitter positions then satisfy the fol-
lowing properties: ∂ϑ u˜ jx = −u jy and ∂ϑ u˜ jy = u jx . Estimating
the rotation angle ϑ is a single parameter estimation protocol,
only with a non-multiplicative factor of the Hamiltonian. Our
expression for the qfim written in Eq. (38) accounts for this.
From the properties of the transformed source positions, we
calculate the qfi to be[IQ]
ϑ
=
s∑
j=1
n2j
(1 − ρ2)
(
u2jx
σ2jy
+
u2jy
σ2jx
+
2ρu jxu jy
σjxσjy
)
, (46)
For consistency with the preceding subsection, we assume
each source has the same standard deviation in the ordered
basis of the grid, σjx = σjy = σ. Then using the properties
of the ceiling function and the modulo operation, we compute
this sum to provide the following, more informative expression
of the qfi,[IQ]
ϑ
=
s
12σ2(1 − ρ2)
{
d2x(N2 − 1)[1 + ρ sin(2ϑ)]
+ d2y(M2 − 1)[1 − ρ sin(2ϑ)]
}
.
(47)
From this form, we observe two contributions to the qfi for
arbitrarily chosen grid configurations and source properties
(specifically the correlation coefficient, ρ and covariance ma-
trix). The first provides a constant offset of the qfi and may
be enhanced by increasing the number of emitters in the grid
in either direction. Alternatively, for the same number of
emitters, s, the qfi may be enhanced by increasing the mutual
source separation distances. The second contribution provides
an oscillatory dependence of the qfi on ϑ, which emerges only
when the following criteria are met
ρ , 0, and, d2x(N2 − 1) , d2y(M2 − 1). (48)
The first requirement is on the source properties and the second
on the grid configuration. Provided both criteria are met, then
from Eq. (47) it is clear that the amplitude of the oscillatory
behaviour may be enhanced by choosing a grid configuration
with N > M for positive ρ, and N < M for negative ρ. The
interplay between the requirements for a constant qfi can be
clearly illustrated by the qcrb. From the inverse of Eq. (47),
the qcrb is shown in Fig. 6. We note that if the requirements
in Eq. (48) are not met, the qfi can be made independent of
the rotation angle ϑ. The qcrb is then attainable without the
use of adaptive strategies.
V. CONCLUSIONS AND DISCUSSIONS
In this work, we have developed a framework for detecting
deformations applied to arbitrarily sized grid of sources. This
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FIG. 6: (Colour online). The qcrb for a grid composed of s = (n×m)
source configuration undergoing a rotation about the centre O, with
dx = 1m, dy = 2m, correlation parameter ρ = 0.5, and, σjx = σjy =
σ = 300nm. We observe a greater precision of detecting the rotation
as the number of sources in the grid increases. The amplitude of the
oscillatory behaviour can be made more pronounced by re-arranging
sources such that N > M for positive ρ, and N < M for negative ρ.
Further, we note that since rotations form a homogeneous deformation
about the grid centre, a period of pi is observed in the variation of the
qcrb.
finds many important practical applications in engineering.
Our formalism allows the detection of stresses and strains
subjected to materials, which provides the ability to prevent
fractures before they eventuate. By tracking changes to the
expected source positions during an applied deformation, our
work is an analogue of the source localisation problem. This
problem has recently received considerable research interest
from theLaser InterferometerGravitational-WaveObservatory
(ligo) collaboration, who currently use triangulation results to
localise signals radiating from compact binary coalescences.
On the theoretical side, our formalism is the first to estimate the
nature of deformations by use of quantum metrology, whilst
maintaining full generality for unitary channels evolutions.
Our approach uses the quantum Fisher information qfi as a
figure of merit to estimate the type of deformation being ad-
ministered to the grid. The sources comprising the undeformed
grid are taken to be stationary, identical and independently dis-
tributed (iid) in a uniform manner with constant x-separation
distance dx , and y-separation dy between neighbouring emit-
ters. We model the jth source with a bi-normal spatial profile
centred on µj . Any deformation exacted affects only the ex-
pected source positions and not their covariances. This is
physically motivated, since the nature of the sources should
not be altered in the process. Then, the application of general
deformations on the initial grid can be viewed as a unitary
process, with grid dynamics described by the Hamiltonian Hˆ .
To ensure full generality, we allow the vector of parameters,
ϕ, that fully describes the applied deformation, to appear as
arbitrary parameterisations of both the eigenvalues and eigen-
vectors of Hˆ . We solve the local generator of translations in
ϕ, which is a generalisation of the result derived in [39] to
multi-parameter quantum metrology.
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For the grid metrology formalism presented here, only the
eigenvalues of the Hamiltonian depend on the vector of pa-
rametersϕ, encoding information on the applied deformation.
The generator describing dynamics in the parameters reduces
to the set of commuting operators
Gˆ j =
ng∑
k=1
∂jEk |n〉 〈n| . (49)
From this and the iid property of the sources—which permits
each source to be treated in its individual Hilbert space—we
derive the qfim from generator co-variances. Our expression
of the qfim holds for any general grid deformation. We provide
example applications to homogenous deformations, comprised
of linear combinations of rotations, shearing, and, composite
stretches. For composite grid stretches and shears, the defor-
mation parameterises the Hamiltonian with the multiplicative
factors (α, β). Since the factor stretch in each direction is in-
dependent, the qfim is diagonal. If a material is understood to
be susceptible to fracture due to stretching along a specific di-
rection, the sensitivity of qfimay be maximised by increasing
the number of emitters along the direction in which the grid
stretching eventuates, for an identical number of total emitters,
s. The optimal grid configuration then becomes an array of
sources, which is in agreement with results obtained in [61],
where the source optimisation problem was considered for en-
hancing estimates of source separation distances in stretched
arrays.
We also considered non-multiplicative Hamiltonian param-
eterisations resulting from grid rotations about any chosen
axis. Oscillatory dependence of the qfi, that permit estimates
on the amount of rotation, surfaces for particular grid config-
urations satisfying d2x(N2 − 1) , d2y(M2 − 1) and for non-zero
correlation coefficient ρ of the bi-normal spatial source distri-
butions.
A natural extension of the work considered here would be to
consider the qfi in the far-field. The need for spatially propa-
gating the field was circumvented here by working in the near
field of the sources. This wouldmotivatemore realisticmodels
and lead to the concept of the quantum Fisher information over
a subset in space. Additionally, our formalismprovides thema-
chinery for non-commuting generators, multi-parameters, and,
arbitrary parameterisations of the Hamiltonian. Since, the full
extent of this formalism is not taken advantage of with quan-
tum metrology of grid deformations, this would be fruitful
future work.
VI. ACKNOWLEDGMENTS
This research was funded by the DSTL Quantum 2.0 Tech-
nologies Programme.
Appendix A: Hermicity of generators
The local generator of translations in ϕj was found in Eq (15)
to have the form
Gˆ j =
∫ 1
0
dα exp
[
−iαHˆ
]
∂jHˆ exp
[
iαHˆ
]
. (A1)
The Hermitian conjugate of the operator requires knowledge
of (∂jHˆ)†. Since Gˆ j governs local dynamics in ϕj we write
i∂j |ψ〉 = Gˆ j |ψ〉 . (A2)
Spectrally decomposing Hˆ using the complete ortho-normal
basis {pj, |ψj〉}, differentiating with respect to ϕj and using
Eq. (A2) we recover the Von Neumann equation
dHˆ
dϕj
= ∂jHˆ − i
[
Gˆ j, Hˆ
]
. (A3)
The first term is the eigenvalue dependence on the parameter
and is Hermitian. Since (djHˆ)† = djHˆ then it follows that
Gˆ†j = Gˆ j .
Appendix B: Derivation of generator
The integral operator equation for the local generator of trans-
lations in ϕj in Eq. (15) has been solved in [39, 57]. We
generalise the result for multi-parameter estimation variables.
Defining the integrand as Yˆm(β), then we have the first order
differential equation
∂βYˆm(β) = −i
[
Hˆ, Yˆm(β)
]
= −iHˆ [Yˆm(β)] , (B1)
where Hˆ is the Hermitian superoperator of Hˆ defined by
Hˆ [Oˆ] = [Hˆ, Oˆ], and the initial condition is Yˆm(0) = ∂mHˆ . In
Eq. (16), we defined the Hamiltonian Hˆ to have ng unique
eigenvalues Ej , j ∈ [1, ng], with degeneracies dj , and corre-
sponding eigenvectors |E (k)j 〉, k ∈ [1, dj]. Hence, we write the
superoperator Hˆ as
Hˆ (ϕ) =
ng∑
k,l=1
dk∑
i=1
dl∑
j=1
λ
(i j)
kl
(ϕ)Γˆ(i j)
kl
(ϕ), (B2)
with
λ
(i j)
kl
(ϕ) = Ek(ϕ) − El(ϕ),
Γˆ
(i j)
kl
(ϕ) =
E (i)k (ϕ)〉 〈E (j)l (ϕ) , (B3)
andwhere the projectors satisfy Γˆ(αβ)
kl
Γˆ
(γδ)
mn = δlmδβγ Γˆ
(αδ)
kn
. We
can now solve the first order operator differential Eq. (B1) in
this basis by writing Hˆ [Yˆm(β)] = λ(i j)kl Yˆm(β) and using the
initial condition
Yˆm(0) = ∂mHˆ =
ng∑
k,l
dk∑
i
dl∑
j
Tr
[
Γˆ
(i j)†
kl
∂mHˆ
]
Γˆ
(i j)
kl
, (B4)
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to obtain
Yˆm(β) =
ng∑
k,l
dk∑
i
dl∑
j
Tr
[
Γˆ
(i j)†
kl
∂mHˆ
]
Γˆ
(i j)
kl
exp
[
−λ(i j)
kl
β
]
.
(B5)
Note that the zero eigenvalues of the superoperator occur when
k = l with degeneracy r =
∑
j d2j . From the definition of Hˆ in
Eq. (16) and the properties of the projectors Γˆ(i j)
kl
,
Tr
[
Γˆ
(i j)†
kl
∂mHˆ
]
=
{
(∂mEk)δi j for k = l
(Ek − El)〈E (j)l |∂mE (i)k 〉 for k , l
.
(B6)
Substituting Eq. (B5) for the integrand of Eq (17) and conduct-
ing the integration, we obtain the form of the local generator
in the main body of the text.
Appendix C: Alternative approach for deriving generator
In this section we use the Baker Campbell Hausdorff (bch)
identity to solve the integral operator equation for Gˆ j . Note
that this approach is generally better suited for perturbative
solutions for infinite series. The bch for a Hermitian operator
Bˆ and arbitrary operator Aˆ reads
exp
[
µBˆ
]
Aˆ exp
[−µBˆ] = Aˆ + µ [Bˆ, Aˆ] + µ2
2!
[
Bˆ,
[
Bˆ, Aˆ
] ]
+ . . . ,
=
∞∑
n=0
µn
n!
Cn
Bˆ
(Aˆ),
(C1)
for some µ ∈ R and where we have defined Cn
Bˆ
(Aˆ) as the nth–
order nested commutator of Aˆ and Bˆ (note the subscript n
does not refer to a power). Using Eq. (C1) to re-express the
integrand of Eq. (15) and performing the integration, we obtain
Gˆ j = Hˆj − i2!
[
Hˆ, Hˆj
]
− 1
3!
[
Hˆ,
[
Hˆ, Hˆj
] ]
+ . . . ,
=
∞∑
n=0
(−i)n
(n + 1)!C
n
Hˆ
(
Hˆj
)
,
= g
[−iCHˆ ] (Hˆj ) ,
(C2)
where Hˆj = ∂jHˆ and where we defined the generating func-
tion of the expansion coefficients in Eq. (C2) as
g[t] = exp [t] − 1
t
. (C3)
Eq. (C2) is a series solution for the local generator of transla-
tions for the parameter [ϕ]j . It reproduces the adjoint action
series of Duhamel’s formula presented in the main body of the
text. To detail how, we consider the same spectral decomposi-
tion of the Hamiltonian, Eq. (16), used in solving Duhamel’s
formula. Then we have
Hˆj =
ng∑
k=1
d j∑
l=1
[
∂jEk
E (l)k 〉 〈E (l)k  + Ek∂j (E (l)k 〉 〈E (l)k ) ] .
(C4)
Using the resolution of the identity and the orthonormality
criterion of the projectors of the Hamiltonian, the nth–order
nested commutator of Hˆ and Hˆj becomes
CnHˆ = −
∑
a,b,c,d
(Ea − Ec)n+1
E (b)a 〉 〈E (b)a ∂jE (d)c 〉 〈E (d)c  ,
= −
∑
a,b,c,d
(Ea − Ec)n+1Aˆa,b,c,d,
(C5)
for n ≥ 1, where we have collected all summations under the
same sign for brevity, although they are paired such that a, c
sum of distinct eigenvalues and b, d sum over the eigenvector
degeneracies for eigenvalues Ea, Ec respectively, and, where
we introduce the weighted projector
Aˆa,b,c,d =
〈
E (b)a
∂jE (d)c 〉 Γˆ(bd)ac , (C6)
for brevity. Clearly then the nth-order nested commutators cap-
tures the dynamics resulting from the eigenvectors dependence
on ϕ. The zeroth-order nested commutator is, by definition,
the derivative of the Hamiltonian, written in Eq. (C4). By
inspection the first term of Hˆj reproduces the eigenvalue con-
tribution to the local generator of translations Gˆ j written in the
main body of the text. By use of the resolution of the identity,
the eigenvector dependence of Hˆj (second term) is in fact the
result obtained by C0Hˆ , such that
Hˆj =
ng∑
k=1
∂jEk Pˆk + C0Hˆ . (C7)
Our task now is to reproduce the eigenvector dependence of the
generator, so we omit the first term of Hˆj . Then, combining
the result of the nth-order nested commutators in Eq. (C5) and
Eq. (C7) with the series solution of the generator in Eq. (C2),
we have
Gˆ j ∝ i
∑
a,b,c,d
( ∞∑
n=0
[−i(Ea − Ec)]n
n!
− 1
)
A(a, b, c, d),
∝ i
∑
a,b,c,d
(exp[−i(Ea − Ec)] − 1) A(a, b, c, d),
(C8)
where we write the proportionality to indicate our omission of
the term with eigenvalue dependence. By use of the identity
exp[−i(Ea − Ec)] − 1 = −2i exp
[
− i(Ea − Ec)
2
]
sin
[ (Ea − Ec)
2
]
,
(C9)
we arrive at the same form of the local generator of translations
Gˆ j as presented in the main body of the text.
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