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A importância do erro experimental
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Introdução
Na experimentação agrícola,
utiliza-se a análise estatística
devido à presença, em todas as
observações, de efeitos de fatores
não controlados que causam
variação, denominados de erro
experimental. Esses efeitos ocor-
rem de forma aleatória entre as
unidades que receberam os trata-
mentos, não podem ser conhecidos
individualmente e tendem a
mascarar o efeito do tratamento em
estudo, pois têm interferência nos
testes de hipóteses e nos procedi-
mentos para comparações múltiplas
de médias (Steel & Torrie, 1960;
Banzatto & Kronka, 1995).
Cochran & Cox (1978) distin-
guem duas fontes principais que
contribuem para formar o erro
experimental. A primeira é a
variabilidade inerente às unidades
experimentais, produzindo resul-
tados diferentes, embora tenham
sido submetidas a um mesmo
tratamento. A segunda ocorre na
condução do experimento devido à
inexistência de uniformidade da
Resumo – O erro experimental resulta dos efeitos de fatores não controlados que causam variação e ocorrem
de forma aleatória entre as unidades que receberam os tratamentos, não pode ser conhecido individualmente e tem
interferência nos testes de hipóteses e nos procedimentos para comparações de médias. O objetivo dessa revisão
é discutir a importância do erro experimental no teste F e na diferença mínima significativa (DMS) utilizada nos
procedimentos de comparações múltiplas de médias, exemplificando com um ensaio de competição de cultivares
de feijoeiro. A DMS se eleva quando há aumento no quadrado médio do resíduo. Para o exemplo, quando o
coeficiente de variação aumenta de 5% para 20%, a DMS aumenta em quatro vezes nos testes de Scheffé e Tukey
e cinco para Dunnett e Duncan. Para um coeficiente de variação de 20%, a DMS é mais de 50% da média das
cultivares para os testes de Scheffé e Tukey. Observa-se uma DMS entre dois tratamentos maior que a média do
experimento com um coeficiente de variação de 35% utilizando-se o teste de Scheffé.
Termos para indexação: variação ambiental, diferença mínima significativa.
The importance of the experimental error
Abstract – The statistical analysis is used to test hypotheses due to the presence of the effects of not controlled
factors that cause variation, called experimental error. These effects are randomized among the units that received
treatments, they cannot be known individually and they have direct interference in the tests of hypotheses and
in the procedures for comparisons of means. The objective of this review is to discuss the importance of the
experimental error in F test and least significant difference (LSD) used in the procedures of multiple comparisons
of means, using as example a competition assay of common beans cultivars. LSD increases with the increase of
the mean square residues. When the coefficient of variation increases from 5% to 20%, LSD increases four times
in the tests of Scheffé and Tukey and five times for Dunnett and Duncan tests. For a coefficient of variation of 20%,
LSD is greater than 50% of the mean of cultivars for Scheffé and Tukey tests.  With a coefficient of variation of
35% the LSD between two treatments is higher than the mean experiment when the Scheffé test is used.
Index terms: environmental variation, least significant difference.
técnica experimental. Entre os
principais fatores que contribuem
para aumentar o erro experimental,
Federer (1977), Lopes et al. (1994)
e Banzatto & Kronka (1995) citam
a não-utilização dos princípios
básicos da experimentação (repe-
tição, casualização e controle local),
a heterogeneidade das unidades
experimentais e do material
experimental, as competições entre
as parcelas e dentro delas, a
realização desuniforme dos tratos
culturais e a ocorrência de pragas,
doenças e plantas daninhas. Em
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muitos experimentos, os resultados
são tão influenciados pelo erro expe-
rimental que somente diferenças
notáveis entre tratamentos podem
ser detectadas, e ainda estas podem
estar sujeitas a uma incerteza
considerável (Cochran & Cox, 1978).
A qualidade de um experimento é
avaliada pela magnitude do erro
experimental e pelo atendimento
das pressuposições do modelo
matemático, ou seja, aditividade do
modelo, erros experimentais
aleatórios, independentes e nor-
malmente distribuídos com média
zero e variância comum (Stork et
al., 2000).
Segundo Banzatto & Kronka
(1995), o quadrado médio de
tratamentos é um estimador da
variância entre os tratamentos e o
quadrado médio do resíduo é um
estimador da variância comum
dentro de cada um dos tratamentos
e, portanto, estima o erro
experimental. A aplicação destas
suposições resulta em maior
precisão experimental, e quanto
menor for o quadrado médio do
resíduo, menor será a diferença
mínima significativa utilizada nos
testes de comparações de médias
duas a duas. Na experimentação, de
modo geral, ensaios com baixa
precisão podem levar a conclusões
incorretas, pois ocorre um aumento
na probabilidade de ocorrência do
erro tipo II, ou seja, os efeitos dos
tratamentos não diferem entre si,
apesar de existir diferença entre
eles. O erro tipo I (indica que os
efeitos dos tratamentos diferem
quando não existe diferença) não é
afetado, pois pode ser controlado
pelos níveis de significância (Judice
et al., 2002). O procedimento de
inferência para comparar os efeitos
dos tratamentos consiste, basica-
mente, em comparar a variação
entre as unidades experimentais
com diferentes tratamentos com a
variação entre unidades experi-
mentais com um mesmo trata-
mento, ou seja, com a variação
atribuível ao erro experimental.
Desejando-se testar a hipótese
estatística iitH ∀= ;0:0 ,  por
exemplo, com tratamentos (t
i
) de
efeito fixo, calcula-se a estatística
denominada de teste F dada por:
De acordo com Lúcio & Stork
(1999), o valor de F calculado deve
ser maior que F tabelado para a
significância adotada, para se
rejeitar 
0
H  e concluir que pelo
menos um contraste entre médias
de tratamentos é diferente de zero.
O valor de F calculado determina
quantas vezes a estimativa da
variância do “erro mais o efeito dos
tratamentos” é maior que a
estimativa da variância do erro, e
quanto mais F se distancia de um,
mais se observa o efeito de
tratamentos. Em certos casos,
mesmo havendo diferenças entre os
efeitos dos tratamentos, estas
poderão não ser detectadas se a
variância do erro for grande. Para
uma dada diferença entre
tratamentos, mesmo sendo
pequena, o valor de F estimado
dependerá do valor do erro
experimental. Assim, a rejeição de
0H  depende, principalmente, da
magnitude do erro experimental.
Quando pelo teste F for concluído
que pelo menos um contraste de
médias dos tratamentos difere de
zero, precisa-se de um critério para
definir quais tratamentos diferem
entre si. Para tanto, utiliza-se um
método que forneça a diferença
mínima significativa (DMS) entre
duas médias. Essa diferença será o
instrumento de medida, e toda vez
que o valor absoluto da diferença
entre duas médias for maior ou
igual à DMS, considera-se que as
médias diferem significativamente
(Banzatto & Kronka, 1995). Há
diversos procedimentos disponíveis
na literatura para as comparações
de médias. Entre eles destacam-se
o teste de Scheffé, de Tukey, de
Dunnett e de Duncan, descritos a
seguir considerando a diferença
mínima significativa (DMS), o
quadrado médio do resíduo (QMRes)
e o mesmo número de repetições (r)
para todos os tratamentos:
a)
(t é o número de tratamentos, F é o
valor tabelado em função dos graus
de liberdade de tratamentos e dos
graus de liberdade do resíduo);
proposto por Scheffé (1953), é o mais
conservador de todos os testes, pois
sugere apenas um valor de
diferença mínima significativa,
mesmo existindo várias médias.
Utiliza-se nos casos em que os
contrastes de médias são estabe-
lecidos após a realização do experi-
mento ou sugeridos pelos dados.
b)
(q é o valor tabelado em função do
número de tratamentos e dos graus
de liberdade do resíduo); sugerido
por Tukey (1951), é um teste menos
conservador que o de Scheffé,
apropriado para comparar todos os
pares de médias entre si.
c)
(D é o valor tabelado em função dos
graus de liberdade de tratamentos
e dos graus de liberdade do resíduo);
sugerido por Dunnett (1955), é um
teste para comparações em que
apenas um tratamento serve de
referência para os demais, ou seja,





 é o valor tabelado em função do
número de médias abrangidas pelo
contraste e dos graus de liberdade
do resíduo); proposto por Duncan
(1955), esse teste utiliza amplitudes
múltiplas, pois existem várias
diferenças mínimas significativas,
comparadas de acordo com o
posicionamento das médias
ordenadas.
O objetivo deste trabalho é
discutir e exemplificar a importân-
cia  do erro  experimental  no  teste
F e na diferença mínima signi-
ficativa utilizada nos procedimentos
de comparações múltiplas de
médias.
Material e métodos
Foi considerado um experimento
de competição de 20 cultivares de
feijoeiro de cor preta, conduzido em
Campos Novos, SC (safra 2003/04),
no delineamento experimental em
blocos completos ao acaso com
quatro repetições. A produtividade
média das cultivares e o quadrado
médio do resíduo do experimento
foram 2.253,35kg/ha e 109.279,85
respectivamente, o que resulta em
um coeficiente de variação
experimental de 14,67%. A partir
dessas informações foram simu-
lados diferentes quadrados médios
do resíduo e calculados os coefi-
cientes de variação experimental e
as diferenças mínimas significa-
tivas para os procedimentos de
comparações  de  médias  de
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Resultados e discussão
Na Tabela 1 são apresentadas as
diferenças mínimas significativas
(DMS) simuladas para diferentes
procedimentos de comparação de
médias.
Todos os procedimentos levam
em consideração o quadrado médio
do resíduo, e assim, quanto maior
o erro experimental, maior será a
diferença mínima significativa
necessária para evidenciar a
diferença entre dois tratamentos.
Para um coeficiente de variação de
20%, que é o máximo permitido em
ensaios de Valor de Cultivo e Uso
(Brasil, 2001), a diferença mínima
significativa é mais de 50% da média
das cultivares para os testes de
Scheffé e Tukey. Quando o
coeficiente de variação do experi-
mento aumenta de 5% para 20%, a
diferença mínima significativa
aumenta em quatro vezes para os
procedimentos de Scheffé e Tukey
e cinco vezes para Dunnett e
Duncan. Para um coeficiente de
variação de 35%, utilizando-se o
teste de Scheffé, a diferença mínima
significativa entre dois tratamentos
foi maior que a média do experi-
mento. Em ensaios de competição
de cultivares deve existir a preo-
cupação em manter as condições
experimentais uniformes para que
se obtenham estimativas precisas
da média e de outros parâmetros,
além de garantir que o desempenho
superior de uma cultivar reflita o
seu potencial genético (Ramalho et
al., 2000).
Para minimizar o erro experi-
mental e, com isso, reduzir as
diferenças mínimas significativas,
alguns fatores devem ser
considerados, de acordo com
Cochran & Cox (1978), Costa et al.
(2002) e Martin et al. (2005): o
material experimental (sementes,
mudas, solo, etc.) deve ser uniforme
e cuidadosamente selecionado;
adequar o tamanho das parcelas
para que não sejam pequenas de-
mais, deixando de ser represen-
tativas da cultura a elas associadas,
nem grandes demais em detrimento
do controle local; empregar
bordadura e considerar o número de
repetições de acordo com o erro
experimental desejado; usar
técnicas de controle local como, por
exemplo, blocos completos, incom-
pletos, faixas, etc., para que as
parcelas sejam agrupadas em
condições ambientais homogêneas;
deve-se dar uniformidade na
realização dos tratos culturais como
irrigação, profundidade de se-
meadura, regulagem de pulveri-
zadores; manter os ensaios livres de
plantas daninhas, pragas e doenças,
pois esses fatores ocorrem nas
unidades experimentais de forma
aleatória; deve-se manter o solo em
fertilidade adequada para a cultura
em pauta – em baixa fertilidade,
pequenas variações na quantidade
de recursos essenciais para as
plantas proporcionam acentuado
efeito no rendimento; utilizar
procedimentos e instrumentos que
proporcionem mensuração com
precisão adequada (calibragem de
balanças, paquímetros, etc.);
incorporar no modelo estatístico
variáveis que exprimam fontes de
variação relevantes do material
experimental e sua conseqüente
consideração nos procedimentos de
análises estatísticas, como, por
exemplo, número de plantas nas
parcelas e pequenas manchas de
fertilidade do solo.
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