In this paper we investigate the solvability of inhomogeneous linear systems of partial differential-difference equations with constant coefficients and also the corresponding duality problem in how far the solutions of the corresponding homogeneous systems determine the equations. For ordinary delay-differential (DD) equations these behavioral problems were investigated in a seminal paper by Glüsing-Lürssen (1997) and in later papers by Habets, Glüsing-Lürssen, Vettori and Zampieri. In these papers the delay-differential operators are considered as distributions with compact support which act on smooth functions or on arbitrary distributions via convolution. The entire analytic Laplace transforms of the distributions with compact support play an important part in the quoted papers. In our approach the partial differential-difference operators belong to various topological operator rings A of holomorphic functions on subsets of C n and are thus studied in the frequency domain, the arguments of these (operator) functions being interpreted as generalized frequencies. We show that the topological duals A ′ of these operator rings with the canonical action of A on A ′ have strong elimination and duality properties for AA ′ -behaviors and admit concrete representations as spaces of analytic functions of systems theoretic interest. In particular, we study systems with generalized frequencies in the vicinity of suitable compact sets. An application to elimination for systems of periodic signals is given. We also solve an open problem of the quoted authors for DD-equations with incommensurate delays and analytic signals. Module theoretic methods in context with DD-equations have also been used by other 1 CONTENTS 2 authors, for instance by Fliess, Mounier, Rocha and Willems.
Introduction
In this paper we investigate the solvability of inhomogeneous linear systems of partial differential-difference equations with constant coefficients and also the corresponding duality problem in how far the solutions of the corresponding homogeneous systems determine the equations. For ordinary delay-differential (DD) equations these behavioral problems were investigated in the seminal paper [11] and then in [18] , [13] , [12] , [30] . In these papers the delay-differential operators T are considered as distributions with compact support which act on C ∞ -functions or arbitrary distributions via convolution. The Laplace transforms T (s) are entire and play an important part in the quoted papers. In our approach the partial differentialdifference operators belong to various topological operator rings A of holomorphic functions on subsets of C n and are thus studied in the frequency domain, the arguments of these functions being interpreted as generalized frequencies. We show that the topological duals A ′ of these operator rings with the canonical action of A on A ′ furnish strong elimination and duality properties for AA ′ -behaviors and admit concrete representations as spaces of analytic functions of systems theoretic interest. In particular, we study systems with generalized frequencies in the vicinity of suitable compact sets. An application to elimination for systems of periodic signals is given. We also solve an open problem of the quoted authors for DDequations with incommensurate delays and analytic signals. The present paper considerably extends, improves and simplifies work which was started three years ago and announced in [7] . Module theoretic methods in context with DD-equations have also been used by other authors, for instance by Fliess, Mounier [22] , Rocha and Willems. In a more general algebraic setting the properties of the title refer to generalized behaviors of signals whose components belong to a signal module AW where A is a not necessarily noetherian commutative ring of operators which acts on W via a • w. Any submodule U ⊆ A 1×q (rows) gives rise to its orthogonal generalized AW -behavior
is finitely generated (f.g.) by the rows of a matrix R
is just called an AW -behavior. If A is noetherian behaviors and generalized behaviors coincide. Likewise any submodule B ⊆ W q gives rise to its orthogonal module of equations
The maps U → U ⊥ , B → B ⊥ form a Galois correspondence and induce a one-one correspondence between modules U which satisfy U = U ⊥⊥ and generalized behaviors B = U ⊥ . A theorem which characterizes the modules U with U = U ⊥⊥ is customarily called a duality theorem in behavioral systems theory. Shankar [27, Thm. 2.3] talks about the Nullstellensatz problem. If AW is a cogenerator then all submodules U satisfy U = U ⊥⊥ and are therefore in one-one correspondence with generalized behaviors. If P ∈ A q 1 ×q 2 is a matrix and if B = U ⊥ ⊆ W q 2 is a generalized behavior then the image P • B is not necessarily such again. If, however, images P • B of generalized behaviors are again such then we say that AW admits elimination where we generalize Willems' terminology from standard one-dimensional continuous systems theory. In his original definition Willems considers the case
only and calls the components of y resp. of x the manifest resp. the latent variables of the behavior B. If especially P • W q 2 = (ker(•P )) ⊥ with ker(•P ) = {
x ∈ A 1×q 1 ; xP = 0 } holds for all P this signifies that an inhomogeneous linear system P • y = u has a solution y ∈ W q 2 if and only if the given right side u ∈ W q 1 satisfies the necessary compatibility or integrability conditions x• u = 0 for all x with xP = 0. Ehrenpreis introduced the terminology fundamental principle for this property of AW . The module ker(•P ) is not f.g. in general and therefore the consideration of generalized behaviors is mandatory. These can be avoided if A is coherent since then ker(•P ) and other relevant modules are f.g. An injective module AW admits elimination and satisfies the fundamental principle. The significance of injective cogenerator signal modules for multidimensional systems theory was first observed in [24] . Duality and elimination results are known and of highest importance in all approaches to linear systems theory and not only in the behavioral one. For the operator ring of complex multivariate polynomials which acts on various signal spaces W of distributions the duality between modules and behaviors and the deviation of AW from being injective or a cogenerator has been studied by Shankar in several papers, for instance in [26] , [27] . Our considerations were inspired by the following simple standard example: If k[s] = k[s1, · · · , sn] denotes the n-variate polynomial algebra over any field k its dual space
1 INTRODUCTION 4 prove elimination and duality results for three types of locally convex topological algebras A of convergent power series over k = R or k = C which act on their dual space A ′ of continuous linear functions w : A → k with the canonical action (a•w)(b) = w(ab). In Section 3 we give concrete representations of the prototypical A ′ which explain their systems theoretic interest. We do not endow A ′ with a topology, but consider it as A-module only. For the systems theoretic applications of this paper such topologies are not needed, although they can be defined and may sometimes be of interest. The prototypical cases are the following: 1. Stein algebras [15] : The algebra A is the C-domain O(C n s ) of entire holomorphic functions in n variables s = (s1, · · · , sn) with its Fréchet topology of compact convergence. This algebra is not noetherian, but is a Stein algebra [9] , [15] with various essential topological properties. The elements of A ′ are called analytic functionals on C n [20] , [19, §4.5] . The Laplace transform induces an O(C n s )-isomorphism
where O(C n x ; exp) is the space of entire holomorphic functions in x ∈ C n of at most exponential growth and where the action • of O(C n s ) on W is the unique extension of that by partial differentiation, i.e., si • w = ∂w/∂xi, especially (e y•s • w) (x) = w(x + y), x, y ∈ C n . (5) Thus the ring A contains differentiation and translation operators with which linear systems R•w = 0 of partial differential-difference equations and their generalized solution behaviors can be defined. Note that in (4) we use the Laplace transform of analytic functionals for the construction of the interesting module O(C n x ; exp) of signals and not the Laplace transform of operators which are considered in the frequency domain from the beginning and whose arguments s ∈ C n are therefore interpreted as generalized frequencies.
Unless O(C n s ) is coherent which is not known, but unlikely for n > 1 (communication of O. Forster) the consideration of generalized behaviors is mandatory. Th. 6.2 on duality and elimination for general Stein algebras is the main result in this context: The module AW is an injective cogenerator for the category AMod St,f of f.g. Stein modules [9] , i.e., the functor HomA(−, W ) is faithfully exact on this category. The submodules U ⊆ A 1×q with U = U ⊥⊥ are exactly the closed ones whose factor modules A 1×q /U are precisely the f.g. Stein modules, up to isomorphism. F.g. U are closed and in oneone correspondence with the corresponding AW -behaviors U ⊥ . One application of this result is Th. 6.5 on elimination for behaviors of periodic analytic signals defined by partial differential equations. The fundamental principle for such behaviors was recently studied in [23] . For any f.g. subgroup G = ⊕ m j=1 Zy (j) of C n we also consider the Laurent polynomial algebra of polynomial-exponential functions
which is the least operator algebra containing the partial derivatives and the translations by y (j) . For the case n = m = 1 of ordinary delay-differential (DD) equations with commensurate delays and C ∞ -signals Glüsing-Lürssen observed in the seminal paper [11] that for the validity of duality and elimination the noetherian ring C[s, σ, σ −1 ] has to be replaced by its non-noetherian extension [3] 
where quot denotes the quotient field and especially quot(A) the field of meromorphic functions. The book [12] is an in-depth-study of the case n = m = 1 for C ∞ -signals. The case n = 1, m > 1 of DD-equations with incommensurate delays and C ∞ -signals was discussed in [18] and [13] . In Theorems 7.1 and 7.3 we treat duality and elimination for the case n ≥ 1, m ≥ 1 and the signal module B W . Th. 7.7 seems to be the first elimination result for n = 1, m > 1 and solves an open problem of [13] , but for analytic signals only. In Th. 8.3 we characterize controllable and spectrally controllable AW -behaviors. 2. Analytic local algebras [14] : The prototypical case is the noetherian k-domain k < s >= k < s1, · · · , sn >⊂ k [[s] ] of (locally) convergent power series over the real or complex fields field k = R, C. It is endowed with its locally convex sequence topology [14] . Any nonzero factor algebra A = k < s > /a with its coinduced locally convex topology is called an analytic local algebra [14] . In Th. 4.3 we show that for each such A the dual space A ′ with its natural A-action is an injective cogenerator for the category AMod of A-modules. This signifies that the functor HomA(−, A ′ ) is faithfully exact on the category of all A-modules and implies the strongest possible elimination and duality properties for the associated behaviors as was shown already in [24] for behaviors governed by pure partial differential equations. For A = k < s > the Laplace transform induces a k < s >-isomorphism of k < s > ′ onto the space O(k n x ; infexp) of everywhere convergent power series of infra-exponential, i.e. less than exponential, growth with the action from (5) [20] which contains all polynomials in particular. For the algebra k < s − z > of power series centered at z ∈ k n we obtain the injective cogenerator Wz = O(k n x ; infexp)e z•x with the action from (5) . Since a power series P ∈ k < s − z > is locally convergent and defines a function for a generalized frequency s near z only we interpret a k<s−z> Wz-behavior as a system with generalized frequencies in the vicinity of z only. 3. Noetherian rings of holomorphic functions on compact Stein subsets of a complex manifold: In Th. 5.6 we prove the injective cogenerator property of AA ′ where A = O(K) is the ring of holomorphic functions on a compact, connected, semi-analytic Stein subset K of a complex manifold Z. Such an A is noetherian. If K is a compact semi-analytic and geometrically convex subset of Z = C n , for instance a compact polyhedron or polydisc, the Laplace transform induces an isomorphism L :
x ; exp) of functions with explicitly described growth conditions (Th. 5.7). Again the interpretation of a O(K) WK -behavior is that of a system with generalized frequencies in the vicinity of the compact set K. Technique: The theorems of this paper and their proofs rely on deep results from the Theory of functions of several complex variables or Analytic Geometry, in particular on Stein spaces, manifolds, algebras and modules and on coherent analytic sheaves on Stein spaces [9] , [19] , [20] , [16] , [17] , [29] . These results were already partially used in [24] and also by Shankar and Sule [28] . Other important ingredients of the proofs are fundamental results from Functional Analysis, in particular the Hahn/Banach theorem, the bipolar theorem, the open mapping theorem for Fréchet spaces and its generalizations to DFS-spaces (dual Fréchet-Schwartz spaces). The relevant f.g. A-modules M are endowed with locally convex topologies for which one can show the exactness of the functor M → M ′ and the functorial isomorphism M ′ ∼ = HomA(M, A ′ ) from which the elimination properties are inferred. Except in Section 5 no knowledge of analytic sheaves is required since we collect all needed algebraic and topological properties of the relevant algebras and modules in Results 4.2, 6.1 and 8.1 from the literature with exact quotations. In Section 5 we have to use the full machinery of several complex variables; we give precise references for all used results.
tions. We thank the referees for their efforts in reviewing this long and technically difficult paper.
Duality and elimination in a general algebraic context
We add some simple remarks on duality and elimination in a general algebraic context (compare [26] ). Let AW be a signal module as in the Introduction and let AMod denote the category of all A-modules with the A-linear maps. For all p, q, r, ∈ N there are the A-modules and A-bilinear forms
(8) For any A-module M let P(M ) denote the projective geometry of M , i.e., its ordered set of A-submodules. The bilinear form (8) induces the (order reversing) Galois correspondence (compare (1),(2))
This induces the order anti-isomorphism or duality
The orthogonal U ⊥ is also defined for all subsets U ⊆ A 1×q and then U ⊥ = (A < U >) ⊥ where A < U > is the A-submodule generated by U . Likewise B ⊥ is defined for all subsets of W q . The submodule U ⊥ is called the generalized AW -behavior defined by U . The module B ⊥ is called the module of equations of B. The duality (10) obtains the form
Consider the standard A-basis δi = (0, · · · ,
Since B = B ⊥⊥ the preceding isomorphism also induces the isomorphism
The module A 1×q /B ⊥ depends on the generalized behavior B only and induces the Malgrange isomorphism and is therefore called the module of B.
and generalized behaviors Bi ∼ = (12) HomA(A 1×q i /Ui, W ). Then
and the commutative diagram
This applies especially to any U2 and U1 := (•P ) −1 (U2), the monomorphism
Proof. The inclusion U1P ⊆ U2 implies that ϕ is well-defined. Let δ k i , i = 1, · · · , q k , denote the standard bases of A 1×q k for k = 1, 2. Then
The Malgrange isomorphisms (12) 
hence w 1 = P • w 2 and the commutativity of (15).
The following definition is a generalization of Willems' terminology.
Corollary and Definition 2.2. (Elimination, fundamental principle) Data of Lemma 2.1.
is the least generalized behavior containing P • U ⊥ 2 .
By definition elimination holds for generalized AW -behaviors if and only if
the image of a generalized behavior is again such. By 1. this signifies that
3. If P • W q 2 = ker(•P ) ⊥ holds for all P as before and U2 := 0, hence U ⊥ 2 = W q and (•P ) −1 (U2) = ker(•P ) then AW is said to satisfy the fundamental principle. If, in addition, ker(•P ) = A 1×k Q is finitely generated by the rows of a matrix Q ∈ A k×q 1 then the inhomogeneous linear system P • y = u has a solution y if and only if Q • u = 0. If AW is a faithful module, i.e., W ⊥ = 0 and thus 0 = 0 ⊥⊥ = (W q 2 ) ⊥ for all q2 and U2 := 0 ⊆ A 1×q 2 , then elimination implies the fundamental principle.
4. If AW is an injective module then the monomorphism ϕ in (16) gives rise to the epimorphisms Hom(ϕ, W ) and P • :
for all submodules U2 ⊆ A 1×q 2 , and especially elimination holds for generalized AW -behaviors.
The last statement of item 1. of the preceding corollary is easily checked. Notice that its item 2. does not imply that the image of a W -behavior is again such because it may occur in (16) that U2 is finitely generated, but (•P ) −1 (U2) is not since A is not assumed noetherian. is an integral domain the annihilator condition is trivially satisfied. If A is coherent then the coherent modules are precisely the finitely presented ones, i.e., form the category AMod f p . If A is coherent and if U2 in (16) is f.g. the kernel
is coherent and thus f.g. This implies that
Lemma 2.4. Assume that A is coherent and that W satisfies the following weak Baer condition:
In particular, the image of a behavior is a behavior.
Proof. Equation (17) implies that the map ϕ from (16) is a monomorphism between f.g. modules. It suffices to show that Hom(ϕ, W ) is surjective. Let, more generally, U be any f.g. submodule of a f.g. module M and let inj : U → M be the canonical injection. We show that the restriction
is surjective. Since M admits a filtration U0 ⊆ U1 ⊆ · · · ⊆ U k = M with f.g. Ui and cyclic factors Ui/Ui−1 it suffices, via induction, to prove the surjectivity of (18) for the case that M/U is cyclic. So let M/U = Ax or M = U + Ax and consider the annihilator ideal
It is f.g. since A and M/U are coherent. Let ψ : U → M be A-linear. By the weak Baer condition there is a w ∈ W such that
Define the map
This is well-defined since
Obviously φ is an A-linear extension of ψ, i.e., φ | U = ψ.
9
The following lemma is well-known.
Lemma and Definition 2.5. (Willems closure, cogenerator, compare [26, §2] 
Analytic rings of operators and signal modules
We introduce the rings of operators and signal spaces relevant for this paper. Let k denote the field of real numbers R or of complex numbers C. Let n ∈ N and
be the k-algebra of formal power series in indeterminates s1, · · · , sn and likewise k [[x] ] := k[[x1, · · · , xn]]. Following [14] and [19] we introduce the algebras of locally convergent and of entire or everywhere convergent power series. For this purpose we consider the ordered set R n + of real vectors T = (T1, · · · , Tn) with positive entries Ti > 0. With the componentwise order this set is directed upwards and downwards. We write T ≤ S resp. T < S if Ti ≤ Si resp. Ti < Si for all i. For T ∈ R n + we introduce the poly-cylinder [14] Z(T ) := {z ∈ k n ; ∀i = 1, · · · , n :| zi |< Ti} ⊂ Z(T ) := {z ∈ k n ; ∀i = 1, · · · , n :| zi |≤ Ti} ,
The 
10 is a contraction and thus continuous. For the complex case k = C Cauchy's inequalities [19, Th. 2.2.7] imply
The algebras of entire or everywhere convergent resp. of locally convergent power series are then defined as
; ∃z ∈ k n with zi ̸ = 0, i = 1, · · · , n, and convergent Remark 3.1. The inequality || − ||T ≤ | − |T implies that the natural topology on O(k n s ) is finer than the topology of compact convergence for k = R, C. In the complex case O(C n s ) is the algebra of holomorphic functions in variables s1, · · · , sn on C n . For f ∈ O(C n ) and T < S the inequality (22) implies
and thus that the natural topology coincides with the topology of compact convergence. The natural topology of O(R n s ) is finer, but not equal to that of compact convergence. Notice that Cauchy's inequality (11) is not valid in the real case. 
is well-defined and non-degenerate in the strong sense that it induces isomorphisms
The dual spaces are not considered as topological here. The proof in [24, Th.4 .20 on p.67] was given for k = C, but the proof for k = R is the same. Recall that the topology on O(R n s ) is finer than the topology of compact convergence. Since the algebras O(k n s ) and k < s > are topological their dual spaces are modules over them with the action or scalar multiplication
Via the isomorphisms from (27) 
(29) Therefore these actions are extensions of the left shift action of the polynomial algebra k[s] on the multi-sequence space k N n = k [[x] ] to the larger rings of operators and smaller signal spaces
]. Therefore these signal modules are suitable for partial difference equations and discrete systems theory. The canonical isomorphism
induces isomorphisms on the spaces of convergent power series. For this purpose we introduce growth conditions for entire holomorphic functions, first in the complex case. Let || − || denote any norm on C n and then define
are called of at most exponential resp. of infra-exponential growth. Since all norms on C n are equivalent 12 the definition does not depend on the choice of || − || on C n . With the help of [19] it was shown in [24, Th. 4.27] that can from (30) induces the C-isomorphism
The same proof furnishes the C-isomorphism
In the real case we define
Obviously the isomorphisms (32) and (33) then also hold with C replaced by R.
By transport of structure we replace the signal spaces in equations (26) to (29) by the isomorphic ones from (32) to (34) and obtain the following
are well-defined and non-degenerate and induce the Laplace transform isomorphisms
where s•x := s1x1 +· · ·+snxn. These are O(k n s )resp. k < s >-isomorphisms if the power series spaces in x are equipped with the action •0 defined by
Then
where ∂ := (∂/∂x1, · · · , ∂/∂xn). The isomorphisms (32) and (33) are O(k n s )resp. k < s >-linear and thus establish an isomorphism between discrete and continuous analytic signal modules and, of course,
implies that the action of O(k n s ) on analytic signals realizes the translation action in particular. Therefore we later consider the subring
of polynomial-exponential functions which acts on O(k n x ; exp) by partial differentialdifference operators, the term difference referring to the translation action. We finally extend the preceding considerations from the center 0 to arbitrary points of k n . Let z ∈ k n be such a point and k < s − z > the ring of locally convergent power series at z with the sequence topology which is defined like that of k < s >. 
Assume that
.
(42)
Proof. The following equivalences hold:
14 We finally determine the module structures of the considered spaces. The Laplace transform isomorphism
Via L we transport this structure to Wz and obtain a scalar multiplication
according to (43).
These formulas generalize the standard formula
Proof. Due to (41) and preceding structure •z of Wz it suffices to show this for
Analytic local algebras
Let k be the field of real or of complex numbers. An analytic local algebra [14, Kap. II] is a nonzero factor algebra
are the algebra of convergent power series as discussed in Section 3 and its maximal ideal. The algebra A is local with the unique maximal ideal mA := m/a and the residue field k = A/mA. Obviously A is also noetherian. 
We are going to show that AA ′ is an injective cogenerator. We prepare this result by a more general theorem on injective cogenerators. Let A be a commutative noetherian k-algebra with a topology. We call an Amodule M topological if it is a locally convex vector space and if the multiplica- 
and the functorial homomorphism
which for M = A and then M = A 1×q is obviously an isomorphism. The exact
where the exactness of the first row follows from the openness of ν and where the two right vertical maps are isomorphisms. This implies that also ϵM is bijective, i.e., ϵM is a functorial isomorphism on the category AMod f .
Lemma 4.1. Assume that A is a noetherian and that AA is a topological Amodule as introduced above.
1. If for each ideal a of A the canonical topology of a coincides with the induced topology from A then AA ′ is injective.
If in addition to 1. A is Hausdorff and each maximal ideal is closed then
AA ′ is also a cogenerator.
Proof. 1. Let a be an ideal of A. It is f.g. and thus carries the canonical topology and the induced topology from A which coincide by assumption. The space a ′ is the dual space with respect to this topology. By assumption A is a locally convex space. The Hahn-Banach theorem implies that any function in a ′ can be extended to a function in A ′ or, in other words, the restriction map A ′ → a ′ is surjective.
Since ϵM is a functorial isomorphism also 
We return to an analytic local algebra A as introduced above. Its quoted properties imply that AA is a topological module as used in Lemma 4. Theorem 4.3. For any analytic local algebra A over k = R or k = C and its dual space A ′ with the canonical A-structure the module AA ′ is an injective cogenerator. In particular this holds for the algebra k < s − z >= k < s1 − z1, · · · , sn − zn >, z ∈ k n , of convergent power series around z ∈ k n , and the module 
Holomorphic functions on compact Stein sets
In this section we prove the injective cogenerator property of AA ′ where A is the ring of holomorphic functions on a connected, semi-analytic compact Stein subset of a complex manifold Z. Such an A is noetherian. In the standard cases we give concrete representations of A ′ of systems theoretic interest. In contrast to Sections 4 and 6 we have to use the full theory and formalism of coherent sheaves on a complex space and not only the algebraic consequences of this theory. We give exact quotations for all deep results which we use. Lack of space prevents more detailed explanations of these results. Let Z be a reduced complex space [16, p.17-22] or holomorphic variety [29, Def. 7.6.4] with its sheaf O := OZ resp. algebra O(Z) of holomorphic resp. global holomorphic functions. It is always assumed that Z has a countable basis of the topology. For every compact subset K of Z the closed set 
The algebra O(K) carries its unique locally convex inductive limit topology [5, p. II.29].
Result 5.1. Let Z be a reduced complex space and K a compact subset of Z. 
then K = KZ by (51) and (54) and K is semi-analytic. By items (2) and (5) K is Stein and O(K) is noetherian. The prototypical case is a compact polydisc K of C n .
7. If K ⊂ C n is geometrically convex and semi-analytic then items (3), (2), (4) and (5) apply to K. If K is a compact polyhedron, i.e., the intersection of finitely many closed half-spaces, then it is semi-analytic. A compact polydisc is semi-analytic and geometrically convex, but not an intersection of finitely many closed half-spaces. 
But this signifies that the hK , h ∈ O(Z), form a dense subset of O(K).
From now on we assume that Z is a complex manifold [16] , [15] and that K is a compact, connected, semi-analytic Stein subset of Z so that A := O(K) is noetherian. The prototypical cases are exposed in Result 5.1, items (6) and (7) . The space Z is locally compact, metrizable and locally path-connected, in particular connected components are open and closed. For z ∈ Z let Oz be the algebra of germs of holomorphic functions near z. It is an analytic local algebra with its sequence topology. Since Z is a manifold Oz is an algebra of convergent power series as in Section 3, up to isomorphism. All canonical maps 
Bi
(56) with the following specifications: C 0 (Ui) is the Banach algebra of continuous functions on the compact set Ui with the maximum norm || f || U i and so is Bi. The Ai are Fréchet algebras with the topology of compact convergence. Since the Ui are connected the identity theorem implies Ai ⊂ Ai+1 and then also all other inclusions in (56). All inclusions are continuous. Since the Ui are a basis of open neighborhoods of K we infer that each O(U ) from (52) maps into some Ai from which the identities in the second row of (56) including the locally convex inductive limit topologies follow. For each z ∈ Ui there is the continuous injective canonical map canz | Ai : Ai = O(Ui) → Oz between locally convex spaces from (55). By definition of the inductive limit it implies the continuous injective canonical maps
Lemma 5.3. Assume that K is a compact, connected, semi-analytic Stein subset of the complex manifold Z so that A := O(K) is noetherian. The algebra A is endowed with the inductive limit topology from above. Then each ideal of A is closed and A is Hausdorff (since {0} is closed).
Proof. 1. We use the data from (56) and (57). Since the Ai are topological algebras they are topological modules over themselves in the sense of Section 4. Therefore also AA is a topological module and all maps •R : A 1×k → A 1×q , R ∈ A k×q , are continuous. 2. Let a be any ideal of A and a its closure. Since AA is a topological module a is also an ideal. We want to show that a = a. By diminishing Z we may and do assume that Z = U1 and that there are matrices R ∈ A k×1
We define the coherent ideals A ⊆ O and A ′ ⊆ O by
Since K is Stein in Z the important Theorem B holds [15, Satz IV.1.1]: The maps ON COMPACT STEIN SETS   20 are surjective, i.e., a = A(K) and a = A ′ (K). Moreover
HOLOMORPHIC FUNCTIONS
For z ∈ K the canonical map canz : A → Oz is continuous. Hence canz(a) ⊆ canz(a) ⊆ Oz canz(a) = Oz canz(a), z ∈ K.
The last equality follows from the fact that in the sequence topology all ideals of Oz are closed; compare Result 4.2,(2). We conclude
Using substantial results from Functional Analysis we are going to verify the two assumptions of 
Bi is the inductive limit of the (56) and let X ⊆ Bi be bounded. Since continuous linear maps preserve boundedness X = α(X) is bounded in Ai. Since Ai is a Montel space the closure clA i (X) ⊆ Ai is compact and has a compact and thus closed image β (clA i (X)) = clA i (X) in Bi+1. But then γ(X) = X ⊆ clB i+1 (X) ⊆ clA i (X).
Hence clB i+1 (γ(X)) = clB i+1 (X) is compact. This signifies the compactness of γ.
Each ideal a of A is closed by Lemma 5.3 and therefore also a DFS-space with the induced topology from A [21, Th. A.5.13], i.e., a is a locally convex inductive limit of Banach spaces. Summing up we obtain the desired theorem.
Theorem 5.6. Assume that K is a compact, connected, semi-analytic Stein subset of the complex manifold Z so that A := O(K) is noetherian by Result 5.1. The ring A is furnished with its locally convex inductive limit topology from above. Then AA ′ is an injective cogenerator. According to Result 5.1 the assumptions are satisfied for compact analytic polyhedra and compact semi-analytic and geometrically convex subsets K ⊂ C n . Proof. In Lemma 5.3 we have shown that all ideals of A are closed. This especially implies condition 2. of Lemma 4.1. For an ideal a = A 1×k R of A we consider the factorization
where a is endowed with the induced topology and all maps are continuous. But all spaces in this sequence are DFS-spaces and f is continuous and surjective and therefore strict by Lemma 5.5. This signifies that the canonical topology of a, i.e., the final locally convex topology induced from the surjection f , coincides with the induced topology from A. Thus the assumptions of Lemma 4.1 are satisfied and consequently AA ′ is an injective cogenerator. 
2. Assume in addition that Z = C n and that K is a compact semi-analytic and geometrically convex subset of C n , for instance a compact polydisc or quadrangle. Let WK ⊂ O(C n x ) denote the set of all entire functions w(x) in x = (x1, · · · , xn) which satisfy the following growth condition: For each
Here | x | is any norm on C n x . Then the Laplace transform induces the isomorphism
Hence WK is an injective cogenerator over the noetherian ring O(K) with the unique action which extends the action (37) of O(C n s ) on O(C n x ; exp). 
is also continuous and hence there are a compact subset K1 ⊂ U and M > 0 with 
The case of Stein algebras
Like the preceding section this one depends essentially on deep and difficult results on Stein spaces, Stein algebras and Stein modules over them. In Result 6.1 below we sum up results from the seminal paper [9] and book [16] and later use Result 6.1 only. The reader need not know the details of the difficult proofs of these results, especially no sheaf theoretic knowledge is required for the consequences which we draw. The method in this section are related to those in Sections 4 and 5. Complications come from the fact that the ring of operators is not noetherian anymore. The theory is valid over the complex field C, and therefore all algebras and vector spaces in this section are defined over C. The fibre Oz is an analytic local algebra in the sense of Section 4 (up to isomorphism) with its canonical sequence topology and its unique maximal ideal mz = ker(Oz → C, fz → f (z)). Hence 
If f ∈ A = O(C n ) then its germ in z is identified with its Taylor series in z, i.e., 
denote the full subcategories of the category AMod of all A-modules which consist of all (f.g.) Stein modules. We sum up the properties of A and of AMod St according to [9] and [16] . 9. There are the bijections
where Al C (A, B) denotes the set of C-algebra homomorphisms. A maximal ideal is closed if and only if it is f.g.
The assertion of item 7. follows from the isomorphisms (62) and the fact that the exactness of a sequence of abelian sheaves is equivalent with the exactness of all induced fibre sequences.
For Z = C n one obtains
, z ∈ Z.
(65) In the sequel we only use the data and properties of A and AMod St from the preceding result. We study the properties of the dual module A ′ , in particular,
St let again M ′ denote the topological dual of M (with its canonical Fréchet topology), i.e., the space of continuous C-linear functions from M to C. Since M is a topological A-module the dual M ′ is an A-module with the action
In particular, A ′ is an A-module and therefore AA ′ -behaviors are defined according to Section 2. We obtain the two functors
We also consider the canonical C-bilinear form As in (49) there is also the functorial monomorphism
(70) In the last item of the following theorem we use that for each z ∈ Z the ring Oz is an analytic local algebra with its sequence topology and that O ′ z is an injective cogenerator over Oz by Th. 4.3. Via canz : A → Oz these O ′ Z are also Amodules and so is their coproduct or external direct sum 
, and P1 is nonzero and signifies that A ′ is a divisible A-module.
The contravariant functor
is also faithfully exact, i.e., preserves and reflects exact sequences. Therefore item 4 also holds for AWℓ-behaviors. 
The duality now follows from (11) . The equality B1 ∩ B2 = (U1 + U2) ⊥ is obvious; from Result 6.1 we know that U1 + U2 is closed. The other equality is shown below. 2. We choose any A-epimorphism ν : A 1×q → M and use Result 6.1: The epimorphism ν is continuous and open by the open mapping theorem, hence U := ker(ν) is closed, A 1×q /U ∈A Mod St and A 1×q /U ∼ = M is a topological isomorphism. Hence we may assume A 1×q /U = M for simplicity. We identify A ′q = ( A 1×q ) ′ and infer the isomorphisms
HomA(A 1×q /U, A ′ ) = HomA(M, A ′ ).
It is easily checked that the isomorphism from left to right coincides with ϵM .
3. The proof proceeds as that of Theorem 4.3.
Exactness: The first exact sequence in (72) induces the exact sequences 
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(iii) If ϕ ′ is an epimorphism then ϕ is a monomorphism: The exact sequence
If ϕ ′ is an epimorphism then ker(ϕ) ′ = 0 and therefore, by (i), ker(ϕ) = 0 and the injectivity of ϕ.
(iv) The second exact sequence in (72) implies 0 = ϕ ′ 1 ϕ ′ 2 = (ϕ2ϕ1) ′ = 0. From (ii) we infer ϕ2ϕ1 = 0 and thus that the first sequence in (72) is a complex. It implies the first exact sequence in (76), factorizations ϕ2 = ψϕ 2,ind and ϕ ′ 2 = ϕ ′ 2,ind ψ ′ and the exact sequence
Since ϕ ′ 2,ind is a monomorphism we infer N ′ = im(ψ ′ ), the surjectivity of ψ ′ and, by (iii), the injectivity of ψ. This implies im(ϕ1) = ker (ϕ 2,ind ) = ker (ψϕ 2,ind ) = ker(ϕ2),
i.e., the exactness of the first sequence in (72). If a is a f.g. ideal with the inclusion inj : a → A then a ∈A Mod St,f . The surjectivity of Hom(inj, A ′ ) : A ′ = HomA(A, A ′ ) → HomA(a, A ′ ) furnishes the Baer condition for a. 4. We use the notations from (15) and (16) 
is a monomorphism between f.g. Stein modules and by item 3. the map Hom(ϕ, A ′ ) is surjective. With (16) 
This proves the last assertion of item 1.
For M ∈A Mod St we have
HomA ( M,
(77) Consider a sequence 
For n > 1 it is not known, but unlikely that O(C n s ) is coherent (communication from O. Forster). Therefore it is not clear whether the image of a O(C n s ) O(C n s ) ′behavior is again such. For n = 1 every closed and especially every f.g. ideal of O(Cs) is cyclic. Thus this ring is a Bézout domain and especially coherent. In particular, images of O(Cs) O(Cs) ′ -behaviors are again such. It is presently not known whether the sum ∑ z∈C n Wz is direct, i.e., whether ∑ 
The corresponding results can all be expressed by Stein modules over A. For elimination consider P ∈ A q 1 ×q 2 and U2 = U2 ⊆ A 1×q 2 . Then U2 + aA 1×q 2 is also closed and
and aA 1×q 1 ⊆ U1 ⊆ A 1×q 1 .
(79) For U2 := 0 and U ⊥ 2 = (A ′ ) q 2 the fundamental principle for a ⊥ gets the form
i.e., an inhomogeneous system P • y = u ∈ (a ⊥ ) q 1 has a solution y ∈ (a ⊥ ) q 2 if and only u satisfies the compatibility conditions x • u = 0 for all x ∈ U1. These considerations are especially applicable to closed and f.g. ideals of O(C n s ).
The following theorem is just a special case of the preceding corollary, but important. 2. Elimination and the fundamental principle hold for the O(C n s )/a-module WG,per, i.e., the equations (79) and (80) hold for this module. In particular, an inhomogeneous linear system P • y = u with given G-periodic u has a G-periodic solution y if and only if x • u = 0 for all x ∈ U1. Compare [23] for a different treatment of elimination for periodic behaviors in other signal spaces.
Proof. Recall that e y•s , y • s = y1s1 + · · · + ynsn, acts on W by translation, i.e.,
Examples 6.6. 1. In the preceding theorem consider the simple special case n = 1. For a nonzero entire function f it is known that the group of periods is
{0} or
Zy (1) , y (1) ̸ = 0, or
Since C/ ( Zy (1) ⊕ Zy (2) ) ∼ = (R/Z) 2 is compact an entire function f with group of periods Zy (1) ⊕ Zy (2) is constant. Therefore for n = 1 only groups G = Zy are interesting in Theorem 6.5. The ring A is a Bézout domain, i.e., each f.g. ideal is principal, and therefore admits greatest common divisors (gcd) and least common multiples (lcm 
Hence a periodic solution y exists if and only if v is periodic. Notice that v is not unique, but that all solutions of d • v = 0 are periodic since d divides e, so the preceding statement does not depend on the choice of v. The local ideals az are
So d is entire with zeros of order 1 exactly at the points z ∈ 2πiZ ∩ V C (P ). Assume especially that P is a nonzero polynomial. Then Remark 6.7. In general, A ′ is not an A-cogenerator (see Lemma 2.5) . Indeed, let Z be a Stein space which contains an infinite discrete subset, for instance C n for n > 0. Then [16, Bem. 3 on p.182] has a non-closed maximal ideal m. Assume that AA ′ is a cogenerator. Then the module A/m admits a non-zero homomorphism into A ′ which is a monomorphism since A/m is simple. Hence there is a w ∈ A ′ such that m is the kernel of A → A ′ , f → f • w. Since A is a topological algebra this map is continuous with respect to the canonical topology on A and the weak topology on A ′ and hence its kernel m is closed, a contradiction.
The next lemma will be used in Section 8. We use the data from (58) and Th. 6.2, item 9. For a Stein module M and z ∈ Z there are the quotient ring, quotient module and canonical maps
Recall that g(z) ̸ = 0 signifies that gz ̸ ∈ mz or that gz is a unit in Oz. 
If
A is an integral domain then for all z ∈ Z there are the injections
and this signifies that the identity theorem holds in Z.
Proof. (i) Let We infer U = m(z)x = Ax by Result 6.2, item 7. Thus there is where the Ui are f.g. and thus closed submodules of M . Then the submodules Mi := U1 + · · · + Ui form an ascending sequence of f.g. submodules of M with (Mi) m(z) = Ni. Since Mz is noetherian over Oz the sequence (M1)z ⊆ (M2)z ⊆ · · · ⊆ Mz becomes stationary, hence there is an index i0 with
7 Partial differential-difference equations
In this section we assume subrings
All these rings are contained in the quotient field M(C n s ) = quot(O(C n s )) of meromorphic functions [15, Satz V.2.3] . The A-module W is also a B-module and therefore B W -behaviors are defined to which the theory of Section 2 is applicable. The main application which we have in mind is the following: Let G := ⊕ m j=1 Zy (j) ⊆ C n be any f.g. subgroup and σj := e y (j) •s . Then
is a Laurent polynomial algebra in the indeterminates si and σj and also the algebra of polynomial-exponential functions with frequencies y ∈ G. It acts on W by partial differential-difference operators since
(84) For n = m = 1 resp. for n = 1, m > 1, the operators in C[s, σ, σ −1 ] are called delay-differential (DD) with commensurate resp. incommensurate delays. The larger rings [3, Th. 1], [6, Lemma 4.10]
play an important part in analysis and systems theory. We note the simple fact that D ⊆ A and B := quot(D)
The book [12] contains an in-depth study of behaviors over B for n = m = 1 where in contrast to the present paper the larger signal module of C ∞ -functions is used. The papers [18] and [13] treat the case of DD-behaviors with incommensurate delays for C ∞ -signals. Thus (11) implies the duality
AV ⊆ clA(V ) ⊆ clA(AV ), thus clA(V ) = clA(AV ).
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From Th. 6.2,1. we infer
the last equality being true since B 1×q carries the topology induced from that of A 1×q .
The usefulness of this result is limited since the equality V = clB(V ) is hard to check. For instance, if B V is f.g. then so is AAV and hence AV is closed and 2. If B ⊆ A is a flat extension then the following properties are equivalent:
Proof. 1. =⇒: Each principal ideal is closed and hence, by (88), 
According to (65) we define the maximal ideals
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The maximal ideals mA(z), mB(z), mC (z) give rise to their local quotient rings
Recall from Lemma 6.8 that A m A (z) is noetherian. The same calculations for C and A instead of B furnish
where it is well-known that the C-generators (s − z) µ are C-linearly independent. Moreover there are the canonical maps
Due to the canonical bases in (91) all maps in (92) are indeed isomorphisms. Moreover there are the canonical isomorphisms
and likewise for C and A. From the isomorphisms in (92) we thus infer the isomorphisms
In the same fashion one has A m A (z) ⊂ Oz and proves the isomorphism A m A (z) ∼ = Oz. Summing up we obtain
where all vertical inclusions are of the form N ⊆ N for a noetherian local ring N from above and hence f.f. and where we identify all rings in the second row for notational simplicity. Since 
Notice that the Vi are arbitrary, not necessarily closed submodules of B 1×q i . The preceding module sequence gives rise to the localized resp. tensorized sequences
resp. 
is exact if and only if all sequences (96) are exact. This is the case if the original sequence 
Vi. From Result 6.1, item 8, we infer that 
of coherent or f.p. B-modules induces a monomorphism
Here we used the notations from Th. 7.4 and its proof with M1 = 0. Since Vi is f.g. the modules AVi ⊆ A 1×q i are f.g. too and thus closed, i.e., AVi = clA(AVi) =: Ui. The exactness of (99) then follows from the exact sequences in (98). That B ⊆ A is even f.f. is a consequence of Cor. 7.2,(2). 
where k is the order of f at z. [13, behind Th. 3.14 ] and seems to be the first elimination result for DD-behaviors with incommensurate delays. We do presently not know whether B = quot(C[s, σ, σ −1 ]) ∩ A is coherent and whether B ⊆ A is faithfully flat, i.e., whether the equivalent properties of Cor. 7.5 hold. For m = 1 this ring is a Bézout domain [12] and thus coherent and B ⊂ A is f.f. (118) The following Theorem and Definition is just a reformulation of the preceding statements.
1. In Th. 6.2 A = O(C n s ) is the ring of entire functions on C n in variables s = (s, · · · , sn) and W = O(C n x ; exp) is the space of entire functions in x = (x1, · · · , xn) of at most exponential growth with the action • of A on W which extends si • w = ∂w/∂xi and (e y•s • w) (x) = w(x + y). The ring A is a Stein algebra and W is an injective cogenerator for the category of f.g. Stein modules, i.e., HomA(−, W ) is faithfully exact on this category (compare Th. 6.2,(3) ). This implies strong elimination and duality properties for AW -behaviors. As consequences thereof Th. 6.5 resp. Th. 7.7 prove elimination for periodic signals resp. delay-differential equations with incommensurate delays, Th. 7.7 solving an open problem of Glüsing-Lürssen/Vettori/Zampieri [13] for analytic signals. We also characterize controllable systems in Section 8.
A
is the ring of locally convergent power series near z ∈ C n with the signal module Wz = W0e z•x where W0 ⊂ W is the space of infra-exponential functions, i.e., of less than exponential growth.
A = O(K) (⊃ O(C n s )
) is the ring of holomorphic functions on a semianalytic and geometrically convex compact subset K of C n , for instance on a compact polyhedron or polydisc, and the signal module WK is a subspace of W of functions with explicitly given growth condition.
Th. 4.3 and 5.7 show that in cases (2) and (3) the ring A is noetherian and the signal module is an injective cogenerator which gives rise to the strongest possible elimination and duality properties for the corresponding behaviors. The latter are interpreted as systems whose generalized frequencies of interest lie in the neighborhood of z resp. the compact set K. The following short remarks address questions of one of the referees: 4. We have not treated constructive and computational aspects of our theorems since such methods, let alone computer software, are widely lacking in the theory of several complex variables, in particular in all used and quoted books. In the simplest case of commensurate DD-equations Glüsing-Lürssen [12, §3.6] discusses computability.
5.
Non-commutative operator domains appear if one considers linear systems of partial differential-(difference) equations with variable coefficients on R n or with constant coefficients on non-commutative Lie groups, compare [6] and the references given there. The mini-course [2] will also be of interest in this context. If k is any field and A any k-algebra (non-commutative, non-topological) the algebraic dual A * := Hom k (A, k) is an injective Acogenerator, compare (3), but in general A * is not an interesting function space. Serre [25] used non-commutative formal power series in the proof of the Campbell-Baker-Hausdorff formula for Lie algebras, Fliess [8] gave a systems theoretic application of such series. But to our knowledge deep analytic theorems concerning topological algebras of non-commuting power series with interesting topological duals, realized by the Laplace transform in our paper, have not yet been established.
