It is proved in [BOO], [J2] and [Ok1] that the joint distribution of suitably scaled rows of a partition with respect to the Plancherel measure of the symmetric group converges to the corresponding distribution of eigenvalues of a Hermitian matrix from the Gaussian Unitary Ensemble. We introduce a new measure on strict partitions, which is analogous to the Plancherel measure, and prove that the measure has a distribution similar to that of the Plancherel measure. In particular, we obtain that the limit distribution of the length of the longest ascent pair for a permutation is identical with the corresponding distribution of the length of the longest increasing subsequence.
Introduction
Let π be a permutation in the symmetric group S N and ℓ(π) the length of the longest increasing subsequence in π. Concerning the limit distribution of ℓ(π) with respect to the uniform measure P uniform,N on S N , it is proved in [BDJ] that (1.1) lim
where F 2 (s) is the Tracy-Widom distribution. The Tracy-Widom distribution is defined by the Fredholm determinant for the Airy kernel. Namely, let Ai(x) be the Airy function Ai(x + z)Ai(z + y)dz, where the second equality is proved in [TW2] . Then the Tracy-Widom distribution F 2 (s) is defined by
The Tracy-Widom distribution gives the limit distribution of the scaled largest eigenvalue of a Hermitian matrix from the Gaussian Unitary Ensemble (GUE), see [TW2] .
As we see below, the Plancherel measure for partitions is related to the distribution of ℓ(π). The Robinson-Schensted-Knuth (RSK) correspondence is the bijection between permutations π ∈ S N and pairs of standard tableaux of the same shape λ ⊢ N, where λ ⊢ N means that λ is a partition of N, see [Sa2] . By this correspondence, ℓ(π) equals the first row λ 1 of λ. Let f λ be the number of standard tableaux of shape λ. The Plancherel measure assigns to each λ ⊢ N the probability (1.5) P Plan,N ({λ}) = (f λ )
2

N! .
Then it is easy to see that (1.6) P uniform,N ({π ∈ S N |ℓ(π) = h}) = P Plan,N ({λ ∈ P N |λ 1 = h}), where P N is the set of all partitions of N. This relation combined with (1.1) shows that the limit distribution of the (scaled) first row with respect to the Plancherel measure above is identical with the corresponding distribution of the largest eigenvalue in the GUE. Moreover, this result has been extended in [BOO] , [J2] and [Ok1] for the other rows of a partition. In this paper, we deal with an ascent pair instead of an increasing subsequence and study a problem similar to (1.1). As the length ℓ(π) of the longest increasing subsequence equals the first row of the partition obtained by the RSK algorithm, the length L(π) of the longest ascent pair equals the first row of the strict partition obtained by the so-called shifted RSK algorithm, see [HH] . Further, as the Plancherel measure defined by (1.5) is obtained by the RSK correspondence, a new measure on strict partitions of N can be obtained by the shifted RSK correspondence.
The aim of the present paper is to obtain the results similar to the one stated above for the Plancherel measure with respect to the new introduced measure. In particular, the distribution of the length L(π) of the longest ascent pair for a permutation with respect to the uniform measure on the symmetric group converges to the Tracy-Widom distribution F 2 (s). We employ a correlation function of the shifted Schur measure defined in [TW3] , which becomes a powerful tool to compute limit distributions (see [BOO] and [Ok3] ). Although Okounkov [Ok2] has computed the correlation function of the Schur measure by using the infinite wedge, instead, we find that the exterior algebra does work similarly for computing that of the shifted Schur measure. Moreover, the explicit calculation of the correlation function allows us to extend the limit theorem for the shifted Schur measure obtained in [TW3] to the cases for other rows of a strict partition.
2 Limit theorems for measures on strict partitions
An analog of the Plancherel measure
We define a measure similar to the Plancherel measure on P N by means of the shifted RSK correspondence.
If λ is a strict partition of N, i.e., λ = (λ 1 , λ 2 , . . . , λ ℓ ), λ 1 > λ 2 > · · · > λ ℓ ≥ 1, j λ j = N, then we write λ N. Let D N be the set of all strict partitions of N and D the set of all strict partitions, i.e.,
A shifted shape Sh(λ) associated with a strict partition λ is obtained by replacing the i-th row to the right by i − 1 boxes for i ≥ 1 from the Young diagram λ. We use the notation λ ∈ D for both a strict partition λ and its shifted shape Sh(λ).
A standard shifted tableau T of the shifted shape λ N is an assignment of 1, 2, . . . , N to each box in the shifted shape Sh(λ) such that entries in T are increasing across rows and down columns. For example, 1 2 4 6 3 5 8 7
is a standard shifted tableau of shape λ = (4, 3, 1). A standard marked shifted tableau is a tableau obtained by marking some entries which are not diagonal in a standard shifted tableau T . For example,
is such a tableau. A standard shifted tableau is particularly a standard marked shifted tableau.
The shifted RSK correspondence (see [Sa1] and [HH] ) is the bijection between permutations π ∈ S N and pairs (S, T ) of a standard shifted tableau S and a standard marked shifted tableau T of the same shape. The shape of tableaux is λ = (5, 3, 1).
Let g λ be the number of standard shifted tableaux of shape λ. Then the number of standard marked shifted tableaux of shape λ equals 2 N −ℓ(λ) g λ , where ℓ(λ) is the length of a partition λ and N is the size of λ, i.e., N = ℓ(λ) i=1 λ i . It is known that for a strict partition λ = (λ 1 , . . . , λ ℓ ) of N, g λ is explicitly given by
(see Example 12 in Chapter 3, §8 of [Mac] ). By means of the shifted RSK we have (see [HH] )
In view of the equality (2.1), we can define a probability measure on D N . Namely, we assign to each λ ∈ D N the probability
This measure can be regarded as an analog of the Plancherel measure defined in (1.5) in a combinatorial sense.
Ascent pair
The measure defined by (2.2) is related to the so-called ascent pair for a permutation. For
is weakly increasing (i.e. the inequality π(i 1 ) ≤ π(j 1 ) is satisfied). We define the length of the ascent pair (φ de , φ in ) by k + l − 1. Let L(π) be the length of the longest ascent pair for π. It is known that L(π) equals the first row λ 1 of λ which is the shape of the tableaux obtained from π by the shifted RSK, see [HH] . Example 2. For the permutation in Example 1, the pair (φ de , φ in ) of (4, 7, 9) is the longest ascent pair. The length equals 5. Note that λ 1 also equals 5.
By the shifted RSK, the distribution of L(π) with respect to the uniform measure on S N equals the distribution of λ 1 with respect to the measure P SPl,N on D N , i.e.,
This equality should be compared with (1.6).
Airy ensemble
We consider the random point process on R (see the Appendix in [BOO] ) whose correlation
Here K Airy is the Airy kernel defined in (1.3).
Let
be its random configuration. The random variables ζ i 's are called the Airy ensemble. It is known that the Airy ensemble describes the behavior of the 1st, 2nd, and so on largest eigenvalues of a GUE matrix, see [TW2] . Theorem 4 in [BOO] asserts that the random variables
with respect to the Plancherel measure defined by (1.5) converge, in the joint distribution, to the Airy ensemble as N → ∞. Our main aim is to prove similar results for strict partitions with respect to the measure P SPl,N defined in Section 2.1.
Main theorems
Main theorems in this paper are as follows. Theorem 1. As N → ∞, the random variables
with respect to the measure P SPl,N on D N converge to the Airy ensemble, in joint distributions.
Compare (2.4) with (2.3). Especially, since λ 1 is equal to the length L(π) of the longest ascent pair, and since the distribution of ζ 1 in the Airy ensemble is given by the Tracy-Widom distribution, we immediately see the following result.
Corollary 2. We have
Compare with (1.1). Theorem 1 will be proved by computing the correlation function of the so-called poissonization of the measure P SPl,N . For ξ > 0, we define the poissonization P ξ PSP of the measure P SPl,N by
for λ ∈ D. Here P SPl,N ({λ}) = 0 unless λ N. Then we have the Theorem 3. For any fixed M ∈ N and any a 1 , . . . , a m ∈ R we have
where ζ 1 > ζ 2 > . . . is the Airy ensemble.
Theorem 3 will be proved in Section 4.2. In Section 4.3, we will obtain Theorem 1 from Theorem 3 by using the depoissonization technique developed in [J1] .
Correlation functions
In this section, we compute the correlation function of the measure P ξ PSP . This function is obtained by specializing the correlation function of the shifted Schur measure.
Shifted Schur measure
We recall the shifted Schur measure. The following facts can be seen in [TW3] .
Let X = (X 1 , X 2 , . . . ) and Y = (Y 1 , Y 2 , . . . ) be infinite many variables. The symmetric functions q n (X) (n ≥ 0) are defined by the generating function
In particular, we have q 0 = 1. It is convenient to define q n to be zero for n < 0. Since
where p n (X) is the power-sum function, the function Q(z) is also expressed as
For r > s ≥ 0, we define
and define Q (r,s) = −Q (s,r) for r ≤ s. We may write λ in the form λ = (λ 1 , λ 2 , . . . , λ 2n ) where
, the number n is given by
Then the 2n × 2n matrix
is skew symmetric, and the Schur Q-function Q λ is also given by
where Pf stands for the pfaffian. The Schur P -function P λ is defined by
The algebra Ω has the inner product defined by
The set {Q λ | λ strict} and {P λ | λ strict} are bases in Ω and dual each other. The shifted Schur measure is a (formal) probability measure on D defined by
Here the normalization constant Z SS is determined by
where the second equality is the Cauchy identity for Schur Q-functions ( [Mac] ). Further, from (3.1), the constant Z SS is also written by
Correlation functions of the shifted Schur measure
We compute the correlation function of the shifted Schur measure. We identify each strict partition λ = (λ 1 , λ 2 , . . . , λ ℓ ) ∈ D (λ 1 > λ 2 > · · · > λ ℓ ≥ 1) with the finite subset {λ 1 , λ 2 , . . . , λ ℓ } ⊂ N. We define the correlation function of the shifted Schur measure P SS by
for a finite subset A ⊂ N. The function ρ SS (A) has a pfaffian expression.
Theorem 4. For a finite subset A = {k 1 , . . . , k N } ⊂ N, we have
where the entry M(A) i,j of the skew symmetric matrix M(A) is given by
and ǫ(u, v) is given by
Remark 1. The correlation function of the Schur measure, which is computed in [Ok2] , is given by a determinant.
Proof of Theorem 4. Let V be a C-vector space spanned by e k , k ∈ N. The exterior algebra V is spanned by vectors
Putting e ∨ k = 2e k and v
We define the operator ψ k (k ≥ 1) on V by
and let ψ * k be the adjoint operator of ψ k with respect to the inner product defined above. The operator ψ * k is then explicitly given by
These operators satisfy the following commutation relations (3.10)
The operators satisfy the relations (3.12)
where S * is the adjoint operator of S. For each odd positive integer n, we define the operator α n by
It follows from (3.10) and (3.12) that
for any odd integers n and m, where [ , ] is the bracket product. If we put (3.14)
then by (3.10) and (3.12) we see that (3.15) [α n , ψ(z)] = z n ψ(z) for any odd integer n and (3.16)
It follows from (3.16) that
for |z| > |w|. Note that the operator α n is rewritten as Observe that
The equality (3.20) is obtained from (3.13). It follows from (3.5) that exp( n 2 s n s ′ n ) = Z SS . By (3.1) and (3.15), we have
The Schur Q-functions are given as the matrix elements of Γ − .
Lemma 3.1. We have
In other words,
It follows from (3.18), (3.19) and (3.21) that (3.23) equals
By (3.2), to prove (3.22) it is sufficient to show
Note the second equality is well-known (see Example 5 in Chapter III, §8 of [Mac] ). From (3.10), (3.12) and (3.16), we see that
Therefore, by the expansion formula of a pfaffian, we obtain
Here the claim follows from (3.17).
From (3.11), (3.19) and (3.22), the correlation function is rewritten as
It follows from (3.18), (3.19) and (3.20) that
where we put
Using (3.21), we have
where J(z; X, Y ) is defined in (3.8).
Then we have the Lemma 3.2. We have
where the entry of the skew symmetric matrix is given by
Proof. From (3.10) and (3.25), we have
By (3.26), Ψ j , Ψ * j are expressed as the linear combination of ψ n 's over Z[x 1 , x 2 , . . . , y 1 , y 2 , . . . ]. Hence if we abbreviate Ψ j = Ψ k j for 1 ≤ j ≤ N and Ψ j = Ψ * k 2N−j+1 for N + 1 ≤ j ≤ 2N, by the discussion similar to Lemma 3.1, we have
This completes the proof of the lemma.
We compute entries in the right hand side of (3.28). It follows from (3.17) and (3.26) that
where we put Ψ(z) = Ad(G)ψ(z) for |z| > |w|. Since the coefficient of
we obtain the theorem.
Correlation functions of the measure P ξ PSP
The correlation function of P ξ PSP is obtained from Theorem 4 since the measure P ξ PSP is a specialization of the shifted Schur measure. As a corollary of Theorem 4 we have the following theorem which is a counterpart of Theorem 1 in [BOO] .
Theorem 5. For a finite subset A = {k 1 , . . . , k N } ⊂ N, we have
where the entry M B (A) i,j of the skew symmetric matrix is given by
and K B (u, v) is given by
where ǫ(u, v) is given by (3.9).
Proof. Schur Q-functions can be expanded as (see [Mac] )
(−1) = g λ (see Example 12, Chapter III, §8 in [Mac] ). If we make a specialization
and p k (X) = p k (Y ) = 0 for k ≥ 3, we have
and hence the shifted Schur measure (3.4) becomes the measure P ξ PSP in (2.5). On the other hand, since J(z; X, Y ) is rewritten as
it becomes e √ 2ξ(z−z −1 ) by this specialization. Hence the theorem follows from Theorem 4.
Correlation functions and Airy kernel
In this section, we prove Theorem 3. Put r = √ 2ξ.
Limit of the correlation function
It is convenient to put ρ ξ PSP ({k 1 , . . . , k n }) = 0 for {k 1 , . . . , k N } ⊂ Z if there exists a nonpositive k i . Proposition 4.1. We have
The limit is uniform for (x 1 , . . . , x N ) on a compact set of R N .
This proposition is directly obtained from Theorem 5 and the following lemma. as r → ∞, uniformly in x and y on compact sets in R.
Proof of Lemma 4.2. We use the method of Tracy and Widom [TW3] . At first we prove (4.3). Let u and v be positive real numbers. Then we estimate the integral
Changing variable w → −w, we have
This integral is the half of the sum of two integrals of the form
for f 1 , f 2 ∈ {0, 1}. We only have to prove that the integral (4.5) converges to the Airy kernel by making scaling.
The integral (4.5) is rewritten as
By changing variable w → w −1 , it turns to be
where the contours for two integrals are both the unit circle T. We make scaling by u = 2r + r where the limits are uniform for x in a compact set. Since Reσ(z) is strictly decreasing as we move away from z=1 on Γ, and since σ(1) = 0, we have | exp(rσ(z))| < e δr on Γ 1 for some δ > 0. Therefore since r 1 3 x = o(r) (where x is in a compact set), we obtain the first claim.
Changing variable z → 1 + w, since z = e w(1+O(w)) near z = 1, we can write I r2 (x) as
where the contour is {w | 1 + w ∈ Γ 2 , |w| < ǫ}. If we replace this contour with line segments {R exp(± √ −1π/3) | 0 ≤ R ≤ ǫ}, an error O(e −δr ) for some δ > 0 appears. Changing variable w → r It follows that the integral on the right hand side in (4.9) converges absolutely and the limit equals the Airy function Ai(x).
We go back to the proof of Lemma 4.2. It follows from Lemma 4.3 that r 1 3 times (4.6) converges to
after making scaling. Therefore we have proved (4.3).
Next we prove (4.2) and (4.4). For u, v > 0, K B (u, v) is the half of the difference between integrals of the form
where (f 1 , f 2 ) ∈ {(0, 1), (1, 0)} and contours are circles such that 1 > |z| > |w|. At first we deform the z-contour to the steepest descent curve Γ. Then if we deform the w-contour to Γ we pass through a pole at z = −w for every w ∈ Γ. The residue at the pole is given by a constant times w −u−v−f 1 −f 2 . Since u + v + f 1 + f 2 ≥ 3, the integral of the residue on Γ equals zero. The similar argument above shows that r This shows (4.2).
For u, v > 0, we have
and changing variables z → −z −1 and w → −w −1 , we have
Therefore, (4.4) follows from (4.2).
Proof of Theorem 3
Theorem 3 is proved by using asymptotics of correlation functions.
Proof of Theorem 3. At first we give the direct proof of Theorem 3 for the case where M = 1.
Denote the characteristic function of the interval I ⊂ R by χ I . We abbreviate P ξ PSP and ρ ξ PSP to P and ρ, respectively. Then we have
where we regard the set {k 1 , . . . , k l } as a strict partition after rearranging into large order. If we expand the last product, we have
It follows from Proposition 4.1 that this integrand converges to det
The Fredholm determinant on the right hand side is nothing but the Tracy-Widom distribution F 2 (s). Now we prove for general M. The following discussion is similar to the one in [BOO] . Put λ = ( λ 1 > λ 2 > . . . ), λ i = λ i − 2r r 1/3 .
Proof of Theorem 1
Lemma 4.4. Let µ N = N + 4 √ N log N and ν N = N − 4 √ N log N. Then there exists a constant C such that
Proof of Lemma 4.4. In the proof of Lemma 3.8 in [J2] , replace the Robinson-Schensted correspondence with the shifted RSK correspondence.
Proof of Theorem 1. By the discussion in [BOO] and Lemma 4.4, Theorem 1 follows from Theorem 3. We leave the detail to the reader.
α-specialized shifted Schur measure
In this section, we give another application of Theorem 4. Consider the following specialization of the shifted Schur measure. Let α be a real number such that 0 < α < 1. We put X i = Y j = α for 1 ≤ i ≤ m and 1 ≤ j ≤ n, and let the rest be zero in the definition of the shifted Schur measure. This is called the α-specialization. For α-specializations of other measures, see [TW3] and [M] . Using the correlation function for the shifted Schur measure, we can obtain the limit distributions of λ i 's with respect to the α-specialized shifted Schur measure. Denote by P SS,σ the α-specialized shifted Schur measure, where σ = (m, n, α) denotes the set of parameters associated with the measure. Let τ = m/n be a fixed constant.
Theorem 6. There exist positive constants c 1 = c 1 (α, τ ) and c 2 = c 2 (α, τ ) such that
holds for any M ≥ 1 and any a 1 , . . . , a M ∈ R.
When M = 1, this theorem gives the result due to Tracy and Widom [TW3] . Although they assume that α and τ satisfy the relation α 2 < τ < α −2 , we can remove this assumption as they expect in the footnote 3 of that paper. Indeed, we discuss by using the correlation function instead of the discussion that Tracy and Widom [TW3] use the assumption α 2 < τ < α −2 . We write ρ SS , M, J(z; X, Y ) and K in Theorem 4 after making the α-specialization by ρ σ , M σ , J σ (z) and K σ , respectively. Let c 1 , c 2 and z 0 be positive constants depending on α and τ given in [TW3] . These constants are not explicitly given for general τ .
