Abstract-In a 2006 TPAMI paper, Wang proposed the Neighborhood Counting Measure [2], a similarity measure for the k-NN algorithm. In his paper, Wang mentioned the Minimum Risk Metric (MRM, [1]), an early distance measure based on the minimization of the risk of misclassification. Wang did not compare NCM to MRM because of its allegedly excessive computational load. In this comment paper, we complete the comparison that was missing in Wang's paper and, from our empirical evaluation, we show that MRM outperforms NCM and that its running time is not prohibitive as Wang suggested.
INTRODUCTION
IN this comment paper, we compare the performance of the Neighborhood Counting Measure [2] and Minimum Risk Metric (MRM, [1] ), completing the comparison that was missing in the paper by Wang. Our empirical evaluation shows that MRM outperforms NCM and, although the running time of MRM is slightly higher, it is in the same order as the running time of NCM and so it is not prohibitive as Wang suggested. NCM is defined as: 
where n is the number of attributes of the data, a i indicates the ith attribute, and m i is defined as m i ¼ jdomainða i Þj; finally, x i ; y i indicate the value of the ith attribute in x and y, respectively. NCM works on the concept of neighborhood. Once a topological space is defined, the neighborhoods are regions in the data space that include a specific data point in a query. The similarity between two points is given by the number of neighborhoods that include both points. In order to assess which points are closer to a test point, NCM counts the neighborhoods and selects the points that have more neighborhoods in common with the test point. Wang derived a method for counting all of the possible neighborhoods in an efficient way. In [2] , NCM is shown to outperform HEOM, DVDM, IVDM, and HVDM. Wang did not test NCM against MRM for its high computational cost. In this way, the author left unasked the questions on the comparison of the two methods. MRM [1] is a distance for classification tasks that relies on estimates of the posterior probabilities to minimize the misclassification risk directly. It minimizes the risk of misclassification rðx; yÞ defined as the "the probability of misclassifying x by the 1-nearest neighbor rule given that the nearest neighbor of x using a particular metric is y." MRM is expressed by:
where m is the number of classes, pðc i jxÞ is the probability that a given point x belongs to the class c i , and ð1 À pðc i jyÞÞ is the probability that a given point y does not belong to the class c i . Given a test point x and a train point y, the risking of misclassifying x when assigning it the same label as y is given by pðc i jxÞð1 À pðc i jyÞÞ. The total finite risk is the sum of the risks extended to all different classes as in (2) . A simple choice is to estimate the conditional probabilities pðc i jxÞ using the naive Bayes estimator. The idea of minimization of the expected risk as a distance has been more recently reproposed by Mahamud and Herbert [3] , who defined rðx; x 0 Þ as the "conditional risk of assigning input x with the class label corresponding to x 0 ." They also demonstrated the optimality of this distance in terms of minimization of the expectation of rðx; x 0 Þ over the sampling of test points and learning points. They pointed out that (2) holds only in the case that the samples are identically and independently distributed. Instead of estimating the risk by means of estimation ofpðxjc i Þ in (2), they estimate rðx; yÞ directly as a function of a distance d. From their work, we can derive that MRM is symmetric (Using P m i¼1 pðc i jxÞ ¼ 1,
pðc i jxÞpðc i jyÞ that is symmetric), subadditive (the triangular inequality holds), but it does not verify the identity of indiscernibles (namely, MRMðx; yÞ ¼ 0 iff x ¼ y does not hold true) so MRM is not a metric but only a distance. The time of execution of MRM is high, but, as shown in [1] , MRM outperformed in terms of accuracy other distance metrics such as HEOM, DVDM, IVDM, and HVDM.
In the experiments, we empirically compare the performance of NCM and MRM in classification tasks using the k-NN algorithm. The optimality property demonstrated in [3] suggests that MRM can have an edge over NCM. The decision on the class is taken with a simple voting schema on the k neighbors. A weighted voting schema was used for k ¼ 21. In order to reproduce the results of [2] we considered the same data sets (see Table 1 ). Some of the data sets used in [2] show some little difference in terms of number of attributes and number of instances. In particular, Anneal, Credit, and Soybean differ in the numbers of instances, whereas Vote, Zoo, and Horse-colic differs in the number of attributes. In our experiments, we have used the distance 1 À NCMðx; yÞ as indicated by the author [4] . We ran 10-fold crossvalidation 10 times with random partitions of data for each data set and for each k value. In each test, we assessed the statistical differences using the two-tail paired t-Test with significance level equal to 0.05. In order to compare directly with the data published by Wang [2] , in a first set of experiments we set k ¼ 11 (without weighting) and k ¼ 21 with the weighted voting scheme. MRM is a distance function, so we used as the weight its inverse 1=distance, whereas, for NCM, the weight used was the similarity value. We . also ran tests with the usual values of k ¼ 1; 3; 5; 7. We implemented both methods in Java and we used Weka [5] to perform all of the tests, the statistical analysis, and the measures of the running time. The naive Bayes used in MRM is that provided by Weka with numeric attributes that have been discretized, replicating the choice made in [1] . We computed a priori the estimates of the conditional probabilitypðc i jyÞ for the training set, using a hash table. All of the code and the data sets used in our tests are available on request. Fig. 1 presents the scatterplot of the accuracies for the experiments for k ¼ 1; 3; 5; 7; 11; 21. For an exhaustive view of the numerical results obtained, we refer to [6] . For space reasons, here we show only the results for k ¼ 1 in Table 1 . We compared the results for NCM with k ¼ 11 and k ¼ 21 (with weighted decision scheme) with the analogous results presented by Wang. The variations in the selection of the folds of the data sets can account for the differences. However, the differences in accuracies are in the same order of the standard deviation, so our results are substantially aligned with the results of NCM in its original proposal. MRM demonstrates good performances in all of the tests. Considering the number of data sets in which MRM has significant differences with respect to NCM, MRM is better than NCM, especially with k ¼ 11 and k ¼ 3. For example, with k ¼ 1 in Table 1 , MRM is significantly better than NCM in half of the data sets. These good results are also evident in the scatter plots in Fig. 1 . Considering all of the results shown in [6] , we can observe that, increasing the value of k, the only three data sets in which NCM reaches an accuracy significantly higher than MRM are Vote, Tic-Tac-Toe, and Vehicle. The running time results in Table 1 show that the running time of MRM is in the same order as the running time of NCM. NCM is always faster than MRM except in the data sets Breast-cancer and Vote, where MRM has a smaller running time. However, the differences in running time between the two methods are not significant. We can conclude that the computation of MRM is not prohibitive, far from the results of being 10 times slower than NCM reported by [2] for a straightforward implementation. Wang did not report running times of MRM, so it is not possible to make a comparison. It is important to note that the only improvement in our implementation with respect to a straightforward implementation is that we compute the estimatespðc i jyÞ for y in the training set only once. As a conclusion, our comparison shows that MRM outperforms NCM as expected, given the optimality described in [3] . Moreover, a simple implementation of MRM has a computational cost slightly greater than NCM, and it does not have a cost prohibitively high as the work by Wang suggested.
