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У доповіді розглядається розв’язування лінійних задач 
комбінаторної оптимізації на розміщеннях без додаткових 
обмежень в умовах стохастичної невизначеності. 
 
Iemets O. O., Barbolina T. M. About properties of linear 
unconstrained problems of stochastic combinatorial optimization on 
arrangements.  In the article we discuss solving of linear problems of 
combinatorial optimization on arrangements without additional 
constraints under stochastic uncertainty. 
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Актуальним напрямом досліджень у галузі оптимізації є 
вивчення властивостей оптимізаційних задач, у яких 
поєднуються обмеження комбінаторного характеру та різні види 
невизначеності (див., наприклад, [1–4]). У [4] розглянуто 
властивості безумовної задачі стохастичної комбінаторної 
оптимізації на розміщеннях, зокрема, обґрунтовано схему 
редукційного методу розв’язування таких задач. Дана робота 
присвячена уточненню окремих результатів. 
Розглядаються оптимізаційні задачі, у яких мінімум 
(максимум) визначається на основі порівняння числових 
характеристик випадкових величин [5]. Нехай характеристичний 
вектор випадкової величини (випадкові величини 
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позначатимемо великими літерами) визначається як 
      1 ,..., sH A h A h A , де ( )ih A  si J   – деякі числові 
характеристики випадкової величини. Вважаємо, що 
характеристичний вектор задовольняє умову  
      i ii i ih aA bB a h A b h B
     si J    (1) 
Розглянемо лінійну безумовну задачу стохастичної 
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jc R  kj J  ,  
kE   — 
загальна множина розміщень [6] з елементів мультимножини 
 1 ,...,G G  , які є незалежними випадковими величинами, 
мінімум розуміється згідно з [5]. Вважатимемо, що елементи 
мультимножини задовольняють умову  
    1 ...l lH G H G  .  (3) 
Сформуємо мультимножини  1 ,...,r r rQ q q  , де 
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   . (4) 
де  1 2, ,..., kx x x x . Нехай також для всіх sr J  
      1 ,...,r rH A h A h A ,  0 iH G  . Нехай sr J  — таке, 
що елементи мультимножини    задовольняють умову 
   1 1r i r jH G H G   ,i j J  , ,i jG G   (5) 
Теорема 1 [4]. Нехай характеристичний вектор випадкової 
величини задовольняє умову (1), причому виконуються 
співвідношення (5). Тоді існує мінімаль  kX E    в задачі (2) 
така, що виконуються умови  
  r j jh X x   kj J  ,  (6) 
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де   ,rL x x   — розв’язок задачі (4). 
Нехай для елементів мультимножини   виконується умова 
(5), коефіцієнти цільової функції задачі (4) задовольняють умову 
 
1 1
... 0... ...r r r r r
ki i i i i
c c c c c
  
    

      . (7) 
З умови (7) і достатньої умови мінімалі [6] випливає, що одна 
з мінімалей x  у задачі (4) задовольняє умови  
ji rj
x q   j J  , ,ti r k tx q  
   kt J
  , 
а тоді відповідно до теореми 1 для однієї з мінімалей X   у 
задачі (2) виконуються умови 
  
jr i rj
h X q   j J  ,   ,tr i r k th X q     kt J
  .(8) 
Другу з умов можна записати таким чином  
k jr i rj
h X q
 
   
kj J 
   . Враховуючи, що внаслідок виконання умов (5) і 
 kX E   виконуються рівності    1 1 1...r r kH X H X    , 
то також  
   
jr i r j
H X H G  j J  ,    k jr i r jH X H G   kj J     . (9) 
Розглянемо мультимножину  1( ),..., ( )r r rH G H G   з 
основою   1( ,..., )r mS H H  , елементи якої упорядковані за 
неспаданням, і первинною специфікацією    1,...,r mn n  . 
Нехай також  








     для mp J . (10) 
Оскільки елементи мультимножини   задовольняють умову 
(3), то  
    1...p p pr r n pH G H G H      , mp J .  
Для всіх mp J  сформуємо мультимножини 
  1,...,p p ppr nG G     . (11) 
Очевидно, що pr pn  . Нехай також   — найменший 
індекс, для якого виконується умова 1   ,   — найбільший 
індекс, для якого виконується умова k     . Позначимо 
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p pk n  для 1p J  , 1k     ; p pk n  для 
1
mp J
  , 
1k k       . Отже, для всіх p J  виконуються 
рівності  
jr i p





    , для всіх mp J
  — 
 
k jr i p
H X H
 
   kj J 
   .  
Нехай 
jj i
X X   kj J  , тоді  
    1,..., pp p p p
k p
k rn
X X E       p J  ,  (12) 
    
1 1 1
,..., p
p p p p
k p
k n k rn
X X E             mp J
  .(13) 
 Якщо   , то точка, яка задовольняє (12), (13), належить 
( )kE  . Якщо   , то  1 1,..., kX X        є елементом 
множини розміщень з елементів мультимножини r
 . 
Позначимо для всіх 1mp J J

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Тоді mp J J

       ,..., pp p p
l
u v rn
X X E   , де 
1p p pl v u   , причому      1 1,..., ,...,m
k
u v kX X X X E   . 
Теорема 2. Нехай характеристичний вектор випадкової 
величини задовольняє умову (1), причому виконуються 
співвідношення (5) і (7). Нехай також мультимножини pr  
визначаються згідно з (10), (11),   — найменший індекс, для 
якого виконується умова 1   ,   — найбільший індекс, для 
якого виконується умова k     , індекси pu  і pv  
визначаються згідно з (14), (15), 1p p pl v u   . Тоді існує 
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мінімаль *X  у задачі (2), яка задовольняє умови * *
ji j





j J  , де для всіх mp J J

   справедливе співвідношення 
  





p p jlp p
pu v rnp p p
v
u v i j
j uX X E
X X c X
 
  .  (16) 
Доведення. Нехай точка X   — мінімаль у задачі (2), яка 
задовольняє (8). Тоді mp J J

       ,..., pp p p
l
u v rn
X X E   , де 
jj i




j J  . Нехай також  * *,...,
p pu v














E   ( mp J J

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p p
v vk
i i i i
p j u p j u
L X c X c X

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    (якщо   , 
то відповідні коефіцієнти цільової функції дорівнюють нулю), 
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   
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   
   
   
 
 З іншого боку,    *( ) ( )lH L X H L X  , оскільки 
* ( )kX E   і X   — мінімаль у задачі (2). Отже, 
     *H L X H L X  , тобто *X  також є мінімаллю в задачі 
(2). Теорему доведено. 
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У доповіді обґрунтовано властивості розв’язку лінійної 
безумовної задачі стохастичної комбінаторної оптимізації на 
розміщеннях у випадку, коли екстремум визначається на основі 
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