The architecture of modern automotive electronic systems is composed of multiple distributed mixed-criticality functions. The effective utilization of such systems with heterogeneity is hindered by the scheduling of multifunctions. Minimizing the response time of functions (e.g., makespan) is an important optimization objective, and several scheduling algorithms for heterogeneous distributed architectures that optimize this objective have been proposed. However, the reliability requirements of functions of automotive systems are also an vital objective that needs to be optimized. Ignoring the reliability requirements of the functions during the scheduling process can cause catastrophic consequences, especially in automotive electronic systems. We propose a heuristic scheduling algorithm called real-time aware scheduling under reliability requirement assurance (RTRRA). The proposed algorithm meets the reliability requirement of each function by reliability transfer method technique and reduces the high-criticality functions' deadline miss ratio (DMR) by applying resource reallocation policy. Our results indicate that the RTRRA can reduce the response time of critical functions and meet the reliability requirements of all functions compared with the state-of-the-art algorithms.
I. INTRODUCTION A. BACKGROUND
Real-time and reliability are two key attributes of automotive electronic systems (AES). Real-time requirements require that each electronic control unit (ECU) or actuator of a vehicle must respond to commands within a specified time. Reliability requirements require that failure rate of functional components in a vehicle must meet requirements of international standards, such as road vehicles functional safety [1] . Considering cost constraint of a vehicle, it is especially difficult to design AES while meeting the above constraints.
Cost limitation, flexibility and extensibility requirements, and the increased system complexity are changing AES from federated to integrated architecture, in which software components can be executed on multiple ECUs and possibly The associate editor coordinating the review of this manuscript and approving it for publication was Sotirios Goudos . moved from one ECU to another without loss of functional, time correctness and guaranteed level of reliability [2] , [3] .
The key features of the integrated architecture are the combination of heterogeneous integration platform and distributed automotive functions. Many ECUs, sensors and actuators are connected by a network of buses in the heterogeneous integration platform [4] . Lives of passengers and pedestrians depend on the proper functioning of steering, brakes, airbags and dynamic vehicle control that need to be coordinated by multiple functional components running on different ECUs [5] . Networked architecture and distributed functionality of integrated architecture make end-to-end latency analysis more difficult.
Automotive functions can be developed by different organizations or vendors. In order to reduce cost while ensuring safety, different functions have different criticality levels. Criticality level of a function is identified by the automotive safety integrity level described in ISO 26262 [1] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ AES have become mixed-criticality systems with multiple mixed-criticality functions distributed on heterogeneous ECUs [3] , [6] , in which multiple functions can be supported by one ECU and one function can be distributed over multiple ECUs [2] . However, functions to the integrated execution platform mapping is still challenging. Real-time performance of AES relies on high-criticality tasks or functions to be completed on time. Generally, response time requirement is called deadline in embedded systems. Some work focus on meeting deadlines of more high-criticality functions by sacrificing performance [3] , [6] , [7] . For AES, development and integration of mixed-criticality functions need to provide evidence that all reasonable system safety objectives are satisfied [1] , [2] . Considering safety, cost and other factors, AES designers face a trade off between reliability and real-time performance. The reliability and response time requirements of functions need to be simultaneously satisfied to ensure product design and marketing success. However, the two requirements are antagonistic: improving reliability negatively affects on schedule length and response time [8] - [11] . In this work, we aim to propose a method to reduce high-criticality functions' deadline miss ratio (DMR) while ensuring reliability requirements of multifunctions. Reliability is the probability of a function surviving for a given period of time.
B. MOTIVATION
Considerable work have dealt specifically with bicriteria (response time and reliability) static scheduling. However, bicriteria static scheduling multiple distributed functions on modern AES is challenging because of following two reasons.
First, many proposed heuristics are concentrated on single directed acyclic graph (DAG) task model multiprocessor scheduling that guarantees global system reliability and satisfies some real-time requirements [8] , [9] , [12] , [13] . In AES, reliability and response time requirements of each distributed scheduled function should be optimized simultaneously. The reason is different functions have dissimilar automotive safety integrity levels (ASIL) (details in Section 3.2), thereby resulting in difference in the response time and reliability requirements of distributed functions. Designers of AES need to make a careful trade-off between abovementioned two requirements.
Second, scheduling an ever increasing number of mixed-criticality functions to meet response time and reliability requirements raises technical difficulties. Reliability and response time in AES involve considerable conflict. Response time is main concern in system performance, whereas reliability of function is important concern of function safety. Improving the reliability negatively affects on the schedule length and therefore the response time [8] , [12] , [13] . In resource-constrained AES scenarios, not all response time requirements of functions can be satisfied. Reliability and response time requirements should be considered simultaneously through careful design.
C. OUR CONTRIBUTIONS
The main contributions of this work are listed as follows.
1)
We propose a multifunctional mixed-criticality bicriteria (response time and reliability) scheduling framework for AES. In task ordering and clustering phases of the framework, a functional reliability ranking factor rank c is added to improve fairness of functions in consideration of the reliability requirement. 2) We propose a heuristic scheduling algorithm called real-time aware scheduling under reliability requirement assurance (RTRRA) to reduce DMR of high-criticality functions while guaranteeing reliability requirement of multifunctional mixed-criticality AES. RTRRA solves the problem by dividing it into two parts: satisfying reliability requirements and satisfying response time requirements of critical functions as much as possible. The first subproblem is solved by transferring reliability requirement of each function to that of each task. The second subproblem is solved by assigning each task to ECU with the minimum earliest finish time (EFT) policy and apply criticality adjustment strategy to meet response time requirements of critical functions. 3) We use small-scale automotive functions and randomly generated functions based on real parameter values to validate the effectiveness of RTRRA in our simulation tool.
The rest of this paper is organized as follows. Section II reviews related work. Section III presents models and scheduling problem. Section IV proposes the scheduling framework. Section V proposes the scheduling algorithm. Section VI verifies proposed method. Section VII elaborates conclusions of this work.
II. RELATED WORK
A distributed automotive function can be modeled by a DAG in which nodes represent tasks and edges represent communication messages between tasks [3] , [6] - [9] , [12] , [14] , [15] . Reliability is defined as the probability that none of the system components will fail during processing of functions [16] . A widely accepted reliability model is proposed by Sharz and Wang [17] , in which the transient failures of hardware components follow a Poisson law with a constant failure rate [8] , [13] , [18] , [19] .
Multiprocessor task scheduling is a well-known NP-hard problem. Effective heuristic list scheduling algorithms have been proposed to minimize makespan of DAG scheduling [3] , [20] . The core idea of list scheduling includes two phases: assigns priorities to each task of functions, and allocates each task to processor. An effective heuristic list scheduling algorithm for single DAG-based scheduling in heterogeneous distributed systems is heterogeneous earliest finish time (HEFT), which is based on assigning each task to the processor with the minimum EFT policy [3] , [20] . Real-time static multifunctional list scheduling are implemented from distributed embedded systems to heterogeneous distributed computing systems [3] , [15] , [21] - [24] . In [21] , authors propose priority-based dynamic multiple heterogeneous selection value (P_DMHSV) to scheduling dynamic multiple workflows for meeting the deadlines of partial higher-priority workflows. In [22] and [15] , authors investigate the static scheduling of multiple DAG-based peridic functions for safety-critical avionic systems and AES. Tamas et al. propose some design optimization methods for mixed-criticality realtime embedded systems [23] , [24] . However, the abovementioned algorithms consider either dynamics or periodicity of automotive functions, and do not provide a mechanism for ensuring functional reliability requirements. Xie et al. [3] propose F_MHEFT algorithm for multiple mixed-criticality functions of AES in which tasks of multiple functions are clustered and ordered independently using HEFT algorithm, and each task cluster is executed by a round-robin method to achieve fairness. Existing algorithm aims to minimize overall makespan without considering real-time requirement of critical functions. D_MHEFT [3] meets real-time requirement of high-criticality functions by sacrificing performance. However, these methods do not address the situation of reliability requirement of each function. In realistic environments, response time and reliability requirements should be satisfied simultaneously in AES, as pointed out in [13] .
Some methods have been presented to consider reliability and response time requirements simultaneously [8] , [9] , [12] , [16] , [25] - [28] . Assayad et al. [16] propose a scheduling heuristic called reliable bicriteria scheduling algorithm (RBSA), which is based on a bicriteria compromise function that introduces priority between tasks to be scheduled. RBSA uses active replication of tasks to improve reliability. However, task replication may be unsuitable considering resource-constrained feature of AES. In [25] , a shared recovery-based frequency assignment technique is proposed to minimize energy consumption while preserving the system reliability and real-time requirement of tasks. Previous methods can be applied to task scheduling on single processor, but they are unsuitable for modern heterogeneous distributed architectures. References [26] , [27] study reliability-aware scheduling optimization problem of DAG applications on distributed systems. However, we need to take into account criticality level attribute of functions in AES. In [9] , authors present a fast functional safety verification method for a single distributed automotive application to find a solution satisfying response time and reliability requirements. The main limitation of existing research is that they focus on single function scheduling and can not be applied to multifunctional of AES. In [12] , authors use replication-based fault-tolerance approach to solve the problem of minimizing redundancy to satisfy reliability requirement. However, this study focuses on service-oriented systems rather than a resource-constrained AES. Existing work [28] is similar to this work, but they are more concerned about energy consumption and we pay more attention to reliability.
III. MODELS A. SYSTEM ARCHITECTURE MODEL
Current automotive architectures have evolved into integrated architectures to support an increasing number of distributed, tightly coupled and networked functions [2] . In such an architecture, one function can be distributed over multiple heterogeneous ECUs and messages exchange between functions are over shared network. An AES architecture is modeled by a bus topology, where each node is represented as an ECU, which is connected to another through multiple controller area network (CAN) bus, as shown in Figure 1 . The CAN bus is configured with a non-preemptive and an event-triggered mechanism because only non-preemptive scheduling is considered in this study. A DAG-based function consists of multiple interdependent tasks, which are distributed in ECUs. A completed executed task needs to send messages to all its successor tasks, which may be located in the different ECUs.
For example, in Figure 1 , task v 1 on ECU1 sends messages m 1,2 and m 1,3 to its successor tasks v 2 and v 3 , respectively. v 2 and v 3 are located in different ECUs. Communication overhead is implicitly represented by the message edges in DAG model.
Given that an automotive function is released by receiving required data from sensors and is completed by sending messages to actuators in AES, a directed acyclic graph (DAG) based task model is used to describe complex functions and data communication between tasks [7] , [9] , [12] , [14] , [15] . Clustering multiple DAG-based functions into one function and using a single-function scheduling method is an efficient and simple multifunctional scheduling method [3] , [6] , [29] . These multifunctional scheduling methods generally have three steps: task ordering, clustering, and allocation. In task ordering and clustering, task sorting strategies are used to ensure that the tasks of a function satisfy dependencies and optimize the achievement of scheduling goals. However, in recently proposed multifunctional scheduling frameworks [3] , [6] , only response time requirements of functions are considered in task ordering and clustering phases.
These scheduling frameworks are unsuitable for multifunctional bicriteria (response time and reliability) scheduling environments because reliability requirement of functions are ignored in task ordering and clustering phases.
B. CRITICALITY LEVEL
ISO26262 identifies four criticality levels denoted by ASIL (i.e., A, B, C, and D) of automotive functions, where ASIL A represents the lowest criticality level S 0 (i.e., no injuries) and ASIL D represents the highest criticality level S 3 (i.e., the highest degree of automotive hazard). ASIL is calculated by the severity of an accident, the probability of exposure (i.e., reliability), and the controllability of a driver [1] . Safety requirement of an automotive function is the combination of the real-time requirement, the reliability requirement of the function, and the controllability requirements of drivers [8] . The real-time and reliability requirements of the function are considered in this work because the issue of controllability is related to drivers. Then, S = {S 0 , S 1 , S 2 , S 3 } is used to represent a set of the criticality levels of functions on AES.
C. FUNCTION MODEL
A set of functions can be represented as
where V is the set of tasks v, and each task v i in function F n must be executed on one ECU. E is the set of e communication edges between tasks; each edge means data dependence. For example, edge e(i, j) ∈ E represents that task v i should be completely executed before task v j can be started; Task v i is called a predecessor of v j , and task v j is a successor of v i correspondingly. pred(v j ) is used to represent the set of the immediate predecessor tasks of v j , and succ(v i ) represents the set of the immediate successor tasks of v i . A task without any predecessor is an entry task v entry ; a task without any successor is an exit task v exit .
For a task v i of F s , denoted as v s i , we associate its execution time on each ECU with a matrix W s : w i,k ∈ W s gives the worst case execution time (WCET) of v i running on ECU p k . WCET values for a given task can be distinct on different ECUs because of the heterogeneity of AES. Accordingly, for each edge e(i, j) ∈ E of F s , we associate in a table T s its communication times on each communication edge: c i,j ∈ T s denotes the worst case transmission time (WCTT) of the communication message when v i sends to v j . Similarly, given that AES architecture is heterogeneous, WCTT can be different on each CAN bus. Note that we assume that underlying network communication is reliable and predictable.
D. RELIABILITY MODEL
Permanent failure and transient failure are two main types of failures [8] , [13] . When a permanent failure occurs, the processor will be unusable for a long time unless it is replaced. Transient failure occurs at irregular and unredictable times. The effects of transient failure are short-lived and do not cause substantial damage to hardware components. Therefore, in this paper, only transient failures are mainly considered. In AES, transient failures often lead to instantaneous unavailability of ECUs. Random hardware failures are defined as failures that can occur unpredictably during the lifetime of a hardware element and follows a probability distribution [1] . The widely accepted reliability model of DAG-based application shows that transient failure of a component follows a Poisson process with a constant failure rate λ [13] , [17] - [19] . Reliability of a component in interval t is e −λt , where λ is a constant failure rate of processor.
Transient failures of ECUs are only considered because we assume CAN bus is fully routed and of high fault tolerance. The constant failure rate of ECU p k is represented by λ k , and the reliability probability of v i on ECU p k can be caculated by Equation 1 .
Overall reliability Rel(F m ) of a function F m is related to the reliability of scheduled tasks. Rel(F m ) can be calculated by Equation 2 [8] , [13] .
where p s (v i ) denotes the assigned ECU of v i .
E. RELIABILITY OBJECTIVE ANALYSIS
Given that a function can be distributed over multiple ECUs. Accordingly, the maximum reliability of v i is calculated by Equation 3 .
If all tasks of F m are allocated to obtain maximum reliability, then the maximum reliability of a function can be obtained by Equation 4 .
Accordingly, the minimum reliability of task v i and the minimum reliability of function F m are calculated by Equation 5 to 6, respectively.
Reliability objective of F m , represented by Rel obj (F m ), cannot be greater than Rel max (F m ) and lesser than Rel min (F m ). Rel obj (F m ) should have a feasible value to obtain feasible scheduling solutions and thus it must match following constraint: 
F. RESPONSE TIME OBJECTIVE ANALYSIS
For every single function F m , HEFT [20] is used to calculate the lower bound LB(F m ). Then, the response time objective RT obj (F m ) must be greater than or equal to LB(F m ):
The response time or makespan of a function can be obtained by
RT (v exit ) represents the response time of exit task of F m in Equation 9.
G. SCHEDULE OBJECTIVE DESCRIPTION
For an automotive system that integrates a set of mixed-criticality functions with individual response time and reliability requirements, goal of proposed scheduling method is to find a schedule for each individual function that can satisfying response time requirements of critical functions as much as possible while satisfying reliability requirements. In short, for each F m , find a solution to meet following conditions:
and
F hcri represents high-criticality functions. AES has limited resources. When the number of functions is large or time constraints are low, not all functions can satisfy the abovementioned limitations. We can only preferentially meet the constraints of critical functions. Because when response time or reliability constraints of critical functions are missed, risk of AES increases, which may lead to catastrophic consequences. Figure 2 shows a multifunctional mixed-criticality bicriteria (response time and reliability) scheduling framework. This framework aims to schedule mixed-criticality automotive functions that are constrained by response time and reliability requirements. In this framework, tasks of each function in functions pool module are sorted and submitted into each prioritized task queue module. The ready task pool module contains ready to execute tasks from prioritized task queues. A task is considered ready to execute only if all immediate predecessor tasks have been completed and communication messages from them have been received by this task. A framework scheduler generates task-to-ECU maps for all tasks in ready task pool module. To realize proper task allocation, framework scheduler needs the information of requirements and criticality-level from certification authority (CA). In automotive industry, third-party agency such as CA evaluate safety of components in cars. We use HEFT algorithm as the basic certification algoritm to show the scheduling process [3] , [7] . CA provides criticality level, response time and reliability requirements of each function.
IV. SCHEDULING FRAMEWORK
In addition to these information, ECU's information, such as the availability, functionality, and available time slots, are necessary to realize a feasible task allocation. Each allocated task is executed on a assigned ECU orderly.
V. SCHEDULING ALGORITHM
Scheduling objective of multiple automotive functions is to satisfy response time requirements of each function. However, in addition to this objective, reliability of each function is considered in RTRRA. RTRRA consists of three main phases: task ordering, selection, and allocation with ECUs.
A. TASK ORDERING
Tasks of each function are ordered in accordance with its decreasing priority upward rank u (v i ) in prioritized task queues, such that data dependencies are met. The rank u (v i ) of each task can be calculated by Equation 12 [20] .
Considering fairness of each function, a round-robin strategy is used to fill the ready task pool: for each prioritized task queue, a single task with maximum rank u value is selected and added to ready task pool in each round of scheduling. That is, in each round of scheduling, up to |F| tasks are present in the ready task pool. |F| represents the number of functions.
B. TASK SELECTION
We use an additional task priority assignment strategy related to reliability. Each task in the ready task pool is assigned with rank c . rank c represents urgency of a task considering reliability requirement. Our task selection method selects a task with the lowest rank c from the ready task pool to schedule. We are addressing reliability and response time requirements, rank c considers the two factors and is defined as follows:
where RR(v i ) is reliability ratio of v i and is calculated by Equation 14 .
Rel obj (F m ) is reliability objective of F m . Rel pa (F m ) is dynamic functional pre-allocation reliability of F m . Thus, all unscheduled tasks are pre-allocated with ECUs to minimize reliability of a function. We assume that {v . v j |N | } is pre-allocated with the ECU to minimize the reliability of each task. Therefore, Rel pa (F j ) is calculated as follows:
That is, for each function, Rel pa (F j ) is obtained by multiplying reliability of each task for the function. Meanwhile, unassigned tasks are pre-allocated to minimize their reliability. RTR(v i ) is response time ratio of v i and is calculated as follows:
where RT obj (F m ) is response time objective of F m , and
is calculated recursively by traversing DAG upward from the exit task to v i . This variable represents the latest possible finish time of a task to not delay the start time of subsequent tasks. In consideration of heterogeneity of AES, average WCET of tasks is used and shown as in follows:
where WCET (v j ) is average WCETs of v j . For the exit task, sub-deadline is equal to the response-time objective RT obj (F m ). rank c contains two major factors: (a) reliability parameter, which gives high priority to tasks with low reliability ratio; (b) time parameter, which gives high priority to tasks with low sub-deadlines. The tasks in the ready task pool are sorted by increasing rank c .
C. ECU SELECTION
In this phase, a task is assigned an ECU with effective task selection strategy applied to meet reliability and response time requirements of functions.
Reliability requirement of a function is transferred to that of each task to satisfy constraint. We assume that {v m 1 , v m 2 , . . . v m n } represents the task set of F m in which tasks are assigned with ECUs, and {v m n+1 , v m n+1 , . . . v m |N | } represents the task set in which tasks have not been assigned. Reliability requirement of F m has the following constraint:
For each unassigned task v i , following constraint can be derived:
We let
for each task to be scheduled, reliability Rel(v i ) should meet following constraint:
All available ECUs are filtered by aforementioned constraint to guarantee that function the task belongs can be executed with satisfied reliability requirement.
To minimize response time of functions, minimum EFT policy is applied for ECU selection. EST (v i , p k ) and EFT (v i , p k ) represent earliest start time of v i on ECU p k and earliest finish time of v i on ECU p k , respectively. They are calculated as follows:
AVT (p k ) is earliest available time of p k . AFT (v j ) is actual finish time of v j . c j,i represents WCTT between v j and v i . If v j and v i are assigned to the same ECU, then the communication between them is internal communication and overhead is zero (i.e., c j,i = 0).
D. CRITICALITY ADJUSTMENT STRATEGY
Considering limited computing resources of AES, not all functions can meet their response time requirements. We propose a strategy based on criticality adjustment to meet feasible response time requirements of critical functions. By adjusting the criticality of the system, critical functions are prioritized. This way allows these functions to be executed earlier to meet functional response time requirements. The criticality adjustment strategy is used when the scheduled length of a task exceeds its deadline.
Algorithm 1 Criticality Adjustment Algorithm
Cri(S) = S 0 3:
Return; 4: end if 5: if ( AFT (v i ) > RT obj (v i ) ) then 6: if ( Cri(v i ) > Cri(S)) then 7: Cri(S) = Cri(v i ) 8: Return scheduled and unscheduled tasks of this round into their respective priority queues 9: end if 10: end if Pseudocode of criticality adjustment algorithm is shown in Algorithm 1. In lines 1-4, if a task is exit task and the criticality level of a function which this task belongs Cri(v i ) is greater than initial system criticality state S 0 , then system criticality level is changed down to S 0 . In lines 5-9, if a task exceeds its deadline and Cri(v i ) is greater than current system criticality state, then current system criticality state is changed up to Cri(v i ). The scheduled and unscheduled tasks of this round are returned into their respective priority queues. Algorithm 2 RTRRA Algorithm Input: ECU set P,the function set F, initial system criticality level S 0 , reliability and response time objectives of each function. Output: Schedule results 1: Sort tasks of each function into each prioritized task queue by decreasing order of rank u values. 2: while (tasks that need to be allocated still exist) do 3: for (n = 1; n ≤ |m|; n + +) do 4 : v i ← prioritized task queue(F n ).out 5: Assign a priority rank rank u (v i ) using Eq. (12) 6: Add v i to ready task pool 7: end for 8: Sort the tasks in the ready task pool by increasing order of rank c values 9: while (ready task pool = ∅) do 10 : v j ← ready task pool.out 11: Calculate Rel obj (v j ) using Eq. (20) 12: for (p k ∈ P ) do 13: Calculate Rel(v i , p k ) using Eq. (1) 14: if ( Rel(v i , p k ) < Rel obj (v j ) ) then 15: Continue; 16: end if 17: Calculate EFT (v i , p k ) using Eq. (23) 18: end for 19: Assign task v j to a ECU p k with the minimum EFT (v i , p k ) 20: Call Algorithm 1 to verify the response time of the task 21: end while 22: end while E. RTRRA ALGORITHM RTRRA algorithm is shown in Algorithm 2. RTRRA can reduce high-criticality functions' DMR of multiple distributed functions while satisfying their reliability requirements.
The main idea of RTRRA is that reliability requirement of each function is transferred to reliability requirement of each task. Each task is allocated to an ECU that satisfies its reliability requirement. If response time objective of a scheduled task is missed, then a criticality adjustment policy is used to meet response time requirements of critical functions. Details of RTRRA (Algorithm 2) are explained as follows: 1) Tasks of each function are sorted by decreasing order of rank u and added to corresponding prioritized task queues. 2) For each prioritized task queue, a task with the highest rank u is selected and assigned with its corresponding rank c . Then, put the selected task to ready task pool (lines 3-7). 3) Tasks of ready task pool are sorted by increasing order of rank c . A current task v j is selected and its reliability objective Rel obj (v j ) is calculated as long as unscheduled tasks exist in ready task pool (lines 8-11). 4) RTRRA skips the ECUs that do not satisfy reliability objective of v j (lines 12-15). 5) RTRRA allocates an ECU using a strategy that minimizes earliest finish time for v j that meets its response time objectives. 6) Call Algorithm 1 to verify response time requirement of the task. RTRRA requires traverse all tasks of all functions during scheduling, which can be fulfilled in O(|F|), where |F| is the number of functions. All tasks of a function can be scheduled in O(N max ), where N max is the maximum number of tasks among all functions. To find and assign a suitable ECU for a task in the ECU selection phase, the complexity is O(N max × |P|) for calculating earliest finish time and O(|P|) for calculating reliability objective. The total time is O(|F|×N max ×(N max ×|P|+|P|)). Therefore, time complexity of the RTRRA is O(|F| × N 2 max × |P|).
VI. EXAMPLE OF RTRRA ALGORITHM
The procedure and result of the motivating example using RTRRA algorithm are illustrated in this section. Figure 3 shows an example of an AES with three functions.
In Figure 3a , the number 18 in line that runs from v 1 to v 2 of function F 1 indicates WCTT between the two tasks. Fig. 3a . Fig. 3b .
WCETs for the tasks of F 3 in Fig. 3c . Tables 2 to 4 show WCET of the three functions presented in Figure 3 . The number 14 in third row and second column of Table 2 indicates that WCET of v 1 of F 1 is executed onto ECU p 1 . Our example assumes that three ECUs and four criticality levels (S 0 , S 1 , S 2 , S 3 ) are used. This motivating example, although simple, shows details of proposed schedule algorithm.
We assume that failure rates of ECUs p 1 , p 2 , p 3 are λ 1 = 0, 0002, λ 2 = 0, 0005, and λ 3 = 0, 0009, respectively. By using Equations 4 and 6, maximum and minimum reliability values are calculated, as shown in Table 5 . Each reliability objective Rel obj (F m ) of functions, as shown in Tables 2 to 4 , is set within a reasonable range such that it can meet constraints of Equation 7 .
We use HEFT [20] to calculate the lower bound LB(F m ) of each function. In this example, response time objective of each function is the sum of its lower bound and a deadline-span constant:
deadline-span is set to 10 and response time objective of each function is shown in Tables 2 to 4, respectively. Lines 6 and 7 in Table 2 represent calculated rank u and rank c of each task, respectively. The same is true for other WCET tables. rank u is calculated using Equation 12. For each function, tasks are ranked by rank u to satisfy precedence constraints. rank c is calculated by multiplication of RR and RTR (Equation 13) and is applied to sort tasks in ready task pool. A task with more free time to complete or easily meet reliability requirement is granted low scheduling priority. Table 6 shows task rounds in common ready queue. Figures 4 to 8 show scheduling results of RTRRA algorithm in this example. Figure 4 shows scheduling results of first round. We can change system criticality level to adjust unscheduled tasks enter ready task pool. Given that initial system criticality is equal to S 0 , tasks (F 1 .v 1 , F 2 .v 1 , F 3 .v 1 ) of all three functions are scheduled. By removing ECUs that do not meet the minimum reliability requirement of a task, the function this task belongs to can meet functional reliability objective. As shown in Figure 4 , all scheduled tasks do not exceed their deadline. Figure 5 shows that F 3 .v 3 is assigned to ECU p 1 by minimum earliest finish time strategy. Makespan of this task is greater than its deadline. However, criticality level of function to which the task belongs is not greater than the criticality level of the system, that is, the function is relatively less important and the adjustment is not triggered.
As shown in Figure 6 , makespan of scheduled task F 1 .v 2 exceeds its deadline. Criticality of F 1 is S 3 , which is greater than system criticality. Thereafter, allocated tasks F 2 .v 2 , 3 .v 5 (denoted as shadow-graphs) in current and previous schedule rounds are cancelled. System criticality is changed up to S 3 .
After system criticality is increased, figure 7 shows that F 1 is scheduled. The makespan of F 1 is 92, which is equal to response-time objective. Final reliability of F 1 is 0.95, which is greater than the reliability objective. As a result, F 1 satisfies reliability and response time requirements. Then, system criticality is changed down to S 0 . 
VII. EXPERIMENTAL EVALUATION
We aim to satisfy reliability and response time constraints of multiple distributed automotive functions. Final response time and reliability of a function are calculated by Equations 9 and 2, respectively.
We compare RTRRA with two scheduling algorithms: D_MHEFT [3] and FFSV1 [8] . D_MHEFT is a state-ofthe-art scheduling algorithm for multi-criticality functions of AES. FFSV1 concentrates on finding solution with minimum response time under reliability requirement for single functional automotive application. For comparison, we extend FFSV1 to a multi-function scheduling algorithm of AES.
We conducted experiments on a desktop computer with 2.8 GHz Core i5 CPU and 8 GB memory. The simulation tool is written in Java. We use a small-scale DAG with three ECUs and a large-scale DAG with 100 ECUs to verify accuracy and applicability of proposed algorithm.
A. RESULTS FOR SMALL-SCALE FUNCTIONS
We use example in Section VI as our real-world automotive functions. We investigate response time of functions with varying reliability requirements. As shown in Table 5 , reliability of each function is limited by upper and lower values. Therefore, we use three tuples to represent changes in reliability requirements. Table 8 shows reliability tuples and its values are changed with 0.01 or 0.02 increment.
Response time values with varying reliability requirements are shown in Figure 9 , where horizontal axis represents varying reliability requirements and vertical axis represents response time of each function. Table 7 shows whether two compared algorithms satisfy reliability requirements under different reliability requirements.
For this part of experiment, we have the following analysis and conclusions. Figure 9a and 9c do not increase proportionally with increase in reliability requirements. However, increasing reliability requirement will cause corresponding response time to increase in general, especially in the case of high reliability requirements. These data indicate that reliability requirement of a function is contradictory to response time. 2) Figure 9b shows that the change in reliability requirements in the D_MHEFT algorithm does not increase the response time. The reason is that the algorithm does not address reliability requirements. Only changes in reliability requirements will not cause the algorithm to produce different scheduling results. 3) As shown in Figure 9 and Table 7 , RTRRA can always meet reliability requirements within a reasonable response time requirement interval. FFSV1 can satisfy reliability requirements, but get a higher response time of high-criticality function F 1 compared to RTRRA. The reason is that FFSV1 does not take into account differences of criticality of each function and does not ensure response time requirements for high-criticality functions are guaranteed. D_MHEFT does not ensure that all reliability requirements are met, especially in the case of functions with high reliability requirements. Under the premise of satisfying functional reliability, response time of functions generated by RTRRA is close to or slightly more than that by D_MHEFT algorithm. When reliability requirements are increased to the 4 and 5 requirements, the response time of functions of the RTRRA is sharply increased. This result is due to that RTRRA filters some ECUs that cannot meet reliability requirements of tasks during scheduling process, which leads to a reduction in the solution space explored by the algorithm. In other words, some scheduling lengths are sacrificed to meet reliability requirements of all functions. In the second part of experiments, we evaluate reliability with varying response time requirements of each function. D_MHEFT and FFSV1 algorthm are still used for comparison because D_MHEFT reduces response time of critical functions in multifunctional heterogeneous architectures and FFSV1 can find the solution with the minimum response time under the reliability requirement.
1) Response time of each function in
Three ECUs are set with reliability requirements of 0.94, 0.95, and 0.97, respectively. Table 9 shows response time requirements and values that are changed with 5 increment. The response times with varying response time requirements are shown in Figures 10a to 10c . In these figures, horizontal axis represents different response time requirements and vertical axis represents actual response time of each function. 
B. RESULTS FOR RANDOMLY GENERATED FUNCTIONS
To simulate large-scale heterogeneous computing environments, WCET and WCTT of each function are randomly selected from 30 to 100. Failure rates of each ECU is randomly selected from 0.0001 to 0.0009. For each function, we generate one DAG with a number of tasks randomly assigned in the range [30...100]. Function numbers are changed from 50 to 100 with 10 increments. Reliability requirement of each function is randomly selected between the maximum and minimum reliability values. Response time requirement of each function is obtained by multiplying the lowerbound by 1.4. Criticality level of functions are set uniformly distributed among functions.
For large-scale experiment, we use statistical methods to represent results. Performance metrics that should be used must consider satisfaction of reliabilities and deadline miss ratio (DMR). Accordingly, a metric called planning successful rate (PSR) is used. PSR determines whether reliability and response time objective are met simultaneously. DMR is calculated using
where SUM miss (S x ) represents the number of functions with criticality level S x missing their response time requirements. SUM (S x ) represents the number of all the functions with criticality level S x . PSR is expressed as PSR = Successful planing SUM (functions) .
Tables 10 and 11 show DMRs and PSRs with various numbers of functions. For this part of experiment, we have the following analysis and conclusions. 1) From Table 10 , we can see that DMRs of all functions with different criticality levels in the two algorithms increases as the number of functions increases. This result is due to resources allocated to each function decrease as the number of functions increases. In case of the same number of functions, DMR of D_MHEFT and FFSV1 algorithm vary as criticality changes, and DMR of functions with S 0 level in the RTRRA algorithm is considerably lower than others. The reason is that we adopt a criticality adjustment strategy to satisfy response time requirements of critical functions as much as possible in RTRRA algorithm. Thus, our algorithm has lower DMRs than D_MHEFT and FFSV1, under different function numbers with dissimilar criticality levels. 2) Table 11 shows that, as the number of functions increases, PSR of all three algorithms decreases because average available resources per function are decreased. However, RTRRA has advantages over D_MHEFT and can improve as much as 50% (when N = 90) and 40% (when N = 100) in PSR than other algorithms. Because RTRRA algorithm ensures that reliability requirement of functions are met in all cases. Thus, proposed algorithm shows better results for real-life and synthetic automotive distributed applications than state-of-the-art algorithm.
VIII. CONCLUSION
We propose RTRRA algorithm for multiple distributed mixed-criticality functions on AES under reliability and real-time constraints. RTRRA is a heuristic method that can meet reliability requirements of all functions and response time requirements of high-criticality functions as much as possible. RTRRA can improve by 10%-30% in PSR through experiments compared with state of the art method. YUQING TANG is currently pursuing the master's degree with Hunan University. His research interests include computer architecture, parallel task scheduling, and embedded systems.
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