In this paper, we present a regularized Newton method (M-RNM) with correction for minimizing a convex function whose Hessian matrices may be singular. At every iteration, not only a RNM step is computed but also two correction steps are computed. We show that if the objective function is LC 2 , then the method posses globally convergent. Numerical results show that the new algorithm performs very well.
Introduction
We consider the unconstrained optimization problem [1] - [3] ( ) min , ) H x respectively. Throughout this paper, we assume that the solution set of (1.1) is nonempty and denoted by X, and in all cases ⋅ refers to the 2-norm.
It is well known that Hence, we could get the minimizer of ( ) Inspired by the regularized Newton method [13] with correction for nonlinear equations, we propose a modified regularized Newton method in this paper. At every iteration, the modified regularized Newton method first solves the linear equations ( )
to obtain the Newton step k d , where k µ is updated from iteration to iteration, and solves the linear equations
to obtain the approximate Newton step k s . It is easy to see
Then it solves the linear equations
to obtain the approximate Newton step  k s . The aim of this paper is to study the convergence properties of the above modified regularized Newton method and do a numerical experiment to test its efficiency.
The paper is organized as follows. In Section 2, we present a new regularized Newton algorithm with correction by trust region technique, and then prove the global convergence of the new algorithm under some suitable conditions. In Section 3, we test the regularized Newton algorithm with correction and compared it with a regularized Newton method. Finally, we conclude the paper in Section 4.
The Algorithm and Its Global Convergence
In this section, we first present the new modified regularized Newton algorithm by using trust region technique, then prove the global convergence. First, we give the modified regularized Newton algorithm.
Let 
Note that the regularization step k d is the minimizer of the convex minimization problem
By the famous result given by Powell in [14] , we know that
By some simple calculations, we deduce from (1.7) that
but also a solution to the trust region problem
Based on the inequalities (2.2), (2.3) and (2.4), it is reasonable for us to define the new predicted reduction as
The ratio of the actual reduction to the predicted reduction
plays a key role in deciding whether to accept the trial step and how to adjust the regularized parameter.
The regularized Newton algorithm with correction for unconstrained convex optimization problems is stated as follows.
Algorithm 2.1
Step
to obtain k s and set
Step 4. Compute
Step 5. Choose
Set : 1 k k = + and go step 2. Before discussing the global convergence of the algorithm above, we make the following assumption. 
It follows from (2.14) that
.
The following lemma given below shows the relationship between the positive semidefinite matrix and symmetric positive semidefinite matrix. , .
Without loss of generality, we can suppose
  Now we will analysis in two cases whether T is finite or not. Case (1): T is finite. Then there exists an integer 1 k such that , .
Therefore by (2.12) and (2.17), we deduce , .
k k ∀ ≥ , we get from (2.8) and (2.18) that ( )
Duo to (1.7), we get It follows from (2.1) and (2.5) that 
for sufficiently large k. Duo to (2.21) and (2.22), we get Case (2): T is infinite. Then we have from (2.6) and (2.17) that
which implies that , lim 0.
The above equality together with the updating rule of (2. 
By the same analysis as (2.23) we know that 1. 
Numerical Experiments
In this section, we test the performance of Algorithm 2.1 on the unconstrained nonlinear optimization problem, and compared it with a regularized Newton method without correction. The function to be minimized is ( ) 
is positive semidefinite for all x, but singular as the sum of every column is zero. Since the Hessian k H is always singular, the Newton method cannot be used to solve nonlinear Equations (1.2). But by using the regularization technique, both regularized Newton method and Algorithm 2.1 work quite well.
The aims of the experiments are as follows: to check whether Algorithm 2.1 converges quadratically as stated in Section 3 and also to see how well the technique of correction works. We set 0 0.001 x , the number of iterations of Algorithm 2.1 is always less than that of RNA. And the correction term does help to improve RNA when the initial point is far away from the minimizer. These facts indicate that the introduction of correction is really useful and could accelerate the convergence of the regularized Newton method.
Concluding Remarks
In this paper, we propose a regularized Newton method with correction for unconstrained convex optimization. At every iteration, not only a RNM step is computed but also two correction steps are computed which make use of the previous available Jacobian instead of computing the new Jacobian. Numerical experiments suggest that the introduction of correction is really useful.
