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BOUNDED VARIATION ON THE SIERPIN´SKI GASKET
S. VERMA AND A. SAHU
Abstract. Under certain continuity conditions, we estimate upper and lower
box dimension of graph of a function defined on the Sierpin´ski gasket. We also
give an upper bound for Hausdorff dimension and box dimension of graph of
function having finite energy. Further, we introduce two sets of definitions of
bounded variation for a function defined on the Sierpin´ski gasket. We show
that fractal dimension of graph of a continuous function of bounded varia-
tion is log 3
log 2
. We also prove that the class of all bounded variation functions
is closed under arithmetic operations. Furthermore, we show that every func-
tion of bounded variation is continuous almost everywhere in the sense of
log 3
log 2
−dimensional Hausdorff measure.
1. INTRODUCTION
The classical notion of bounded variation was introduced by Jordan [12] for a
real-valued function on a closed bounded interval [a, b] in R.
We write several properties of a function which is of bounded variation on [a, b]
briefly here, but refer the reader to [11].
Definition 1.1. Let f : [a, b] → R be a function. For each partition P : a = t0 <
t1 < t2 < · · · < tn = b of the interval [a, b], we define
V (f, [a, b]) = sup
P
n∑
i=1
|f(ti)− f(ti−1)|,
where the supremum is taken over all partitions P of the interval [a, b].
If V (f, [a, b]) <∞, we say that f is of bounded variation.
Definition 1.2. Let f : [a, b]→ R be a continuous function. The arc length of the
curve y = f(x) on the interval [a, b] is defined by L = sup(S), where
S =
{ n∑
i=1
√
(xi − xi−1)2 + (f(xi)− f(xi−1))2 : {xi}
n
i=0 is a partition of [a, b]
}
.
If f has a continuous derivative on [a, b], then the arc length L =
∫ b
a
√
1 + (f ′(x))2 dx.
If S is unbounded, then f is said to have infinite length on the given interval.
We list up certain properties of a class of bounded variation functions.
• The arc length of a curve y = f(x) is finite if and only if f is of bounded
variation on [a, b].
• A function f is of bounded variation on an interval [a, b] if and only if it
can be decomposed as a difference of two monotonic increasing functions.
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• If f is of bounded variation on [a, b], then f is differentiable almost every-
where and discontinuous at most at a countable number of points.
Let us recall the following theorem due to Liang [15] which relate fractal dimen-
sion and bounded variation.
Theorem 1.3. If f : [a, b] → R is continuous and of bounded variation then
dimH(Gf ) = dimB(Gf ) = 1.
Recently, using L1 Korevaar-Schoen class at the critical exponent, a notion of
bounded variation on fractal domain is introduced in [2]. Further, they study
certain properties of the class of bounded variation such as locality property, co-
area estimate and Sobolev type inequalities. They also prove that functions of
bounded variation induce Radon measures on the domain. Now, We turn our
attention to [2, Conjecture 5.3], which conveys that non-constant continuous (or
smooth) functions of bounded variation on the Sierpin´ski gasket can not exist, this
is absurd. However, our definition of bounded variation on SG includes all Lipschitz
continuous functions.
In this paper, we introduce two sets of new definitions of bounded variation for
functions defined on the Sierpin´ski gasket. Further, we study similar properties of
such functions as above. Our approach is different from that of [2] in the sense
that we are focused on oscillation of the function. We hope that our notion will
find further applications in the research area related to Fourier series, calculus of
variations, Koksma-Hlawka type inequalities on the Sierpin´ski gasket. The reader is
encouraged to see [1, 3, 5, 6, 7] and references therein for recent works on bounded
variation functions defined on non-fractal domains.
2. SETUP
2.1. Code space. For this part, we refer the reader to [4]. Let (X, d) be a com-
plete metric space. Let {f1, f2, . . . , fN} be a finite sequence of contraction maps,
fn : X → X, for n = 1, 2, . . . , N. Then F := {X ; f1, f2, . . . , fN} is called a hyper-
bolic iterated function system or, briefly, an IFS. A map fn : X → X is contraction
when there is a number 0 ≤ cn < 1 such that d(fn(x), fn(y)) ≤ cnd(x, y) for all
x, y ∈ X. The number cn is called a contraction factor for fn and the number
cF = max{c1, c2, . . . , cN} is called a contraction factor for F .
Let Ω denote the set of all infinite sequences of symbols {σk}
∞
k=1 belonging to the
alphabet {1, 2, . . . , N}. We write σ = σ1σ2σ3 · · · ∈ Ω to denote a typical element of
Ω, and we write σk to denote the kth element of σ ∈ Ω. Then (Ω, dΩ) is a compact
metric space, where the metric dΩ is defined by dΩ(σ, ω) = 0 when σ = ω and
dΩ(σ, ω) = 2
−k when k is the least index for which σk 6= ωk. We call Ω the code
space associated with the IFS F .
Let σ ∈ Ω and x ∈ X. Then, using the contractivity of F , it is straightforward
to prove that
φF (σ) := lim
k→∞
fσ1 ◦ fσ2 ◦ · · · ◦ fσk(x)
exists, is independent of x, and depends continuously on σ. Furthermore, the con-
vergence to the limit is uniform in x, for x in any compact subset of X. Let
AF = {φF(σ) : σ ∈ Ω}. Then AF ⊂ X is called the attractor of F . The con-
tinuous function
φ : Ω→ AF
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is called the address function of F . We call φ−1F ({x}) = {σ ∈ Ω : φF (σ) = x} the
set of addresses of the point x ∈ AF .
We order the elements of Ω according to
σ ≺ ω if and only if σk < ωk,
where k is the least index for which σk 6= ωk. We observe that all elements of Ω are
less than or equal to N = NNN . . . and greater than or equal to 1 = 111 . . . . Note
that φ−1F ({x}) contains a unique largest element. Let F be a hyperbolic IFS with
attractor AF and address function φF : Ω→ AF . Let
τF (x) = max{σ ∈ Ω : φF (σ) = x}
for all x ∈ AF . Then
ΩF := {τF (x) : x ∈ AF}
is called the tops code space and
τF : AF → ΩF
is called the tops function corresponding to the IFS F . It can be seen that the
tops function τF : AF → ΩF is one-one and onto. For x, y ∈ AF , we define
wx := τF (x) and w
y := τF(y). Without loss of generality we assume w
x ≺ wy . We
define Ω[x,y] = {σ ∈ ΩF : τF (x) ≺ σ ≺ τF (y)} ∪ {w
x, wy}.
2.2. Sierpin´ski gasket. The reader is encouraged to consult [17, 13] for a detailed
study on the Sierpin´ski gasket. First we recall a well-known construction of the
Sierpin´ski gasket by Iterated Function System. Let us consider three points qi (i =
1, 2, 3), in R2, which are at equidistant from each other. Corresponding to each of
these points, we define maps ui : R
2 → R2 by ui(x) = (x+ qi)/2. The invariant set
of IFS {ui : i = 1, 2, 3}, is called the Sierpin´ski gasket (SG for short), that is,
SG = ∪3i=1ui(SG).
For n ∈ N, we denote the collection of all words with length n by {1, 2, 3}n, that
is, if w ∈ {1, 2, 3}n then w = w1, w2 . . . wn where wi ∈ {1, 2, 3}. We define, for
w ∈ {1, 2, 3}n,
uw = uw1 ◦ uw2 ◦ · · · ◦ uwn and qw = uw1w2...wn−1(qwn).
Define V0 = {q1, q2, q3}. We call V0 the set of vertices of SG. For any positive
integer n, we define Vn to be the union of all uw(V0) with w ∈ {1, 2, 3}
n. Define
V∗ = ∪
∞
n=1Vn. We define Γ0 to be the complete graph on the vertex set V0. Having
constructed graph Γm−1 with vertex set Vm−1 for some m ≥ 1, we define the graph
Γm on Vm as follows: for any x, y ∈ Vm, the edge relation x ∼m y to hold if and only
if x = ui(x
′), y = ui(y
′) with x′ ∼m−1 y
′ and i ∈ {1, 2, 3}. Equivalently, x ∼m y if
and only if there exists ω ∈ {1, 2, 3}n such that x, y ∈ uω(V0). For m = 0, 1, 2, . . . ,
we define graph energies Em on Γm by
Em(f) :=
(5
3
)m ∑
x∼my
(f(x) − f(y))2.
It is well known that the graph energy sequence {Em} defined as above satisfies
Em−1(f) = minEm(f˜), where the minimum is taken over all f˜ satisfy f˜ |Vm−1 = f
for any f : V∗ → R and for any m ≥ 1. By above, for each function f on V∗,
sequence {Em(f)}
∞
m=0 is increasing. We call
E(f) := lim
m→∞
Em(f)
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the energy of f on V∗. Furthermore, we say f has finite energy if E(f) < +∞.
It is well known that any function f with E(f) < +∞ is uniformly continuous on
V∗. Thus f can be uniquely extended to a continuous function on SG since V∗ is
dense in SG.
We call f a harmonic function on SG if Em−1(f) = Em(f) for all m ≥ 1. The
following property is the well-known “ 15 −
2
5” rule for harmonic functions.
Lemma 2.1. Let h be a harmonic function on SG. Let (i, j, k) be a permutation
of (1, 2, 3). Then
h(qij) =
2
5
h(qi) +
2
5
h(qj) +
1
5
h(qk).
Generally, for any w = w1 . . . wm ∈ {1, 2, 3}
m, we have
h(qwij) =
2
5
h(qwi) +
2
5
h(qwj) +
1
5
h(qwk),
where wi, wj, wk and wij to be the word w1 . . . wmi, w1 . . . wmj, w1 . . . wmk and
w1 . . . wmij, respectively.
From the above lemma, we observe that a harmonic function h is determined by
its values on V0. We also obtain that h has the following min-max property:
min
x∈V0
h(x) ≤ h(y) ≤ max
x∈V0
h(x), for any y ∈ SG.
In particular, h is constant on SG if it is constant on V0.
2.3. Fractal dimensions. We shall summarize two notions of fractal dimension
briefly here, but refer the reader to [9].
Definition 2.2. For a non-empty subset U ⊂ Rn, the diameter of U is defined as
|U | = sup
{
‖x− y‖2 : x, y ∈ U
}
,
where ‖.‖2 denotes the Euclidean norm. Let F be a subset of R
n and s a non-
negative real number, the s-dimensional Hausdorff measure of F is defined as
Hs(F ) = lim
δ→0+
[
inf
{ ∞∑
i=1
|Ui|
s : F ⊆ ∪Ui, |Ui| < δ
}]
.
Definition 2.3. Let F ⊆ Rn and s ≥ 0. The Hausdorff dimension of F is defined
as
dimH(F ) = inf{s : H
s(F ) = 0} = sup{s : Hs(F ) =∞}.
Definition 2.4. Let F be a nonempty bounded subset of Rn and let Nδ(F ) be the
smallest number of sets of diameter at most δ which can cover F. The lower box
dimension and upper box dimension of F respectively are defined as
dimB(F ) = lim
δ→0+
logNδ(F )
− log δ
,
and
dimB(F ) = lim
δ→0+
logNδ(F )
− log δ
.
If the above two are equal, we call the common value as the box dimension of F,
that is,
dimB(F ) = lim
δ→0+
logNδ(F )
− log δ
.
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In the sequel, we shall use the following result of [9], which reveals a fundamental
property of the Hausdorff dimension and box dimension.
Theorem 2.5. Let A ⊆ Rn and f : A→ Rm a Lipschitz map. Then dimH
(
f(A)
)
≤
dimH(A) and dimB
(
f(A)
)
≤ dimB(A).
3. Graph of function on the Sierpin´ski gasket
Lemma 3.1. If f : SG→ R is continuous on SG, then dimH(Gf ) ≥
log 3
log 2 .
Proof. In view of Theorem 2.5, a Lipschitz onto map Tf : Gf → SG defined by
Tf ((t, f(t))) = t, produces the result. 
Maximum range of f over a part uw(SG) is defined by
Rf [uw(SG)] = sup
x,y∈uw(SG)
|f(x)− f(y)|.
Lemma 3.2. Let f : SG→ R be continuous. Suppose that δ = 12n for some n ∈ N.
If Nδ(SG) denotes the number of δ−cubes that intersect graph of f, then
2n
∑
w∈{1,2,3}n
Rf [uw(SG)] ≤ Nδ(SG) ≤ 2.3
n + 2n
∑
w∈{1,2,3}n
Rf [uw(SG)].
Proof. By using continuity of f , the number of cubes of side length δ in the part
above uw(SG) that intersect the graph of f is at least
Rf [uw(SG)]
δ and at most
2+
Rf [uw(SG)]
δ . Now, summing over all such parts yields 2
n
∑
w∈{1,2,3}n Rf [uw(SG)]
lower bound and 2.3n + 2n
∑
w∈{1,2,3}n Rf [uw(SG)] upper bound of Nδ(SG).

Theorem 3.3. Let f : SG→ R be a continuous function.
(1) Suppose |f(x)−f(y)| ≤ c ‖x−y‖s, ∀ x, y ∈ SG, where c > 0 and 0 ≤ s ≤ 1.
Then dimH(Gf ) ≤ dimB(Gf ) ≤ 1− s+
log 3
log 2 . The conclusion remains true
if Ho¨lder condition holds when ‖x− y‖ < δ for some δ > 0.
(2) Suppose that there are numbers c > 0, δ0 > 0 and 0 ≤ s ≤ 1 with the
following property: for each y ∈ SG and 0 < δ < δ0 there exists x such that
‖x− y‖ ≤ δ and
|f(x)− f(y)| ≥ cδs.
Then dimB(Gf ) ≥ 1− s+
log 3
log 2 .
Proof. (1) Since f satisfies Ho¨lder condition, we have Rf [uw(SG)] ≤
c
2ns . From
the previous lemma, we obtain Nδ(SG) ≤ 2.3
n + c2n(1−s)3n. Upper box-
dimension of Gf can be estimated in the following way
limδ→0
logNδ(SG)
− log δ
≤ lim
n→∞
log(2.3n + c2n(1−s)3n)
log 2n
.
Which produces limδ→0
logNδ(SG)
− log δ ≤ 1− s+
log 3
log 2 .
(2) Using hypothesis, we get Rf [uw(SG)] ≥ cδ
s = c2ns . The previous lemma
yields Nδ(SG) ≥ c2
n(1−s)3n.We estimate lower box dimension of Gf in the
similar manner and arrive at dimBGf ≥ 1− s+
log 3
log 2 .

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Theorem 3.4 ([10]). Let f : V∗ → R be a function. Then
sup
x,y∈V∗
|f(x)− f(y)|
‖x− y‖σ
≤ 9
√
E(f)
where σ = log(5/3)2 log 2 .
Theorem 3.5. If f : SG→ R is a continuous function and E(f) <∞ then
log 3
log 2
≤ dimH(Gf ) ≤ dimB(Gf ) ≤
log(108/5)
2 log 2
.
Proof. Proof follows from Theorems 3.1 and 3.4. 
The sapce of all biharmonic functions forms a vector space of dimension 6. For
more details about biharmonic functions, the reader is referred to [14, 18]. Now,
we will discuss about box dimension of biharmonic functions on the SG.
Theorem 3.6. Let f be a biharmonic function on SG. Then
log 3
log 2
≤ dimH(Gf ) ≤ dimB(Gf ) ≤
log(18/5)
log 2
.
Proof. By definition of biharmonic function, we note that
(3.1)
∆f(qwij) =
2
5
∆f(qwi) +
2
5
∆f(qwj) +
1
5
∆f(qwk),
4f(qwij)− f(qwi)− f(qwj)− f(qwjk)− f(qwki) =
2
3
5−m∆f(qwij),
4f(qwjk)− f(qwj)− f(qwk)− f(qwij)− f(qwki) =
2
3
5−m∆f(qwjk),
4f(qwki)− f(qwk)− f(qwi)− f(qwij)− f(qwjk) =
2
3
5−m∆f(qwki).
From the above equations, one deduces
f(qwij) =
f(qwk) + 2f(qwi) + 2f(qwj)
5
+
1
3
5−m
(3
5
∆f(qwij) +
1
5
∆f(qwki) +
1
5
∆f(qwjk)
)
.
Using Equation 3.1,
f(qwij) =
1
5
f(qwk) +
2
5
f(qwi) +
2
5
f(qwj)
+
1
3
5−m
( 7
25
∆f(qwk) +
9
25
∆f(qwi) +
9
25
∆f(qwj)
)
.
Similar expressions for f(qwjk) and f(qwki) can be obtained. From [16, Lemma
5.1], we get
|f(qwk)− f(qwij)| =
∣∣∣f(qwk)− 1
5
f(qwk) +
2
5
f(qwj) +
2
5
f(qwi)
+
1
3
5−m
( 7
25
∆f(qwk) +
9
25
∆f(qwi) +
9
25
∆f(qwj)
)∣∣∣
≤
∣∣∣f(qwk)− 1
5
f(qwk) +
2
5
f(qwi) +
2
5
f(qwj)
∣∣∣+ 5−m
3
K
≤
(6
5
)m+1(1
2
)m+1
+
1
3
(1
5
)m+1
5K,
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where K is a suitable constant. Therefore, number of triangular boxes required to
cover is equal to[(6
5
)m+1(1
2
)m+1
+
1
3
(1
5
)m+1
5K
]
2m+1 =
(6
5
)m+1
+
1
3
(2
5
)m+1
5K.
Now,
dimB(Gf ) = lim
δ→0+
logNδ(Gf )
− log δ
≤ lim
m→∞
log 3m+1
[(
6
5
)m+1
+ 13
(
2
5
)m+1
5K
]
(m+ 1) log 2
= lim
m→∞
(m+ 1) log 3
(m+ 1) log 2
+ lim
m→∞
log
[(
6
5
)m+1
+ 13
(
2
5
)m+1
5K
]
(m+ 1) log 2
=
log 3
log 2
+ lim
m→∞
log
(
6
5
)m+1
(m+ 1) log 2
+ lim
m→∞
log
[
1 + 5K3
(
1
3
)m+1]
(m+ 1) log 2
=
log(18/5)
log 2
.
This completes the proof. 
For f : SG→ R, we define total oscillation of order n by
R(n, f) =
∑
w∈{1,2,3}n
Rf [uw(SG)].
We construct a new class of functions (see; for instance, [8]) in the following way:
Cα(SG) := {f : SG→ R : f is measurable and ‖f‖Cα <∞}
where 0 ≤ α ≤ 1 and ‖f‖Cα := supn∈N
R(n,f)
2
n(
log 3
log 2
−α)
. The proof of the upcoming
theorem follows on lines similar to [8, Theorem 3.1]. However, we include the proof
for reader’s convenience.
Theorem 3.7. Let f : SG→ R be a continuous function and let 0 < γ < 1. Then
dimB(Gf ) = 1− γ +
log 3
log 2 if and only if f ∈
(
∩α<γ C
α(SG)
)
\
(
∪β>γ C
β(SG)
)
.
Proof. We start with dimB(Gf ) = 1−γ+
log 3
log 2 . Since dimB(Gf ) = 1+limn→∞
logR(n,f)
n log 2 ,
for each ǫ > 0 we have the following:
(1) there exists n0 ∈ N such that R(n, f) ≤ 2
n( log 3log 2−γ+ǫ) for every n > n0,
(2) a sequence (nk) with nk →∞ and R(n, f) ≥ 2
nk(
log 3
log 2−γ−ǫ).
Using the boundedness of f and (1), we obtain R(n, f) ≤ K2n(
log 3
log 2−γ+ǫ), ∀ n ∈ N,
where K is chosen sufficiently large constant and depending on f . This in turn
yields f ∈ ∩α<γC
α(SG). Now, (2) produces f /∈ ∪β>γC
β(SG).
To obtain the other side, we consider f ∈ ∩α<γC
α(SG). That is, for each ǫ > 0,
we have f ∈ Cγ−ǫ(SG). More precisely, R(n, f) ≤ K2n(
log 3
log 2−γ+ǫ) for every n ∈ N
and for some constant K > 0. From the very definition of the upper box dimen-
sion, it is simple to see that dimB(Gf ) ≤ 1 − γ +
log 3
log 2 . Now we turn our focus
on the other part, that is, f /∈ ∪β>γC
β(SG). In other words, for each ǫ > 0,
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f /∈ Cγ+ǫ(SG). Moreover, there exists a sequence (nk) depending on ǫ such that
R(n, f) ≥ 2k2nk(
log 3
log 2−γ−ǫ). The boundedness of f provides a subsequence (nkm) of
(nk) such that (nkm)→∞ asm→∞. This gives dimB(Gf ) ≥ 1−γ−ǫ+
log 3
log 2 . Since
ǫ > 0 was arbitrary real number, we therefore have dimB(Gf ) ≥ 1− γ +
log 3
log 2 . 
Remark 3.8. We have the following with respect to the end points
dimB(Gf ) =
log 3
log 2
⇐⇒ f ∈ ∩0<ǫ<1C
1−ǫ(SG)
and
dimB(Gf ) = 1 +
log 3
log 2
⇐⇒ f /∈ ∪0<ǫ<1C
ǫ(SG).
Remark 3.9. Theorem 3.7 strengthens Theorem 3.3.
4. Bounded Variation
Definition 4.1. (A) Let f : SG→ R be a function. If a function f satisfies
sup
n∈N
∑
w∈{1,2,3}n
Rf [uw(SG)] <∞
then we say f is of bounded variation on SG. In this case, the total variation of f
is denoted by V (f) = supn∈N
∑
w∈{1,2,3}n Rf [uw(SG)].
Definition 4.2. (B) Let f : SG→ R be a function. If function f satisfies
sup
n∈N
∑
w∈{1,2,3}n
Rf [uw(V0)] <∞
then we say f is of bounded variation.
Example 4.3. The function f : SG → R defined by f(x1, x2) = x1 is a Lipschitz
continuous but it is not of bounded variation with respect to the definition (A)
because ∑
w∈{1,2,3}n
Rf [uw(SG)] =
∑
w∈{1,2,3}n
1
2n
=
(
3
2
)n
→∞ as n→∞.
Example 4.4. Consider the function f : SG→ R defined by
f(x) =
{
0 if x ∈ V∗
1 otherwise.
It is straightforward to check that the function f is of bounded variation with
respect to definition (B) but is not of bounded variation with respect to definition
(A).
Example 4.5. Consider the function f : SG→ R defined by
f(x) =
{
1 if x = q1
0 otherwise.
We see that the function f is of bounded variation with respect to both definitions.
Theorem 4.6. The above two definitions are equivalent for the set of all continuous
functions on SG.
BOUNDED VARIATION ON THE SIERPIN´SKI GASKET 9
Proof. Since V∗ is dense in SG, we have the required result.

Definition 4.7. (C) Let f : SG → R be a function. For each partition P : 1 =
w0 ≺ w1 ≺ w2 ≺ · · · ≺ wn = 3 of ΩF , we define variation of f over SG as
V (f, SG, P ) =
n∑
i=1
∣∣∣f(φF (ωi))− f(φF (ωi−1))∣∣∣.
Let us define total variation of f over SG as
V (f, SG) := sup
P
V (f, SG, P ),
where the supremum is taken over all partitions P of the tops code space ΩF . If
V (f, SG) < ∞, we say that f is of bounded variation. The set of all functions of
bounded variation on SG will be denoted by BV(SG).
Remark 4.8. Note that the space BV(SG) is a Banach space with respect to the
norm ‖f‖ := |f(q1)|+ V (f, SG), where q1 = φF (1).
The next theorem shows that definition (A) and definition (C) are equivalent.
The proof of the next theorem follows from the very construction of the Sierpin´ski
gasket, and from definitions (A) and (C) of bounded variation, hence omitted.
Theorem 4.9. The definitions (A) and (C) given above are equivalent.
Remark 4.10. In the light of Example 4.3, we may conjecture that every non-
constant Lipschitz function is not of bounded variation with respect to (A). There-
fore, we need to introduce some other definitions of bounded variation on SG.
To include Lipschitz class in bounded variation class, we define another set of
definitions of bounded variation on SG.
Definition 4.11. (A∗) Let f : SG→ R and s = log 3log 2 . If function f satisfies
sup
n∈N
∑
w∈{1,2,3}n
(
Rf [uw(SG)]
)s
<∞
then we say f is of bounded variation on SG. In this case, the total variation of f
is denoted by V ∗(f) = supn∈N
∑
w∈{1,2,3}n
(
Rf [uw(SG)]
)s
.
Similar to the above, (B∗) and (C∗) can be defined corresponding to (B) and
(C) respectively.
Note 4.12. Every Lipschitz function is of bounded variation in the sense of (A∗)
on SG. Let f : SG→ R such that |f(x)− f(y)| ≤ K‖x− y‖2. Then∑
w∈{1,2,3}n
Rf [uw(SG)] ≤
∑
w∈{1,2,3}n
(
K
2n
)s
=
∑
w∈{1,2,3}n
Ks
3n
= Ks
holds for every n. Hence, f is of bounded variation on SG. This can be compared
with [2, Conjecture 5.3].
Remark 4.13. We could prove that every non-constant harmonic function h is not
of bounded variation with respect to the above definitions. Furthermore, we have
0 < E(h) < ∞. Authors of [2] have obtained a similar result as above, for details,
see [2, Theorem 5.2].
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The next theorem tells that the class of bounded variation functions in the sense
of (A∗) is larger than that of (A).
Theorem 4.14. Let f : SG→ R. If f is of bounded variation in the sense of (A)
then it is also bounded variation in the sense of (A∗).
Proof. Since s = log 3log 2 > 1, the result follows immediately. 
To prove an analogous result of univariate case in the current study, that is, a
function of bounded variation on interval can be decomposed into difference of two
increasing functions, we need the following definitions.
Definition 4.15. Let f : SG→ R be a function. For x, y ∈ SG we define x ≺ y if
wx ≺ wy. A function f is said to be increasing if f(x) < f(y) whenever x ≺ y.
Definition 4.16. Let f : SG→ R be a function. For each x, y ∈ SG and partition
P : wx = w0 ≺ w1 ≺ w2 ≺ · · · ≺ wn = wy of Ω[x,y], we define variation of f as
V
(
f, φF (Ω[x,y]), P
)
=
n∑
i=1
∣∣∣f(φF (ωi))− f(φF (ωi−1))∣∣∣.
Let us define total variation of f over φF (Ω[x,y]) as
V
(
f, φF (Ω[x,y])
)
:= sup
P
V (f, [x, y], P ),
where the supremum is taken over all partitions P of Ω[x,y].
Example 4.17. Let µ be a Borel measure on SG. A mapping f : SG→ R defined
by f(x) = µ
(
φF
(
Ω[q1,x]
))
and f(q1) = 0, is of bounded variation on SG.
The proofs of the upcoming lemma and theorem are same as that of their coun-
terpart in univariate case. Hence we omit.
Lemma 4.18. If f : SG→ R is a function of bounded variation. then the function
g : SG→ R defined by g(x) = V
(
f, φF (Ω[q1,x])
)
is an increasing.
Theorem 4.19. If f : SG → R is a function of bounded variation in the sense
of (A). then there exist two increasing functions f1 and f2 such that f = f1 − f2.
Similar result holds in terms of definition (A∗).
Theorem 4.20. If f : SG→ R is continuous and of bounded variation in the sense
of (A). Then dimB(Gf ) = dimH(Gf ) =
log 3
log 2 .
Proof. In view of Lemma 3.1, we have dimBGf ≥ dimH Gf ≥
log 3
log 2 . Let δ =
1
2n for
some n ∈ N. From Lemma 3.2, we know that the number of δ−cubes that intersect
the graph of f is
Nδ(Gf ) ≤ 2.3
n + 2n
∑
w∈{1,2,3}n
Rf [uw(SG)].
Since f is of bounded variation, by definition, we have
∑
w∈{1,2,3}n Rf [uw(SG)] is
bounded for all n ∈ N. That is, there exists K > 0 such that∑
w∈{1,2,3}n
Rf [uw(SG)] ≤ K
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for all n ∈ N. This in turn yields
limδ→0
logNδ(Gf )
− log δ
≤ lim
δ→0
log(2.3n + 2nK)
− log δ
≤
log 3
log 2
,
that is, dimB(Gf ) ≤
log 3
log 2 , completing the proof. 
Example 4.21. Define a function f on SG as follows
f(x, y) =
{
x sin( 1x ) if x 6= 0
0 otherwise.
The function f defined above is not of bounded variation in the sense of (A).
However, following routine calculations, we deduce that dimB(Gf ) = dimH(Gf ) =
log 3
log 2 .
We give an example of a function which is not of bounded variation in the sense
of any definition and discontinuous at each point of its domain and whose box
dimension and Hausdorff dimension are log 3log 2 .
Example 4.22. Define a function f : SG→ R as follows
f(x, y) =
{
0 if (x, y) ∈ Q×Q
1 otherwise.
Now, we write the graph of function f as Gf = {(x, y, 0) : (x, y) ∈ SG ∩ (Q ×
Q)} ∪ {(x, y, 1) : (x, y) ∈ SG ∩ (Q × Q)c} := G0 ∪ G1 The first term in the union
is countable, so Hausdorff dimension of first term is zero. Using the countable
stability property of Hausdorff dimension, we have dimH(Gf ) =
log 3
log 2 . We write
log 3
log 2 = dimH(Gf ) ≤ dimB(Gf ) ≤ dimB(Gf ). Using a property of upper box dimen-
sion, we have dimB(G0) = dimB(G0) =
log 3
log 2 and dimB(G1) = dimB(G1) =
log 3
log 2 .
Since upper box dimension is finitely stable, we get dimB(Gf ) =
log 3
log 2 . Therefore,
dimB(Gf ) = dimH(Gf ) =
log 3
log 2 .
The next lemma is very useful to prove that the class of bounded variation
functions is closed under addition, subtraction and multiplication.
Lemma 4.23. Let f, g : SG→ R be functions. Let X ⊆ SG be a nonempty subset
of the Sierpin´ski gasket. The following inequality connects the oscillations of f, g
and f + g over X;
Rf+g[X ] ≤ Rf [X ] +Rg[X ].
If f and g are bounded then
Rfg[X ] ≤Mg Rf [X ] +Mf Rg[X ],
where Mf = supx∈X |f(x)| and Mg = supx∈X |g(x)|. In particular, we have the
following
• V (f + g) ≤ V (f) + V (g) and V (fg) ≤Mf V (f) +Mg V (g).
• V ∗(f+g) ≤ 2s−1
(
V ∗(f)+V ∗(g)
)
and V ∗(fg) ≤ 2s−1
(
M sg V
∗(f)+M sf V
∗(g)
)
.
Remark 4.24. Comparing the above lemma to [2, Lemma 4.14] we see that our total
variation with respect to definition (A) follows the expression similar to univariate
real-valued case. However, the total variation defined in [2] does not follow similar
expression.
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The following theorem follows at once from the definitions of bounded variation
and Lemma 4.23. Hence we omit the proof.
Theorem 4.25. The class of Bounded Variation functions in the sense of (A) or
(A∗) is closed under addition and subtraction.
Theorem 4.26. The class of Bounded Variation functions in the sense of (A) or
(A∗) is closed under multiplication.
Proof. We see that if f is of bounded variation then it is bounded. Using Lemma
4.23, the result follows. 
Theorem 4.27. The class of Bounded Variation functions in the sense of (A) is
closed under division provided denominator bounded away from zero. Similar result
holds in terms of definition (A∗).
Proof. In the light of Theorem 4.26, it suffices, for the first statement, to consider
the case of 1f for f in the class of bounded variation and |f | ≥ m > 0.
Let M be the total variation of f , and for each n let Nn be the number of cells in
the net of 3n cells, in which f changes sign; then
(4.1) M ≥
∑
w∈{1,2,3}n
Rf [uw(SG)] ≥ 2mNn.
Let us set ∑
w∈{1,2,3}n
R1/f [uw(SG)] = Σ
′ +Σ′′,
where Σ′ representing the sum over the cells in which f changes sign and Σ′′ the sum
over the remaining cells. In each cell of the first set, we have R1/f [uw(SG)] ≤
2
m .
We denote the least upper bound and greatest lower bound of |f | in the uw(SG)
by Mw and mw respectively. Now, for each triangular cell of the second set, we get
R1/f [uw(SG)] =
1
mw
−
1
Mw
≤
(Mw −mw)
m2
=
Rf [uw(SG)]
m2
.
Using 4.1, we obtain ∑
w∈{1,2,3}n
R1/f [uw(SG)] ≤
M
m2
+
2Nn
m
≤
2M
m2
for all n ∈ N. Hence the proof is complete. We note that the similar technique will
work for proving the result in terms of definition (A∗).

Theorem 4.28. If f : SG→ R is of bounded variation on SG in the sense of (A)
or (A∗) then f is continuous almost everywhere in the sense of log 3log 2−dimensional
Hausdorff measure.
Proof. Let ǫ > 0. Define Xǫ = {x ∈ SG : points at which f has a saltus ≥ ǫ}.
Assume log 3log 2 - dimensional Hausdorff measure of Xǫ is positive, that is, H
s(Xǫ) > 0,
where s = log 3log 2 . Let the
log 3
log 2 -dimensional Hausdorff measure of SG be denoted by
Hs(SG). For a triangular net of 3n cells, we observe that at least
⌈
3nHs(Xǫ)
Hs(SG)
⌉
cells of
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the triangular net must contain points of Xǫ, where ⌈.⌉ denotes the ceiling function.
Hence, we obtain ∑
w∈{1,2,3}n
Rf [uw(SG)] ≥
⌈
3nHs(Xǫ)
Hs(SG)
⌉
ǫ,
which is unbounded unless Hs(Xǫ) is zero. Therefore, if f is of bounded variation in
the sense of (A), Hs(Xǫ) must vanish for every ǫ > 0, and by a classical argument,
it follows that the discontinuities of f are a set of log 3log 2 -dimensional Hausdorff zero
measure. Similarly, we obtain the result for (A∗). 
Theorem 4.29. If f : SG→ R is continuous and of bounded variation on SG in
the sense of (A) or (A∗) then 0 < Hs(Gf ) < ∞, where s =
log 3
log 2 . In particular,
dimH(Gf ) = s.
Proof. We only prove the result in terms of definition (A) because for (A∗) the result
follows immediately on similar lines. Let us first define a mapping Tf : Gf → SG
by Tf ((t, f(t))) = t. Then
‖Tf ((t, f(t))) − Tf ((u, f(u)))‖2 = ‖t− u‖2 ≤ ‖(t, f(t))− (u, f(u))‖2.
Therefore, Tf is a Lipschitz map. Using a properties of Hausdorff measure, we have
Hs(Tf (Gf )) ≤ H
s(Gf ). It can be straightforwardly checked that the mapping Tf
is onto. Hence Hs(Gf ) > 0.
Now, using a natural covering, we have
(4.2)
∑
w∈{1,2,3}n
|Fw|
s ≤
∑
w∈{1,2,3}n
2s/2
(
max
{ 1
2n
, Rf [uw(SG)]
})s
=
∑
w∈{1,2,3}n
2s/2max
{( 1
2n
)s
, (Rf [uw(SG)])
s
}
=
∑
w∈{1,2,3}n
2s/2max
{ 1
3n
, (Rf [uw(SG)])
s
}
≤
∑
w∈{1,2,3}n
2s/2max
{ 1
3n
, Rf [uw(SG)]
}
,
where Fw = uw(SG) × Rf [uw(SG)]. Since both
∑∞
n=1
1
3n and supn∈NRf [uw(SG)]
are finite, we deduce that
∑
w∈{1,2,3}n |Fw|
s <∞. From the hypothesis of bounded
variation, the quantity max{ 13n , Rf [uw(SG)]} can be made arbitrarily small. That
is, for any δ > 0, one can choose n large enough such that
|Fw| ≤ 2
s/2max
{ 1
3n
, Rf [uw(SG)]
}
≤ δ.
Therefore, Hsδ(Gf ) ≤
∑
w∈{1,2,3}n |Fw|
s <∞. Consequently, Hs(Gf ) <∞. 
5. Conclusion
We introduced a new definition of bounded variation on the Sierpin´ski gasket.
In the light of Note 4.12, we claim that our approach is different from that of [2],
and also very useful in applications. In the paper, we proved various properties of
a bounded variation function analogous to univariate real-valued case. We believe
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that our definition can be extended to more general class of fractals such as finitely
ramified cell structure, see, for instance, [19].
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