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Introduzione
Questa tesi raccoglie i più rilevanti risultati del lavoro svolto dall'autore nel
quadro del XXI ciclo del Dottorato di Ricerca in Ingegneria dell'Informazione
e della Comunicazione nel triennio accademico 2005-2008 presso la Facoltà di
Ingegneria della Sapienza di Roma.
L'argomento centrale, e insieme il ﬁlo conduttore del materiale presentato, è
un metodo numerico di rappresentazione di funzioni di trasferimento acustiche
detto a Poli Acustici Comuni, e abbreviato nel seguito con l'acronimo CAP
(dall'inglese Common Acoustical Poles), originariamente introdotto nel 1992
[1]. Tale metodo, già usato con successo in questo dipartimento [2] promette
di rappresentare gran parte delle proprietà acustiche di un ambiente conﬁnato
per mezzo di una componente ricorsiva comune a tutti i canali acustici entro
l'ambiente scelto(ovvero ad ogni accoppiamento lineare tra una sorgente e un
sensore).
Una simile prospettiva riveste notevole interesse per tutte quelle applicazioni, in
ambiti come le Telecomunicazioni, l'Intrattenimento e la Multimedialità più in
generale, che sfruttano interfacce acustiche, mobili o multicanale, per la ripro-
duzione o la cattura di contenuti sonori. Il riferimento va in particolare a quella
classe detta di interfacce acustiche intelligenti [3], che incorpora complessi
sistemi di elaborazione del segnale per compiti quali lo speech enhancement,
l'inversione acustica, la cancellazione d'eco e di rumore, la separazione di sor-
genti o la localizzazione sonora.
Sebbene dal momento della sua introduzione la modellazione basata su CAP non
abbia trovato frequentissima applicazione, l'avvicinamento al problema all'inizio
di questo lavoro ha suggerito che numerose implicazioni dietro l'idea originale
fossero ancora inesplorate. In accordo con tali convincimenti, la presente tesi si
articola intorno a quattro principali contributi originali, raggiunti in seguito a
una nuova e migliore comprensione del signiﬁcato della modellazione basata su
CAP: l'introduzione di un nuovo metodo per la selezione dell'ordine di modella-
zione [4], l'uso dei CAP nella cancellazione d'eco stereofonica [5], la derivazione
di espressioni semi-analitiche per modelli basati su CAP in sistemi 3-D, e la
proposta di un nuovo metodo di stima. Proprio attorno a questi risultati è or-
ganizzata la divisione del materiale presentato.
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Il capitolo 1 introduce la modellazione basata su CAP e i relativivi metodi di
stima, ne fornisce una motivazione teorica e, dopo aver trattato il problema della
scelta dell'ordine di modellazione in questo contesto, propone un nuovo criterio
per la sua selezione. La trattazione è seguita dalla descrizione delle simulazioni
usate nella validazione del metodo proposto.
Il capitolo 2 si occupa dell'applicazione della modellazione basata su CAP al
problema della cancellazione d'eco stereofonica. Il paragrafo 2.1 e parte del 2.2
forniscono una panoramica sui sulle particolari problematiche connesse a que-
sta particolare applicazione, nel quadro della più generica cancellazione d'eco
adattativa. Una nuova architettura basata su CAP è proposta nel paragrafo
2.2.3, e lì confrontata sperimentalmente con il corrispondente sistema allo stato
dell'arte in letteratura.
Il capitolo 3 prende le mosse dall'approfondimento della teoria dietro l'idea dei
CAP. A dispetto delle diﬃcoltà ricordate nel capitolo 1 sulla derivazione di
espressioni analitiche di funzioni di trasferimento acustiche per sistemi 3-D, il
lavoro qui presentato ottiene su questo fronte dei risultati nel caso 1-D, e li
estende a una particolare conﬁgurazione per ambienti a 3-D. Ciò permette di
derivare nuove espressioni analitiche per modelli basati su CAP, da una parte
allargando la conoscenza del problema in sé, e dall'altra aprendo nuove poten-
zialità per la valutazione quantitativa dei metodi di stima esistenti.
Nel capitolo 4 è proposto un nuovo semplice metodo di stima dei parametri
invarianti nella modellazione CAP, nell'ottica di rispondere ad esigenze non
soddisfatte dai metodi di stima attualmente esistenti. I risultati descritti nel
capitolo 3 sono qui usati per confrontare sperimentalmente le prestazioni del
metodo proposto con quelle del più accreditato tra i metodi esistenti. Le prove
presentate mostrano in primo luogo che la nuova tecnica permette di raggiun-
gere un grado di accuratezza considerevolmente superiore. In secondo luogo,
essendo le prove eseguite di per sé innovative, esse hanno permesso di mettere
in luce importanti debolezze del metodo usato come riferimento.
Capitolo 1
Modelli di sistemi multicanale
basati su Poli Acustici
Comuni
1.1 Introduzione
Il paradigma della modellazione a poli comuni è stato originalmente introdotto
da Haneda a altri autori in un articolo [6] del 1994. L'idea centrale nasce dall'i-
potesi che una funzione di trasferimento acustica, relativa all'accoppiamento tra
un sorgente e un sensore in un generico ambiente conﬁnato (nel seguito abbre-
viata con l'acronimo RTF, dall'inglese Room Transfer Function), sia modellabile
in modo ragionevolmente accurato in termini ARMA (da Auto-Regressive and






b0 + b1z−1 + . . .+ bνBz
−νB
1 + a1z−1 + . . .+ aνAz−νA
(1.1)
A partire da tale ipotesi, l'assunzione centrale consiste nell'ammettere che i
coeﬃcienti del denominatore (e così anche le sue radici, ovvero i poli) possano
essere considerati i medesimi per ogni possible RTF in tale ambiente conﬁnato
(ossia per ogni coppia di arbitrarie posizioni di, rispettivamente, sorgente e
sensore). Introducendo quindi l'indice di canale i associato alla singola RTF










−1 + . . .+ b(i)νBz−νB
1 + a1z−1 + . . .+ aνAz
−νA (1.2)
Mentre i coeﬃcienti del numeratore, b(i)k sono riconosciuti dipendenti dalla sin-
gola scelta del canale, il vettore dei coeﬃcienti a = [a1, . . . , aνA ] è supposto
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costante al variare dell'indice i.
Il primo obiettivo dichiarato di questo approccio modellistico è facilmente in-
dividuabile: ammettendo di poter conoscere il denominatore comune mediante
una stima preventiva, il numero rimanente di parametri necessari alla descrizio-
ne completa di un qualsiasi canale acustico nell'ambiente assegnato sarebbe pari
al numero di coeﬃcienti del numeratore; questi ultimi sono potenzialmente in
numero assai inferiore ai coeﬃcienti necessari a una descrizione mediante la ri-
sposta impulsiva. Rispetto all'uso strutture non ricorsive, inoltre (cioè con ﬁltro
FIR costruito per approssimazione della risposta impulsiva) la modellazione a
poli acustici comuni (in inglese Common Acoustical Poles, o più semplicemente
CAP) oﬀre come altro immediato vantaggio la produzione di risposte impulsive
illimitate (ipotesi ben più realiustica nella modellazione di canali acustici).
Altra interessante osservazione, forse a carattare più scientiﬁco che tecnologico,
risiede nell'indicazione che i coeﬃcienti del denominatore possano racchiudere
tutte le informazioni necessarie alla caratterizzazione del comportamento acusti-
co di un un ambiente assegnato, e in tal modo costituire una funzione invariante
dell'ambiente stesso, in grado di incapsulare parametri e gradi di libertà di que-
st'ultimo.
Dalle precedenti osservazioni dovrebbe apparire abbastanza chiaro che la stra-
tegia modellistica proposta debba rivestire un importante intersse, sia da un
punto di vista scientiﬁco-conoscitivo, che da un punto di vista tecnologico. Nel
campo delle telecomunicazioni e della multimedialità, sono numerose le applica-
zioni legate all'uso di algoritmi di stima di canali acustici, sia in termini statici
che adattativi. Tipici esempi sono le cancellazioni d'eco e di rumore, l'equaliz-
zazione di canale o la localizzazione acustica. Per tutte queste applicazioni, sia
la riduzione del numero di parametri da stimare, che il potenziale aumento di
accuratezza nella stima di RTF costituiscono vantaggi di particolare rilevanza.
[2, 7, 8, 9, 10, 11, 12].
Chiarita l'idea di base e il suo potenziale interesse, resta da deﬁnire in primis
quali siano le giustiﬁcazioni teoriche di un tale approccio modellistico, e in
secondo luogo quale siano le diﬃcoltà nella stima preventiva del denominatore
comune, e la relativa accuratezza raggiungibile. Come delineato in precedenza,
tale operazione è necessaria per accedere ai vantaggi oﬀerti dalla modellazione
basata su CAP, e una conoscenza dei suoi limiti e delle sue potenzialità è di
fondamentale importanza nella valutazione dell'opportunità del'uso degli stessi
CAP.
Seppure delineato in [6], il problema della giustiﬁcazione teorica merita
un'attenzione particolare, e verrà trattato nel paragrafo 1.3. Una panoramica
sui metodi esistenti verrà invece aﬀrontata nel prossimo paragrafo.
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1.2 La stima dei poli comuni
Il problema della stima dei CAP, oltre che essere aﬀrontato in [6], ha meritato
un buon livello di interesse in lavori successivi [13, 14, 15]. Anche se tutti i
contributi hanno introdotto elementi di novità e interesse, il primo tra i metodi
proposti in [6], detto lì semplicemente Least Squares, e ribattezzato qui e nel
seguito HMK dalle iniziali dei suoi tre autori, rimane il più diﬀuso. Le ragioni di
ciò verranno riassunte nel paragrafo 1.2.2, insieme a una panoramica su alcuni
altri importanti metodi esistenti.
1.2.1 Il metodo HMK
Il metodo HMK parte dall'ammettere la conoscenza di NH risposte impulsive
relative a uno stesso ambiente acustico conﬁnato, supposte tutte, senza perdita




h(i)[0], . . . , h(i)[LH − 1]
]t
per i = 1, . . . , LH (1.3)
dove la notazione [ ]t rappresenta l'operatore di trasposizione matriciale. Nel
dominio z, gli NH canali sono modellati da NH funzioni di trasferimento del
tipo
H(i)(z) = B(i)(z)/A(z) (1.4)
in cui A(z) = 1 + a1z−1 + . . .+ aLAz
−LA rappresenta il denominatore comune,
di ordine assunto pari ad LA, e Bˆ(i)(z) = b
(i)
0 , . . . , b
(i)
LB−1] il numeratore per
l'i'esimo canale, di ordine LB − 1.
L'insieme dei parametri da stimare, in numero LA +NH ×LB , è raggruppabile

















∀i = 1 . . . NH
(1.5)
Per ogni canale, è costruito un errore dato dalla seguente approssimazione
della diﬀerenza tra la risposta impulsiva misurata e quella prodotta dal modello:
ε
(i)










` δ [n− `] (1.6)
Si noti come, per mantenere una dipendenza lineare tra l'errore e le a(i)k , la rispo-
sta misurata h(i) [n− j] sia usata per esprimere il contributo della componente
ricorsiva del modello. Al ﬁne di determinare i parametri, la seguente norma
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Le ak e le b
(i)
j , sono determinate imponendo che la (1.7) sia minima. Ne risulta
un sistema lineare, per la cui soluzione è necessario calcolare la pseudo-inversa
una matrice di dimensioni
NH (LA + LH + 1)× [LA +NH (LB + 1)] (1.8)
In [6], oltre alla dettagliata espressione del sistema risolutivo, è rintracciabile
una parziale prova analitica della stabilità e dell'unicità delle soluzioni così deﬁ-
nite. Partendo inoltre dalla conoscenza delle risposte impulsive degli NH canali,
un vantaggio di questo metodo è la relativa semplicità realizzativa.
D'altro canto tale semplicità, derivante dal consistere unicamente nella solu-
zione di un sistema lineare di forma nota, ﬁnisce per essere anche l'origine dei
principali punti negativi. In particolare, le elevate dimensioni della matrice da
invertire lo rendono poco pratico anche al crescere di complessità estranee al mo-
dello in sé, come il numero di canali, NH e la lunghezza delle risposte impulsive
misurate disponibili, LH .
Alcune alternative disponibili in letteratura sono presentate nel paragrafo
successivo. Il capitolo 4 introdurrà invece un nuovo metodo, che costituisce
uno dei contributi originali di questo lavoro. E' comunque importante notare
che il metodo HMK è comunemente individuato in letteratura come il metodo
di riferimento e, per complessità modellistiche contenute, possiede le necessarie
caratteristiche di robustezza e semplicità per essere usato senza troppe accor-
tezze, Il capitolo 4 presenterà anche uno studio quantitativo sulle proprietà di
accuratezza del moetodo HMK, probabilmente non esplorate ﬁno in fondo in [6]
né in altri lavori.
1.2.2 Altri metodi per la stima di poli comuni
Proprio a causa della potenziale insostenibilità computazionale, gli stessi autori
del metodo HMK propongono (e usano) in [6] un metodo alternativo, da adottare
quando l'ordine dei parametri in gioco non consente di usare il primo. Tale
approccio consiste in pratica nella determinazione di NH semplici stime ARMA
sugli NH canali disponibili (sempre in termini di risposte impulsive). Usando
una notazione simile a quella che deﬁnita dalle (1.5), ciò porta a determinare
NH coppie di vettori a(i),b(i), con i = 1 . . . NH , da cui la stima ﬁnale del vettore
dei coeﬃcienti del denominatore comune a è ottenuta come semplice media delle
stime AR di singolo canale a(i). Sempre in [6] l'accuratezza di questo metodo
ridotto, battezzato lì Averaging Method (nel seguito AM) per ovvie ragioni, è
riconosciuta ampiamente inferione al metodo HMK.
Zuccarello e altri propongono in [15] una strategia di calcolo dei CAP che
prende le mosse, come l'AM, dalle stime ARMA di singolo canale. Rispetto al
primo, il metodo lì proposto procede però prima all'estrazione delle radici del
polinomio AR stimato, e successivamente identiﬁca i poli comuni mediante una
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ricerca di cluster per i poli ricavati dall'insieme dei canali. Nonostante l'interes-
sante contributo, quest'ultimo metodo trova scarso riscontro in letteratura. Le
motivazioni sono in primo luogo da ricercarsi nell'eccesivo incremento di com-
plessità computazione (introdotto dalla necessità di estrazione delle radici), e
in secondo luogo della necessità di usare di algoritmi di ricerca di cluster. Per
questi ultimi, d'altro canto, rimane non chiarita l'eﬀettiva capacità di discrimi-
nazione all'aumento dell'ordine e, come sarà più chiaro in seguito, della densità
dei poli stessi nel piano z.
Un ultimo importante contributo al problema della stima dei CAP è propo-
sto da Kikichi e Miyoshi nel 2004 [13, 14]. In questi interessanti lavori, la ricerca
del denominatore comune A(z) è associata a quella del polinomio caratteristico
di una matrice di predizione lineare. Quest'ultima è cotruita a partire dai
segnali acquisiti come uscite di un sistema acustico SIMO (dall'inglese Single
Input Multiple Output) all'interno dell'ambiente considerato. Oltre all'impor-
tante derivazione teorica, questo metodo porta con sé il grande vantagggio di
non necessitare della stima preventiva delle NH risposte impulsive. Il non ri-
chiedere formalmente la conoscenza del segnale usato come ingresso del sistema
SIMO fa di questo approccio un metodo Blind (o anche, in italiano, non super-
visionato). Nonostante questi punti a favore, lo spazio per l'utilizzo pratico di
questo metodo è assai limitato: l'insieme di problemi di stabilità e impratica-
bilità computazionali lo rendono inutilizzabile sia per ordini elevati che per un
numero di canali superiore a due.
La panoramica oﬀerta in questo paragrafo è intesa a dare un'idea sul perché
l'HMK rimanga a tutt'oggi il metodo più usato nella stima di CAP. In secondo
luogo, gli spunti di interesse associati ad altri metodi esistenti, e gli svantaggi
che l'HMK continua ad avere, fornisce una prima spiegazione dell'esigenza di
ricercare nuove strategie per la stima di CAP.
1.3 La giustiﬁcazione teorica dei modelli basati
su CAP
1.3.1 Denominatore comune e reti a costanti concentrate
Il lettore familiare con la teoria delle reti a costanti concentrate (RCC) non ha
probabilmente trovato particolarmente inusuale l'approccio modellistico ARMA
basato su CAP, come introdotto all'inizio di questo capitolo. Per un generico
sistema a costanti concentrate sono deﬁnibili un certo numero di funzioni di rete
H(i) attarverso il rapporto tra grandezze (per reti elettriche tensioni o correnti,
rispettivamente) in un dominio trasformato e deﬁnite in due punti del sistema
in generale diversi. Il concetto di funzione di rete in sé è del tutto analogo
a quello di funzione di trasferimento adottato in campo acustico, se le due
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grandezze considerate sono i due segnali di pressione rispettivamente emesso da
una sorgente e ricevuto da un sensore.
Un primo fondamentale contributo dato dalla teoria delle RCC [16, 17] è che,
nel dominio della trasformata di Laplace (qui e nel seguito ci si riferirà alla
frequenza complessa di Laplace con il simbolo s), qualsiasi funzione di rete ha
forma razionale fratta, cioè è esprimibile come rapporto tra due polinomi a





β0 + β1 · s+ β2 · s2 . . .
1 + α1 · s+ α2 · s2 . . . (1.9)
La seconda e forse ancora più importante informazione proveniente sempre
dalla teoria delle RCC è che qualsiasi funzione di rete relativa al medesimo
sistema condividerà lo stesso denominatore A′(s): è qui il nodo che sembra
giustiﬁcare la modellazione basata su CAP. Estendendo le considerazioni basete
sulle RCC ai sistemi acustici, e rispettando il parallelo tra funzioni di rete e RTF,
l'uso dei CAP potrebbe apparire ragionevolmente giustiﬁcato. In primo luogo,
infatti, l'uso di un mapping lineare o bilineare (come trasformazione bilineare
s = (2/TC) · (1 − z−1)/(1 + z−1) ) nel passaggio dal dominio s a quello della
trasformata z conserva la forma analitica razionale, nonché l'indipendenza tra
poli e zeri: se i poli sono comuni in s, tali rimarranno in z. Se dunque le RTF
sono stimate in forma ARMA, cioè come precisamente funzioni razionali fratte
in z, sembra naturale imporre al denominatore di non subire alcun cambiamento
per diverse RTF relative a uno stesso ambiente acustico.
Prima di spiegare perché tale assunzione non sia realmente lecita in questa
semplice forma, sembra utile ricordare un'altra speciﬁcità del denominatore delle
funzioni di rete di RCC. Gli αi deﬁniti della (1.9) sono sempre:
• Funzioni razionali dei parametri conentrati del sistema;
• In numero pari esattamente al numero di elementi reattivi (o con memoria)
indipendenti presenti nel sistema.
Varrà quindi innanzitutto sempre{
bi = fi(α, β) = bi({R}, {L}, {C})
aj = gj(α, β) = aj({R}, {L}, {C})
(1.10)
e inoltre la descrizione del sistema in termini del suo polinomio caratteristico
A(z) sarà sempre una descrizione massimamente parsimoniosa, perché in grado
di essere deﬁnita da un numero di coeﬃcienti esattamente pari al numero di
gradi di libertà del sistema ﬁsico di riferimento.
1.3.2 Sistemi acustici distribuiti
Le considerazioni fatte ﬁn qui non sono in raltà suﬃcienti a giustiﬁcare la model-
lazione basata su CAP per sistemi acustici compatibili con la presenza umana. Il
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nodo fondamentale della questione è nelle dimensioni spaziali dei sistemi normal-
mente considerati come ambienti acustici. Un sistema è lecitamente studiabile
usando un approcio a costanti concentrate quando, della ` la sua massima di-
mensione lineare, tmin la risoluzione temporale e c la velocità di propagazione
del fenomeno ondulatorio d'interesse (in questo caso la velocità del suono in
aria), è soddisfatta la seguente disuguaglianza [16]
c · tmin  ` (1.11)
o anche, usando tmin = 1/(2fB), con fB la più grande frequenza d'interes-






Ipotizzando ` non inferiore a qualche unità di metri, c ' 340 ms−1 ed fB pari
anche solo a qualche kHz, si può facilmente veriﬁcare che la (1.12) non è mai
veriﬁcata. In altri ternini, i sistemi acustici ambientali e i fenomeni correlati non
sono mai spiegabili con la teoria delle RCC a causa della loro natura intrinseca-
mente propagativa: le dimensione spaziali sono fondamentali, accanto a quella
temporale, per la descrizione delle grandezze d'interesse (pressione e corrente)
e per la deﬁnizione dei parametri che deﬁniscono il sistema stesso.
Da un punto di vista analitico, la descrizione non è basata su equazioni
diﬀerenziali ordinarie (o ODE dall'inglese Ordinary Diﬀerential Equation), ma
da equazioni alle derivate parziali (PDE). Nello speciﬁco, la PDE coinvolta è
l'equazione delle onde, che in condizioni stazionarie e nel dominio di Laplace è
riconducibile all'equazione di Helmholtz, riportata qui di seguito nella sua forma
non omogenea [18]
∇2p(s; x)− s2p(s; x) = −sρ0q(x) (1.13)
in cui p(s; x) rappresenta la trasformata della pressione osservata in un punto
x, in presenza di una sorgente di densità spaziale q(x). La (1.13) consente di





1.3.3 Il problema agli autovalori
È importante osservare è che la (1.13) e la (1.14) non garantiscone più una for-
ma razionale fratta per la H(s): le soluzioni avranno anzi forma generalmente
trascendente in s. Una relativa sempliﬁcazione del problema emerge dopo l'im-
posizione delle condizioni al contorno e la deﬁnizione delle autofuzioni spaziali
della (1.13), Hk(x) per k = 1 . . .∞ [18]: detta xs la posizione della sorgente
e xr quella del sensore, lo sviluppo in serie di q(x) lungo le Hk(x) consente di
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deﬁnire una soluzione per la RTF H(s; xs,xr) a sua volta tramite il seguente
sviluppo













Nella precedente espressione le Ωk sono le pulsazioni modali associate ad Hk(x),
e Qk il corrispondente fattore di merito, o di qualità.
La (1.15) ha il grande merito di riaprire uno spiraglio sulla giustiﬁcazione
dell'uso dei CAP. Se la sommatoria si limitasse a visitare un numero ﬁnito di
termini, i singoli denominatori rappresenterebbero i singoli fattori del denomi-
natore comune, non contenendo nessuna dipendenza funzionale né da xs né da
xr, ossia dalle rispettive posizioni di sorgente e ricevitore, che identiﬁcano il
particolare canale.
In eﬀetti, come verrà chiarito tra breve, i termini razionali del secondo ordine
della (1.15) corrispondono a valori di Ωk via via crescenti all'aumentare di k;
in particolare il contributo di ognuno di essi non è particolmente signiﬁcativo
per f  Ωk/(2pi) o per f  Ωk/(2pi). E' possible pertanto ipotizzare che, se
lo spettro dei segnali coinvolti è contenuto entro una banda fB , i termini del
secondo ordine corrisopndenti a Ωk > ΩB = 2pifB non debbano contribuire in
modo decisivo aHL(s). In tal modo è possibile aﬀermare che la rappresentazione
di RTF con modelli ARMA (e in particolare a CAP) è giustiﬁcata in termini
approssimati, e per problemi a banda limitata. Quest'ultima ipotesi è peraltro
più che naturale, visto che la nozione stessa di modellazione ARMA ha senso
esclusivamente nel tempo discreto: ciò permette l'assunzione automatica fB =
FC/2, essendo FC la frequenza di campionamento usata.
1.3.4 Ambienti parallelepipedali ideali
La deﬁnizione di una particolare goemetria consente una comprensione più ac-
curata di quali siano le espressioni analitiche delle pulsazioni modali Ωk, e di
conseguenza quali siano gli ordini tipici coinvolti nel troncamento dello sviluppo
(1.15). Risultati comunemente noti, e peraltro assai pertinenti per il tipo di ap-
plicazioni obiettivo dell'uso di CAP, sono quelli associati all'ipotesi di ambiente
conﬁnato a forma di parallelepipedo. In particolare, la solzione del problema
degli autovalori è facilmente accessibile in ipotesi di ambiente completamente
non dissipativo, e quest'ultima si assume ragionevolmente estendibile anche in
presenza di bassa dissipazione alle pareti [18].
Dette L1, L2 ed L3 le tre rispettive dimensioni della stanza, le frequenze


















ki = 0, 1, . . . ,∞ (1.16)
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in cui c è come al solito la velocità del suono, e le triplette (k1, k2, k3) so-
no deﬁnite da tutte le possibli combinazioni di interi non negativi. Fissate le
dimensioni della stanza, è possibile contare in numero di triplette (k1, k2, k3)
che deﬁniscono frequenze modali comprese entro fB . Alternativamente esisto-
no espressioni approssimate, tanto più accurate quanto più grandi le ki. A tal
proposito un'attenzione particolare merita la nota formula [18]





















che esprime in modo approssimato il numero di frequenze modali nM compre-
se entro una frequenza di banda fB , per una stanza parallelepipedale avente
somma delle lunghezze degli spigoli pari a L, superﬁcie complessiva S e volume
V . Alternativamente, la (1.17) può essere espressa attraverso la sua derivata








Un'utile rappresentazione graﬁca della (1.17) è presentata in ﬁgura 1.1 per
bassi valori di fB . L'osservazione della distribuzione delle frequenze modali
sull'asse delle frequenze fornisce inoltre una signiﬁcativa interpretazione visiva
della (1.18), data dalla densità delle linee verticali.
Figura 1.1: Andamento del numero di modi di vibrazione all'aumentare della
frequenza di banda fB per una stanza di dimensioni 3×4×5 m3. La curva in nero
è data dalla (1.17), mentre le righe verticali rappresentano tutte le frequenze
modali individuate dalla (1.16).
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1.3.5 Un ordine teorico per il denominatore comune in
sistemi acustici
Gli ordini di grandezza generati dalle (1.16), (1.17) e (1.18) per le dimensioni
lineari usate in ﬁgura 1.1 danno facilmente nell'occhio. Righe spettrali ad al-
ta densità sono in generale diﬃcili da stimare e discriminare, come suggerisce
la teoria dei comuni metodi parametrici di stima spettrale [19]: come regola
generale, la capacità di deﬁnizione di righe spettrali vicine tra loro è progres-
sivamente compromessa all'aumentare della densità delle righe stesse. In tal
quadro è diﬃcile pensare che metodi come l'HMK descritto in 1.2.1 possano
fare signiﬁcative eccezioni rispetto alla stima di CAP, quando la densità modale
(o similmente la densità nel piano z delle coppie di poli complessi coniugati)
cresce come in O(f2). È bene infatti ricordare che l'ordine CAP prescritto dalla
teoria (pur in ipotesi di descrizione approssimata per troncamento della (1.15))
è dato da
LA = 2× nM (fB ;L, S, V ) (1.19)
In aggiunta al problema della densità, la panoramica sui metodi di stima dei
CAP, e in particolare l'introduzione al metodo HMK fatta nel paragrafo 1.2.1,
aggiunge un altro particolare degno di nota: il metodo HMK si basa sul-
l'inversione di una matrice di dimensioni date dalla (1.8), qui riportata per
comodità
NH (LA + LH + 1)× [LA +NH (LB + 1)]
Entrambe le dimensioni di tale matrice aumentano linearmente con LA, e
quindi secondo f3B . Ne deriva un altro pesante indizio sulla grande diﬃcolta di
stima dei CAP in sistemi e dimensionalità verosimili.
1.3.6 Conclusioni
Come verrà spiegato nel paragrafo 1.4, più che rendere proibitivo l'uso dei CAP,
il problema dell'adottabilità dell'ordine teorico apre una riﬂessione su quale
debba essere la scelta di un ordine adottabile in pratica, che consenta, da una
parte, di individuare il maggior numero possibile di coppie di poli complessi
coniugati descriventi le proprietà risonanti del sistema acustico, e dall'altra, di
usare metodi di stima come l'HMK disponibili in letteratura.
Oltre ai problemi sulla scelta di un ordine pratico, le considerazioni fat-
te ﬁn qui sulla stima dei CAP lasciano ancora aperti numerosi interrogativi.
Schematicamente, il seguente elenco può fornirne un primo raggruppamento.
• Incidenza e ragionevolezza dell'approssimazione ad ordine ﬁnito:
l'assunzione che il troncamento della (1.15) produca risultati soddisfacen-
ti per problemi a banda limitata non è stata giustiﬁcata in modo suﬃ-
cientemente dettagliato. L'assenza di una soluzione analitica per tutte
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le soluzioni dell'equazione di Helmholtz in problemi tridimensionali rende
diﬃcile capire in che termini possa assumersi lecita la descrizione razionale
fratta.
• Nessun ordine teorico per i numeratori del modello: la (1.15) sug-
gerisce che i numeratori della descrizione razionale fratta approssimata
debbano avere un ordine pari a quello del denominatore comune, ma la
stessa formula non ne suggerisce alcuna particolare interpretazione ﬁsica;
se le radici del denominatore comune hanno un'interpretazione suﬃciente-
mente intuitiva, è diﬃcile poter dire altrettanto dei numeratori di signolo
canale o delle loro radici.
• Parsimoniosità descrittiva: in contrapposizione a quanto si è detto
per la modellazione a CAP di funzioni di rete per sistemi a costanti con-
centrate, la rappresentazione CAP di sistemi acustici sembra perdere la
tanto desiderabile proprietà della massima parsimoniosità. In altri ter-
mini, sebbene un sistema acustico possa essere potenzialmente descritto
da un numero assai limitato di parametri (ad esempio le tre dimensioni
lineari e i coeﬃcienti - potenzialmente costanti - descriventi le proprietà
dissipative delle pareti), la sua descrizione (e stima) mediante CAP sembra
diﬃcilmente riconducibile alla stima di un numero ridotto di parametri, e
appare quindi assai scarsamente parsimoniosa.
Vale inﬁne la pena ricordare che gli approfondimenti fatti ﬁn qui, sebbene
in parte già suggeriti in [6], non sono stati mai riassunti in passato in modo
unitario e sistematico.
1.4 Il problema dell'ordine
1.4.1 Introduzione
Ogni stima dei parametri di un modello a più canali basato su CAP, come
quello individuato dalle (1.2), necessita in primo luogo di un'ipotesi sugli ordini
del modello da stimare. Nel caso in questione, gli ordini sono deﬁniti da una
scelta per la coppia LA, LB pari, rispettivamente all'ordine del denominatore dei
poli comuni, e alla lunghezza delle componenti MA di ogni singolo canale. Se un
aspetto di cruciale importanza legato alla scelta dell'ordine deriva dal deﬁnire la
complessità computazionale del problema di stima (come deﬁnito dalla (1.8)),
la sua vera importanza è associata a metriche quali:
1. Il livello di parsimoniosità
2. Il grado di accuratezza descrittiva
3. La corrispondenza analitica tra il modello e il sistema ﬁsico reale
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Mentre i due primi criteri trovano aplicazione in ogni ambito modellistico, anche
di carattere puramente comportamentale (cioè nei casi in cui il modello non ha
una struttura matematica direttamente ispirata alla ﬁsica del sistema reale a
cui si riferisce), il terzo è proprio dei modelli cosiddetti strutturaliS, cioè per
i quali esiste una corrispondenza diretta tra la formalizzazione del modello e
le descrizione analitica del fenomeno ﬁsico descritto. Per i modelli strutturali è
naturalmente buona norma, ove possible, attribuire al modello stesso un numero
di parametri pari al numero di gradi di libertà che descrivono il sistema ﬁsico
modellato.
Potendo puntare a privilegiare il terzo criterio, si raggiunge autonomamente un
buon equilibrio nei primi due, normalmente in reciproca contrapposizione. Vice-
versa, quando la corrispondenza con il modello ﬁsico non può fornire indicazioni
risolutive, è proprio l'equilibrio tra la necessità di massimizzare la parsimonio-
sità e l'esigenza di raggiungere un'elevata accuratezza descrittiva dei fenomeni
che costituisce l'ingrediente principale dei tradizionali criteri di scelta dell'ordi-
ne, come l'AIC di Akaike [20].
Nel caso dei CAP la componente strutturale (la corrispondenza con il modello
ﬁsico) riveste un'importanza di primo piano. Nonostante ciò, perché la coppia
LA, LB riﬂetta la complessità del sistema ﬁsico reale, i valori dei due ordini
dovrebbero essere così alti da generare due tipi di problemi:
1. Il metodo HMK sarebbe computazionalmente troppo oneroso a causa delle
dimensioni descritte dalla (1.8), e in maniera simile probabilmente ogni
altro metodo di stima;
2. Anche riuscendo a gestire la complessità computazionale, il metodo di
stima sarebbe diﬃcilmente in grado di restituire risultati accurati, e anzi
si esporrebbe facilmente al fenomeno dell'overmodeling [21]: una parte dei
parametri stimati (qui di fatto poli del denominatore comune) non sarebbe
signiﬁcativa.
Riportato al caso speciﬁco della stima dei CAP e del loro successivo uso, il feno-
meno dell'overmodeling è particolarmente indesiderabile: se, disponendo di NH
risposte impulsive campione, si stimano una numero di CAP superiore a quelli
eﬀettivamente stimabili (una sorta di ordine eﬃcace, derivante dalla deﬁnizione
contemporanea di sistema ﬁsico e metodo di stima), usando il denominatore
comune per la stima dinamica di altre RTF si rischia di non ottenere aﬀatto un
eﬀetto di diminuzione di parametri liberi, perché alcuni dei nuovi zeri dinamica-
mente stimati per la parte MA andranno a compensare i poli del denominatore
comune erroneamente stimati.
Per capire meglio le strategie tradizionalmente usate per selezionare un ordi-
ne eﬃcace, si deﬁnisca il seguente parametro di accuratezza, detto del disallinea-
mento tra le risposte impulsive misurate e quelle date dal modello multicanale
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Nella più semplice delle strategie (presentata ad esempio in [6] insieme al
metodo HMK) si deﬁnisce a priori un obietivo di accuratezza µ¯ per µ, e si
aumenta l'ordine del modello ﬁno a raggiungere un valore appena inferiore a µ¯;
l'ordine così trovato rappresenta l'ordine eﬃcace usato per la stima deﬁnitica
dei parametri del modello.
Sfortunatamente, anche se non veramente osservato in [6] né, a conoscenza
dell'autore di questo lavoro, in nessun altro contributo presente in letteratura,
una sceta guidata da questo criterio si scontra con il problema dell'ambiguità. Il
modello in questione è deﬁnito dalla coppia di ordini LA, LB , che contribuiscono
indipendentemente alla deﬁnizione del numero di parametri del sistema, ovvero
NH × LB + LA. A causa del diverso signiﬁcato di LA ed LB , prove informali
hanno mostrato che è possibile sceglierne diverse combinazioni, tutte in grado di
portare a risultati praticamente indistinguibili per µ. In questo quadro il metodo
AIC (peraltro già scartato in [6]), che bilancia in modo giustiﬁcato accuratezza e
numero di parametri (parsimoniosità) non aiuta in modo signiﬁcativo a sciogliere
il nodo dell'ambiguità.
1.4.2 Un nuovo metodo per la stima dell'ordine
L'aver introdotto un nuovo criterio per la scelta dell'ordine con l'uso del metodo
HMK è stato il primo contributo originale [4] del presente lavoro. L'obiettivo
centrale è costituito dalla rimozione dell'ambiguità nella selezione degli ordini
LA ed LB , possibilmente introducendo nella metrica di accuratezza una com-
ponente che tenga conto della speciﬁcità del problema trattato: la stima di una
componente comune ai diversi NH canali modellati.
Al posto del disallineamento globale in (1.5), si considerino i seguenti disal-









∀i = 1 . . . NH (1.21)
In questo caso per ogni processo di stima la (1.21) deﬁnisce NH diversi disalli-
neamenti di canale, deﬁniti dalla . Appare ragionevole ipotizzare che indicazioni
utili possano derivare dall'osservazione statistica dell'ensemble di tali µi. In par-
ticolare, uno dei più semplici comportamenti osservabili riguarda il massimo tra
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gli NH valori µi, cioè quello corrispondente al canale che il modello globale sti-
ma con la peggiore accuratezza. Partendo dall'assunzione che il denominatore
stimato, di ordine LA, debba individuare poli comuni a tutti i canali, per un
valore ﬁssato di LB è ragionevole la seguente:
Assunzione L¯A è una buona stima dell'ordine eﬃcace del denominatore a
se, al crescere di LA e ripetendo ogni volta la stima di tutti i parametri in (1.5),
esiste almeno un canale i, corrispondente all'accutatezza peggiore sull'ensemble,
che non esibisce più alcun miglioramento per LA > L¯A
Sfruttare quest'assunzione corrisponde a deﬁnire un criterio per la scelta
di un valore eﬃcace per il denominatore dei poli comuni A(z). Resta ancora
indeﬁnita la scelta di LB . Per quest'ultimo, nella più semplice delle ipotesi è
possibile stabilire un obiettivo (soglia minima) per l'accuratezza di modellazione
(un valore massimo entro cui debbano rientrare tutti i disallineamenti (1.21)), e
scegliere come ordine eﬃcace L¯B dei numeratori il primo valore per cui questa
soglia sia superata da tutto l'ensemble dei µi.
Sulla scorta delle osservazioni appena fatte, i seguenti passi riassumono il
nuovo metodo introdotto per la stima degli ordini di modellazione. Resta da
aggiungere che, se è noto l'ambiente acustico entro cui è deﬁnito il sistema multi-
canale oggetto della stima, esiste sempre un valore teorico (descritto dalla ﬁsica
del sistema reale) dell'ordine LA, sempre molto maggiore dell'ordine eﬃcace
fornito dal metodo qui presentato, nel senso più volte descritto. Per rende-
re non ambiguo il criterio presentato, si assumerà disponibile una conoscenza
grossolana di quest'ordine teorico, LTA.
1. Si ﬁssi per LA un valore iniziale molto grande, ad esempio LTA/2, e un
obiettivo minimo di accuratezza, µ¯
2. Partendo dal basso, si aumenti LB e si ripeta ogni volta una stima del
modello, ﬁno al primo valore, L¯B per cui µi < µ¯ ∀i = 1 . . . NH
3. Fissato LB = L¯B si vari dal basso LA ﬁno a quel valore L¯A tale che, per
LA > L¯A, il massimo dei disallineamenti µ(i) non diminuisca più rispetto
al valore per LA = L¯A
4. Con LA = L¯A, si vari nuovamente LB ﬁno a raggiungere un nuovo valore
L¯B , minore per cui valga µi < µ¯ ∀i = 1 . . . NH
1.4.3 Simulazioni
Delle prove sperimentali sono state compiute per testare la non ambiguità del
metodo proposto, e per quantiﬁcare quale fosse l'eﬀettivo rapporto tra l'ordine
eﬃcace così selezionato e il vero ordine dei poli comuni del sistema ﬁsico di
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riferimento. Le valutazioni su quale fosse il tipo di simulzione più adatto alla
verﬁca del metodo proposto hanno puntato a soddisfare il compromesso tra:
• La scelta di canali il più simili possibile a sistemi reali, in modo sollecitare
il metodo con test di naturale complessità;
• La scelta di un sistema conoscibile in modo suﬃcientemente dettagliato
da poter eﬀetuare un confronto quantitativo tra i risultati ottenuti e le
proprietà del sistema di riferimento.
Per soddisfare il secondo punto si è preferito un contesto simulato; allo stesso
tempo, per produrre delle risposte impulsive proprie di un sistema strettamente
distribuito, ci si è tenuti alla larga da processi di generazione ricorsivi e si è
scelto il metodo delle sorgenti-immagine. In questo modo la simulazione dei
fenomenni acustici è a carattere escusivamente propagativo, e in quanto tale,
per le considerazioni fatte nel paragrafo 1.3.2, ideale per provare la praticabilità
di una modellazione ARMA, tanto più se basata su CAP.
Set-up sperimentale
Per generare le risposte impulsive con il metodo delle sorgenti-immagine è stato
scelto un popolare programma [22] di simulazione acustica sviluppato in am-
biente MATLAB. Strumenti di questo tipo permettono di deﬁnire dimensioni
e proprietà acustiche di un ambiente conﬁnato di forma geometrica suﬃciente-
mente semplice (è normale aspettarsi che, come in questo caso, ci si limiti alla
forma parallelepipedale), numero e posizioni di sorgenti e sensori, e di avviare, a
partire da tali informazioni, un processo di simulazione mirato a calcolare tutte
le risposte impulsive deﬁnite dagli accoppiamenti introdotti.
Nel caso in questione è stato scelta una stanza rettangolare di (2×2×3)m3. Come
delineato nella proiezione di ﬁgura 1.2, quattro sorgenti sono state posizionate
in y = 2 m, z = 1.5 m, equispaziate lungo l'asse x, e quattro microfoni in
y = 0.5 m, z = 1 m con x rispttivamente pari a [0, 0.13, 0.25, 0.67, 1.125] m.
In totale, il sistema così costruito ha generato 16 risposte impulsive campione.
Rispetto alle proprietà assorbenti, in virtù delle libertà lasciate disponibili dal
contesto di simulazione, sono stati scelti dei coeﬃcienti di assorbimento tali da
rendere le risposte impulsive generate prodotte compatibili con il metodo HMK;
ci si riferisce qui in particolar modo alla lunghezza delle risposte impulsive stes-
se, per l'impatto che tale parametro ha sulle dimensioni (1.8). Ciò ha portato
ad attribuire alle pareti verticali un coeﬃciente di assorbimento in energia co-
stante e pari a 0.9, mentre a pavimento e soﬃtto sono stati lasciati coeﬁcienti
di assorbimento più realistici, variabili in funzione della frequenza.
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Figura 1.2: Il set-up usato per le simulazioni: quattro sorgenti omni-
direzionali (quadrati) e cinque sensori (cerchi), rispettivamente in x =
(0, 0.13, 0.25, 0.67, 1.125) m.
Risultati
Tutte le risposte impulsive generate, aventi andamenti come quello in ﬁgura 1.3
hanno mostrato un tempo di riverbero tipico T60 ≈ 100 ms.
Le RI h(i)[n] sono state ottenute a una frequenza di campionamento FC =
8 kHz; tutte sono poi state troncate a una stessa lunghezza n¯ in grado di sod-
disfare n¯  T60FC ∀i = 1, . . . , NH . Successivamente, le RI ottenute sono state
decimate per i cinque diversi fattori 4, 6, 8, 12, 16, permettendo così di reita-
rare il metodo di scelta dell'ordine per cinque diverse larghezze di banda, ossia,
rispettivamente fB =1000, 667, 500, 333 e 250 Hz; ciò al ﬁne di accedere a un
andamento sperimentale dell'ordine eﬃcace LA in funzione di fB .
Ottenute le 16 risposte impulsive per i diversi valori di fB , il passo suc-
cessivo è consistito nell'uso del metodo descritto nel paragrafo 1.4.2, che verrà
qui ripercorso per facilitarne una migliore comprensione. L'avere imposto co-
struttivamente le caratteristiche geometriche dell'ambiente simulato permette
di conoscere il valore teorico LTA e di usarlo, come indicazinoe, per stabilire
un valore di partenza nella ricerca del valore eﬃcace. Fissato LA, il metodo
HMK è applicato iterativamente per diversi valori di LB ﬁno ad ottenere una
distribuzione dei disallineamenti µi in (1.21) tutti al di sotto della una soglia di
accuratezza minima (o, in altri termini, disallineamento massimo) µ¯, in questo
caso ﬁssata arbitrariamente a −40 dB.
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Figura 1.3: Una tipica risposta impulsiva ottenuta del sistema simulato.
Un esempio di come possa apparire l'intervallo di distribuzione dei µi al variare
di LB , ﬁno al raggiungimento della soglia, e oltre, è rappresentato in ﬁgura 1.4.
Figura 1.4: Andamento dell'intervallo di distribuzione dei disallineamenti di
canale per diverse stime del modello, al variare di LB , e per fB = 500 Hz.
Fissato LB = L¯B , pari al minor valore suﬃciente ad avere tutti i µi entro
µ¯, una simile serie di stime è ripetuta al variare di LA (ad esempio per valori
decrescenti, a partire dal primo valore scelto). Come in precedenza, l'intervallo
sperimentale entro cui cadono i µi è riportato su un graﬁco, stavolta in funzione
di LA. Ora però l'obiettivo non è più soddisfare un vincolo di accuratezza
assoluta, bensì determinare quel valore di LA che soddisﬁ il criterio enunciato
al punto 3 del paragrafo 1.4.2.
Come può osservarsi in ﬁgura 1.5, l'andamento dell'intervallo di distribuzione
dei disallineamenti di canale è diverso rispetto al caso in cui si varia LB . In
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Figura 1.5: Andamento dell'intervallo di distribuzione dei disallineamenti di
canale, ﬁsaato LB = L¯B , per diverse stime del modello, al variare di LA, e per
fB = 333Hz.
particolare si noti come, mentre il disallineamento del canale modellato in modo
migliore (ossia µmin) diminuisce sempre in maniera sostanzialmente monotona
all'aumentare di LA, ciò non avviene per µmax. Più precisamente, per LA oltre
una determinata regione, µmax cessa di diminuire, assestandosi asintoticamente
intorno a un valore µ∞. Si noti anche come la scala usata in ﬁgura 1.5 per l'asse
delle ascisse sia logaritmica: una rappresentazione lineare, pur espandendo il
graﬁco e rendendone meno intuitiva la lettura, avrebbe accentuato ancora di
più il comportamento asintotico. Il comportamento descritto autorizza una
doppia considerazione:
• Monitorando un'accuratezza globale nella modellazione del sistema, come
ad esempio il disallineamento descritto dalla (1.20), all'aumentare di LA
continuerebbe ad osservarsi un aumento di accuratezza. Ciò ovviamente
non è in grado di evidenziare se gli LA CAP così trovati siano eﬀetti-
vamente CAP veri, o soltanto una serie di coeﬃcienti che, nel modello
a CAP stimato, modellano accuratamente lo speciﬁco set di NH rispo-
ste impulsive usate come campione (o magari un sottoinsieme di queste
ultime);
• L'assestamento di µmax consente di veriﬁcare che, superato un certo valore
L¯A, i nuovi poli trovati non introducono un incremento di accuratezza per
almeno una delle risposte impulsive usate come campione. Se dunque il
campione di RI è scelto in modo adeguato, questo andamento fornisce
un'indicazione quantitativa per la scelta dell'ordine eﬃcace L¯A
Resta da determinare un criterio operativo per l'individuazione non ambigua
dell'ascissa di ginocchio L¯A nella curva µmax(LA). Per semplicità, in questo
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lavoro è stato adottato il criterio euristico
L¯A : µmax(L¯A) = µ∞ + 1 dB (1.22)
Le ﬁgure 1.7, 1.8, 1.9, 1.10 e 1.11 riassumono i risultati ottenuti ripercorrendo
i passi operativi da 1 a 4, elencati alla ﬁne del paragrafo 1.4.2, per le cinque
rispettive larghezze di banda scelte. Ogni ﬁgura comprende quattro graﬁci , che
riassumono la successione di prove eﬀettuate per determinare sperimentalmente
la coppia di ordini eﬃcaci LA ed LB . Per ogni valore di fB :
• Il graﬁco in alto a sinistra riassume le prove usate per la prima scelta di
LB , come da punto 2 alla ﬁne del par 1.4.2, per un valore di LA ﬁssato
e molto maggiore del valore eﬃcace. E' riportata in rosso la soglia di
−40 dB, usata per questa prima scelta di L¯B , come il minor valore di LB
tale da rendere µi(L¯B) < µ¯ ∀i = 1, . . . , NH
• Fissato momentaneamente LB = L¯B , i graﬁci in alto a destra prima, e in
basso a sinistra poi, usano le nuove prove di stima al variare di LA per
determinare L¯A come descritto al passo 3 del par 1.4.2:
 I primo riporta variazioni di LA su larga scala, permettendo di indi-
viduare l'andamento asintotico µ∞ per la curva µmax(LA), insieme a
un intervallo di ricerca più ristretto per LA. Sono indicati in rosso i
due livelli µ∞ e µ∞ + 1 dB, per un uso visivo della (1.22).
 Il secondo propone la ripetizione delle stesse prove in un intorno
dell'ascissa di intersezione tra la curva µmax(LA) e la linea orizzontale
µ = µ∞ + 1 dB, e permette di scegliere L¯A come il più basso valore
di LA che soddisﬁ la (1.22).
• L'ultimo graﬁco, in basso a destra, ﬁssa LA = L¯A e ripete le prove del
primo graﬁco per eﬀettuare una nuova (e ultima) scelta di L¯B , e onorare
così il passo 4 del paragrafo 1.4.2.
Una sintesi degli ordini eﬃcaci L¯A e L¯B trovati al variare di fB è presentata
in tabella 1.1. La ﬁgura 1.6 presenta i risultati graﬁcamente, con della larghezza
di banda fB , nella sua versione normalizzata fB/f0, dove f0 è a una frequenza
caratteristica dell'ambiente usato. In questo caso f0 è stata scelta come la
più picola tra le frequenze modali, ovvero f0 = F1,1,1 data dalla (1.16) per
k1 = k2 = k3 = 1. Sullo stesso graﬁco sono riportati i valori teorici per l'ordine
CAP, LTA(fB) = 2×nM (fB), calcolati con entrambe le formule, rispettivamente
esatta (1.16) e approssimata (1.17).
Appare evidente che l'ordine eﬃcace trovato è di molto inferiore a quelo
teorico, come predetto dalle considerazioni del paragrafo 1.2 in merito alle li-
mitazioni dei metodi di stima in generale (e in particolare qui per l'HMK) e da
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Tabella 1.1: Larghezze di banda usate e corrispondenti ordini LA and LB indivi-
duati per, rispettivamente, denominatore comune e singoli numeratori, imponen-
do un diallineamento di canale massimo di −40 dB. La colona centrale riporta
l'ordine CAP teorico LA, ottenuto contando le possibili triplette (k1, k2, k3) tali
da rendere Fk1,k2,k3 < fB (cfr. . . .).
fB (Hz) fB/f0 2× nM L¯A L¯B
250 6.1 68 28 18
333 8.1 144 34 26
500 12.1 434 49 40
667 16.2 962 65 57
1000 24.3 3014 85 89
quelle del paragrafo 1.3.4 rispetto alla densità delle frequenze modali al crescere
di fB . E' inoltre interessante osservare come, in scala doppiamente logaritmica,
tale andamento continui ad essere lineare, individuando una dipendenza speri-
mentale (o forse piuttosto strumentale, ovvero legata al metodo di misura) di
LB da fB secondo una potenza approsimativamente pari ad 1, invece di 3.
Si noti che non è stato presentato alcun paragone con metodi di scelta dell'or-
dine pre-esistenti, basati unicamente sull'uso dell'accuratezza globale in (1.20).
La ragione di questa scelta è che tali approcci permettono di selezionare LA
da un intervallo talmente ampio (a seconda della scelta di LB) che l'intrinseca
ambiguità della scelta stessa non consente un paragone obiettivo con il metodo
proposto.
1.5 Conclusioni
Questo primo capitolo ha condotto al primo risultato originale raggiunto da
questo lavoro di ricerca: l'individuazione di un nuovo criterio per la selezione di
una coppia di ordini (LA, LB) nella modellazione basata su CAP. Ciò è avvenuto
partendo da un'introduzione a questo tipo di modellazione e da una panoramica
sui principali metodi di stima usati in letteratura per il calcolo dei parametri
del modello in oggetto: in base al metodo HMK qui adottato questo include
gli NH × LB coeﬃcienti degli NH numeratori di singolo canale, oltre agli LA
coeﬃcienti del denominatore comune. La digressione oﬀerta nel paragrafo 1.3
ha permesso di individuare da una parte i motivi dietro l'uso di modelli basati
su CAP, e dall'altra le ragioni dietro le diﬃcoltà di stima dei CAP, per ordini
confrontabili a quelli predetti dalle stime teoriche. Delineato inﬁne il motivo per
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Figura 1.6: L¯A (Cerchi in grigio pieno) in funzione della larghezza di banda,
normalizzata dispetto alle dimensioni ambientali considerate. I cerchi in bianco
rappresentano i valori teoriciper LA, come predetto a partire dalla (1.16); la
linea tratteggiata si riferisce invece all'espressione approssimata (1.17)
cui i tradizionali metodi di selezione dell'ordine trovano scarsa applicazione in
questo caso, è stata introdotta una strategia per selezionare senza ambiguità un
ordine eﬃcace, legato insieme all'ambiente da modellare e al metodo di stima
dei CAP, e si è osservato in che misura tale ordine diﬀerisce tipicamente dalle
predizioni teoriche. Tale metodo sarà incontrato nuovamente nel seguito di que-
sto lavoro, e in particolar modo nel capitolo 2, in cui sarà usato per supportare
una proposta di nuova architettura per la cancellazione d'eco stereofonica.
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Figura 1.7: fB = 250 Hz (Decimazione 16): Sintesi graﬁca delle operazioni
necessarie alla selezione degli ordini di modellazione. La procedura, da sinistra
a destra e dall'alto in basso, è quella descritta nei passi da 1 a 4 alla ﬁne del
paragrafo 1.4.2. Il terzo graﬁco rappresenta simulazioni in un intervallo ristretto
del secondo graﬁco, e porta qui alla selezione di L¯A = 28; entrambi graﬁci
realizzano il terzo passo del metodo. Il primo e il quarto graﬁco si riferiscono
invece alla scelta di LB , rispetivamente prima (passo 2) e dopo (passo 4) la
selezione di L¯A. Dall'ultima serie di simulazioni deriva in questo caso la scelta
L¯B = 18.
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Figura 1.8: fB = 333 Hz (Decimazione 12): Sintesi graﬁca delle operazioni
necessarie alla selezione degli ordini di modellazione. La procedura, da sinistra
a destra e dall'alto in basso, è quella descritta nei passi da 1 a 4 alla ﬁne del
paragrafo 1.4.2. Il terzo graﬁco rappresenta simulazioni in un intervallo ristretto
del secondo graﬁco, e porta qui alla selezione di L¯A = 34; entrambi graﬁci
realizzano il terzo passo del metodo. Il primo e il quarto graﬁco si riferiscono
invece alla scelta di LB , rispetivamente prima (passo 2) e dopo (passo 3) la
selezione di L¯A. Dall'ultima serie di simulazioni deriva in questo caso la scelta
L¯B = 26.
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Figura 1.9: fB = 500 Hz (Decimazione 8): Sintesi graﬁca delle operazioni
necessarie alla selezione degli ordini di modellazione. La procedura, da sinistra
a destra e dall'alto in basso, è quella descritta nei passi da 1 a 4 alla ﬁne del
paragrafo 1.4.2. Il terzo graﬁco rappresenta simulazioni in un intervallo ristretto
del secondo graﬁco, e porta qui alla selezione di L¯A = 49; entrambi graﬁci
realizzano il terzo passo del metodo. Il primo e il quarto graﬁco si riferiscono
invece alla scelta di LB , rispetivamente prima (passo 2) e dopo (passo 3) la
selezione di L¯A. Dall'ultima serie di simulazioni deriva in questo caso la scelta
L¯B = 40.
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Figura 1.10: fB = 667 Hz (Decimazione 6): Sintesi graﬁca delle operazioni
necessarie alla selezione degli ordini di modellazione. La procedura, da sinistra
a destra e dall'alto in basso, è quella descritta nei passi da 1 a 4 alla ﬁne del
paragrafo 1.4.2. Il terzo graﬁco rappresenta simulazioni in un intervallo ristretto
del secondo graﬁco, e porta qui alla selezione di L¯A = 65; entrambi graﬁci
realizzano il terzo passo del metodo. Il primo e il quarto graﬁco si riferiscono
invece alla scelta di LB , rispetivamente prima (passo 2) e dopo (passo 3) la
selezione di L¯A. Dall'ultima serie di simulazioni deriva in questo caso la scelta
L¯B = 57.
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Figura 1.11: fB = 1000 Hz (Decimazione 4): Sintesi graﬁca delle operazioni
necessarie alla selezione degli ordini di modellazione. La procedura, da sinistra
a destra e dall'alto in basso, è quella descritta nei passi da 1 a 4 alla ﬁne del
paragrafo 1.4.2. Il terzo graﬁco rappresenta simulazioni in un intervallo ristretto
del secondo graﬁco, e porta qui alla selezione di L¯A = 85; entrambi graﬁci
realizzano il terzo passo del metodo. Il primo e il quarto graﬁco si riferiscono
invece alla scelta di LB , rispetivamente prima (passo 2) e dopo (passo 3) la




stereofonica con Poli Acustici
Comuni
In questo capitolo verrà presentata l'applicazione della modellazione di RTF
basata su CAP a un problema che, pur speciﬁco, è allo stesso tempo rappresen-
tativo della vasta classe di problemi adattativi per l'elaborazione numerica in
sistemi acustici multicanale. Considerare la cancellazione d'eco stereofonica (o
SAEC dall'inglese Stereo Acustical Echo Cancellation) insieme alla modellazione
di RTF basata su CAP ha un triplo motivo di interesse:
• Costituire un banco di prova per il nuovo criterio di scelta dell'ordine CAP
in ambito adattativo;
• Mostrare un esempio di uso dei CAP in un'applicazione di acustica nume-
rica multicanale;
• Illustrare un esempio in cui l'uso dei CAP oﬀre beneﬁci particolarmente
rilevanti, intervenendo nella soluzione di criticità speciﬁche;
Sarà nel seguito progressivamente sempre più chiaro quale sia il senso associato
ad ognuno dei tre punti appena elencati.
In [6], gli inventori dei CAP usano proprio la cancellazione d'eco (in quel
caso monocanale) come primo banco di prova utile a dimostrare l'utilità del
criterio modellistico introdotto. I risultati cercati in quel contesto sono legati
all'esigenza di validazione del modello, in ultima analisi in base alla sua capa-
cità di migliorare le prestazioni di una tipica applicazione adattativa. Nel caso
di questo lavoro, quella motivazione è parzialmente superata, in primo luogo
perché già coperta in quei primi lavori (sebbene con non chiari criteri per la
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scelta dell'ordine), e in secondo luogo perché interessa esplorare applicazioni in
cui l'uso dei CAP sia in grado di introdurre vantaggi decisivi. La conoscenza
del denominatore comune in contesti generici consente infatti sì di ridurre il
numero di gradi di libertà del sistema da stimare (da esempio con un algoritmo
adattativo), ma dà comunque per scontata la procedura preventiva di stima a
cui si è dedicata grande attenzione nello scorso capitolo, e a cui ancora si con-
cederanno altre riﬂessioni nel capitolo 4; tale stima è potenzialmente a rischio
di consumare risorse in modo da non rendere conveniente, nel bilancio globale,
l'adozione del modello a CAP.
Ci sono poi contesti applicativi in cui i vantaggi introdotti sono così impor-
tanti da rendere irrilevante il consumo di risorse nella fase di stima: tra queste
si pensa qui che meriti di essere collocata la SAEC.
Questa aﬀermazione sarà motivata nel paragrafo 2.2. Perché le osservazioni
che si faranno lì siano facilmente comprensibili, nel paragrafo 2.1 è oﬀerta una
breve panoramica introduttiva sulla cancellazione d'eco monocanale basata su
tecniche adattative. Ciò include una brevissimo richiamo all'algoritmo LMS
(Least Mean Squares), con il principale scopo di introdurre un gergo che aiuterà
a seguire il ﬁlo del seguito dei ragionamenti, ed è seguito da un'introduzione
su come la conoscenza del denominatore comune possa essere sfruttata senza
perturbare le architetture adattative che usano semplici ﬁltri non ricorsivi.
La SAEC è introdota e discussa nel paragrafo 2.2, mentre nel paragrafo 2.3
sono presentati i risultati ottenuti in un set-up simulato, del tutto simile a quello
usato nel paragrafo 1.4.3.
2.1 Background sulla cancellazione d'eco a singo-
lo canale
2.1.1 Una semplice applicazione per ﬁltri adattativi
La cancellazione d'eco acustica (o AEC, dall'intuitiva versione inglese), con-
stituisce una tipica applicazione di elaborazione numerica adattativa. In un
contesto di teleconferenza in viva voce, focalizzando l'attenzione sull'ambiente
acustico ricevente delineato in ﬁgura 2.1, l'eco acustica è quell'eﬀetto indeside-
rato, per cui al parlante (remoto, in questo caso), viene ritrasmessa una versione
ﬁltrata del proprio segnale, a causa di canale acustico aperto tra l'altoparlan-
te ricevente e il microfono locale. Per compensare questo fenomeno, di per
sé diﬃcilmente evitabile, è pratica comune introdurre sistemi artiﬁciali per la
cancellazione dell'eco acustica. Detto x[n] il segnale ricevuto e riprodotto dal-
l'altoparlante locale, tali sistemi sottraggono dal segnale acquisito dal microfono,
d[n], una versione ﬁltrata di x[n]. Il sistema ﬁltrante H rappresentato in ﬁgu-
ra2.2 ha l'obiettivo di emulare il comportamento della RTF G(z), sotto l'ipotesi
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implicita che il canale rappresentato da quest'ultima sia lineare, costante o al
più lentamente variabile nel tempo. In particolare, per tenere conto di variazio-
ni del sistema nel tempo (dovute a potenziali cambiamenti di conﬁgurazione di
altoparlante e microfono nell'ambiente ricevente), il ﬁltro H è reso adattativo, e
controllato da un algoritmo che punta alla minimizzazione di una qualche nor-
ma del cosiddetto segnale di errore e[n] = d[n]− y[n]. d[n] in questo contesto è
detto segnale desiderato, e y[n] è l'uscita del ﬁltro.
L'architerttura del ﬁltro adattativo H(z) è quasi sempre quella cosiddetta
trasversale, o FIR. La ragione di questa scelta risiede soprattutto nella relativa
semplicità degli algoritmi adattativi per ﬁltri FIR, e parzialmente anche nel-
l'immediatezza interpretativa di cui un ﬁltro FIR gode nella modellazione dei
sistemi acustici: la risposta impulsiva (pur troncata) del canale modellato. E'
utile ricordare che, rispetto alla maggior parte delle applicazioni di stima del
canale per sistemi di telecomunicazioni, i ﬁltri FIR in grado di modellare sod-
disfacentemente sistemi acustici hanno normalmente ordini molto elevati. La
ragioni di ciò sono legate da una parte alle frequenze di campionamento usate,
e dall'altra ai tempi di propagazione tipici degli ambienti in gioco.
Prima di discutere l'opportunità di introdurre alternative in tal senso basate
sul tema centrale di questo lavoro, sembra importante riassumere le conoscenze-
chiave sui tradizionali algoritmi adattativi per ﬁltri FIR.
La teoria dei ﬁltri adattativi mette a disposizione numerosi algoritmi per con-
trollare la dinamica dei coeﬃcienti del ﬁltro H(z) quando quest'ultimo ha forma
FIR [23, 24, 25, 26]. Basti qui ricordare tra gli altri i più semplici e già citati
della famiglia LMS, l'oneroso RLS (Recursive Least Squares), o l'APA (Aﬃne
Projection Algorithm) [27]. Per ragioni che si ricorderanno tra poco, capita
che un algoritmo, frequentemente deﬁnito nel dominio del tempo, abbia la sua
versione nel dominio della frequenza [28], basata sull'implementazione del ﬁltro
FIR con le tecniche standard dette di overlap and add o overlap and save [29].
Nonostante l'elevato numero di diversi algoritmi disponibili, è abbastanza raro
che la teoria riesca a fornire giustiﬁcazioni quantitative e dimostrate sull'inci-
Figura 2.1: Ambiente ricevente, in cui è delineato il contributo detto di eco
acustica, che ritrasmette al parlante remoto il proprio stesso segnale, ﬁltrato
dal canale ambientale G.
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Figura 2.2: Cancellatore artiﬁciale d'eco acustica: Il ﬁltro H è chiamato ad
emulare adattativamente il comportamento del canale acustico G, sulla base di
un algoritmo che punta a minimizzare una qualche norma del segnale e[n].
denza dei parametri scelti sulle eﬀettive prestazioni dell'algoritmo. Fa eccezione,
proprio per la sua semplicità, il classico LMS, e anche in questo caso i risultati
delle dimostrazioni sono trovati al prezzo di ipotesi irrealistiche. Nonostante
ciò, i risultati trovati per l'LMS sono usati per spiegare qualitativamente, con le
dovute precauzioni, anche le prestazioni dinamiche di altri algoritmi. Per que-
sta ragione sembra importante ricordare quali siano questi risultati, e introdurre
simboli e terminologia usati nel seguito del lavoro.
2.1.2 Il metodo LMS come riferimento teorico
Come ricordato nel paragrafo precedente, il classico metodo LMS suppone per
H(z) una struttura FIR, ovvero
H(z) = h0 + h1z−1 + . . .+ hLH−1z
−LH+1 (2.1)
L'uscita y[n] del ﬁltro è calcolata quindi come
y[n] = hn ⊗ x[n] =
LH−1∑
k=0
hkx[n− k] = ht · x[n] (2.2)
dove l'ultimo membro sfrutta la più compatta notazione vettoriale, insieme alle
deﬁnizioni:
h = [h0, h1, . . . , hLH−1]
t e x[n] =
[
x[n], x[n− 1], . . . , x[n− LH + 1]
]t
L'algoritmo adattativo LMS è basato sulla minimizzazione del semplice funzio-
nale quadratico J(n; h,x) = e2[n], e sull'adattamento del ﬁltro h lungo l'oppo-
sto del gradiente dJ/dh. Tralasciando la derivazione analitica, che il lettore può
trovare in uno qualsiasi dei testi di riferimento già citati, l'equazione ricorsiva
per i coeﬃcienti del ﬁltro in forma vettoriale è la seguente
h[n] = h[n− 1] + µe[n]x[n] (2.3)
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dove la dipendenza dal tempo associata al vettore dei coeﬃcienti del ﬁltro, h[n]
evidenzia appunto come il valore di questi ultimi cambi, in virtù della preceden-
te equazione, ogni periodo di campionamento. La costante µ, scelta arbitraria-
mente o ricavata con metodi adattativi aggiuntivi, regola la velocità di aggior-
namento dei coeﬃcienti h, e una sua scelta ottimale è di centrale importanza
le prestazioni dell'algoritmo adattativo: valori troppo piccoli di µ conducono
ad adattamenti eccessivamente lenti (anche se potenzialmente accurati), mentre
valori troppo elevati conducono a scarsa accuratezza del comportamento di h[n]
all'equilibrio, e potenzialmente ad instabilità.
Come accennato nel paragrafo precedente, pur sotto ipotesi irrealistiche è
possibile derivare per l'LMS delle dimostrazioni quantitative di grande impor-
tanza. Senza entrare nel merito di tali dimostrazioni, se ne cercheranno di
ricordare qui le conclusioni più importanti.
Gran parte delle proprietà del ﬁltro adattativo sono legate al problema
spettrale della matrice di autocorrelazione degli ingressi, deﬁnita come
R = E
{
x · xt} =

r [0] r [−1] r [−LH + 1]
r [1] r [0]
. . .
...
r [LH − 1] · · · r [0]

dove r[i− j] = E{x[n− i] · x[n− j]}.
Si può mostrare [30, 23] che R ammette diagonalizzazione
R = QΛQt (2.4)
essendo Q la matrice modale unitaria e
Λ =






0 · · · λLH

La distribuzione degli autovalori λi è di centrale importanza per la convergenza
del ﬁltro LMS. Innanzi tutto per la stabilità del ﬁltro è richiesto che µ soddisﬁ
0 < µ <
2
λmax
E' possible poi mostrare che una versione del ﬁltro ruotata secondo la diago-
nalizzazione (2.4) converge in modo disaccoppiato, coeﬃciente per coeﬃciente,
secondo delle costanti di tempo τi legate agli autovalori λi tramite la relazione
τi ≈ 1µλi . Un'importante conseguenza di ciò è che la convergenza del ﬁltro h
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La (2.5) riassume l'importante conclusione che il tempo caratteristico di conver-
genza del ﬁltro LMS h[n] dipende linearmente dal numero di condizionamento
K = cond(R) della matrice di autocorrelazione LH ×LH del segnale d'ingresso
del ﬁltro, x[n].
Il numero K è evidentemente espressione delle proprietà statistiche di x[n].






Dunque, segnali a spettro suﬃcientemente piatto producono una matrice R
ben condizionata, permettendo a h di convergere rapidamente; al contrario, se-
gnali con grandi escursioni spettrali (per esempio con chiare componenti tonali,
o semplicemente ﬁltrati da sistemi selettivi o risonanti) inducono un alto nume-
ro di condizionamento per R, con un conseguente impatto negativo sui tempi
di convergenza di h[n].
Se le proprietà spettrali del segnale d'ingresso nel ﬁltro, x[n] hanno, come
appena ricordato, un impatto decisivo sul condizionamento di R, è importante
anche osservare che un ruolo chiave è giocato dalla lunghezza LH dello stesso
ﬁltro LMS. E' infatti possibile mostrare [23] che, a parità di x[n] K è funzione
monotona non crescente di LH , e che quindi, sebbene una maggiore lunghezza
del ﬁltro adattativo possa far sperare in una maggiore accuratezza di modellazio-
ne, questa scelta ha buone probabilità di incidere negativamente sulle proprietà
dinamiche del ﬁltro stesso.
Pur fatte le debite distinzioni, si osserva sperimentalmente che i parametri
chiave K e LH , che controllano l'adattamento del ﬁltro LMS, hanno qualitati-
vamente la stessa incidenza anche per diversi algoritmi adattativi. Gli algoritmi
che si dimostrano maggiormente insensibili al problema del malcondizionamen-
to di R, come il noto RLS, di fatto stimano dinamicamente la matrice R (o
una sua proiezione su un sottospazio a rango ridotto) e la usano per normaliz-
zare selettivamente i diversi modi di convergenza del ﬁltro adattativo: ciò può
ridurre la sensibilità rispetto al segnale d'ingresso e alla lunghezza del ﬁltro.
D'altra parte l'aumento di robustezza rispetto a K si paga con la complessità
dell'algoritmo adattativo, crescente rapidamente con LH . E' da ricordare anche
una spiegazione intuitiva che giustiﬁca l'uso di algoritmi adattativi nel dominio
della frequenza: riducendo la banda d'interesse del ﬁltro, e idealmente ﬁltrando
separatamente ogni diversa componente in frequenza, la riduzione della larghez-
za di banda aumenta la probabilità che il rapporto spettrale che deﬁnisce K in
(2.6) assuma valori contenuti.
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In conclusione di questo paragrafo, sembra utile riassumere le diﬃcoltà mag-
giori incontrate nella cancellazione d'eco monocanale adattativa, sulla scorta
della sintesi fatta a proposito dell'algoritmo LMS:
• Il problema centrale è il potenziale elevato valore del numero di condizio-
namento K della matrice di correlazione dell'ingresso R;
• Valori elevati diK possono essere causati da disomogeneità spettrali, come
anche da alti valori della lunghezza del ﬁltro adattativo LH
• Se l'uso del ﬁltro adattativo è inserito nel contesto della cancellazione
d'eco, le due principali cause di alti K si riﬂettono in:
1. L'uso del parlato come segnale d'ingresso per il ﬁltro adattativo può
essere un fattore critico, in particolare per la probabile presenza suoni
vocalici;
2. La lunghezza delle risposte impulsive da stimare con ﬁltri adatta-
tivi è un altro grande fattore di criticità, perché come ricordato
in precedenza questa è proprio una prerogativa dei sistemi acustici
distribuiti.
Nel paragrafo 2.2 si vedrà come la SAEC, pur mantenendo simili criticità
di base, sia in realtà caratterizzata principalmente da problemi di altro tipo,
di fatto non presenti nel caso dell'AEC monocanale. Il paragrafo successivo
introduce invece brevemente all'uso dei CAP nella cancellazione d'eco, a partire
nal caso unidimensionale qui introdotto.
2.1.3 L'uso di CAP nell'AEC monocanale
Uno dei motivi generici principali che rende interessante la modellazione basata
su CAP risiede nella riduzione del numero dei gradi di libertà (o coeﬃcienti
da stimare) nella deﬁnizione di un modello di canale acustico. Nel particolare
contesto della stima adattativa di canali acustici, di cui l'AEC è un caso parti-
colare, questa attrattiva è rideﬁnibile in modo più mirato come la diminuzione
della lunghezza del ﬁltro adattativo utile a modellare il canale.
Come è noto ed è stato ricordato in precedenza, una delle più rilevanti pe-
culiarità dei canali acustici è la notevole lunghezza delle risposte ipulsive che
li carattterizzano. Ovviamente ciò si riﬂette nella lunghezza che un ﬁltro FIR
adattativo deve poter onorare, perché nel caso della cancellazione d'eco la ri-
sposta impulsiva stimata, rappresentata dal vettore dei coeﬃcienti, modelli in
modo suﬃcientemente accurato il canale obiettivo.
Se, come ricordato nel precedente paragrafo, il fattore di condizionamento
K della matrice di correlazione degli ingressi R è funzione monotona non decre-
scente della lunghezza LH del ﬁltro adattativo, è evidente che la possibilità di
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Figura 2.3: Una possible realizzazione di cancellatore d'eco con il denominatore
dei poli comuni: H(z) è il ﬁltro adattativo (per semplicità non è stato usata
nessuna simbologia esplicita), e il blocco che lo precede è una funzione di trasfe-
rimento costante, contenente unicamente la stima della componente AR comune
disporre del denominatore dei poli comuni, come per esempio indicato in ﬁgura
2.3, promette di introdurre notevoli vantaggi. Di fatto una tale architettura non
modiﬁca in nulla l'algoritmo che regola l'adattamento del ﬁltro adattativo H(z).
Stavolta però, invece di dover stimare l'intero canale G(z), implicitamente as-
sunto della forma G(z) = B(z)/A(z), H(z) è unicamente chiamato a fornire,
all'equilibrio, una stima Bˆ(z) del numeratore B(z). In termini di ciò che conta
per le presatzioni del ﬁltro adattativo, a parità di accuratezza di modellazio-
ne globale la nuova lunghezza di h sarà potenzialmente assai inferiore a quella
originale, con grandi possibilità di riduzione del numero di condizionamento K
della matrice di correlazione.
A dispetto dell'apparente semplicità, la soluzione appena descritta nasconde
un non evidente tranello. Si ricorderà che in numero di condizionamento K,
oltre ad essere dipendente dalla lungheza del ﬁltro adattativo, è innanzi tut-
to interpretabile come il rapporto tra i valori estremi dello spettro del segnale
d'ingresso, così come espresso dalla (2.6). Nell'AEC modiﬁcato di ﬁgura 2.3, il
segnale d'ingresso del ﬁltro adattativo non è più x[n], ma la sua versione ﬁltrata
dal sistema costante 1/Aˆ(z), qui detta z[n], essendo Aˆ(z) è la stima del deno-
minatore dei poli comuni. Per ragioni che dovrebbero essere già parzialmente
chiare dal paragrafo 1.3, il sistema 1/Aˆ(z) ha di per sé una risposta in frequen-
za contraddistinta da numerosissimi picchi di risonanza, tanto più pronunciati
quanto minori sono le perdite per assorbimento che caratterizzano il sistema
acustico scelto. In conseguenza di ciò, la nuova matrice di autocorrelazione
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Figura 2.4: Una più conveniente realizzazione del pre-ﬁltraggio con il denomina-
tore dei poli comuni, alternativa a quella descritta in ﬁgura 2.3. Qui è il blocco
C(z) = 1− Aˆ(z) ad introdurre nella cancellazione d'eco la conoscenza dei CAP.
Si noti come in questo caso anche quest'ultimo ﬁltro ﬁsso ha un'implementazione
non ricorsiva.
dell'ingresso
Rzz = E{z · zt} con z = [z[n], . . . , z[n− LH + 1]]t
ha buone probabilità di risultare malcondizionata, per quanto piccola possa
essere la nuova lunghezza LH del ﬁltro adattativo ridotto. Come è ovvio, questo
eﬀetto compenserebbe negativamente i vantaggi introdotti dalla conoscenza di
Aˆ(z), e per evitarlo l'idea a monte dell'architettura di ﬁgura 2.3 è praticamente
realizzata con la struttura descritta in ﬁgura 2.4. Per capire in che modo le
due strutture possano essere ritenute funzionalmente equivalenti , si consideri
in quest'ultimo caso l'espressione del segnale d'errore e[n], nel dominio z e in
funzione del segnale d'ingresso X.
E(z) = [1− C(z)] ·G(z) ·X(z)−H(z) ·X(z) 6= 0
Se l'algoritmo addattativo per H(z) punta alla minimizzazione dell'energia di
e[n], in condizioni di adattamento raggiunto varrà
E(z) ' 0 ∀X(z)
e quindi, omettendo per semplicità la dipendenza in z
(1− C) ·G ' H
Sostituendo a G la sua forma ARMA in funzione del denominatore dei CAP,
B/A, e ricordando che si desidera che H produca la stima del numeratore,
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deﬁnita come Bˆ, si ottiene
(1− C) · B
A
' Bˆ
Ammettendo che la stima Bˆ debba essere quanto più possibile fedele al suo
obiettivo B, e ricordando che il ﬁltro C è deﬁnito artiﬁcialmente, si arriva alla
semplice espressione
C(z) = 1− Aˆ(z) (2.7)
dove Aˆ(z) è ancora una volta la stima del denominatore dei CAP, A(z).
Si noti che la struttura così deﬁnita oﬀre notevoli vantaggi rispetto alla sua
precedente formulazione:
• La matrice di correlazione R che regola le prestazioni dell'algoritmo adat-
tativo è ancora costruita con il segnale d'ingresso originario x[n], e non
con la sua versione ﬁltrata z[n]; le dimensioni della matrice di correlazione
saranno tuttavia inferiori, così come desiderato con l'introduzione della
conoscenza del denominatore dei CAP.
• La conoscenza del denominatore comune è introdotta con l'uso del ﬁl-
tro costante C(z) che ha una semplice struttura FIR, con i coeﬃcienti
derivabili dalla (2.7):
c = [c1, c2, . . . , cLA ] = [−a1,−a2, . . . ,−aLA ] (2.8)
Qui LA è ovviamente l'ordine della stima del denominatore comune.
L'uso dei CAP nella formulazione appena descritta fu già introdotta in [6],
senza che però gli autori ne fornissero una spiegazione diretta. I risultati presen-
tati in questo paragrafo non devono quindi considerarsi originali, sebbene una
spiegazione dettagliata, a conoscenza dell'autore, non fosse stata esplicitamente
presentata.
Come già accennato, l'uso dei CAP per l'AEC monocanale fu usato in [6]
proprio come banco di prova dell'eﬃcacia e della validità della stessa modella-
zione basata su CAP. I risultati lì presentati hanno mostrato un confronto tra
l'architerrìttura di ﬁgura 2.4 e un AEC canonico con il solo ﬁltro FIR (come
ad esempio in ﬁgura 2.2), a parità di algoritmo adattativo scelto per il ﬁltro H
e a parità di energia dell'errore all'equilibrio, o piuttosto della sua più comu-
ne versione normalizzata detta ERLE (Acronimo dell'inglese Echo Return Loss
Enhancement). In particolare, le prove lì fatte hanno seguito i seguenti passi:
1. Scelta di un ambiente simulato, e selezione di un certo numero NH di
risposte di canale campione.
2. Stima del denominatore comune Aˆ(z), con a monte selezione degli ordini
LA ed LB (seppur con criteri di scelta dell'ordine non del tutto chiari,
come ricordato nel paragrafo 1.4).
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3. Realizzazione di un cancellatore d'eco con CAP, secondo lo schema di
ﬁgura 2.4 e con un ﬁltro adattativo di lunghezza LB . In questo caso
usando un nuovo canale rispetto a quelli già selezionati come campioni, e
precedentemente usati per la stima di A(z).
4. Realizzazione di un AEC tradizionale per lo stesso canale, con una lun-
ghezza LH per il ﬁltro FIR adattativo tale da rendere l'ERLE all'equilibrio
pari a quello del punto 3.
5. Confronto tra LB ed LH , e tra i tempi di convergenza caratteristici nei
due casi (indici diretti dei guadagni di prestazione ottenuti con la ridu-
zione della dimensionalità di R, e conseguentemente del suo numero di
condizionamento K).
Haneda e gli altri autori furono in grado di osservare in [6] un'importante
riduzione sia del numero di coeﬃcienti adattativi necessari che del tempo carat-
teristico di convergenza, usando il Normalized LMS (o NLMS) come algoritmo
adattativo in entrambi i casi. Le ragioni di tali miglioramenti, sostanzialmente
attese in base a quanto argomentato ﬁn qui, costituivano lì una prova sperimen-
tale dell'eﬃcacia della modellazione basata su CAP. La scelta dell'NLMS era lì
ottimale per mettere in luce l'eﬃcacia dell'introduzione dei CAP, a causa dell'e-
strema sensibilità della famiglia di algoritmi LMS al malcondizionamento della
matrice di correlazione (come ricordato nel paragrafo 2.1.2). Sembra anche im-
portante notare che i risultati lì mostrati non erano peraltro quantitativamente
di enorme rilievo, probabilmente proprio a causa della mancata deﬁnizione di
un criterio non ambiguo per la scelta degli ordini LA ed LB .
Anche se nel presente lavoro è stato introdotto un nuovo criterio di scelta del-
l'ordine, in grado di produrre risultati più decisivi di quelli a suo tempo trovati
in [6], si è deciso qui di non dare troppo spazio a questa semplice applicazione,
e di dedicare maggiore attenzione al più interessante caso della cancellazione
d'eco stereofonica che sarà introdotta nel prossimo paragrafo. L'approccio me-
todologico usato in [6]. è stato comunque in larga parte mantenuto per le prove
descritte nel paragrafo 2.3.
2.2 La cancellazione d'eco stereofonica
2.2.1 Descrizione del problema
Il contesto applicativo in cui si deﬁnisce la cancellazione d'eco stereofonica (d'o-
ra in poi SAEC) è assai simile a quello dell'AEC. Questa volta però il sistema
telefonico in viva-voce è supposto a doppio canale: si assume che il contenu-
to sia prelevato presso il parlante remoto (nell'ambiente di trasmissione) con
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Figura 2.5: Esempio di sistema telefonico in viva-voce stereofonico, con il
relativo sistema di cancellazione dell'eco.
una coppia di microfoni invece che con uno solo. Specularmente, il segnale ste-
reofonico è riprodotto a destinazione (nell'ambiente di ricezione) mediante una
coppia di altoparlanti, e ugualmente nell'altro senso. Le ragioni per una simile
complicazione sono molteplici: basti pensare al miglioramento della descrizione
spaziale del parlante implicitamente codiﬁcata nel segnale sonoro. Uno schema
del sistema appena descritto è presentato in ﬁgura 2.5.
A causa dell'aumento dei simboli necessari alla descrizione del problema, i
ﬁltri sono stati qui associati nel dominio z al simbolo Wi (i = 1, 2). Ognuno dei
due Wi è chiamato a stimare una singola RTF Hi, deﬁnita dall'accopiamento
tra l'i-esimo altoparlante nell'ambiente di ricezione e uno solo dei due microfoni:
il sistema descritto è usato per rimuovere l'eco acustica da uno dei due segnali
acquisiti nell'ambiente di ricezione, e andrà idealmente replicato integralmente
per il secondo microfono.
Sempre nel dominio z, si chiami Xi l'i-esimo segnale ricevuto. Per ragioni che
verranno chiarite tra breve, nel caso della SAEC riveste una centrale importanza
anche la deﬁnizione di come gli Xi sono generati nell'ambiente di trasmissione,
dove l'accoppiamento tra la sorgente S e i due microfoni è descritto mediante le
due rispettive RTF G1 e G2.
Per una migliore deﬁnizione del problema adattativo, si introducono i due
seguenti vettori di dimensione (LW × 1), essendo LW la lunghezza di ciascuno
dei ﬁltri FIR Wi:
xi[n] = [xi[n], xi[n− 1], . . . , xi[n− LW + 1]]t i = 1, 2
Per quanto detto vale ovviamente
xi[n] = gi[n]⊗ s[n] i = 1, 2 (2.9)
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Se, similmente a quanto visto nel paragrafo, 2.1.2, si rappresentano anche le
risposte impulsive in notazione vettoriale, si ottiene
gi = [gi[n], gi[n− 1], . . . , gi[n− LG + 1]]t
hi = [hi[n], hi[n− 1], . . . , hi[n− LH + 1]]t per i = 1, 2
wi = [wi[n], wi[n− 1], . . . , wi[n− LW + 1]]t
(2.10)
La conclusione che la soluzione cercata tende a una valore ottimo congiunto per
la coppia di ﬁltri adattativi, attraverso la minimizzazione dell'energia dell'unico
segnale di errore disponibile
e[n] = d[n]− y[n] = d[n]−wt · x (2.11)
essendo d[n] il segnale acquisito dal microfono considerato e y[n] la somma delle










Nonostante la forma di y[n] in (2.11) assomigli in tutto e per tutto alla (2.2),
il comportamento della SAEC diﬀerisce notevolmente dai risultati di singolo
canale riassunti nel paragrafo 2.1. In particolare, come mostrato in [31] tra i
primi contributi in letteratura, le prestazioni adattative del sistema in questo
caso dipendono da una nuova matrice di correlazione
R = E
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dove Rij = E{xi ·xj}. La matrice R appena deﬁnita è spesso detta matrice
di autocorrelazione stereofonica. Come verrà riassunto nel prossimo paragrafo,
le proprietà spettrali di R sono dipendenti dall'intera architettura di ﬁgura 2.5,
e condizionano le prestazioni della SAEC adattativa secondo modalità nuove
rispetto all'AEC di singolo canale.
2.2.2 Background analitico
Problematicità speciﬁche
La formulazione stessa del problema adattativo stereofonico rende il funziona-
mento e le relative prestazioni della SAEC notevolmente diversi rispetto all'AEC
monocanale. Come può intuirsi dalle osservazioni fatte nel paragrafo 2.1.2, la
chiave del problema è sempre il condizionamento della matrice di correlazione
caratterizzante il sistema: in questo caso la matrice di correlazione stereofonica
deﬁnita in (2.13). Se ﬁn qui il parallelismo con il caso monocanale è mantenu-
to, ciò in cui la SAEC richiede diverse riﬂessioni sono le cause che regolano il
condizionamento di R. Si ricorderà che, per l'AEC monocanale, i potenziali fat-
tori che inﬂuenzano negativamente il condizionamento di R sono rintracciabili
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da una parte nella coloritura spettrale del segnale riprodotto dall'altoparlan-
te nell'ambiente di ricezione, e dall'altra dalla lunghezza del ﬁltro adattativo.
Quest'ultima, a sua volta, ha un'evidente dipendenza dai tempi di riverbero
caratteristici del canale da stimare: determinata una lunghezza eﬃcace della
risposta impulsiva di canale (in buona sostanza proporzionale al tempo di river-
bero della risposta stessa), al ﬁltro adattativo è richiesto di avere una lunghezza
non molto minore di quest'ultima. In caso contrario la stima del canale può
diﬃcimente essere accurata, e quindi a sua volta l'energia del segnale di errore
diﬃcilmente conducibile a valori suﬃcientemente piccoli.
Nel caso della SAEC, R in (2.13) è costituita da due termini diagonali R11 e
R22, rappresentanti semplici matrici di correlazione relative a ciascuno dei due
rispettivi segnali ricevuti, e da due termini incrociati, R12 e R21, rappresentanti
matrici di cross-correlazione tra i due diversi segnali x1[n] e x2[n]. Questi due
termini extra-diagonali contribuiscono negativamente al condizionamento di R,
tanto più quanto maggiore è la dipendenza statistica tra i due vettori x1 e x2.
Uno dei primi moderni contributi alla comprensione del problema è oﬀerto da
Benesty, Morgan e Sondhi in un lavoro del 1998 [31]: gli autori forniscono lì
una prima dettagliata dimostrazione delle cause del malcondizionamento di R
nella SAEC, prendendo i passi da osservazioni presentate in precedenti lavori
[32, 33]. Sebbene non si ritenga essenziale presentare qui i dettagli delle dimo-
strazioni oﬀerte, sembra comunque rilevante cercare di delineare i punti chiave
dei ragionamenti fatti in [31] e altrove: una comprensione intuitiva delle cause
dei principali problemi legati alla SAEC permetterà a sua volta una migliore
comprensione delle proposte presentate nel paragrafo 2.2.3 rispetto all'uso dei
CAP in questo contesto.
Il metodo seguito in [31] parte dell'assumere che tutte le risposte impulsive
dei canali coinvolti possano ragionevolmente esprimersi attraverso semplici ﬁltri
numerici FIR di lunghezza limitata secondo le (2.10). Sebbene tale rappresenta-
zione possa apparire limitante (vista l'illimitatezza temporale intrinsecamente
associata alla risposta impulsiva di ogni sistema ﬁsico), le descrizioni che ne
risultano rendono l'interpretazione del problema di più semplice comprensione:
le lunghezze dei modelli FIR rappresentano le lunghezze eﬃcaci dei sistemi ﬁsici
corrispondenti, e una tale rappresentazione schematica rende più semplice una
descrizione del problema sulla base di tali parametri.
I ragionamenti lì fatti danno per scontato una formulazione adattativa basata
sul classico algoritmo Recursive Least Squares (RLS), qui non ricordato espli-
citamente, ma rintracciabile in qualunque testo specialistico [23, 24, 25, 26].
La principale ragione di questa scelta è che l'RLS introduce una stima dinami-
ca della matrice di correlazione degli ingressi in modo esplicito nelle equazioni
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dell'algoritmo, e pertanto alcune conclusioni sono accessibili più rapidamente
seguendo tale approccio. Così come ricordato nel presente lavoro prima dei ri-
chiami sull'LMS, le conclusioni raggiunte sono da ritenersi comunque valide in
modo generico, e pertanto qualitatitativamente estendibili a qualunque algorit-
mo adattativo.
Il primo importante punto chiave dei ragionamenti presenti in letteratura
sulla SAEC consiste nel quantiﬁcare la dipendenza statistica tra i due segnali
x1 e x2, per capire come ciò incida nella forma di Rij per i 6= j e in ultima analisi
di R in (2.13). x1 e x2 hanno una dipendenza statistica intrinseca dovuta al
fatto di essere entrambi eﬀetto dello stesso segnale s[n] in base alla (2.9). I
due segnali mantengono quindi una reciproca dipendenza lineare, espressa nel
dominio della requenza da [31].
G1(f)X2(f) = G2(f)X1(f) (2.14)
Detta LG la lunghezza di ciascuna delle due risposte impulsive dei canali
di trasmissione g1 e g2, per semplicità assunte dello stesso ordine, ed LW la
lunghezza di ognuno dei due ﬁltri adattativi, vale la seguente
Osservazione 1 [31]. La matrice di correlazione stereofonica R è singolare
se LW > LG.
La singolarità di R non solo determina l'impossibilità della convergenza di
una approccio adattativo, ma addirittura nega l'esistenza di un'unica soluzione
per il problema di Wiener. Questa circostanza sembra a priori facilmente ag-
girabile, selezionando una lunghezza LW per i ﬁltri adattativi suﬃcientemente
ridotta. Ciononostante una considerazione collaterale, sempre derivata in [31],
incoraggia ad evidenziare anche il seguente risultato:
Osservazione 1a. Anche per LW < LG, il numero condizionamento di R
cresce al diminuire dell'energia delle code formate degli ultimi LG − LW cam-
pioni di g1 e g2.
Riassumendo qualitativamente le prime conclusioni appena ricordate, è pos-
sibile aﬀermare che la dipendenza statistica tra i due segnali d'ingresso del
sistema adattativo (intrinsecamente presente per l'origine stessa dei due canali)
mina il buon condizionamento di R, a meno che LW (lunghezza dei ﬁltri adat-
tativi) non sia molto minore di LG (lunghezza eﬃcace delle risposte impulsive
di trasmissione).
Ciò che si è presentato genericamente come dipendenza statistica è ricondu-
cibile quantitativamente alla cosiddetta funzione di coerenza [31, 34] tra i due
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−j2pifτ per i, j = 1, 2
(2.16)
rappresenta la PSD (incrociata) per la coppia i, j. La funzione di coerenza
Sxixk(f) deﬁnita in (2.15) fornisce appunto una misura della dipendenza stati-
stica tra i due ingressi. In particolare, |γ| = 1 indica una completa dipendenza,
in mancanza della quale vale le generica disuguaglianza 0 < |γ| < 1.
Un primo importante risultato [31] è che gli autovalori di R sono limitati
dal basso da
1− |γ(f)|2
ossia l'esistenza di un valore f per cui |γ(f)| = 1 renderebbe singolare R. Espres-
sioni analitiche, qui non riportate per brevità, sono state derivate anche per la
dipendenza diretta del numero di condizionamento di R da γ(f) [34].
Un altro importante problema legato alla lunghezza LW dei ﬁltri adatta-
tivi w1 e w2 riguarda la relazione con la lunghezza eﬃcace LH delle risposte
impulsive dei due canali acustici nell'ambiente di ricezione, ovvero h1 e h2.
Intuitivamente, è facilmente comprensibile che LW debbe essere comparabile
con LH perché una buona stima dei due rispetivi canali sia possibile. In caso
contrario w potrà diﬁcilmente tendere ad h, con conseguenti scarsi risultati nel-
la minimizzazione dell'energia dell'errore e[n]. Usando un gergo più appropriato
alla cancellazione d'eco, ciò signiﬁcherà un alto valore per ilMean Squared Error
(MSE) o simmetricamente un basso valore dell'ERLE.
Osservazione 2. Per LW < LH i ﬁltri adattativi non convergono verso le
risposte impulsive corrispondenti.
In realtà tale considerazione, facilmente intuibile e valida anche nel caso
unidimensionale, nasconde nella SAEC implicazioni ben più problematiche. In-
fattio se anche LW non è molto minore di LH , sono ugualmente raggiungibili
valori di MSE (o ERLE) apparentemente soddisfacenti. I vettori a cui tendono
w1 e w2, però, in questo caso diﬀeriscono sostanzialmente dai vettori obiettivo
h1 e h2. In altri termini la soluzione del problema di Wiener non è unica, e
anzi dipende dai due canali g1 e g2. Questo signiﬁca che se il parlante remoto
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cambia posizione nell'ambiente di trasmissione, la cancellazione d'eco conseguita
con l'adattamento cessa di essere valida.
Tale problema è ben quantiﬁcato con la deﬁnizione di un altro importan-
te parametro, utile, come l'MSE o l'ERLE, a descrivere le prestazioni della





µ[n], deﬁnito come il disallineamento della coppia di ﬁltri adattativi, rappre-
senta la norma quadratica, normalizzata rispetto al riferimento, tra i vettori dei
ﬁltri e le risposte impulsive dei rispettivi canali, al variare del tempo. Il disal-
lineamento consente di valutare non semplicemente la cancellazione d'eco in sé
(ovvero la minimizzazione del segnale di errore) ma soprattutto la convergenza
dei ﬁltri verso una soluzione unica, e indipendente dalla posizione del parlante
nell'ambiente di trasmissione. E' opportuno osservare che il calcolo di µ[n] è
estremamente utile nelle derivazioni teoriche, oltre essere facilmente accessibi-
le in veriﬁche sperimentali che sfruttino ambienti simulati; in caso contrario il
vettore h è diﬃcilmente conoscibile, e di conseguenza il valore di µ[n] non è
calcolabile. E' stato ampiamente mostrato come, in situazioni realistiche per
cui LW < LH , il disallineamento µ[n] sia diretta funzione del condizionamento
di R, e in ultima analisi della funzione di coerenza deﬁnita in (2.15).
Sembra opportuno riassumere le ultime considerazioni fatte nella seguente os-
servazione:
Osservazione 2a. Se non è soddisfatta LW ' LH , la minimizzazione del
segnale di errore non fa convergere i ﬁltri w verso h, ma verso soluzioni di-
pendenti da g1 e g2. Tale eﬀetto è tanto più pronunciato quanto più è alto il
numero di condizionamento di R.
Ripercorrendo i risultati riassunti ﬁn qui, dovrebbe apparire chiaro che le
richieste per un buon funzionamento della SAEC impongono condizioni pale-
semente contraddittorie sulla lunghezza LW dei ﬁltri adattativi. In generale,
infatti, i due ambienti di trasmissione e di riﬂessione devono considerarsi acu-
sticamene equivalenti per simmetria, e quindi è ragionevole, se no doveroso,
assumere LG ' LH = L. In tali ipotesi le osservazioni 1 e 2, pur nella loro
schematicità, fanno emergere in pieno la contraddizione, richiedendo in buona
sostanza che la scelta di LW sia tale da soddisfare
LW : (LW  L) ∧ (LW ' L)
Le osservazioni 1a e 2a, pur in modo meno schematico, non fanno altro che
ribadire la stessa coppia di condizioni conﬂigenti. La conclusione è che, così co-
me è stato appena presentato, il problema della cancellazione d'eco stereofonica
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è intrinsecamente malposto.
Soluzioni esistenti
La causa dei problemi della SAEC è dunque il malcondizionamento intrinseco
della matrice di correlazione stereofonica R, presente se non vale LW  LG, e
tanto più pronunciato quanto più |γ(f)| è vicino all'unità.
Il modo in cui diversi autori hanno in passato cercare di aggirare questa
criticità è stato sempre centrato sul tentativo di pre-processare la coppia ste-
reofonica dei segnali d'ingresso x1 e x2. Obiettivi (e vincoli) di tali strategie
possono riassumersi nei due seguenti punti
1. Disaccoppiare statisticamente i segnali d'ingresso in pre-ricezione, usando
due nuove versioni x˜1 e x˜2 sia come segnali riprodotti che come ingressi
dei ﬁltri adattativi;
2. Assicurare che le trasformazioni x˜i = T [xi], per i = 1, 2 non alterino
signiﬁcativamente i due segnali d'ingresso dal punto di vista percettivo,
in particolar modo per ciò che riguarda la caratterizzazione spaziale in-
trinsecamente codiﬁcata nella coppia di segnali, che costituisce una delle
pricipali ragioni per l'uso di un sistema di teleconferenza stereofonico.
Nei limiti di cautela imposti dal secondo punto, le trasforfazioni proposte in
letteratura puntano ovviamente ad allontanare il più possibile dal valore unitario
il modulo della funzione di coerenza, |γ(f)|, per la totalità dello spettro usato.
Così facendo è possibile recuperare un buon condizionamento di R anche per
valori ragionevolmente elevati di LW , suﬃcienti a loro volta a scongiurare la
convergenza verso soluzioni ﬁttizie, ovvero a produrre una buona minimizzazione
del disallineamento µ[n], in tempi relativamente contenuti.
La prima classe di soluzioni importanti da citare è quella che introduce pro-
cedure lineari per il disaccoppiamento dei due segnali. Shimauchi a Makino da
una parte [35], e Sondhi et al. dall'altra [32] propongono sistemi di ﬁltri adat-
tativi per generare due nuovi segnali d'ingresso, imponendo per quest'ultimi il
vincolo di correlazione minima o una qualche forma di ortogonalità geometrica
[36]; i risultati riportati variano a seconda dei casi, ma non sembrano promettere
un miglioramento importante nella convergenza di µ[n]. Una soluzione diversa,
dall'interpretazione intuitiva nel dominio della frequenza, consiste nel ﬁltrare i
due rispettivi segnali con diversi ﬁltri a pettine, tra loro interlacciati, in modo
che ognuno dei due segnali pre-ﬁltrati abbia dei massimi dello spettro per quei
valori di f in cui l'altro ha i punti di minimo [32, 33]. Tale tecnica, che prende
in prestito un noto stratagemma usato nella post-produzione audio per genera-
re segnali stereofonici ﬁttizi da tracce monofoniche soﬀre di due fondamentali
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Figura 2.6: Schema di riferimento per il pre-processamento non lineare dei se-
gnali d'ingresso dei ﬁltri adattativi nella SAEC: NL rappresenta il generico bloc-
co non lineare, ed α il parametro di dosaggio. L'orientamento delle frecce è in
accordo con lo schema di ﬁgura 2.5.
problemi: in primo luogo il disaccoppiamento introdotto non allontana suﬃcien-
temente dall'unità la quantità |γ(f)|; in aggiunta a ciò, l'alterazione percettiva
introdotta, apparentemente tollerabile sopra i 1000 Hz, produce artefatti che
compromettono una corretta discriminazione spaziale al di sotto di tale soglia.
Per ovviare a quest'ultimo inconveniente, è stata anche presentata un'architet-
tura che usa i ﬁltri a pettine per f > 1 kHz, e ricorre ai metodi lineari citati tra
breve per frequenze al di sotto di tale soglia [33]; un'ulteriore soluzione ibrida è
quella presentata in [37].
Un'altra famiglia di metodi lineari usati per disaccoppiare x1 e x2 consiste
nel sommare ad entrambi due diversi segnali casuali reciprocamente scorrelati.
In tale contesto rivestono grande importanza metodi che usano criteri percettivi,
per sagomare lo spettro del rumore additivo in modo da minimizzarne l'udibilità
[38, 39]. Apparentemente queste ultime strategie hanno dimostrato una notevo-
le eﬃcacia a dispetto della ridotta alterazione dei segnali in senso psicoacustico;
il rovescio della medaglia è che la loro implementazione rimane relativamente
più complessa rispetto alle più usate tecniche non lineari.
Nel bilancio tra semplicità realizzativa ed eﬃcacia, è appunto la famiglia
delle predistorsioni non lineari [40] che riveste un ruolo di primaria importanza.
L'idea di base in questo caso è quella rappresentata in ﬁgura 2.6: ognuno dei
due segnali xi è separatamente sommato a una versione di sé stesso distorta non
linearmente, attraverso un coeﬃciente di dosaggio α variabile a seconda dei casi.
La distorsione non lineare è generalmente assunta diversa per i due rispettivi
canali; un esempio, adottato anche nel presente lavoro, è dato da [41]
x˜i = xi + α · xi − (−1)
i|xi|
2
per i = 1, 2 (2.18)
Variazioni sul tema sono state proposte in varie forme [40], comprendendo
anche un metodo adattativo di selezione del parametro α [42], sulla base della
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minimizzazione di una stima dinamica della funzione di coerenza.
E' riportato che le tecniche di pre-distorsione non lineare consentono di ri-
durre notevolmente il valore della funzione di coerenza, a dispetto della grande
semplicità realizzativa. E' certamente intuibile, come del resto è stato speri-
mentalmente mostrato [42], che esiste una dipendenza diretta e monotona tra
l'aumento del coeﬃciente di dosaggio α e la diminuzione del valore di |γ(f)|
mediato in frequenza. D'altra parte, valori eccessivamente elevati di α sono
suscettibili di introdurre alterazioni tali da compromettere l'integrità percetti-
va dei segnali. Caso per caso, la scelta di α andrà eﬀettuata in modo da non
alterare eccessivamente la natura dei segnali da una parte, e dall'altra in modo
da massimizzare il disaccoppiamento statistico.
Le vere implementazioni della SAEC non possono dunque prescindere dal-
l'adottare un metodo artiﬁciale di pre-elaborazione dei canali d'ingresso. No-
nostante tali artiﬁci consentano nella maggior parte dei casi di scongiurare la
convergenza ﬁttizia dei ﬁltri, e garantiscano quindi, per n → ∞, un'eﬀettiva
minimizzazione del disallineamento introdotto in (2.17), la matrice di correla-
zione stereofonica rimane generalmente ancora mal condizionata per quel che
riguarda e inﬂuenza il tempo di convergenza degli algoritmi adattativi. La cen-
tralità della scelta di un algoritmo adattativo suﬃcientemente robusto rispetto
al malcondizionamento di R era chiara già dai primi contributi al problema [43].
In eﬀetti se la necessità di una realizzazione in tempo reale è aggiunta all'insie-
me delle richieste, la SAEC richiede architetture estremamente robuste, spesso
basate su algoritmi di tipo RLS e con strutture parallele a sottobande (quest'ul-
tima utile perché mitiga, in ogni sottobanda, sia la divaricazione degli autovalori,
che la complessità computazionale) [44, 45, 46].
E' bene chiarire che, anche a valle di tutte le tecniche di disaccoppiamento
deigli ingressi, l'onerosità computazionale e la complessità delle architetture ne-
cessarie alle realizzazioni pratiche è tuttora assai elevata. Soluzioni basate sulla
sempliﬁcazione del problema, e su metodi di riduzione del problema al caso
monofonico [47], seppur puntando ad obiettivi di cancellazione meno ambiziosi,
possono facilmente essere preferiti proprio per la maggiore snellezza realizzativa.
In questo panorama, l'uso della conoscenza del denominatore comune per l'am-
biente di ricezione può introdurre sempliﬁcazioni architetturali e guadagni di
prestazioni. Il prossimo paragrafo dettaglierà questa possibilità, mostrando co-
me proprio le diﬃcoltà speciﬁche della SAEC qui ricordate ne fanno un'appli-
cazione ideale per trarre il massimo del vantaggio dalla modellazione basata su
CAP.
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2.2.3 Una nuova architettura basata su CAP
I metodi di pre-eleborazione ricordati nel precedente paragrafo hanno tutti co-
me obiettivo il disaccoppiamento statistico dei due segnali d'ingresso, x1 e x2,
all'interno dei vincolo di tollerabilità dell'alterazione percettiva rispetto all'infor-
mazione spaziale codiﬁcata nei segnali stessi. Si è ricordato come il loro uso sia
di fondamentale importanza per aggirare l'apparente impossibilità del problema
della SAEC, ma continui a richiedere implementazioni adattative estremamente
robuste e complesse, per arginare gli eﬀetti del malcondizionamento di R, ma-
trice di correlazione stereofonica degli ingressi.
L'interesse sull'uso dei CAP in questo contesto nasce proprio dal problema cen-
trale del malcondizionamento di R. Più speciﬁcatamente, se a parità di LW la
dipendenza di cond(R) da |γ(f)| è stata in più sedi mostrata e dettagliata, l'ab-
battimento di cond(R) basato sulla diminuzione della lunghezza LW dei ﬁltri
adattativi è a tutt'oggi una stada non battuta in letteratura. La motivazione
immediata di ciò è intrinseca in tutta la discusisone iniziata nel paragrafo 2.2.2:
se per i ﬁltri w1 e w2 è assunta la forma FIR, come spiegato più volte una dimi-
nuzione di LW conduce a una cancellazione d'eco virtuale, che porta il vettore
w (2LW × 1) lontano da h (2LH × 1) e il dissallineamento in (2.17) lontano da
zero.
Il discorso cambia se è ammessa una forma ricorsiva per le generiche strutture
adattative W1(z) e W2(z). In particolare, usando la modellazione basata su
CAP, e supponendo nota (e ovviamente costante) una stima Aˆ(z) del denomi-
natore dei poli comuni A(z), si può pensare a una realizzazione della SAEC
come quella riportata in ﬁgura 2.7.
L'uso della stima del denominatore dei CAP è qui del tutto analoga a queslla in-
trodotta del paragrafo 2.1.3 e in ﬁgura 2.4. Si ricorderà da lì che C(z) = 1−Aˆ(z)
ha innanzi tutto una comoda forma FIR da punto di vista realizzativo, e con
quella topologia di rete non contribuisce a una maggiore e indesiderabile colori-
tura spettrale dei segnali d'ingresso.
Ripercorrendo i problemi associati alla SAEC illustrati nel paragrafo 2.2.2,
emerge rapidamente che l'architettura appena proposta presenta signiﬁcativi
vantaggi, e in particolare:
• Dal punto di vista dell'algoritmo adattativo, promette di ridurre la lun-
ghezza LW , visto che in questo caso l'i-esimo ﬁltro adattativo wi dovrà
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Figura 2.7: Realizzazione della SAEC basata sulla conoscenza di una stima Aˆ(z)
del denominatore comune, A(z), riportato esplicitamente nell'espressione delle
RTF di canale H1(z) e H2(z). La dipendenza dalla variabile z è stata rimossa
in tutti i simboli per maggiore chiarezza visiva.
ovvero il solo denominatore di canale, valendo chiaramente LB < LH alla
luce di quanto visto nel capitolo 1. In tal modo l'imposizione di LW  LG
risulta in parteza del tutto naturale e giustiﬁcata.
• Dal punto di vista della capacità di modellazione delle risposte impulsive
delle Hi(z) con suﬃciente dettaglio, in questo caso le lunghezze eﬃcaci
delle risposte impulsive del sistema cancellante non sono più date da LW ,
ma dipenderanno anche e soprattutto dalla componente ricorsiva comu-
ne a cui contribuisce virtualmente Aˆ(z) in C(z). La ridotta lunghezza
dei wi, illustrata al primo punto, non ha quindi in questo caso ragione
di indurre alcun eﬀetto di convergenza verso soluzioni ﬁttizie, nel senso
dell'osservazione 2a del paragrafo 2.2.2.
Le idee appena esposte, insieme all'architerìttura di ﬁgura 2.7 costituiscono
insieme uno dei contributi originali di questo lavoro di ricerca. Il prossimo
paragrafo riporta le prove sperimentali usate per veriﬁcare l'eﬀettiva eﬃcacia
di questo approccio. E' importante notare che tali prove avrebbero avuto una
scarsa incidenza e un'altrettanto scarsa ripetibilità, se non avessero giovato dei
risultati, anch'essi originali, esposti nel paragrafo 1.4 a proposito della selezione
dell'ordine del denominatore dei CAP.
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2.3 Set-up sperimentale e risultati
Come è stato appena ricordato, l'eﬀettiva possibilità dell'uso della modellazio-
ne basata su CAP è debitrice del metodo di selezione dell'ordine introdotto
nel paragrafo 1.4.2. Per coerenza con questa premessa, l'ambiente usato nelle
simulazioni presentate parte dalla medesima conﬁgurazione di ﬁgura 1.2. Ciò
permette di riusare tutti i risultati el paragrafo 1.4.3, sia rispetto alle selezione
dell'ordine eﬃcace che alle stime vere e proprie dei denominatori dei CAP.
Per quanto riguarda i canali H1 e H2 da modellare adattativamente, si è in-
trodotto un nuovo microfono e si è selezionata una coppia di altoparlanti (ri-
spettivamente 2 e 3 in ﬁgura 1.2), per rendere questi due canali-obiettivo ester-
ni all'insieme originariamente usato per la ricerca dei CAP. Il nuovo set-up è
illustrato in ﬁgura 2.8.
Figura 2.8: Set-up usato in simulazione come ambiente di ricezinoe, per l'ar-
chitettura si SAEC proposta, basata su CAP. L'ambiente e la conﬁgurazione
di base sono le stesse del paragrafo 1.4.3 e di ﬁgura 1.2. In più, è stata qui
aggiunta una coppia microfonica. I 16 accoppiamenti originali sono quelli usati
per la stima preventiva del denominatore comune, mentre il microfono indicato
dalla freccia e gli altoparlati cerchiati sono stati selezianati per ottenere i due
rispettivi canali H1 ed H2.
L'ambiente di trasmissione è stato simulato in modo analogo, con una nuova
sorgente e la nuova coppia microfonica in ﬁgura 2.8.
Basandosi sui risultati del paragrafo 1.4.3, le similazioni della SAEC sono state
anch'esse ripetute per le cinque diverse larghezze di banda (250, 333, 500, 667, 1000)
Hz. L'opportunità e l'eﬃcacia della modellazione basata su CAP, come osservato
nel paragrafo 1.4, ha infatti un'importante dipendenza dalla banda considerata,
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ed è quindi importante che ogni architettura basata su CAP sia sottoposta a
veriﬁca al variare della larghezza di banda stessa.
L'architettura proposta riassunta in ﬁgura 2.7 è stata confrontata con la
tradizionale implementazione non ricorsiva di ﬁgura 2.5. Perché tale confronto
fosse praticabile, in tutte le simulazioni portate a termine è stata introdotta
una predistorsione lineare degli ingressi, nel senso ricordato nel paragrafo 2.2.2,
e più precisamente il metodo descritto dalla (2.18) con α = 0.5.
Si ricorderà anche che le realizzazioni tradizionali tendono a usare strutture
in sottobande a valle della pre-distorsione, perché la correzione del condiziona-
mento di R in (2.13) non è spesso suﬃciente per otterene tempi di convergenza
ragionevoli con un singolo algoritmo a banda larga. Nelle prove qui presentate,
ﬁnalizzate al puro confronto tra i metodi esistenti e la soluzione originale pro-
posta, i criteri di primaria importanza sono stati la ripetibilità delle prove e la
semplicità delle stesse.
Se la semplicità incoraggia all'uso di un singolo algoritmo a banda larga, l'ul-
teriore opportunità di ottenere tempi di convergenza gestibili dalle simulazioni
ha portato alla scelta di rumore bianco per il segnale di sorgente S.
Un'altra importante variabile legata alle simulazioni eﬀettuate è stata la
scelta dell'algoritmo adattativo da usare per w (cfr. equazione (2.11)). Nono-
stante la scelta del rumore bianco per la sorgente nell'ambiente di trasmissione,
le criticità della SAEC, e in particolare il malcondizionamento di R, impongono
la scelta di algoritmi suﬃcientemente robusti.
D'altra parte, se lo scopo primario dell'introduzione dei CAP nella SAEC è
proprio quello di abbassare il numero di condizionamento di R, è interessante
notare come tale eﬀetto possa inﬂuenzare diﬀerentemente diversi algoritmi, con
diverse caratteristiche di robustezza rispetto al malcondizionamento di R.
In riferimento all'ultima osservazione fatta, sono stati scelti due algoritmi am-
piamente noti e usati in letteratura: da una parte il già citato RLS e dall'altra
l'APA (Aﬃne Projection Algorithm), entrambi riadattati all'implementazione
stereofonica [31, 41]. Come già ricordato, l'RLS è noto per eccellenza come
uno degli algoritmi più robusti rispetto al malcondizionamento della matrice di
correlazione degli ingressi; ciononostante, a causa dell'elevata complessità com-
putazionale, è spesso usato in sue versioni sempliﬁcate (ad esempio il cosiddetto
FRLS, o Fast RLS [41]). Implementazioni a complessità ridotta esistono anche
per l'APA [28, 48, 49], che di per sé nasce come algoritmo a complessità variabile,
a seconda dell'ordine usato, e che utilizza una stima dinamica di rango ridotto
della matrice di correlazione. Tale caratteristica pone l'APA, sia dal punto di
vista della complessità che da quello della robustezza, in una via di mezzo tra
la versione normalizzata dell'LMS (o NLMS [23]) e l'RLS. L'ordine scelto, detto
P e variable tra 1 e LW consente adattare il compromesso tra complessità e
robustezza: P = 1 rende l'APA ridotto al semplice NLMS, mentre P = LW
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porta l'APA alla complessità dell'RLS.
Nel prove qui presentate, per sempliﬁcare la ripetibilità, entrambi gli algoritmi
sono stati usati nelle forme originali; P = 8 è stato l'ordine selezionato per l'A-
PA.
Per ogni larghezza di banda fB e per ognuno dei due algoritmi adattativi,
APA ed RLS, le prove sono state così organizzate:
1. E' stato simulato il sistema proposto in ﬁgura 2.7, usando per i wi la
lunghezza LB in tabella 1.1;
2. Per ogni simulazione è stato misurato l'andamento del disallineamento
stereo µS [n] in (2.17) al variare dell'epoca di adattamento n, e stima-
to un valore µS [∞], ovvero il valore stazionario (o minimo all'equilibrio)
raggiunto da µS [n] ad adattamento avvenuto;
3. L'architettura tradizionale di ﬁgura 2.5 è stata simulata, scegliendo ora
una lunghezza LW tale da ottenere un disallineamento all'equilibrio µS [n]
grossolanamente uguale a quallo trovato nel caso precedente.
4. Il primo confronto tra le due simulazioni è stato basato sui due rispet-
tivi valori di LW usati nei due casi, detti rispettivamente LFIR ed LB ;
tale confronto permette di mettere in luce il numero di coeﬃcienti adat-
tativi necessari nei due diversi casi per raggiungere la stessa accuratezza
descrittiva, e permette di valutare due aspetti:
• Quele sia il contributo del denominatore dei CAP nella riduzione
della dimensionalità dei ﬁltri, e quindi nella correzione del malcondi-
zionamento della matrice di correlazione;
• Quanto l'uso dei CAP consenta di ridurre la complessità dell'algo-
ritmo adattativo: il peso computazionale di un algoritmo adattativo
è sempre funzione della dimensione dei ﬁltri, in modo strettamente
dipendente dal particolare algoritmo scelto;
5. Un secondo confronto è stato incentrato sui tempi caratteristici di con-
vergenza nei due diversi casi; ancora una volta, sulla scorta dei richiami
fatti nel paragrafo 2.1.2, si ricorderà che il tempo di convergenza è fun-
zione di cond(R), e pertando quest'analisi permette di valutare in modo
diretto i beneﬁci introdotti dall'uso dei CAP. I tempi caratteristici di con-
vergenza possono essere valutati in diversi modi; qui si è scelto un semplice
approccio, deﬁnito da:
nτ : µS [nτ ] = µS [∞] + 3 dB (2.19)
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Il tempo caratteristico di convergenza è stato cioè misurato come quel va-
lore dell'epoca di adattamento nτ , per cui µS [nτ ] è appena 3 dB superiore
al valore di equilibrio µS [∞].
La ﬁgura 2.9 presenta gli andamenti di µS [n] con l'uso dell'APA per alcuni
diversi valori della banda fB , mentre la ﬁgura 2.10 riporta le analoghe prove
fatte con l'RLS. Per brevità, in entrambi i casi sono presentate le simulazioni
per le sole tre rispettive larghezze di banda fB = 250, 500 e 1000 Hz, mentre
una sintesi completa dei risultati per tutte e cinque le bande è riportanta nelle
rispettive tabelle 2.1 per l'APA e 2.2 per l'RLS.
Tabella 2.1: Sintesi delle simulazioni della SAEC usando l'APA dell'8◦ ordine,
con e senza il blocco C contenente il denominatore dei CAP.
fB (Hz) LA LB LFIR µS [∞] nτ ratio
250 28 18 49 -22 dB 4%
333 34 26 64 -23 dB 18%
500 49 40 91 -21 dB 19%
667 65 57 151 -33 dB 21%
1000 85 89 212 -31 dB 34%
L'analisi delle tabelle 2.1 e 2.2 mostra risultati di notevole interesse. Il
primo aspetto a cui dedicare attenzione è la riduzione dei coeﬃciente adattativi
necessari a raggiungere la stessa accuratezza descrittiva, evidente dal confronto
tra la colonna LFIR ed LB separatamente per le due tabelle. Per tutte le
larghezze di banda usate, la riduzione della lunghezze di LW con l'uso dei CAP
si aggira intorno al 60 − 65%, a signiﬁcare che, con l'introduzione della stima
del denominatore comune, la lunghezza dei ﬁltri adattativi è pari a poco più di
un terzo di quella originariamente necessaria.
Il secondo risultato rilevante riguarda i tempi caratteristici di convergenza,
riportati nelle due tabelle in scala percentuale, come rapporto tra il tempo






In questo caso è innanzi tutto importante notare come i risultati siano mar-
catamente diversi per i due rispettivi algoritmi adattativi. Nel caso dell'RLS,
l'introduzione della conoscenza dei CAP non porta alcun eclatante beneﬁcio in
termini di tempo di convergenza, mentre nel caso dell'APA la riduzione va da
circa 1/3 a circa 1/25, a seconda della banda. La diﬀerenza tra i due algoritmi
2.4. CONCLUSIONI 55
è una diretta conseguenza del diﬀerente grado di robustezza rispetto al condi-
zionamento di R: nel caso dell'RLS puro, come in questo caso, si riescono a
raggiungere tempi di covergenza accettabili anche con ﬁltri lunghi, e la situa-
zione non cambia un granché quando la riduzione della lunghezza dei ﬁlri stessi
abbassa cond(R). Nel caso dell'APA, invece, la sensibilità rispetto a cond(R)
fa sì che una riduzione della lunghezza dei ﬁltri si riﬂetta in maniera diretta sui
tempi di convergenza.
Inﬁne, sembra opportuno soﬀermarsi brevemente sull'andamento del tempo di
convergenza al variare della banda fB nel caso dell'APA. Si ricorderà che il pro-
blema della stima del denominatore dei CAP è impresa tanto più dura quanto
maggiore è la larghezza di banda considerata, a causa della densità crescente
con il quadrato della frequenza di banda fB , descritta dalla (1.18); proprio da
qui l'esigenza di un metodo per selezionare un ordine eﬃcace, anche di molto
inferiore a quello predetto della teoria. La diﬀerenza tra l'ordine teorico e quel-
lo eﬃcace cresce naturalmente al crescere della frequenza. Prove sperimentali
informali qui non riportate hanno mostrato che, usando il metodo HMK il rap-
porto tra il secondo e il primo ha un andamento grossolanamente proporzionale
a f2B . Tale eﬀetto dipende dalla strutturale inadeguatezza di qualsiasi metodo
di stima dei CAP attualmente disponibile. Questo può spiegare perché, al cre-
scere di fB , il guadagno in termini di tempo di convergenza sia, seppur sempre
importante, progressivamente sempre più contenuto.
2.4 Conclusioni
Globalmente, i risultati presentati mostrano che l'introduzione dei CAP nella
SAEC permette di conseguire in modo congiunto due imoprtanti risultati:
• Ridurre la lunghezza dei ﬁltri adattativi a parità di accuratezza descrittiva;
Tabella 2.2: Sintesi delle simulazioni della SAEC usando l'RLS, con e senza il
blocco C contenente il denominatore dei CAP.
fB (Hz) LA LB LFIR µS [∞] nτ ratio
250 28 18 56 -26 dB 62%
333 36 24 74 -24.5 87%
500 49 40 96 -25 dB 81%
667 65 57 160 -33.5 dB 90%
1000 85 89 220 -32 dB 89%
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• Diminuire i tempi caratteristici di convergenza
Per i motivi ricordati, il secondo eﬀetto è meno evidente per gli algoritmi adat-
tativi più robusti rispetto al condizionamento di R, che ﬁniscono però normal-
mente per essere usati con diﬃcoltà, a causa dell'elevata complessità computa-
zionale. Il costo realizzativo pagato per l'introduzione di tali miglioramenti è da
una parte quello della stima del denominatore dei CAP (Portata a termine una
volta per tutte, e senza incidenza nell'elaborazione in tempo reale), e dall'altra
quella dell'introduzione di un ﬁltro FIR statico (C(z) in ﬁgura 2.7), comune
ai due canali stimati, di poco conto nel bilancio computationale e dalla certa
stabilità. Come già ricordato, una limitazione del metodo proposto, a sua volta
funzione degli esistenti metodi di stima dei CAP, è la sempre minore inciden-
za per larghezze di banda crescenti. Se da una parte tale limitazione verrebbe
parzialmente rimossa dall'invenzione di metodi di stima più robusti, dall'altra
un grande numero di implementazioni di SAEC è già implementato a doppia o
a multipla banda, essendo la parte a bassa frequenza spesso riconosciuta come
la più problematica e la principale candidata, anche per ragioni percettive, ad
essere trattata in modo strettamente stereofonico.
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Figura 2.9: Andamenti di µS [n] con l'uso dell'APA di ordine 8, per le tre diverse
larghezze di banda fB = 250 Hz (in alto), fB = 500 Hz (al centro) e fB = 1 kHz
(in basso); in tutti e tre i casi l'andamento rosso è quello della SAEC basata su
CAP, mentre il riferimento in nero è l'andamento dell'architettura tradizionale.
Le linee tratteggiate mostrano i due livelli µS [nτ ] e µS [∞], rispettivamente.
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Figura 2.10: Andamenti di µS [n] con l'uso dell'RLS, per le tre diverse larghezze
di banda fB = 250 Hz (in alto), fB = 500 Hz (al centro) e fB = 1 kHz (in
basso); in tutti e tre i casi l'andamento rosso è quello della SAEC basata su
CAP, mentre il riferimento in nero è l'andamento dell'architettura tradizionale.
Le linee tratteggiate mostrano i due livelli µS [nτ ] e µS [∞], rispettivamente.
Capitolo 3
Verso un modello analitico
basato sui Poli Acustici
Comuni
3.1 Introduzione
Il primo capitolo di questo lavoro, e in particolare il criterio di selezione dell'or-
dine nella stima di CAP, ha lasciato ancora aperti numerosi interrogativi relativi
all'opportunità e alla liceità della modellazione di sistemi acustici multicanale
basata su CAP.
I principali problemi aperti derivano dall'assenza di soluzioni analitiche per
l'equazione di Helmholtz (1.13) e dall'esser vincolati a far riferimento al corri-
spondente problema agli autovalori, a sua volta dipendente dalla geometria del-
l'ambiente considerato. Con particolare riferimento ai temi della non parsimo-
niosità e della non disponibilità di un'espressione per i numeratori (cfr. paragra-
fo 1.3.6), l'assenza di una formulazione analitica per la soluzione dell'equazione
di Helmholtz sembra constituire il fattore con maggiore incidenza.
In questo capitolo sono presentate delle idee originali, legate proprio alla pos-
siblità di costruire un'espressione analitica della soluzione dell'equazione delle
onde per sistemi semplici. Per tale espressione, deﬁnita costruttivamente, e
non per risoluzione diretta della PDE e delle relative condizioni al contorno, è
presentata una naturale estensione della soluzione del corrispondente problema
unidimensionale, anch'essa derivata in questo contesto come contributo originale
I risultati presentati in questo capitolo forniscono quindi da un lato delle par-
ziali risposte agli interrogativi rimasti aperti nel capitolo 1, e dall'altro oﬀrono
un banco di prova signiﬁcativamente innovativo per la valutazione dell'eﬃcacia
dei metodi di stima di CAP in generale, come verrà chiarito nel capitolo 4.
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3.2 Poli Comuni per sistemi 1-D
Come punto di partenza di questo capitolo, si consideri il semplice sistema acu-
stico unidimensionale descritto dallo schema di ﬁgura 3.1. Il tubo, scelto come
Figura 3.1: Un semplice sistema unidimensionale: tubo con sorgente (pisto-
ne mobile) in un estremo, e terminazioni parzialmente riﬂettenti secondo il
coeﬃciente di riﬂessione in ampiezza γ.
particolare riduzione al caso 1-D del problema della stanza parallepipedale in
3-D, è supposto di lunghezza `, pieno d'aria, e con estremità né totalmente assor-
benti né totalmente riﬂettenti. Scelto un sistema di riferimento unidimensionale
con origine nell'estremo sinistro, e dette p+(t, x) e p−(t, x) rispettivamente le
onde di pressione progressiva e regressiva, si deﬁnisca il coeﬃciente di riﬂessione








Per semplicita di trattazione, si immginerà che la sorgente acustica sia posta
in un estremo: la parete nell'origine si assumerà mobile e manovrata da un
pistone, come rappresentato in ﬁgura.
A partire da questo semplice sistema a sorgente unica, si intende deﬁnire per
costruzione una generica risposta impulsiva nel domino s, ottenuta posizionando
un sensore di pressione in una qualsiasi posizione x.
Per ispezione, se si immagina un impulso unitario partire al tempo t = 0
dalla sorgente nell'origine, i primi contribuiti nel tempo registrati dal sensore in
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x saranno, nell'ordine, i seguenti:
P0 (s;x) = e−sτx
P1 (s;x) = γe−sτ2`−x
P2 (s;x) = γ2e−sτ2`+x
P3 (s;x) = γ3e−sτ4`−x
· · ·
Nelle precedenti espressioni si è adottata la seguante convenzione per espri-




dove c ' 340 ms−1 rappresenta come al solito la velocità del suono in aria.
Un raggruppamento dei termini di ordine rispettivamente pari e dispari








































Portando fuori dalla sommatoria i termini indipendenti da i, mettendo in evi-














La (3.4) rappresenta la soluzione analitica per la risposta impulsiva nel do-
minio s (quindi nient'altro che la funzione di trasferimento acustica, o RTF),
per il canale costituito dall'accoppiamento tra la sorgente in x = 0 e un generico
sensore nella posizione x.
La prima osservazione degna di nota, a conferma dei ragionamenti del pa-
ragrafo 1.3, è che ci si trova in presenza di una soluzione trascendente, e non
razionale.
Se normalmente, per funzioni di rete in reti a costanti concentrate (RCC),
il passaggio al dominio della trasformata z avviene preferenzialmente tramite
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l'uso di trasformazioni lineari o bilineari (che conservano la forma razionale
fratta e il relativo ordine), in questo caso è proprio mantenendo la deﬁnizione
trascendente di z = esTC che si riesce a ricondurre la (3.4) ad una forma razionale






= N2` con Nx, N2` ∈ N (3.5)




La (3.6) è di grande importanza per diversi motivi, tra i quali:
1. Fornisce, come anticipato, un'espressione analitica della funzione di tra-
sferimento del sistema per una qualsiasi posizione x del sensore, in forma
razionale in z;
2. Contiene un denominatore completamente indipendente dalla posizione
del sensore, e quindi dal particolare canale acustico scelto per il sistema
considerato, supportando l'ipotesi della liceità della modellazione basata
su CAP e oﬀrendone anzi un'espressione analitica;
3. Oﬀre un'espressione della generica RTF che, oltre a mostrare analitica-
mente i CAP, è massimamente parsimoniosa, perché deﬁnisce il sistema
in oggetto con i due soli parametri γ ed N2`;
4. Restituisce un'espressione per il numeratore del singolo canale, dalla chiara
interpretazione intuitiva.
Alcune delle tematiche racchiuse nei punti appena elencati verranno svilup-
pati in dettaglio nel paragrafo che segue, dedicato alla deduzione e all'esplora-
zione di tutte le indicazioni quantitative contenute nella (3.6).
3.3 Analisi delle radici della soluzione razionale
1-D
La prima facile considerazione legata alla (3.6) deriva dall'osservazione del nu-
meratore, B(z;x). A dispetto di ogni informazione resa disponibile dalle normali
trattazioni del problema 3-D, questa espressione ne rivela una semplice forma,
e più precisamente l'essere composto da due termini:
• Un primo termine, z−Nx , corrispondente al fronte sonoro impegnato nel
percorso diretto;
• Un secondo termine, γz−(N2`−Nx), per il percorso corrispondente alla
prima riﬂessione
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Il resto dei fenomeni, dall'arrivo del fronte proveniente dalla seconda riﬂessione
in poi, è descritto in termini puramente ricorsivi, ovvero attraverso la moltipli-
cazione di questo semplice numeratore per 1/A(z), dove A(z) è proprio il deno-
minatore comune del sistema. Questa prima osservazione sarà molto importante
per le considerazioni che seguiranno nel paragrafo 3.4.
Sempre a proposito del numeratore, appare importante notare che l'ordine,
pari a N2`−Nx, dipende dal particolare canale e può essere al più pari all'ordine
del denominatore, nel caso in cui il sensore è sovrapposto alla sorgente in x = 0.
Un altro importante passo consiste nel derivare le proprietà delle radici del
denominatore comune, rappresentanti proprio i CAP del particolare sistema
considerato. Per trovare i poli basta naturalmente imporre








N2` · e∓j2pi kN2` (3.7)
riportata graﬁcamente in ﬁgura 3.2. Si noti che i poli trovati sono in numero
N2` = FC ·τ2`, intero per le ipotesi fatte e dipendente linearmente dalla frequenza
di campionamento FC .
Figura 3.2: Le posizioni dei CAP del sistema 1-D nel piano z, così come descritte
dalla (3.9).
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A sua volta la (3.7), esplicitata l'espressione di N2` in funzione di TC e τ2`,











Con la ﬁnalità di rendere più intuitiva la lettura delle posizioni delle coppie




(2 log (γ)∓ j · 2pik) (3.9)
La prima conseguenza dell'ultima espressione trovata è la semplicità di rap-
presentazione nel piano s. Le coppie in (3.9) sono rappresentate in ﬁgura
3.3.
Figura 3.3: Le posizioni dei CAP del sistema 1-D nel piano s, così come descritte
dalla (3.9).
Il modulo della k-esima coppia è approssimato sempre meglio dalla parte
immaginaria al crescere di k, tanto da permettere di scrivere
Ωk = |s±k| ≈ Im (s±k) = 2pi k
τ2`





Per quanto riguarda il k-esimo fattore di merito Qk, quest'ultimo è facilmente
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Sostituendo nella precedente espressione la (3.9) si arriva facilmente a
Qk =
√









Ipotizzando a questo punto di trovarsi in condizioni non eccessivamente
dissipative si potrà assumere











La (3.12) e la (3.10) costituiscono insieme un punto d'arrivo molto importan-
te per questo paragrafo. Mentre la (3.10) non fa altro che confermare conscenze
già disponibili (basta infatti considerare la (1.16) per k2 = k3 = 0 per ritrovare
la stessa identica espressione per Fk = Ωk/(2pi)), la (3.12) permette di formu-
lare un'osservazione nuova: il fattore di merito dei poli comuni in un sistema
unidimensionale cresce linearmente con il numero d'onda k. L'importanza del
confrondo con la (1.16), cionondimeno, risiede nell'indicazione che possano ra-
gionevolmente estendersi ad ambienti 3-D risultati dimostrati analiticamente
solo in semplici sistemi 1-D.
Prima di procedere oltre sembra importante chiarire che le osservazioni con-
tenute in questo paragrafo sono integralmente frutto dell'attività legata a questo
lavoro; questa è tra l'altro la ragione dell'esiguo numero di citazioni incontrate
ﬁn qui. Pur non potendo aﬀermare che gran parte delle espressioni analiti-
che in sé siano del tutto nuove (trattazioni di questo tipo possono rintracciarsi
in diversi ambiti disciplinari: basti pensare al caso delle linee di trasmissione
elettriche [16]), si desidera precisare che le considerazioni da lì derivate e la con-
testualizzazione all'ambito della modellazione basata su CAP sono originali e
innovative, e a parere di chi scrive introducono un gran contributo di chiarezza
nella giustiﬁcazione della modellazione CAP, come appare chiaro dalle risposte
fornite già ﬁn qui ai maggiori interrogativi lasciati aperti nel paragrafo 1.3.
Il paragrafo seguente guiderà il lettore in un altro passo utile a chiarire an-
cora meglio come le deduzioni raggiunte ﬁn qui possano aiutare la modellazione
basata su CAP di sistemi acustici ambientali tridimensionali.
3.4 Estensione ad ambienti parallelepipedali dis-
sipativi in 3-D
Nel paragrafo precedente, a partire dalle ipotesi (3.5) e per il semplice sistema
unimensionale in ﬁgura 3.1 si è mostrato che:
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• E' possibile costruire una soluzione per l'equazione delle onde che restitui-
sce funzioni di trasferimento razionali nel dominio z
• Che tale soluzione ha un denominatore indipendente dal particolare canale
scelto, ed è pertando coerente con la modellazione CAP, con un ordine
dipendente (qui linearmente) dalla larghezza di banda fB (ovvero dalla
frequenza di campionamento FC)
• Che le radici del denominatore così trovato, descritte nel dominio s alle
espressioni (3.10) e (3.12), sono in completo accordo con le informazioni
disponibili dalla risoluzione del problema agli autovalori dell'equazione di
Helmholtz, nel caso di ambiente parallelepipedale
L'ultimo punto, in particolare, costituisce il tema di interesse centrale di que-
sto paragrafo. Ripercorrendo la sintesi fatta nel paragrafo 1.3, e in particolare
in 1.3.4, si ricorderà che il caso di ambiente non dissipativo di forma paralle-
lepipedale costituisce uno dei pochi sistemi per cui il problema agli autovalori
dell'equazione di Helmholtz è facilmente risolvibile. In quel caso l'ammissione
preventiva di assenza di perdite alle pareti portava a un'espressinoe per le in-



















ki = 0 . . .∞ (3.13)
Considerando la soluzione del problema unidimensionale come caso particolare
della (3.13) con k2 = k3 = 0 e k1 = k, è evidente che quest'ultima è identica








Le ragioni per cui la (3.14) può meritare di rivestire più interesse dell'apparen-
temente più generica e nota (3.13) sono almeno due:
• La (3.14) è stata ottenuta per costruzione, senza alcuna ipotesi di assenza
di perdite, pur descrivendo, in questa forma, l'approssimazione per basse
perdite (o alto k);
• La (3.9) è derivata dall'espressione analitica del denominatori della (3.6):
in tal modo porta con sé la conoscenza non solo delle frequenze modali,
ma anche dei poli veri e propri, e quindi dei fattori di merito in (3.11),
approssimati dalla (3.12) come
Qk ≈ kpi1− γ (3.15)
sempre per basse perdite o per alti valori di k.
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Dal confronto tra la (3.13) e la (3.14) nasce un'indicazione per l'estensione della
(3.15) al caso 3-D. Il fatto che Qk cresca proporzionalmente al numero d'onda
k, in particolare, porta con sé un ben più importante osservazione candidata ad
essere assunta invariante al crescere della dimensionalità del problema. la pro-
porzionalità tra Qk ed Fk. Sulla base di quest'assunzione, pur non giustiﬁcata
qui dal punto di vista analitico nasce la ragionevole estensione al caso 3-D per

















L'altra caratteristica identiﬁcata nella soluzione analitica del problema 1-D co-
struita in questo capitolo è la forma del denominatore della (3.6). Si è osservato
in precedenza come i due termini del numeratore abbiano una facile interpre-
tazione intuitiva: il primo rappresenta il fronte portato dal cammino propaga-
tivo diretto, mentre il secondo aggiunge il contributo portato dal fronte della
cosiddetta prima riﬂessione.
In tre dimensioni tale forma è facilmente estendibile, con le seguenti preci-
sazioni:
• E' naturale richiedere il riferimento a un modello di ambiente 3-D che
rappresenti la naturale estensione del tubo con un pistone in un estremo
di ﬁgura 3.1. L'analogo nel caso paralelepipedale è rappresentato in ﬁgura
3.4, e prevede una sorgente in un vertice come estensione del pistone in
un estremo del tubo.
• Il nuovo sistema in 3-D mantiene naturalmente un singolo contributo por-
tato da un cammino di propagazione diretto (privo di riﬂessioni), ma ri-
chiede l'introduzione di tre contributi di prima riﬂessione, relativi rispet-
tivamente ad ognuna delle tre pareti non adiacenti al vertice in cui si trova
la sorgente.
• Per ognuno dei tre termini di prima riﬂessione si potrà introdurre un
diverso coeﬃciente γi (i = 1, 2, 3)
• Nel caso 3-D è importante tener conto dell'attenuazione proporzionale
all'inverso del quadrato della distanza in tutti e quattro i termini, dovuta
all forma sferica, e non più piana, dei fronti d'onda.
.
In sintesi, il numeratore della RTF di canale prenderà la forma seguente
B (z; r) = z−Nr +
3∑
i=1
αi (r,L) γiz−Ni(r) (3.17)
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Figura 3.4: Un semplice sistema 3-D che rappresenti una fedele estensione del
semplice sistema 1-D di ﬁgura 3.1.
con Nr = FC ·r/c, r = ‖r‖, dove r = (x, y, z) rappresenta la posizione del senso-
re, se l'origine è supposta coincidente con la posizione della sorgente. Ni(r) rap-
presenta il numero di campioni corrispondente al ritardo associato con l'i-esimo
cammino di prima riﬂessione (supposto per semplicità intero), γi il coeﬃciente di
riﬂessione relativo all i-esima coppia di pareti, e αi(r,L) il termine di attenuazio-
ne quadratica associato all'i-esimo percorso di prima riﬂessione, funzione della
posizione del sensore e delle dimensioni lineari dell'ambiente, L = (L1, L2, L3).
La (3.17), insieme alle considerazioni che hanno condotto alla (3.16), permet-
tono dunque l'estensione della forma analitica per le RTF di canale date dalla
(3.6) al modello di ambiente conﬁnato parallelepipedale di ﬁgura 1.1. Questo
risultato rappresenta un passo di grande importanza per diversi motivi. Innanzi
tutto , benché nel corso di questo capitolo si siano fatte numerose ipotesi sem-
pliﬁcative, entro questa limitazione si può ﬁnalmente aﬀermare di aver dato una
risposta a tutti gli interrogativi teorici rimasti aperti dal paragrafo 1.3. Oltre
a quanto è stato già notato in precedenza, si noti che, sulla base della (3.17) e
della (3.6), è possibile dare un'interpretazione ﬁsica dell'ordine del numeratore
per le RTF basate su CAP, e fornirne una relativa quantiﬁcazione. La massi-
ma lunghezza di un percorso di prima riﬂessione in 1-D è infatti al più pari al
numero di CAP (ovvero all'ordine del denominatore comune).
Quando la dimensionalità del problema aumenta, il più lungo cammino di





2) nel caso 2-D, per L1 > L2), mentre l'ordine
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del denominatore CAP è proporzionale alla misura di ordine massimo (ovvero
la superﬁcie in 2-D e il volume in 3-D), come del resto già indicato dalla (1.17).
Per un ambiente 3-D paralleledipedale con lunghezze L1 > L2 > L3 l'ordine










Oltre alla luce fatta sull'ordine dei numeratori, le espressioni trovate racchiu-
dono un'altra fondamentale importanza: per la prima volta esse permettono di
generare dei test per l'analisi delle prestazioni dei metodi di stima dei denomi-
natori comuni, da una parte conoscendo il denominatore da stimare, e dall'altro
controllando coerentemente i singoli numeratori di canale. E' infatti di fonda-
mentale importanza notare che provare l'eﬃcacia di un metodo di stima CAP
con numeratori di canale dalla forma non realistica può alterare completamente
il processo di validazione.
Questo aspetto sarà usato nell'ultimo capitolo di questo lavoro, che, tra le
altre cose, è anche dedicato ad investigare sull'eﬀettiva accuratezza del metodo
HMK, considerato in letteratura il metodo di riferimento per la stima di CAP.
E' inﬁne da ricordare che numerose delle considerazioni fatte negli ultimi
paragraﬁ si riferiscono all'interpretazione teorica delle RTF acustiche basate
su CAP, e non devono rischiare di generare confusione con l'uso pratico della
modellazione basata su CAP, specialmente riguardo alla scelta dell'ordine. E'
importante non dimenticare che l'ordine eﬃcace deﬁnito nel capitolo 1 è sempre
notevolmente inferiore all'ordine teorico.
Capitolo 4
Metodi di stima del
denominatore comune
4.1 Problemi aperti nella stima di poli comuni
Più volte, nei precedenti capitoli, sono stati citati problemi legati alle limitazioni
imposte dai metodi di stima di CAP attiualmente rintracciabili in letteratura.
In particolare, le prove condotte con l'uso del motodo HMK, sia per quanto ha
riguardato il problema della scelta dell'ordine (Cap. 1), che nella realizzazione
di un'architerttura alternativa per la cancellazione d'eco stereofonica (Cap. 2),
hanno messo in luce limitazioni raggruppabili nelle seguenti quattro aree:
1. La densità modale lungo l'asse della frequenza, per sistemi acustici distri-
buiti e a tre dimensioni spaziali, è un fattore di criticità nella stima delle
stesse frequenze modali, da due punti di vista
• In un modo già noto alle tecniche di stima spettrale parametrica [19],
compromette la risoluzione della stima delle coppie di poli complessi
coniugati associate alle frequenza modali, o ai coeﬃcienti del deno-
minatore di cui tali poli sono le radici. Particamente, questo limita
l'ordine del denominatore dei CAP stimabile, obbligando a puntare
alla selezione di un ordine eﬃcace notevolmente inferiore all'ordine
reale;
• Richiede la stima di un numero di parametri liberi (i coeﬃcien-
ti del denominatore comune nel caso del metodo HMK) comunque
molto elevato, ponendo potenziali problemi dal punto di vista della
realizzabilità computazionale degli stessi metodi di stima.
In particolare rispetto al secondo punto, si ricorderà che il metodo HMK
si basa sulla pseudo-inversione di una matrice di dimensioni assai elevate,
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citate in (1.8) e qui riportate per comodità
NH (LA + LH + 1)× [LA +NH (LB + 1)] (4.1)
Proprio il consumo di risorse computazionali legato a tale operazione con-
ﬁna l'applicabilità del metodo entro i limiti dei problemi di dimensionalità
(ovvero di ordini LA ed LB) ridotta, e quindi, conseguentemente, con ri-
dotta larghezza di banda. Una prima esigenza che stimola la ricerca di
nuovi metodi di stima dei CAP è quella legata al potenziale uso di ordini
più elevati.
2. Oltre al problema degli ordini elevati, le dimensioni della matrice usata
dal metodo HMK in (4.1) limitano anche la scelta dell'ambiente acusti-
co considerato dal punto di vista delle proprietà riverberanti. Ambienti
con pareti non attenuanti rischiano infatti di produrre risposte impulsive
di lunghezza eﬃcace LH tutt'altro che contenuta, con conseguente inso-
stenibilità delle dimensioni in (4.1). Una seconda esigenza che motiva la
ricerca di nuovi metodi è quindi la possibilità di usare risposte impulsive
di lunghezze realistiche, per poter usare modelli basati su CAP in sistemi
acustici legati ad ambienti a loro volta realistici.
3. Considerando un sistema come quello di ﬁgura 4.1 il metodo HMK si fonda
sulla conoscenza preventiva di un certo numero di canali acustici nell'am-
biente scelto, nella forma di risposte impulsive hi[k], per k = 0, . . . , LH−1
e i = 1, ..., NH , essendo NH il numero dei canali-campione disponibili. La
stima di risposte impulsive è una procedura preventiva che, seppur non
limitante dal punto di vista teorico, può richiedere l'uso di risorse compu-
tazionali e infrastrutturali aggiuntive. Una caratteristica interessante di
nuovi metodi di stima potrebbe essere la capacità di usare semplicemente
i segnali di uscita dei canali-campione, x(i)O [n] per i = 1, . . . , NH poten-
zialmente anche ammettendo di conoscere i relativi segnali d'ingresso (Qui
unicamente xI [n], essendo per semplicità il sistema in ﬁgura 4.1 di tipo
SIMO, ovvero a singolo ingresso e più uscite).
4. Come naturale estensione delle considerazioni al precedente punto, e sem-
pre in riferimento allo schema di ﬁgura 4.1, un'altra caratteristica van-
taggiosa sarebbe quella di poter sfruttare i segnali di uscita dei canali,
x
(i)
O [n] con metodi di tipo Blind (o non supervisionato), ovvero escluden-
do la necessità della conoscenza del segnale d'ingresso xI [n]. Ciò potrebbe
introdurre notevoli sempliﬁcazioni nella realizzabilità pratica della stima
di CAP.
I punti appena elencati si riferiscono da una parte a problemi associati spe-
ciﬁcatamente al metodo HMK, ma dall'altra presentano idee desiderabili in ge-
nerale per potenziali nuovi metodi di stima.
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Figura 4.1: Un esempio di semplice sistema SIMO usabile per la deﬁnizione
di NH canali in un ambiente assegnato. Sono evidenziati il segnale d'ingresso
xI [n], le risposte impulsive di canale hi[k] e i segnali d'uscita x
(i)[n]
O .
I metodi alternativi per la stima CAP già esistenti, come ricordato nel paragrafo
1.2.2, presentano limitazioni di tipo diverso, ma sempre tali da renderne gene-
ralmente svantaggioso o impraticabile l'uso. Nell'insieme di tali metodi, quello
proposto da Hikichi e Miyoshi [13, 14, 50], pur presentando criticità molto più
accentuate del'HMK rispetto alle dimensioni del problema (cfr. punti 1 e 2 del-
l'elenco qui sopra), sembra fornire un buon punto di partenza rispetto ai punti 3
e 4. Tale metodo, di grande innovazione formale, fonda la ricerca del polinomio
dei poli comuni sul calcolo del polinomio caratteristico di una nuova matrice di
predizione lineare.
Proprio la predizione lineare sembra rappresentare potenzialmente un ingredien-
te importante per la stima di una componente AR, comune a più segnali, perché
di per sé è un metodo:
• Non supervisionato (cfr. punto 4);
• Basato sull'uso dei segnali (cfr. punto 3);
• Per cui il nutrito retroterra oﬀerto della letteratura [23, 51, 52, 53, 54]
oﬀre metodi che non risentono, in sé, della lunghezza LH delle hi[k] [55].
Il metodo di Hikichi e Miyoshi, pur formalmente molto elegante, per ammissione
degli stessi autori [13] mostra una scarsa robustezza computazionale al crescere
dell'ordine dei CAP (cfr. punto 1) e del numero dei canali.
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4.2 Nuove idee intorno alla predizione lineare
L'idea di base intorno a una generica architettura per la stima dei poli comu-
ni, basata sulla conoscenza dei soli canali di uscita del sistema acustico, può
riassumersi schematicamente come in ﬁgura 4.2. Limitandosi sempre alla più
Figura 4.2: Uno schema generico di sistema per la stima di CAP: NH stime AR
in parallelo, operanti su diversi canali (e quindi segnali), ma alle quali è richiesto
di produrre lo stesso risultato, ovvero il denominatore dei poli comuni.
semplice conﬁgurazione SIMO, tale schema riassume il nucleo centrale da cui
prendono le mosse le idee di questo capitolo: diporre di un algoritmo in grado
di operare stime AR su ognuno dei canali di uscita del sistema acustico, e allo
stesso tempo in grado di imporre che tali stime (ognuna operata su un canale
diverso, e quindi su un diverso segnale) generino lo stesso risultato, ossia forni-
scano proprio il denominatore comune di cui i CAP sono le radici.
La predizione lineare si presta naturalmente ad essere scelta come il prin-
cipale ingrediente metodologico per la stima dei coeﬃcienti del modello AR. Il
generico schema che ne illustra i presupposti per un problema a singolo canale
è quello di ﬁgura 4.3. Ammettendo
A(z) = 1 + α(z) con α(z) = a1z−1 + . . .+ aLAz
−LA (4.2)
e
C(z) = c1z−1 + . . .+ cP z−P (4.3)
se P = LA la minimizzazione dell'energia del segnale e[n] è raggiunta per
C(z) = −α(z), ovvero ci = −ai ∀i = 1, . . . , LA. C(z), ﬁltro non ricorsivo
privo di propagazione istantanea, è detto ﬁltro di Predizione Lineare (o LP dal-
l'ovvia permutazione dei vocaboli anglofona), e P ordine di predizione lineare.
I coeﬃcienti del ﬁltro LP sono determinati proprio in base alla minimizzazio-
ne dell'energia dell'errore di predizione lineare e[n] in senso statistico, e in tali
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Figura 4.3: Un sistema puramente AR, H(z), seguito da una generica archi-
tettura di predizione lineare: la ricerca dei coeﬃcienti del sistema C(z), non
ricorsivo e privo del ritardo nullo, attraverso la minimizzazione dell'energia del
segnale di errore e[n], porta C(z) a compensare A(z) e e[n] a fornire una stima
del segnale s[n].
condizioni si può assumere e[n] = s[n]. Il ﬁltro LP punta dunque a compensare
gli eﬀetti di 1/A(z), e in tal modo fornisce una stima del denominatore A(z), a
meno di un segno e dell'aggiunta dell'unità.
Nel caso di un sistema acustico SIMO come quello in ﬁgura 4.1 la questione
è in realtà più complessa, perché ognuno degli NH canali Hi(z) = B(i)(z)/A(z)
non è un puro sistema AR, ma è dotato di un numeratore B(i) 6= 1, e rientra per
questo nella più generica categoria dei sistemi ARMA. In tali casi, un semplice
sistema a predizione lineare come quello in ﬁgura 4.3 non è in generale suﬃcien-
te a stimare A(z), e delle modiﬁche si rendono necessarie rispetto ai normali
metodi basati sulla semplice LP [56, 57]. A titolo di esempio, il celebre metodo
di Yule Walker per il calcolo del ﬁltro LP e dell'associata stima spettrale è da
sostituire con il Modiﬁed Yule Walker quando il sistema H(z) è ARMA [23].
Il realtà, in un contributo del 2003 nel contesto della deconvoluzione acustica
per segnali vocali, Gaubitch e altri [58] mostrano che quando la predizione linea-
re è calcolata su più canali, anche un semplice procedimento di media in senso
spaziale permette di recuperare una stima sostanzialmente accurata della com-
ponente AR comune, nonostante la presenza delle diverse componenti MA nei
rispettivi e diversi canali. Nel contesto di un sistema multicanale come quello
di ﬁgura 4.2, dunque, l'uso metodi basati sulla semplice predizione lineare può
essere ancora considerato un valido approccio per la stima del denominatore
comune, mantenendo in più il vantaggio della semplicità, utile nell'estensione
dei metodi stessi alla multicanalità condizionata.
Nell'ottica di ideare un nuovo metodo per la stima del denominatore dei
CAP basato sulla predizione lineare, è necessario innanzi tutto individuare un
buon algoritmo di stima del ﬁltro LP tale da:
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1. Oﬀrire prestazioni adeguate nella stima;
2. Essere facilmente estendibile al caso multicanale
L'idea dell'estensione punta alla costruzione di un algoritmo da battezzare ra-
gionevolmente con il nome di Predizione Lineare Multicanale Vincolata sulla
base del principio già introdotto: realizzare un'istanza dell'algoritmo LP per
ognuno degli NH canali, con il vincolo che il risultato prodotto siaq il medesimo
in tutti i canali.
Graﬁcamente, l'idea appena esposta è rappresentata in ﬁgura 4.4.
Figura 4.4: Una generica struttura per la Predizione Lineare Multicanale Vin-
colata: un algoritmo punta a minimizzare l'energia degli errori di predizione in
tutti i rispettivi NH canali, con il vincolo che il ﬁltro di predizione lineare aLP
sia sempre il medesimo.
Per ciò che riguarda la scelta dell'algoritmo di signolo canale da cui partire,
una prima grande diﬀerenza tra i metodi rintracciabili in letteratura è la strut-
tura di riferimento del ﬁltro LP: due possibili e frequenti scelte sono costituite,
da una parte, da una struttura trasversale, o di tipo FIR, e dall'altra da un
ﬁltro a traliccio o, in inglese, Lattice. Una seconda diﬀerenza riguarda il tipo di
stima: da una parte un approccio adattativo, con i coeﬃcienti del ﬁltro aggior-
nati adattativamente e in diretta come funzione del segnale x[n]; dall'altra un
approccio di blocco. In quest'ultimo caso i valori dei ﬁltri sono calcolati a parti-
re da grandezze stimate dall'insieme dei valori assunti dal segnale x[n] in tutta
la sua evoluzione dinamica, oppure nell'arco di un'ampia ﬁnestra temporale.
Dall'incrocio delle diverse possiblità, rispettivamente per la struttura del ﬁltro e
per la tipologia di algoritmo, nascono le seguenti quattro direzioni percorribili:
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• Algoritrmo adattativo con ﬁltro trasversale. La predizione lineare è un
problema per cui questo approccio è in realtà generalmente evitato, per
due principali motivi:
 Il segnale x[n] diventa l'ingresso del ﬁltro adattativo e quindi quello
da cui va generata la matrice di correlazione R, il cui condizionamen-
to regola le prestazioni dell'algoritmo. Se anche il segnale sorgen-
te s[n] ha uno spettro S(f) sostanzialmente piatto, per deﬁnizione
X(f) = S(f)/A(z) esibirà una certa dinamica; ciò rende comune-
mente alto cond(R), con conseguenti problemi nella convergenza del
ﬁltro.
 Il segnale di errore e[n] è pari a s[n] nella conﬁguarazione ad energia
minima. Anche in queste condizioni ideali la non nullità di e[n] induce
delle variazioni adattative non nulle nel ﬁltro adattativo LP anche
quando questo ha raggiunto il suo valore ottimo. Per questo motivo
la convergenza è sempre da interndersi da un punto di vista statistico,
e non fornisce mai, all'equilibrio, dei valori stabili per il ﬁltro LP.
Percorrere questa strategia signiﬁca in ogni caso dover optare per algoritmi
adattativi estremamente robusti rispetto a cond(R), e nessuna alternativa
al complesso RLS sembra godere di tali proprietà. D'altra parte, la com-
plessità computazionale dell'RLS cresce secondo la seconda potenza della
lunghezza dei ﬁltri [23], e ciò ne fa un candidato indesiderabile alla luce
delle premesse fatte nel paragrafo 4.1.
Figura 4.5: La tipica realizzazione diretta di un ﬁltro trasversale, usato per la
predizione lineare. Il formalismo usato per i coeﬃcienti del ﬁltro LP rispecchiano
la corrispondenza con i coeﬃcienti AR stimati: la cuspide indica una stima del
corrispondente simbolo.
• Algoritrmo adattativo con ﬁltro a traliccio. Il ﬁltro a traliccio, ripor-
tato in ﬁgura 4.6, deve la sua origine proprio al calcolo della predizione
lineare, e di conseguenza ben si presta a questa applicazione. I coeﬃcienti
di riﬂessione γi (con i = 1, . . . , P ) sono determinati in modo minimizzare
congiuntamente l'energia dei due errori di predizione fP [n] e bP [n], detti
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rispettivamente in avanti e all'indietro. Il più semplice algoritmo adatta-
tivo per questa struttura è il GAL [59, 23], dall'inglese Gradient Adaptive
Lattice. Come suggerisce il nome, è basato sul metodo del gradiente si-
milmente all'LMS, ma in questo caso la particolare struttura a traliccio
garantisce una convergenza disaccoppiata per ognuno dei coeﬃcienti di
riﬂessione [60].
Figura 4.6: Un ﬁltro a traliccio, o lattice. fk[n] e bk[n] sono, rispettivamente,
gli errori di predizione in avanti (forward) e all'indietro (backward) di ordine k.
I γk sono invece i coeﬃcienti di riﬂessione di ordine k.
• Algoritmo di blocco con ﬁltro trasversale. Gli algoritmi di blocco go-
dono tradizionalmente di un uso più diﬀuso nella stima dei ﬁltri LP. Il
metodo di Yule-Walker sarebbe in questo caso l'algoritmo di riferimento.
• Algoritrmo di blocco con ﬁltro a traliccio. In questo caso l'algoritmo di
riferimento è il metodo di Burg [61, 55, 19, 23].
Una sintesi schematica delle possiblità appena elencate è presentata in tabella
4.1.
Tabella 4.1: Sintesi dei quattro possibili algoritmi selezionabili per la Predizione
Lineare Multicanale Vincolata, sulla base della struttura del ﬁltro adattativo
(diversa colonna) e della tipologia di algoritmo (diversa riga).
Trasversale Lattice
Adattativo RLS GAL
Di blocco Yule-Walker Burg
E' bene anticipare che delle prove informali sono state condotte per esplo-
rare la percorribilità della prima, seconda e quarta ipotesi. Anche sorvolando
sull'intrinseco peso computazionale, l'RLS, anche nella sua forma esponenzial-
mente pesata [23], presenta problemi di robustezza per P crescente, e necessita
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di accurate strategie di regolarizzazione per scongiurare la divergenza al cre-
scere dell'ordine. Sono necessarie inoltre uteriori accortezze per minimizzare
l'incidenza negativa delle componenti MA sulla minimizzazione dell'energia dei
segnali di errore. Per l'eccessivo peso computazionale, la scarsa robustezza e le
troppe complicazioni realizzative questo approccio è stato scartato.
Sempre nell'ambito dei metodi adattativi, il GAL ha prodotto risultati incorag-
gianti, ma al crescere dell'ordine di predizione i tempi di adattamento associati
ai coeﬃcienti più lenti crescono secondo dipendenze > O(P ). Per questa ra-
gione anche questa strada è stata abbandonata.
Vere e proprie prove informali degne di nota non sono state condotte per il
metodo di Yule-Walker; d'altro canto il metodo di Burg, fondato sulla robu-
sta architettura a traliccio, ha permesso di raggiungere risultati promettenti
mantenendo una relativa semplicità realizzativa. Il paragrafo seguente, oltre a
ricordare i fondamenti dell'algoritmo di Burg per i problemi di stima AR a singo-
lo canale, spiegherà come quest'ultimo è stato esteso nel senso della Predizione
Lineare Multicale Vincolata.
4.3 Predizione Lineare Multicanale Vincolata e
metodo di Burg
Il metodo di Burg punta alla stima del ﬁltro di predizione lineare ottimo, nella
già citata forma a traliccio di ﬁgura 4.6. Il ﬁltro, di ordine P , è deﬁnito dal
vettore dei coeﬃcienti di riﬂessione
γ(P ) = [γ1, γ2, . . . , γP ]
Esiste naturalmente una corrispondenza biunivoca tra tale vettore e il vettore
c = [c1, . . . , cP ] dei coeﬃcienti del ﬁltro trasversale di predizione lineare C(z)
(4.3). Una conveniente trasformazione è quella che permette di risalire diretta-














= [1,−c1,−c2, . . . ,−cP ] (4.4)









i [n− 1]− γj aˆ(j−1)j−i [n]
(4.5)
Un esame delle (4.5) suggerisce che per la conoscenza di aˆ(P ) è necessaria non
solo la conoscenza di γ(P ), ma anche quella di aˆ(P−1), . . . , aˆ(1), ovvero dei com-
pleti vettori dei ﬁltri di predizione lineare trasversali per gli ordini 1, . . . , P − 1.
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All'atto pratico, anche questi ultimi sono calcolabili a partire da γ(P ) in base
alla (4.5), e quindi la (4.5) non è che una formula iper-ricorsiva per il calcolo di
aˆ(P ) a partire da γ(P ).
Chiarito il contesto, e ricordata la corrispondenza tra la rappresentazione a
traliccio e quella trasversale, è bene riassumere brevemente l'algoritmo di Burg
per il singolo canale. Il punto di partenza, come già anticipato, è la minimizza-
zione della somma delle energie dei due errori di predizione, rispettivamente in




]2 + [bLA [n]]2} (4.6)
essendo E l'operatore di valore atteso in senso statistico. La derivazione del
metodo passa per la stima delle (4.6) in termini dei segnali osservati. Omettendo
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]2 + [bk−1 [`− 1]]2) (4.8)
La (4.8) va ancora una volta usata ricorsivamente, dopo aver calcolato gli anda-
menti nel tempo dei due errori di predizione ﬁno all'ordine k− 1 con le seguenti
espressioni {
fk [n] = fk−1 [n]− γkbk−1 [n− 1]
bk [n] = bk−1 [n− 1]− γkfk−1 [n]
(4.9)
e ricordando che
f0[n] = b0[n] = x[n] (4.10)
come del resto appare chiaro dallo schema di ﬁgura 4.6.
Nel caso multicanale l'insieme degli NH ﬁltri di predizione a traliccio pro-
duce NH coppie di errori di predizione (in avanti e all'indietro) per ogni valore
dell'indice k. Per P = LA La nuova somma delle energie da minimizzare è in
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Ora però dovrà richiedersi il rispetto del vincolo più volte citato, ovvero
γ
(i)
k = γk ∀i = 1 . . . NH (4.12)
dove γ(i)k è il coeﬃeciente di riﬂessione di ordine k per il ﬁltro a traliccio dell'i-
esimo canale.
La minimizzazione della (4.11) produce NH soluzioni disaccoppiate per gli
NH ﬁltri a traliccio, date da NH diversi set di equazioni come le (4.7), ovvero
























k−1 [`− 1] (4.13)
Se le NH versioni della (4.13) vengono sommate membro a membro, il vinco-
lo richiesto dalla (4.12) trova una semplice realizzazione analitica, e fornisce


























































da accoppiare sempre con le relazioni ricorsive f
(i)
k [n] = f
(i)
k−1 [n]− γkb(i)k−1 [n− 1]
b
(i)
k [n] = b
(i)
k−1 [n− 1]− γkf (i)k−1 [n]
∀i = 1, . . . , NH (4.16)
La (4.15) e la (4.16) forniscono le relazioni che deﬁniscono la Predizione Lineare
Multicanale Vincolata attraverso l'estensione del metodo di Burg. Al meglio
della conoscenza dell'autore di questo lavoro, questa derivazione è di per sé ori-
ginale, e tanto più in quanto inserita nel contesto della stima del denominatore
dei CAP, nel senso di ﬁgura 4.4.
Prima di proseguire, sembra opportuno riassumere a quali obiettivi struttu-
rali, tra quelli elencati all'inizio del capitolo, questo nuovo metodo introdotto
permette di dare una risposta.
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1. La complessità computazionale è inferiore a O(P ), perché tutte le equa-
zioni ricorsive per coeﬃcienti di riﬂessione e errori di predizioni aggiun-
gono solo un nuovo passo per agni incremento dell'ordine P ; è inoltre
semplicemente lineare rispetto al numero di canali usati;
2. Da punto di vista computazionale, lavorando sui segnali, è insensibile ri-
spetto alla complessità riverberante dell'ambiente scelto, nel senso che la
lunghezza delle risposte impulsive hi[k] (cfr. ﬁg. 4.1) non entra in gioco
come fattore di criticità computazionale;
3. Non è necessaria la conoscenza delle risposte impulsive, quindi viene eli-
minato un livello di complessità architetturale rispetto al metodo HMK;
4. Non è richiesta la conoscenza del segnale usato per sollecitare i canali, e
in questo senso il nuovo metodo, seppur costruito in modo assai semplice
e con l'uso di tecniche tradizionali, è da considerarsidi tipo Blind, o non
supervisionato.
4.4 Simulazioni e risultati sperimentali
4.4.1 Considerazioni preliminari
E' stato osservato alla ﬁne dello scorso paragrafo come, per quanto riguarda le
questioni realizzative e la dipendenza della complessità dela dimensinoalità del
problema, il metodo proposto già risponde positivamente a molte delle questioni
aperte elencate all'inizio di questo capitolo, nel paragrafo 4.1.
Resta da provare che l'accuratezza raggiunta da tale metodo nella stima del
denominatore dei CAP fornisce livelli accettabili, e soprattutto valutare come,
da tale punto di vista, il metodo proposto è comparabile con i metodi esistenti.
Nello speciﬁco, è sembrato opportuno usare come riferimento il metodo HMK
già ampiamente citato, e ricordato in particolare nel paragrafo 1.2.1.
Le prove portate a termine sono fortemente debitrici dei risultati raggiunti alla
ﬁne del capitolo 3. Come si ricorderà, è stato lì formalizzato un modello semi-
analitico basato sul paradigma dei CAP, in grado di:
1. Generare modelli verosimili di canali acustici basati su CAP, per semplici
ambienti paralelepipedali con pareti dalle proprietà riﬂettenti indipendenti
dalla frequenza, aventi una sorgente coincidente con uno dei vertici del
parallelepipedo e sensori disposti a piacere;
2. Rendere disponibile la conoscenza analitica del denominatore dei poli
comuni A(z) associato ai canali dell'ambiente simulato.
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Al meglio della conoscenza di chi scrive, in letteratura non esiste un metodo di
generazione di modelli di canali acustici che goda delle proprietà appena evi-
denziate. Questo contesto oﬀre quindi un'occasione unica non solo per provare
l'eﬃcacia del sistema di stima qui proposto, ma anche e soprattutto per mettere
alla prova il metodo HMK in quanto tale; quest'ultimo è quindi usato non solo
come metodo di riferimento, ma come vero e proprio oggetto della validazione.
I risultati raggiunti hanno quindi in questo senso un doppio carattere di novità.
Viene mostrato come non solo il nuovo metodo sia in grado di produrre stime
più accurate del metodo HMK, ma anche come quest'ultimo, generalmente con-
siderato come un metodo di riferimento, cessi di fornire risultati accurati già da
ordini decisamente bassi.
4.4.2 Descrizione del set-up e delle prove
Il set-up virtuale usato per produrre modelli di canale risponde naturalmente
alla descrizione generale data al punto 1 dell'elenco dello scorso paragrafo: il
ﬁne è produrre un sistema SIMO come quello genericamente descritto in ﬁgura
4.1, con un numero di canali NH = 32. Il coeﬃciente di riﬂessione in ampiezza
è stato scelto pari a 0.7 (corrispondente a un assorbimento in potenza pari a
circa 0.51) le dimensioni pari a (2× 2.5× 3) m3 e le posizioni dei sensori scelte
in modo casuale, con probabilità uniforme lungo ognuna delle tre dimensioni
ortogonali della stanza.
La sequenza di operazioni eseguite può riassumersi come segue:
1. Nei termini descritti nel paragrafo 3.4 e per un assegnato valore dell'ordine
LA, è stato calcolato il denominatore comune del sistema, A(z), e, per ogni
accoppiamento tra la sorgente nel vertice e ognuno dei 32 sensori, è stato
valutato un numeratore Bi(z).
2. Delle NH = 32 funzioni di trasferimento di canale Hi(z) = Bi(z)/A(z) si
è calcolata la risposta impulsiva hi[k].
3. Le 32 risposte impulsive sono state troncate al massimo dei T60, ovvero
poste a zero per n > n¯, dove n¯ è deﬁnito da:




4. Le risposte impulsive troncate sono state usate con il metodo HMK, in-
sieme ai veri ordini LA ed LB associati al modello generato. Sembra
importante notare che un troncamento al T60 appare una condizione in-
solitamente ottimistica per le risposte impulsive su cui si basa il metodo
HMK.
4.4. SIMULAZIONI E RISULTATI SPERIMENTALI 83
5. E' stata usata una sorgente di rumore bianco gaussiano, ﬁltrata dai modelli
di canale integri Hi(z), per produrre NH = 32 segnali ﬁiltrati xi[n] (i =
1, . . . , 32). Il metodo proposto è stato usato sui segnali xi[n], con un
ordine di predizione P anche in questo caso esattamente uguale all'ordine
del denominatore LA del modello generato.
La procedura descritta, dal punto 1 al punto 4, è stata ripetuta al variare del-
l'ordine del denominatore comune, LA, generato al punto 1: LA è stato fatto
variare da 6 a 30 per tutti i valori pari.
Per ogni valore di LA, e stato prodotto:
• Un graﬁco contenente gli andamenti di 20·log10|1/A(z)|, con A(z) descritto
dai tre seguenti rispettivi set di valori:
 Il valore vero del denominatore comune di ordine LA comune gene-
rato dal modello;
 Il denominatore di ordine LA stimato con il metodo HMK;
 Il denominatore di ordine LA stimato con il metodo proposto.
• Per ognuno dei due denominatori stimati, è stata calcolata una norma in
grado di valutare quantitativamente la distanza dal proﬁlo generato dal







∣∣∣∣∣ Aˆα (z)A (z)
∣∣∣∣∣ · df (4.17)
dove il pedice α assume separatamente i due valori Burg e HMK
4.4.3 Risultati
I risultati ottenuti sono raggruppati nelle tre ﬁgure 4.7, 4.8 e 4.9. La tabella 4.2
e la ﬁgura 4.10 contengono invece la sintesi dell'andamento di δBurg e δHMK al
variare dell'ordine del denominatore LA.
Dall'esame dei graﬁci di singola simulazione e dalle sintesi ﬁnali emergono
due risultati molto importanti:
• Il metodo proposto permette di raggiungere un'accuratezza diﬀerenziale
di pochi dB, sostanzialmente costante entro l'intervallo degli ordini con-
siderati per LA e in media inferiore a 1.5 dB. In ragione di tali risultati
fornisce un'accuratezza molto maggiore del metodo HMK, già a partire da
LA = 12.
• Se si escludono i pochi primi ordini generati per LA, le prove condotte
mostrano che il metodo HMK ha delle prestazioni negativamente inattese
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Tabella 4.2: Andamento della norma diﬀerenziale δα deﬁnita in (4.17), per
α = HMK e α = Burg, al variare dell'ordine LA. Questi stessi risultati sono
presentati graﬁcamente in ﬁgura 4.10.
P = LA δHMK (dB) δBurg (dB) P = LA δHMK (dB) δBurg (dB)
6 0 1.0 20 8.6 2.7
8 0.13 0.76 22 10.1 0.35
10 1.3 2.7 24 11.3 0.82
12 3.5 3.4 26 12.3 2.1
14 4.9 0.84 28 13.8 1.1
16 6.4 0.67 30 17.0 1.3
18 8.0 0.78
nella stima del denominatore dei poli comuni, e anzi, al crescere dell'or-
dine del denominatore dei CAP, il parametro δHMK deﬁnito dalla (4.17)
sembra crescere in modo quasi lineare con LA. La scoperta dell'entità dei
limiti del metodo HMK è, come anticipato, un'altra prerogativa di novità
dei risultati riassunti in quest'ultimo capitolo, anche se in modo sostanzial-
mente inatteso. In passato l'eﬃcacia del metodo era stata genericamente
misurata in base alla capacità di descrivere picchi di risonanza in posizioni
qualitativamente corrispondenti corrispondenti a quelle attese [6]. La de-
ﬁnizione del modello semi-analitico nel capitolo 3 ha invece permesso qui
di generare prove di validazione più realistiche, con A(z) noto e di ordine
comunque superiore a quelle poche unità, con cui l'HMK tende ancora a
comportarsi bene.
4.5 Conclusioni
In quest'ultimo capitolo è stato introdotto un nuovo metodo per la stima dei
denominatore dei CAP battezzato come Predizione Lineare Multicanale Condi-
zionata, e ottenuto a partire dal metodo di stima AR di Burg basato sul ﬁltro di
predizione a traliccio. Il nuovo modello semi-analitico di canali acustici basato
su CAP introdotto nel capitolo 3 ha permesso di condurre delle prove quantitati-
ve dettagliate mirate al confronto tra il nuovo metodo e il metodo di riferimento
HMK. Le prove eﬀettuate non solo hanno mostrato che il metodo proposto ha
ottime prestazioni di accuratezza nella stima del denominatore comune, supe-
riori al metodo HMK già per LA = 12, ma in modo ancora più sorprendente
ha permesso di scoprire che l'accuratezza oﬀerta dal metodo HMK, ben lungi
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dall'essere rassicurante, cresce rapidamente all'aumentare dell'ordine LA.
Dal punto di vista dei problemi aperti sulla stima dei CAP, il nuovo metodo è in
grado di rispondere a gran parte delle esigenze rimaste in sospeso. In particola-
re, rispetto al metodo HMK oﬀre un complessità computazionale molto ridotta,
non risente delle caratteristiche riverberanti dell'ambiente scelto (perché la sua
complessità non dipende dalla lunghezza delle risposte impulsive-campione) ha
unicamente bisogno dei segnali di uscita del sistema multicanale, e rappresenta
un metodo non supervisionato. Per la particolare forma del semplice modello
semi-analitico usato nelle prove sperimentali, ci si è limitati all'applicazione a
un modello di tipo SIMO. Dal punto di vista dell'applicabilità del metodo, i
risultati raggiunti non suggeriscono comunque nessuna limitazione rispetto al-
l'applicabilità a sistemi MIMO.
D'altra parte, il metodo proposto mantiene anche dei limiti che sembra oppor-
tuno sottolineare. Il metodo di Burg a singolo canale risente di alcuni difetti
noti in letteratura; sebbene un paio tra questi siano importanti solo se si di-
spone di segnali di lunghezza molto limitata, sussiste un problema di scarsa
robustezza rispetto a una non esatta scelta dell'ordine. Tale criticità è tanto più
rilevante nel contesto della stima dei CAP, per i problemi legati all'impratica-
bilità dell'ordine vero ricordati nel paragrafo 1.4. L'analisi della robustezza del
metodo proposto rispetto a una scelta dell'ordine diversa da quello vero rimane
un aspetto da approfondire, e insieme un altro importante parametro per me-
glio deﬁnire il confronto delle prestazioni rispetto al metodo HMK. Un'ultima
limitazione che sembra importante sottolineare è la maggiore diﬃcoltà, qui, di
stabilire metriche come quelle deﬁnite dalla (1.21), e che rendono più agevole il
compito di selezionare il miglior ordine eﬃcace per la stima del denominatore
dei CAP. La ricerca di nuove metriche per coniugare il metodo di stima proposto
con il metodo di selezione dell'ordine introdotto nel paragrafo 1.4.2 costituisce
un altro problema lasciato aperto dal presente lavoro e che appare di grande
interesse per futuri sviluppi.
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Figura 4.7: Rappresentazione spettrale del denominatore comune A(z) prodotto
dal modello (grigio), insieme alle due stime generate dai due ripettivi metodi di
stima usati: da una parte l'HMK (rosso), e dall'altra il metodo proposto (blu),
per 6 diversi valori di LA, da 6 a 16.
4.5. CONCLUSIONI 87
Figura 4.8: Rappresentazione spettrale del denominatore comune A(z) prodotto
dal modello (grigio), insieme alle due stime generate dai due ripettivi metodi di
stima usati: da una parte l'HMK (rosso), e dall'altra il metodo proposto (blu),
per 6 diversi valori di LA, da 18 a 28.
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Figura 4.9: Rappresentazione spettrale del denominatore comune A(z) prodotto
dal modello (grigio), insieme alle due stime generate dai due ripettivi metodi di
stima usati: da una parte l'HMK (rosso), e dall'altra il metodo proposto (blu),
per LA = 30.
Figura 4.10: Andamento della norma diﬀerenziale δα deﬁnita in (4.17) per i
due metodi usati nella stima del denominatore comune, al variare dell'ordine di
quest'ultimo, LA. Si osservi come, a partire da LA = 12, il discostamento della
stima prodotta dal metodo HMK continui a crescere, mentre quello del metodo
proposto tenda a mantenersi stabilmente basso.
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