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POISSON-GERSTENHABER BRACKETS IN REPRESENTATION
ALGEBRAS
VLADIMIR TURAEV
Abstract. We introduce cyclic bilinear forms on coalgebras and use them to
generalize Van den Bergh’s Poisson brackets in representation algebras.
1. Introduction
Van den Bergh [8] introduced double Poisson algebras as a non-commutative
version of Poisson geometry, see also Crawley-Boevey [2] for a related approach.
A double Poisson algebra is an algebra A (possibly, non-unital) equipped with a
double Poisson bracket defined as a linear map {{−,−} : A⊗A→ A⊗A satisfying
certain axioms. A double Poisson bracket in A induces a Poisson structure on the
variety Rep(A,N) of N -dimensional representations of A for all N ≥ 1. To give
a more precise formulation, note that the pair (A,N) determines a commutative
algebra AN and a homomorphism tN from A to the algebra MatN (AN ) of N ×
N matrices over AN characterized by the following universal property: for any
commutative algebra B and any homomorphism s : A → MatN (B), there is a
unique homomorphism r : AN → B such that s = MatN (r)tN (see [7, 4]). One
calls AN the coordinate algebra of Rep(A,N). Van den Bergh showed that a double
Poisson bracket in A induces a Poisson bracket in AN for all N ≥ 1.
The aim of this paper is to generalize Van den Bergh’s Poisson bracket in AN
to a wider class of commutative algebras associated with A. Fix a commutative
ring K which will be the ground ring of all modules, algebras, and coalgebras. For
an algebra A and a coalgebra M (possibly, non-counital), we define a commutative
representation algebra AM . It is characterized by the universal property as above
with MatN (B) replaced by the convolution algebra HomK(M,B). The algebra AM
is described here via generators {aα | a ∈ A,α ∈M} and certain relations. For the
coalgebra M = (MatN (K))
∗ dual to MatN (K), we recover AN because
HomK((MatN (K))
∗, B) = B ⊗K MatN (K) = MatN (B).
With each bilinear form v :M ⊗M → K on a coalgebra M we associate a linear
map v̂ : M ⊗M → M ⊗M . We call v cyclic if v̂ commutes with the permutation
of the factors. Our main result is the following theorem.
Theorem 1.1. For a double Poisson algebra (A, {{−,−} ) and a cyclic bilinear form
v on a coalgebra M , there is a unique Poisson bracket {−,−}v in the representation
algebra AM such that for any a, b ∈ A, α, β ∈M , and any finite expansions
{{a, b} =
∑
i
ai ⊗ bi ∈ A⊗A, v̂(α ⊗ β) =
∑
j
αj ⊗ βj ∈M ⊗M,
1
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we have
{aα, bβ}v =
∑
i,j
(ai)αj (bi)βj ∈ AM .
Theorem 1.1 derives a Poisson bracket in AM from a double Poisson bracket in A
and a cyclic bilinear form onM . For constructions of double brackets, see [8, 9, 5, 6].
We give here two constructions of cyclic bilinear forms. One construction starts
from a K-valued conjugation-invariant function on a finite group G and produces a
cyclic form on the coalgebra (K[G])∗ dual to the group algebra K[G]. In particular,
this derives cyclic forms on (K[G])∗ from the traces of linear representations of G of
finite rank. The second construction starts from a symmetric Frobenius algebra and
produces a cyclic form on the dual coalgebra. For example, the algebra of matrices
MatN(K) with N ≥ 1 is a symmetric Frobenius algebra with Frobenius pairing
being the trace of the product of matrices. This determines a cyclic bilinear form v
on (MatN (K))
∗. The bracket {−,−}v in AN is the original Van den Bergh’s Poisson
bracket. Note that symmetric Frobenius algebras naturally arise in Topological
Quantum Field Theory, see [3].
We establish several properties of the bracket {−,−}v in AM . If the coalgebra
M is counital, then the group U(M∗) of invertible elements of the algebra M∗
naturally acts on AM . The commutator [ϕ, ψ] = ϕψ − ψϕ turns M
∗ into a Lie
algebra,M∗, which also acts on AM . The actions of U(M
∗) andM∗ are compatible
in an appropriate sense and preserve the bracket {−,−}v. For non-degenerate v,
we define a natural trace map A→ AM and compute {−,−}v on its image.
When the algebra A is unital, we define a quotient A+M of AM characterized by
the universal property as above with B running over unital commutative algebras.
The bracket {−,−}v in AM induces a bracket {−,−}
+
v in A
+
M , and the actions of
U(M∗) and M∗ on AM descend to A
+
M . We use the action of M
∗ to formulate
Hamiltonian reduction in this setting and to study double quasi-Poisson algebras.
We also introduce an equivariant generalization of the bracket {−,−}v and dis-
cuss connections with the topology of surfaces.
The main body of the paper is written in the more general setting of graded
algebras. Instead of (double) Poisson brackets we consider their graded versions,
the (double) Gerstenhaber brackets.
This work was partially supported by the NSF grant DMS-1202335.
2. Representation algebras
We begin with generalities on graded algebras and coalgebras and then introduce
the representation algebras.
2.1. Graded algebras. By a module we mean a module over the fixed commuta-
tive ring K. By a graded module we mean a Z-graded module A = ⊕p∈ZA
p. An
element a of A is homogeneous if a ∈ Ap for some p; we call p the degree of a and
write |a| = p. For any integer n, the n-degree |a|n of a homogeneous element a ∈ A
is defined by |a|n = |a|+n. Note that the n-degree of 0 ∈ A is an arbitrary integer.
An algebra is a module endowed with an associative bilinear multiplication. A
graded algebra is a graded module A endowed with an associative bilinear multipli-
cation such that ApAq ⊂ Ap+q for all p, q ∈ Z. Thus, |ab| = |a|+|b| for homogeneous
a, b ∈ A. A graded algebra A is unital if it has a two-sided unit 1A ∈ A
0. Unless
explicitly stated to the contrary, we do not require algebras to be unital.
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For a graded algebra A, denote by [A,A] the submodule of A spanned by the
vectors ab − (−1)|a||b|ba where a, b run over all homogeneous elements of A. The
graded algebra A is commutative if [A,A] = 0. Factoring an arbitrary graded
algebra A by the 2-sided ideal generated by [A,A] we obtain a commutative graded
algebra Com(A).
Given graded algebras A and B, a graded algebra homomorphism A → B is
an algebra homomorphism A → B carrying Ap to Bp for all p ∈ Z. The graded
algebras and graded algebra homomorphisms form a category denoted GA.
Non-graded algebras will be identified with graded algebras concentrated in de-
gree 0.
2.2. Coalgebras. A coalgebra is a module M endowed with a coassociative linear
map µ : M → M ⊗M called the comultiplication (here and below ⊗ = ⊗K). We
do not suppose M to be graded. The image of any α ∈M under µ expands (non-
uniquely) as a sum
∑
i α
1
i ⊗α
2
i where α
1
i , α
2
i ∈M and the index i runs over a finite
set. To shorten the formulas, we will drop the index i and the summation sign and
write simply µ(α) = α1⊗α2. The coassociativity of µ reads then (α1)1⊗(α1)2⊗α2 =
α1 ⊗ (α2)1 ⊗ (α2)2.
A counit of a coalgebraM is a linear map ε = εM :M → K such that ε(α
1)α2 =
ε(α2)α1 = α for all α ∈M . If a counit exists, then it is unique. A coalgebra having
a counit is counital. Unless explicitly stated to the contrary, we do not require
coalgebras to be counital.
2.3. The algebra A˜M . From now on, the symbol A denotes a graded algebra and
the symbol M denotes a coalgebra with comultiplication µ. Consider the algebra
A˜M with generators {aα}, where a runs over A and α runs over M , subject to the
following two sets of relations:
(i) (the bilinearity relations) for all k ∈ K, a, b ∈ A, and α, β ∈M ,
k aα = (ka)α = akα, (a+ b)α = aα + bα, aα+β = aα + aβ;
(ii) (the multiplicativity relations) for all a, b ∈ A and α ∈M ,
(ab)α = aα1bα2 .
A fully developed version of the latter relation is (ab)α =
∑
i aα1i bα2i for an
expansion µ(α) =
∑
i α
1
i ⊗ α
2
i with α
1
i , α
2
i ∈ M . The bilinearity relations ensure
that aα1bα2 =
∑
i aα1i bα2i does not depend on the choice of the expansion.
We turn A˜M into a graded algebra by declaring that the generator aα is homo-
geneous of degree |a| for all homogeneous a ∈ A and all α ∈M . A typical element
of A˜M is represented by a non-commutative polynomial in the generators with zero
free term. One can alternatively define A˜M as the tensor algebra ⊕n≥1(A⊗M)
⊗n
quotiented by the relations ab⊗ α = (a⊗ α1)(b ⊗ α2) for all a, b ∈ A, α ∈M .
The construction of A˜M is functorial: a graded algebra homomorphism f : A→
B induces a graded algebra homomorphism f˜M : A˜M → B˜M by f˜M (aα) = (f(a))α
for all a ∈ A, α ∈ M . For a fixed M , the formulas A 7→ A˜M , f 7→ f˜M define an
endofunctor of the category of graded algebras GA.
2.4. The universal property. We now formulate the universal property of A˜M .
Note that the linear maps from M to a graded algebra B form a graded module
HM (B) = HomK(M,B) = ⊕p HomK(M,B
p).
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The product of f1, f2 ∈ HM (B) is the map mB(f1 ⊗ f2)µ : M → B where mB :
B ⊗ B → B is the multiplication in B. This makes HM (B) into a graded algebra
called the convolution algebra. The map B 7→ HM (B) obviously extends to a
functor HM : GA → GA.
Lemma 2.1. Let A be a graded algebra and M be a coalgebra. For any graded
algebra B, there is a canonical bijection
(2.4.1) HomGA(A˜M , B)
≃
−→ HomGA(A,HM (B))
which is natural in A and B.
Proof. The map (2.4.1) carries a graded algebra homomorphism r : A˜M → B to
the linear map s = sr : A → HM (B) defined by s(a)(α) = r(aα) for all a ∈ A and
α ∈M . The map s is grading-preserving and multiplicative: for a, b ∈ A,
s(a)s(b)(α) = mB(s(a)⊗ s(b))µ(α) = mB(s(a)⊗ s(b))(α
1 ⊗ α2)
= mB(s(a)(α
1)⊗ s(b)(α2)) = r(aα1 )r(bα2 ) = r(aα1bα2) = r((ab)α) = s(ab)(α).
The map inverse to (2.4.1) carries a graded algebra homomorphism s : A →
HM (B) to the algebra homomorphism r = rs : A˜M → B defined on the generators
by r(aα) = s(a)(α). That this rule is compatible with the bilinearity relations
between the generators of A˜M follows from the linearity of s. The compatibility
with the multiplicativity relations:
r((ab)α) = s(ab)(α) = s(a)s(b)(α) = mB(s(a) ⊗ s(b))µ(α)
= mB(s(a)⊗ s(b))(α
1 ⊗ α2) = s(a)(α1) s(b)(α2) = r(aα1) r(bα2 ) = r(aα1bα2).
Clearly, r preserves the grading, and the maps s 7→ rs and r 7→ sr are mutually
inverse. 
Lemma 2.1 implies the following universal property of A˜M : for any graded alge-
bra B and any graded algebra homomorphism s : A → HM (B), there is a unique
graded algebra homomorphism r : A˜M → B such that the diagram
A //
s
##
●
●
●
●
●
●
●
●
●
●
HM (A˜M )
HM (r)

HM (B)
commutes. Here the horizontal arrow is the graded algebra homomorphism carrying
a ∈ A to the map M → A˜M , α 7→ aα. This homomorphism corresponds to the
identity automorphism of A˜M via (2.4.1).
2.5. The algebra AM . The commutative graded algebra AM = Com(A˜M ) is
called the representation algebra of A with respect to M . This algebra is de-
fined by the same generators and relations as A˜M with additional relations aαbβ =
(−1)|a||b|bβaα for all homogeneous a, b ∈ A and α, β ∈M . The construction of AM
is functorial: a morphism f : A → B in GA induces a morphism f˜M : A˜M → B˜M
in GA, which in its turn induces a morphism fM : AM → BM in the category of
commutative graded algebras CGA. For any commutative graded algebra B,
HomCGA(AM , B)≃HomGA(A˜M , B)≃HomGA(A,HM (B)).
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The algebra AM has the same universal property as A˜M with B running over
commutative graded algebras.
2.6. Examples. 1. Consider the coalgebra M = (MatN (K))
∗ dual to the matrix
algebra MatN (K) with N ≥ 1. For i, j ∈ {1, ..., N}, let τi,j ∈ M be the linear
functional on MatN (K) carrying each matrix to its (i, j)-term. These functionals
form a basis of M . The comultiplication in M carries τi,j to
∑
r τi,r ⊗ τr,j for all
i, j. Given a graded algebra A, we write ai,j for the generator a(τi,j) of A˜M . The
defining relations of A˜M in these generators are as follows:
(ka)i,j = k ai,j , (a+ b)i,j = ai,j + bi,j, (ab)i,j =
N∑
r=1
ai,rbr,j
for all a, b ∈ A, k ∈ K, i, j ∈ {1, ..., N}.
2. Consider the group algebra A = K[G] of a finite group G and the dual
coalgebra M = A∗. The underlying module of M is free with basis {δg}g∈G dual
to the basis {g}g∈G of A. The comultiplication in M is given by
µ(δg) =
∑
x,y∈G
xy=g
δx ⊗ δy for any g ∈ G.
Given a graded algebra A, we write ag for the generator a(δg) of A˜M . The defining
relations of A˜M in these generators are as follows:
(2.6.1) (ka)g = k ag, (a+ b)g = ag + bg, (ab)g =
∑
x,y∈G
xy=g
axby
for all a, b ∈ A, k ∈ K, g ∈ G.
3. If, in the previous example, A = K[π] is the (non-graded) group ring of a
group π, then the algebra A˜M is generated by the set {ag}a∈π,g∈G subject only to
the third relation in (2.6.1) for all a, b ∈ π, g ∈ G.
3. Brackets and double brackets
We recall the notions of Gerstenhaber algebras and double brackets.
3.1. Gerstenhaber algebras. A bracket in a graded module B is a linear map
B⊗B → B. A bracket {−,−} in B is n-graded for n ∈ Z if {Bp, Bq} ⊂ Bp+q+n for
all p, q ∈ Z. An n-graded bracket {−,−} in B determines a linear map {−,−,−} :
B ⊗B ⊗B → B, called the Jacobi form, by
{a, b, c} = (−1)|a|n|c|n {a, {b, c}}+ (−1)|b|n|a|n {b, {c, a}}+ (−1)|c|n|b|n {c, {a, b}}
for any homogeneous a, b, c ∈ B. Note that {a, b, c} = {b, c, a} = {c, a, b}.
By an n-graded biderivation in a graded algebra A we mean an n-graded bracket
{−,−} in A such that for any homogeneous a, b, c ∈ A,
(3.1.1) {a, bc} = {a, b} c+ (−1)|a|n|b|b {a, c} ,
(3.1.2) {ab, c} = a {b, c}+ (−1)|b||c|n {a, c} b,
(3.1.3) {a, b} = −(−1)|a|n|b|n {b, a} .
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Formulas (3.1.1) and (3.1.2) are the n-graded Leibniz rules. Formula (3.1.3) is the
n-graded antisymmetry. Clearly, each of the Leibniz rules follows from the other
one and the antisymmetry.
An n-graded biderivation in a graded algebra is Gerstenhaber if its Jacobi form
is equal to zero (this is the n-graded Jacobi identity). An n-graded Gerstenhaber
biderivation is also called an n-graded Gerstenhaber bracket. A graded algebra
equipped with an n-graded Gerstenhaber bracket is called an n-graded Gerstenhaber
algebra. For non-graded algebras (i.e., for graded algebras concentrated in degree
zero) and n = 0, we say “Poisson” instead of “Gerstenhaber”.
An example of a 0-graded Gerstenhaber algebra in provided by an arbitrary
graded algebra with bracket {a, b} = ab− (−1)|a||b|ba for homogeneous a, b.
3.2. Double brackets. Double brackets in algebras were introduced by Van den
Bergh [8]. The exposition here follows [6]. We begin with notation.
The tensor product of m ≥ 2 copies of a graded algebra A is denoted A⊗m. For
a permutation (i1, . . . , im) of (1, . . . ,m) and n ∈ Z, the symbol Pi1···im,n denotes
the n-graded permutation A⊗m → A⊗m carrying a1 ⊗ · · · ⊗ am with homogeneous
a1, . . . , am ∈ A to (−1)
tai1 ⊗ · · · ⊗ aim where t ∈ Z is the sum of the products
|aik |n |ail |n over all pairs of indices k < l such that ik > il. Set Pi1···im = Pi1···im,0.
We define two A-bimodule structures on A⊗2 by a(x⊗ y)b = ax⊗ yb and
a ∗ (x⊗ y) ∗ b = (−1)|a||xb|+|b||y| xb ⊗ ay
for any homogeneous a, b, x, y ∈ A.
An n-graded double bracket in A with n ∈ Z is a linear map {{−,−} ∈ End(A⊗2)
satisfying the following conditions:
(i) (the grading condition) for any integers p, q,
{{Ap, Aq}} ⊂
⊕
i+j=p+q+n
Ai ⊗Aj ;
(ii) (the n-graded antisymmetry) {{−,−} P21,n = −P21 {−,−} ;
(iii) (the n-graded Leibniz rules) for all homogeneous a, b, c ∈ A,
(3.2.1) {{a, bc} = {{a, b}} c+ (−1)|a|n|b|b { a, c} ,
(3.2.2) {{ab, c} = a ∗ {{b, c} + (−1)|b||c|n { a, c} ∗ b.
Note that (3.2.2) is a consequence of (3.2.1) and the antisymmetry. Observe
also that each x ∈ A ⊗ A expands (non-uniquely) as a sum x =
∑
i x
′
i ⊗ x
′′
i where
x′i, x
′′
i ∈ A are homogeneous and the index i runs over a finite set. In the sequel,
we will drop the index and the summation sign and write simply x = x′ ⊗ x′′. In
this notation,
{{a, b} = {{a, b}
′
⊗ {{a, b}}
′′
for any a, b ∈ A. The n-graded antisymmetry condition may be rewritten as
(3.2.3) {{b, a} = −(−1)|a|n|b|n+|{ a,b}}
′||{ a,b} ′′| { a, b}
′′
⊗ { a, b}
′
for any homogeneous a, b ∈ A.
An n-graded double bracket {{−,−} in A determines a linear endomorphism
{−,−,−} of A⊗3, called the induced tribracket, by
(3.2.4) {{−,−,−} =
2∑
i=0
P i312({{−,−} ⊗ idA)(idA⊗{−,−} )P
−i
312,n.
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The double bracket {{−,−} is an n-graded double Gerstenhaber bracket if the in-
duced tribracket is equal to zero. The pair (A, {{−,−} ) is called then an n-graded
double Gerstenhaber algebra. For non-graded algebras and n = 0, we say “Poisson”
instead of “Gerstenhaber”.
4. Cyclic bilinear forms and induced brackets
We define cyclic bilinear forms on coalgebras and introduce the associated brack-
ets in representation algebras.
4.1. The map v̂. The comultiplication µ in a coalgebra M induces a linear map
µm :M →M⊗m for all m ≥ 2. Namely, µ2 = µ and inductively, for m ≥ 3,
µm = (idM⊗k ⊗µ⊗ idM⊗(m−k−2))µ
m−1 :M →M⊗m
where k is any integer between 0 and m − 2. The coassociativity of µ ensures
that µm does not depend on the choice of k. For α ∈ M , we write µm(α) =
α1 ⊗ α2 ⊗ · · · ⊗ αm where α1, α2, ..., αm ∈ M depend on an index running over a
finite set, and summation over this index is tacitly assumed.
We identify elements of (M ⊗ M)∗ = HomK(M
⊗2,K) with K-valued bilinear
forms on M . Each v ∈ (M ⊗M)∗ determines a linear map v̂ :M⊗2 →M⊗2 by
(4.1.1) v̂(α⊗ β) = v(α ⊗ β2)β1 ⊗ β3
for any α, β ∈M .
For a permutation (i1, . . . , im) of (1, . . . ,m) with m ≥ 2, the symbol pi1···im
denotes the linear map M⊗m →M⊗m carrying any vector α1 ⊗ · · · ⊗ αm to αi1 ⊗
· · · ⊗ αim . In particular, p21 :M
⊗2 →M⊗2 is the flip of the tensor factors.
Lemma 4.1. For any v ∈ (M ⊗M)∗, the following two diagrams commute:
M ⊗M
idM ⊗µ

v̂
// M ⊗M
idM ⊗µ

M ⊗M ⊗M
v̂⊗idM
// M ⊗M ⊗M,
M ⊗M
idM ⊗µ

v̂
// M ⊗M
µ⊗idM
))❘
❘
❘
❘❘
❘
❘
❘❘
❘
❘❘
❘
❘
❘❘
M ⊗M ⊗M
p21⊗idM
// M ⊗M ⊗M
idM ⊗v̂
// M ⊗M ⊗M.
Proof. The commutativity of the first diagram: for any α, β ∈M ,
(v̂ ⊗ idM )(idM ⊗µ)(α⊗ β) = (v̂ ⊗ idM )(α ⊗ β
1 ⊗ β2)
= v(α ⊗ β2)β1 ⊗ β3 ⊗ β4 = (idM ⊗µ)(v(α ⊗ β
2)β1 ⊗ β3) = (idM ⊗µ)v̂(α⊗ β).
The commutativity of the second diagram is verified similarly: for α, β ∈M ,
(idM ⊗v̂)(p21 ⊗ idM )(idM ⊗µ)(α⊗ β) = (idM ⊗v̂)(β
1 ⊗ α⊗ β2)
= v(α⊗ β3)β1 ⊗ β2 ⊗ β4 = v(α⊗ β2)µ(β1)⊗ β3 = (µ⊗ idM )v̂(α⊗ β). 
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Given α, β ∈ M , we can expand v̂(α ⊗ β) as a finite sum
∑
i xi ⊗ yi with
xi, yi ∈M . To shorten the formulas, we will suppress the index and the summation
sign and write αβ for xi and β
α for yi. Thus, we write v̂(α⊗ β) = αβ ⊗β
α. In this
notation, Lemma 4.1 says that for any α, β ∈M ,
(4.1.2) αβ ⊗ (β
α)1 ⊗ (βα)2 = α(β1) ⊗ (β
1)α ⊗ β2,
(4.1.3) (αβ)
1 ⊗ (αβ)
2 ⊗ βα = β1 ⊗ α(β2) ⊗ (β
2)α.
4.2. Cyclic bilinear forms. We call a bilinear form v ∈ (M ⊗ M)∗ cyclic if
the endomorphisms v̂ and p21 of M
⊗2 commute: v̂p21 = p21v̂ or, equivalently,
v̂ = p21v̂p21. A bilinear form v is cyclic if and only if for any α, β ∈M ,
(4.2.1) v(α ⊗ β2)β1 ⊗ β3 = v(β ⊗ α2)α3 ⊗ α1.
In the notation above, this can be rewritten as αβ ⊗ β
α = αβ ⊗ βα.
The set of cyclic bilinear forms onM is a submodule of (M⊗M)∗. In particular,
v = 0 is cyclic. More interesting examples will be given in Sections 5 and 6.
The following lemma is our main technical result. It derives a bracket in the
representation algebra AM from a double bracket in A and a cyclic form on M .
Lemma 4.2. Let {{−,−} be an n-graded double bracket in a graded algebra A with
n ∈ Z. Let v be a cyclic bilinear form on a coalgebra M . There is a unique n-graded
biderivation {−,−}v in AM such that for any a, b ∈ A and α, β ∈M ,
(4.2.2) {aα, bβ}v = { a, b}
′
αβ
{{a, b}}
′′
βα = v(α⊗ β
2) {{a, b}
′
β1 {{a, b}
′′
β3
where we expand {{a, b} = {{a, b}
′
⊗{ a, b}
′′
as in Section 3.2. The associated Jacobi
form {−,−,−}v in AM is computed on the generators of AM as follows: for any
homogeneous a, b, c ∈ A and any α, β, γ ∈M ,
(4.2.3) {aα, bβ, cγ}v = Q−R
where
(4.2.4) Q = Q(a, b, c, α, β, γ) = (−1)|a|n|c|n{{a, b, c}
′
α(βγ )
{{a, b, c}
′′
(βγ)α
{{a, b, c}
′′′
γβ ,
(4.2.5) R = R(a, b, c, α, β, γ) = (−1)|ab||c|n{{a, c, b} ′α
(γβ )
{ a, c, b} ′′(γβ)α{{a, c, b}}
′′′
βγ
.
Proof. The uniqueness of {−,−}v is obvious because the symbols aα generate AM .
To prove the existence, consider the graded algebra A generated by the symbols
{aα | a ∈ A,α ∈M} with |aα| = |a| subject to the bilinearity relations. The kernel
of the natural projection A → AM is generated by the multiplicativity relations
and the commutativity relations. It is clear that there is a unique bilinear pairing
{−,−} : A⊗A → AM given by (4.2.2) on the generators and satisfying the Leibniz
rules. We claim that this pairing is antisymmetric and the kernel of the projection
A → AM lies in its annihilator. This will imply the existence of {−,−}v.
Pick any homogeneous a, b ∈ A and set x = { a, b} ∈ A⊗A. For α, β ∈M ,
{aα, bβ} = x
′
αβ
x′′βα = x
′
αβx
′′
βα
= (−1)|x
′||x′′|x′′βαx
′
αβ
= −(−1)|a|n|b|n { b, a} ′βα {{b, a}
′′
αβ = −(−1)
|a|n|b|n {bβ, aα}
where the penultimate equality follows from the antisymmetry of {{−,−} . There-
fore, the bracket {−,−} : A ⊗ A → AM is antisymmetric in the sense that
{f, g} = −(−1)|f |n|g|n {g, f} for any homogeneous f, g ∈ A.
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Pick homogeneous a, b, c ∈ A and set x = { a, b} , y = {{a, c}}. Then
{{a, bc} = xc+ (−1)|a|n|b|by = x′ ⊗ x′′c+ (−1)|a|n|b|by′ ⊗ y′′.
For α, β ∈M ,
{aα, (bc)β} = {{a, bc}
′
αβ
{{a, bc}}
′′
βα = x
′
αβ
(x′′c)βα + (−1)
|a|n|b|(by′)αβy
′′
βα
= x′αβx
′′
(βα)1c(βα)2 + (−1)
|a|n|b|b(αβ)1y
′
(αβ)2
y′′βα .
On the other hand,{
aα, bβ1cβ2
}
=
{
aα, bβ1
}
cβ2 + (−1)
|a|n|b|bβ1
{
aα, cβ2
}
= x′α(β1)x
′′
(β1)αcβ2 + (−1)
|a|n|b|bβ1y
′
α(β2)
y′′(β2)α .
Now, the identities (4.1.2) and (4.1.3) imply that {aα, (bc)β} =
{
aα, bβ1cβ2
}
.
Therefore, the bracket {−,−} : A ⊗ A → AM annihilates the multiplicativity
relations. It also annihilates the commutativity relations:
{aα, bβcγ} = {aα, bβ} cγ + (−1)
|a|n|b|bβ {aα, cγ}
= (−1)|ab|n|c|cγ {aα, bβ}+ (−1)
|a|n|b|+|ac|n|b| {aα, cγ} bβ
= (−1)|c||b| {aα, cγ} bβ + (−1)
|ab|n|c|cγ {aα, bβ}
= {aα, (−1)
|b||c|cγbβ}.
It remains only to prove (4.2.3). In the rest of the argument, we write {−,−}
for {−,−}v. The identities P
−1
312,n = P
2
312,n = P231,n imply that
{{a, b, c} =
{{
a, {{b, c}
′}}
⊗ {{b, c}}
′′
+ (−1)|a|n|bc|P312
({{
b, { c, a}}
′}}
⊗ {{c, a}}
′′)
+(−1)|ab||c|nP231
({{
c, { a, b}
′}}
⊗ {{a, b}
′′)
=
{{
a, {{b, c} ′
}}′
⊗
{{
a, {{b, c} ′
}}′′
⊗ {{b, c} ′′
+(−1)|a|n|bc|P312
({{
b, { c, a}
′}}′
⊗
{{
b, {{c, a}}
′}}′′
⊗ {{c, a}}
′′
)
+(−1)|ab||c|nP231
({{
c, {{a, b}
′}}′
⊗
{{
c, {{a, b}
′}}′′
⊗ {{a, b}
′′
)
.
Using the commutativity of AM , we deduce that for any ϕ, ψ, ρ ∈M ,
{{a, b, c}
′
ϕ{{a, b, c}
′′
ψ{ a, b, c}
′′′
ρ(4.2.6)
=
{{
a, {{b, c}
′}}′
ϕ
{{
a, {{b, c}}
′}}′′
ψ
{ b, c}
′′
ρ
+(−1)|a|n|bc|
{{
b, { c, a}}′
}}′
ψ
{{
b, {{c, a}}′
}}′′
ρ
{{c, a}}′′ϕ
+(−1)|ab||c|n
{{
c, { a, b}
′}}′
ρ
{{
c, { a, b}
′}}′′
ϕ
{{a, b}
′′
ψ .
Setting ϕ = α(βγ), ψ = (βγ)
α, ρ = γβ and multiplying by (−1)|a|n|c|n , we obtain
Q = (−1)|a|n|c|nu1 + (−1)
|a|n|b|nu2 + (−1)
|b|n|c|nu3
where
u1 =
{{
a, {{b, c}
′}}′
α(βγ )
{{
a, { b, c}
′}}′′
(βγ)α
{{b, c}
′′
γβ
u2 =
{{
b, { c, a}
′}}′
(βγ)α
{{
b, {{c, a}}
′}}′′
γβ
{{c, a}
′′
α(βγ )
u3 =
{{
c, {{a, b}
′}}′
γβ
{{
c, {{a, b}}
′}}′′
α(βγ )
{{a, b}
′′
(βγ)α
.
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Permuting b and c in (4.2.6), we similarly obtain that
R = (−1)|ab||c|nt1 + (−1)
|ac||b|nt2 + (−1)
|bc||a|nt3
where
t1 =
{{
a, {{c, b}
′}}′
α
(γβ )
{{
a, {{c, b}
′}}′′
(γβ)α
{{c, b}
′′
βγ
t2 =
{{
c, {{b, a}
′}}′
(γβ)α
{{
c, {{b, a}}
′}}′′
βγ
{{b, a}
′′
α
(γβ )
t3 =
{{
b, { a, c} ′
}}′
βγ
{{
b, {{a, c}}′
}}′′
α
(γβ)
{{a, c}}′′(γβ)α .
We next compute {aα, bβ , cγ}v. Set x = {{b, c} ∈ A
⊗2 and observe that
{aα, {bβ , cγ}} = {aα, x
′
βγ
x′′γβ} = {aα, x
′
βγ
x′′γβ}+ (−1)
|a|n|x
′|x′βγ{aα, x
′′
γβ}
= {{a, x′}}
′
α(βγ )
{{a, x′}}
′′
(βγ)α
x′′γβ + (−1)
|a|n|x
′|x′βγ {{a, x
′′}}
′
α
(γβ)
{{a, x′′}}
′′
(γβ)α .
We rewrite the last summand as follows. Note that
| {{a, x′′}}
′
α
(γβ )
{{a, x′′}}
′′
(γβ)α | = | {{a, x
′′}}
′
{{a, x′′}}
′′
| = |a|+ |x′′|+ n = |a|n + |x
′′|.
Also, by (3.2.3), x′ ⊗ x′′ = −(−1)|b|n|c|n+|y
′||y′′|y′′ ⊗ y′ where y = {{c, b}}. These
formulas and the commutativity of AM imply that
(−1)|a|n|x
′|x′βγ {{a, x
′′}}
′
α
(γβ )
{ a, x′′}
′′
(γβ)α
= (−1)|x
′||x′′| {{a, x′′}}
′
α
(γβ)
{{a, x′′}}
′′
(γβ)α x
′
βγ
= −(−1)|b|n|c|n {{a, y′}}
′
α
(γβ)
{{a, y′}}
′′
(γβ)α y
′′
βγ
.
As a result, we obtain that
(−1)|a|n|c|n {aα, {bβ, cγ}} = (−1)
|a|n|c|nw1 − (−1)
|ab||c|nz1
where
w1 =
{{
a, {{b, c} ′
}}′
α(βγ )
{{
a, { b, c} ′
}}′′
(βγ)α
{{b, c} ′′γβ ,
z1 =
{{
a, {{c, b}
′}}′
α
(γβ )
{{
a, { c, b}
′}}′′
(γβ)α
{{c, b}
′′
βγ
.
Cyclically permuting aα, bβ, cγ , we obtain
(−1)|a|n|b|n {bβ, {cγ , aα}} = (−1)
|a|n|b|nw2 − (−1)
|bc||a|nz2,
(−1)|b|n|c|n {cγ , {aα, bβ}} = (−1)
|b|n|c|nw3 − (−1)
|ac||b|nz3
where
w2 =
{{
b, {{c, a}}
′}}′
β(γα)
{{
b, { c, a}}
′}}′′
(γα)β
{{c, a}}
′′
αγ ,
z2 =
{{
b, {{a, c}}′
}}′
β(αγ )
{{
b, {{a, c}}′
}}′′
(αγ)β
{{a, c}}′′γα ,
w3 =
{{
c, {{a, b}}
′}}′
γ(αβ)
{{
c, { a, b}
′}}′′
(αβ)γ
{{a, b}
′′
βα ,
z3 =
{{
c, {{b, a}}
′}}′
γ(βα)
{{
c, { b, a}
′}}′′
(βα)γ
{{b, a}
′′
αβ
.
Below we prove that
w1 = u1, w2 = u2, w3 = u3, z1 = t1, z2 = t3, z3 = t2.
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Therefore
{aα, bβ, cγ}v =
(−1)|a|n|c|n {aα, {bβ, cγ}}+ (−1)
|a|n|b|n {bβ, {cγ , aα}}+ (−1)
|b|n|c|n {cγ , {aα, bβ}}
= (−1)|a|n|c|nu1 + (−1)
|a|n|b|nu2 + (−1)
|b|n|c|nu3
−(−1)|ab||c|nt1 − (−1)
|bc||a|nt3 − (−1)
|ac||b|nt2 = Q−R.
The equalities w1 = u1 and z1 = t1 are tautological. The formula w2 = u2 would
follow from the identity
(4.2.7) β(γα) ⊗ (γα)
β ⊗ αγ = (βγ)
α ⊗ γβ ⊗ α(βγ).
Similarly, the formulas w3 = u3, z2 = t3, z3 = t2 would follow from the identities
(4.2.8) γ(αβ) ⊗ (αβ)
γ ⊗ βα = γβ ⊗ α(βγ) ⊗ (βγ)
α,
(4.2.9) β(αγ) ⊗ (α
γ)β ⊗ γα = βγ ⊗ α(γβ) ⊗ (γ
β)α,
(4.2.10) γ(βα) ⊗ (β
α)γ ⊗ αβ = (γ
β)α ⊗ βγ ⊗ α(γβ).
Formula (4.2.8) is deduced from (4.2.7) by replacing α, β, γ with γ, α, β, respectively,
and permuting the tensor factors. Formula (4.2.9) is deduced from (4.2.10) by
replacing α, β, γ with β, γ, α, respectively, and permuting the tensor factors. It
remains to prove (4.2.7) and (4.2.10).
We rewrite (4.2.7) in the equivalent form
(4.2.11) αγ ⊗ β(γα) ⊗ (γα)
β = α(βγ) ⊗ (βγ)
α ⊗ γβ.
Set
X = v̂ ⊗ idM ∈ EndM
⊗3 and Y = idM ⊗v̂ ∈ EndM
⊗3.
The sides of (4.2.11) are the images of β⊗γ⊗α ∈M⊗3 under p312XY and XY p312.
Thus, (4.2.11) follows from the equality
(4.2.12) p312XY = XY p312
which we now prove. For α, β, γ ∈M ,
XY (α⊗ β ⊗ γ) = X(v(β ⊗ γ2)α⊗ γ1 ⊗ γ3)
= v(α ⊗ γ2)v(β ⊗ γ4)γ1 ⊗ γ3 ⊗ γ5.
Hence,
p312XY (α⊗ β ⊗ γ) = v(α⊗ γ
2)v(β ⊗ γ4)γ5 ⊗ γ1 ⊗ γ3.
Similarly,
XY p312(α⊗ β ⊗ γ) = XY (γ ⊗ α⊗ β)
= v(α⊗ β4)v(γ ⊗ β2)β1 ⊗ β3 ⊗ β5.
We must show that
(4.2.13) v(α⊗ β4)v(γ ⊗ β2)β1 ⊗ β3 ⊗ β5 = v(α⊗ γ2)v(β ⊗ γ4)γ5 ⊗ γ1 ⊗ γ3.
To this end, we take (4.2.1) and replace α with γ. This gives
v(γ ⊗ β2)β1 ⊗ β3 = v(β ⊗ γ2)γ3 ⊗ γ1.
Applying idM ⊗µ
3 to both sides, we obtain that
v(γ ⊗ β2)β1 ⊗ β3 ⊗ β4 ⊗ β5 = v(β ⊗ γ4)γ5 ⊗ γ1 ⊗ γ2 ⊗ γ3.
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We apply to both sides the linear map M⊗4 →M⊗3 carrying any x⊗ y ⊗ z ⊗ t to
v(α⊗ z)x⊗ y ⊗ t. This gives (4.2.13) and completes the proof of (4.2.7).
To prove (4.2.10), we rewrite it in the following equivalent form:
αβ ⊗ γ(βα) ⊗ (β
α)γ = α(γβ) ⊗ (γ
β)α ⊗ βγ .
The latter can be reformulated in terms of the maps X,Y as the equality
(4.2.14) Y p132X = Xp132Y.
To prove (4.2.14), set σ = p213 and τ = p132. Clearly σ
2 = τ2 = 1, στσ = τστ ,
p312 = στ . It follows from the definition of X and Y that Y = p312Xp
−1
312 = στXτσ.
Formula (4.2.12) may be rewritten in this notation as
στXστXτσ = XστXτσστ = XστX.
The cyclicity of v gives σX = Xσ and τY = Y τ . Then
Y p132X = Y τX = στXτστX = στXστσX
= στXστXσ = στXστXστσστ = στXστXτστστ
= XστXτστ = XY τ = XτY = Xp132Y. 
We can now formulate the main result of this paper.
Theorem 4.3. For any n-graded double Gerstenhaber bracket {{−,−} in a graded
algebra A and any cyclic bilinear form v on a coalgebra M , the n-graded biderivation
{−,−}v in the representation algebra AM is an n-graded Gerstenhaber bracket.
Proof. We need to prove that the Jacobi form {−,−,−}v in AM associated with
the bracket {−,−}v is equal to zero. Using the n-graded Leibniz rules and the
antisymmetry for {−,−}v, we easily compute that the Jacobi form satisfies the
following Leibniz-type formula: for any a1, a2, b, c ∈ AM ,
(4.2.15) {a1a2, b, c}v = (−1)
|a1||c|na1{a2, b, c}v + (−1)
|a2||b|n{a1, b, c}va2.
This and the cyclic invariance of the Jacobi form imply that if this form is zero
on the generators of AM , then it is zero on all elements of AM . The theorem now
follows from Lemma 4.2 and the assumption {{−,−,−} = 0. 
For non-graded algebras, Theorem 4.3 yields Theorem 1.1 of the introduction.
5. Cyclic structures on algebras and coalgebras
We reformulate cyclic bilinear forms on coalgebras in terms of so-called cyclic
structures on coalgebras and algebras.
5.1. Cyclic structures on coalgebras. A cyclic structure on a coalgebra M is a
linear map M →M∗, α 7→ α such that for any α, β ∈M ,
(5.1.1) α(β2)β1 ⊗ β3 = β(α2)α3 ⊗ α1.
Lemma 5.1. For v ∈ (M ⊗M)∗, we let adv : M → M
∗ be the left adjoint map
carrying any α ∈M to the linear map M → K, β 7→ v(α⊗ β). Then:
(a) v ∈ (M ⊗M)∗ is cyclic if and only if adv is a cyclic structure on M ;
(b) the formula v 7→ adv establishes a bijection of the set of cyclic bilinear forms
on M onto the set of cyclic structures on M .
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Proof. For α, β ∈M ,
v̂p21(β ⊗ α) = v̂(α⊗ β) = v(α⊗ β
2)β1 ⊗ β3 = adv(α)(β
2)β1 ⊗ β3
and
p21v̂(β ⊗ α) = p21(v(β ⊗ α
2)α1 ⊗ α3) = v(β ⊗ α2)α3 ⊗ α1 = adv(β)(α
2)α3 ⊗ α1.
Clearly, v̂p21 = p21v̂ if and only if adv is a cyclic structure on M . This proves (a).
Claim (b) is obvious; the inverse bijection carries a cyclic structureM →M∗, α 7→ α
to the bilinear form α⊗ β 7→ α(β) on M . 
5.2. Cyclic structures on algebras. Dualizing cyclic structures on coalgebras
we obtain the following notion. A cyclic structure on an algebra A is a linear map
A∗ → A, α 7→ α such that α(aβb) = β(bαa) for any α, β ∈ A∗ and a, b ∈ A. Here
and below A∗ = HomK(A,K).
Given a coalgebra M , a cyclic structure M∗∗ →M∗, x 7→ x on the dual algebra
M∗ induces (under additional assumptions) a cyclic structure on M . Recall that
multiplication in M∗ is defined by (ab)(α) = a(α1)b(α2) for a, b ∈ M∗ and any
α ∈M . Let e : M →M∗∗ be the evaluation map carrying α ∈M to the functional
M∗ → K, a 7→ a(α). For α, β ∈M , a, b ∈M∗,
a(β1) e(α)(β2) b(β3) = (a e(α) b)(β) = e(β)(a e(α) b)
= e(α)(b e(β)a) = (b e(β)a)(α) = b(α1) e(β)(α2) a(α3).
In other words, the evaluations of a⊗ b on the vectors
(5.2.1) e(α)(β2)β1 ⊗ β3, e(β)(α2)α3 ⊗ α1 ∈M ⊗M
are equal. Since this holds for all a, b ∈ M∗, we can deduce the following: if the
underlying module of M is free, then the vectors (5.2.1) are equal for all α, β ∈M .
This means that e :M →M∗ is a cyclic structure on M .
We will often focus on algebras and coalgebras whose underlying modules are free
of finite rank. Any such algebra A is dual to a well defined coalgebra (M = A∗, µ)
where µ :M →M ⊗M is determined by the condition that the evaluation of µ(α)
on a⊗ b is equal to α(ab) for any α ∈M , a, b ∈ A. The evaluation map M →M∗∗
is an isomorphism and we use it to identify M∗∗ with M . The arguments above
show that cyclic structures on M and A are the same maps M → A. The cyclic
bilinear form v :M ⊗M → K associated with a cyclic structure M → A, α 7→ α is
computed by v(α⊗ β) = β(α) for α, β ∈M .
5.3. Example. In Example 2.6.2, any conjugation-invariant function F : G → K
determines a cyclic structure M = A∗ → A on A and on M by
δg =
∑
z∈G
F (gz)z ∈ A for g ∈ G.
The cyclic identity is easily verified on the basis vectors: for any a, b, g, h ∈ G,
δg(aδhb) = δg(
∑
z∈G
F (hz)azb) = F (ha−1gb−1)
= F (gb−1ha−1) = δh(
∑
z∈G
F (gz)bza) = δh(bδga).
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The associated cyclic bilinear form v on M is computed by v(δg ⊗ δh) = F (gh)
for g, h ∈ G. Given a graded algebra A with double bracket {{−,−} , the bracket
{−,−}v in AM is computed from (4.2.2): for a, b ∈ A and g, h ∈ G,
{ag, bh}v =
∑
x,y∈G
F (gx−1hy−1) {{a, b}
′
x {{a, b}}
′′
y .
Note that a linear representation ρ : G → GLN (K) with N ≥ 1 determines a
conjugation-invariant function G → K, g 7→ tr(ρ(g)). The corresponding cyclic
bilinear form on M carries δg ⊗ δh to tr(ρ(gh)) for any g, h ∈ G.
6. Cyclic bilinear forms from Frobenius algebras
We show how to derive cyclic bilinear forms from symmetric Frobenius algebras.
We begin by recalling basic definitions concerning Frobenius algebras.
6.1. Frobenius algebras. A K-valued bilinear form is non-degenerate if its left
adjoint map is an isomorphism. A Frobenius algebra is a pair consisting of an
algebra A whose underlying module is free of finite rank and a non-degenerate
bilinear form (−,−) : A × A → K such that (ab, c) = (a, bc) for any a, b, c ∈ A.
The algebra A is not required to be graded or unital. The form (−,−) is called the
Frobenius pairing.
A Frobenius algebra A is symmetric if the Frobenius pairing is symmetric, i.e.,
(a, b) = (b, a) for any a, b ∈ A. An example of a symmetric Frobenius algebra is
provided by the ring K with the ring multiplication in the role of the Frobenius
pairing. Any unital commutative Frobenius algebra A is symmetric: for a, b ∈ A,
(a, b) = (a, b1A) = (ab, 1A) = (ba, 1A) = (b, a1A) = (b, a).
6.2. From Frobenius algebras to cyclic forms. The following theorem derives
from every symmetric Frobenius algebra a cyclic bilinear form on the dual coalgebra.
Theorem 6.1. Let A be a symmetric Frobenius algebra with Frobenius pairing
(−,−). For any α ∈ A∗, there is a unique α ∈ A such that α(a) = (a, α) for all
a ∈ A. The map A∗ → A, α 7→ α is a cyclic structure on A and on A∗. The
associated cyclic bilinear form v on A∗ is given by v(α ⊗ β) = β(α) = (α, β) for
any α, β ∈ A∗.
Proof. The existence and uniqueness of α follows from the non-degeneracy of the
Frobenius pairing. For any α, β ∈ A∗ and a, b ∈ A,
α(aβb) = (aβb, α) = (aβ, bα) = (bα, aβ) = (bαa, β) = β(bαa).
The computation of v follows from the remark at the end of Section 5.2. 
We will combine Theorem 6.1 with the following construction of symmetric
Frobenius algebras. Let A be an algebra whose underlying module is free of fi-
nite rank. We say that θ ∈ A∗ is trace-like if the bilinear form (−,−)θ on A defined
by (a, b)θ = θ(ab) for a, b ∈ A is symmetric and non-degenerate. Then the pair
(A, (−,−)θ) is a symmetric Frobenius algebra. The associated cyclic bilinear form
on the coalgebra A∗ will be denoted vθ.
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6.3. Examples. 1. The group algebra A = K[G] of a finite group G has a trace-
like θ ∈ A∗ which carries the neutral element of G to 1 and all other elements of
G to 0. The cyclic form vθ on A
∗ is the bilinear form of Section 5.3 determined by
the function θ|G : G→ K.
2. In analogy with quartenions we define a unital algebraA = K1A⊕Ki⊕Kj⊕Kk
with unique (associative) multiplication such that i2 = j2 = k2 = ijk = −1A. The
linear map θ : A → K carrying 1A to 1K and i, j, k to 0 is trace-like. This turns A
into a (non-commutative) symmetric Frobenius algebra and yields a cyclic bilinear
form vθ on the dual coalgebra A
∗.
3. For any n ≥ 1, the truncated polynomial algebra A = K[x]/xn+1 has a trace-
like θ ∈ M = A∗ defined by θ(xn) = 1 and θ(xi) = 0 for i = 0, 1, ..., n − 1. Let
(ui)
n
i=0 be the basis of M dual to the basis (x
i)ni=0 of A. The comultiplication µ in
M , the cyclic structure M → A, α 7→ α, and the form vθ on M are computed by
µ(ui) =
∑
0≤k≤i
uk ⊗ ui−k, ui = x
n−i, vθ(ui ⊗ uj) = δi+j,n
for all i, j ∈ {0, 1, ..., n}. Given a graded algebra A, we write ai for the generator
aui of AM . The bracket {−,−}v in AM derived from a double bracket {{−,−} in
A is computed from (4.2.2): for any a, b ∈ A and i, j ∈ {0, 1, ..., n},
{ai, bj}v =
∑
0≤k≤i+j−n
{ a, b}
′
k {{a, b}
′′
i+j−n−k .
It is understood that if i+ j − n < 0, then the right-hand side is equal to zero.
4. In Example 2.6.1, the trace of matrices θ =
∑
i τi,i is a trace-like element
of M . The associated cyclic form vθ on M is computed by vθ(τi,j ⊗ τk,l) = δilδjk
for all i, j, k, l ∈ {1, ..., N} where δ is the Kronecker delta. Given a graded algebra
A with a double bracket {{−,−} , the bracket {−,−}v in AM is computed from
(4.2.2): for any a, b ∈ A and i, j, k, l,
{ai,j , bk,l}v = {{a, b}
′
k,j { a, b}
′′
i,l .
This bracket was first introduced by Van den Bergh [8].
5. In generalization of the previous example, consider a symmetric Frobenius
algebra (A, (−,−)) with cyclic structure A∗ → A, α 7→ α and with cyclic bilinear
form v on A∗ as in Theorem 6.1. For any integer N ≥ 1, the matrix algebra
MatN(A) acquires a symmetric Frobenius pairing
(a, b) =
N∑
i,j=1
(aij , bji) ∈ K
where a = (aij)i,j , b = (bij)i,j ∈ MatN (A). This determines a cyclic structure
α 7→ α and a cylic bilinear form, vN , on the coalgebra M = (MatN (A))
∗. We
identify elements of M with matrices α = (αij)i,j where i, j ∈ {1, ..., N}, αij ∈ A
∗
for all i, j, so that α(a) =
∑
i,j αij(aij) for any a = (aij)i,j ∈ MatN (A). It is easy
to see that α = (αji)i,j and vN (α⊗ β) =
∑
i,j v(αij ⊗ βji) for any α, β ∈M .
6.4. Remark. Each 2-dimensional Topological Quantum Field Theory (TQFT)
gives rise to a unital commutative Frobenius algebra, see [3]. Combining with
Theorem 6.1, we conclude that every 2-dimensional TQFT gives rise to a cyclic
bilinear form on a coalgebra.
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7. A group action on AM
We show that coalgebra automorphisms of M act on AM by algebra automor-
phisms and study the behavior of the bracket (4.2.2) under this action. For counital
M , we exhibit a group of automorphisms of AM preserving the bracket.
7.1. The group Aut(M). A coalgebra automorphism of a coalgebra M = (M,µ)
is an invertible linear map ω :M →M such that µω = (ω⊗ω)µ. Let Ω = Aut(M)
be the group of all coalgebra automorphisms of M with multiplication ωω′ = ω ◦ω′
for ω, ω′ ∈ Ω.
Lemma 7.1. The group Ω acts on (M ⊗M)∗ on the right by v 7→ vω = v(ω ⊗ ω)
for ω ∈ Ω and v ∈ (M⊗M)∗. This action preserves the set of cyclic bilinear forms.
Proof. The first claim is obvious. It is easy to check that for any v ∈ (M ⊗M)∗,
v̂ω = (ω ⊗ ω)−1v̂(ω ⊗ ω) ∈ End(M ⊗M).
If v is cyclic, then p21 commutes with both v̂ and ω ⊗ ω and hence commutes
with v̂ω. Hence, vω is cyclic. 
For any graded algebra A, there is a natural left action of Ω = Aut(M) on
A˜M . Any ω ∈ Ω acts on the generators by ωaα = aω(α). This extends uniquely
to a graded algebra automorphism of A˜M . The compatibility with the bilinearity
relations is obvious. The compatibility with the multiplicativity relations:
ω(ab)α = (ab)ω(α) = a(ω(α))1b(ω(α))2 = aω(α1)bω(α2) = ωaα1 · ωbα2 = ω(aα1bα2)
where the third equality holds because µω = (ω ⊗ ω)µ. The action of Ω on A˜M
induces an action of Ω on AM = Com(A˜M ) by graded algebra automorphisms.
Lemma 7.2. For any cyclic bilinear form v on M , any ω ∈ Ω and x, y ∈ AM , we
have {ωx, ωy}v = ω {x, y}vω . Therefore, the bracket {−,−}v in AM is preserved
under the action of the isotropy group {ω ∈ Ω | vω = v} of v.
Proof. It is easy to see that if the identity {ωx, ωy}v = ω {x, y}vω holds for gener-
ators of AM , then it holds for any x, y ∈ AM . Given a, b ∈ A and α, β ∈M ,
{ωaα, ωbβ}v =
{
aω(α), bω(β)
}
v
= v(ω(α) ⊗ ω(β)2) {{a, b}
′
ω(β)1 {{a, b}
′′
ω(β)3
= v(ω(α) ⊗ ω(β2)) {{a, b}
′
ω(β1) {{a, b}
′′
ω(β3)
= vω(α⊗ β2)ω({{a, b} ′β1)ω({{a, b}}
′′
β3)
= ω(vω(α⊗ β2) {{a, b}
′
β1 { a, b}
′′
β3) = ω {aα, bβ}vω .

7.2. The counital case. For a counital coalgebra M , one defines inner automor-
phisms as follows. Note that the counit ε = εM ∈ M
∗ is a two-sided unit of the
algebraM∗ dual toM . SinceM∗ has a unit, we can consider the group U = U(M∗)
of invertible elements of M∗. Each u ∈ U acts on M by the inner automorphism
α 7→ uα = u−1(α1)α2u(α3). This defines a left action of U on M by coalgebra au-
tomorphisms, that is a homomorphism U → Aut(M). Composing with the actions
of Aut(M) on A˜M , AM we obtain actions of U on A˜M , AM .
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Note for the record that the action of any u ∈ U onM is dual to the conjugation
by u in M∗. Indeed, for any a ∈M∗ and α ∈M ,
(7.2.1) a(uα) = a(u−1(α1)α2u(α3)) = u−1(α1)a(α2)u(α3) = (u−1au)(α).
Theorem 7.3. Let v ∈ (M ⊗M)∗ be a cyclic bilinear form on a counital coalge-
bra M . Then
(i) v is symmetric;
(ii) the action of U = U(M∗) on AM preserves the bracket {−,−}v;
(iii) the fixed point algebra
AUM = {x ∈ AM |ux = x for all u ∈ U}
is closed under the bracket {−,−}v.
Proof. Let α, β ∈ M . Applying ε ⊗ ε : M ⊗M → K to both sides of (4.2.1), we
obtain that v(α ⊗ β) = v(β ⊗ α). This equality may be rewritten as α(β) = β(α)
where the overbar denotes the cyclic structure M →M∗ determined by v.
By Lemma 7.2, in order to prove (ii), it is enough to show that vu = v for all
u ∈ U . We first verify that uα = uαu−1 for any α ∈M . We have
uα = u−1(α1)α2u(α3) = u−1(α1)α2 u(α3).
Evaluating on any β ∈M , we obtain
uα(β) = u−1(α1)α2(β)u(α3)
= u−1(α1)β(α2)u(α3) = u(β1)α(β2)u−1(β3) = (uαu−1)(β)
where the penultimate equality is obtained by evaluating u ⊗ u−1 on both sides
of (5.1.1). We conclude that uα = uαu−1. Next, identifying u ∈ U with its image
in Aut(M), we obtain for any α, β ∈M ,
vu(α⊗ β) = v(uα⊗ uβ) = uα(uβ) = (uαu−1)(uβ)
(7.2.1)
= (u−1uαu−1u)(β) = α(β) = v(α⊗ β).
We conclude that vu = v. This proves (ii). Clearly, (ii) implies (iii). 
8. A Lie algebra action on AM
We show that coderivations of M act on AM by derivations and study the be-
havior of the bracket (4.2.2) under this action. For counital M , we exhibit a Lie
algebra of derivations of AM preserving the bracket.
8.1. Derivations. A (degree zero) derivation in a graded algebra A is a linear map
δ : A→ A such that δ(Ap) ⊂ Ap for all p ∈ Z and
(8.1.1) δ(ab) = δ(a)b+ aδ(b)
for any a, b ∈ A. The derivations of A form a module, der(A). We provide der(A)
with the Lie bracket by [δ, d] = δd− dδ for any δ, d ∈ der(A). Any derivation of A
carries [A,A] into itself and induces a derivation of the algebra Com(A).
An action of a (non-graded) Lie algebra g on A is a Lie algebra homomorphism
g→ der(A). Such an action induces an action of g on Com(A) in the obvious way.
A bracket {−,−} in A is invariant under a derivation δ : A → A if δ({a, b}) =
{δ(a), b}+ {a, δ(b)} for any a, b ∈ A. A bracket {−,−} in A is invariant under an
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action of a Lie algebra g on A if it is invariant under the action of all elements of g.
Note that then {Ag, Ag} ⊂ Ag where
(8.1.2) Ag = {a ∈ A |w(a) = 0 for all w ∈ g}.
8.2. Coderivations. A coderivation in a coalgebra M is a linear map δ :M →M
such that
(8.2.1) µδ = (δ ⊗ idM + idM ⊗δ)µ.
This formula may be rewritten as the identity
δ(α)1 ⊗ δ(α)2 = δ(α1)⊗ α2 + α1 ⊗ δ(α2)
for any α ∈ M . The coderivations of M form a Lie algebra, coder(M), with the
Lie bracket [δ, d] = δd− dδ for any δ, d ∈ coder(M).
The Lie algebra coder(M) contains a Lie subalgebra of inner coderivations.
Namely, consider the algebra M∗ dual to M , and let M∗ be the module M∗
equipped with the Lie bracket [ϕ, ψ] = ϕψ−ψϕ for any ϕ, ψ ∈M∗. Every ϕ ∈M∗
determines an inner coderivation δϕ ofM by δϕ(α) = ϕ(α
2)α1−ϕ(α1)α2 for α ∈M .
The map M∗ → coder(M), ϕ 7→ δϕ is a Lie algebra homomorphism.
Lemma 8.1. For a graded algebra A and a coalgebra M , there is a unique action
of the Lie algebra coder(M) on A˜M such that δ(aα) = aδ(α) for any δ ∈ coder(M),
a ∈ A, α ∈M .
Proof. The uniqueness is obvious, and we need only to construct the action in
question. We derive from each δ ∈ coder(M) a derivation δ˜ in A˜M such that
δ˜(aα) = aδ(α) for all generators aα of A˜M . We check the compatibility with the
defining relations of A˜M . The compatibility with the bilinearity relations is obvious.
The compatibility with the multiplicativity relations:
δ˜((ab)α) = (ab)δ(α) = aδ(α)1bδ(α)2
= aδ(α1)bα2 + aα1bδ(α2)
= δ˜(aα1)bα2 + aα1 δ˜(bα2) = δ˜(aα1bα2).
The map coder(M) → der(A˜M ), δ 7→ δ˜ is linear and preserves the Lie bracket:
for δ, d ∈ coder(M), a ∈ A, α ∈M ,
[δ˜, d˜](aα)=δ˜d˜(aα)− d˜δ˜(aα) = aδd(α) − adδ(α) = a[δ,d](α) = ˜[δ, d](aα).
Since {aα} generate the algebra A˜M , we have [δ˜, d˜] = ˜[δ, d]. 
Composing the map M∗ → coder(M), ϕ 7→ δϕ with the action of coder(M)
on A˜M , we obtain an action of the Lie algebra M
∗ on A˜M . This induces an action
of M∗ on AM = Com(A˜M ). We state an analogue of Theorem 7.3 in this context.
Theorem 8.2. For any double bracket {{−,−} in a graded algebra A and any cyclic
bilinear form v on a counital coalgebra M , the induced bracket {−,−}v in AM is
invariant under the action of M∗. As a consequence, the graded algebra
(8.2.2) AMM = (AM )
M∗ = {x ∈ AM | δϕ(x) = 0 for all ϕ ∈M
∗}
is closed under the bracket {−,−}v.
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Proof. We verify first that the bracket {−,−}v is invariant under the action on
AM of any coderivation δ : M → M such that v(δ ⊗ idM ) = −v(idM ⊗δ). We
must prove that δ({x, y}v) = {δ(x), y}v + {x, δ(y)}v for all x, y ∈ AM . A simple
computation using the Leibniz rules shows that it is enough to prove this identity
for the generators x = aα, y = bβ of AM where a, b ∈ A, α, β ∈M . We have
{δ(aα), bβ}v + {aα, δ(bβ)}v =
{
aδ(α), bβ
}
v
+
{
aα, bδ(β)
}
v
= {{a, b}
′
δ(α)β
{{a, b}
′′
βδ(α) + {{a, b}}
′
αδ(β)
{{a, b}}
′′
δ(β)α .
On the other hand,
δ({aα, bβ}) = δ({{a, b}
′
αβ
{{a, b}}′′βα) = {{a, b}}
′
δ(αβ)
{ a, b} ′′βα + {{a, b}}
′
αβ
{{a, b} ′′δ(βα) .
We only need to prove that for all α, β ∈M ,
δ(α)β ⊗ β
δ(α) + αδ(β) ⊗ δ(β)
α = δ(αβ)⊗ β
α + αβ ⊗ δ(β
α)
or, equivalently,
(8.2.3) v̂(δ ⊗ idM + idM ⊗δ) = (δ ⊗ idM + idM ⊗δ)v̂.
Since δ is a coderivation, we easily compute that for any β ∈M ,
µ2(δ(β)) = δ(β1)⊗ β2 ⊗ β3 + β1 ⊗ δ(β2)⊗ β3 + β1 ⊗ β2 ⊗ δ(β3).
Hence, evaluating the left-hand side of (8.2.3) on α⊗ β ∈M ⊗M , we obtain
v(δ(α) ⊗ β2)β1 ⊗ β3 + v(α⊗ β2) δ(β1)⊗ β3
+v(α⊗ δ(β2))β1 ⊗ β3 + v(α ⊗ β2)β1 ⊗ δ(β3).
The first and third terms cancel out by the assumption v(δ ⊗ idM ) = −v(idM ⊗δ).
The remaining two terms give
v(α⊗ β2)(δ(β1)⊗ β3 + β1 ⊗ δ(β3)) = (δ ⊗ idM + idM ⊗δ)v̂(α⊗ β).
This proves (8.2.3).
To accomplish the proof, it remains to show that v(δϕ ⊗ idM ) = −v(idM ⊗δϕ)
for all ϕ ∈ M∗. We evaluate both sides on any α ⊗ β ∈ M ⊗M . Recall the cyclic
structure M →M∗, γ 7→ γ determined by v. Applying idM ⊗εM and εM ⊗ idM to
both sides of (5.1.1) we obtain
(8.2.4) β(α1)α2 = α(β2)β1 and β(α2)α1 = α(β1)β2.
Using these formulas and the identity γ(β) = β(γ) for all γ ∈M , we obtain
v(δϕ(α)⊗ β) = δϕ(α)(β) = β(δϕ(α)) = ϕ(α
2)β(α1)− ϕ(α1)β(α2)
= ϕ(β1)α(β2)− ϕ(β2)α(β1) = −α(δϕ(β)) = −v(α⊗ δϕ(β)). 
8.3. Remark. Subtracting the first of the equalities (8.2.4) from the second one,
we obtain the following useful identity: for all α, β ∈M ,
(8.3.1) δβ(α) = −δα(β).
20 VLADIMIR TURAEV
8.4. Compatibility. To relate the actions of Aut(M) and coder(M) constructed
above, we use the language of Lie pairs introduced in [5]. A Lie pair is a pair
(G, g) where G is a group and g is a Lie algebra equipped with a (left) action of
G by Lie algebra automorphisms w → gw where w runs over g and g runs over
G. A morphism of Lie pairs (G′, g′) → (G, g) is a pair (a group homomorphism
F : G′ → G, a Lie algebra homomorphism f : g′ → g) such that f(gw) = F (g)(f(w))
for all g ∈ G′, w ∈ g′. An action of a Lie pair (G, g) on a graded algebra A is a
pair (a (left) action of G on A by graded algebra automorphisms, an action of g on
A) such that (gw)x = gwg−1x for any g ∈ G, w ∈ g, x ∈ A. Note that then the
algebra Ag defined by (8.1.2) is G-invariant. Indeed, if g ∈ G and x ∈ Ag, then
gx ∈ Ag because for all w ∈ g,
wgx = g(g−1wg)x = g(g
−1
w)x = g0 = 0.
An action of (G, g) on A composed with a morphism of Lie pairs (G′, g′)→ (G, g)
yields an action of (G′, g′) on A. An action of a Lie pair on A induces an action of
this Lie pair on Com(A) in the obvious way.
Any coalgebra M gives rise to a Lie pair (G = Aut(M), g = coder(M)) where
G acts on g by gw = gwg−1 : M → M for g ∈ G and w ∈ g. The above-defined
actions of G and g on A˜M determine an action of the Lie pair (G, g) because
(gw)x = gwg−1x for any g ∈ G, w ∈ g, x ∈ A. Since gw and gwg−1 act as
derivations in A˜M , it is enough to check this for the generators x = aα ∈ A˜M where
a ∈ A, α ∈M . We have
gw(aα) = a(gw(α)) = agwg−1(α) = gawg−1(α) = gw(ag−1(α)) = gwg
−1(aα).
A counital coalgebra M gives rise to a Lie pair (U,M∗) where U = U(M∗)
acts on M∗ by uϕ = uϕu−1 for u ∈ U , ϕ ∈ M∗. It is easy to check that the
above-defined homomorphisms U → Aut(M) and M∗ → coder(M) determine a
morphism of Lie pairs. Therefore the above-defined actions of U and M∗ on A˜M
determine an action of the Lie pair (U,M∗) on A˜M . Considering the induced action
on AM = Com(A˜M ), we can conclude that, under the assumptions of Theorem 8.2,
the graded algebra AMM ⊂ AM is U -invariant.
9. The bracket 〈−,−〉 and the traces
A double bracket in A induces a bracket 〈−,−〉 in Aˇ = A/[A,A], and we relate
it to the bracket {−,−}v in AM .
9.1. The bracket 〈−,−〉. An n-graded double bracket {{−,−} in a graded algebra
A induces a bilinear form A×A→ A, (a, b) 7→ {{a, b}
′
{{a, b}
′′
. The latter descends
to an n-graded antisymmetric bracket 〈−,−〉 : Aˇ × Aˇ → Aˇ in the graded module
Aˇ = A/[A,A], see [8]. If {−,−} is Gerstenhaber, then 〈−,−〉 is an n-graded Lie
bracket, i.e., it is n-graded antisymmetric and satisfies the n-graded Jacobi identity.
9.2. Traces. Every element θ of a coalgebra M determines a degree-preserving
linear map trθ : A → AM by trθ(a) = aθ for a ∈ A. The subalgebra of AM
generated by the set trθ(A) = {aθ}a∈A is denoted A(θ).
We call θ ∈ M symmetric if µ(θ) ∈ M ⊗M is invariant under the permutation
of the tensor factors, i.e., if p21µ(θ) = µ(θ).
Lemma 9.1. For a symmetric θ ∈ M , we have [A,A] ⊂ Ker trθ and A(θ) ⊂ A
M
M
where AMM is the subalgebra of AM defined by (8.2.2).
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Proof. For any homogeneous a, b ∈ A,
trθ(ab − (−1)
|a| |b|ba) = (ab)θ − (−1)
|a| |b|(ba)θ
= aθ1bθ2 − (−1)
|a| |b|bθ1aθ2 = aθ1bθ2 − aθ2bθ1 = 0
where the last equality holds because p21µ(θ) = µ(θ). Thus, trθ([A,A]) = 0.
The equality p21µ(θ) = µ(θ) implies that each inner coderivation δ of M annihi-
lates θ. Therefore δ(aθ) = aδ(θ) = 0 for all a ∈ A. Hence trθ(A) ⊂ A
M
M . 
We say that θ ∈ M is adjoint to a bilinear form v on M if the map M → K,
α 7→ v(θ ⊗ α) is a counit of M .
Lemma 9.2. Any θ ∈M adjoint to a cyclic bilinear form v on M is symmetric.
Proof. Since the map α 7→ v(θ ⊗ α) = ε(α) is the counit of M ,
(9.2.1) v̂(θ ⊗ θ) = v(θ ⊗ θ2)θ1 ⊗ θ3 = ε(θ2)θ1 ⊗ θ3 = θ1 ⊗ θ2 = µ(θ).
Therefore θ is symmetric:
p21µ(θ) = p21v̂(θ ⊗ θ) = v̂p21(θ ⊗ θ) = v̂(θ ⊗ θ) = µ(θ). 
By Lemma 9.1, the map trθ : A → AM associated with a symmetric θ ∈ M
induces a linear map Aˇ→ AMM . It is called the trace and also denoted by trθ.
Lemma 9.3. For a double bracket {{−,−} in a graded algebra A, a cyclic bilinear
form v on a coalgebra M , and any θ ∈ M adjoint to v, the trace trθ : Aˇ → AM
carries the bracket 〈−,−〉 in Aˇ to the bracket {−,−}v in AM . Consequently, the
algebra A(θ) is closed under the bracket {−,−}v.
Proof. Pick any a, b ∈ A and let aˇ, bˇ be their projections to Aˇ. Then{
trθ(aˇ), trθ(bˇ)
}
v
= { aθ, bθ }v
(9.2.1)
= {{a, b} ′θ1 {{a, b}
′′
θ2
=
(
{{a, b} ′ { a, b} ′′
)
θ
= trθ
(
{ a, b}
′
{{a, b}
′′)
= trθ
(
〈aˇ, bˇ〉
)
. 
The following lemma gives more information about A(θ) for some θ.
Lemma 9.4. Any non-degenerate cyclic bilinear form v on a counital coalgebra M
has a unique adjoint θ ∈M and A(θ) ⊂ AMM ∩ A
U
M where U = U(M
∗).
Proof. The first claim is obvious. To prove the second claim, we must show that
u(aθ) = aθ for all u ∈ U and a ∈ A. Pick any α ∈M and observe that
v(uθ ⊗ α) = v(uθ ⊗ uu
−1
α) = vu(θ ⊗ u
−1
α) = v(θ ⊗ u
−1
α)
= εM (
u−1α)
(7.2.1)
= uεMu
−1(α) = εM (α) = v(θ ⊗ α)
where we use that vu = v. The injectivity of adv implies that
uθ = θ. Hence,
u(aθ) = a(uθ) = aθ. 
The next claim yields a rich source of adjoint elements of cyclic bilinear forms.
Lemma 9.5. Let A be a unital algebra whose underlying module is free of finite
rank. Let M = A∗ be the dual coalgebra and let θ ∈ M be a trace-like element.
Then θ is adjoint to the cyclic bilinear form vθ on M defined in Section 6.2.
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Proof. Consider the symmetric Frobenius algebra (A, (−,−)θ) as in Section 6.2.
The cyclic structure M → A, α 7→ α defined in Theorem 6.1 carries θ to 1A.
Indeed, for all a ∈ A,
θ(aθ) = (a, θ)θ = θ(a) = θ(a1A)
and so θ = 1A. For any α ∈M , we have vθ(θ ⊗ α) = α(θ) = α(1A). Therefore θ is
adjoint to vθ. 
10. The unital case
For a unital graded algebra A and a counital coalgebra M , we define unital
versions A˜+M , A
+
M of A˜M , AM . We also formulate Hamiltonian reduction and
discuss double quasi-Poisson algebras.
10.1. Unital representation algebras. Unital graded algebras and graded alge-
bra homomorphisms carrying 1 to 1 form a category GA+. For a unital graded
algebra A and a counital coalgebra M with counit ε = εM , we define a unital
graded algebra A˜+M as follows. First, we adjoin a two-sided unit to A˜M , that is
consider the unital graded algebra Ke⊕ A˜M with two sided unit e of degree zero. A
typical element of Ke⊕ A˜M is represented by a non-commutative polynomial in the
generators {aα | a ∈ A,α ∈ M}. By definition, A˜
+
M is the quotient of the algebra
Ke⊕ A˜M by the normalization relations {(1A)α = ε(α)e}α∈M . The construction of
A˜+M obviously extends to a functor f 7→ f˜
+
M : GA
+ → GA+.
Lemma 10.1. For any unital graded algebra B, the convolution algebra HM (B) is
unital with unit M → B,α 7→ ε(α)1B. The bijection (2.4.1) induces a bijection
(10.1.1) HomGA+(A˜
+
M , B)
≃
−→ HomGA+(A,HM (B))
which is natural in A and B.
Proof. The first claim is obvious. To prove the second claim, we apply the same
constructions r 7→ sr and s 7→ rs as in the proof of Lemma 2.1. Observe that the
map sr : A→ HomK(M,B) carries 1A to the map
M → B, α 7→ r((1A)α) = r(ε(α)e) = ε(α)r(e) = ε(α)1B
which is the unit of the algebra HM (B). The map r = rs is compatible with the
normalization relations because
r((1A)α) = s(1A)(α) = ε(α)1B = r(ε(α)e). 
Replacing A˜+M by A
+
M = Com(A˜
+
M ) we obtain that for any unital commutative
graded algebra B,
(10.1.2) HomCGA+(A
+
M , B)≃HomGA+(A˜
+
M , B)≃HomGA+(A,HM (B))
where CGA+ is the category of unital commutative graded algebras. The alge-
bra A+M can be alternatively obtained by adjoining a two-sided unit e to AM =
Com(A˜M ) and then factoring Ke⊕AM by the relations {(1A)α = ε(α)e}α∈M . The
construction of A+M obviously extends to a functor f 7→ f
+
M : GA
+ → CGA+.
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10.2. The actions. Given a unital graded algebra A and a counital coalgebra M ,
the action of Aut(M) on A˜M defined in Section 7.1 induces an action of Aut(M) on
A˜+M by graded algebra automorpisms fixing the unit e. We check the compatibility
with the normalization relations: for g ∈ Aut(M), α ∈M ,
g(1A)α = (1A)g(α) = ε(g(α))e = ε(α)e = g(ε(α)e).
Similarly, the action of the Lie algebra coder(M) on A˜M defined in Lemma 8.1
induces an action of coder(M) on A˜+M annihilating e. The compatibility with the
normalization relations holds because εδ = 0 for all δ ∈ coder(M); this equality is
deduced from (8.2.1) by applying ε⊗ ε to both sides.
The actions of Aut(M) and coder(M) on A˜+M form an action of the Lie pair
(Aut(M), coder(M)) on A˜+M and induce an action of the Lie pair (U(M
∗),M∗) on
A+M . As a consequence, the set
(10.2.1) E = (A+M )
M∗ = {x ∈ A+M | δϕ(x) = 0 for all ϕ ∈M
∗}
is a U(M∗)-invariant subalgebra of A+M . Since the derivations δϕ of A
+
M are grading-
preserving, E = ⊕p∈ZE∩(A
+
M )
p. This makes E into a commutative graded algebra
with unit 1E = e.
10.3. The bracket {−,−}+v and Hamiltonian reduction. Let {{−,−} be an
n-graded double bracket in a unital graded algebra A with n ∈ Z, and let v be a
cyclic bilinear form on a counital coalgebra M . The induced n-graded biderivation
{−,−}v in AM uniquely extends to a bracket in Ke⊕AM annihilating e both on the
left and on the right. Since {{1A, A}} = {{A, 1A} = 0, the latter bracket annihilates
(1A)α − εM (α)e for all α ∈ M and descends to an n-graded biderivation {−,−}
+
v
in A+M . The Jacobi form of {−,−}
+
v can be computed from Lemma 4.2. Hence, if
{−,−} is Gerstenhaber, then so is {−,−}
+
v .
Theorem 8.2 implies that the bracket {−,−}
+
v is M
∗-invariant. As a conse-
quence, the graded algebra E ⊂ A+M defined by (10.2.1) satisfies {E,E}
+
v ⊂ E.
This graded algebra appears in Hamiltonian reduction as follows.
Theorem 10.2. Let B be a graded algebra and let p : A→ B be a graded algebra
epimorphism whose kernel is generated, as a 2-sided ideal of A, by a set M⊂ A−n
satisfying the following condition: for every ξ ∈ M there is a scalar kξ ∈ K such
that for all a ∈ A,
{{ξ, a} ≡ kξ(a⊗ 1A − 1A ⊗ a) mod(A⊗Ker p+Ker p⊗A).
Then the n-graded biderivation {−,−}
+
v in E descends uniquely to an n-graded
biderivation {−,−} in the graded algebra p+M (E) ⊂ B
+
M . If {{−,−} is Gerstenhaber,
then so is {−,−}.
Proof. The uniqueness of {−,−} is obvious, and we need only to prove the existence.
We begin by considering some ξ ∈ A−n and k ∈ K such that for all a ∈ A,
{{ξ, a}} = k(a⊗ 1A − 1A ⊗ a).
We claim that for any α ∈M , x ∈ A+M ,
(10.3.1) {ξα, x}
+
v = kδα(x)
where the overbar stands for the cyclic structure M →M∗ determined by v. Both
sides of (10.3.1) are derivations in x (here we use that ξ ∈ A−n). Hence, it is
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enough to prove (10.3.1) for each generator x = aβ ∈ A
+
M where a ∈ A, β ∈ M .
We have
{ξα, aβ}
+
v
= k {{ξ, a}
1
αβ
{{ξ, a}
2
βα = k
(
aαβ (1A)βα − (1A)αβaβα
)
= k
(
aαβε(β
α)− ε(αβ)aβα
)
= kaε(βα)αβ−ε(αβ)βα
where ε = εM :M → K is the counit of M . Observe that
ε(βα)αβ − ε(αβ)β
α = (idM ⊗ε− ε⊗ idM )(αβ ⊗ β
α)
= (idM ⊗ε− ε⊗ idM )v(α ⊗ β
2)β1 ⊗ β3
= v(α ⊗ ε(β3)β2)β1 − v(α⊗ ε(β1)β2)β3
= v(α ⊗ β2)β1 − v(α⊗ β1)β2
= α(β2)β1 − α(β1)β2 = δα(β).
Therefore {ξα, aβ}
+
v
= kaδα(β) = kδα(aβ). This proves (10.3.1).
The assumptions of the theorem imply that the kernel, J , of the homomorphism
p+M : A
+
M → B
+
M is generated, as a two-sided ideal of A
+
M , by the set {ξα | ξ ∈
M, α ∈M}. We claim that for all the generators ξα and all x ∈ A
+
M ,
(10.3.2) {ξα, x}
+
v ≡ kξδα(x) mod J.
As above, it suffices to verify (10.3.2) for x = aβ of A
+
M where a ∈ A, β ∈ M . By
the assumptions, { ξ, a}} is a sum of kξ(a ⊗ 1A − 1A ⊗ a) and a finite number of
vectors b ⊗ c ∈ A ⊗ A with b or c in Ker p. The contributions of these terms to
{ξα, aβ}
+
v
are equal respectively to kξδα(x) and bαβcβα ∈ J . This yields (10.3.2).
Formula (10.3.2) implies that {ξα, E}
+
v ⊂ J for all ξ ∈ M, α ∈ M . Using the
Leibniz rule in the first variable, we deduce that {J,E}
+
v ⊂ J . Therefore,
{E ∩ J,E}+v ⊂ {E,E}
+
v ∩ {J,E}
+
v ⊂ E ∩ J.
By the antisymmetry of {−,−}
+
v , also {E,E ∩ J}
+
v ⊂ E ∩ J . Hence, the bracket
{−,−}
+
v in E descends to a bracket {−,−} in p
+
M (E) = E/(E ∩J). The properties
of {−,−} stated in the theorem follow from the properties of {−,−}
+
v . 
It is clear that in Theorem 10.2,
p+M (E) ⊂ (B
+
M )
M∗ = {x ∈ B+M | δϕ(x) = 0 for all ϕ ∈M
∗}
and the map p+M : A
+
M → B
+
M is U -equivariant where U = U(M
∗). The action of U
on B+M restricts to an action of U on p
+
M (E). Theorem 7.3 implies that the bracket
{−,−}+v and the induced bracket in p
+
M (E) are U -invariant.
Corollary 10.3. Let, under the assumptions of Theorem 10.2, θ ∈ M be adjoint
to v and let B(θ)+ be the unital subalgebra of B+M generated by the set {bθ}b∈B.
There is a unique n-graded biderivation {−,−} in B(θ)+ such that
(10.3.3) {aθ, bθ} =
(
{{a, b}}′ {{a, b} ′′
)
θ
for any a, b ∈ B. If {{−,−} is Gerstenhaber, then so is {−,−}.
Proof. Lemmas 9.1 and 9.2 imply that B(θ)+ ⊂ p+M (E). Lemma 9.3 shows that the
bracket in p+M (E) provided by Theorem 10.2 evaluates on the generators of B(θ)
+
via (10.3.3). Therefore B(θ)+ is closed under this bracket. 
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10.4. Moment maps. To apply Theorem 10.2, one may pick any set M ⊂ A−n
and define B to be the quotient of A by the two-sided ideal generated by M. The
set M may consist of just one element ξ ∈ A−n. The conditions of Theorem 10.2
are satisfied, for example, if { ξ, a}} = a⊗ 1A − 1A ⊗ a for all a ∈ A. In this case, ξ
is called a moment map, cf. [8, 5]. For n = 0, one considers multiplicative moment
maps η ∈ A0 such that for all a ∈ A,
{{η, a}} = a⊗ η − η ⊗ a+ aη ⊗ 1A − 1A ⊗ ηa,
cf. [8, 5]. Then the 1-element set M = {ξ} with ξ = η− 1A satisfies the conditions
of Theorem 10.2 for kξ = 2.
10.5. Double quasi-Poisson algebras. In parallel with the notion of a quasi-
Poisson bracket [1], Van den Bergh [8] introduced a class of double quasi-Poisson
brackets in unital (non-graded) algebras. A double bracket {{−,−} in a unital
algebra A is quasi-Poisson if the induced tribracket in A is computed by
{{a, b, c}} = c⊗ a⊗ b+ 1A ⊗ ab⊗ c+ a⊗ 1A ⊗ bc+ ca⊗ b⊗ 1A(10.5.1)
−a⊗ b⊗ c− 1A ⊗ a⊗ bc− ca⊗ 1A ⊗ b− c⊗ ab⊗ 1A
for any a, b, c ∈ A. The pair (A, {{−,−} ) is then a double quasi-Poisson algebra.
Note that a double quasi-Poisson bracket in our sense is 2 times a double quasi-
Poisson bracket in the sense of [8].
Theorem 10.4. Let (A, {{−,−} ) be a double quasi-Poisson algebra, and let v be
a cyclic bilinear form on a counital coalgebra M . The restriction of the bracket
{−,−}
+
v in A
+
M to the algebra E ⊂ A
+
M defined by (10.2.1) satisfies the Jacobi
identity and makes E into a Poisson algebra.
Proof. Let {−,−,−} : (A+M )
⊗3 → A+M be the Jacobi form of {−,−}
+
v . We must
prove that {E,E,E} = 0. We prove a stronger claim {E,A+M , A
+
M} = 0.
For a, b, c ∈ A and α, β, γ ∈ M , Lemma 4.2 yields {aα, bβ, cγ} = Q − R with Q
and R given by (4.2.4), (4.2.5). Note that since A is non-graded, the signs in the
expressions for Q and R are equal to +1. The subindices appearing in Q form a
vector in M ⊗M ⊗M equal to
α(βγ) ⊗ (βγ)
α ⊗ γβ = (v̂ ⊗ idM )(idM ⊗v̂)(α⊗ β ⊗ γ)
= v(α⊗ γ2) v(β ⊗ γ4) γ1 ⊗ γ3 ⊗ γ5
= α(γ2)β(γ4) γ1 ⊗ γ3 ⊗ γ5.
Now, each term on the right-hand side of (10.5.1) contributes a summand to Q.
The resulting eight summands of Q are equal to
x1 = α(γ
2)β(γ4) cγ1aγ3bγ5 = aα(γ2)γ3bβ(γ4)γ5cγ1 ,
x2 = α(γ
1)β(γ4) aγ2bγ3cγ5 = aα(γ1)γ2bβ(γ4)γ3cγ5 ,
x3 = α(γ
2)β(γ3) aγ1bγ4cγ5 = aα(γ2)γ1bβ(γ3)γ4cγ5 ,
x4 = α(γ
3)β(γ5) cγ1aγ2bγ4 = aα(γ3)γ2bβ(γ5)γ4cγ1 ,
x5 = −α(γ
2)β(γ4) aγ1bγ3cγ5 = −aα(γ2)γ1bβ(γ4)γ3cγ5 ,
x6 = −α(γ
1)β(γ3) aγ2bγ4cγ5 = −aα(γ1)γ2bβ(γ3)γ4cγ5 ,
x7 = −α(γ
3)β(γ4) cγ1aγ2bγ5 = −aα(γ3)γ2bβ(γ4)γ5cγ1 ,
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x8 = −α(γ
2)β(γ5) cγ1aγ3bγ4 = −aα(γ2)γ3bβ(γ5)γ4cγ1 .
Here, in the computation of x2, x3, etc., we use the relation (1A)α = ε(α)1A+
M
.
Using (8.3.1) we obtain that
x1 + x7 = aα(γ2)γ3−α(γ3)γ2bβ(γ4)γ5cγ1
= a−δα(γ2)bβ(γ3)γ4cγ1
= aδ
γ2
(α)bβ(γ3)γ4cγ1 = δγ2(aα)bβ(γ3)γ4cγ1 .
Similarly,
x2 + x5 = δγ1(aα)bβ(γ3)γ2cγ4 ,
x3 + x6 = −δγ1(aα)bβ(γ2)γ3cγ4 ,
x4 + x8 = −δγ2(aα)bβ(γ4)γ3cγ1 .
Analogous computations allow us to deduce further that
x1 + x7 + x4 + x8 = δγ2(aα)δγ3(bβ)cγ1 ,
x2 + x5 + x3 + x6 = −δγ1(aα)δγ2(bβ)cγ3 .
Summing up, we obtain that
(10.5.2) Q = Q(a, b, c, α, β, γ) = δ
γ2
(aα)δγ3(bβ)cγ1 − δγ1(aα)δγ2(bβ)cγ3 .
Similarly, starting from the expression
α(γβ) ⊗ (γ
β)α ⊗ βγ = (v̂ ⊗ idM )p23(idM ⊗v̂)(α ⊗ β ⊗ γ)
= v(α ⊗ γ4) v(β ⊗ γ2) γ3 ⊗ γ5 ⊗ γ1
= α(γ4)β(γ2) γ3 ⊗ γ5 ⊗ γ1
we obtain that
(10.5.3) R = R(a, b, c, α, β, γ) = δ
γ3
(aα)δγ2(bβ)cγ1 − δγ2(aα)δγ1(bβ)cγ3 .
These expansions for Q and R yield an expansion of {aα, bβ, cγ} = Q−R. Now,
using the fact that the Jacobi form is a derivation in the first and second variables
(cf. (4.2.15)) we deduce that for any x, y ∈ A+M ,
{x, y, cγ} =
(
δ
γ2
(x)δ
γ3
(y)− δ
γ3
(x)δ
γ2
(y)
)
cγ1 +
(
δ
γ2
(x)δ
γ1
(y)− δ
γ1
(x)δ
γ2
(y)
)
cγ3.
If x ∈ E, then the inner derivations annihilate x, and so {x,A+M , cγ} = 0 for all the
generators cγ of A
+
M . Since the Jacobi form is a derivation in the third variable, we
deduce that {x,A+M , A
+
M} = 0. Thus, {E,A
+
M , A
+
M} = 0. 
Corollary 10.5. If, under the assumptions of Theorem 10.2, n = 0, A is concen-
trated in degree zero, and the double bracket in A is quasi-Poisson, then the induced
bracket in p+M (E) is a Poisson bracket.
Theorem 10.4 and Corollary 10.5 are due to Van den Bergh [8] for M and v as
in Example 6.3.4.
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10.6. Group algebras. We discuss in more detail the case where A = K[π] is
the (non-graded) algebra of a group π. Consider a counital coalgebra M whose
underlying module is free of finite rank and consider the dual algebra M∗. For
any (non-graded) algebra B, we have HM (B) = B ⊗ M
∗. If B is unital, then
so is the algebra B ⊗M∗, and we can identify the set HomGA+(A,HM (B)) with
the set of group homomorphisms from π to the group U(B ⊗ M∗) of invertible
elements of B ⊗M∗. The bijection (10.1.2) exhibits A+M as the coordinate algebra
of the functor B 7→ Hom(π, U(B ⊗M∗)) where B runs over unital commutative
(non-graded) algebras. For example, if M = (MatN (A))
∗ where N ≥ 1 and A
is a symmetric Frobenius algebra, then U(B ⊗M∗) = GLN (B ⊗ A) is the group
of invertible elements of the matrix algebra B ⊗ MatN (A) = MatN (B ⊗ A). If
M = (K[G])∗ where G is a finite group, then U(B ⊗M∗) is the group of invertible
elements of the group algebra B ⊗K[G] = B[G].
A double bracket {{−,−} in A and a cyclic bilinear form v on M induce a (zero-
graded) biderivation {−,−}
+
v in A
+
M . If {{−,−} is Poisson, then so is {−,−}
+
v . If
{−,−} is quasi-Poisson, then the restriction of {−,−}
+
v to the algebra E ⊂ A
+
M
defined by (10.2.1) is a Poisson bracket.
These constructions apply to the fundamental group π = π1(Σ, ⋆) of an oriented
surface Σ with boundary and with base point ⋆ ∈ ∂Σ. The algebra A = K[π]
carries a canonical double quasi-Poisson bracket, see [5]. This induces a bideriva-
tion {−,−}
+
v in A
+
M which restricts to a Poisson bracket in E ⊂ A
+
M . When
M = (MatN (R))
∗ and Σ is compact, one can identify A+M and E with the algebras
of regular functions on Hom(π,GLN (R)) and Hom(π,GLN (R))/GLN (R), respec-
tively. In this case, the bracket {−,−}+v in E is well-known; its extension to A
+
M
was first constructed in [1] up to isomorphism. For more on this, see [5].
The Hamiltonian reduction has the following interpretation in the context of
surfaces. Assume that ∂Σ ∼= S1. Attaching a 2-disk to Σ, we obtain a surface Σ′.
The inclusion Σ →֒ Σ′ induces an epimorphism A = K[π]→ B = K[π1(Σ
′, ⋆)] with
kernel A(η − 1)A where η ∈ π is represented by ∂Σ. The element η is a multi-
plicative moment map. Corollary 10.5 implies that the Poisson bracket {−,−}
+
v in
E descends to a Poisson bracket in p+M (E) ⊂ B
+
M whih is again well-known when
M = (MatN (R))
∗ and Σ is compact.
11. Equivariant representation algebras and brackets
We introduce equivariant representation algebras and construct brackets in them.
11.1. Algebras over enriched groups. An enriched group G is a group endowed
with a distinguished subgroup G0 of index 1 or 2. Given an enriched group G,
we introduce graded G-algebras and G-coalgebras as follows. A graded G-algebra
is a graded algebra A equipped with a left action of G such that the elements of
G0 act by graded algebra automorphisms of A and the elements of G\G0 act by
graded algebra antiautomorphisms of A. Here a graded algebra antiautomorphism
of A is a grading-preserving linear isomorphism f : A → A such that f(ab) =
(−1)|a||b|f(b)f(a) for all homogeneous a, b ∈ A.
A map between graded G-algebras is equivariant if it commutes with the action
of G. Graded G-algebras and equivariant graded algebra homomorphisms form a
category denoted G− GA.
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A G-coalgebra is a coalgebra M with comultiplication µ equipped with a left
action of G such that the elements of G0 act by coalgebra automorphisms of M
and the elements of G\G0 act by coalgebra antiautomorphisms of M . Here an
antiautomorphism of M is a linear isomorphism h : M →M such that (h⊗ h)µ =
p21µh where p21 : M ⊗M →M ⊗M is the permutation of the tensor factors.
Given a G-coalgebra M and a graded algebra B, we provide the convolution
algebra HM (B) = HomK(M,B) with the left action of G by
gf = f ◦ (g−1 :M →M)
for g ∈ G, f ∈ HM (B). All g ∈ G0 ⊂ G act on HM (B) by algebra automorphisms:
g(f1f2) = (f1f2) ◦ g
−1 = mB(f1 ⊗ f2)µ ◦ g
−1 = mB(f1 ⊗ f2) ◦ (g
−1 ⊗ g−1)µ
= mB((f1 ◦ g
−1)⊗ (f2 ◦ g
−1))µ = mB(gf1 ⊗ gf2)µ = (gf1)(gf2)
where f1, f2 ∈ HM (B) and mB : B ⊗ B → B is the multiplication in B. If B is
commutative, then all g ∈ G\G0 act on HM (B) by algebra antiautomorphisms: for
homogeneous f1, f2 ∈ HM (B),
g(f1f2) = mB(f1 ⊗ f2)µ ◦ g
−1 = mB(f1 ⊗ f2) ◦ p21(g
−1 ⊗ g−1)µ
= (−1)|f1||f2|mB(f2 ⊗ f1) ◦ (g
−1 ⊗ g−1)µ = (−1)|f1||f2|(gf2)(gf1).
Thus, in this case, HM (B) is a graded G-algebra.
11.2. Equivariant representation algebras. Fix an enriched group G, a graded
G-algebra A, and a G-coalgebra M . Let AGM be the commutative graded algebra
obtained as the quotient of AM by the relations {(ga)gα = aα | a ∈ A,α ∈ M}.
Note the equivalent system of relations {(ga)α = ag−1α | a ∈ A,α ∈M}.
We call AGM the equivariant representation algebra of A with respect to M . The
construction of AGM is functorial: a morphism f : A → B in the category G − GA
induces a graded algebra homomorphism fGM : A
G
M → B
G
M by f
G
M (aα) = (f(a))α
for all a ∈ A, α ∈M .
Lemma 11.1. For any commutative graded algebra B, there is a canonical bijection
(11.2.1) HomCGA(A
G
M , B)
≃
−→ HomG−GA(A,HM (B))
which is natural in A and B.
Proof. The map (11.2.1) carries a graded algebra homomorphism r : AGM → B to
the linear map s = sr : A → HM (B) defined by s(a)(α) = r(aα) for all a ∈ A and
α ∈M . The proof of Lemma 2.1 shows that s is a graded algebra homomorphism.
It is equivariant: s(ga) = g(s(a)) for any g ∈ G and a ∈ A. Indeed, for all α ∈M ,
s(ga)(α) = r((ga)α) = r(ag−1α) = s(a)(g
−1α) = g(s(a))(α).
The map inverse to (11.2.1) carries an equivariant graded algebra homomorphism
s : A → HM (B) to the algebra homomorphism r = rs : A
G
M → B defined on the
generators by r(aα) = s(a)(α). This rule is compatible with the defining relations
in AM , see the proof of Lemma 2.1, and with the relations (ga)gα = aα:
r((ga)gα) = s(ga)(gα) = (gs(a))(gα) = s(a)(g
−1gα) = s(a)(α) = r(aα).
Clearly, the maps s 7→ rs and r 7→ sr are mutually inverse. 
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Lemma 2.1 yields the following universal property of AGM : for any commutative
graded algebra B and any equivariant graded algebra homomorphism s : A →
HM (B), there is a unique graded algebra homomorphism r : A
G
M → B such that
the following diagram commutes:
A //
s
##
●
●
●
●
●
●
●
●
●
●
HM (A
G
M )
HM (r)

HM (B).
Here the horizontal arrow is the equivariant graded algebra homomorphism carrying
a ∈ A to the map M → AGM , α 7→ aα.
11.3. A bracket in AGM . Let G,A,M be as in Section 11.2. Under certain as-
sumptions on a double bracket {−,−} in A and a cyclic bilinear form v on M , we
derive from them a bracket in AGM . We say that {{−,−} is equivariant if for all
g ∈ G, a, b ∈ A,
{{ga, gb} =
{
(g ⊗ g)({{a, b} ) if g ∈ G0,
P21(g ⊗ g)({{a, b} ) if g ∈ G\G0
where P21 is the graded permutation in A⊗A defined in Section 3.2. We say that
v is equivariant if v(gα⊗ gβ) = v(α⊗ β) for all g ∈ G, α, β ∈M .
Lemma 11.2. Let {−,−}v be the n-graded biderivation in AM derived from an
equivariant n-graded double bracket {{−,−} in A and an equivariant cyclic bilinear
form v on M . Let q : AM → A
G
M be the natural projection. If G is finite, then
there is a unique n-graded biderivation {−,−}
G
v in A
G
M such that for any a, b ∈ A,
α, β ∈M ,
(11.3.1) {q(aα), q(bβ)}
G
v
=
∑
g∈G
q({(ga)gα, bβ}v).
If {{−,−} is a double Gerstenhaber bracket, then {−,−}
G
v is a Gerstenhaber bracket.
Proof. The uniqueness of the bracket {−,−}
G
v is obvious, and we need only to prove
the existence. We begin with a few computations in the G-coalgebra M . First of
all, for any g ∈ G0 and β ∈M ,
(gβ)1 ⊗ (gβ)2 ⊗ (gβ)3 = µ2(gβ) = g(β1)⊗ g(β2)⊗ g(β3)
Using the equivariance of v, we deduce that for any α, β ∈M ,
v̂(gα⊗ gβ) = v(gα⊗ (gβ)2)(gβ)1 ⊗ (gβ)3 = v(gα⊗ g(β2))g(β1)⊗ g(β3)
= v(α ⊗ β2)(g ⊗ g)(β1 ⊗ β3) = (g ⊗ g)v̂(α⊗ β).
We rewrite this in the notation of Section 4.1:
(11.3.2) (gα)(gβ) ⊗ (gβ)
g(α) = g(αβ)⊗ g(β
α).
Similarly, for g ∈ G\G0 and α, β ∈M ,
(gβ)1 ⊗ (gβ)2 ⊗ (gβ)3 = µ2(gβ) = g(β3)⊗ g(β2)⊗ g(β1)
and therefore
v̂(gα⊗ gβ) = v(gα⊗ (gβ)2)(gβ)1 ⊗ (gβ)3 = v(gα⊗ g(β2))g(β3)⊗ g(β1)
= v(α ⊗ β2)p21(g ⊗ g)(β
1 ⊗ β3) = p21(g ⊗ g)v̂(α ⊗ β).
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In the notation of Section 4.1 this gives
(11.3.3) (gα)(gβ) ⊗ (gβ)
g(α) = g(βα)⊗ g(αβ).
Next, we define a left action of G on AM by graded algebra automorphisms.
Each g ∈ G acts on the generators by g aα = (ga)gα for a ∈ A, α ∈ M . We
check the compatibility with the defining relations of AM . The compatibility with
the bilinearity relations is obvious. Consider the multiplicativity relation (ab)α =
aα1bα2 with homogeneous a, b ∈ A and α ∈M . If g ∈ G0, then
g(ab)α = (g(ab))gα = (g(a)g(b))gα = (ga)gα1(gb)gα2 = g(aα1)g(bα2) = g(aα1bα2).
If g ∈ G\G0, then
g(ab)α = (g(ab))gα = (−1)
|a||b|(g(b)g(a))gα = (−1)
|a||b|(gb)(gα)1(ga)(gα)2
= (ga)(gα)2(gb)(gα)1 = (ga)gα1(gb)gα2 = g(aα1) g(bα2) = g(aα1bα2).
The compatibility with the commutativity relation aαbβ = (−1)
|a||b|bβaα: for all g,
g(aαbβ) = g(aα)g(bβ) = (ga)gα(gb)gβ = (−1)
|a||b|(gb)gβ(ga)gα = (−1)
|a||b|g(bβaα).
The bracket {−,−} = {−,−}v in AM is invariant under the action of G. Indeed,
it is enough to check that {g(aα), g(bβ)} = g {aα, bβ} for any g ∈ G, a, b ∈ A,
α, β ∈M . We have
(11.3.4) {g(aα), g(bβ)} = {(ga)gα, (gb)gβ} = { ga, gb}
′
(gα)(gβ)
{{ga, gb}
′′
(gβ)gα .
Set x = x′ ⊗ x′′ = {{a, b}}. If g ∈ G0, then the equivariance of {−,−} and
(11.3.2) imply that the right-hand side of (11.3.4) is equal to (gx′)g(αβ)(gx
′′)g(βα).
If g ∈ G\G0, then using (11.3.3) we compute the right-hand side of (11.3.4) to be
(−1)|x
′||x′′|(gx′′)g(βα)(gx
′)g(αβ) = (gx
′)g(αβ)(gx
′′)g(βα).
In both cases,
{g(aα), g(bβ)} = (gx
′)g(αβ)(gx
′′)g(βα) = g(x
′
αβ
)g(x′′βα) = g(x
′
αβ
x′′βα) = g({aα, bβ}).
It is obvious that q(gz) = q(z) for all g ∈ G and z ∈ AM . The G-invariance of
the bracket {−,−} in AM implies that for any x, y ∈ AM ,
q({gx, y}) = q(g{x, g−1y}) = q({x, g−1y}).
Summing up over all g ∈ G, we obtain that∑
g∈G
q({gx, y}) =
∑
g∈G
q({x, gy}) ∈ AGM .
Denote this sum by [x, y]. This defines a bilinear pairing [−,−] : AM ×AM → A
G
M .
The n-graded antisymmetry for {−,−} implies that for homogeneous x, y ∈ AM ,
[x, y] =
∑
g∈G
q({gx, y}) = −(−1)|x|n|y|n
∑
g∈G
q({y, gx}) = −(−1)|x|n|y|n [y, x].
The first Leibniz rule for {−,−} implies that for any homogeneous x, y, z ∈ AM ,
[x, yz] = [x, y]q(z) + (−1)|x|n|y|q(y)[x, z].
Observe also that for any h ∈ G, a ∈ A, α ∈M ,
[x, (ha)hα − aα] =
∑
g∈G
q({x, (gha)ghα})−
∑
g∈G
q({x, (ga)gα}) = 0.
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These two formulas imply that [AM ,Ker q] = 0. The antisymmetry of [−,−] yields
[Ker q, AM ] = 0. Hence, the pairing [−,−] : AM × AM → A
G
M descends to an
n-graded biderivation {−,−}Gv in A
G
M satisfying the conditions of the lemma.
The Jacobi form {−,−,−} of {−,−}
G
v can be computed on the generators using
Lemma 4.2. For homogeneous a, b, c ∈ A and any α, β, γ ∈M , we obtain
(11.3.5) {q(aα), q(bβ), q(cγ)}
=
∑
g,h∈G
q
(
Q(ga, hb, c, gα, hβ, γ)−R(ga, hb, c, gα, hβ, γ)
)
where Q,R ∈ AM are defined by (4.2.4), (4.2.5) Therefore, if {{−,−} is Gersten-
haber, then so is {−,−}
G
v . 
11.4. The unital case. Suppose now that the graded G-algebra A is unital and
the G-coalgebraM is counital. It is understood that the action of G on A fixes the
unit 1A and the action of G on M fixes the counit ε = εM . We construct a unital
graded algebra AG+M by adjoining a two-sided unit e to A
G
M and quotienting the
resulting algebra Ke ⊕ AGM by the relations {(1A)α = ε(α)e}α∈M . For any unital
commutative graded algebra B, the bijection (11.2.1) induces a natural bijection
(11.4.1) HomCGA+(A
G+
M , B)
≃
−→ HomG−GA+(A,HM (B))
where CGA+ is the category of unital commutative graded algebras and G−GA+ is
the category of unital G-algebras and equivariant graded algebra homomorphisms
carrying 1 to 1. The construction of AG+M obviously extends to a functor f 7→ f
G+
M :
G− GA+ → CGA+.
We introduce an equivariant analogue E ⊂ AG+M of the algebra (10.2.1). To this
end, we define a right action of G on M∗ by (ϕg)(α) = ϕ(gα) for ϕ ∈ M∗, g ∈
G,α ∈ M . Let L be the set of all ϕ ∈ M∗ such that ϕg = ϕ for all g ∈ G0 and
ϕg = −ϕ for all g ∈ G\G0. It is easy to see that L is a Lie subalgebra of the
Lie algebra M∗ and the coderivations {δϕ : M → M}ϕ∈L are G-equivariant. The
induced derivations {δϕ}ϕ∈L of AM commute with the action of G on AM defined
in the proof of Lemma 11.2 and induce an action of L on AG+M by derivations. Then
E = {x ∈ AG+M | δϕ(x) = 0 for all ϕ ∈ L}
is a unital graded subalgebra of AG+M .
Suppose now that G is finite, A carries an equivariant n-graded double bracket,
and M carries an equivariant cyclic bilinear form v. The bracket {−,−}
G
v in A
G
M
extends to a bracket in Ke ⊕ AM annihilating e on the left and on the right. The
latter bracket annihilates (1A)α− ε(α)e for all α ∈M and descends to an n-graded
biderivation {−,−}
G+
v in A
G+
M invariant under the action of the Lie algebra L. By
definition, for any a, b ∈ A, α, β ∈M ,{
q+(aα), q
+(bβ)
}G+
v
=
∑
g∈G
q+({(ga)gα, bβ}v) =
∑
g∈G
q+({aα, (gb)gβ}v)
where q+ is the natural projection AM → A
G+
M . Moreover, {E , E}
G+
v ⊂ E . If
{−,−} is Gerstenhaber, then so is {−,−}
G+
v .
We state equivariant versions of Theorems 10.2 and 10.4.
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Theorem 11.3. (Equivariant Hamiltonian reduction) Under the assumptions above,
let B be a graded G-algebra and let p : A → B be an equivariant algebra epimor-
phism whose kernel satisfies the same condition as in Theorem 10.2. Then the
bracket {−,−}G+v in E descends to an n-graded Leibniz bracket in the graded alge-
bra pG+M (E) ⊂ B
G+
M . If {−,−} is Gerstenhaber, then so is the latter bracket.
Proof. We define a map ℓ :M∗ → L ⊂M∗ by
ℓ(ϕ) =
∑
g∈G0
ϕg −
∑
g∈G\G0
ϕg.
We claim that for any ϕ ∈M∗, g ∈ G, b ∈ A, β ∈M
(11.4.2)
∑
g∈G
q+δϕ((gb)gβ) = q
+δℓ(ϕ)(bβ).
Indeed, it follows from the definitions that
δϕ(gβ) =
{
gδϕg(β) if g ∈ G0
−gδϕg(β) if g ∈ G\G0.
Therefore∑
g∈G
q+δϕ((gb)gβ) = q
+(
∑
g∈G
(gb)δϕ(gβ)) = q
+(
∑
g∈G0
(gb)gδϕg(β) −
∑
g∈G\G0
(gb)gδϕg(β))
= q+(
∑
g∈G0
bδϕg(β) −
∑
g∈G\G0
bδϕg(β)) = q
+(bδℓ(ϕ)(β)) = q
+δℓ(ϕ)(bβ)
The rest of the argument follows the proof of Theorem 10.2 with (10.3.1) replaced
by {
q+(ξα), x
}G+
v
= kq+δℓ(α)(x)
for any x ∈ AG+M . We check this equality for x = q
+(bβ) with b ∈ A, β ∈M :{
q+(ξα), q
+(bβ)
}G+
v
=
∑
g∈G
q+({ξα, (gb)gβ}v)
=
∑
g∈G
kq+δα((gb)gβ) = kq
+δℓ(α)(bβ). 
Theorem 11.4. If, under the assumptions above, A is concentratred in degree
zero, n = 0, and the double bracket in A is quasi-Poisson, then the restriction of
the bracket {−,−}
G+
v to E ⊂ A
G+
M satisfies the Jacobi identity and makes E into a
Poisson algebra.
Proof. To compute the Jacobi form of the bracket {−,−}
G+
v we use the expansion
(11.3.5) with q replaced by q+. To compute the terms of this expansion we use
(10.5.2), (10.5.3) and to compute their sum over all g, h ∈ G we use (11.4.2). The
rest of the arguments is as in the proof of Theorem 10.4. 
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11.5. The involutive case. We focus now on the case where G is a cyclic group
of order two with generator ι and G0 ⊂ G is the trivial subgroup. To turn a
unital graded algebra A into a G-algebra, one needs only to fix an involutive graded
antiautomorphism ι ofA such that ι(1A) = 1A. An n-graded double bracket {−,−}
in A is equivariant if and only if for all a, b ∈ A,
(11.5.1) {{ι(a), ι(b)}} = P21(ι⊗ ι)({{a, b}}).
Similarly, to turn a counital coalgebra M into a G-coalgebra, one needs to fix an
involutive antiautomorphism ι of M such that εM ι = εM . A cyclic bilinear form v
on M is equivariant if and only if v(ι ⊗ ι) = v : M ⊗M → K. By Section 11.4, an
equivariant n-graded double bracket {{−,−} in A and an equivariant cyclic bilinear
form v on M induce an n-graded biderivation {−,−}
G+
v in A
G+
M .
Suppose that A = K[π] is the group algebra of a group π. We treat A as a graded
algebra concentrated in degree zero and equip it with the involutive antiautomor-
phism ι inverting all elements of π. Consider a counital G-coalgebra (M, ι : M →
M) whose underlying module is free of finite rank. For any (non-graded) unital
algebra B, the convolution algebra HM (B) = B ⊗M
∗ is a unital G-algebra with
involutive antiautomorphism idB ⊗ι
∗. We identify the set HomG−GA+(A,HM (B))
with the set of group homomorphisms from π to the group Uι(B ⊗M
∗) consisting
of all invertible u ∈ B ⊗M∗ such that u−1 = (idB ⊗ι
∗)(u). The bijection (11.4.1)
exhibits AG+M as the coordinate algebra of the functor B 7→ Hom(π, Uι(B ⊗M
∗))
where B runs over unital commutative algebras.
For example, consider a symmetric Frobenius algebraA equipped with an involu-
tive algebra automorphism ∆ preserving the Frobenius pairing. Pick an invertible
matrix J ∈ MatN (A) with N ≥ 1 such that J
t = ∆(J) where t is the matrix
transposition and ∆ applies to matrices entry-wise. (One can take J to be the unit
matrix or, more generally, a diagonal matrix whose diagonal entries are invertible
and fixed by ∆.) The antiautomorphism X 7→ J∆(Xt)J−1 of MatN (A) induces
an involutive coalgebra antiautomorphism ι of the coalgebra M = (MatN (A))
∗
and makes M into a counital G-colagebra. The cyclic form vN on M defined in
Example 6.3.5 is equivariant for any choice of J . This form can be used to derive
an n-graded biderivation in AG+M from an equivariant double bracket in A. Note
that for a unital commutative algebra B, the group Uι(B ⊗M
∗) ⊂ GLN (B ⊗ A)
consists of all invertible (N ×N)-matrices X over the ring RB = B ⊗A such that
J = XJ∆(Xt). The group Uι(B⊗M
∗) is nothing but the group of automorphisms
of the free RB-module (RB)
N of rank N preserving the RB-valued sesquilinear form
determined by J . For ∆ = idA, we recover the group of invertible (N×N)-matrices
X over RB such that J = XJX
t, i.e., the group of automorphisms of the module
(RB)
N preserving the RB-valued bilinear form determined by J .
These constructions apply to the fundamental group π of an oriented surface
with base point in the boundary. Indeed, the double quasi-Poisson bracket in
A = K[π] constructed in [5] satisfies (11.5.1). This bracket and the cyclic form vN
induce a biderivation in AG+M which restricts to a Poisson bracket in E ⊂ A
G+
M . As
in Section 10.6, the equivariant Hamiltonian reduction yields a Poisson bracket in
algebras associated with oriented surfaces with empty boundary.
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