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Introduction
Multivariate decoding algorithms are becoming popular methods for the analysis of brain signals (Tong and Pratte, 2012) . Decoding can be used for practical applications such as communication and control (Bradberry et al., 2009) . Multivariate methods can also be applied to understand basic neurophysiological processes (Naselaris et al., 2011) . Multivariate decoding may offer several advantages over traditional methods of analysis. For example, it has been claimed that decoding techniques allow examination of the ''mental content'' of brain regions rather than simply the overall level of activation (Haynes, 2011) . In addition, these decoding techniques may be more sensitive than traditional univariate statistical methods (Haynes, 2011) .
Interpretation of multivariate models is not always straightforward however. McFarland and Krusienski (2012) discuss several issues that may arise when the predictor variables are correlated, a condition referred to as multicollinearity. A specific case was illustrated by McFarland et al. (2006) for a subject using a P300-based matrix speller. A linear prediction of the target versus standard based on samples from Cz at 0 and 240 ms produced univariate r 2 values of 0.004 and 0.073, respectively, and 0.559 when the two were combined in a bivariate model. With the bivariate linear regression model, feature weights were À0.155 for time 0 and 0.171 for 240 ms. It is unlikely that the stimulus-related information contained in the EEG was nearly equivalent at 0 and 240 ms post-stimulus. Rather it is probable that the feature at time 0 served as a means of noise cancellation (i.e., it provides a baseline correction) and thus represents a suppressor variable (Friedman and Wall, 2005) . Thus, weights from a multivariate model do not always represent the extent to which a feature provides independent predictive information.
