We present the development of an algorithm for inverting multi-component gravity gradiometer data to recover three-dimensional (3-D) distributions of density contrast for salt imaging. The algorithm is a direct adaptation of the author's earlier work on 3-D inversion of magnetic data. The underlying method is based upon a regularized inversion that constructs a density contrast distribution having minimum structure, and the inverse solution is obtained by minimizing a model objective function subject to the data and bound constraints on the model. Because of the mathematical equivalence between the magnetic data and the gravity gradiometer data, much of the magnetic algorithm is directly applicable to the inversion of gravity gradiometer data. However, there remain a number of issues that are unique to the gradiometer data and to the problem of salt imaging. This paper presents the general algorithm and then focuses on different algorithmic aspects to deal with its application.
Summary
We present the development of an algorithm for inverting multi-component gravity gradiometer data to recover three-dimensional (3-D) distributions of density contrast for salt imaging. The algorithm is a direct adaptation of the author's earlier work on 3-D inversion of magnetic data. The underlying method is based upon a regularized inversion that constructs a density contrast distribution having minimum structure, and the inverse solution is obtained by minimizing a model objective function subject to the data and bound constraints on the model. Because of the mathematical equivalence between the magnetic data and the gravity gradiometer data, much of the magnetic algorithm is directly applicable to the inversion of gravity gradiometer data. However, there remain a number of issues that are unique to the gradiometer data and to the problem of salt imaging. This paper presents the general algorithm and then focuses on different algorithmic aspects to deal with its application.
Forward modeling
We assume that we have a distributed density contrast, ) (r L ρ , inside a volume V, as the source of our measurements on the surface. The gravity gradient is given by
where γ is the gravitational constant, r L and ' r L are respectively the positions of the observation and source point respectively, and ∇ is applied to observation points. By potential field theory, the gradient tensor is symmetric and has a zero trace. Therefore, there are only five independent components in the tensor at each observation location.
Adopting a right-hand coordinate system where the xaxis points to the north (or nominal grid north), y-axis points to the east, and z-axis points vertically downward, we can write the gradient tensor as 
where each component is given by
Equations (1) and (3) bear a strong resemblance to the basic equations for calculating the magnetic anomaly from a given magnetization distribution (e.g. Sharma, 1966) . In fact, there is a close mathematical connection between gravity gradiometer data and magnetic data. The basic kernel kl T describes the kl'th component of the gravity gradient tensor in our current problem, and it also describes the k'th component of the magnetic anomaly produced by the l'th component of magnetization vector. Therefore, forward modeling of gravity gradiometry is mathematically identical to that of magnetic data. Correspondingly, gradiometer data behave exactly as do magnetic data. In certain ways, the gradiometer problem is easier than magnetic problem, since the former is equivalent to a magnetic problem in which the magnetization direction is known precisely. Therefore, much of the insight one has obtained from working with magnetic data is applicable in the gravity gradiometry problem.
Assume a set of gradiometer data are available at a set of discrete observation points,
where N is the total number of data. For example, if five independent components are measured at p locations, then
The density distribution is usually discretized into cuboidal cells for numerical calculation. We assume each cell has a constant density contrast, which is prescribed in the forward problem, but unknown in the inverse problem. We denote the model as
, where M is the number of cells. With such a parameterization, the
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forward modeling is given by a system of linear equations that relates the data to the model vector by a sensitivity matrix G:
and the element ij g of G quantifies the contribution of j'th cell to i'th datum. For modeling realistic density models, the size of model cells must be small enough. This usually results in a greater number of model parameters than there are data (i.e., N M >> ), and leads to a large numerical problem.
The elements ij g only depend upon the geometry of the discretization, and they can be calculated by evaluating the integral in equation (3) over each rectangular cell. The closed form solution for the integral can be found in several publications (e.g., Sharma, 1966) . The forward modeling therefore becomes the evaluation of the matrix-vector product in equation (4).
The direct approach would require the calculation of each element of the entire matrix, multiplication with corresponding density value, and summation over all cells in the model. This approach is practical if the forward modeling needs to be performed for a small number of times. However, when the number of forward modeling becomes large, this process can become prohibitively expensive. For example, a typical inversion requires on the order of several thousands of forward modelings. To overcome this problem, we apply the wavelet transform-based compression that was developed for large-scale magnetic problems. This method treats each row of the sensitivity as a 3D image defined in the model region and applies a separable 3D wavelet transform to compress it. The result is a sparse representation of the sensitivity matrix in the wavelet domain that requires much less memory to store and correspondingly small amount of CPU time to be multiplied to a vector.
Formulation of the inversion
Given the set of N gravity gradiometer data, the objective is to construct a density contrast distribution. To deal with the inherent non-uniqueness associated with gravity gradiometer data and the non-uniqueness introduced by the availability of a finite number of inaccurate data, we tackle the problem using the Tikhonov regularization. We construct a minimum- The function ) (z w is a depth weighting designed to counteract the decay of sensitivities. As in magnetic inversions, the sensitivity of the gradiometer data decays as inverse distance cubed. Because there are only surface data in our problem, the common decay of the sensitivity is in the depth direction. Therefore, we use a depth weighting function of the following form,
where the parameter 0 z is calculated to allow the best match between the decay of the sensitivity and the square of the weighting function. Such a weighting function has just the right decay rate with depth to compensate the decay of the sensitivity so that cells at different depths have equal opportunity to enter the inverse solution with a non-zero value.
For numerical solutions, equation (5) is discretized by using a finite difference approximation. The resulting discrete model objective function has the form,
The data constraints are satisfied by requiring that the total misfit between the observed and predicted data be equal to an expected value determined from the statistics of the data error. We use an 2 L misfit measure, In addition to the data constraint, we also need to impose a lower and an upper bound on the recovered density contrast for each cell in the model. The bound constraints help better define the inverse problem by restricting the type of models that are admissible. These bounds are usually derived from the knowledge specific to the geology over which the data were acquired. For instance, the density contrast of a salt body is known very well at a given depth in most cases when a reliable density-depth profile is available for the sedimentary background. The inversion should limit the recovered density model to between zero and the contrast at a given depth.
The solution to the inverse problem of constructing a density contrast model is then solved by minimizing a total objective function with bound constraints:
where µ is a regularization parameter, and a L and b L are the lower and upper bounds on density contrast. For flexibility, we implement the algorithm to allow different bounds for each individual cells. The ability to incorporate variable density bounds is important in imaging salt bodies, since the density contrast varies with depth. In addition, this also allows one to "freeze" the density contrast values in certain regions by imposing a very tight pair of bounds. This flexibility, therefore, provides an alternative means to incorporate information that might be available independently from other sources. One such example is the top of the salt from seismic imaging.
Although we have a linear problem that is solved by minimizing a quadratic objective function, the presence of inequality constraints in (8) introduces difficulties since the problem becomes nonlinear. We use an interior-point method to perform the minimization, which obtains the solution by a sequence of nonlinear minimizations in which the bound constraints are implemented by including a logarithmic barrier function (Li and Oldenburg ,2000) .
Numerical examples
We illustrate our inversion algorithm by using a synthetic example here. This model was created to simulate a salt body and marine data acquisition geometry. Figure 1 shows a volume rendered image of the synthetic salt body and a cross-section through it. We note that the top of the salt has variable depth and the negative density contrast increases in magnitude with depth. The water depth is assumed to be 600 m and the top of the salt is at an average depth of 1,500 m below the water surface. The data are simulated at the water surface with a 1,000-m line spacing and 200-m station interval along the lines. Figure 2 shows the gradiometer data. We contaminate the data with independent Gaussian noise of 1 Eotvos. To invert this set of data, we have used a model region that is 16 km in both horizontal direction and extends from "sea floor" to a depth of 5 km. The entire region is divided into cells having dimensions of 250 m, 250 m, and 100 m in easting, northing, and depth direction respectively. We have assumed that the top of the salt is known and incorporated that constraint in the inversion. We have also imposed a zero upper bound and depth-varying lower bounds that are the same as the true density contrast at a given depth. Figure 3 shows the recovered density model. As in Figure 1 , the model is displayed as a volume rendered image and in one cross-section. This model is good representation of the true model and clearly images the salt bottom. The inversion has assumed known standard deviations in the data and fit the noisy data to the expected misfit value. The predicted data show little effect of the noise in the original data.
Discussion
We have developed an algorithm for inverting multicomponent gravity gradiometer data based upon the formalism of generalized inversion. The density contrast is represented by a set of contiguous cells of constant density in the 3D-model region. The inverse solution is obtained by finding the density distribution that minimizes a model objective function while reproducing the data according to the noise level. In addition, bound constraints are imposed so that the density contrast is within prescribed limits in each cell. The numerical solution utilizes wavelet transform and interior-point method of optimization. The efficiency produced by the combination allows the algorithm to solve large-scale inversions necessary for salt dome imaging. 
