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1Introduction
We consider the following mathematical program with complementarity constraints,
which constitutes an important subclass of the mathematical program with equilibrium
constraints (MPEC):
nlin $f(z)$
$\mathrm{s}.\mathrm{t}$ . $g(z)\leq 0$ , $h(z)=0$ (1.1)
$G(z)\geq 0$ , $H(z)\geq 0$
$G(z)^{T}H(z)=0$ ,
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where $f$ : $R^{n}arrow R$ , $g$ : $R^{n}arrow R^{p}$ , $h:R^{n}arrow R^{q}$ , and $G$ , $H$ : $R^{n}arrow R^{m}$ are all twice con-
tinuously differentiable functions. This problem plays an important role in many fields
such as engineering design, economic equilibrium, and multilevel game, see [12], and
has attracted much attention in the recent literature. The major difficulty in solving
problem (1.1) is that its constraints fail to satisfy astandard constraint qualification at
any feasible point so that standard methods are likely to fail for this problem. There
have been proposed several approaches such as sequential quadratic programming ap-
proach, implicit programming approach, penalty function approach, and reformulation
approach [1, 4-6, 8-13, 17, 19]. In particular, Fukushima and Pang [6] considered a
smoothing continuation method and showed, under the MPEC-linear independence
constraint qualification (MPEC-LICQ) and an additional condition called the asymp-
totic weak nondegeneracy, that an accumulation point of KKT points satisfying the
second-0rder necessary conditions for the perturbed problems is a $\mathrm{B}$-stationary point
of the original problem. Subsequently, Scholtes [19] presented aregularization scheme
$\min$ $f(z)$
$\mathrm{s}.\mathrm{t}$ . $g(z)\leq 0$ , $h(z)=0$ (1.2)
$G(z)\geq 0$ , $H(z)\geq 0$
$G_{i}(z)H_{i}(z)\leq\in$ , $i=1,2$ , $\cdots$ , $m$ ,
where $\epsilon$ is apositive parameter, as an approximation of problem (1.1) and proved,
under the MPEC-LICQ and the upper level strict complementarity condition, that an
accumulation point of stationary points satisfying the second order necessary conditions
for the relaxed problems is a $\mathrm{B}$-stationary point of the original problem.
In this paper, we consider the following scheme as an approximation of problem
(1.1):
$\min$ $f(z)$
$\mathrm{s}.\mathrm{t}$ . $g(z)\leq 0$ , $h(z)=0$
$G_{i}(z)H_{i}(z)\leq\epsilon^{2}$ (1.3)
$(G_{i}(z)+\epsilon)(H_{i}(z)+\epsilon)\geq\epsilon^{2}$
$i=1,2$ , $\cdots$ , $m$ ,
in which there are less constraints than problem (1.2). In the next section, we will
show that the standard linear independence constraint qualification (LICQ) holds for
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the new relaxed problem under some mild conditions. In Section 3, we consider the
convergence of global optimal solutions and stationary points of the relaxed problem.
We obtain some sufficient conditions of $\mathrm{B}$-stationarity for afeasible point of the orig-
inal problem. In particular, we show that, under the MPEC-LICQ, an accumulation
point of stationary points of the relaxed problems is $\mathrm{B}$-stationary for problem (1.1)
if the sequence generalized by the smallest eigenvalues of the Hessian matrices of the
corresponding Lagrangian functions of the relaxed problems is bounded below. These
new conditions can be verified easily in practice.
2Some Results on Constraint Qualifications
In this section, we discuss constraint qualifications for problem (1.3). We let $\mathcal{F}$ and
$\mathcal{F}_{\epsilon}$ denote the feasible sets of problems (1.1) and (1.3), respectively, and let, for $i=$
$1,2$ , $\cdots$ , $m$ and $z\in R^{n}$ ,
$\phi_{\epsilon,i}(z)$ $=$ $(G_{i}(z)+\epsilon)(H_{i}(z)+\epsilon)-\epsilon^{2}$ ,
$\psi_{\epsilon,i}(z)$ $=$ $G_{i}(z)H_{i}(z)-\epsilon^{2}$ ,
and
$\Phi_{\epsilon}(z)$ $=$ $(\phi_{\epsilon,1}(z), \phi_{\epsilon,2}(z),$ $\cdots$ , $\phi_{\epsilon,m}(z))^{T}$ ,
$\Psi_{\epsilon}(z)$ $=$ $(\psi_{\epsilon,1}(z), \psi_{\epsilon,2}(z),$ $\cdots$ , $\psi_{\epsilon,m}(z))^{T}$ .
Then we have
$\nabla\phi_{\epsilon,i}(z)$ $=$ $(G_{i}(z)+\epsilon)\nabla H_{i}(z)+(H_{i}(z)+\epsilon)\nabla G_{i}(z)$ , (2.1)
$\nabla\psi_{\epsilon,i}(z)$ $=$ $H_{i}(z)\nabla G_{i}(z)+G_{i}(z)\nabla H_{i}(z)$ (2.2)
for $i=1,2$ , $\cdots$ , $m$ and
$\nabla\Phi_{\epsilon}(z)$ $=$ $(\nabla\phi_{\epsilon,1}(z), \cdots, \nabla\phi_{\epsilon,m}(z))^{T}$ ,
$\nabla\Psi_{\epsilon}(z)$ $=$ $(\nabla\psi_{\epsilon,1}(z), \cdots, \nabla\psi_{\epsilon,m}(z))^{T}$ .
For afunction $F:R^{n}arrow R^{m}$ and agiven vector $z\in R^{n}$ , we denote by
$\mathrm{I}_{F}(z)=\{i : F_{i}(z)=0\}$
the active index set of $F$ at $z$ .
202
Theorem 2.1 We have $\mathcal{F}=\bigcap_{\epsilon>0}\mathcal{F}_{\epsilon}$ and, for any $\epsilon$ $>0$ ,
$\mathrm{I}_{\Phi_{\epsilon}}(z)\cap \mathrm{I}_{\Psi_{\epsilon}}(z)=\emptyset$ . (2.3)




$\epsilon$ $+(G_{i}(z)+H_{i}(z))\geq 0$ .
Letting $\epsilon$ $arrow 0$ , we have
$G_{i}(z)H_{i}(z)=0$ , $G_{i}(z)+H_{i}(z)\geq 0$ , $i=1,2$, $\cdots$ , $m$ .
This means that $z\in \mathcal{F}$ and hence $\mathcal{F}=\bigcap_{\epsilon>0}\mathcal{F}_{\epsilon}$ .




Combining these equalities, we have
$G_{i}(z)+H_{i}(z)+\epsilon$ $=0$ .
It then follows that
$0= \epsilon^{2}-G_{i}(z)H_{i}(z)=\epsilon^{2}+H_{i}(z)^{2}+\epsilon H_{i}(z)=(H_{i}(z)+\frac{\epsilon}{2})^{2}+\frac{3}{4}\epsilon^{2}$,
which is acontradiction and so (2.3) holds. $\square$
Next we show that, in contrast with problem (1.1), problem (1.3) satisfies the
standard LICQ at afeasible point under some conditions.
Theorem 2.2 For any $\overline{z}\in \mathcal{F}$ , if the set of vectors
$\{\nabla g\iota(\overline{z})$ , $\nabla h_{r}(\overline{z})$ , $\nabla G_{i}(\overline{z})$ , Hi $\{\mathrm{z})) : l\in \mathrm{I}_{g}(\overline{z}), r=1, \cdots, q, i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})\}$
is linearly independent, then, for any fied $\epsilon$ $>0$ , there exists a neighborhood $U_{\epsilon}(\overline{z})$ of
$\overline{z}$ such that problem (1.3) satisfies the LICQ at any point $z\in U_{\epsilon}(\overline{z})\cap \mathcal{F}_{\epsilon}$ .
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Proof: For any $\overline{z}\in \mathcal{F}$, it is obvious that
$\psi_{\epsilon,i}(\overline{z})<0$ , $i=1,2$ , $\cdots$ , $m$
and
$\phi_{\epsilon,i}(\overline{z})=0\Leftrightarrow i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$.
On the other hand, it follows from the continuity of the functions $g$ , $\Phi_{\epsilon}$ , and $\Psi_{\epsilon}$ that,
for any fixed $\epsilon$ $>0$ , there exists aneighborhood $U_{\epsilon}(\overline{z})$ of $\overline{z}$ such that, for any point
$z\in U_{\epsilon}(\overline{z})\cap \mathcal{F}_{\epsilon}$ ,
$\mathrm{I}_{g}(z)\subseteq \mathrm{I}_{g}(\overline{z})$ , $\mathrm{I}_{\Phi_{\epsilon}}(z)\subseteq \mathrm{I}_{\Phi_{\epsilon}}(\overline{z})$ , $\mathrm{I}_{\Psi_{\epsilon}}(z)\subseteq \mathrm{I}_{\Psi_{\epsilon}}(\overline{z})$ .
This means that all the functions
$\phi_{\epsilon,i}$ , $\psi_{\epsilon,j}$ , $i\not\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$, $j=1,2$ , $\cdots$ , $m$
are inactive at $z$ in problem (1.3). In addition, we have that
$H_{i}(z)+\epsilon$ $\neq 0$ , $G_{i}(z)+\epsilon$ $\neq 0$ , $i\in \mathrm{I}_{\Phi_{\epsilon}}\langle z)$ .
From (2.1), we obtain the conclusion immediately. $\square$
Remark: If $\overline{z}\in \mathcal{F}$ is nondegenerate or low er $/eve/$ strictly complementar$ry$ , which
means
$\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})=\emptyset$ ,
then the condition in Theorem 2.2 becomes very simple.
Under the MPEC-LICQ, we have the following stronger result in which the neigh-
borhood is independent of $\epsilon$ .
Theorem 2.3 For any $\overline{z}\in \mathcal{F}$ , if the MPEC-LICQ holds at $\overline{z}$ , which means
$\{\nabla g\iota(\overline{z})$ , $\nabla h_{r}(\overline{z})$ , $\nabla G_{i}(\overline{z})$ , $\nabla H_{j}(\overline{z})$ : $l\in \mathrm{I}_{g}(\overline{z})$ , $r=1,2$ , $\cdots$ , $q$ , $i\in \mathrm{I}_{G}(\overline{z})$ , $j\in \mathrm{I}_{H}(\overline{z})\}$
is linearly independent, then there exist a neighborhood $U(\overline{z})$ of $\overline{z}$ and a positive constant
$\overline{\epsilon}$ such that problem (1.3) satisfies the LICQ at any point $z\in U(\overline{z})\cap \mathcal{F}_{\epsilon}$ for any
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Proof: We first consider matrix functions whose col nmns consist of the vectors
$\nabla g_{l}(z)$ : $l\in \mathrm{I}_{g}(\overline{z})$ ,
$\nabla h_{r}(z)$ : $r=1,2$ , $\cdots$ , $q$ ,
$\nabla G_{i}(z)$ : $i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ ,
$\nabla G_{i}(z)+\frac{G_{i}(z)+\epsilon}{H_{i}(z)+\epsilon}\nabla H_{i}(z)$ or $\nabla G_{i}(z)+\frac{G_{i}(z)}{H_{i}(z)}\nabla H_{i}(z)$ : $i\in \mathrm{I}_{G}(\overline{z})\backslash \mathrm{I}_{H}(\overline{z})$ ,
$\nabla H_{j}(z)$ : $j\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ ,
$\nabla H_{j}(z)+\frac{H_{j}(z)+\epsilon}{G_{j}(z)+\epsilon}\nabla G_{j}(z)$ or $\nabla H_{j}(z)+\frac{H_{j}(z)}{G_{j}(z)}\nabla G_{j}(z)$ : $j\in \mathrm{I}_{H}(\overline{z})\backslash \mathrm{I}_{G}(\overline{z})$ .
Note that there are finitely many such matrix functions, which are denoted by
$A_{1}(z, \epsilon)$ , $A_{2}(z, \epsilon)$ , $\cdots$ , $A_{N}(z, \epsilon)$ . (2.4)
Rearranging components if necessary, we may suppose that all these matrices are con-
vergent to the same matrix $A(\overline{z})$ with columns
$\nabla g_{l}(\overline{z})$ : $l\in \mathrm{I}_{g}(\overline{z})$ , (2.5)
$\nabla h_{r}(\overline{z})$ : $r=1,2$ , $\cdots$ , $q$ , (2.6)
$\nabla G_{i}(\overline{z})$ : $i\in \mathrm{I}_{G}(\overline{z})$ , (2.7)
$\nabla H_{j}(\overline{z})$ : $j\in \mathrm{I}_{H}(\overline{z})$ , (2.8)
respectively, as $zarrow\overline{z}$ and $\mathit{6}arrow 0$ . It follows from the MPEC-LICQ assumption of
the theorem that $A(\overline{z})$ has full column rank. Since the functions $G$ , $H$ , and $g$ are
continuous, there exist aneighborhood $U(\overline{z})$ of $\overline{z}$ and apositive constant $\overline{\epsilon}$ such that
for any $\epsilon\in(0,\overline{\epsilon})$ and any point $z\in U(\overline{z})\cap \mathcal{F}_{\epsilon}$ , all the matrices in (2.4) have full column
rank and
$\mathrm{I}_{G}(z)\subseteq \mathrm{I}_{G}(\overline{z})$ , $\mathrm{I}_{H}(z)\subseteq \mathrm{I}_{H}(\overline{z})$ , $\mathrm{I}_{g}(z)\subseteq \mathrm{I}_{g}(\overline{z})$ . (2.9)
Now we let $\epsilon$ $\in(0,\overline{\epsilon})$ and $z\in U(\overline{z})\cap \mathcal{F}_{\epsilon}$ and show that problem (1.3) satisfies the
LICQ at $z$ . We suppose that the multiplier vectors $\lambda$ , $\mu$ , $\delta$, and $\gamma$ satisfy
$\sum_{l\in \mathcal{T}_{g}(z)}\lambda_{l}\nabla g\iota(z)+\sum_{r=1}^{q}\mu_{r}\nabla h_{r}.(z)+\sum_{i\in \mathcal{T}_{\Phi\epsilon}(z)}\delta_{i}\nabla\phi_{\epsilon,i}(z)+\sum_{j\in \mathrm{I}\varphi_{\epsilon}(z)}\gamma_{j}\nabla\psi_{\epsilon,j}(z)=0$. (2.10)
By (2.1) and (2.2), we have
$\sum_{i\in \mathrm{I}_{\Phi_{\epsilon}}(z)}\delta_{i}\nabla\phi_{\epsilon,i}(z)$
$=$
$\sum_{i\in 1_{\Phi_{\epsilon}}(z)\cap \mathrm{I}_{G}(\overline{z})\cap \mathcal{T}_{H}(\overline{z})}\delta_{i}((H_{i}(z)+\epsilon)\nabla G_{i}(z)+(G_{i}(z)+\epsilon)\nabla H_{i}(z))$
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$+ \sum_{i\in \mathcal{T}_{\Phi_{\xi}}(z)\backslash \mathcal{T}_{H}(_{\sim}^{-})},\delta_{i}(H_{i}(z)+\epsilon)(\nabla G_{i}(z)+\frac{G_{i}(z)+\in}{H_{i}(z)+\epsilon}\nabla H_{i}(z))$




$\sum_{j\in \mathrm{I}_{\Psi_{\epsilon}}(z)\cap \mathrm{I}_{G}(\overline{z})\cap \mathcal{T}_{H}(\overline{z})}\gamma_{j}(H_{j}(z)\nabla G_{j}(z)+G_{j}(z)\nabla H_{j}(z))$
$+ \sum_{j\in \mathrm{I}_{\Psi_{\mathcal{E}}}(z)\backslash \mathrm{I}_{H}(\overline{z})}\gamma_{j}H_{j}(z)(\nabla G_{j}(z)+\frac{G_{j}(z)}{H_{j}(z)}\nabla H_{j}(z))$
$+ \sum_{j\in \mathcal{T}_{\mathrm{w}_{\epsilon}}(z)\backslash \mathrm{I}_{G}(\overline{z})}\gamma_{j}G_{j}(z)(\nabla H_{j}(z)+\frac{H_{j}(z)}{G_{j}(z)}\nabla G_{j}(z))$ .
Note that (2.3) and (2.9) hold. Then, renumbering terms if necessary, we can choose
amatrix $A_{k}(z, \epsilon)$ , $1\leq k\leq N$ , in (2.4) so that (2.10) can be rewritten as
$A_{k}(z, \epsilon)$ $\{\begin{array}{l}\lambda 0\mu\delta_{I}(H_{I}(z)+\in e_{I})\gamma_{ff}H_{ff}(z)0\delta_{\pi}(H_{ff}(z)+\epsilon e_{\pi})\gamma_{W}H_{W}(z)0\delta_{I}(G_{I}(z)+\epsilon e_{I})\gamma_{I}G_{ff}(z)0\delta_{V}(G_{V}(z)+\epsilon e_{V})\gamma_{\mathfrak{l}l}G_{1C}(z)0\end{array}\}=0$ , (2.11)
where
$I$ $=\mathrm{I}_{\Phi_{\epsilon}}(z)\cap \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ ,
$ff$ $=\mathrm{I}_{\Psi_{\epsilon}}(z)\cap \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ ,
$M$ $=\mathrm{I}_{\Phi_{\epsilon}}(z)\backslash \mathrm{I}_{H}(\overline{z})$ ,
$W$ $=\mathrm{I}_{\Psi_{\epsilon}}(z)\backslash \mathrm{I}_{H}(\overline{z})$,
$V$ $=\mathrm{I}_{\Phi_{\epsilon}}(z)\backslash \mathrm{I}_{G}(\overline{z})$ ,
$lT$ $=\mathrm{I}_{\Psi_{\epsilon}}(z)\backslash \mathrm{I}_{G}(\overline{z})$ ,
and $e_{\mathrm{I}}=(1,1, \cdots 1)^{T})\in R^{|\mathrm{I}|}$ . Since $A_{k}.(z, \epsilon)$ has full column rank, it follows from
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(2.11) that the multiplier vector in (2.11) is zero. Noticing that
$H_{i}(z)+\epsilon\neq 0$ , $G_{i}(z)+\in$ $\neq 0$ , $i\in \mathrm{I}_{\Phi_{\epsilon}}(z)$ ,
$H_{i}(z)\neq 0$ , $G_{i}(z)\neq 0$ , $i\in \mathrm{I}_{\Psi_{\epsilon}}(z)$ ,
and
$\delta$
$=(\begin{array}{l}\delta_{I}\delta_{E}\delta_{V}\end{array})$ , $\gamma=(\begin{array}{l}\gamma_{ff}\gamma_{W}\delta_{\mathrm{V}I}\end{array})$ ,
we have from (2.11) that
$(\lambda^{T}, \mu^{T}, \delta^{T}, \gamma^{T})=0$,
which implies that problem (1.3) satisfies the LICQ at $z$ . This completes the proof. $\square$
3Convergence Analysis
In this section, we consider the limiting behavior of problem (1.3) as $\mathit{6}arrow 0$ . First we
give the convergence of global optimal solutions.
Theorem 3.1 Let $\{\epsilon_{k}\}\subseteq(0, +\infty)$ be convergent to 0and suppose that $z^{k}$
. is $a$
global optimal solution of problem (1.3) with $\epsilon=\epsilon_{k}$ . If $z^{*}$ is an accumulation point of
the sequence $\{z^{k}\}$ as $karrow \mathrm{o}\mathrm{o}$ , then $z^{*}$ is a global optimal solution of problem (1.1).
Proof: Taking asubsequence if necessary, we assume without loss of generality
that $\lim_{karrow\infty}z^{k}=z^{*}$ . By Theorem 2.1, $z^{*}\in \mathcal{F}$ . Since $\mathcal{F}\subseteq \mathcal{F}_{\epsilon_{k}}$ for all $k$ , we have
$f(z^{k})\leq f(z)$ , $\forall z\in \mathcal{F}$ , $\forall k$ .
Letting $karrow\infty$ , we have from the continuity of $f$ that
$f(z^{*})\leq f(z)$ , $\forall z\in \mathcal{F}$ ,
i.e., $z^{*}$ is aglobal optimal solution of problem (1.1). $\square$
In asimilar way, we can prove the next theorem.
Theorem 3.2 Let both $\{\epsilon_{k}\}\subseteq(0, +\infty)$ and $\{\overline{\epsilon}_{k}.\}\subseteq(0, +\infty)$ be convergent to 0
and $z^{k}\in \mathcal{F}_{\epsilon_{k}}$ be an $\overline{\epsilon}_{k}$.-approximate solution of problem (1.3) with $\epsilon$ $=\epsilon_{k}$ , $i.e.$ ,
$f(z^{k})-\overline{\epsilon}_{k}$. $\leq f(z)$ , $\forall z\in \mathcal{F}_{\epsilon_{k}}.\cdot$
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Then any accumulation point of $\{z^{k}\}$ is a global optimal solution of problem (1.1).
Now we consider the limiting behavior of stationary points of problem (1.3). We
will use the standard definition of stationarity for problem (1.3), i.e., $z$ is astationary
point of problem (1.3) if there exist Lagrange multiplier vectors $\lambda\in R^{p}$ , $\mu\in R^{q}$ , and
$\delta$, $\gamma\in R^{m}$ such that
$\nabla f(z)+\nabla g(z)^{T}\lambda+\nabla h(z)^{T}\mu-\nabla\Phi_{\epsilon}(z)^{T}\delta+\nabla\Psi_{\epsilon}(z)^{T}\gamma=0$ , (3.1)
A $\geq 0$ , $\delta\geq 0$ , $\gamma\geq 0$ , (3.2)
$\mathrm{h}(\mathrm{z})\leq 0$ , $h(z)=0$ , $\Phi_{\epsilon}(z)\geq 0$ , $\Psi_{\epsilon}(z)\leq 0$ , (3.3)
$g(z)^{T}\lambda=0$ , $\Phi_{\epsilon}(z)^{T}\delta=0$, $\Psi_{\epsilon}(z)^{T}\gamma=0$ . (3.4)
For problem (1.1), $\overline{z}\in \mathcal{F}$ is said to be a $B$-stationary point if it satisfies
$d^{T}\nabla f(\overline{z})\geq 0$ , $\forall d\in \mathcal{T}(\overline{z}, \mathcal{F})$, (3.5)
where $\mathrm{h}(\mathrm{z})\mathcal{F})$ stands for the tangent cone of $\mathcal{F}$ at $\overline{z}$ . As in [19], afeasible point $\overline{z}$ is
called weakly stationar$ry$ to problem (1.1) if there exist multiplier vectors $\lambda\in R^{\mathrm{p}},\overline{\mu}\in R^{q}$,
and $\overline{u},\overline{v}\in R^{m}$ such that
$\nabla f(\overline{z})+\nabla g(\overline{z})^{T}\overline{\lambda}+\nabla h(\overline{z})^{T}\overline{\mu}-\nabla G(\overline{z})^{T}\overline{u}-\nabla H(\overline{z})^{T}\overline{v}=0$ , (3.6)
$\overline{\lambda}\geq 0$ , $\overline{z}\in \mathcal{F}$, $\overline{\lambda}^{T}g(\overline{z})=0$ , (3.7)
$\overline{u}_{i}=0$ , $i\not\in \mathrm{I}_{G}(\overline{z})$ , (3.8)
$\overline{v}_{i}=0$ , $i\not\in \mathrm{I}_{H}(\overline{z})$ . (3.9)
If the MPEC-LICQ holds at $\overline{z}$ , then the definition (3.5) of $\mathrm{B}$-stationarity can be restated
in terms of Lagrange multipliers [12,17,19]: $\overline{z}$ is a $\mathrm{B}$-stationary point of problem (1.1)
if there exist multiplier vectors $\overline{\lambda},\overline{\mu},\overline{u}$, and $\overline{v}$ such that (3.6)-(3.9) hold with
$\overline{u}_{i}\geq 0$ , $\overline{v}_{i}\geq 0$ , $i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ . (3.10)
Obviously any weakly stationary point $\overline{z}$ is $\mathrm{B}$-stationary whenever $\overline{z}$ satisfies the lower
level strictly complementarity condition
$\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})=\emptyset$ .
Other two kinds of stationarity concepts for MPECs called $\mathrm{C}$ stationarity and M-
stationarity [19], which are stronger than the weak stationarity but weaker than B-
ationarity, are also employed often. We say $\overline{z}$ is stationary to problem (1.1) if
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there exist multiplier vectors $\overline{\lambda},\overline{\mu},\overline{u}$ , and $\overline{v}$ such that (3.6)-(3.9) hold and
$\overline{u}_{i}\overline{v}_{i}\geq 0$ , $i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ (3.11)
and we say $\overline{z}$ is $M$-stationary to problem (1.1) if, furthermore, either $\overline{u}_{i}>0,\overline{v}_{i}>0$
or $\overline{u}_{i}\overline{v}_{i}=0$ for all $i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ . In addition, aweakly stationary point $\overline{z}\in \mathcal{F}$ of
problem (1.1) is said to satisfy the upper level strict complementarity condition if there
exist multiplier vectors $\overline{\lambda},\overline{\mu},\overline{u}$ , and $\overline{v}$ satisfying (3.6)-(3.9) and
$\overline{u}_{i}\overline{v}_{i}\neq 0$ , $i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ . (3.12)
The upper level strict complementarity is weaker than the lower level strict comple-
mentarity. Also, it is obvious that any $\mathrm{M}$-stationary point of problem (1.1) satisfying
the upper level strict complementarity condition is B-stationary.
Then we have the following convergence results.
Theorem 3.3 Let $\{\epsilon_{k}\}\subseteq(0, +\infty)$ be convergent to 0and $z^{k}\in \mathcal{F}_{\epsilon_{k}}$ be a stationary
point of problem (1.3) with $\epsilon$ $=\epsilon_{k}$ for each $k$ . Suppose that $\overline{z}$ is an accumulation point
of the sequence $\{z^{k}\}$ . Then, if the MPEC-LICQ holds at $\mathrm{z},\overline{z}$ is a $C$-stationary point
of problem (1.1).
Proof: Without loss of generality, we assume that
$\lim_{karrow\infty}z^{k}=\overline{z}$ . (3.13)
Since all the functions involved in problem (1.1) are continuous, $\mathcal{F}$ is closed and hence
$\overline{z}\in \mathcal{F}$ by Theorem 2.1. It follows from the MPEC-LICQ assumption, (3.13), and
Theorem 2.3 that, for any sufficiently large $k$ , problem (1.3) with $\epsilon=\epsilon_{k}$ satisfies the
LICQ at $z^{k}$ and hence, by the stationarity of $z^{k}$ , there exist unique Lagrange multiplier
vectors $\lambda^{k}\in R^{p}$ , $\mu^{k}\in R^{q}$ , and $\delta^{k}$ , $\gamma^{k}\in R^{m}$ such that
$\nabla f(z^{k})+\nabla g(z^{k})^{T}\lambda^{k}+\nabla h(z^{k})^{T}\mu^{k}-\nabla\Phi_{\epsilon_{k}}(z^{k})^{T}\delta^{k}+\nabla\Psi_{\epsilon_{k}}(z^{k})^{T}\gamma^{k}=0$ , (3.14)
$\lambda^{k}\geq 0$ , $\delta^{k}\geq 0$ , $\gamma^{k}\geq 0$ , (3.15)
$g(z^{k})\leq 0$ , $h(z^{k})=0$ , $\Phi_{\epsilon_{k}}(z^{k})\geq 0$ , $\Psi_{\epsilon_{k}}(z^{k})\leq 0$, (3.16)
$g(z^{k})^{T}\lambda^{k}=0$ , $\Phi_{\epsilon_{k}}(z^{k})^{T}\delta^{k}=0$ , $\Psi_{\epsilon_{k}}(z^{k})^{T}\gamma^{k}=0$ . (3.17)
It follows from (3.15)-(3.17) that
$\lambda_{i}^{k}=0$ , $i\not\in \mathrm{I}_{g}(z^{k})$ , (3.18)
$\delta_{i}^{k}$
.
$=0$ , $i\not\in \mathrm{I}_{\Phi_{e_{k}}}.(z^{k}.)$ , (3.19)
$\gamma_{i}^{k}$
.
$=0$ , $i\not\in \mathrm{I}_{\Psi_{\epsilon_{k}}}.(z^{k})$ . (3.20
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Now suppose that, for all sufficiently large k, (3.14)-(3.17) hold and, in addition, the
conditions
$\mathrm{I}_{G}(z^{k})\subseteq \mathrm{I}_{G}(\overline{z})$ , $\mathrm{I}_{H}(z^{k})\subseteq \mathrm{I}_{H}(\overline{z})$ , $\mathrm{I}_{g}(z^{k})\subseteq \mathrm{I}_{g}(\overline{z})$ (3.21)
hold and all the matrix functions $A_{i}(z, \epsilon)$ , $i=1,2$ , $\cdots$ , $N$, in (2.4) defined in the proof
of Theorem 2.3 have full column rank at $(z^{k}, \epsilon_{k})$ . By (2.1) and (2.2), we have
$\nabla\Phi_{\epsilon_{k}}(z^{k})^{T}\delta^{k}$ $=$
$\sum_{i\in \mathrm{I}_{G}(\overline{z})\cap \mathcal{T}_{H}(\overline{z})}\delta_{i}^{k}((H_{i}(z^{k})+\epsilon_{k}.)\nabla G_{i}(z^{k})+(G_{i}(z^{k})+\epsilon_{k})\nabla H_{i}(z^{k}))$
$+ \sum_{i\in \mathrm{I}_{G}(\overline{z})\backslash \mathcal{T}_{H}(\overline{z})}\delta_{i}^{k}(H_{i}(z^{k})+\epsilon_{k})(\nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})+\epsilon_{k}}{H_{i}(z^{k})+\epsilon_{k}}\nabla H_{i}(z^{k}))$




$\sum_{j\in \mathcal{T}_{G}(\overline{z})\cap \mathcal{T}_{H}(\overline{z})}\gamma_{j}^{k}(H_{j}(z^{k})\nabla G_{j}(z^{k})+G_{j}(z^{k})\nabla H_{j}(z^{k}))$
$+ \sum_{j\in \mathrm{I}_{G}(\overline{z})\backslash \mathrm{I}_{H}(\overline{z})}\gamma_{j}^{k}H_{j}(z^{k})(\nabla G_{j}(z^{k})+\frac{G_{j}(z^{k})}{H_{j}(z^{k})}\nabla H_{j}(z^{k}))$
$+ \sum_{j\in \mathrm{I}_{H}(\overline{z})\backslash \mathcal{T}_{G}(\overline{z})}\gamma_{j}^{k}G_{j}(z^{k})(\nabla H_{j}(z^{k})+\frac{H_{j}(z^{k})}{G_{j}(z^{k})}.\nabla G_{j}(z^{k}))$ .
(3.23)
Then, taking into account (2.3), we have from (3.14) and (3.18)-(3.23) that
$-\nabla f(z^{k})$ $=$ $\nabla g(z^{k})^{T}\lambda^{k}+\nabla h(z^{k})^{T}\mu^{k}$
-
$\sum_{i\in \mathrm{I}_{G}(\overline{z})\cap \mathcal{T}_{H}(\overline{z})}(\delta_{i}^{k}(H_{i}(z^{k}.)+\epsilon_{k})-\gamma_{i}^{k}.H_{i}(z^{k}))\nabla G_{i}(z^{k})$
-
$\sum_{i\in \mathrm{I}_{\Phi\epsilon_{k}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})}\delta_{i}^{k}.(H_{i}(z^{k}.)+\epsilon_{k})(\nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})+\epsilon_{k}}{H_{i}(z^{k})+\epsilon_{k}}.\nabla H_{i}(z^{k}.))$
-
$\sum_{i\in \mathrm{I}\varphi_{\epsilon_{k}}(z^{k})\backslash \mathcal{T}_{H}(\overline{z})}(-\gamma_{i}^{k}H_{i}(z^{k}))(\nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})}{H_{i}(z^{k})}.\nabla H_{i}(z^{k}))$
-
$\sum_{i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})}(\delta_{i}^{k}(G_{i}(z^{k})+\epsilon_{k})-\gamma_{i}^{k}G_{i}(z^{k}))\nabla H_{i}(z^{k}.)$
-
$\sum_{i\in \mathrm{I}_{\Phi\epsilon_{k}}(z^{k})\backslash \mathrm{I}_{G}(\overline{z})}\delta_{i}^{k}.(G_{i}(z^{k})+\epsilon_{k})(\nabla H_{i}(z^{k}.)+\frac{H_{i}(z^{k})+\epsilon_{k}}{G_{i}(z^{k})+\epsilon_{k}}.\nabla G_{i}(z^{k}))$
-
$.$
$\sum_{i\in \mathrm{I}_{\Psi\epsilon_{k}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})}(-\gamma_{i}^{k}.G_{i}(z^{k}))(\nabla H_{i}(z^{k}.)+\frac{H_{i}(z^{k})}{G_{i}(z^{k})}.\cdot\nabla G_{i}(z^{k}))$
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$=$ $A_{N_{k}}.(z^{k}., \epsilon_{k})(_{v^{k}}^{\lambda_{\mathrm{I}_{g}(\overline{z})}^{k}}\mu^{k}u^{k})$ , (3.24)















0, $i\in \mathrm{I}_{H}(\overline{z})\backslash (\mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k}))$ ,
(3.26)
respectively, and $A_{N_{k}}(z, \epsilon)$ is one of the matrix functions in (2.4). As we assumed
above, $A_{N_{k}}(z^{k}, \epsilon_{k})$ has full column rank for all sufficiently large $k$ . In consequence, it
follows from (3.13) and (3.24) that all the multiplier sequences
$\{\lambda_{l}^{k} : l\in \mathrm{I}_{g}(\overline{z})\}$ , $\{\mu_{r}^{k} : r=1,2, \cdots, q\}$ , (127)
$\{u_{i}^{k} : i\in \mathrm{I}\mathrm{G}(\mathrm{z})\},$ , $\{v_{j}^{k} : j\in \mathrm{I}_{H}(\overline{z})\}$ (3.28)





$\overline{\mu}_{r}=\lim_{karrow\infty}\mu_{r}^{k}$ , $r=1,2$ , $\cdots$ , $q$ , (3.30)
$\overline{u}_{i}=\{$
$\lim_{karrow\infty}u_{i}^{k}$ $i\in \mathrm{I}_{G}(\overline{z})$






Letting $karrow\infty$ in (3.24) and noticing that
$\lim_{karrow\infty}A_{N_{k}}(z^{k}, \epsilon_{k}.)=A(\overline{z})$ ,
where $A(\overline{z})$ is the matrix with the columns (2.5)-(2.8), we have from (3.29)-(3.32) that
$-\nabla f(\overline{z})=\nabla g(\overline{z})^{T}\overline{\lambda}+\nabla h(\overline{z})^{T}\overline{\mu}-\nabla G(\overline{z})^{T}\overline{u}-\nabla H(\overline{z})^{T}\overline{v}$,
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i.e., (3.6) holds for the multiplier vectors $\overline{\lambda},\overline{\mu},\overline{u},\overline{v}$ . On the other hand, we have (3.7)-
(3.9) immediately from (3.15), (3.16), (3.29), (3.31), and (3.32). Then the rest of the





0, $i\not\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})$ .
Letting $karrow\infty$ , we obtain (3.11) since the sequences $\{u_{i}^{k}\}$ and $\{v_{i}^{k}\}$ in (3.28) are
convergent. Hence $\overline{z}$ is a $\mathrm{C}$-stationary point of problem (1.1). This completes the
proof. $\square$
From the definitions of B- and $\mathrm{C}$-stationarity, we have the following result immedi-
ately.
Corollary 3.1 Let the assumptions in Theorem 3.3 be satisfied. If, in addition, $\overline{z}$
is nondegenerate, then it is a $B$-stationary point of problem (1.1).
Next we consider some other sufficient conditions on M- and $\mathrm{B}$-stationarity. We say
$z\in R^{n}$ satisfies the second-Order necessary conditions for problem (1.3) if there exist
multiplier vectors $\lambda\in R^{p}$ , $\mu\in R^{q}$ , and $\delta$, $\gamma\in R^{m}$ such that (3.1)-(3.4) hold and, in
addition,
$d^{T}\nabla_{z}^{2}L_{\epsilon}(z, \lambda, \mu,\delta,\gamma)d\geq 0$ , $\forall d\in \mathcal{T}_{\epsilon}(z)$ , (3.33)
where
$L_{\epsilon}(z, \lambda, \mu, \gamma, \delta)=f(z)+\lambda^{T}g(z)+\mu^{T}h(z)-\delta^{T}\Phi_{\epsilon}(z)+\gamma^{T}\Psi_{\epsilon}(z)$
stands for the Lagrangian of problem (1.3) and
$\mathcal{T}_{\epsilon}(z)=\{d\in R^{n}$ : $d^{T}\nabla\phi_{\epsilon,i}(z)=0$ , $i\in \mathrm{I}_{\Phi_{\epsilon}}(z)$ ;
$d^{T}\nabla\psi_{\epsilon,\mathrm{j}}(z)=0$, $j\in \mathrm{I}_{\Psi_{\epsilon}}(z)$ ;
$d^{T}\nabla g_{l}(z)=0$ , $l\in \mathrm{I}_{g}(z)$ ;
$d^{T}\nabla h_{r}(z)=0$ , $r=1,2$, $\cdots$ , $q\}$ .
We next introduce anew kind of conditions which are weaker than the second-0rder
necessary conditions for problem (1.3). Suppose that $\alpha$ is anonnegative number. We
say that, at astationary point $z$ of problem (1.3), the matrix $\nabla_{z}^{2}L_{\epsilon}(z, \lambda, \mu,\delta,\gamma)$ is
bounded below with constant at on the corresponding tangent space $\mathcal{T}_{\epsilon}(z)$ if
$d^{T}\nabla_{z}^{2}L_{\epsilon}(z, \lambda, \mu, \delta,\gamma)d\geq-\alpha||d||^{2}$, $\forall d\in \mathcal{T}_{\epsilon}(z)$ . (3.34)
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Afew words about (3.33) and (3.34): The condition (3.34) is clearly weaker than
(3.33). In fact, for the matrix $\nabla_{z}^{2}L_{\epsilon}(z, \lambda, \mu, \delta, \gamma)$ , there must exist anumber asuch
that (3.34) hold. For example, any $\alpha$ such that $-\alpha$ is less than the smallest eigenvalue
of $\nabla_{z}^{2}L_{\epsilon}(z, \lambda, \mu, \delta, \gamma)$ must satisfy (3.34). However, the condition (3.33) means that the
matrix $\nabla_{z}^{2}L_{\epsilon}(z, \lambda, \mu, \delta, \gamma)$ should have some kind of semi-definiteness on the tangent
space $\mathcal{T}_{\epsilon}(z)$ . Note that, in (3.34), the constant $-\alpha$ may be larger than the smallest
eigenvalue mentioned above.
Theorem 3.4 Let $\{\epsilon_{k}\}\subseteq(0, +\infty)$ be convergent to 0and $z^{k}\in \mathcal{F}_{\epsilon_{k}}$ be a stationar$ry$
point of problem (1.3) with $\epsilon$ $=\epsilon \mathrm{k}$ and multiplier vectors $\lambda^{k}$ , $\mu^{k}$ , $\delta^{k}$ , and $\gamma^{k}$ . Suppose
that, for each $k$ , $\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}, \delta^{k}, \gamma^{k})$ is bounded below with constant $\alpha_{k}$ on the
corresponding tangent space $\mathcal{T}_{\epsilon_{k}}(z^{k})$ . Let $\overline{z}$ be an accumulation point of the sequence
$\{z^{k}\}$ . If the sequence $\{\alpha_{k}\}$ is bounded and the MPEC-LICQ holds at $\overline{z}$ , then $\overline{z}$ is an
$M$-stationary point of problem (1.1).
Proof: Assume that $\lim_{karrow\infty}z^{k}=\overline{z}$ without loss of generality. First of all, we
note from Theorem 3.3 that $\overline{z}$ is a $\mathrm{C}$-stationary point of problem (1.1). To prove the
theorem, we assume to the contrary that $\overline{z}$ is not $\mathrm{M}$-stationary to problem (1.1). Then,
it follows from the definitions of $\mathrm{C}$-stationarity and $\mathrm{M}$-stationarity that there must exist
an $i_{0}\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ such that
$\overline{u}_{i_{0}}<0$ , $\overline{v}_{i_{0}}<0$ . (3.35)
By (3.25)-(3.26) and (3.31)-(3.32), we have
$i_{0}\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})$
for every sufficiently large $k$ . First we consider the case where $i_{0}\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})$ for infinitely
many $k$ . Furthermore, taking asubsequence if necessary, we may assume without loss
of generality that
$i_{0}\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})$ (3.36)









In what follows, we suppose that, for all sufficiently large $k$ , (3.14)-(3.17), (3.21), and
$\frac{H_{i_{0}}(z^{k})}{G_{i_{0}}(z^{k})}>0$
hold and all the matrix functions $A_{i}(z, \epsilon)$ , $i=1,2$ , $\cdots$ , $N$, in (2.4) have full column
rank at $(z^{k}, \epsilon_{k})$ . For such $k$ , the matrix $A_{N_{k}}(z^{k}, \epsilon_{k}.)$ whose columns consist of the vectors
$\nabla g\iota(z^{k})$ : $l\in \mathrm{I}_{g}(\overline{z})$ ,
$\nabla h_{r}(z^{k})$ : $r=1,2$ , $\cdots$ , $q$ ,
$\nabla G_{i}(z^{k})$ : $i\in(\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z}))\cup(\mathrm{I}_{G}(\overline{z})\backslash (\mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})))$ ,
$\nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})+\epsilon_{k}}{H_{i}(z^{k})+\epsilon_{k}}\nabla H_{i}(z^{k})$ : $i\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})$,
$\nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})}{H_{i}(z^{k})}.\nabla H_{i}(z^{k})$ : $i\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})$,
$\nabla H_{j}(z^{k}.)$ : $j\in(\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z}))\cup(\mathrm{I}_{H}(\overline{z})\backslash (\mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})))$ ,
$\nabla H_{j}(z^{k})+\frac{H_{j}(z^{k})+\epsilon_{k}}{G_{j}(z^{k})+\epsilon_{k}}..\nabla G_{j}(z^{k})$ : $j\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{G}(\overline{z})$ ,
$\nabla H_{j}(z^{k})+\frac{H_{j}(z^{k})}{G_{j}(z^{k})}\nabla G_{j}(z^{k})$ : $j\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{G}(\overline{z})$
has full column rank. Therefore, we can choose avector $d^{k}\in R^{n}$ such that
$(d^{k})^{T}\nabla g\iota(z^{k})=0$ , $l\in \mathrm{I}_{g}(\overline{z})$ ; (3.40)
$(d^{k})^{T}\nabla h_{r}(z^{k})=0$ , $r=1,2$ , $\cdots$ , $q$ ; (3.41)
$(d^{k})^{T}\nabla G_{i}(z^{k})=0$ , $i\in(\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z}))\cup(\mathrm{I}_{G}(\overline{z})\backslash (\mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k}.)))$, $i\neq i_{0}$ ;
(3.42)
$(d^{k})^{T}( \nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})+\epsilon_{k}}{H_{i}(z^{k})+\epsilon_{k}}.\nabla H_{i}(z^{k}.))=0$ , $i\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})$; (3.43)
$(d^{k})^{T}( \nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})}{H_{i}(z^{k})}\nabla H_{i}(z^{k}))=0$ , $i\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})$; (3.44)
$(d^{k})^{T}\nabla H_{j}(z^{k})=0$ , $j\in(\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z}))\cup(\mathrm{I}_{H}(\overline{z})\backslash (\mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})))$ , $j\neq i_{0}$ ;
(3.45)
$(d^{k})^{T}( \nabla H_{j}(z^{k}.)+\frac{H_{j}(z^{k})+\epsilon_{k}}{G_{j}(z^{k})+\epsilon_{k}}.\cdot.\nabla G_{j}(z^{k}))=0$, $j\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{G}(\overline{z})$ ; (3.46)
$(d^{k})^{T}( \nabla H_{j}(z^{k}.)+\frac{H_{j}(z^{k})}{G_{j}(z^{k})}.\nabla G_{j}(z^{k}))=0$ , $j\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{G}(\overline{z})$ ; (3.47)
$(d^{k})^{T}\nabla G_{i_{0}}(z^{k}.)=1$ ; (3.48)
$(d^{k})^{T} \nabla H_{i_{0}}(z^{k})=-\frac{H_{i_{0}}(z^{k})}{G_{i_{0}}(z^{k})}.\cdot$ .
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Then for any i $\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})$ and any j $\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k}.)$ , since
$\nabla\phi_{\epsilon_{k\prime}i}(z^{k})$ $=$ $(G_{i}(z^{k})+\epsilon_{k})\nabla H_{i}(z^{k}.)+(H_{i}(z^{k}.)+\epsilon_{k})\nabla G_{i}(z^{k})$ ,
$\nabla\psi_{\epsilon_{k},j}(z^{k})$ $=$ $H_{j}(z^{k})\nabla G_{j}(z^{k})+G_{j}(z^{k}.)\nabla H_{j}(z^{k})$ ,
we have
$(d^{k})^{T}\nabla\phi_{\epsilon_{k\prime}i}(z^{k})=0$ , $i\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})$ ,
$(d^{k})^{T}\nabla\psi_{\epsilon_{k},j}(z^{k})=0$ , $j\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})$ ,
and so $d^{k}\in \mathcal{T}_{\epsilon_{k}}(z^{k})$ . Furthermore, we can choose the sequence $\{d^{k}\}$ to be bounded.
Since $\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}, \delta^{k}, \gamma^{k})$ is bounded below with constant $\alpha_{k}$ on the corresponding
tangent space $\mathcal{T}_{\epsilon_{k}}(z^{k})$ , we have from (3.34) that there exists aconstant $C$ such that
$(d^{k})^{T}\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}, \delta^{k}, \gamma^{k})d^{k}\geq-\alpha_{k}.||d^{k}||^{2}\geq C$ , (3.49)
where the last inequality follows from the boundedness of the sequences $\{\alpha_{k}\}$ and $\{d^{k}\}$ .
Note that







$\nabla^{2}\phi_{\epsilon_{k},i}(z^{k})$ $=$ $\nabla G_{i}(z^{k})\nabla H_{i}(z^{k})^{T}+\nabla H_{i}(z^{k}.)\nabla G_{i}(z^{k})^{T}$
$+(G_{i}(z^{k})+\epsilon_{k})\nabla^{2}H_{i}(z^{k})+(H_{i}(z^{k})+\epsilon_{k})\nabla^{2}G_{i}(z^{k})$ ,
$\nabla^{2}\psi_{\epsilon_{k\prime}j}(z^{k})$ $=$ $\nabla G_{j}(z^{k}.)\nabla H_{j}(z^{k})^{T}+\nabla H_{j}(z^{k}.)\nabla G_{j}(z^{k})^{T}$
$+G_{j}(z^{k})\nabla^{2}H_{j}(z^{k})+H_{j}(z^{k}.)\nabla^{2}G_{j}(z^{k})$ .
We then have
$(d^{k})^{T}\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}, \delta^{k}, \gamma^{k})d^{k}$
$=(d^{k})^{T} \nabla^{2}f(z^{k})d^{k}+\sum_{l\in \mathrm{I}_{\mathit{9}}(\overline{z})}\lambda_{l}^{k}.(d^{k})^{T}\nabla^{2}g_{l}(z^{k})d^{k}+\sum_{r=1}^{q}\mu_{r}^{k}(d^{k})^{T}\nabla^{2}h_{r}(z^{k})d^{k}$
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-$\sum_{i\in \mathcal{T}_{\Phi_{\epsilon_{k}}}(z^{k})}\delta_{i}^{k}((d^{k})^{T}\nabla G_{i}(z^{k})\nabla H_{i}(z^{k})^{T}d^{k}+(d^{k})^{T}\nabla H_{i}(z^{k})\nabla G_{i}(z^{k})^{T}d^{k}$
$+(G_{i}(z^{k})+\epsilon_{k})(d^{k})^{T}\nabla^{2}H_{i}(z^{k})d^{k}+(H_{i}(z^{k})+\epsilon_{k})(d^{k})^{T}\nabla^{2}G_{i}(z^{k})d^{k})$
$+ \sum_{j\in \mathrm{I}_{\mathrm{t}}y_{\epsilon_{k}}(z^{k})}\gamma_{j}^{k}((d^{k})^{T}\nabla G_{j}(z^{k})\nabla H_{j}(z^{k})^{T}d^{k}+(d^{k})^{T}\nabla H_{j}(z^{k}.)\nabla G_{j}(z^{k})^{T}d^{k}$
$+G_{j}(z^{k})(d^{k})^{T}\nabla^{2}H_{j}(z^{k})d^{k}+H_{j}(z^{k})(d^{k})^{T}\nabla^{2}G_{j}(z^{k})d^{k})$ . (3.50)
By the twice continuous differentiability of the functions, the boundness of the sequence
$\{d^{k}\}$ , and the convergence of the sequences $\{z^{k}\}$ , $\{\lambda_{l}^{k}\}$ and $\{\mu_{r}^{k}\}$ (by (3.29)-(3.30)),
the terms
$(d^{k})^{T}\nabla^{2}f(z^{k})d^{k}$ , $\sum_{l\in \mathrm{I}_{\mathit{9}}(\overline{z})}\lambda_{l}^{k}(d^{k})^{T}\nabla^{2}g\iota(z^{k})d^{k},\sum_{r=1}^{q}\mu_{r}^{k}(d^{k})^{T}\nabla^{2}h_{r}(z^{k})d^{k}$
are all bounded. Consider arbitrary indices $i$ and $j$ such that $i\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})$ for infinitely
many $k$ and $j\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \{i_{0}\}$ for infinitely many $k$ , respectively. If
$i\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ or $j\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$,
then
$(d^{k})^{T}\nabla G_{i}(z^{k})=0$ or $(d^{k})^{T}\nabla H_{j}(z^{k})=0$
and, by (3.25)-(3.26) and (3.31)-(3.32), the sequences
$\{\delta_{i}^{k}.(G_{i}(z^{k})+\epsilon_{k})\}$ , $\{\delta_{i}^{k}(H_{i}(z^{k})+\epsilon_{k})\}$ ,
and
$\{\gamma_{j}^{k}.G_{j}(z^{k})\}$ , $\{\gamma_{j}^{k}H_{j}(z^{k})\}$
are all convergent. If
$i,j\not\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ ,
then, also by (3.25)-(3.26) and (3.31)-(3.32), the sequences $\{\delta_{i}^{k}\}$ and $\{\gamma_{j}^{k}\}$ are conver-
gent. Therefore, we have that the terms
$\sum_{i\in \mathrm{I}_{\Phi}(\epsilon_{k}z^{k})}\delta_{i}^{k}.((d^{k})^{T}\nabla G_{i}(z^{k})\nabla H_{i}(z^{k})^{T}d^{k}+(d^{k})^{T}\nabla H_{i}(z^{k})\nabla G_{i}(z^{k})^{T}d^{k}+$
$(G_{i}(z^{k})+\epsilon_{k})(d^{k})^{T}\nabla^{2}H_{i}(z^{k})d^{k}+(H_{i}(z^{k})+\epsilon_{k})(d^{k})^{T}\nabla^{2}G_{i}(z^{k})d^{k})$
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$\sum_{j\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \{i_{0}\}}\gamma_{j}^{k}.((d^{k})^{T}\nabla G_{j}(z^{k})\nabla H_{j}(z^{k})^{T}d^{k}+(d^{k})^{T}\nabla H_{j}(z^{k}.)\nabla G_{j}(z^{k})^{T}d^{k}+$
$G_{j}(z^{k})(d^{k})^{T}\nabla^{2}H_{j}(z^{k})d^{k}+H_{j}(z^{k})(d^{k})^{T}\nabla^{2}G_{j}(z^{k})d^{k})$
are bounded. On the other hand, however, we have (3.36) for all sufficiently large $k$
and
$\gamma_{i_{0}}^{k}((d^{k})^{T}\nabla G_{i_{0}}(z^{k})\nabla H_{i_{0}}(z^{k})^{T}d^{k}+(d^{k})^{T}\nabla H_{i_{0}}(z^{k})\nabla G_{i_{0}}(z^{k})^{T}d^{k}$
$+G_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}H_{i_{0}}(z^{k})d^{k}+H_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}G_{i_{0}}(z^{k})d^{k})$ (3.51)
$=$ $- \frac{2\gamma_{i_{0}}^{k}H_{i_{0}}(z^{k})}{G_{i_{0}}(z^{k})}+\gamma_{i_{0}}^{k}(G_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}H_{i_{0}}(z^{k})d^{k}+H_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}G:_{0}(z^{k})d^{k})$ .
Since (3.39) holds and $\gamma_{i_{0}}^{k}arrow+\infty$ as $karrow\infty$ by (3.15) and (3.37), we have
$- \frac{2\gamma_{i_{0}}^{k}H_{i_{0}}(z^{k})}{G_{i_{0}}(z^{k})}.arrow-\infty$
as $karrow\infty$ . Note that, by (3.37) and (3.38), the sequences
$\{\gamma_{i_{0}}^{k}G_{i_{0}}(z^{k})\}$ , $\{\gamma_{i_{0}}^{k}H_{i_{0}}(z^{k})\}$
are also convergent. We then have that the term (3.51) tends to $-\infty$ as $karrow\infty$ .
Therefore, it follows from (3.50) that
$(d^{k})^{T}\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}., \delta^{k}, \gamma^{k})d^{k}arrow-\infty$
as $karrow\infty$ . This contradicts (3.49) and hence $\overline{z}$ is $\mathrm{M}$-stationary to problem (1.1).
Finally we consider the case where $i_{0}\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})$ for infinitely many $k$ . By (3.25)
and (3.26), we have from (3.35) that
$\overline{u}_{i_{0}}$ $=$ $\lim_{karrow\infty}\delta_{i_{0}}^{k}(H_{i_{0}}(z^{k})+\epsilon_{k}.)<0$ ,
$\overline{v}_{i_{0}}$ $=$ $\lim_{karrow\infty}\delta_{i_{0}}^{k}(G_{i_{0}}(z^{k})+\epsilon_{k})<0$ ,
and so
$. \lim_{karrow\infty}\frac{H_{i_{0}}(z^{k})+\epsilon_{k}}{G_{i_{0}}(z^{k})+\epsilon_{k}}.\cdot=\frac{\overline{u}_{i_{0}}}{\overline{v}_{i_{0}}}>0$ .




hold for each $k$ . In asimilar way, we then obtain acontradiction and so $\overline{z}$ is M-
stationary to problem (1.1). This completes the proof. $[$
Corollary 3.2 Let $\{\epsilon_{k}\}$ , $\{z^{k}\}$ , and $\overline{z}$ be the same as in Theorem 3.4. If $z^{k}$ together
with the $co$ responding multiplier vectors $\lambda^{k}$ , $\mu^{k}$ , $\delta^{k}.$ , and $\gamma^{k}$ satisfies the second-Order
necessary conditions for problem (1.3) with $\mathrm{e}$ $=\epsilon_{k}$ and the MPEC-LICQ holds at $\overline{z}$ ,
then $\overline{z}$ is an $M$-stationary point of problem (1.1).
Corollary 3.3 Let the assumptions in Theorem 3.4 be satisfied. If, in addition,
$\overline{z}$ satisfies the upper level strict complementarity conditions, then it is a B-stationary
point of problem (1.1).
The last corollary establishes convergence to a $\mathrm{B}$-stationary point under the second-
order necessary conditions and the upper level strict complementarity. These or similar
conditions have also been assumed in [6, 8, 9, 19], but they are somewhat restrictive
and may be difficult to verify in practice. The next theorem provides anew condition
for convergence to a $\mathrm{B}$-stationary point, which can be dealt with more easily. We note
that, unlike [6, 8, 9, 19], it relies on neither the upper level strict complementarity nor
the asymptotic weak nondegeneracy.
Theorem 3.5 Let $\{\epsilon_{k}\}$ , $\{z^{k}\}$ , and $\overline{z}$ be the same as in Theorem 3.4 and $\lambda^{k}$ , $\mu^{k}$ , $\delta^{k}$ ,
and $\gamma^{k}$ be the multiplier vectors corresponding to $z^{k}$ . Let $\beta_{k}$ be the smallest eigenvalue
of the matrix $\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}, \delta^{k}, \gamma^{k})$ . If the sequence $\{\beta_{k}\}$ is bounded below and the
MPEC-LICQ holds at $\overline{z}$ , then $\overline{z}$ is a $B$-stationary point of problem (1.1).
Proof: It is easy to see that the assumptions of Theorem 3.4 are satisfied with
$\alpha_{k}=\max\{-\beta_{k}, 0\}$ and so $\overline{z}$ is an $\mathrm{M}$-stationary point of problem (1.1). Suppose that $\overline{z}$
is not $\mathrm{B}$-stationary to problem (1.1). Then, by the definitions of B- and M-stationarity,
there exists an $i_{0}\in \mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z})$ such that
$\overline{u}_{i_{0}}<0$ , $\overline{v}_{i_{0}}=0$ (3.52)
or
$\overline{u}_{i_{0}}=0$ , $\overline{v}_{i_{0}}<0$ .
By (3.25)-(3.26) and (3.31)-(3.32), we have
$i_{0}\in \mathrm{I}_{\Phi_{\epsilon_{k}}}.(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})$
for every sufficiently large $f_{i}$ . Without loss of generality, we assume that (3.52) holds
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First we consider the case where $i_{0}\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k}.)$ for infinitely many $k$ . By taking a
subsequence if necessary, we assume
$i_{0}\in \mathrm{I}_{\Psi_{\in_{k}}}(z^{k})$ (3.53)
for all sufficiently large $k$ . Then, it follows from (3.25), (3.26), and (3.52) that
$\overline{u}_{i_{0}}=-.\lim_{karrow\infty}\gamma_{i_{0}}^{k}H_{i_{0}}(z^{k})<0$




Now we suppose that, for all sufficiently large $k$ , (3.14)-(3.17) and (3.21) hold and the
matrix $A_{N_{k}}(z^{k}, \epsilon_{k})$ defined in the proof of Theorem 3.4 has full column rank. Therefore,
we can choose avector $d^{k}\in R^{n}$ such that
$(d^{k})^{T}\nabla g_{l}(z^{k})=0$ , $l\in \mathrm{I}_{g}(\overline{z})$ ;
$(d^{k}.)^{T}\nabla h_{r}(z^{k})=0$ , $r=1,2$ , $\cdots$ , $q$ ;
$(d^{k})^{T}\nabla G_{i}(z^{k})=0$ , $i\in(\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z}))\cup(\mathrm{I}_{G}(\overline{z})\backslash (\mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})))$ , $i\neq i_{0}$ ;
$(d^{k})^{T}( \nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})+\epsilon_{k}}{H_{i}(z^{k})+\epsilon_{k}}\nabla H_{i}(z^{k}))=0$, $i\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})$;
$(d^{k})^{T}( \nabla G_{i}(z^{k})+\frac{G_{i}(z^{k})}{H_{i}(z^{k})}\nabla H_{i}(z^{k}))=0$ , $i\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{H}(\overline{z})$;
$(d^{k})^{T}\nabla H_{j}(z^{k})=0$ , $j\in(\mathrm{I}_{G}(\overline{z})\cap \mathrm{I}_{H}(\overline{z}))\cup(\mathrm{I}_{H}(\overline{z})\backslash (\mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\cup \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})))$ , $j\neq i_{0}$ ;
$(d^{k})^{T}( \nabla H_{j}(z^{k})+\frac{H_{j}(z^{k})+\epsilon_{k}}{G_{j}(z^{k})+\epsilon_{k}}\nabla G_{j}(z^{k}))=0$ , $j\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{G}(\overline{z})$ ;
$(d^{k})^{T}( \nabla H_{j}(z^{k})+\frac{H_{j}(z^{k})}{G_{j}(z^{k})}.\nabla G_{j}(z^{k}))=0$, $j\in \mathrm{I}_{\Psi_{\epsilon_{k}}}(z^{k})\backslash \mathrm{I}_{G}(\overline{z})$ ;
$(d^{k})^{T}\nabla G_{i_{0}}(z^{k}.)=1$ ;
$(d^{k})^{T}\nabla H_{i_{0}}(z^{k})=-1$ .
Furthermore, we can choose the sequence $\{d^{k}\}$ to be bounded. By the assumptions of
the theorem, there exists aconstant $C$ such that
$(d^{k})^{T}\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}, \delta^{k}, \gamma^{k})d^{k}\geq\beta_{k}||d^{k}||^{2}\geq C$ (3.55)
holds for all $k$ . In asimilar way to the proof of Theorem 3.4, we can show that all the
terms on the right-hand side of (3.50) except
$\gamma_{i_{0}}^{k}$
.
$((d^{k})^{T}\nabla G_{i_{0}}(z^{k})\nabla H_{i_{0}}(z^{k})^{T}d^{k}+(d^{k})^{T}\nabla H_{i_{0}}(z^{k})\nabla G_{i_{0}}(z^{k})^{T}d^{k}$
$+G_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}H_{i_{0}}(z^{k}.)d^{k}+H_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}G_{i_{0}}(z^{k})d^{k})$
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are bounded. On the other hand,
$\gamma_{i_{0}}^{k}((d^{k})^{T}\nabla G_{i_{0}}(z^{k})\nabla H_{i_{0}}(z^{k})^{T}d^{k}+(d^{k})^{T}\nabla H_{i_{0}}(z^{k}.)\nabla G_{i_{0}}(z^{k})^{T}d^{k})=-2\gamma_{i_{0}}^{k}$
.
$arrow-\infty$
by the definition of $\{d^{k}.\}$ and (3.54), and
$\gamma_{i_{0}}^{k}(G_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}H_{i_{0}}(z^{k})d^{k}+H_{i_{0}}(z^{k})(d^{k})^{T}\nabla^{2}G_{i_{0}}(z^{k}.)d^{k})$
is bounded by the convergence of the sequences
$\{\gamma_{i_{0}}^{k}G_{i_{0}}(z^{k})\}$ , $\{\gamma_{i_{0}}^{k}H_{i_{0}}(z^{k})\}$ .
In consequence, we have
$(d^{k})^{T}\nabla_{z}^{2}L_{\epsilon_{k}}(z^{k}, \lambda^{k}, \mu^{k}, \delta^{k}, \gamma^{k})d^{k}arrow-\infty$
as $karrow\infty$ . This contradicts (3.55) and hence $\overline{z}$ is $\mathrm{B}$-stationary to problem (1.1).
For the case where $i_{0}\in \mathrm{I}_{\Phi_{\epsilon_{k}}}(z^{k})$ for infinitely many $k$ , we can show that $\overline{z}$ is B-
stationary to problem (1.1) in asimilar way as in the proof of Theorem 3.4. This
completes the proof. $\square$
4Concluding Remarks
In this paper, we have proposed amodified relaxation scheme for amathematical
program with complementarity constraints. The new relaxed problem involves less
constraints than the one considered by Scholtes [19]. All desirable properties estab-
lished in [19] remain valid for the new relaxed problem. In addition, we obtain some
weaker sufficient conditions for $\mathrm{B}$-stationarity described by the eigenvalues of the Hes-
sian matrix of the Lagrangian of the relaxed problem. From the proof, it is easy to
see that, even if the matrix mentioned above is replaced by the Hessian matrix of the
simpler function
$\tilde{L}_{\epsilon}(z, \gamma, \delta)=\gamma^{T}\Psi_{\epsilon}(z)-\delta^{T}\Phi_{\epsilon}(z)$,
all the results remain true. Similar extension is possible for the relaxation schemes
presented by Scholtes [19] and Lin and Fukushima [11] as well
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