The existentially closed models of the theory of fields (of arbitrary characteristic) with a given finite number of commuting derivations can be characterized geometrically, in several ways. In each case, the existentially closed models are those models that contain points of certain differential varieties, which are determined by certain ordinary varieties.
embeds in an expansion of N. However, although the class of structures in which M embeds need not be elementary, the class of structures in which M M embeds is elementary. The theory of the latter class is the diagram of M, or diag(M): it is axiomatized by the quantifier-free sentences in Th(M M ) [ By a system over M, I mean a finite conjunction of atomic and negated atomic formulas in the signature of M M ; likewise, a system over T is in the signature of T . A structure M solves a system ϕ(x) if M | = ∃x ϕ(x). Note well here that x, in boldface, is a tuple of variables, perhaps (x 0 , . . . , x n−1
). By an extension of a model of T , I mean another model of T of which the first is a substructure. Two systems over a model M of T are equivalent if they are soluble in the same extensions.
An existentially closed model of T is a model of T that solves every system over itself that is soluble in some extension. Suppose every model of T has an existentially closed extension. Such is the case when T is inductive, that is, Mod(T ) is closed under unions of chains [5, Thm 7.12] : equivalently, T = T ∀∃ [8, 3] . Suppose further that we have a uniform first-order way to tell when systems over models of T are soluble in extensions: more precisely, suppose there is a function ϕ(x, y) −→ ϕ(x, y),
where ϕ(x, y) ranges over the systems over T (with variables analyzed as shown), such that, for every model M of T and every tuple a of parameters from M, the system ϕ(x, a) is soluble in some extension of M just in case ϕ(x, a) is soluble in M. Then the existentially closed models of T compose an elementary class, whose theory T * is axiomatized by T together with the sentences ∀y (∃x ϕ(x, y) → ∃x ϕ(x, y)). 
(Robinson's Criterion). Let T be inductive. Then T has a model-completion if and only if a function ϕ(x, y) → ϕ(x, y) exists as in (1). In this case, the model-completion is axiomatized modulo T by the sentences in (2).
If T ∀ = T * ∀ and T * is model-complete, then T * is a model-companion of T ([1, § 5]; cf. [5, § 2] ). Model-completions are model-companions, and model-companions are unique [1, Thm 5.3] . If T has a model-companion, then its models are just the existentially closed models of T [5, Prop. 7.10] . Conversely, if T is inductive, and the class of existentially closed models of T is elementary, then the theory of this class is the model-companion of T [5, Cor. 7.13] . §2. Fields with one derivation. Let DF be the theory of fields with a derivation, and let DPF be the theory of models of DF that, for each prime , satisfy also ∀x ∃y (1 + · · · + 1 = 0 ∧ Dx = 0 → y · · · y = x).
So models of DPF are differentially perfect. A subscript on the name of one of these theories will indicate a required characteristic for the field. In particular, we have DPF 0 , which is the same as DF 0 .
Abraham Seidenberg [21] shows the existence of the function in Lemma 
Single variables.
Since it involves all systems over a given theory, Robinson's criterion yields the crudest possible axiomatization for a model-completion. By contrast, though the theory ACF of algebraically closed fields is the model-completion of the theory of fields, its axioms (modulo the latter theory) can involve only systems in one variable (indeed, single equations in one variable). A generalization of this observation is the following, which can be extracted from the proof of [19, Thm 17.2, pp. 89-91] (see also [2] ): (ii) If T = T ∀ , it is enough to assume that B is generated over A by a single element.
is the model-completion of T if and only if the commutative diagram
This allows a refinement of Lemma 1.1 in a special case: L 2.4. Suppose T = T ∀ . Then Lemma 1.1 still holds when ϕ(x, y) is replaced with ϕ(x, y) (where x is a single variable).
From Lemma 2.3, Lenore Blum obtains Theorem 2.5 below in characteristic 0, in which case the first two numbered conditions amount to K | = ACF ( [19, pp. 298 ff.] or [2] ). If p > 0, then DF p is not universal, so part (ii) of Blum's criterion does not apply; Carol Wood instead uses a primitive-element theorem of Seidenberg [20] to obtain new axioms for DCF p [27] . These can be combined with Blum's axioms for DCF 0 to yield the following. (Here SCF is the theory of separably closed fields.) 
T 2.5 (Blum, Wood). A model (K, D) of DF is existentially closed if and only if
(i) K | = SCF; (ii) (K, D) | = DPF; (iii) (K, D) | = ∃x ( f (x, Dx, . . . , D n+1 x) = 0 ∧ g(x, Dx, . . . , D n x) 0)
0.
Hence DF has a model-companion, DCF.
There is a similar characterization of the existentially closed ordered differential fields [24] .
2.2. First derivatives. Alternative simplified axioms for DCF are parallel to those found for the model-companion ACFA of the theory of fields with an automorphism [9, 4] . Suppose (K, D) | = DPF and K | = SCF. Every system over (K, D) can be written as
where g and the f are ordinary polynomials over K. This system is equivalent to one that involves only first derivatives, namely
This system, in form, is a special case of the system
Suppose the latter system has the solution (a, b). Then K(a, b)/K is separable [12, Lem. 1.5, p. 1328]. Let V and W be the varieties over K with generic points a and (a, b) respectively, let T D (V) be the twisted tangent bundle of V, and let U be the open subset of W determined by the inequation g 0; then the situation can be depicted thus: [7] .
In an alternative geometric approach to DCF, instead of (3), it is enough to look at an arbitrary system of equations, f f (x, Dx, . . . , D n x) = 0. We can take all of the derivations out of the polynomials, getting the equivalent system
This is a special case of
where k n and the g i are rational functions over K. Suppose this has solution a, which is a generic point of V. It is enough to assume that (a 0 , . . . , a
) is a separating transcendence-basis of K(a)/K. Then we have a dominant, separable rational map [28] and Marcus Tressl [25] . There is a common theme: A differential ideal has a generating set of a special form; in the terminology of Joseph Ritt [14, § I.5, p. 5] (when m = 1) and Ellis Kolchin [6, § I.10, pp. 81 ff.], this is a characteristic set. There is a first-order way to tell, uniformly in the parameters, whether a given set of differential polynomials is a characteristic set of some differential ideal, and then to tell, if it is a characteristic set, whether it has a root. In short, the function ϕ → ϕ in Robinson's criterion (Lemma 1.1) is defined for sufficiently many systems ϕ. (Applying Blum's criterion, McGrail and Yaffe consider only systems in one variable, so they must include inequations in these systems; Tressl uses only equations, in arbitrarily many variables.)
I do not give the definition of a characteristic set, as not all ingredients of the definition are needed for the arguments presented in § 4. However, some of the ingredients are needed; these are in 4.2.
3.1. Differential forms. In , and let E be the K-linear span of the D i . Then E is a Lie-ring, as well as a vector-space over K. As a vector-space, E has a dual, E * ; and there is a derivation d from K into E * given by
Then E * But I tried also to obtain DCF m independently as follows. Suppose now we have a separably closed field K, along with a Lie-ring and finite-dimensional space E of derivations of K; as a space, E has a basis (
is equivalent to a system of the form of (4), generalized to
By means of (6), we can also write this as
If a is a solution (from some extension), it is enough to assume that (a 0 , . . . , a ) is a separating transcendence-basis of K(a)/K for some such that k < m. That we cannot generally assume k = is an important difference from the case of one derivation; it is what causes the difficulties in the case of several derivations. The solution a to (8) can be understood as follows. First we have the field K(a), and then (8) can be be written as
A solution of this can be understood as a model (
Since the∂ i commute, it is necessary that (10); so (11) becomes a linear system in the unknowns∂ i a j where k j < . If k = , then this linear system has no variables, so it is true or false; its truth is a sufficient condition for (9) to have a solution. If k < , then the linear system is soluble or not. If it is soluble, then it is possible to extend the ∂ i to derivations∂ i as required by (10) ); but these derivations need not commute on all of K(a). In [11] I claimed that they could commute, and that the solubility of (11) was sufficient for solubility of (9) in the sense above. I was wrong.
3.2. A counterexample. In the counterexample supplied by Hrushovski, the constants (m, k, ) of § 3.1 are (2, 2, 3). Let (a, b, c) be an algebraically independent triple, and consider the system
equivalently, by (6), the system comprises the equations
and
From these, we compute
Equating ∂ 0 ∂ 1 and ∂ 1 ∂ 0 yields the linear system
which has the solution ∂ 0 c = 2c, ∂ 1 c = 1. But then we must have (12) has no solution, contrary to my claim in [11] . For the record, the mistake is at the end of the proof of [11, Thm 5.7, p. 942] and can be seen as follows. Write the system (12) 
Since
, which is what we found above. But there is no apparent condition on ∂ 1 c, so I try introducing a new transcendental, d, for this.
But this causes a problem, since it allows a substitution in (13), yielding
which means d = 1, contrary to assumption. In short, the next to last sentence of the proof of [11, Thm 5.7] (beginning "This ideal is linearly disjoint from") is simply wrong. (I had given no argument that it was correct.) §4. Resolution. To resolve the problem, it is better not to introduce differential forms from the beginning, but to allow equations to involve any number of applications of the derivations. Examples (as in 4.1) may involve only one variable; but in contrast to 2.1, there does not seem to be an advantage in restricting attention to this case. 4.1. Another example. Over a differential field (K, ∂ 0 , ∂ 1 ), consider the system
where n 2. Think of the derivatives ∂ 0 i ∂ 1 j x as matrix entries:
. In case n = 3, the system (14) determines a 4 × 4 matrix (a
; we can depict this as follows:
We first ask whether the derivations can be extended to commuting derivations on the field K(a
, where is the product order on ω
when (i, j + 1) (3, 3). That is, writing a (4, j) for ∂ 0 a (3, j) , and a
, we ask whether ∂ 0 and
: (i, j) (3, 4)) respectively, in the manner suggested by the notation; and we ask further whether ∂ 0 and ∂ 1 can still commute, which means there should be a (4, 4) so that ∂ 0 maps K(a (i, j) : (i, j) (3, 4)), and
: (i, j) (4, 4)). In short, can the matrix (15) be extended by one row and column? Since a (3, 3) = a (0,0)
, we must have a (4,3) = a (1, 0) , and so forth; none of this causes any problem, and the new matrix can be depicted:
To extend the derivations further to K(a (i, j) : (i, j) (4, 4)), we require a new condition on the original matrix (a
; this comes out when we try to extend (16) by one column:
, so
, so column 5 must be the same as column 0; also a (0,1) = a (3, 4) , whence a (0,2) = a (3, 5) = a (3, 0) . This does not mean that (14) is insoluble; it is. But the additional condition found in (17) does mean that the associated non-homogeneous system
is insoluble, although this is not clear from (15) or (16) . Alternatively, we can work with the differential ideal, looking for a characteristic set as mentioned at the beginning of this section:
so (18) is insoluble; but higher-order derivatives were needed to discover this. By the same computation, the differential ideal
x}, which, in the manner described above, determines the following matrix in case n = 2:
Therefore (15) has a solution, simply because the ordinary ideal (
) has a zero. One way of justifying this conclusion is [10, Lem. 3.1.2]; another way will be Theorem 4.7, according to which it is enough to observe that the dependencies in (19) (1, 0, 1) (22) below. (So, the terms just defined refer to the total ordering , while 'below' and 'above' refer to the partial ordering .)
Addition and subtraction on ω induce corresponding operations on ω m . Then
, and
Let L be an extension of K with generators that are indexed by an initial segment of (ω m × n, ); that is,
where
is one of the generators of L/K, then so is a σ k . Let us say that L, with the given generators, meets the differential condition if there is no obstacle to extending each derivation (23) whenever (σ + i, k) (τ, ). (So, if the right-hand member of (23) is not defined, then the left need not be defined.) Formally, the differential condition is that, if f is a rational function over K in variables (x ξ h : (ξ, h) (σ, k)), where (σ + i, k) (τ, ) for some i in m, and if
then we may apply D i to this, assuming (23) , to get
(Note well the assumption that (σ + i, k) (τ, ). In ( Borrowing some terminology used for differential polynomials [14, § IX.1, p. 163], let us say that a generator a σ k of L/K is a leader if it is algebraically dependent over K on its predecessors, that is, : (i, j) (3, 3)) depicted in (15) above, the generator a (3, 3) is a (non-minimal) separable leader, and a (3, 1) is a minimal separable leader. But here we wanted a (3, 3) ultimately to be a derivative of a (3, 1) , namely ∂ 1 2 a (3, 1) . Passing to a larger field in (17), we found the condition a
; then a (3, 0) became a new separable leader, strictly below than the formerly minimal separable leader a (3, 1) . 
-DF, and L is an extension K(a ξ h : (ξ, h) (τ, )) of K meeting the differential condition. Then the derivations ∂ i extend to derivations D
i from K(a ξ h : (ξ +i, h) (τ, )) into L such that (23) holds when (σ+i, k) (τ, ). If a σ k is a separable leader, and (σ + i, k) (τ, ), then a σ+i k ∈ K(a ξ h : (ξ, h) (σ + i, k))(26)
An example. It is an exercise to check that the differential ideal
with two generators, is equal to [ f, g, h] , where
x.
The algebraic relations imposed by f , g, and h are given in the following triangle, where the minimal separable leaders in the present sense are underlined (though we have not yet checked the corresponding field meets the differential condition): * * a b * a * b c c (27) These leaders have common derivatives, which however impose no new conditions. (In the terminology introduced by Azriel Rosenfeld [18, § I.2, p. 397] in characteristic 0, the set { f, g, h} is coherent.) For example,
x where we used derivatives as great as ∂ (3, 3) x; but we already had
where no derivative is as great as ∂ (3, 3) x. This checking did require some derivatives that were not below ∂ (3, 3) x; but they do all belong to the following larger triangle, whose corresponding field meets the differential condition (though note how the c from (27) 
We shall see that extensibility to triangles as in (28) , without introduction of new minimal separable leaders, is sufficient to guarantee solutions. Another example illustrates the following theorem in positive characteristic. Over a differential field (K, ∂ 0 , ∂ 1 ), where char(K) = p > 0, the differential equation
M Suppose also that a is an element of M that is separably algebraic over K. Then each D i extends uniquely to K(a), and D
: |ξ| 2) of K that meets the differential condition: the generators form a triangle thus:
where (a, b, c) is algebraically independent over K. In particular, a (1, 0) (which has the value b) is an inseparable leader, but none of the generators of height 2 (namely, a (0, 2) , a (1, 1) and a (2, 0) ) is an inseparable leader. P. The claim can be compared to and perhaps derived from a differential-algebraic lemma of Rosenfeld [18, § I.2], at least in characteristic 0. Here I give an independent argument, for arbitrary characteristic. We shall obtain M recursively as
, at the same time proving inductively that the ∂ i can be extended to D i so that (23) holds in all cases.
Let
). Then by (25) , the differential condition requires of the tuple (a ξ h : |ξ| = 2r ∧ h < n) only that it solve some linear equations over L. The hypothesis of our claim is that there is a solution, namely (a ξ h : |ξ| = 2r ∧ h < n). We may therefore assume that this tuple is a generic solution of these equations. In particular, no entry of this tuple is an inseparable leader. (Alternatively, one might try choosing the entries of (a is a separable leader, where i j. In this case, we must check that 
, so (29) holds. In no case did we introduce a new minimal separable leader or an inseparable leader. This completes the induction and the proof.
The claim at the end of the last subsection (4.3) is now justified. In terms of differential polynomials and ideals, the theorem can be understood as follows. Given the hypothesis of the theorem, let S be the set of differential polynomials f (∂ ξ x h : |ξ| < 2r∧h < n), where f is an ordinary polynomial over K such that f (a ξ h : |ξ| < 2r ∧ h < n) = 0. Then S includes a characteristic set for the differential ideal that it generates.
We can now characterize the existentially closed models of m-DF by means of the following lemma. The lemma follows from unproved statements in [6, § 0.17, p. 49]; let's just prove it here. P. The general case follows from the case when n = 1, since if S is an antichain of (ω m × n, ), then
and each component of the union is in bijection with an antichain of (ω m , ). As an inductive hypothesis, suppose every antichain of (ω , ) is finite; but suppose also, if possible, that there is an infinite antichain S of (ω +1 , ). Then S contains some σ. By inductive hypothesis, the set
is a finite union of finite sets, so its complement with respect to S has infinitely many elements τ; but then σ < τ, so S was not an antichain. 
P. Assume (i) and the hypothesis of (ii). Let S be a (finite) generating set of the ideal of (a
has a solution in some extension, hence it has a solution in K itself, which means the conclusion of (ii) holds. So (ii) is necessary for (i).
Every system over (K, ∂ 0 , . . . , ∂ m−1 ) is equivalent to a system of equations. Suppose such a system has a solution (a h : h < n) in some extension. Then the extension
has a finite set of minimal separable leaders, by Lemma 4.4, since this set is indexed by an antichain of (ω m × n, ). Hence there is r large enough that all of these minimal separable leaders are also generators of K(a ξ h : |ξ| r ∧ h < n). We may assume also that r is large enough that |σ| r for every derivative ∂ σ x k that appears in the original system. The hypothesis of (ii) is now satisfied when each a σ k is taken as ∂ σ a k . If the conclusion of (ii) follows, then (b h : h < n) is a solution of the original system. Thus, (ii) is sufficient for (i). P. We consider all possible situations in which the hypothesis of (ii) in the theorem is satisfied. In each case, there is a finite tuple c of parameters from K, there is a universal formula ϕ(y), and there is a system ψ(x, y) such that: Then m-DCF is axiomatized modulo m-DF by all of the sentences ∀x (ϕ(x) → ∃y ψ(x, y)) that can arise in this way. To check this in detail, we note that ϕ(c) and ψ(x, c) can be such that:
(i) the system ψ(x, c) includes equations
where the (ordinary) polynomials f generate the ideal of (a
there is an equation (30) in ψ(x, c) such that the variables appearing in f correspond only to that leader and its predecessors that are not leaders, so that (since these non-leading predecessors are algebraically independent) f is in effect a constant multiple of the minimal polynomial of the leader over (the extension of K generated by) those predecessors; (iii) then ϕ(c) says that those f are irreducible (this is why ϕ is universal); (iv) also, ϕ(c) shows explicitly how nothing new results when the equations (30) 
but this no longer need satisfy the conditions in Theorem 4.8. For example, in case m = 2 and n = 1 and µ = (3, 0), the original extension might determine the following triangle, with the single leader underlined:
Then the derived extension in (31) determines three triangles thus, with minimal separable leaders underlined:
e f b d g e h k c e h f k a
We know that the two minimal separable leaders in the last triangle will not cause a problem; but we don't know this directly from the tree small triangles. In the present context, the system (9) is
and then (10) consists of ∂ 0 g = ∂ 1 h, ∂ 0 h = ∂ 1 k, and ∂ 0 k = b. As linear equations, these are soluble, but they don't carry the information in (32) that lets us know that the corresponding differential system is soluble. 
of antichains S k of (ω m × n, ), where also S k ⊆ {(ξ, h) : |ξ| a k }.
P. Divide and conquer. First reduce to the case when n = 1. Indeed, suppose the claim does hold in this case. Suppose also, as an inductive hypothesis, that the claim holds when n = . Now fix m and the sequence (a i : i ∈ ω) or rather (a(i) : i ∈ ω), and consider arbitrary chains as in (33), where n = + 1. Analyze each S k as S k ∪ S k , where
For each k such that S k+1 exists, at least one of the inclusions S k ⊆ S k+1 and S k ⊆ S k+1 is strict; also, by our assumption, there is an upper bound f (k) on those r such that
The function f depends only on m, n, and (a i : i ∈ ω)), not on the choice of chain in (33). Let k(0) = 0, and if k(i) has been chosen, let k(i + 1) be the least r, if it exists, such that S k(i) ⊂ S r . Here k does depend on the chain. But if r is maximal in (34), and S r exists, then S k ⊂ S r . Hence k(i + 1) f (k(i)). Since the function f is not necessarily increasing, we derive from it the increasing function g, where g(k) = max i k f (i). Then 
showing that there is s (independent of the original chain) such that k(s) is defined, and r s for all entries S k(r) in (36). Hence also, by (35), if S r is an entry in (36), then r k(s) g s (0). Now suppose S r is the final entry in (36). Then S r ⊂ S r+1 ⊂ · · · ; but if S t is an entry of this chain, then t < f (r) g(r) g(g s (0)) = g s+1 (0). Therefore the original chain in (33) has a final entry S t , where t < g s+1 (0). Thus the claim holds when n = + 1. By induction, the claim holds for all positive n, provided it holds when n = 1.
It remains to show that, for all positive m, for all sequences (a i : i ∈ ω), there is a bound on the length of chains
of antichains S k of (ω m , ), where S k ⊆ {ξ : |ξ| a k }. The claim is trivially true when m = 1. Suppose it is true when m = . Now let m = + 1, and suppose we have a chain as in (37). We may assume that S 0 contains some σ. If i < m and j ∈ ω, let u r ∧ h < n), and let S u be the set of minimal separable leaders of K u . Then we have an increasing chain S 0 ⊆ S 1 ⊆ . . . ⊆ S t . By the preceding lemma, there is a value of t, depending only on m, r, and n, large enough that this chain cannot be strictly increasing. Then S u = S u+1 for some u less than this t. Then K u+1 satisfies the hypothesis of Theorem 4.3. So (K, ∂ 0 , . . . , ∂ m−1 ) has an extension compatible with K(a ξ h : |ξ| < 2 u+1 r ∧ h < n), and a fortiori with K(a ξ h : |ξ| r ∧ h < n). In short, the desired s is 2 t r. This theorem yields another yet characterization of the models of m-DCF.
