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ケートを作成する：○1 三段構成；○2 見出し；○3 文献引用；○4 図表説明；○5 出所


















評価人数 性別 年齢層 職業
男性 女性 20代 30代 40代 学生 パート
1 8 5 3 8 0 0 6 2
2 5 3 2 4 1 0 5 0
3 5 4 1 3 1 1 5 0
4 7 5 2 7 0 0 7 0
5 7 5 2 4 2 1 7 0
6 8 6 2 6 2 0 8 0
7 5 5 0 3 2 0 5 0
8 7 7 0 7 0 0 7 0
9 7 6 1 5 2 0 7 0
10 5 3 2 5 0 0 5 0
11 5 4 1 4 1 0 5 0
12 5 5 0 5 0 0 5 0
13 8 7 1 7 1 0 8 0
14 7 5 2 7 0 0 7 0
15 8 5 3 8 0 0 8 0
16 6 5 1 4 1 1 6 0
17 6 4 2 6 0 0 4 2
18 11 8 3 10 1 0 7 4
19 10 9 1 10 0 0 10 0
20 9 8 1 7 2 0 9 0
21 13 12 1 10 2 1 13 0

























3) サポートベクターマシン(Support Vector Machine)




















































ら 1 の間を取るように、数式やその前提に改良が加えられている。0 から 1























































データは比較的に 1に近い状態にあり、ジニ係数を 1から 0へ近づけていくよ
うに分類していくことが、決定木における分類の考え方である。















































































































































































r’(t)と r’(Tt)において、同じデータサンプルを含めるため、  )()( iNtN
ノード tとサブツリー Ttそれぞれの誤判定率の補正値は以下をみなせる：
ノード t： 5.0)()('  tetn







ノード tとサブツリー Ttそれぞれの誤判定率の補正値 )(' tn と )(' tTn の























第 1行目は、ファイルの名前となる。第 2行目から第 16行目は、(@attribute
が冒頭）レポートの評価項目変数である。対応関係は表 2で示す。
structure 構成 title 見出し
reference 文献引用 chart 図表説明
source 出所明記 expression 表現方法
pointofview 観点明確性 comprehension キーワード含有率
logic 論理性 credibility データ信頼性
reliability データと論拠の関連性 argumentation 論証




















































































































































































































































































































































































































































































































































































































































































散比 P-値 F 境界値
有意差あり(*)
性別 4.922769 0.033085 4.121338 *
年齢層 5.624288 0.00762 3.267424 *
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