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We propose a model of an electrically charged fermion as a regular localized solution of electromag-
netic and spinor fields interacting with a physical vacuum, which is phenomenologically described
as a logarithmic superfluid. We analytically study the asymptotic behavior of the solution, while
obtaining its form by numerical methods. The solution has physically plausible properties, such as
finite size, self-energy, total charge and mass. In the case of spherical symmetry, its electric field
obeys the Coulomb asymptotics at large distances from its core. It is shown that the observable
rest mass of the fermion arises as a result of interaction of the fields with the physical vacuum.
The spinor and scalar field components of the solution decay exponentially outside the core; there-
fore they can be regarded as internal degrees of freedom which can only be probed at sufficiently
large scales of energy and momentum. Apart from conventional Fermi particles, our model can find
applications in a theory of exotic localized objects, such as U(1) gauged Q-balls with half-integer
spin.
PACS numbers: 11.27.+d, 11.15.Kc, 11.15.Ex, 03.75.Nt
I. INTRODUCTION
The models of elementary particles as regular localized
solutions arising from suitably chosen field-theoretical
models continue to attract substantial interest; a bib-
liographic and historical overview can be found in Ref.
[1]. The general consensus is that they can be helpful in
understanding two of the oldest, but still relevant, prob-
lems in fundamental particle physics: the finite nature of
the self-energy of elementary particles, and their possi-
ble extendedness [2]. These problems are interlinked and
manifest themselves in different aspects of quantum field
theory and high-energy physics.
In an earlier work [1], a relativistic model of an elec-
trical charge as a self-consistent field configuration of an
electromagnetic (EM) field interacting with a physical
vacuum, effectively described as a logarithmic quantum
Bose liquid in the phonon regime, was proposed [3, 4].
This liquid was described by the logarithmic Schro¨dinger
equation which was proposed on other grounds in Refs.
[5, 6], but for the purposes of quantum gravity and high-
energy physics this equation was used quite recently, see
Ref. [7]. In Ref. [8], the logarithmic fluid has been proven
to be a proper superfluid, i.e., a quantum Bose liquid that
simultaneously possesses the following two properties: its
spectrum of excitations has the Landau “roton” form,
which guarantees that dissipation is suppressed at mi-
croscopic level, and its macroscopic (averaged) equation
of state coincides with that of the perfect fluid, at least in
the leading approximation. While the liquid itself is non-
∗Electronic address: v.dzhunushaliev@gmail.com
†Electronic address: arslan.biz@gmail.com
‡Electronic address: http://bit.do/kgz
relativistic, in the linearized (“phononic”) limit, its small
excitations, both localized and collective, are known to
have the Lorentz symmetry [3, 9]. This suggested an in-
teresting possibility, that of describing both relativistic
particles and gravitational interaction as excitations of a
fundamental superfluid background; and it was demon-
strated that the dilatonic gravity arises as a low-energy
limit of superfluid vacuum theory with logarithmic fluid
as a major component of background [3]. This result
was independently confirmed by means of the Arnowitt-
Deser-Misner approach and generalized Ohta-Mann for-
malism in Ref. [10], where it was shown that some infor-
mation about logarithmic superfluid background can be
extracted even in the “phononic” (relativistic) limit, by
means of geometrical methods and notions. Furthermore,
there exist some experimental data suggesting a connec-
tion between the superfluidity and gravity phenomena
[11, 12].
It was also demonstrated, using different methods, that
logarithmic quantum fluids are stable against small per-
turbations [9, 13]. This stability is an important ingre-
dient for justifying an actual physical existence of such
fluids.
Furthermore, in Ref. [1] it was shown that, in con-
trast to the EM field propagating in a trivial vacuum,
a regular localized solution does exist in the presence of
a non-trivial background (which becomes de facto the
physical vacuum) represented by the logarithmic super-
fluid. It was also demonstrated that both the mass and
spatial extent of the solution emerge naturally from its
self-interaction, also that its charge and energy density
distribution acquire a Gaussian-like form. Additionally,
it was shown that the solution in the logarithmic super-
fluid model is stable, unlike the one in the theory of quar-
tic scalar potential.
The goal of this paper is to include half-integer spin
2into this picture: we are presenting a field-theoretical
description of an extended fermionic particle which has
both gauge charge and half-integer spin. More specifi-
cally, we are proposing a model which consists of a scalar
field with logarithmic potential (which represents small
fluctuations of the logarithmic superfluid background) in-
teracting with electromagnetic and Dirac spinor fields.
Apart from conventional particles, such regular solu-
tions of field-theoretical models can find application in
describing exotic localized objects, such as U(1) gauged
Q-balls [14, 15].
Surprisingly, our bibliographic research has not found
many reports about regular solutions involving spinor
fields. Initially the nonlinear spinor field, as suggested
by the symmetric coupling between nucleons, muons, and
leptons, was investigated in a classical approximation in
Ref. [16]. In Ref. [17], a nonlinear spinor field equation
admitting regular stationary solutions was considered. In
that paper, following a causal interpretation of quantum
mechanics given by de Broglie in his double solution the-
ory, it was shown that regular solutions can be regarded
as describing the internal particle structure. Further, the
exact static solutions of spinor-field equations with non-
linear terms in the Go¨del universe were obtained in Ref.
[18], whereas the plane-symmetric solutions of nonlinear
spinor field coupled to self-gravitational field were ob-
tained in Ref. [19]. In Ref. [20] the exact solutions of
the massive Dirac equation were obtained in the SU(2)
gauge field background in the Einstein static universe,
and in the works [21–23] some other cosmological solu-
tions with spinor fields were found.
The structure of the paper is as follows. The descrip-
tion of the model can be found in Section II, the regular
solution and its properties are analyzed in Section III,
and conclusions are drawn in Section IV.
II. THE MODEL
From now on we adopt the natural units c = ~ = ǫ0 = 1
and metric signature (+ −−−).
A. Lagrangian and field equations
We assume the electrodynamic model interacting with
a scalar field ψ and spinor field χ, described by the fol-
lowing Lagrangian
L = −1
4
FµνF
µν + χ†γµDµχ+
1
2
|DµΨ|2 − V (|Ψ|2), (1)
where we denoted the covariant derivatives DµΨ =
(∂µ − igAµ)Ψ and Dµχ = (i∂µ − eAµ)χ, EM strength
tensor Fµν = ∂µAν − ∂νAµ, four-dimensional EM po-
tential Aµ =
(
φ, ~A
)
where φ and ~A are the scalar and
vector components, correspondingly. Besides, here † de-
notes the Hermitian conjugation, e and g are coupling
constants between EM field and spinor and scalar fields,
respectively. The vacuum-induced scalar field potential
is defined as (up to an additive constant):
V (|Ψ|2) = − 1
β
{
|Ψ|2 [ln (a3|Ψ|2)− 1]+ 1
a3
}
, (2)
see Ref. [3] for the detailed discussion of its properties
and related symmetry-breaking mechanism.
Further, if we choose the standard representation of
the Dirac matrices
γ0 =
(
1 0
0 −1
)
, γi =
(
0 σi
−σi 0
)
, (3)
where σi (i = 1, 2, 3) are the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (4)
then the energy density for the Lagrangian (1) is given
by the expression
H =
1
2
(
~E2 + ~H2
)
+ χ†
[
αi (p̂i − eAi) + βm+ eφ
]
χ
+
1
2
(
|∂tΨ|2 + |∇Ψ|2
)
+ V (|Ψ|2), (5)
where ~E, ~H are electric and magnetic field’s 3-vectors,
and the matrices α,β are defined as
αi =
(
0 σi
σi 0
)
, β =
(
1 0
0 −1
)
, (6)
where 1 is a unit 2× 2 matrix.
The field equations can be written down as follows
∂µF
µν = jν , (7)
DµD
µΨ+
∂ V
∂Ψ∗
=
[
DµD
µ +
1
β
ln (a3|Ψ|2)
]
Ψ = 0, (8)
γµ (i∂µ − eAµ)χ−mχ = 0, (9)
where
jµ =
ig
2
[
(DµΨ)
∗
Ψ−Ψ∗ (DµΨ)]+ eχ†γµχ (10)
is the electric current of scalar and spinor fields.
B. Angular momentum and spin observables
Our field configuration (represented by a regular local-
ized solution that will be derived below), is expected to
describe a finite-size object with internal structure and
field content. Moreover, this object is supposed to be ob-
served by a measurement apparatus which is macroscopic
and located outside the solution’s core. Therefore, it is
necessary to define observable quantities, such as spin, in
a quantum-mechanical way. This is going to be the main
subject of this section.
3According to the interpretation of spinor wavefunc-
tions in relativistic quantum mechanics, an average of
the physical value operator Aˆ related to the spinor part
of a field solution is given by the formula
〈A〉 = 〈χ|Aˆ|χ〉〈χ|χ〉 =
∫
χ†AˆχdV∫
χ†χdV
, (11)
where the integration is taken over the spatial volume
occupied by a system. On the other hand, the density of
total angular momentum (TAM) of the field configura-
tion is given by
Mµν = χ†Mˆµνχ, (12)
where we denoted the operator
Mˆµν = xµpˆν − xν pˆµ + i
4
(γµγν − γνγµ) , (13)
and pˆµ is a 4-momentum operator [24]. In particular, we
are interested in a z-component of TAM density,
Mz ≡M12 = χ†Mˆzχ, (14)
where
Mˆz = Mˆ
12 = Lˆz +
1
2
Σˆ3 (15)
and
Σˆ3 ≡ i
2
(
γ1γ2 − γ2γ1) = (σ3 0
0 σ3
)
=
1 0 0 00 −1 0 00 0 1 0
0 0 0 −1
 ,
and Lˆz = xpˆy − ypˆx = −i∂ϕ, ϕ being a polar angular
coordinate. Correspondingly, the TAM’s z-component
itself is given by the formula
Mz =
∫
Mz dV =
∫
χ†MˆzχdV = 〈χ|Mˆz|χ〉, (16)
where we use the notation (11) for the last step in this
equation.
From the viewpoint of an external distant observer,
values Mz and Mz are related to the spin of the field
configuration as a whole: the observable spin (or, more
precisely, a spin projection on the third axis) can be de-
fined as the following quantum-mechanical average
Sz ≡ 〈Mz〉 = 〈χ|Mˆz|χ〉〈χ|χ〉 =
∫
χ†MˆzχdV∫
χ†χdV
=
Mz∫
χ†χdV
,
(17)
according to the definition (11) and Eq. (16).
C. Solution ansatz
Using the spherical coordinates, we search for the so-
lution in the standard form (see, for example, [24]):
χ = e−iǫt
(
f(r)Ωjlm
(−1) 1+l−l
′
2 h(r)Ωjl′m
)
, (18)
Aµ = (φ(r), 0, 0, 0) , (19)
Ψ = eiEtψ(r), (20)
where j is the total angular momentum of a particle, l′ =
2j − 1, ǫ and E are energy-related integration constants,
Ωjlm is 3D spherical spinor defined as
Ωl+1/2,l,m =
√ j+m2j Yl,m−1/2√
j−m
2j Yl,m+1/2
 , (21)
where l = j ± 1/2 and m are the azimuthal and mag-
netic quantum numbers, correspondingly. Here Yl,m is a
spherical harmonic function normalized in the following
way:
Ylm(θ, ϕ) = (−1)(m+|m|)/2il
[
2l + 1
4π
(l − |m|)!
(l + |m|)!
]1/2
P
|m|
l (cos θ) e
imϕ. (22)
With this ansatz in hand, the original field equations
reduce to a set of ordinary differential equations
ψ′′ +
2
r
ψ′ = − (E − gφ)2 ψ − 1
β
ψ ln
(
a3ψ2
)
, (23)
φ′′ +
2
r
φ′ = −2g (E − gφ)ψ2 + e (f2 + h2) , (24)
f ′ +
1 + κ
r
f − (ǫ+m− eφ) h = 0, (25)
h′ +
1− κ
r
h+ (ǫ −m− eφ) f = 0. (26)
and κ is a nonzero integer defined as
κ =
{
−(j + 1/2) = −(l + 1), j = l + 1/2,
(j + 1/2) = l, j = l − 1/2, (27)
where l is the orbital momentum of a charged particle.
4III. REGULAR LOCALIZED SOLUTION
In this section we start with rewriting the field equa-
tions in the dimensionless form, then we proceed with
the analytical derivation of the asymptotical behaviour
of a regular localized solution. After that we are going to
numerically obtain such a solution and study its proper-
ties.
A. Dimensionless equations
If one introduces the dimensionless values x = r/
√
β,
f˜(x) = β1/4a3/2f(r), h˜(x) = β1/4a3/2h(r), ψ˜(x) =
a3/2ψ(r), φ˜(x) = a3/2φ(r), g˜ = g
√
β/a3, e˜ =
e
√
β/a3, ǫ˜ = ǫ
√
β, m˜ = m
√
β, E˜ = E
√
β, then field
equations (23)-(26) take the following form:
ψ˜′′ +
2
x
ψ˜′ = −
(
E˜ − g˜φ˜
)2
ψ˜ − ψ˜ ln (ψ˜2), (28)
φ˜′′ +
2
x
φ˜′ = −2g˜
(
E˜ − g˜φ˜
)
ψ˜2 + e˜
(
f˜2 + h˜2
)
, (29)
f˜ ′ +
1 + κ
x
f˜ − m˜+h˜ = 0, (30)
h˜′ +
1− κ
x
h˜− m˜−f˜ = 0, (31)
where prime now denotes the derivation with respect to
x, and we denoted m˜± = m˜ ± (ǫ˜ − e˜φ˜). It is sometimes
useful to eliminate the function h˜(x) from the equations
above, then the equation (31) can be replaced with
f˜ ′′ +
(
2
x
+
e˜φ˜′
m˜+
)
f˜ ′ −
(
m˜+m˜− − 1 + κ
x
e˜φ˜′
m˜+
+
κ(1 + κ)
x2
)
f˜ = 0, (32)
whereas an expression for h˜(x) can be found in an alge-
braic way from (30), as soon as the solutions for f˜(x) and
φ˜(x) have been obtained.
Furthermore, in the dimensionless notations the energy
density (5) acquires the following form:
H˜ =
1
2
(
φ˜′2 + ψ˜′2 + E˜2ψ˜2
)
+ h˜f˜ ′ − f˜ h˜′ − 2
r
f˜ h˜
+m˜
(
f˜2 − h˜2
)
+ e˜φ˜
(
f˜2 + h˜2
)
−ψ˜2
(
ln ψ˜2 − 1
)
, (33)
whereas the dimensionless charge density (10) becomes
ρ˜ ≡ j˜0 = g˜E˜ψ˜2 + e˜
(
f˜2 + h˜2
)
. (34)
Once these densities are computed, analytically or nu-
merically, the dimensionless values of the total rest mass-
energy and total charge can be computed, respectively,
as
M˜ = 4π
∞∫
0
H˜x2dx, Q˜ = 4π
∞∫
0
ρ˜ x2dx. (35)
Apart from these observables, we would also be inter-
ested in the behavior of observable values related to the
solution’s angular momentum. Substituting Eq. (18) for
a ground state, given by the expression
χ(0) = e
−iǫ0t

f(r)
0
h(r) cos θ
h(r) sin θ eiϕ
 , (36)
into Eq. (14), we obtain the dimensionless density of the
TAM’s z-component
M˜z = 1
2
(
f˜2 + h˜2
)
, (37)
whereas the dimensionless form of the TAM’s z-
component itself is
M˜z = 2π
∞∫
0
(
f˜2 + h˜2
)
x2dx, (38)
according to Eq. (16).
Notice that, since (a dimensionless form of) the norm
in our case can be computed as
〈χ˜|χ˜〉 = 4π
∞∫
0
(
f˜2 + h˜2
)
x2dx = 2M˜z, (39)
we can immediately derive the value of the quantum-
mechanical spin of our solution. Using Eqs. (17), (38)
and (39), we obtain
Sz =
M˜z
〈χ˜|χ˜〉 =
1
2
, (40)
as expected.
B. Asymptotics
Using the field equations (28)-(32) one can show that
the components of scalar field ψ˜, scalar EM potential
5φ˜ and spinor fields f˜ and h˜, behave at large x in the
following way:
ψ˜(x) ∝ ψ∞e− x
2
2 , (41)
φ˜(x) ∝ φ˜∞ − Q˜
x
, (42)
f˜(x) ∝ f∞ e
−µx
x
, (43)
h˜(x) ∝ −f∞
√
m˜− ǫ˜+ e˜φ˜∞
m˜+ ǫ˜− e˜φ˜∞
e−µx
x
, (44)
where µ =
√
m˜2 −
(
ǫ˜− e˜φ˜∞
)2
, and f∞, ψ∞ and φ˜∞ =
φ˜(∞) are the constants that can be fixed by boundary
conditions.
At x → 0, functions can be expanded into the Taylor
series
f˜(x) = f˜0 + f˜1x+ . . . , h˜(x) = h˜1x+ h˜3
x3
3!
+ . . . ,
ψ˜(x) = ψ˜0 + ψ˜2
x2
2
+ . . . , φ˜(x) = φ˜0 + φ˜2
x2
2
+ . . . ,
which ensures that their behavior is nonsingular in the
origin as well.
These asymptotic expansions analytically prove the ex-
istence of regular localized solution at small and large val-
ues of x on a positive semi-axis. This gives us a strong
evidence for an existence of the solution that is not only
regular for non-negative values of x but also localized,
i.e., its field components all vanish at spatial infinity.
C. Limit cases
Apart from asymptotic properties of solutions of Eqs.
(29)-(32), it is instructive to study a few limit cases when
some of the charge parameters of the theory are either
small or large.
Small e˜. In this case, the spinor part of the field equa-
tions begins to decouple from the electrostatic and scalar
parts. Indeed, in the limit e˜→ 0 we can neglect the last
term in Eq. (29), then Eqs. (28)-(31) become, respec-
tively,
ψ˜′′ +
2
x
ψ˜′ = −
(
E˜ − g˜φ˜
)2
ψ˜ − ψ˜ ln (ψ˜2), (45)
φ˜′′ +
2
x
φ˜′ = −2g˜
(
E˜ − g˜φ˜
)
ψ˜2, (46)
f˜ ′ +
1 + κ
x
f˜ − (m˜+ ǫ˜)h˜ = 0, (47)
h˜′ +
1− κ
x
h˜− (m˜− ǫ˜)f˜ = 0, (48)
so one can see that the former two equations evolve in-
dependently from the latter two. In other words, we are
arriving at the two independent systems: the former has
(a) (b)
(c) (d)
FIG. 1: Electrostatic field φ˜′ (a), scalar field ψ˜ (b), spinor
field components f˜ (c) and h˜ (d), versus the dimensionless
distance from the origin, evaluated at g˜ = 0.1, φ˜0 = 1,
e˜ = 1, ψ˜0 = 1, f˜0 = 1, and the following values of m˜: 0.4
(solid curve), 1.5 (dotted curve), 3.0 (dash-dotted curve), 6.0
(dashed curve) and 10.0 (dash-double dotted curve).
been studied in past [1], and the latter is equivalent to a
system of free spinor fields, which is known for not pos-
sessing regular localized solutions. Therefore, it is crucial
to have e˜ 6= 0, which maintains the coupling of spinors
to the scalar EM potential and hence to the scalar ψ.
Large g˜. In this case, in order to maintain a structure
of our eigenvalue problem (E˜ should not drop off our
equations when making approximations), we perform the
rescaling φ˜→ Φ˜ = g˜φ˜. Then Eqs. (28)-(31) become
ψ˜′′ +
2
x
ψ˜′ = −
(
E˜ − Φ˜
)2
ψ˜ − ψ˜ ln (ψ˜2), (49)
Φ˜′′ +
2
x
Φ˜′ = −2g˜2
(
E˜ − Φ˜
)
ψ˜2 + e˜g˜
(
f˜2 + h˜2
)
, (50)
f˜ ′ +
1 + κ
x
f˜ −
(
m˜+ ǫ˜− e˜
g˜
Φ˜
)
h˜ = 0, (51)
h˜′ +
1− κ
x
h˜−
(
m˜− ǫ˜+ e˜
g˜
Φ˜
)
f˜ = 0. (52)
One can see that in the limit |g˜| → ∞ the latter two equa-
tions become equal to Eqs. (47)-(48), which are known
for not having solutions which are both finite in the ori-
gin and vanishing at spatial infinity. Therefore, when in-
creasing a magnitude of g˜ one should expect the shrinking
of a set of parameters and boundary conditions which are
allowed for existence of regular localized solutions. In the
next section, we will find some numerical confirmation of
this statement.
D. Numerical solution
To begin with, note that the dimensionless field equa-
tions contain terms with x in denominators. Therefore,
6we have to carry out our computations starting from
some small number x = δ (here we choose δ = 0.001).
Next, using solutions of Eqs. (28)-(31) in the form of
the Taylor series expanded near the origin, we obtain the
following boundary conditions:
ψ˜(δ) = ψ˜0 + ψ˜2
δ2
2
, ψ˜′(δ) = ψ˜2δ,
φ˜(δ) = φ˜0 + φ˜2
δ2
2
, φ˜′(δ) = φ˜2δ, (53)
f˜(δ) = f˜0, h˜(δ) = h˜1δ.
As long as for our calculations we assume spherical sym-
metry, we can impose that
κ = −1. (54)
A numerical solution of Eqs. (28)-(31) is obtained by
solving an eigenvalue problem with the parameters E˜ and
ǫ˜ chosen to be eigenvalues. We can represent a set of these
eigenvalues of system of equations (28)-(31) as a point in
the parametric space which coordinates are eigenvalue
parameters themselves, namely: ǫ˜, E˜. We presume that
this parametric space contains continuous subsets of such
points, therefore once we find any set of eigenvalues (as
a point of such a subset), we can then retrieve other
solutions. Therefore, we must somehow find this subset
of the parametric space for we initially set the parameters
of our problem to some trial values (e.g., ǫ˜ = 1 and E˜ =
1). For instance, one can assume:
m˜ = 1, φ˜0 = 1, e˜ = 1, ψ˜0 = 1, f˜0 = 1, (55)
whereas for the parameter g˜ we consider the following
three cases:
1. Case g˜ ≪ 1
Let us assume g˜ = 0.1 for definiteness. We start nu-
merical computations by shooting in different directions
from a point {ǫ˜ = 1, E˜ = 1} in the parametric space.
Here by shooting we mean trying to solve equations with
intuitively guessed sets of numbers. We can simplify a
task of finding a point of the eigenvalue subset by dividing
it into the following two tasks. The first one is searching
for eigenvalues of the system (28)-(29), by using shooting
method in one-dimensional space of eigenvalue parame-
ter E˜. The second task is searching for eigenvalues of the
system (30)-(31) by means of the same shooting method
in one-dimensional space of the parameter ǫ˜. These two
systems of equations still depend on each other, there-
fore, in order to begin calculations, we assume the trial
values for the first set of functions, then we calculate the
second one.
Thus, we begin by assuming a simplest possible ansatz,
f˜(x) = 0, h˜(x) = 0, and calculate ψ˜(x) and φ˜(x) at the
first step, while setting E˜ to appropriate value. Then, at
FIG. 2: Dimensionless energy density H˜ (upper panel), charge
density ρ˜ (middle panel) and TAM’s z-component density M˜z
(lower panel), versus the dimensionless distance from the ori-
gin, evaluated at g˜ = 0.1, φ˜0 = 1, e˜ = 1, ψ˜0 = 1, f˜0 = 1,
and the following values of m˜: 0.4 (solid curve), 1.5 (dotted
curve), 3.0 (dash-dotted curve), 6.0 (dashed curve) and 10.0
(dash-double dotted curve).
the second step, we solve the system (30)-(31) by chang-
ing value of ǫ˜ and using the function φ˜(x) which has been
calculated in the previous step. After second step of cal-
culations is completed, we return to the first step with
non-zero functions f˜(x) and h˜(x); this process repeats
until we get good convergence of the eigenvalues.
Proceeding that way, we eventually obtain
ǫ˜ ≈ 2.55, E˜ ≈ 1.85815. (56)
It is worth noting that, while Eq. (42) implies that
φ˜(x) → 0 at spatial infinity, the numerical solution of
Eqs. (28)-(29) asymptotically tends to a constant φ˜∞. A
nonzero value of φ∞ is a consequence of gauge invariance
7FIG. 3: Cumulative plot of an eigenvalue E˜ (solid curve,
vertical axis’ scale 1:1.86), eigenvalue ǫ˜ (dotted curve, scale
1:9.81), total rest mass-energy M˜ (dot-dashed curve, scale
1:121.5), total charge Q˜ (dashed curve, scale 1:42.1), and
TAM’s z-component M˜z (double-dot-dashed curve, scale
1:20.55), versus m˜. Plotted values correspond to solutions
of Eqs. (28)-(31), evaluated at g˜ = 0.1, φ˜0 = 1, e˜ = 1,
ψ˜0 = 1, f˜0 = 1.
of field equations: the function φ(x) is defined up to an
additive constant φ∞.
Thus, in this section the system (28)-(31) has been
numerically solved as a non-linear eigenvalue problem for
the parameters E˜ and ǫ˜. The corresponding plots of fields
for several regular localized solutions are given in Figs.
1, whereas the dimensionless energy density (33), charge
density (34) and TAM density (37) are plotted in Fig.
2. Computations also show that µ in this case takes real
values only for m˜ & 0.4.
Furthermore, in Fig. 3 we present a cumulative plot
of different values, which characterize our solution, ver-
sus dimensionless bare spinor mass m˜. One can see that
the eigenvalue E˜ varies very slowly, the total rest mass-
energy has a local minimum near m˜ ≈ 3 and grows with
increasing bare spinor mass, whereas the dimensionless
charge decreases with increasing bare spinor mass. The
latter means that the ratio Q˜/M˜ decreases with increas-
ing bare spinor mass, which is usually the case for com-
posite objects with a non-compensated half-integer spin.
2. Case g˜ ∼ 1
Let us set now g˜ = 1 for definiteness. Similarly to the
previous case, we set corresponding parameters to the
following values
φ˜0 = 1, e˜ = 1, ψ˜0 = 1, f˜0 = 1. (57)
As in the previous case, we find that there exists a similar
constraint upon µ: it takes real values only for m˜ & 0.7.
Field profiles of the regular localized solutions found
are shown in Fig. 4. The dimensionless energy den-
sity (33), charge density (34) and TAM density (37) are
(a) (b)
(c) (d)
FIG. 4: Electrostatic field φ˜′ (a), scalar field ψ˜ (b), spinor
field components f˜ (c) and h˜ (d), versus the dimension-
less distance from the origin, evaluated at g˜ = 1, φ˜0 = 1,
e˜ = 1, ψ˜0 = 1, f˜0 = 1, and the following values of m˜: 0.7
(solid curve), 1.5 (dotted curve), 3.0 (dash-dotted curve), 6.0
(dashed curve) and 10.0 (dash-double dotted curve).
shown in Fig. 5. Finally, the cumulative plot of charac-
teristic values is given in Fig. 6. It is qualitatively similar
to the previous case (cf. Fig. 3), except that the local
minimum of function M˜(m˜) has shifted towards smaller
values of the bare spinor mass m˜. This can be explained
by when g˜ is increasing then a larger proportion of mass-
energy comes from a non-spinor part, therefore the value
M˜ as a function of m˜ grows faster.
3. Case g˜ > 1
If one adopts the following set of calculation parame-
ters
φ˜0 = 1, e˜ = 1, ψ˜0 = 1, f˜0 = 1, m˜ = 8.7, (58)
one can find regular localized solutions at 1 < g˜ 6 4,
whereas for g˜ > 4 no such solutions have thus far been
found. Moreover, no regular localized solutions were
found for some other trial sets of calculation parame-
ters. While no conclusive statements can be made at
this stage, this probably indicates that a set of allowed
calculation parameters for a regular localized solution is
shrinking with increasing magnitude of g˜. This confirms
the analysis done in Sec. III C above.
IV. CONCLUSION
In this work, we proposed a model of an electrically
charged fermion as a self-consistent solution of electro-
magnetic and spinor fields interacting with the physical
8FIG. 5: Dimensionless energy density H˜ (upper panel), charge
density ρ˜ (middle panel) and TAM’s z-component density M˜z
(lower panel), versus the dimensionless distance from the ori-
gin, evaluated at g˜ = 1, φ˜0 = 1, e˜ = 1, ψ˜0 = 1, f˜0 = 1,
and the following values of m˜: 0.7 (solid curve), 1.5 (dotted
curve), 3.0 (dash-dotted curve), 6.0 (dashed curve) and 10.0
(dash-double dotted curve).
vacuum effectively described by the logarithmic super-
fluid.
In the case of spherical symmetry, the asymptotic be-
havior of the electrical potential for our solution reveals
that at distances which are large in comparison with
the size of the solution’s core, the electrical field is in-
distinguishable from the Coulomb one. This was con-
firmed both analytically and numerically. The expo-
nential (Gaussian) decay of the spinor and scalar field
components of our solution imply that these fields are
detectable only in the vicinity of the core, but become
technically non-observable (at least, in the leading-order
approximation) at distances which are large compared
FIG. 6: Cumulative plot of the eigenvalue E˜ (solid curve,
vertical axis’ scale 1:2.48), eigenvalue ǫ˜ (dotted curve, scale
1:9.43), total rest mass-energy M˜ (dot-dashed curve, scale
1:461.1), total charge Q˜ (dashed curve, scale 1:42.1), and
TAM’s z-component M˜z (double-dot-dashed curve, scale
1:45.6), versus m˜. Plotted values correspond to solutions of
Eqs. (28)-(31), evaluated at g˜ = 1, φ˜0 = 1, e˜ = 1, ψ˜0 =
1, f˜0 = 1.
to the size of the core. This essentially means that these
fields can be regarded as the internal degrees of freedom
which can be probed only at a sufficiently large scale of
energy and momentum.
Furthermore, the self-energy and total charge of this
object have also been numerically computed. These turn
out to be finite, similar to those of the case [1]. Therefore,
the rest mass of a fermion arises as a result of interaction
of gauge fields with the physical vacuum.
Thus, a distant observer would see the object described
by our solution as a half-integer spin particle with mass
and charge, whereas its internal degrees of freedom can be
probed only at sufficiently large scales of energy and mo-
mentum. Therefore, apart from the conventional Fermi
particles, our solution can find applications in theory of
exotic localized objects, such as gauged fermionic Q-balls
which would be spinor analogues of the gauged Q-balls
discussed in Refs. [14, 15].
Finally, we hypothesize, based on results of Secs. III C
and IIID 3, that regular localized solutions of this system
cease to exist at very large g˜’s or very small e˜’s. This can
explain, at least qualitatively, why for known interactions
the U(1) gauge couplings never reach values which are
either too large or too small.
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