Let d; k and n be three integers with k ¿ 3; d¿ 4k − 1 and n ¿ 3k. We show that if d(x) + d(y) ¿ d for each pair of nonadjacent vertices x and y of a graph G of order n, then G contains k vertex-disjoint cycles converting at least min{d; n} vertices of G.
Introduction
We discuss only ÿnite simple graphs and use standard terminology and notation from [1] except as indicated. Let k be an integer with k ¿ 2. Let G be a graph of order n ¿ 3. Erdős and Gallai [5] showed that if G is 2-connected and every vertex of G with at most one exception has degree at least k, then G contains a cycle of length at least min{2k; n}. Does G contains at least two vertex-disjoint cycles covering at least min{2k; n} vertices of G? This is certainly true if k ¿ n=2 with k ¿ 4 and n ¿ 6 by El-Zahar's result [3] . El-Zahar proved that if n = n 1 + n 2 is an integer partition of n with n 1 ¿ 3 and n 2 ¿ 3 and the minimum degree of G is at least n 1 =2 + n 2 =2 , then G contains two vertex-disjoint cycles of lengths n 1 and n 2 , respectively. CorrÃ adi and Hajnal [2] investigated the maximum number of vertex-disjoint cycles in a graph. They proved that if G is a graph of order at least 3k with minimum degree at least 2k, then G contains k vertex-disjoint cycles. In particular, when the order of G is exactly 3k, then G contains k vertex-disjoint triangles. Motivated by these results, one of the authors conjectured the following:
Conjecture A (Wang [9] ). Let d; k and n be three integers with k ¿ 2; d¿ 2k and n ¿ 3k. Suppose that G is a graph of order n with minimum degree at least d. Then G contains k vertex-disjoint cycles covering at least min{2d; n} vertices of G.
This conjecture was proved for the case k = 2 in [9] . Note that if this conjecture is true, then the condition on the minimum degree of G is sharp. This can be seen from the graph K d−1;n−d+1 with n ¿ 2(d − 1). By observing K d; n−d , we also see that when n ¿ 2d; G may not contain k vertex-disjoint cycles covering more than 2d vertices of G.
Enomoto [4] and Wang [8] proved the following result:
Theorem B. If G is a graph of order at least 3k such that d(x) + d(y) ¿ 4k − 1 for each pair of nonadjacent vertices x and y of G, then G contains k vertex-disjoint cycles.
In this paper, we prove Conjecture A in case k ¿ 3 by proving the following theorem:
Theorem C. Let k; d and n be three integers with k ¿ 3; d ¿ 4k −1 and n ¿ 3k. If G is a graph of order n such that d(x) + d(y) ¿ d for each pair of nonadjacent vertices x and y of G, then G contains k vertex-disjoint cycles covering at least min{d; n} vertices of G.
Theorem C is still true if k = 2. However, its proof follows an entirely di erent route. Therefore, a separate paper will be devoted to the case k = 2.
We shall use the following terminology and notation. Let G be a graph. Let u be a vertex of G and H a subset of V (G) or a subgraph of G. We deÿne N (u; H ) to be the set of neighbors of u contained in H , and let d(u; H ) = |N (u; H )|. Thus, d(u; G) = d(u; V (G)) is the degree of u in G. Then we deÿne N (X; H ) for a subset X of V (G) or a subgraph X of G to be v N (v; H ) where v runs over all the vertices in X . If each of X and Y is a subset of V (G) or a subgraph of G such that X and Y do not have a common vertex, we deÿne E(X; Y ) to be the set of edges of G between X and Y . In this case, |E(X; Y )| = v d(v; Y ) where v runs over all the vertices in X . For a subset U of V (G), G[U ] denotes the subgraph of G induced by U .
Proof of Theorem C
Let d; k and n be three integers with k ¿ 3; d ¿ 4k −1 and n ¿ 3k. Clearly, d ¿ 11. Let G = (V; E) be a graph of order n such that d(x; G) + d(y; G) ¿ d for each pair of nonadjacent vertices x and y. Suppose, for a contradiction, that G does not contain k vertex-disjoint cycles covering at least min{d; n} vertices of G. By Theorem B, G has k vertex-disjoint cycles. We choose k vertex-disjoint cycles C 1 ; C 2 ; : : : ; C k with
and H a component of G − X . Set s = |V (H )| and l i = |V (C i )| for each i ∈ {1; : : : ; k}. Let l be the length of a longest cycle of H if H has a cycle and otherwise let l = min{3; s}. By the maximality of X , we immediately have l i ¿ l and l i ¿ 2d(w; C i ) for each i ∈ {1; : : : ; k} and each w ∈ V (H ):
As k ¿ 3 and
The proof of the theorem is divided into three cases. First, we prove some claims. 
Claim B. Suppose that s ¿ 2 and v 1 v 2 : : : v m is a longest path of H. Then either
Proof of Claim B. On the contrary, we assume that H has the longest path v 1 v 2 : : : v m as said in Claim B. By Claim A, we may assume that there exist no two independent edges between {v 1 ; v m } and C i for each i ∈ {1; 2; : : : ; k}. This implies that for each i ∈ {1; 2; : : : ; k}, 
Proof of Claim C. On the contrary, we assume that H has a longest path v 1 v 2 : : : v m as said in Claim C. By Claim B, we may assume that d(
Thus H has a cycle of length at least d=4 + 1. By (1),
Claim D. Suppose that k = 3. Then there exist no three distinct vertices u 1 ; u 2 and u 3 in H which satisfy the following four conditions:
(i) for any two of u 1 ; u 2 and u 3 ; H has a path of length at least d=2 − l − 2 joining them; (ii) Proof of Claim D. On the contrary, we assume that H has three distinct vertices u 1 ; u 2 and u 3 as said in Claim D. Suppose that one of C 1 ; C 2 and C 3 is joined to {u 1 ; u 2 ; u 3 } by two independent edges, say that C 1 is joined to {u 1 ; u 2 } by two independent edges. By an argument similar to the one used in the proof of Claim A, this implies that l 1 ¿ 2|V (P)| + 2 where P is a path of H with length at least d=2 − l − 2 joining u 1 to u 2 . With (1), we see that
Therefore, we may assume that none of C 1 ; C 2 and C 3 is joined to {u 1 ; u 2 ; u 3 } by two independent edges. On the other hand, if no two of u 1 ; u 2 and u 3 have a common neighbor in X , then l j ¿ 2 3 i=1 d(u i ; C j ) for each j ∈ {1; 2; 3}. This implies that l 1 + l 2 + l 3 ¿ d by (ii) and (iv), a contradiction.
Thus we may assume that some two of u 1 ; u 2 and u 3 have a common neighbor on one of C 1 ; C 2 and C 3 , say on C 3 . We conclude d(u i ; C 3 ) 6 1 for each i ∈ {1; 2; 3}:
By (iii) and (iv), at least two of u 1 ; u 2 and u 3 satisfy d(u i ; X ) ¿ 4. We may assume that d(u 1 ; X ) ¿ 4 and d(u 2 ; X ) ¿ 4. By (3), each of u 1 and u 2 has at least two neighbors on one of C 1 and C 2 . By the argument in the ÿrst paragraph, we may assume that d(u 1 ; C 1 ) ¿ 2 and d(u 2 ; C 2 ) ¿ 2, and therefore d(u 2 ; C 1 )=d(u 3 ; C 1 )=0 and d(u 1 ; C 2 )=d(u 3 ; C 2 )=0. With (3), it follows that d(
We are ready to proceed to Case 1 in the proof of the theorem. Case 1: s ¿ 3 and H is not hamiltonian. Let v 1 v 2 : : : v m be a longest path of H . Since H is not hamiltonian, v 1 v m ∈ E, and therefore by the assumption of the theorem,
By Claims B and C, we may assume k = 3 and
Clearly,
It follows from (2) that
Let r = max{j | v 1 v j ∈ E with 1 6 j 6 m}. Since r ¿ d(v 1 ; H ) + 1, it follows from (4) and (5) that
By (2) and (7) Case 2: s ¿ 3 and H is hamiltonian, but H is not hamiltonian connected. We have l = s ¿ 4 since H is hamiltonian but not hamiltonian connected. Thus,
and by (2),
Since H is not hamiltonian connected, this, in particular, implies A = ∅. We need to prove the following two claims. Proof of Claim E. On the contrary, we assume that H has a hamiltonian path from u to v. By (9) and
. This is a contradiction by Claim B.
Assume
Therefore, we may assume |A| ¿ 2. Let C = v 1 v 2 : : : v l v 1 be a hamiltonian cycle of H .
Claim F. H has a hamiltonian path joining two vertices in A.
Proof of Claim F. We may assume that no two vertices in A are consecutive on C. We may also assume that {v 1 ; v r } ⊆ A with v 1 = v r . Then v r−1 ∈ A and v l ∈ A, and so v r−1 v l ∈ E since H − A is complete. This implies that H has a hamiltonian path v 1 v 2 : : : v r−1 v l v l−1 : : : v r .
Assume for the moment that |A| = 2. Say A = {u; v}. Then by Claim F, H has a hamiltonian path from u to v. As H −A is complete and H is not hamiltonian connected, we see that either d(u; H ) 6 3 or d(v; H ) 6 3. This is a contradiction by Claim E.
Therefore, we may assume |A| ¿ 3. In view of Claims C and F, we see that k = 3. By Claims B and F and (8), we also see that 2(l − 1) ¿ d=2, and thus
In view of (2) and (8) and since any three distinct vertices of H satisfy (ii) -(iv) of Claim D, it su ces to show that there exist three vertices in A satisfying (i) of Claim D. If some three vertices in A are consecutive on C, then any two of them are joined in C by a path of length at least l − 2, and therefore by (10), the three vertices satisfy (i) of Claim D. Hence, we may assume that there exist no three such vertices in A.
On the other hand, if no two vertices of A are consecutive on C, then arguing as in Claim F, we see that any two vertices in A are joined by a hamiltonian path of H , and thus any three vertices in A satisfy (i) of Claim D. Hence we may assume that some two vertices in A are consecutive on C. Say v 1 ∈ A and v 2 ∈ A. Then v 3 ∈ A and v l ∈ A. Let t = min{i | v i ∈ A; 4 6 i 6 l − 1}. As v t−1 ∈ A and H − A is complete, we see that v 1 v 2 : : : v t−1 v l v l−1 : : : v t is a hamiltonian path of H , and it follows that any two of v 1 ; v 2 and v t are joined in H by a path of length at least l − 2. With (10), we see that v 1 ; v 2 and v t satisfy (i) of Claim D, and thus the theorem holds. Case 3: H is hamiltonian connected (including the case where s 6 2). In this case, s = l. Assume for the moment that d(v; G) ¿ d=2 for all v ∈ V (H ). If l ¿ 3, then as in Case 2, we may assume that (9) and (10) 
We divide Case 3 into two subcases. Case 3.1(a): |N (H; C i )| 6 1 for each i ∈ {1; 2; : : : ; k}. In this case, we break it into two subcases.
Case 3.1(b): There exists q ∈ {1; 2; : : : ; k} such that |E(H; C q )| ¿ 2. In this situation, we have l ¿ 2. We may assume that there exists r with 1 6 r 6 k such that |E(H; C i )| ¿ 2 for all 1 6 i 6 r and |E(H; C i )| 6 1 for all r + 1 6 i 6 k. We claim the following:
(l − 1)=(k − 1) + 1 6 l i =2 for each 1 6 i 6 r; (14)
Proof of (13), (14) and (15). Take an arbitrary i ∈ {1; 2; : : : r}. Let u and v be two distinct vertices of H such that d(u; C i ) ¿ 0 and d(v; C i ) ¿ 0 and u and v have a common neighbor on C i . As H is hamiltonian connected, H has a hamiltonian path from u to v and so G[V (C i ∪ H )] has a cycle of length at least l + 1. By the maximality of X; l i ¿ l + 1, and so (13) holds. Then (14) follows from (13) as k ¿ 3, and (15) follows from (11) and (14).
Write N (H; C 1 ) = {a}, and take two distinct vertices u and v from N (a; H ). By the assumption of Case 3.1, |E({u; v}; C i )| 6 2 for each 1 6 i 6 r, and by the deÿnition of r; |E({u; v}; C i )| 6 1 for each r + 1
Let b and c be the two neighbors of a on C 1 . We claim |E({b; c}; C i )| 6 l i for each 2 6 i 6 k:
Proof of (17). Clearly, H + a is hamiltonian. By the maximality of X; G[V (C 1 ∪ C i ) − {a}] is not hamiltonian for each 2 6 i 6 k, and this implies (17).
Since E({b; c}; H )=∅, it follows from (17) 
We now assume l 6 2. If E(H; X ) = ∅, then taking u ∈ V (H ) and b ∈ X , we get d 6 d(u; G)+d(b; G) 6 1+l 1 +· · ·+l k −1, a contradiction. Hence we may assume that there exists 1 6 r 6 k such that |E(H; C i )| = 1 for each 1 6 i 6 r and |E(H; C i )| = 0 for each r + 1 6 i 6 k. Furthermore, we may assume that l 1 6 l 2 6 · · · 6 l r . Write N (H; C 1 ) = {a}. Let b be a neighbor of a on C 1 , and let c be a neighbor of b on C 1 with c = a. Take u ∈ V (H ) such that if l = 2 then au ∈ E. We claim
Proof of (18). On the contrary, suppose 2d(u; Case 3.2: There exists 1 6 q 6 k such that |N (H; C q )| ¿ 2. In this case, if possible, we choose q so that there exist two independent edges between H and C q . For the sake of convenience, we assume q = 1. Write C 1 = x 1 x 2 : : : x l1 x 1 so that there exists {u; v} ⊆ V (H ) and 1 6 p 6 l 1 −1 such that {ux p ; vx l1 } ⊆ E. We may assume u = v when there exists two independent edges between H and C 1 . We may assume that p 6 l 1 − p and N (H; C 1 ) ∩ {x 1 ; x 2 ; : : : ; x p−1 } = ∅. Clearly, when u = v; l 1 − p ¿ p ¿ l + 1 ¿ 3 for otherwise G[V (C 1 ∪ H )] contains a cycle longer than C 1 . We claim the following: If l ¿ 2; then l i =l + l i =2 + l=2 6 l i + 1 for each i ∈ {1; : : : ; k}; 
Proof of (19)-(23). To prove (19), take an arbitrary i ∈ {1; : : : ; k} and it su ces to show that f(l) 6 0 for 2 6 l 6 l i where f(l) = l 2 − (l i + 2)l + 2l i is a real function of l. Clearly, the two roots of f(l) are 2 and l i . It follows that f(l) 6 0 for all 2 6 l 6 l i . Hence (19) holds. As k ¿ 3 and l ¿ 2, adding inequality (19) for 2 6 i 6 k, we get (20). As G[V (H ) ∪ {x p ; x p+1 ; : : : ; x l1 }] has a cycle covering all the vertices in {u; v; x p ; x p+1 ; : : : ; x l1 }, we see that G[{x 1 ; x 2 ; : : : ; x p−1 } ∪ V (C i )] is not hamiltonian for each 2 6 i 6 k and (21) follows.
To prove (22), we see that
To prove (23), it is easy to see that (23) Hence we may assume that there exists r ∈ {p + 1; p + 2; : : : ; l 1 − 1} such that x 1 x r ∈ E and x 1 x i ∈ E for each p+1 6 i 6 r−1. Clearly, G[V (C 1 ∪H )−{x p+1 ; x p+2 ; : : : ; x r−1 }] is hamiltonian. Thus, by the maximality of X; r−p−1 ¿ l. Let P 1 =x p x p+1 : : : x r−l−1 ; P 2 = x r−l x r−l+1 : : : x r−1 and P 3 = x r x r+1 : : : x l1 and set x l1+1 = x 1 . It is also easy to see that {x 1 x i+1 ; x p−1 x i } * E for each p 6 i 6 l 1 − 1 and d(x p−1 ; P 2 ) = 0 for otherwise G[V (C 1 ∪ H )] contains a cycle longer than C 1 . Furthermore, d(x 1 ; P 1 ) 6 1 and d(x 1 ; P 2 )=0. This implies that d(x 1 ; P i )+d(x p−1 ; P i ) 6 |V (P i )|+1 for each i ∈ {1; 3}. It follows that d(
Let us assume u = v ÿrst. Note that G − X is connected. By (21) and (23), one of x 1 and x p−1 , say x 1 , satisÿes
We claim 
Proof of (25) and (26). To prove (25), we see that if d(x; H ) ¿ 2 for some x ∈ V (C i ), then d(y; H ) = 0 for each y ∈ V (C i − x) whose distance to x on C i is at most l for otherwise G[V (C i ∪ H )] contains a cycle longer than C i . Together with the fact l i ¿ l, we see that (25) holds. To prove (26), we divide x p x p+1 : : : x l1 into at most (l 1 − p)=(l + 1) + 1 consecutive segments such that each segment does not contain more than l + 1 vertices. For each of these segments, there exist no two independent edges between the segment and H and also H does not have two neighbors which are consecutive on the segment for otherwise G[V (C 1 ∪ H )] contains a cycle longer than C 1 . This implies that between each of these segments and H , there are no more than l edges. Consequently, (26) follows.
By (25) and so the theorem holds. Finally, we assume that l ¿ 2. We claim
d(w; C i ) 6 max{l − 1; l i =2} 6 (l − 1)l i =l for each i ∈ {2; 3; : : : ; k}:
Proof of (28). By the choice of C 1 , there exist no two independent edges between C i and H for each i ∈ {2; 3; : : : ; k}. Together with (1), we see that (28) holds.
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