Background
Randomized controlled trials (RCTs) are considered the gold standard of clinical research because randomization reduces the risk of extraneous factors influencing results of a study [2] . Nonetheless, high-quality, observational studies are at times more desirable than experimental studies (such as RCTs) owing to the their capacity to evaluate rare events, fewer ethical challenges with conducting the study, feasibility attributable to lower costs or infrastructure needs, and sometimes greater generalizability of the findings because of less-strict inclusion or exclusion criteria for patients and surgeons. Most orthopaedic studies are observational and retrospective [4, 7, 24] .
Confounding exists when a third variable, which is not the exposure or outcome of interest, changes the relationship between the exposure and outcome being studied. For a variable to be a confounder, it must be (1) associated with the exposure of interest in the study, and (2) associated with the outcome. For a more real-life example, consider a study evaluating differences in time to revision between ceramic-on-ceramic and metal-on-polyethylene bearings used in THAs. The surgeon's choice of bearing surface is likely not random; younger patients preferentially receive ceramic-on-ceramic bearings as opposed to metal-onpolyethylene bearings. If age also is related to the outcome (revision) in the study population, then age is regarded as a confounder. If the effect of age is not incorporated in the analysis, the estimate of the treatment effect (eg, odds ratio) will be biased. Confounding can be addressed using several methods with similar objectives during either the design or analysis phases of a study. Examples of methods used during the design of a study include restriction or matching, whereas those used during analysis include stratification, regression adjustment, instrumental variables techniques, and propensity score techniques.
The purpose of this article is to describe confounding and how its effects can be minimized in observational studies with propensity score techniques. We provide guidance for when and how to use propensity scoring in studies.
What are Propensity Scores and When Should They Be Used in Orthopaedic Research?
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in orthopaedics when it is not feasible to randomize patients to different treatments. Briefly, the propensity score is the conditional probability of someone having a specific treatment given a set of variables known about this person [3] . One example might be the probability that a person receives a certain implant based on their age, sex, and indication for surgery. The fundamental idea behind propensity score methods is that cases with the same propensity score will be comparable with respect to covariates used to calculate the score, so it is only a matter of chance between treatments [3, 5, 6, 29] . When cases are comparable with respect to covariates, the effect reproduces that induced by randomization in a clinical trial. A good take-home is that propensity score techniques can allow one to mimic some of the characteristics of an RCT in the context of an observational study.
Different propensity score techniques use these conditional probabilities in different ways. For example, similar to the idea of matching patients on specific characteristics, propensity score techniques can match patients on their likelihood of being in a certain group, but without being limited to just a few variables. Propensity score techniques are not necessary in all studies. For example, studies of TKA component features (eg, rotation or bearing types) have been done where one patient gets two different components (ie, one in each knee). In this setting, variables such as age, sex, or BMI that could affect the relationship between exposure (whatever design feature you were trying to compare in the specific knee construct) and outcome are the same between the two groups. Here, there is no need to use propensity score techniques. However, when a large number of confounders are present and/or the number of events (outcomes) is small, the use of the propensity score would be preferable.
How are Propensity Scores Used?
Step 1. Calculating the Propensity Score
The propensity score is the probability of receiving one of the treatments being compared, given the measured covariates. Covariates are the variables included in the study that are not the outcome or the exposure of interest; they could be confounders or not. The propensity score is calculated by fitting a logistic regression model with treatment received as the dependent variable. A logistic regression model measures the change in likelihood of a specific dependent variable given a set of independent variables. For example, supposed we are interested in estimating the probability of someone getting a unicompartmental knee arthroplasty compared to a total knee arthroplasty. The outcome here is the actual treatment they are having and the predictor variables of interest are their age, activity level, and osteoarthritis severity. This technique can be performed using any currently available statistical software package. The estimated propensity score provides one score for each research subject and summarizes the information about all the variables of interest.
Step 2. Checking for Propensity Score Balance Typically, a standardized difference for each covariate is calculated before and after applying the propensity score adjustment. Rubin, a pioneer in field of propensity scores, set forth guidelines for global assessment of balance between covariates [22] . Balance assessment should correspond to how the data ultimately are analyzed.
Step 3. Using the Propensity Score in the Analysis
The propensity score can be used in several different ways for analysis. Fundamentally, the investigator needs to decide whether to assess the average treatment effect or the average treatment effect on the treated. Although these appear similar, they are distinct entities. In a comparison of two treatments, the average treatment effect is the average effect on all individuals (ie, the effect of moving all individuals from one treatment to another), this means all patients hypothetically could be candidates for either treatment. The average treatment effect on the treated is the average effect of treatment on the individuals who receive only the treatment of interest [11] . The average treatment effect on the treated applies to cases where treatment is a more narrowly targeted treatment, or one that may be difficult to adopt by all patients. An example of when average treatment effect on the treated would be estimated is when studying the effect of unicompartmental knee arthroplasty devices on the risk of revision surgery. Estimating average treatment effect on the treated is the most appropriate for addressing this example because the use of unicompartmental knee arthroplasty devices (our treatment) is applicable to a restricted group of individuals. Specifically, the unicompartmental knee arthroplasty is indicated only for individuals who have localized and singlecompartment osteoarthritis. It would have been preferable to compare only individuals with the indication of singlecompartment osteoarthritis for treatment; however, this level of detail typically is absent from some datasets. Another motivation for average treatment effect on the treated estimation is that unicompartmental knee arthroplasty devices are not a widely available treatment option and therefore may not be relevant for all patients who would be candidates for knee arthroplasty (unicompartmental or otherwise). Conversely, if either treatment is equally easy to adopt by patients (or implement by surgeons), then average treatment effect would be most appropriate. An example of when average treatment effect would be estimated would be when studying the effect of highly crosslinked polyethylene inserts compared with conventional polyethylene inserts in the risk of revision knee arthroplasty. Both of these inserts technically can be used in all patients who are candidates for knee arthroplasty and therefore an average treatment effect can be estimated.
After deciding whether average treatment effect or average treatment effect on the treated should be used, one or more of the following approaches can be taken to implement the propensity score:
(1) Matching: This estimates average treatment effect on the treated only. The most common implementation of propensity score matching is one-to-one or pair matching, in which pairs of treated and untreated subjects are formed, such that matched subjects have similar values of the propensity score. Although oneto-one matching appears to be the most common approach to propensity score matching, other approaches can be used. Variations include generating multiple matches and matching with replacement [28] . (2) Stratification (or subclassification): This estimates either average treatment effect or average treatment effect on the treated. Stratification on the propensity score involves stratifying subjects into mutually exclusive subsets based on their estimated propensity score. A common approach is to divide subjects into five equal-size groups or strata using the quintiles of the estimated propensity score. The study by Pugely et al. [18] of the effect of general versus spinal anesthesia on short-term complication risk after primary total knee arthroplasty is an example of using stratification on propensity scores quintiles to adjust their estimates for the effect of group imbalances. A treatment effect can be estimated in each strata (cases with similar propensity score will have comparable covariate profiles), then combined across strata using weights to obtain an overall estimate. If the weights are based on equal weighting of the equally sized strata, then this estimates average treatment effect; whereas if it is based on the proportion treated in each stratum, this estimates the average treatment effect on the treated [11] . (3) Weighting: This estimates either average treatment effect or average treatment effect on the treated. In propensity score weighting, the treated and control observations are reweighted to make them more representative of the population. With average treatment effect on the treated weighting, individuals in the treated condition of interest are given a weight of 1 and individuals in the other treatment are given weights based on the odds of the propensity score to weigh up to the treatment group of interest. More often, however, weights are applied to estimate average treatment effect. In the weighted average treatment effect approach, each subject receives a weight that is the inverse probability of being in the group they are in. Weights restore balance in the distribution of the measured covariates that one would have achieved if subjects originally were randomized into treatments, which is a similar concept to that of using weighting in survey sampling. As with stratification, no restriction is placed to ensure common support, which refers to the degree of overlap in the propensity score distributions of the treatment groups. However, one method, marginal mean weighting through stratification, does include such restrictions [9, 10] . Marginal mean weighting through stratification also should be considered because it is less likely subject to misspecification of the functional form of the propensity score model than inverse probability of treatment weighted [9] . (4) Regression Adjustment: This estimates the average treatment effect. This approach involves including the propensity score in the model as a covariate. It is not advocated because it requires correct specification of the functional form of the propensity score. However, it is used at times in combination with one of the previously described approaches (matching, stratification, or weighting) to remove any residual differences between treatment groups [23] . By convention, consider adding covariates to the model when residual standardized differences are greater than 0.1 [3] .
Before choosing the propensity score analytic approach, one should consider whether average treatment effect or average treatment effect on the treated is more relevant and what is feasible given the data. Choose the approach that provides maximum balance on the covariates and thereby minimizes bias. If balance is comparable in several approaches, choose one that minimizes the variance of the treatment effect estimate.
Question: What Role can Propensity Scores Play in Orthopaedic Research?
Propensity score techniques were introduced in 1983 [21] , and to the best of our knowledge, first used in an article in an orthopaedic journal in 2008 [16] . In a brief review of the contemporary orthopaedic literature (2000 to July 2013, PubMed, English-language only), we found more than 30 articles using the propensity score in their analyses. Thirteen [1, 8, 12-15, 17-20, 25-27] of the 30 studies were published during the past 3 years, suggesting a growing trend. Propensity score techniques may be the closest method we have to quasirandomization [5] in observational research. With the increased sophistication of observational cohort studies being conducted, accompanying sophistication of the analytic tools used to evaluate collected data is required. Although propensity scores are not appropriate for every analysis, the techniques offer benefits with specific conditions and should be considered when choosing analytical techniques. Propensity score techniques provide investigators and readers with increased assurance that study conclusions are the result of differences in treatment rather than differences in study groups.
Myths and Misperceptions
• Using the propensity score will remove all confounding and therefore will allow causal conclusions in your analysis.
In fact, the propensity score can adjust only for measured confounders, which are variables for which you have information and have included in your analysis. • Using the propensity score guarantees measured confounding has been removed.
Residual confounding is possible and should be investigated. One should review and evaluate all variables included in the propensity score calculation to assure that known confounders (ie, important variables according to the literature) were not omitted. • The objective of the propensity score model is to predict treatment as well as possible. Models that calculate the propensity score may not be great predictive models (eg, have high concordance indices). The objective of the propensity score model is to produce a propensity score that will create the most balance between treatment groups for each confounder. • All available predictors of treatment should be included in the propensity score model. Only potential confounders should be included, and not variables related to only the treatment. • The propensity score should be used whenever possible.
There are advantages of using the propensity score (such as studying rare events and accounting for a large number of confounders), but use of the propensity score involves assumptions, including that the propensity score model is correctly specified. Disadvantages include the need for large sample sizes and for substantial overlap between groups. Finally, propensity scoring cannot account for or uncover unobserved variables.
Conclusion
Propensity scoring is a statistical method which allows investigators to mimic some of the characteristics of an RCT in the context of an observational study. Limitations include the need for a large sample size, need for substantial overlap in terms of variables for the groups under consideration, and the lack of a gold standard regarding which characteristics should be included in its estimation. However, when performed properly, propensity scoring is a useful tool which provides increased likelihood that the effects that you see in an observational study are causal.
