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Abstract
Watermelons are particular con*gurations of vicious walkers. In these con*gurations, each path
starts and ends at the same ordinate. We present a simple uniform random generation algorithm
of watermelons based on enumeration formulas of star con*gurations (with or without a wall).
The performance of this algorithm is better than earlier ones in the case of watermelons with
few walkers.
Using appropriate bijections, these algorithms can also generate underdiagonal paths, realizers
(or Schnyder Trees), twin parallelogram polyominoes according to their perimeter and width,
Baxter permutations according to the number of rises, etc. Moreover, we present some experi-
mental results on the height of watermelons and realizers.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The vicious walker model describes the situation where p walkers at regular time
intervals simultaneously take one step (north-east or south-east) and never share the
same position. The walkers are called vicious since if two or more of them arrive at
the same site, they annihilate one another. This problem is discussed by Fisher [23] in
a paper where many useful results and techniques are given.
In watermelon con*gurations, the walkers start at (0; 0); (0; 2); : : : ; (0; 2p − 2) and
end at (l; d); (l; d + 2); : : : ; (l; d + 2p − 2) respectively. d is called the deviation of
the watermelon. The star con*gurations are similar except that there is no constraint
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Fig. 1. (a) A watermelon with a wall of length 8 with 3 branches and a deviation of 2. (b) A star without
a wall restriction of length 6 with 3 branches that, respectively, ends at −2; 2 and 6.
on the y-coordinate of the endpoints (see Fig. 1). The trajectory of the ith walker is
called the ith branch of the watermelon.
Here we will also consider the case of watermelons with a wall. In this case, the
walkers cannot cross the axis y=0. The watermelon con*gurations are similar to non-
crossing Dyck (or Grand-Dyck) path con*gurations.
There are many combinatorial problems that are equivalent to the vicious random
walker models. These include Baxter permutations [20,21,35], random matrices [4],
Young Tableaux [18,27], underdiagonal walks [26], twin binary trees [21], realizer of
plane graphs [5], perfect matching in honeycomb graphs [17], etc. They are also related
to several physical problems [22,23]. In fact, by considering appropriate bijections, it
is possible to map a type of vicious walkers to each of these problems. Therefore,
the algorithm we give to randomly generate vicious walkers can be applied to these
problems.
The uniform random generation is a powerful tool to study certain properties of com-
binatorial objects. It is usually used to study the average complexity of an algorithm.
It can also be useful to create conjectures.
The watermelons with (resp. without) a wall with p=1 and d=0 corresponds to
Dyck paths (resp. Grand Dyck paths). Such paths can be uniformly generated in linear
time [3] (resp. [36]). A watermelon without a wall with 2 branches and unconstrained
deviation is equivalent to a parallelogram polyominoes of perimeter 2n + 4. As there
is a direct bijection between parallelogram polyominoes of perimeter 2n+2 and Dyck
paths of length 2n, the former can be generated randomly in linear time.
For an arbitrary number p of branches and an arbitrary deviation, there exist algo-
rithms [29,37] with quadratic complexity considering the branch lengths.
Using enumeration formulas of stars (with a wall [22] or without a wall [8,30]), we
propose another random generation algorithm of watermelons for p and d *xed. This
algorithm is exponential considering the number of branches but linear considering the
branches’ length. Hence, it is very eHcient to long watermelon con*gurations with few
branches. Note that when the number of branches is not small (p¿log(l)), the algo-
rithms proposed in [29,37] are more eHcient than the algorithms proposed in this paper.
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Our generating algorithms make the p walkers move simultaneously. At each time
interval, each walker can make a north-east or south-east step. Using the enumeration
formulas, the algorithm computes a probability for each of the 2p possible transitions.
The transitions are chosen according to these probabilities.
Using this algorithm, we compute interesting statistical parameters related to water-
melons. For instance, the average maximum height of a Dyck path is H (l)=
√
l=2+
O(1) [10]. We also give the experimental average height of a watermelon with
p branches.
Realizers were introduced by Schnyder in 1989 [34]. It is a partition of the inner
edges of a maximal plane graph into three particular trees. These objects have been
already investigated [7,9,24,32]. They are used in several graph drawing algorithms
[6,11,31,34]. They are in bijection with watermelons with a wall, having 2 branches
and without deviation [5]. Using this bijection, we can randomly generate realizers. Our
experiments show that the average number of 3-colored faces is O(n=2), where n is
the number of nodes in the graph. They also show that the average height of a tree in
a realizer is experimentally 0:97
√
n.
The rest of this paper is organized as follows. In Section 2, we present watermel-
ons and we recall some enumeration theorems. The random generation algorithm is
introduced. Applications and bijections between watermelons and other combinatorial
objects are given in Section 3. Some experiments are presented in Section 4.
2. Random generation of watermelons with xed deviation
In this section, we recall some enumerating formulas of star con*guration and we
give an algorithm to generate watermelons.
2.1. Random word generation
Let L be a language on an alphabet A. Let Ll be the set of words of L of length l.
For a word w in L, a letter a in A and an integer l, let us de*ne p(w; a; l) as follows:
p(w; a; l) =
Number of words in Ll beginning by wa
Number of words in Ll beginning by w
:
Using this function, it is possible to generate uniformly a word of Ll with the algorithm
below.
Algorithm 1. Uniform random word
w← 
while |w|¡l do
a← a random letter with probability p(w; a; l)
w←wa
end while
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Let w=(w1w2; : : : ; wl) be a word of Ll. The probability p(w) for the word w to be
generated by the algorithm 1 is
p(w) =
|words beginning by w1|
|words beginning by |
|words beginning by w1w2|
|words beginning by w1| · · ·
· · · |words beginning by w1w2 : : : wl||words beginning by w1w2 : : : wl−1|
=
|words beginning by w1w2 : : : wl|
|words beginning by |
=
1
|Ll| :
Hence, this algorithm generates uniformly words of Ll. This algorithm has been applied
for rational words [13–16], Dyck words [3], Fibonacci words [33]. The complexity of
the algorithm depends on the way p(w; a; l) is computed.
2.2. Watermelon generation
The idea of the algorithm is to choose simultaneously for all walkers the steps with
the appropriate probabilities. A transition tr is a vector of size p composed of +1 and
−1 values that indicate for each walker whether it makes a north-east or south-east
step. For example, tri =+1 indicates that the ith branch makes a north-east step.
Like in the random word generation, we can de*ne the probability of a transition tr
by
p(w; tr; l) =
Number of watermelons in Wl beginning by w + tr
Number of watermelons in Wl beginning by w
:
Let w be a left factor of length k of a watermelon (i.e. a star of length k). Let
(e1; e2; : : : ; ep) be the ends of the branches of w. The number of watermelons of length l
beginning with w is exactly the number of stars of length l−k that end at (e1; e2; : : : ; ep).
The following theorems give the enumeration of such stars with and without a wall.
Theorem 1 (Essam and Guttmann [22], Krattenthaler et al. [30]). Let e1¡e2¡ · · ·¡ep
with ei≡ l (mod 2); i=1; 2; : : : ; p. The number of stars of length l without a wall,
which end at (e1; e2; : : : ; ep) is
2−(
p
2 )
∏
16i6p
(l− i + p)!
((l+ ei)=2)!((l− ei)=2 + p− 1)!
∏
16i¡j6p
(ej − ei):
Theorem 2 (Brak and Essam [8], Krattenthaler et al. [30]). Let e1¡e2¡ · · ·¡ep with
ei≡ l (mod 2); i=1; 2; : : : ; p. The number of stars of length l with a wall which end
at (e1; e2; : : : ; ep) is
2−p
2+p ∏
16i6p
(ei+1)(l+2i−2)!
((l+ei)=2+p)!((l−ei)=2+p−1)!
∏
16i¡j6p
(ej−ei)(ei+ej+2):
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(a) (b)
Fig. 2. (a) A random watermelon of 8 branches of length 200 with a wall. (b) A random watermelon of 8
branches of length 200 without a wall.
Note that the probability of a transition depends only on the respective height of
each branch and on the remaining length. So p(w; tr; l)=p(e; d; tr; l) where e is the
vector of the ends of w and d is the length of w.
Moreover, since the respective height of each branch of w and w + tr diMer only
by one step, p(e; d; tr; l) can be computed eHciently. Algorithms 2 and 3 compute
p(e; d; tr; l) with and without a wall.
The probabilities are computed using rational numbers. Hence, we compute the exact
values of the probabilities p(e; d; tr; l).
To pick a transition tr with probability p(e; d; tr; l), the classical inversion method
[19] can be used.
tr can be seen as a vector of bits coding an integer i in base 2. Next(tr) is the
vector coding the integer i + 1.
Fig. 2 shows an example of random watermelon with and without a wall obtained
using the previous algorithms.
We assume that p is small. Hence, the uniform complexity [1] is considered. In this
model, all arithmetic operations can be computed in O(1). This model can be used
since the numbers are not bigger than lq, where q is a function of p.
Algorithm 2. p(e; d; tr; l) for watermelons with p branches and with a wall
prob← 1
for i=1 to p− 1 do
for j= i + 1 to p do
prob←prob× ej+trj−(ei+tri)ej−ei ×
ei+tri+ej+trj+2
ei+ej+2
end for
end for
for i=1 to p do
prob←prob× ei+tri+1(ei+1)(l−d+2i+1)
if tri¿0 then
prob←prob× ( l−d−1−ei2 + p)
else
prob←prob× ( l−d+1+ei2 + p)
end if
end for
return prob
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Algorithm 3. p(e; d; tr; l) for watermelons of p branches and without a wall
prob← 1
for i=1 to p− 1 do
for j= i + 1 to p do
prob←prob× ej+trj−(ei+tri)ej−ei
end for
end for
for i=1 to p do
if tri¿0 then
prob←prob× l−d−1−ei+p=22(l−d−i+p)
else
prob←prob× l−d+1+ei2(l−d−i+p)
end if
end for
return prob
Theorem 3. There exists an algorithm which uniformly generates a watermelon. Such
an algorithm is linear time for a 7xed value of p.
Algorithm 4. Select a transition tr with probability p(e; d; tr; l)
h← random number between 0 and 1
tr← 1
p←p(e; d; tr; l)
while p¡h do
tr←Next(tr)
p←p+ p(e; d; tr; l)
end while
return tr
Algorithms 2 and 3 compute the probability of a transition. It takes O(p2) arithmetic
operations to compute the probability of a transition with these algorithms (two nested
loops). For each step, at most O(2p) transitions have to be computed. So in the worst
case, algorithm 4 takes O(p22p) arithmetic operations. As there are n steps to compute,
it takes O(p22pn) to generate a watermelon with or without a wall. The above algo-
rithms have been implemented 1 in C++ using the Gnu-Multi-Precision library [28].
Fig. 3 shows the time used to compute a watermelon with p branches of length l. We
can see that the uniform complexity model gives a good evaluation of the eMective
complexity of the algorithm.
1 This implementation is available at the following URL: http://www.labri.fr/∼bonichon/watermelon.
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Fig. 3. Complexity of the generation algorithms (test performed on a Pentium 166).
3. Applications to other combinatorial objects
3.1. Parallelogram polyominoes
A polyomino is a *nite connected union of elementary cells (unity squares) with-
out cut points and de*ned up to translations. A polyomino is column convex (resp.
row convex) if all columns (resp. rows) are connected. A polyomino is convex if
it is column convex and row convex. Parallelogram polyominoes are a particular
case of convex polyominoes. They are de*ned by paths composed of north and east
steps. These paths are disjoint except that they have common ends. These paths can
be obtained from fan of two Grand Dyck paths by adding elementary steps at the
beginning and at the end and a rotation of =4 in the counter-clockwise direction
(see Fig. 4).
Parallelogram polyominoes of perimeter 2n can be generated uniformly using the
bijection with Dyck words of length 2n− 2 [12].
The width of a polyomino is the number of columns of the polyomino.
Corollary 4. Parallelogram polyominoes can be uniformly generated in linear time
according to their perimeter and width.
This corollary is based on the direct bijection between parallelogram polyominoes
of perimeter 2l + 4 and width 1 + (l − d)=2, and watermelons with two branches of
length l and deviation d without a wall.
Two parallelogram polyominoes are twin polyominoes if the top border of the
*rst one matches the bottom border of the second one. k parallelogram polyominoes
p1; p2; : : : ; pk are twin polyominoes if for all i¡k, the top border of pi matches the
bottom border of pi+1. There is an obvious bijection between k twin polyominoes and
watermelons of k + 1 branches without a wall.
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Fig. 4. Transformation of a watermelon with 2 branches into a parallelogram polyomino.
Fig. 5. Seven twin polyominoes of perimeter 404 and width 101.
Theorem 5. k twin polyominoes can be uniformly generated in linear time according
to their perimeter and width.
Fig. 5 displays an example of 7 twin polyominoes of perimeter 404 and width 101.
They correspond to the watermelon of Fig. 2(a).
3.2. Underdiagonal paths
The paths considered in this section are paths composed of elementary steps north,
south, west and east. An underdiagonal path is a path that starts from (0; 0), and
remains in the positive quarter plane below the main diagonal. An underdiagonal loop
is a path that ends at (0; 0). In order to count underdiagonal paths, Gouyou–Beauchamps
[26] shows that underdiagonal paths of length l which end at (x; y) are in bijection
with pairs of non-crossing Dyck paths where the paths respectively end at (l; y) and
(l; y + x). Therefore, underdiagonal loops are in bijection with watermelons with 2
branches with a wall.
The correspondence between a watermelon with a wall and with 2 branches (p1; p2)
and an underdiagonal path sp is the following: when both branches p1 and p2 go
north-east (resp. south-east), sp moves east (resp. west). When the branches p1; p2
N. Bonichon, M. Mosbah / Theoretical Computer Science 307 (2003) 241–256 249
Fig. 6. A random underdiagonal loop of length 105.
diverge (resp. converge), then the path sp moves north (resp. south). Fig. 6 shows a
random underdiagonal path of length 105.
Corollary 6. Underdiagonal paths can be generated uniformly according to their
length and their end points in linear time.
3.3. Twin binary trees and Baxter permutations
Let Treen be the set of binary trees having n vertices. Classically, a binary tree t
is coded with a Dyck word, which can be recursively de*ned in the following way:
code(t)= z code(left subtree(t)) Oz code(right subtree(t)) and code(∅)= , where ∅ is
the binary tree representing Tree0. The set of twin binary trees Twinn⊆Treen×Treen
is the set Twinn= {(a1; a2): a1; a2 ∈Treen and &(code(a1))=&c(code(a2))}, where &
consists of labeling left (resp. right) leaves of a binary tree (which is completed) by
the letter 0 (resp. letter 1) except two extreme leaves and &c is identical to & except
that letters 0 and 1 are swapped.
Dulucq and Guibert have shown in [21] that the twin binary trees of size n are in
bijection with watermelons without a wall with 3 branches of length n. This bijection
is based on that between binary trees and parallelogram polyominoes [12].
Theorem 7. Twin binary trees with n nodes and r right edges in the 7rst tree can be
uniformly generated in linear time.
Let Sn be the set of integers ranging from 1 to n. A permutation  of Sn is a Baxter
permutation if and only if, for all integer p∈ [n− 1];  can be uniquely factorized by
= ′:p:
¡
 :
¿
 :p+1:′′ or = ′:p:
¿
 :
¡
 :p+1:′′, where all the letters of
¡
 (resp.
¿
)
are lower than p (resp. greater than p+ 1).
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Fig. 7. Edge coloration and orientation around a vertex.
Dulucq and Guibert gave in [20] a bijection between Baxter permutations on [n]
with r rises and twin binary trees of Twinn with r right edges in the *rst tree. The
algorithm that computes a Baxter permutation from twin binary trees computes in the
worst case in O(n2). Hence Baxter permutations of Sn with r rises can be uniformly
generated in O(n2).
3.4. Realizers of maximal plane graphs
We assume that the reader is familiar with graph theory. A drawing of a graph is
a mapping of each vertex to a point of the plane and of each edge to the continuous
curve joining the two ends of this edge. A planar drawing, or plane graph is a drawing
without crossing edges except, eventually, on a common extremity. A graph that has
a planar drawing is a planar graph. A plane graph splits the plane into topologically
connected regions, called face regions. A face is the counter-clockwise walk of the
boundary of a face region. One of the regions is unbounded and its associated face
is named the external face of the plane graph. The vertices and edges of this face
are also quali*ed as external. A planar graph G is maximal (or triangulated) if all
the other graphs with a same number of vertices that contain it are not planar. The
faces of a maximal plane graph are triangles. In this case, we denote v0; v1; v2 the three
vertices of the external face of this plane graph.
A realizer of a maximal plane graph G is a partition of the interior edges of G in
three sets T0; T1 and T2 of directed edges such that for each interior vertex u there
holds:
(1) u has out-degree exactly once in each of T0, T1; T2.
(2) The counter-clockwise order of the incident edges of u is: leaving in T0, entering
in T2, leaving in T1, entering in T0, leaving in T2 and entering in T1. (Fig. 7)
Theorem 8. A random realizer of size n can be uniformly generated in linear time.
A realizer can also be seen as set of three particular ordered rooted spanning trees
whose edges are oriented to their roots, the external vertices v0; v1; v2. An example of
a graph, and a realizer of this graph are given in Fig. 8.
The size of a realizer is the number of vertices of the underlying graph. In [5] a
bijection between realizers of size n and watermelons with a wall with 2 branches of
lengths 2n− 6 has been proposed. The transformation of a watermelon into a realizer
can be achieved in linear time and space.
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Fig. 8. (a) An example of maximal plane graph. (b) One of its realizers.
Fig. 9. Random realizer of 100 vertices.
Fig. 9 shows a random realizer of 100 vertices constructed from a random water-
melon with a wall and with 2 branches using the bijection presented in [5]. This graph
has been drawn with the Schnyder algorithm [34].
4. Experiments
In this section, we study certain parameters related to watermelons and give some
experimental results.
4.1. Height of branches in watermelons
Here we consider watermelons with a wall and without deviation (d=0).
The height of a branch is the maximum ordinate of the branch. Let w be a water-
melon con*guration with a wall. H (w; i) is de*ned as the height of the ith branch.
OHw(i; p; l), with i6p, is the average height of the ith branch of a watermelon with
p branches of length l with a wall.
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Fig. 10. Height of watermelons with a wall.
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Fig. 11. Height of watermelons without a wall.
The average height of a Dyck path has already been computed in [10]:
OHw(1; 1; l) =
√
l
2
+ O(1):
Our aim is to generalize this result to watermelons. We have made some experimental
results shown in Figs. 10 and 11.
The average height of a watermelon with p branches and with a wall is experimen-
tally
OHw(p;p; l) ≈
√
(1:67p− 0:06)l+ o(
√
l):
The average height of a watermelon with p branches without a wall is experimentally
OH nw(p;p; l) ≈
√
(0:82p− 0:46)l+ o(
√
l):
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The average height of the *rst branch of a watermelon with p branches and with a
wall is experimentally
OHw(1; p; l) ≈ a(p)
√
l+ o(
√
l);
where the values of a(p) are presented in Fig. 12. From these experiments, we also
observe that a(p) is approximately
a(p) ≈ p−0:36
√

2
:
These presented values in Figs. 10–12 are the result of the generation of watermelons
which lengths range from 100 to 2000 by a progression of 100. Hundred watermelons
of each size have been generated for each considered length.
4.2. Random realizer properties
Using the bijection between watermelons with a wall and realizers [5], experiments
have been performed on realizers. For some graph drawing algorithms [6,11,31], the
size of the drawing depends on the number of leaves in one of the trees of the realizer.
A 3-colored face is a face with an edge of each color. Similarly, a 3-colored triangle
is a cycle of length 3 with an edge of each color. Let * be the number of 3-colored
faces. Let *+ (resp. *−) be the number of 3-colored faces in which the edges are
turning in the clockwise order (resp. counter-clockwise order). Obviously *=*++*−.
This parameter is related to the number of inner nodes in each tree of the realizer:
Theorem 9 (Bonichon et al. [7]). For any realizer R=(T0; T1; T2) of a maximal plane
graph G : ,0 + ,1 + ,2 − *= n− 1, where ,i denotes the number of inner nodes in Ti
and * denotes the number of 3-colored faces.
Fig. 13 shows the number of 3-colored faces and 3-colored triangles in random
realizers of diMerent sizes. The experiments on random realizers show that the
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Fig. 13. Number of 3-colored faces and 3-colored triangles.
average number of 3-colored faces is *= n=2 + o(n). Therefore, in a random realizer
R=(T0; T1; T2), the average number of leaves of the tree Ti is n=2 + o(n).
Moreover, the rate of 3-colored faces over 3-colored faces is approximately 92%.
To end with the number of 3-colored faces, we give a last conjecture on the variance
of 3-colored faces:
Conjecture 10.
Var(*+) = Var(*−) =
n
8
+ o(n);
CoVar(*+; *−) =
n
16
+ o(n);
Var(*) =
3n
8
+ o(n):
Remark. The third formula can be deduced from the two *rsts since Var(X + Y )=
Var(X ) + Var(Y ) + 2CoVar(X; Y ).
In the bijection between watermelons and realizers [5], the tree T0 is encoded by
the *rst branch of the watermelon. The height of the *rst branch corresponds to the
height of the tree T0. As a result of our experiments, the average height of Ti is
0:97
√
n+ o(
√
n), for a realizer R=(T0; T1; T2).
5. Conclusion
In this paper, we have presented an algorithm to randomly and uniformly generate
p watermelons. This algorithm is eHcient for p small (O((p2× 2p)l)), particularly
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for the examples we gave (p=2; 3). We think that the proposed algorithms could be
enhanced to a O((p× 2p)l) time complexity, using “gray code” [25] order for the
operation Next(tr). In such an order, only one entry of the transition vector is diMerent
in Next(tr) from tr. Therefore, the probability of Next(tr) could be eHciently computed
from the previous positive computed probability. However, for “large” values of p, our
method is less eHcient than the existing ones. Note that with slight modi*cations of
our algorithm generating watermelons, we can generate stars with *xed endpoints. On
the other hand, to generate watermelons with unconstrained deviation, we have just to
choose a deviation with the appropriate probabilities. This could be done using similar
techniques as presented by Alonso [2].
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