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Abstract
We present new examples of accumulation of secants for orbits (of a real analytic three di-
mensional vector fields) having the origin as only ω-limit point. These new examples have
the structure of a proper algebraic variety of S2 intersected with a cone. In particular, we
present explicit examples of accumulation of secants sets which are not in the list of possi-
bilities of the classical Poincare´-Bendixson Theorem.
Keywords Accumulation of secants, Ordinary Differential Equations, Real analytic geom-
etry.
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1 Introduction
Let X be a real analytic vector-field defined in a neighborhood of the origin of R3 and as-
sume that the origin is a singularity of X. Consider a regular orbit γ(t) of X such that the
origin is the only ω-limit point of γ(t), i.e limt→∞γ(t) = (0, 0, 0). A classical problem is to
study the qualitative behavior of the trajectory γ(t) (see, for example, [Le, Ly, P]). A mod-
ern approach to this problem is to ask for a description of the accumulation of secants of γ(t).
More precisely, let the curve γ(t)‖γ(t)‖ ⊂ S2 be the secants curve of γ(t). The accumulation
of secants is the set:
Sec(γ(t)) =
⋂
s
{γ(t)/‖γ(t)‖; t ≥ s} ⊂ S2
In the literature we can find descriptions of accumulation os secants for some classes of three
dimensional vector-fields. For example:
• In [GCaR] the authors provide a description of the accumulation of secants Sec(γ(t))
under the hypotheses that the origin is a generic absolutely isolated singularity (see
definition in the same article);
• In [CaMoS1, CaMoR, CaMoS2, CaMoS3], the authors study properties of orbits un-
der some additional oscillating hypotheses (as, the so-called, sub-analytically non-
oscillating property).
But, the problem of giving a description of the accumulation on secants Sec(γ(t)) for gen-
eral three dimensional vector-fields is widely open. In one hand, it is still an open question
whether there exists an accumulation of secants set Sec(γ(t)) which is dense on the sphere.
At another hand, all examples in the literature are contained in the list of possibilities given
by the Poincare´-Bendixson Theorem.
In this work, we prove that a connected component of a proper algebraic variety of S2
intersected with a cone may be realized as an accumulation of secants set. In particular, we
present a wide class of examples of accumulations of secants sets which are not in the list
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of possibilities of the Poincare´-Bendixson Theorem (see figure (1) for an example). Further-
more, the vector-fields that give rise to these new examples are explicit and polynomial.
In order to be precise, consider a non-zero real-polynomial h ∈ R[x, y] and let Γ be the
semi-algebraic set V (h) ∩ B1(0), where B1(0) is the closed ball with radius one and center
at the origin and V (h) = {p ∈ R2;h(p) = 0} is the algebraic variety given by the zeros of
the polynomial h. We say that the polynomial h is adapted if:
• The set Γ is connected and non-empty;
• The algebraic variety V (h, ∂
∂x
h, ∂
∂y
h) = V (h, hx, hy) is equal to a finite set of points;
• The set V (h) ∩ ∂B1(0) is a finite set of points such that < ∇⊥h(p), p >6= 0, where
∂B1(0) stands for the border of B1(0).
Now, consider the following chart of S2:
α : R2 −→ S2
(x, y) 7→
(
x√
x2+y2+1
, y√
x2+y2+1
, 1√
x2+y2+1
)
With this notation, the main result of this work can be precisely enunciated:
Theorem 1.1. Let h ∈ R[x, y] be an adapted polynomial. There exists a real three dimen-
sional polynomial vector-field X and a regular orbit γ(t) of X such that:
i ) The ω-limit of the orbit γ(t) is an isolated singularity of X;
ii ) The accumulation of secants set Sec(γ(t)) is equal to α(Γ).
Example 1: A first non-trivial example can be given by the simple function:
h(x, y) = (x2 − 1
4
)(y3 − 1
4
y)
Notice that the set Γ = V (h) ∩B1(0) is not in the list of possibilities given by the Poincare´-
Bendixson Theorem (see figure 1). Moreover, since h is adapted, Theorem 1.1 guarantees
that α(Γ) is an accumulation of secants for some algebraic vector-field X.
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Figure 1: The set Γ = V (h) ∩B1(0) of example 1.
The proof of Theorem 1.1 is a direct consequence of Theorem 5.1 and Proposition 5.2
below. Nevertheless, it is worth remarking that Propositions 2.3 and 4.1 below are enough
to prove property [ii] of the Theorem.
To conclude, we would like to remark that the ideas behind this work may lead to a stronger
result. We believe that it should be possible to prove that any proper and connected semi-
algebraic variety of S2 (maybe satisfying some generic condition) may be realized as an
accumulation of secants set for some algebraic vector-field X.
Remark 1.2. In the rest of the manuscript we study the convergence of the orbit γ(t) after
the projective blowing-up of the origin:
τ : R× P2 −→ R3
instead of the secants of γ(t). We remark that this treatment leads to the desired result
because S2 is a double cover of P2.
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2 The Γ-convergence
Consider a real polynomial H ∈ R[x, y, z] and a compact and connected sub-set Γ of R2.
Let Lz0 be the variety V (H, z − z0) for any constant z0 in R. We say that the polynomial
H is Γ-convergent if the varieties Lz0 , with positive constants z0, converge (in the Hausdorff
topology) to Γ when z0 converges to zero, i.e. Lz0
z0→0+−→ Γ× {0}.
Remark 2.1. The fact that a polynomial H is Γ-convergent does not imply that the variety
L0 is equal to Γ.
Furthermore, we say that H is:
• connected Γ-convergent if there exists a positive real number  such that Lz is a con-
nected variety for 0 < z < ;
• smooth Γ-convergent if there exists a positive real number  such that Lz is a smooth
variety for 0 < z < .
Remark 2.2. If H is connected Γ-convergent then, for a small enough positive real number
, the semi-analytic variety V (H) ∩ {0 < z < } is homeomorphic to a topological cylinder.
If Γ is equal to a semi-analytic variety V (h)∩{x2+y2 ≤ 1}, where h is an adapted polynomial
(see definition in the introduction), then Propositions [2.1 − 2.2] of [Be] guarantees the
existence of a polynomial H that is smooth connected Γ-convergent. More precisely, in [Be]
it is consider the family of polynomials:
Hα(x, y, z) = h(x, y)
2 + g(x, y, z) + αz4
where the parameter α takes values in the interval [0, 1] and the polynomial g(x, y, z) has the
form z(g˜(x, y, z)+
∑N
i=1
(
N
i
)
x2iy2(N−i)) for some N ∈ N, where g˜(x, y, z) is a polynomial with
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degree strictly smaller than 2N . We remark that the explicit expression of the polynomial
g(x, y, z) can be found in [Be], but is not important for this work. Finally, Propositions
[2.1− 2.2] of [Be] are sufficient to prove the following:
Proposition 2.3. If Γ is equal to a semi-analytic variety V (h) ∩ {x2 + y2 ≤ 1}, where h
is an adapted polynomial, then there exists a polynomial H smooth connected Γ-convergent.
Furthermore, such a polynomial can be chosen as the polynomials Hα(x, y, z) for almost all
α fixed.
In what follows we work with any polynomial H(x, y, z) that is smooth connected Γ-
convergent.
3 Construction in a chart
We say that a real three dimension vector-field X is Γ-convergent if the variety {z = 0} is
invariant by X, i.e. X is tangent to {z = 0}, and there exists an orbit γ(t) of X contained
in {z > 0} such that the ω-limit of γ(t) is equal to Γ× {0}.
In this section, we prove that the existence of a polynomial smooth connected Γ-convergent
implies the existence of a vector-field Γ-convergent. More precisely, let H be smooth con-
nected Γ-convergent and consider:
• The H-horizontal vector-field H(H) = −Hy ∂∂x +Hx ∂∂y ;
• The H-vertical vector-field V(H) = V(H) := HxHz ∂∂x +HyHz ∂∂y − (H2x +H2y ) ∂∂z ;
• The H-perturbed vector-field P(H) := H ∂
∂z
.
Notice that, for a small enough  > 0:
• The H-horizontal vector-field H(H) is the Hamiltonian of the function H in respect
to the variables (x, y);
• The H-horizontal vector-field H(H) and the H-vertical vector-field V(H) forms a base
of TpV (H) for all points p in the intersection of V (H) and {0 < z < }.
7
• The H-perturbed vector-field P(H) is identically zero in V (H).
Now, consider the polynomial family of vector-fields:
Xβ1,β2(H) = H(H) + zβ1V(H) + zβ2P(H)
for constants β1 and β2 in N \ {0}. The main result of this section can now be formulated
precisely:
Proposition 3.1. Suppose that there exists a polynomial H smooth connected Γ-convergent.
Then, for any big enough β1 and any positive β2, the vector-field Xβ1,β2(H) constructed above
is Γ-convergent.
Proof. Fix a constant β2 > 0 and let Xβ1 denote the vector-field Xβ1,β2(H) with the fixed
β2. By construction, it is clear that the vector-field Xβ1 is tangent to the variety V (H) and
to the plane {z = 0}, which implies that the semi-algebraic set V (H) ∩ {z ≥ 0} is invariant
by the flux of Xβ1 .
We claim that for β1 big enough, there exists  > 0 such that all orbits of Xβ1 passing
by V (H) ∩ {0 < z < } have ω-limit equal to Γ × {0}. Indeed, consider  > 0 sufficiently
small, so that we can define the analytic diffeomorphism:
pi : S1 × {0 < r < } → V (H) ∩ {0 < z < }
where pi(θ, r) = (x(θ, r), y(θ, r), r). We remark that one can prove the existence of such a
map using the flux of the horizontal vector-field H(H).
Remark 3.2 (This remark is supposed to be removed). . Since the horizontal vector-field
Y = H(H) is analytic (even algebraic), the regular orbits of this vector-field are analytic
functions and the dependence of the initial condition is also analytic. So, let Σ be an ana-
lytic transverse section of Y which is contained in V (H)∩{0 < z < }. Then the return map
is well-defined and the function T : Σ → R which gives the time of return is an analytic
function which is always positive. We will use the analytic vector field Y
T
, where we abuse
notation to define T over all V (H) ∩ {0 < z < } by letting it be constant over the orbits of
Y . So, we can consider the orbits φ : R×Σ→ V (H)∩{0 < z < } where φ(t, p) is the orbit
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of the vector-field Y
T
with initial condition p and time t. Since Σ is clearly biholomorphic
with (0, ), this gives rise to the necessary analytic map.
Furthermore, I believe the map can not be algebraic because we are using polar coordinates.
We work with the pull-back of Xβ1 under this map:
pi∗H(H) = A(θ, r) ∂
∂θ
pi∗V(H) = B(θ, r) ∂
∂θ
− C(θ, r) ∂
∂r
pi∗Xβ1 = [A(θ, r) + r
β1B(θ, r)]
∂
∂θ
− rβ1C(θ, r) ∂
∂r
where the functions A, B and C are analytic functions over the cylinder S1 × {0 < r < }.
Now, we claim that the function A and C are strictly positive functions. Indeed, apart
from taking a smaller , we notice that the vector-field H(H) has no singularities since H is
Γ-convergent (thus, the intersection of the variety V (H,Hx, Hy) with the set {0 < z < } is
empty). This implies that A is of a fixed sign for r > 0 and, apart from changing the sign of
θ, we can assume that it is positive.
Furthermore, notice that the function L := z is a strict negative Lyapunov function of V(H)
over the semi-analytic set V (H)∩{0 < z < }. Indeed, for a point p in V (H)∩{0 < z < }:
[V(H)](L) = [−zβ1(H2x +H2y )] < 0
This implies that −C = pi ∗ [V(H)](L) < 0 and C is strictly positive function. We remark
that this already implies that all orbits of Xβ1 passing by V (H) ∩ {0 < z < } have ω-limit
contained in Γ× {0}
To be able to conclude, we just need to show that rdθ
dr
> 1 for all θ in S1 and all r suf-
ficiently small. This would clearly imply that the vector-field pi∗Xβ1 is spiraling, i.e its orbits
have the hole S1 × {0} as a ω-limit. Finally, this would imply that all orbits of Xβ1 passing
by V (H) ∩ {0 < z < } have ω-limit equal to Γ× {0}.
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So, we just have to prove that the following inequality holds:
A
Crβ1−1
+
rB
C
> 1 (1)
To be able to do so, we use Lojasiewicz’s inequality for semi-analytic sets (see Theorem 6.4
of [BiMi]). We actually use a slightly stronger result which can be easily deduced from the
proof given in Theorem 6.4 of [BiMi] (for the excat same remark for quasi-algebraic category,
see Proposition 2.11 of [Co] and remark (a) below the same Proposition):
Proposition 3.3. Let K be a semi-nalytic set of Rn, f and g two continuous and semi-
analytic functions over K such that:
i ) The set {x ∈ K; ‖g(x)‖ > δ} is compact for all δ > 0;
ii ) The zeros of f are also zeros of g.
Then, there exists strictly positive constants M and α such that ‖f(x)‖ ≥M‖g(x)‖α for all
x in K.
The idea is to apply this result for the semi-algebraic set K = S1×{0 < r < } and for
the function g = r. We notice that these choices of K and g clearly satisfies hypothesis [i]
of Proposition 3.3. So, we can directly apply Proposition 3.3 to the functions A, C and 1
C
in order to obtain positive constants M , a, c1 and c2 such that: A > Mr
a; C > Mrc1 and
1
C
> Mrc2 .
We notice that one can not apply Proposition 3.3 directly to B since the function B may have
zeros on K. Nevertheless, since B is analytic on K, let us consider the two semi-algebraic
sets K1 = K ∩ {B > −1} and K2 = K ∩ {B ≤ −1}, where K2 is relatively compact. In this
situation, we can apply Proposition 3.3 to the function 1
B
over K2 in order to obtain a positive
constant b such that, without loss of generality: − 1
B
> Mrb, which implies that B > −Mr−b.
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So, for a point p in K1, we obtain:
A
Crβ1−1
+
rB
C
> Ar1−β1
1
C
− r 1
C
> Mrar1−β1Mrc2 − rM−1r−c1 =
= M2r1+a+c2−β1 −M−1r1−c1
and for p in K2, we obtain:
A
Crβ1−1
+
rB
C
> Ar1−β1
1
C
−Mr−b 1
C
> Mrar1−β1Mrc2 −Mr−bM−1r−c1 =
= M2r1+a+c2−β1 − r1−c1−b
So, it is clear that for r sufficiently small and β1 sufficiently big, the inequality (1) is satisfied
for all points in K = K1 ∪K2, as we wanted to prove.
4 Globalization
In this section, we prove that the existence of a polynomial H smooth connected Γ-convergent
implies the existence of a vector-field with an orbit γ(t) such that its accumulation of secants
set Sec(γ(t)) is α(Γ) (see the definition of the morphism α : R2 −→ S2 in the introduction).
More precisely, let H be a smooth connected Γ-convergent and consider the subset of poly-
nomials:
O′R3 = {f ∈ OR3 ; f(0, 0, 0) = 0 and f(x, y, 0) 6≡ 0}
and the function:
σ : R3 −→ R3
(x, y, z) 7→ (xz, yz, z)
which is also equal to a blowing-up restricted to one of its charts. Then, there exists two
unique functions:
φ : O′R3 −→ N∗ , ψ : OR3 −→ O
′
R3
such that:
zφ(f)f = ψ(f) ◦ σ
Now, fix constants:
• α = max{φ(Hy), φ(Hx)};
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• β1 ≥ 2[φ(Hx) + φ(Hy)] + φ(Hz)− α + 2 (in particular β1 ≥ 1);
• β2 = φ(H)− α + 1 (in particular β2 ≥ 1).
Notice that β1 can be chosen as big as necessary. We define the vector-field:
Y = A
∂
∂x
+B
∂
∂y
+ C(x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
)
where:
• A = −za1ψ(Hy) + za2ψ(Hx)ψ(Hz) where:
a1 = α + 1− φ(Hy) ≥ 1
a2 = α + β1 + 1− φ(Hx)− φ(Hz) ≥ 1
• B = zb1ψ(Hx) + zb2ψ(Hy)ψ(Hz) where:
b1 = α + 1− φ(Hx) ≥ 1
b2 = α + β1 + 1− φ(Hy)− φ(Hz) ≥ 1
• C = −zc1ψ(Hx)2 − zc2ψ(Hy)2 + ψ(H) where:
c1 = α + β1 − 1− 2φ(Hx) ≥ 1
c2 = α + β1 − 1− 2φ(Hy) ≥ 1
The main result of this section can now be formulated precisely:
Theorem 4.1. Suppose that there exists a polynomial H smooth connected Γ-convergent.
Then, for β1 sufficiently big, the vector-field Y constructed above has a regular orbit γ(t)
such that the accumulation of secants Sec(γ(t)) is equal to α(Γ) (see the definition of the
morphism α : R2 −→ S2 in the introduction).
Proof. Consider the blowing-up of R3 with the origin as center:
τ : R× P2 −→ R3
and let Y
′
be the strict transform of the vector-field Y . Then, in the z-chart, the strict
transform Y
′
is equal to Xβ1,β2(H). Indeed:
Y
′
= z−αY ∗ = z−(α+1)A∗
∂
∂x
+ z−(α+1)B∗
∂
∂y
+ z−αC∗(z
∂
∂z
)
where:
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• z−(α+1)A∗ = −za∗1Hy + za∗2HxHz where:
a∗1 = α + 1− φ(Hy) + φ(Hy)− α− 1 = 0
a∗2 = α + β1 + 1− φ(Hx)− φ(Hz) + φ(Hx) + φ(Hz)− α− 1 = β1
• z−(α+1)B∗ = −zb∗1Hy + zb∗2HxHz where:
b∗1 = α + 1− φ(Hx) + φ(Hx)− α− 1 = 0
b∗2 = α + β1 + 1− φ(Hy)− φ(Hz) + φ(Hy) + φ(Hz)− α− 1 = β1
• z−αC∗ = −zc∗1H2x − zc∗2H2y + zc∗3H where:
c∗1 = α + β1 − 1− 2φ(Hx) + 2φ(Hx)− α = β1 − 1
c∗2 = α + β1 − 1− 2φ(Hy) + 2φ(Hy)− α = β1 − 1
c∗3 = φ(H)− α = β2 − 1
Since, by Proposition 3.1, the vector-field Xβ1,β2(H) is Γ-convergent for β1 big enough, the
thesis clearly follows.
5 Isolated singularity
In this subsection, we prove that the vector-field Y of Theorem 4.1 can be chosen so that
the origin is an isolated singularity. For this end, we need to strengthen the hypotheses over
the polynomial H that is Γ-convergent.
We say that a polynomial H is isolated Γ-convergent if:
i ) There exists a positive real number  such that Lz is a smooth variety for − < z < 0;
ii ) The origin of R2 is an isolated solution of the equation in two variables {ψ(H)(x, y, 0) =
0}.
With this definition, we can prove the following result:
Theorem 5.1. Suppose that there exists a polynomial H isolated smooth connected Γ-
convergent. Then, the origin is an isolated singularity of the vector-field Y constructed
in Theorem 4.1.
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Proof. Notice that the vector-field Y constructed in Theorem 4.1 is such that:
Y (x, y, 0) = C(x, y, 0)(x
∂
∂x
+ y
∂
∂y
)
and, by construction:
C(x, y, 0) = [−zc1ψ(Hx)2 − zc2ψ(Hy)2 + ψ(H)](x, y, 0) = ψ(H)(x, y, 0)
because the natural constants c1 and c2 are not 0. Since H is isolated Γ-convergent, we con-
clude that there exists a positive real number δ such that the intersection of the singularities
of Y intersected with the variety V (z), with the ball of radius δ and center in the origin is
just the origin, i.e.:
Sing(Y ) ∩ {z = 0} ∩Bδ(0) = {(0, 0, 0)}
Thus, we only need to search singularities of Y outside the plane V (z), which can be done in
the z-chart of the blowing-up of the origin. By construction, after blowing-up the origin the
vector-field Y is transformed into the vector-field Xβ1,β2(H). We now study the singularities
of this vector-field:
Claim: The set of singularities Sing(Xβ1,β2) is equal to the variety V (zH,Hx, Hy).
Proof. By construction of the vector-fieldXβ1,β2(H), it is clear that V (zH,Hx, Hy) ⊂ Sing(Xβ1,β2).
So consider a point p in Sing(Xβ1,β2(H)). We have that:[
Hy − zβ1HzHx
]
(p) = 0[
Hx + z
β1HzHy
]
(p) = 0[−zβ1(H2x +H2y ) + zβ2H] (p) = 0
From the first equation, we have that Hy(p) = z
β1HzHx(p). Replacing this expression in
the second equation, we get that [Hx(1 + z
2β1H2z )](p) = 0, which implies that Hx(p) = 0.
Thus, Hy(p) = 0. Replacing this in the last equation, we finally get that either z(p) = 0 or
H(p) = 0.
Notice that the hypotheses over the polynomial H implies that the varieties Lz are all
smooth for z small enough (positive or negative) different from zero. This clearly implies
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that the intersection of the variety V (H,Hx, Hy) with the set {− < z < } is all contained
in {z = 0}. Furthermore, by the Claim, taking a smaller δ > 0 if necessary, the singularities
of the vector-field Xβ1,β2(H) intersected with the set {− < z < } is all contained in {z = 0}
(which is the exceptional divisor). This finally implies that:
Sing(Y ) ∩Bδ(0) = {(0, 0, 0)}
and the origin is an isolated singularity.
To finish the proof of Theorem 1.1, we need to prove the existence of polynomials H
isolated smooth connected Γ-convergent.
Proposition 5.2. If Γ is equal to a semi-analytic variety V (h)∩{x2+y2 ≤ 1}, where h is an
adapted polynomial, then there exists a polynomial H isolated smooth connected Γ-convergent.
Proof. We recall that:
Hα(x, y, z) = h(x, y)
2 + g(x, y, z) + αz4
where the parameter α takes values in the interval [0, 1] and the polynomial g(x, y, z) has
the form z(g˜(x, y, z) +
∑N
i=1
(
N
i
)
x2iy2(N−i)) for some N ∈ N, where g˜(x, y, z) is a polynomial
with degree strictly smaller than 2N .
In particular, notice that (0, 0) is an isolated solution of the equation ψ(g)(x, y, 0) = 0.
So, if we can choose g such that φ(g) ≥ φ(h2) and φ(g) > 4, we have that (0, 0) is an isolated
solution of ψ(H)(x, y, 0) = 0.
But this property is not generally true for the polynomial g(x, y, z) given in [Be]. So consider
f(x, y) = ((x− x0)2 + (x− y0)2)M where (x0, y0) is a point outside the ball with radius one
and the variety V (h), i.e. p /∈ V (h) ∪ B1(0), and M is a natural number sufficiently big. It
is clear that:
• The polynomial g(x, y, z)f(x, y) is equal to z(g¯(x, y, z) + ∑N+Mi=1 (N+Mi )x2iy2(N−i)),
where g¯(x, y, z) is a polynomial with degree strictly smaller than 2(N +M);
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• For M sufficiently big, we have that: φ(gf) ≥ φ(h2) and φ(gf) > 4.
So, we consider:
H˜α(x, y, z) = h(x, y)
2 + f(x, y)g(x, y, z)− αz4
It is now clear that property [ii] of the definition of isolated Γ-convergent is satisfied. The
proof that this polynomials (for almost all α in [0, 1]) is isolated smooth connected Γ-
convergent now follows, mutatis mutandis, the same proof of Propositions [2.1 − 2.2] of
[Be]. Nevertheless, we remark two crucial details for the necessary adaptations:
• Lemma 3.3 of [Be] contains the proof of property [i] of the definition of isolated Γ-
convergent, although it does not enunciate it;
• The polynomial f(x, y) is a positive unity over any small enough neighborhood of
B1(0).
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