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Abstract
The relation between power boundedness and similarity to a contraction has been thoroughly
investigated by Cassier (1999) for a certain class of operators on Hilbert space. We explore the ap-
plication of those results to one-dimensional perturbations of the shift operator. The criteria obtained
lead to various connections with function theory problems.
 2004 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
A large area of operator theory in a Hilbert space has essentially been started by a
result obtained by Szökefalvi-Nagy in [17], namely that an invertible operator T on a
Hilbert space H is similar to a unitary if and only if the sequence (‖T n‖)n∈Z is bounded.
A natural question was posed in [18], namely whether for a (not necessarily invertible)
operator T the boundedness of the sequence (‖T n‖)n∈N is sufficient for the similarity of T
to a contraction. This has been answered in the negative by Foguel [7]; it is Halmos [8] who
refined the conjecture by replacing the hypothesis of power boundedness for the operator T
with the stronger assumption that ‖p(T )‖  C sup|z|1 |p(z)| for each polynomial p(z).
Such operators have been called polynomially bounded; and indeed the problem of their
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the negative by Pisier in [14].
Before and after Pisier’s result, an active area of research has remained the investigation
of the relation between power boundedness, polynomial boundedness and similarity to a
contraction for particular classes of operators. One should note in this context the charac-
terization, belonging to Paulsen [13], of operators similar to contractions as satisfying a
matrix analogue of polynomially boundedness.
In the paper [4] a thorough investigation is made concerning the relation between power
boundedness and similarity to a contraction for some important classes of operators; being
of a form suggested by [7], they are called therein of Foguel type. The aim of the present
paper is to explore the applications of the results of [4] to a distinguished particular case,
namely one-dimensional perturbations of the shift operator. We obtain thus various criteria
for power boundedness or similarity to contractions. Interestingly, some of these cases
are found to be connected to well-known problems in function theory (as is seen most
significantly in the last section of the paper).
A few words about notations. D = {z ∈ C | |z| < 1} and T = {z ∈ C | |z| = 1} will be
the unit disk and, respectively, the unit circle, in the complex plane. The Hardy space on
the unit disk will be denoted by H 2; as usual, it can be identified with a closed subspace
of the Lebesgue space L2 = L2(T). For k ∈ Z, the exponential functions ek(z) = zk form
an orthonormal basis in L2, and H 2 is the subspace spanned by ek with k ∈ N. The or-
thogonal projection onto H2 is denoted by P+, while Pn is the projection onto the space
of polynomials of degree less than or equal to n. If φ is an analytic function in D, we will
denote φr(z) = φ(rz).
For F ∈ L2, we will denote by MF the (densely defined) operator of multiplication by
F on L2, and suppose the corresponding Toeplitz and Hankel operators are
TF = P+MFP+ and HF = P−MFP+.
It is well-known that MF and TF are bounded iff F ∈ L∞, while HF is bounded iff P−F ∈
BMO (the space of functions with bounded mean oscillation).
Let T be an operator similar to a contraction. We will denote by Csim(T ) the optimal
constant of similarity to a contraction, which is given by
Csim(T ) = inf
{‖A‖‖A−1‖; ‖ATA−1‖ 1}.
Finally, we will make use of generalized Banach limits. These are originally defined
as linear bounded functionals on the space ∞ of bounded sequences that are extensions
of the usual limit defined on the subspace of convergent sequences, and, moreover, are
invariant to translations. If Lim is a generalized Banach limit, we may extend the definition
to sequences of bounded operators; if (Xn) is such a sequence, then we define X = LimXn
by the formula 〈Xξ,η〉 = Lim〈Xnξ,η〉. We will make use in this context of the following
lemma [9].
Lemma 1.1. If, for any generalized Banach limit Lim, X = LimXn, then X is the weak
Cesaro limit of Xn.
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We present below the main results of [4] that we will use. We prefer not to quote them
in all generality, but rather in the case that is adapted to our interest. The main result
(Theorem 3.1 of [4]) is the following
Theorem 2.1. Suppose T is an operator on a separable Hilbert space H = H1 ⊕ H2,
which, with respect to the above decomposition can be written as
T =
(
V Q
0 T2
)
(2.1)
with V similar to an isometry and T2 similar to a contraction. If T is power bounded, then
T is similar to a contraction.
The problem of the similarity of such an operator T to a contraction is thus reduced to
its power boundedness. We will analyze in more detail the structure of the operators of the
type appearing in formula (2.1). For further use, denote P = I − V V ∗; that is, P is the
projection onto the kernel of V ∗. The next results are more or less explicit in [4].
Since, for n 1,
T n =
(
V n Qn
0 T n2
)
,
where Qn = V n−1Q + V n−2QT2 + · · · + QT n−12 , it follows that T is power bounded if
and only if the sequence (‖Qn‖)n is bounded. (Note that Qn :H2 →H1.)
In the rest of the section we will assume that the only solution X to the equation
X = V ∗XT2 (2.2)
is X = 0. (The assumption is justified later in the particular application considered.)
Proposition 2.2. Suppose again that T has a decomposition given by (2.1). Define
Q′n :H2 →H1 by
Q′n = Q + V ∗QT2 + · · · + V ∗n−1QT n−12 . (2.3)
The following assertions are equivalent:
(a) The sequence (‖Q′n‖)n is bounded.
(b) The sequence Q′n is weakly Cesaro convergent to a solution L of the equation
Q = L− V ∗LT2. (2.4)
(c) Equation (2.4) has a solution in L(H2,H1).
Proof. Obviously (b) ⇒ (c). If (c) is true, then we have that V ∗kQT k2 = V ∗kLT k2 −
V ∗k+1LT k+12 . Summing these equations for k = 0, . . . , n − 1, it follows that Q′n =
L− V ∗nLT n, and therefore ‖Q′n‖ 2‖L‖.2
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(Q′n). It is immediate that any such generalized limit is a solution of Eq. (2.4). Conse-
quently, their difference, being a solution of Eq. (2.2), has to be zero. Lemma 1.1 implies
then that the unique generalized limit L is actually a weak Cesaro limit of (Q′n); (b) is thus
proved. 
Corollary 2.3. If T is power bounded, then the series (2.3) is weakly Cesaro convergent to
the unique solution L of Eq. (2.4).
Proof. If T is power bounded, then the sequence (Qn) is bounded. Since Q′n = V ∗n−1Qn,
it follows that condition (a) from Proposition 2.2 is fulfilled, which proves the corol-
lary. 
Suppose now that the equivalent conditions of Proposition 2.2 are satisfied, and thus L
denotes the unique solution of Eq. (2.4). If Yn =∑n−1i=1 V i−1PLT n−i2 , a direct computation
yields Qn = V n−1L − V ∗LT n2 + Yn. Since the sequence (Qn) is bounded if and only if
(Yn) is bounded, we have proved the following proposition.
Proposition 2.4. If the assumptions of Proposition 2.2 are satisfied, and L denotes the
unique solution of Eq. (2.4), then T is power bounded if and only if the series of positive
operators
Y ∗n Yn =
n−1∑
p=0
T ∗2
p
L∗PLT p2
is convergent.
Suppose now that the operator T is power bounded (which, as noted above, implies
that the equivalent conditions of Proposition 2.2 are satisfied). Define the operator A ∈
L(H2,H1) by the formula A = V ∗L, while B ∈ L(H2) is a generalized Banach limit of
the bounded sequence Q∗nQn. The next result appears also in [4] and gives more details
about the similarity of T to a contraction.
Theorem 2.5. With the above assumptions, there exists a positive operator Z ∈ L(H2),
satisfying the relation Z = T ∗2 ZT2, such that
B −A∗A = Z +
∞∑
p=0
T ∗2
p
L∗PLT p2 .
If T2 ∈ C·0, then Z = 0. If A is the operator that implements the similarity of T to a
contraction, then
‖A‖ · ‖A−1‖ 1 + ‖L‖ + (1 + 3‖L‖)Csim(T2)+√‖B −A∗A−Z‖.
Moreover, T ∈ C1· if and only if ker(B −A∗A) = {0}.
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We will apply in this section the results above to a particular case, which is more appro-
priate to exact computations. We will suppose that R is a one-dimensional perturbation of
the usual shift operator S on the Hardy space H 2; that is, (Sh)(z) = zh(z). Thus,
R = S + f ⊗ g (3.1)
for some functions f,g ∈ H 2. Moreover, g is a noncyclic vector for the operator S∗, which
according to [12, Lecture II], is equivalent to g pseudocontinuable; that is, that there exists
a meromorphic function of bounded type in the exterior of D which has almost everywhere
on T radial limits identical to those of g. Suppose therefore that H,G ∈ H∞(C \ D¯), and
g(eit ) = H(eit )/G(eit ) almost everywhere on T. If we suppose that the inner parts Hi and
Gi of H and G, respectively, have no common factors, it is easy to see that they are both
uniquely determined up to a constant factor.
Let us decompose then the space H 2 = H1 ⊕ H2, where H2 is the invariant space
to S∗ generated by g. It follows then that H1 is invariant to S and therefore, according
to Beurling’s theorem, is of the form uH 2 for a fixed inner function u. The following
proposition gives a precise description of u in terms of g.
Proposition 3.1. With the above notations, we have, almost everywhere on T, u(eit ) =
Gi(eit ) if limz→∞ H(z) = 0 and u(eit ) = eitGi(eit ) otherwise.
Proof. Suppose that H = HiHe and G = GiGe are the canonical decompositions of H
and G, respectively. If h ∈ H 2, then |hH¯/G¯e| = |hg| ∈ L1(T), while hH¯ ∈ H 2 (being
the product of h ∈ H 2 with H¯ ∈ H∞). Since G¯e is an outer function, it follows that k =
hH¯/G¯e ∈ H 1.
Let now h ∈H2; this is equivalent to 〈Snh,g〉 = 0 for any n 0. Thus
0 = 1
2π
2π∫
0
einth(eit )g(eit ) dt = 1
2π
2π∫
0
eint k(eit )Gi(e
it ) dt.
Therefore k(eit )Gi(eit ) ∈ eitH 1, or hH¯/G¯e = eitGi(eit )h1 for some function h1 ∈ H 1.
Then hH¯iH¯e = eitGi(eit )h1G¯e; by comparing the inner factors of the two terms, it follows
that, if H¯i contains eit as a factor, then h can be factorized through G¯i , while, if it does
not, then h can be factorized through eit G¯i .
Conversely, suppose h = G¯ih1 for some h1 ∈ H 2; then k = G¯ik1 for some k1 ∈ H 1,
and therefore
1
2π
2π∫
0
einth(eit )g(eit ) dt = 1
2π
2π∫
0
eint k1(e
it ) dt.
If H¯i contains eit as a factor, then the same is true for k1, thence the last integral is 0 for
any n 0 and thus h ∈H2. In case H¯i does not contain eit as a factor, the same conclusion
is valid provided h = eit G¯ih1. The proposition is therefore proved. 
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with respect to this decomposition R has indeed the form
(V Q
0 R2
) (as in (2.1)), with
V = S|uH 2, R2 = Su + f2 ⊗ g, Q = u⊗ S∗u + uf1 ⊗ g, (3.2)
where we have decomposed f = uf1 ⊕ f2. Note also that R∗2 = (S∗ + g ⊗ f2)|H(u).
Since we are interested in applying Proposition 2.1 above, we need to assume that R2
is a contraction. This condition can be made explicit; we will have to use the following
simple lemma, whose proof is left to the reader.
Lemma 3.2. If ξ, η, ζ are vectors in a Hilbert space X , such that ξ ⊗ ξ  η ⊗ η + ζ ⊗ ζ ,
then there exist complex α,β , with |α|2 + |β|2  1, such that ξ = αη + βζ . Moreover,
|α|2 + |β|2 < 1 if and only if η ⊗ η + ζ ⊗ ζ − ξ ⊗ ξ is strictly positive on the space
spanned by η and ζ .
We can now characterize the contractivity of R2; the following proposition also yields
some supplementary information.
Proposition 3.3. With the above notation, R2 is a contraction if and only if there exist
complex numbers α,β , with |α|2 + |β|2  1, such that
‖f2‖2g = α‖f2‖S∗u+ (β − 1)S∗f2.
If |α|2 + |β|2 < 1, then R2 ∈ C00. If |α|2 + |β|2 = 1, then the completely nonunitary part
of R2 is in C00, while the possible unitary part is singular.
Proof. We may suppose f2 = 0 (otherwise there is nothing to prove). Using the relations
R2 = Su + f2 ⊗ g, I − S∗uSu = S∗u⊗ S∗u, and S∗u = S∗|H(u), it follows that
I −R∗2R2 = S∗u⊗ S∗u− g ⊗ S∗f2 − S∗f2 ⊗ g − ‖f2‖2g ⊗ g
= S∗u⊗ S∗u+ S
∗f2
‖f2‖ ⊗
S∗f2
‖f2‖ −
(
‖f2‖g + S
∗f2
‖f2‖
)
⊗
(
‖f2‖g + S
∗f2
‖f2‖
)
.
Now R2 contractive is equivalent to I −R∗2R2  0. By applying Lemma 3.2 to the last
formula, it follows that there exist α,β , with |α|2 + |β|2  1, such that
‖f2‖g + S
∗f2
‖f2‖ = αS
∗u+ β S
∗f2
‖f2‖ or ‖f2‖
2g = α‖f2‖S∗u+ (β − 1)S∗f2.
Also by applying Lemma 3.2, it follows that |α|2 + |β|2 < 1 is equivalent to the defect
operator of R2 being a strict contraction. The remaining assertions of the proposition are
then a consequence of Corollary 2.2 and Theorem 3.4 of [2]. 
Corollary 3.4. If an operator X ∈ L(H(u),uH 2) satisfies Eq. (2.2), then X = 0.
Proof. Suppose that, according to Proposition 3.3, R2 = R′2 ⊕ U , where R′2 ∈ C00
and U is a singular unitary operator. Iterating relation (2.2), one obtains X = V ∗nXRn2 =
V ∗nX(R′2n ⊕Un). Take φ ∈ H(u); by making n → ∞ it follows that
Xφ = lim V ∗nXUnφ,
n→∞
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or UX∗ = X∗V . Then X∗, which intertwines the isometries U and V , can be extended
to an operator X˜ which intertwines the unitary extensions of U and V . But U is singular,
and is already unitary, while the unitary extension of V is a bilateral shift; any intertwining
operator should then be 0. Thus X˜ = 0, whence X = 0. 
The corollary shows that in our case we are in the situation considered in the preceding
section, and therefore we may apply all the results therein.
4. Basic properties of R
The concrete form of the operator R makes it possible to describe rather explicitly its
spectral properties. Since R is a one-dimensional perturbation of the shift, general Fred-
holm theory tells us that the essential spectrum of R is the unit circle T. The index of R is
−1 in D and 0 outside D¯; therefore σ(R) is the union of D¯ with the eigenvalues of R of
modulus strictly larger than 1. The following proposition describes in detail the eigenvalues
and eigenvectors of R and R∗. The standard proof is left to the reader.
Proposition 4.1.
(i) If |λ| > 1, then λ ∈ σ(R) if and only if P+(f¯ g)(1/λ) = λ. If this condition is satisfied,
then λ¯ is an eigenvalue of R, with corresponding eigenvector (λ − S)−1f .
(ii) If |λ| = 1, then λ ∈ σ(R) if and only if f1(eit ) = f (eit )/(eit − λ) is in H 2, and
〈f1, g〉 = −1; then f1 is the corresponding eigenvector of R.
(iii) If |λ| < 1, then λ ∈ σ(R) and λ¯ is an eigenvalue of R∗. Moreover, λ is an eigenvalue
of R if and only if
f (λ) = 0 and 〈f,S(I − λ¯S)−1g〉= −1. (4.1)
If conditions (4.1) are satisfied, then the eigenvector of R is S∗(I − λS∗)−1f , while
ker(λ¯I −R∗) is two-dimensional, spanned by the functions 1/(1 − λ¯z) and S(I − λ¯S)−1g.
If (4.1) are not satisfied, then ker(λI −R) = {0}, while ker(λ¯I − R∗) is one-dimensional,
spanned by c1/(1 − λ¯z) + c2S(I − λ¯S)−1g, where c1f (λ) + c2(1 + 〈S(I − λ¯S)−1g,f 〉)
= 0.
A central role in the sequel will be played by the function
δ(z) = 1 − zP+(f¯ g)(z). (4.2)
We sum in the next statement its main properties, which follow immediately from its defi-
nition and from Proposition 4.1.
Corollary 4.2. We have δ ∈ Hp for all p < 1. If σ(R) ⊂ D¯, then δ(z) = 0 for all z ∈ D.
Also, if f = uf1 ⊕ f2, then δ(z) = 1 − zP+(f¯2g)(z).
The next result shows the connection of δ to the resolvent of R.
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(I − λ¯R)−1 = (I − λ¯S)−1 + 1
δ(λ)
(
λ¯
(
(I − λ¯S)−1f )⊗ (I − λS∗)−1g). (4.3)
Proof. Since I − λ¯R = (I − λ¯S)(I − λ¯((I − λ¯S)−1f )⊗ g), we have (I − λ¯R)−1 = (I −
λ¯((I − λ¯S)−1f )−1(I − λ¯S))−1. Then one obtains (4.3) by using 1−〈λ¯((I − λ¯S)−1f ), g〉 =
δ(λ). 
A useful formula, that can be easily checked, is the following. If φ1, φ2 ∈ H 2, then〈
(I − zS∗)−1φ1, φ2
〉= P+(φ¯2φ1)(z). (4.4)
The function δ will often appear below. Let us show now how it enters a necessary
condition for the similarity of the operator R to a contraction. We adapt here some work of
Naboko [10] concerning one-dimensional perturbations of unitary operators.
Lemma 4.4. Suppose that A is a contraction on a Hilbert space E and ξ, ζ ∈ E . Define
aξ,ζ (λ) = 〈ξ, (I − λ¯A)−1ζ 〉. Then
(i) aξ,ζ is in Hp for any p < 1 (and hence in N+, the Smirnov class of functions);
(ii) if ξ = ζ , then aξ,ξ is an outer function in Hp.
Proof. By using a polarization formula (i) follows from (ii). Also, we may suppose that A
is unitary, since otherwise we can consider instead the unitary dilation of A. Suppose then
that ζ = ξ . If µ is the spectral measure of A corresponding to ξ , it follows that
〈
ξ, (I − λ¯A)−1ξ 〉= 1
2π
2π∫
0
dµ(t)
1 − λe−it
and thus
〈ξ, (I − λ¯A)−1ξ 〉= 1
2π
2π∫
0
(1 − (λe−it )) dµ(t)
|1 − λe−it |2  0.
But a function with positive real part is an outer function in Hp for any p < 1. 
Proposition 4.5. If R is similar to a contraction, then δ(z) (as defined by (4.2)) is an outer
function.
Proof. As noted in Section 4, δ ∈ N+. Suppose λ ∈ D; using formula (4.3), we have 〈(I −
λ¯R)−1g,g〉 = δ(λ)−1〈(I − λ¯S)−1g,g〉, and thus
〈
g, (I − λ¯S)−1g〉= δ(λ)〈g, (I − λ¯R)−1g〉. (4.5)
168 G. Cassier, D. Timotin / J. Math. Anal. Appl. 293 (2004) 160–180Now G(λ) = 〈g, (I − λ¯S)−1g〉 is an outer function in Hp for p < 1 (by Lemma 4.4, or
by noting that G = P+(|g|2)). Consider then H(λ) = 〈g, (I − λ¯R)−1g〉. We will use the
similarity hypothesis: if R = XR′X−1, with R′ contraction, then
H(λ) = 〈g, (I − λ¯R)−1g〉= 〈g,X(I − λ¯R′)−1X−1g〉= 〈X∗g, (I − λ¯R′)−1X−1g〉,
and again Lemma 4.4 implies that H is in Hp for any p < 1.
We have thus obtained the relation G = δH , the three functions being in the class N+,
and G being outer. It follows then by the uniqueness of the canonical factorization that the
other two are also outer; the proposition is proved. 
5. Möbius boundedness of R
An operator T ∈ L(H) is said to be Möbius bounded if supλ∈D ‖(T − λ)(I − λ¯T )−1‖
< ∞. We refer to [16] for the next proposition.
Proposition 5.1.
(i) If T is power bounded then it is Möbius bounded.
(ii) T is Möbius bounded if and only if
sup
λ∈D
(
1 − |λ|)∥∥(I − λ¯T )−1∥∥< ∞.
Thus, in general, Möbius boundedness is weaker than power boundedness. It can be
shown, using the Jordan canonical form, that in caseH is finite-dimensional these notions,
as well as the property of being similar to a contraction, coincide: they are all equivalent
to the requirement that σ(T ) ⊂ D¯ and, for any eigenvalue of modulus equal to one, the
generalized eigenspace coincides with the eigenspace.
It follows immediately from Proposition 5.1(ii) and Eq. (4.3) that in our case R is
Möbius bounded if and only if
sup
λ∈D
(
1 − |λ|)∣∣δ(λ)∣∣−1∥∥(I − λ¯S)−1f ∥∥∥∥(I − λS∗)−1g∥∥< ∞. (5.1)
In particular, since the two terms ‖(I − λ¯S)−1f ‖ and ‖(I −λS∗)−1g‖ are both bounded
below, R Möbius bounded implies
sup
λ∈D
(
1 − |λ|)∣∣δ(λ)∣∣−1 < ∞. (5.2)
Proposition 5.2. If we denote byP[φ] the harmonic extension of φ to the unit disc D, then
the operator R, defined by (3.1), is Möbius bounded if and only if
sup
λ∈D
∣∣δ(λ)∣∣−2P[|f |2](λ)(P[|g|2](λ)− ∣∣λg(λ)∣∣2)< ∞. (5.3)
Proof. The proof follows from the relations
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2π
2π∫
0
|f (eit )|2
|1 − λeit |2 dt =
1
1 − |λ|2P
[|f |2](λ),
(
1 − |λ|)∥∥(I − λS∗)−1g∥∥2 = (1 − |λ|) 1
2π
2π∫
0
|eitg(eit )− λg(λ)|2
|z− λ|2 dt
= (1 + |λ|)−1P[∣∣eit g(eit )− λg(λ)∣∣2](λ)
= (1 + |λ|)−1(P[|g|2](λ) − ∣∣λg(λ)∣∣2),
where we have used the formula (I − λS∗)−1g = (zg(z) − λg(λ))/(z− λ). 
Since supλ∈D(P[|g|2](λ) − |λg(λ)|2) is equivalent to the BMO norm of g, we obtain
the following corollary.
Corollary 5.3. If
sup
λ∈D
P[|f |2](λ)
|δ(λ)|2 < ∞ and g ∈ BMO,
then R is Möbius bounded.
6. Power boundedness of R
We start with some computations that are essential for all the developments that follow.
A simple recurrence proves the next lemma.
Lemma 6.1. With the above notations, Rn = Sn +∑nk=1 Sn−kf ⊗R∗2 k−1g. The last vector
in the above formula satisfies for n 1, the recurrence relation
R∗2ng = S∗ng +
n∑
k=1
〈S∗n−kg, f 〉R∗2 k−1g. (6.1)
Lemma 6.2. Suppose φ ∈ H 2 is arbitrary, and define (as a formal series) dφ(z) =∑∞
k=0〈R∗2 kg,φ〉zk . Then
dφ(z) = P+(φ¯g)(z)
δ(z)
,
where δ is defined by (4.2) (and is thus invertible as a power series).
Proof. We shall use formula (6.1). We have then
R∗2 kg = S∗kg +
k∑
〈S∗k−j g, f 〉R∗2 j−1g.
j=1
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dk = 〈S∗kg,φ〉 +
k∑
j=1
〈S∗k−j g, f 〉dj−1 = 〈φ¯g, ek〉 +
k∑
j=1
〈f¯ g, ek−j 〉dj−1.
This last relation implies that, as a formal series, dφ(z) = P+(φ¯g)(z) + zP+(f¯ g)(z)dφ(z)
and thence
dφ(z) = P+(φ¯g)(z)1 − zP+(f¯ g)(z)
= P+(φ¯g)(z)
δ(z)
as claimed. 
The next theorem is the main result of this section.
Theorem 6.3. The operator R, defined by (3.1), is power bounded if and only if there exists
some constant C such that∥∥∥∥f · Pn
(
zP+(φ¯g)(z)
δ(z)
)∥∥∥∥
H 2
 C‖φ‖H 2 (6.2)
for all φ ∈ H 2 and n ∈ N.
Note that the expression in the left hand side of formula (6.2) makes sense as a formal
series, with no other supplementary assumptions.
Proof. If ∆n = Rn − Sn, then R is power bounded iff supn ‖∆n‖ < ∞. Now, as noted
in Lemma 6.1, we have ∆n = Rn − Sn = ∑nk=1 Sn−kf ⊗ R∗2 k−1g. Therefore ∆∗n∆n =∑n
k=1
∑n
l=1〈Sn−l f, Sn−kf 〉(R∗2k−1g ⊗ R∗2 l−1g). Since 〈Sn−l f, Sn−kf 〉 = 〈|f |2, el−k〉 =
〈Skf,Slf 〉, it follows that ∆∗n∆n =
∑n
k=1
∑n
l=1〈Skf,Slf 〉(R∗2 k−1g ⊗ R∗2 l−1g).
Let then φ ∈ H 2 be an arbitrary function. We have
‖∆nφ‖2 =
〈
∆∗n∆nφ,φ
〉=
n∑
k=1
n∑
l=1
〈Skf,Slf 〉〈φ,R∗2 l−1g〉〈R∗2 k−1g,φ〉
=
∥∥∥∥∥
n∑
k=1
〈
R∗2
k−1g,φ
〉
Skf
∥∥∥∥∥
2
.
It follows that ‖∆nφ‖ = ‖f (z)Pn(zdφ)‖. But, by Lemma 6.2, zdφ = zP+(φ¯g)(z)/δ(z).
Thus
‖∆nφ‖ =
∥∥∥∥f · Pn
(
zP+(φ¯g)(z)
δ(z)
)∥∥∥∥, (6.3)
which proves the theorem. 
It can easily be seen that, since ∆n = Rn−Sn is zero on uH 2, it is enough to ask that the
relation in the statement of the theorem should be valid for φ ∈ H(u) (instead of all H 2).
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(i) δ(z) = 0 for any z ∈ D;
(ii) for any φ ∈ H 2, fP+(φ¯g)/δ ∈ H 2;
(iii) f/δ ∈ H 2.
Proof. (i) follows from Corollary 4.2. Take then φ ∈ H 2. If r < 1 is fixed, then obviously
Pn(zP+(φ¯g)/δ))(reit ) → (zP+(φ¯g)/δ)(reit ) when n → ∞ (even uniformly); according
to Theorem 6.3,
sup
r<1
1
2π
2π∫
0
∣∣f (reit )∣∣2∣∣(P+(φ¯g)/δ)(reit )∣∣2 dt  C‖φ‖2; (6.4)
thus (ii) is proved.
Applying this inequality to φ = f , we obtain that f (1/δ − 1) is in H 2, and therefore
f/δ ∈ H 2. 
Thus, if R is power bounded, then the operator mapping φ into fP+(φ¯g)/δ is bounded
on H 2. It is worth to note that this condition is not sufficient, in general, for power bound-
edness; the relevance of the projections Pn can be seen, for instance, in the example in
Section 7.
Note also that, according to (4.4), we have
P+(φ¯g)(z) =
〈
(I − zS∗)−1g,φ〉. (6.5)
7. Rational functions
Complete results about R can be obtained in case f and g are rational functions. Since
they belong to H 2, it is obvious that all their poles should lie outside the closed unit disc D¯;
we will keep this assumption for the rest of the section. Note that it also follows that δ is
rational, with poles outside the closed unit disc.
The following lemma is left to the reader.
Lemma 7.1. If g is rational, then the space H(u) =∨∞k=0 S∗kg = {P+(φ¯g) | φ ∈ H 2} is
finite-dimensional, and all its elements are rational functions, with no common zero in D¯;
moreover, S∗|K has spectrum contained in the open unit disc D.
Theorem 7.2. If f,g are rational functions, then the following are equivalent:
(i) R is similar to a contraction;
(ii) R is power bounded;
(iii) R is Möbius bounded;
(iv) δ(z), as defined by (4.2), has no zeros in D, while all possible zeros on T are simple
and are also zeros of f .
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(iii) ⇒ (iv) If R is Möbius bounded, formula (5.2) implies that all the zeros of δ have to
be simple. Also, from Proposition 5.2, it follows, since ‖(I − λS∗)−1g‖ ‖g‖/2, that
sup
λ∈D
∣∣δ(λ)∣∣−2(1 − |λ|)P[|f |2](λ) < ∞. (7.1)
Therefore, for some constant C we have P[|f |2](λ)  C|δ(λ)|2/(1 − |λ|). If ζ ∈ T is a
zero of δ, then |δ(λ)|2/(1 − |λ|) → 0 when λ → ζ , which implies that ζ has to be also a
zero of |f |2, and hence of f .
(iv) ⇒ (ii) From Lemma 7.1 it follows that R is power bounded if and only if
supn ‖∆′nφ‖ < ∞ for any φ ∈ K. Let us fix a rational function φ ∈ H 2. Denote ψ(z) =
zP+(φ¯g)(z); it is a rational function with poles outside D¯ (hence also an H∞ func-
tion). The assumption made on δ implies in particular that we can write 1/δ(z) =∑p
j=1(aj/(z − αj ))+ q(z), with aj ∈ C, αj ∈ T, while q is a rational function analytic on
a neighborhood of T. Therefore
∆′nφ = fPn
(
ψ
δ
)
=
p∑
j=1
ajf Pn
(
ψ
z − αj
)
+ fPn(ψq). (7.2)
Since ‖fPn(ψq)‖  ‖f ‖∞‖ψq‖, the last term is bounded independently of n. For the
remaining terms, let us fix j , and write ψ(z) = bj + (z − αj )ψj (z), where ψj is rational,
with poles outside D¯. Therefore
fPn
(
ψ
z − αj
)
= bjf Pn
(
1
z − αj
)
+ fPn(ψj ).
Again ‖fPn(ψj )‖ ‖f ‖∞‖ψj‖ is bounded independently of n. Finally, a simple compu-
tation yields
Pn
(
1
z − αj
)
= 1 − α¯
n+1
j z
n+1
z − αj . (7.3)
Since we have supposed that αj is also a zero of f , it follows that f (z) = (z − αj )fj (z),
with fj bounded on a neighborhood of D¯; therefore fPn(1/(z − αj )) = fj (z)(1 −
α¯n+1j zn+1), whence ‖fPn(1/(z − αj ))‖ 2‖fj‖∞ is bounded independently of n.
(ii) ⇒ (i) Consider the decomposition given by (2.1). Since R is power bounded, it
follows that R2 is also power bounded. But in this case R2 acts on a finite-dimensional
space, and therefore (see the remarks in Section 5) it is similar to a contraction. Applying
Theorem 2.1, it follows that R itself is similar to a contraction. 
Remarks. (1) The proof of Theorem 7.2 can be extended to the case when f is not sup-
posed rational, but only analytic in a neighborhood of D¯. Note that the same property
follows then for δ.
(2) The equivalence of (i) and (ii) is a consequence of the finite dimensionality of H(u),
and is therefore valid only under the condition that g be rational.
Example. Suppose f (z) = (z − 1)2 and g(z) = −z. Then δ(z) = (z − 1)2, and it fol-
lows from Theorem 7.2 that the corresponding operator R is not power bounded (not even
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mapping φ into fP+(φ¯g)/δ is bounded on H 2. This example shows that the presence of
the projections Pn in formula (6.2) cannot be avoided in general.
8. Helson–Szegö functions and power boundedness
As noted above, the presence of the sequence of projections Pn in the statement of The-
orem 6.3 complicates things, so we intend to consider a favorable case in which a more
compact statement can be obtained. A convenient case would be for Pn to be uniformly
bounded operators on L2(|f |2dm); the Helson–Szegö theorem gives precise characteriza-
tions of f in order that this happens. We shall therefore assume in this section that there
exist bounded real valued functions ξ and ζ such that |f |2 = eξ+ζ˜ , ‖ζ‖∞ < π/2 (where ζ˜
is the function conjugate to ζ ); an alternate characterization (see [12, Lecture VIII]) is that
the distance from the unimodular function f¯ /f to H∞ is strictly less than 1. We will say
then that f is a Helson–Szegö function.
If this assumption is satisfied, then there exists a constant C, independent of n, such that
for any h ∈ H 2 we have
1
2π
2π∫
0
∣∣f (eit )∣∣2∣∣Pnh(eit )∣∣2 dt  C 12π
2π∫
0
∣∣f (eit )∣∣2∣∣h(eit )∣∣2 dt.
Since dist(f¯r/fr ,H∞) dist(f¯ /f,H∞), a similar relation is true for fr .
Theorem 8.1. Suppose f is a Helson–Szegö function. Then the following assumptions are
equivalent:
(i) R is power bounded;
(ii) δ(z) = 0 for all z ∈ D; and for all φ ∈ H 2, we have fP+(φ¯g)/δ ∈ H 2.
Proof. If R is power bounded by M , then we know by Corollary 4.2 that δ(z) = 0 for all
z ∈ D. Also, ‖∆n‖M + 1. Let us then denote
ψ(z) = z
(
P+(φ¯g)(z)
δ(z)
)
; (8.1)
it is an analytic function defined in the unit disc D. For r < 1, we have
1
2π
2π∫
0
∣∣fr(eit )∣∣2∣∣Pn(ψr)(eit )∣∣2 dt  12π
2π∫
0
∣∣f (eit )∣∣2∣∣Pn(ψ)(eit )∣∣2 dt
= ∥∥fPn(ψ)∥∥2 = ‖∆nφ‖2  (M + 1)2‖φ‖2.
Since Pn(ψr) → ψr in H 2, while fr is bounded, we may let first n → ∞ and then r → 1,
to obtain that fP+(φ¯g)/δ ∈ H 2 (and has norm at most (M + 1)‖φ‖).
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operator φ → fP+(φ¯g)/δ ∈ H 2 is bounded. We may define ψ by Eq. (8.1); then
‖∆nφ‖2 =
∥∥fPn(ψ)∥∥2 = 12π
2π∫
0
∣∣f (eit )∣∣2∣∣Pn(ψ)(eit )∣∣2 dt
= sup
r<1
1
2π
2π∫
0
∣∣fr(eit )∣∣2∣∣Pn(ψr)(eit )∣∣2 dt
 C sup
r<1
1
2π
2π∫
0
∣∣fr(eit )∣∣2∣∣ψr(eit )∣∣2 dt  CC1‖φ‖2.
It follows then that R is power bounded. 
As a consequence of this theorem, one can give different sufficient conditions for the
power boundedness of R.
Corollary 8.2.
(i) If supz∈D ‖(I − zS∗)−1g‖ < ∞ and f/δ ∈ H 2, then R is power bounded.
(ii) If
sup
z∈D
‖(I − zS∗)−1g‖
|δ(z)| < ∞,
then R is power bounded.
(iii) If δ(z) = 0 for all z ∈ D, f/δ ∈ H∞, and g ∈ BMOA, then R is power bounded.
Proof. The proofs of (i) and (ii) follow from Theorem 8.1 and formula (6.5). As for (iii),
it can easily be checked that P+(φ¯g) = Hzgφ. Thus, if g ∈ BMOA, then P+(φ¯g) ∈ H 2 and
‖P+(φ¯g)‖ ‖zg‖BMOA‖φ‖. Therefore ‖fP+(φ¯g)/δ‖ ‖g‖BMOA‖f/δ‖∞‖φ‖. 
It is worth discussing in more detail the boundedness problem for the operator φ →
fP+(φ¯g)/δ ∈ H 2. It is equivalent to the boundedness of Mf/δHz¯g¯ . (To avoid any problems
in the definition of the product of two possibly unbounded operators, one can instead think
of the boundedness of the densely defined bilinear form (φ,ψ) → 〈Hz¯g¯φ,Mf/δψ〉.) Now,
boundedness of products of Toeplitz and Hankel operators have already been considered
by several authors (see, for instance, [20] and references therein). In order to use the results
in [20], let us remark that Mf/δHz¯g¯ is bounded if and only if all the operators H∗z¯mf¯ /δ¯Hz¯g¯
are uniformly bounded for m ∈ N. We need then the following lemma, which is contained
in Sections 1 and 6 of [20].
Lemma 8.3. Suppose φ,ψ ∈ H 2. If H∗¯
φ
Hψ is bounded, then
sup
(
P
[|φ|2](λ)− ∣∣φ(λ)∣∣2)(P[|ψ|2](λ)− ∣∣ψ(λ)∣∣2)< ∞.λ∈D
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sup
λ∈D
P
[|φ|2+](λ)P[|ψ|2+](λ) < ∞,
then H∗¯
φ
Hψ is bounded.
As a consequence, we obtain in our case the following corollary.
Corollary 8.4.
(i) With the above notations, suppose that R is power bounded. Then
sup
λ∈D
P
[|f/δ|2](λ)(P[|g|2](λ) − ∣∣λg(λ)∣∣2)< ∞.
(ii) Suppose f is a Helson–Szegö function, that f/δ ∈ H 2, and for some  > 0,
sup
λ∈D
P
[|f/δ|2+](λ)P[|g|2+](λ) < ∞.
Then R is power bounded.
Proof. The proof is a consequence of Lemma 8.3 and the results in Sections 6 and 8. 
9. The similarity constant
Suppose now that we are in the favorable situation when we can apply Theorem 2.1.
Thus, condition (6.2) is satisfied, and the corresponding constant C will remain fixed
throughout this section; moreover, R2 is similar to a contraction. We are interested to ap-
ply Theorem 2.5 in order to find the corresponding similarity constant. We shall use the
notations in Section 2; we have then to estimate ‖L‖ and ‖B −A∗A−Z‖.
For the first operator, note that, according to Corollary 2.3, we have ‖L‖ sup‖Q′n‖
‖Rn‖ 1 + ‖∆n‖ 1 +C.
We will now investigate the operator B −A∗A−Z. Since in our case L∗PL = L∗u⊗
L∗u, we will start with the following lemma.
Lemma 9.1. We have L∗u = S∗u+ P+(P+(u¯f /δ¯)g).
Proof. According to Corollary 2.3, L∗ is the weak Cesaro limit of Q′n∗. We have by (3.2),
Q′n∗ =
n−1∑
k=0
R∗2 kQ∗V k = S∗u⊗ u+
n−1∑
k=0
R∗2 kg ⊗ V ∗kuf1, (9.1)
since V ∗ku = 0 for k  1; note that Q′n∗ :uH 2 → H(u). Thus, if h ∈ H 2, then we have
〈Q′n∗u,h〉 = 〈S∗u,h〉 +
∑n−1〈zk, f1〉〈R∗kg,h〉.k=0 2
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∑∞
k=0 bkzk . Thus
〈
Q′n∗u,h
〉= 〈S∗u,h〉 +
n−1∑
k=0
akb¯k. (9.2)
Denote β(z) = P+(h¯g)(z)/δ(z); it is an analytic function in the open unit disc, and we
know by Lemma 6.2 that its Taylor series in the origin is
∑∞
k=0 akzk . Consider the functions
(f1)r and βr , which belong to H 2. Since f1 = P+(u¯f ), we have (f1)r = P+(u¯rfr ), and
therefore 〈βr, (f1)r 〉 = 〈βr, u¯rfr 〉. Thus
〈
βr, (f1)r
〉= 〈βr , u¯rfr 〉 =
〈
P+(h¯rgr),
u¯rfr
δ¯r
〉
=
〈
P+
(
u¯rfr
δ¯r
)
gr,hr
〉
. (9.3)
On the other hand, since the series
∑n−1
k=0 akb¯k is, by Corollary 2.3, Cesaro convergent
to 〈(L∗ −S∗)u,h〉, a classical result (see, for instance, [15, Part One, Problem 87]) implies
that 〈βr, (f1)r 〉 =∑∞k=0 akb¯kr2k is also convergent, for r → 1, to the same quantity.
In particular, for h = ek (k  0), limr→1〈βr, (f1)r 〉 = 〈(L∗ − S∗)u, ek〉. As for
the right-hand side of (9.3), let us first note that, by Corollary 6.4, u¯f /δ¯ ∈ L2, and
therefore P+(u¯f /δ¯) ∈ H 2, P+(u¯f /δ¯)g ∈ L1. Then limr→1〈P+(u¯rfr/δ¯r )gr , (ek)r 〉 =
〈P+(u¯f /δ¯)g, ek〉 for k  0. It follows then from equality (9.3) that P+(P+(u¯f /δ¯)g) ∈ H 2,
and L∗u = S∗u +P+(P+(u¯f /δ¯)g). 
For ease of notation, let us denote γ = L∗u. Suppose that R is power bounded. Accord-
ing to Theorem 2.5, we are interested to compute
∑∞
k=0 R∗2k(γ ⊗ γ )Rk2 which we know is
convergent (weakly). Now
∞∑
k=0
R∗2 k(γ ⊗ γ )Rk2 = lim
r→1
1
2π
2π∫
0
(
I − reitR∗2
)−1
γ ⊗ (I − reitR∗2)−1γ dt. (9.4)
We note λ = reit . For h ∈ H(u), using repeatedly formulas (4.3) and (4.4), we obtain
〈((
I − λR∗2
)−1
γ ⊗ (I − λR∗2)−1γ )h,h〉=
∣∣∣∣P+(h¯γ ) + λδ(λ)P+(f¯2γ )P+(h¯g)
∣∣∣∣
2
.
Therefore, by (9.4),〈
(B −A∗A−Z)h,h〉
= lim
r→1
1
2π
2π∫
0
∣∣∣∣P+(h¯γ )(reit )+ re
it
δ(reit )
P+(f¯2γ )(reit )P+(h¯g)(reit )
∣∣∣∣
2
dt
= 1
2π
2π∫
0
∣∣∣∣P+(h¯γ )(eit )+ e
it
δ(eit )
P+(f¯2γ )(eit )P+(h¯g)(eit )
∣∣∣∣
2
dt. (9.5)
Note that, if we know that R is power bounded, it follows that the integrals are all
bounded uniformly for r < 1, and therefore that the corresponding function is in H 2. We
have therefore proved the following proposition.
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(z/δ(z))P+(f¯2γ )P+(h¯γ ) also belongs to H 2, and ‖B − A∗A − Z‖ is equal to the norm
of the operator that maps h to h.
By using Theorem 2.1, we can now give the promised estimate of the similarity constant.
Corollary 9.3. With the above notations, suppose R satisfies condition (6.2) with a constant
C and R2 is similar to a contraction. Then the operator (on H(u)) h → h is bounded; if we
denote its norm by C1, then R is similar to a contraction, by a similarity A which satisfies
the estimate
‖A‖ · ‖A−1‖ 2 +C + (4 + 3C)Csim(R2)+
√
C1.
10. A particular case
There is a particular case that deserves attention, since much neater results can be ob-
tained. We suppose in this section that f ∈ uH 2; that is, f2 = 0, f = uf1; the function δ is
the constant 1. Then R2 = Su, and is therefore always a contraction; therefore, according
to Theorem 2.1, power boundedness implies similarity to a contraction. We obtain thus, as
a consequence of Theorems 6.3 and 8.1, the following theorem.
Theorem 10.1. Suppose f ∈ uH 2. Then R is similar to a contraction if and only if the
operator mapping φ into fP+(φ¯g) is bounded on H 2.
Proof. We have in this case R2 = Su, which is therefore always a contraction. According
to Theorem 2.1, power boundedness implies similarity to a contraction. Theorem 6.3 says
then that this is equivalent (note that δ ≡ 1) to∥∥fPn(zP+(φ¯g))∥∥ C‖φ‖ (10.1)
for all φ ∈ H 2 and n ∈ N.
If (10.1) is satisfied, then, making n → ∞ as in the proof of Theorem 8.1, it follows
that also ‖fP+(φ¯g)‖  C‖φ‖. Conversely, if this last inequality is valid, then (10.1) is
equivalent to then ‖fPn(φ¯g)‖ C′‖φ‖ for some C′ > 0. But∥∥Pn(φ¯g)∥∥= ∥∥P+(φ¯g) − zn+1P+(z¯n+1φ¯g)∥∥ (10.2)
= ∥∥P+(φ¯g) − zn+1P+(zn+1φg)∥∥ 2C‖φ‖, (10.3)
which ends the proof. 
As in Section 8 we may relate the boundedness of this operator to properties of the
functions f and g. We obtain then the following consequence of Corollary 8.4.
Corollary 10.2. Suppose f ∈ uH 2. If for some  > 0,
sup
λ∈D
P
[|f |2+](λ)P[|g|2+](λ) < ∞,
then R is similar to a contraction.
178 G. Cassier, D. Timotin / J. Math. Anal. Appl. 293 (2004) 160–180The above criterion simplifies if we suppose u(0) = 0 and g = S∗u; thus g is also an
inner function.
Corollary 10.3. Suppose f ∈ uH 2, u(0) = 0, g = S∗u. Then R is similar to a contraction
if and only if the operator mapping φ into fφ is bounded from H(u) to H 2.
Proof. If we write φ = uφ1 + φ2, with φ1 ∈ H 2, φ2 ∈ H(u), then
φ¯g = u¯φ¯1g + φ¯2g = z¯φ¯1 + φ¯2g.
Since z¯φ¯1 ∈ H 2⊥, it follows that P+(φ¯g) = P+(φ¯2g). But, since φ2 ∈ H(u) = (uH 2)⊥,
we have, for all ψ ∈ H 2,
0 = 〈φ2, uψ〉 = 〈φ2, zgψ〉 = 〈z¯ψ¯, φ¯2g〉.
Thus φ¯2g ∈ H 2, and fP+(φ¯g) = f φ¯2g. Since g is inner, we have ‖fP+(φ¯g)‖ =
‖f φ¯2g‖ = ‖f φ2‖. The proof is then finished by applying Theorem 10.1. 
It is interesting that in the criterion obtained in Corollary 10.3 we have arrived at a
problem in function theory that has received much interest in the last years. Indeed, the
boundedness of the operator φ → f φ is easily seen to be equivalent to the existence of
a continuous embedding of H(u) into L2(T, |f |2 dm). On the other hand, the Möbius
boundedness condition (5.3) becomes in this case
sup
λ∈D
P
[|f |2](λ)(1 − ∣∣u(λ)∣∣)< ∞. (10.4)
It has been proved in [5] that (10.4) indeed implies the continuity of the embedding in
case u is a unicomponent inner function, which means that for some  > 0 the set {z ∈ D:
|u(z)|< } is connected.
The general case has remained unsolved until recently. However, in [11] an example is
given of a measure µ on T such that
sup
λ∈D
P[µ](λ)(1 − ∣∣u(λ)∣∣)< ∞,
while H(u) does not embed continuously into L2(µ). The measure µ is not absolutely
continuous with respect to Lebesgue measure on T, but a counterexample for our problem
can be constructed along the same lines [19]. We have therefore obtained the following
corollary.
Corollary 10.4. Suppose f ∈ uH 2, u(0)= 0, g = S∗u.
(i) If u is unicomponent, then R is similar to a contraction if and only if it is Möbius
bounded.
(ii) There exist an inner function u and an f ∈ uH 2, such that the corresponding operator
R is Möbius bounded, but not power bounded.
In view of Corollary 10.4, a short discussion on unicomponent inner functions is in
order. Finite Blaschke products are unicomponent, but then Theorem 7.2 tells us more
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namely the exponential u(z) = e(z+1)/(z−1). Infinite Blaschke products are in general not
unicomponent, but they may be, as is shown by an example in [6]. A thorough investigation
of unicomponent inner functions can be found in [1], where different necessary and/or
sufficient criteria are obtained; for instance, it is shown therein that an inner function u is
unicomponent if and only if∥∥∥∥1 − u(a)u(z)1 − a¯z
∥∥∥∥
H∞
= o
(
1
1 − |a|2
)
as
∣∣u(a)∣∣→ 1.
The results in the last section also simplify to the following more precise statement.
Proposition 10.5. Suppose f ∈ uH 2. With the notations of this section, we have γ = S∗u+
P+(f¯1g), and ‖B − A∗A‖  C‖γ ‖BMOA. Also, R ∈ C1· if and only if the function γ˜ =
e−ituγ¯ has no common inner factor with u.
Proof. The first assertions follow from the fact that the operator mapping h ∈ H 2 to
P+(h¯γ ) is unitarily equivalent to the Hankel operator with symbol γ¯ , which is known by
Nehari’s theorem to be bounded if and only if γ ∈ BMOA. The operator in Proposition 9.2
is its restriction to H(u).
Finally, according to Theorem 2.5 and Eq. (9.5), R ∈ C1· if and only if the operator on
H(u) mapping h into P+(h¯γ ) has trivial kernel. If P+(h¯γ ) = 0, then
〈h¯γ ,φ〉 = 〈φ¯γ , h〉 = 0
for any analytic polynomial φ, whence it follows that h is orthogonal to the cyclic space
generated by γ with respect to the operator S∗|H(u). But the operator ψ → ψ˜ = e−ituψ¯
is an isometry on H(u), that intertwines S∗|H(u) with PH(u)S|H(u). The proof is finished
by applying the characterization of the cyclic vectors of this last operator, as can be found
in [3, Proposition III.1.10]. 
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