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Abstract
Using the theory of Markov operators, we give a new proof of the known fact saying that for every
positive integers N and k > 1, and for every nonnegative reals c0, . . . , cN satisfying the first sum rule
the dilation equation
f (x) =
N∑
n=0
cnf (kx − n)
has a nontrivial L1-solution.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of the present paper is to give a new proof of the following known result
(see [7,16,19,20]).
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308 J. Morawiec / J. Math. Anal. Appl. 309 (2005) 307–312Theorem. Let N and k > 1 be positive integers and let c0, . . . , cN be nonnegative reals
such that
∞∑
i=0
cki+j = 1 for every j ∈ {0, . . . , k − 1}, (1)
where cn = 0 for every integer n > N . Then the dilation equation
f (x) =
N∑
n=0
cnf (kx − n) (2)
has a nontrivial L1-solution f . Moreover, f is either nonnegative or nonpositive.
Let us remember that condition (1) is not sufficient for the existence of nontrivial L1-
solutions of (2) (see [6,7]) but it is important in several applications (see [2–4,6,8,9]).
Our main tool in the announced proof follows from the theory of Markov operators
(see [14]). In general, we say that a linear mapping P :L1(X) → L1(X) is a Markov oper-
ator if
(i) Pf  0 for every f  0, f ∈ L1(X);
(ii) ‖Pf ‖1 = ‖f ‖1 for every f  0, f ∈ L1(X).
A density is a nonnegative L1-function f with ‖f ‖1 = 1. A stationary density of a
Markov operator P is a density f∗ with Pf∗ = f∗.
2. Proof of the theorem
The proof will be divided into 3 steps.
Step 1. Define a mapping P :L1
([
0, N
k−1
])→ L1([0, N
k−1
])
by
(Pf )(x) =
N∑
n=0
cnf (kx − n), (3)
where the value of f is to be taken to be 0 if the argument is outside of the interval
[
0, N
k−1
]
.
It is evident that the just defined operator P is a Markov operator. Moreover, if P has a
stationary density, then this stationary density is an L1-solution of (2). On the other hand,
if Eq. (2) admits nontrivial L1-solutions, then among them there is a stationary density
of P (see [7,10,16]). Thus the existence of nontrivial L1-solution of (2) is equivalent to
the existence of a stationary density of the Markov operator P defined by (3). In particular,
since the set all of L1-solutions of (2) is a vector space which is at most one-dimensional
(see [5]), then the part moreover of the assertion of the theorem is obvious.
We conclude this step by deriving from [17] (cf. [11,12]) the following.
Fact 1. If there exists a nontrivial and nonnegative L1-function f such that suppf ⊂[ ]
0, N
k−1 and if the set {‖P lf ‖∞: l ∈ N} is bounded, then (2) has a nontrivial L1-solution.
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induction, that for every l ∈ N we have
P lχ
(0, 1
k
)
=
N∑
n1,...,nl=0
cnl · · · · · cn1 · χ( klnl+···+kn1
kl+1 ,
klnl+···+kn1+1
kl+1
). (4)
Define now sets Aml and numbers a
m
l putting
Aml =
{
(nl, . . . , n1) ∈ {0, . . . ,N}l : kl−1nl + · · · + kn2 + n1 = m
}
,
aml =
{∑
(nl ,...,n1)∈Aml cnl · · · · · cn1, if A
m
l = ∅,
0, if Aml = ∅
for any l ∈ N and for any m ∈ N0 = N∪ {0}.
According to (4), we obtain
∥∥P lχ
(0, 1
k
)
∥∥∞ = sup
{
N∑
n1,...,nl=0
cnl · · · · · cn1χ( klnl+···+kn1
kl+1 ,
kl nl+···+kn1+1
kl+1
)(x):
x ∈
[
0,
N
k − 1
]}
= sup
{
N∑
n1,...,nl=0
cnl · · · · · cn1χ( klnl+···+kn1
kl+1 ,
kl nl+···+kn1+1
kl+1
)(x):
x ∈
⋃
m∈N0
(
km
kl+1
,
km + 1
kl+1
)}
= sup
{ ∑
(n1,...,nl )∈Aml
cnl · · · · · cn1 : m ∈ N0
}
= sup{aml : m ∈ N0}
for every l ∈ N. We have thus proved the following.
Fact 2. The set {‖P lχ
(0, 1
k
)
‖∞: l ∈ N} is bounded if and only if the set {aml : l ∈ N, m ∈ N0}
is bounded.
Step 3. Fix l ∈ N, p ∈ N0 and j ∈ {0, . . . , k − 1}. Then
A
pk+j
l+1 =
{
(nl+1, . . . , n2, n1) ∈ {0, . . . ,N}l+1: klnl+1 + · · · + kn2 + n1 = pk + j
}
=
p⋃
i=0
{
(nl+1, . . . , n2, ik + j) ∈ {0, . . . ,N}l+1:
kl−1nl+1 + · · · + kn3 + n2 = p − i
}
=
p⋃{
(nl+1, . . . , n2, ik + j) ∈ {0, . . . ,N}l+1: (nl+1, . . . , n2) ∈ Ap−i
}
. (5)i=0
l
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a
pk+j
l+1 =
∑
(nl+1,...,n2,n1)∈Apk+jl+1
cnl+1 · · · · · cn1
=
p∑
i=0
∑
(nl+1,...,n2)∈Ap−il
cnl+1 · · · · · cn2cik+j =
p∑
i=0
cik+j ap−il . (6)
If Apk+jl+1 = ∅, then (5) implies Ap−il = ∅ for every i ∈ {0, . . . , p}, and hence (6) holds
also in this case.
We are now in a position to prove the crucial fact of this step, which will completed the
proof of the theorem.
Fact 3. The set {aml : l ∈ N,m ∈ N0} is bounded.
Since the numbers aml are nonnegative, it is enough to show that the set all of them is
bounded above.
We will proceed by induction. Let us first observe that, by (1), we have
am1 max{c0, . . . , cN } 1 for every m ∈ N0.
Fix now l ∈ N and assume that
aml  1 for every m ∈ N0. (7)
Fix m ∈ N0. Then there are p ∈ N0 and j ∈ {0, . . . , k − 1} such that m = pk + j .
From (6), (7) and (1) we conclude that
aml+1 = apk+jl+1 =
p∑
i=0
cik+j ap−il 
p∑
i=0
cik+j  1.
3. Corollaries
Fix positive integers N and k > 1, and nonnegative reals c0, . . . , cN . Without any re-
striction we can assume that c0 · cN = 0. Put cn = 0 for every integer n > N and assume
that (1) holds. Then fix the unique nonnegative L1-solution f∗ of (2) with ‖f∗‖1 = 1 (the
existence follows from the theorem and the uniqueness follows from [5]). Clearly, f∗ is the
unique stationary density of the operator P defined by (3).
Corollary 1. Put L = max{i ∈ N: there is j ∈ N such that cj · cj+i = 0 and cj+1 = · · · =
cj+i−1 = 0} and assume that N  (k − 1) · L. If g is a nonnegative L1-function with[ ]
supg ⊂ 0, N
k−1 and ‖g‖1 = 1, then:
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(ii) the sequence (P lg: l ∈ N) converges in the mean to f∗; i.e.,
lim
n→∞
∥∥∥∥∥1n
n−1∑
l=0
P lg − f∗
∥∥∥∥∥
1
= 0.
Proof. According to [10], we conclude that f∗ > 0. Now, the first assertion follows
from [13] and the second one from [14]. 
Let us observe that taking g = χ[0,1] in assertion (ii) of Corollary 1 we get
limn→∞ 1n
∑n−1
l=0 P lχ[0,1] = f∗ (see [18], where the iterative solvability of (2) is consid-
ered).
Choose now a representative of f∗ which is nonnegative everywhere and satisfies (2)
for every x ∈ R (this is always possible). We denote this representative again by f∗. For
every a, b ∈ [−∞,+∞] with a < b put
Bba =
{
(x, y) ∈ R2: af∗(x) y  bf∗(x)
}
.
From [1] we obtain the following
Corollary 2. There exists a function f :R → R satisfying (2) for every x ∈ R and such that
its graph is contained in Bba and meets every Borel subset of Bba with uncountable vertical
projection.
It turns out that a function such that its graph is contained in Bba and meets every Borel
subset of Bba with uncountable vertical projection has rather strange properties. In partic-
ular, from [1] it follows that me(Graphf ) = m(Bba ) = b − a (here m and me denote the
Lebesgue and the outer measure on the plane). Moreover, if cn’s are positive, then from [15]
(cf. also [16]) we deduce that f∗ is continuous, and hence, according to [1], we conclude
that Graphf is connected.
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