Abstract-The distance to instability of a matrix A is a robust measure for the stability of the corresponding dynamical systeṁ x = Ax, known to be far more reliable than checking the eigenvalues of A. In this paper, a new algorithm for computing such a distance is sketched. Built on existing approaches, its computationally most expensive part involves a usually modest number of shift-and-invert Arnoldi iterations. This makes it possible to address large sparse matrices, such as those arising from discretized partial differential equations.
I. INTRODUCTION
Let the n × n matrix A be stable, that is, its set of eigenvalues Λ(A) is contained in the open left half plane. Then the distance to instability of A is defined as μ(A) := inf{ E : E ∈ C n×n , A + E is not stable}, (1) where A denotes the matrix 2-norm.
If the dynamical systemẋ = Ax represents the approximation to a nonlinear or infinite-dimensional system then the eigenvalues of A may give misleading information about the stability of the original system; an aspect that is particularly emphasized in [32] . Even whenẋ = Ax can be considered to be exact, the eigenvalues tell little about the transient behavior of the system if A happens to be highly nonnormal [19] . In such cases, the distance to instability provides a more robust measure of stability and might be easier to grasp than pseudospectra or similar concepts that take the nonnormality of A into account. Another application is that μ(A) gives an upper bound on the smallest singular value of the Lyapunov operator X → AX + XA T [33] , which in turn can be used to estimate the sensitivity of Lyapunov equations.
Finding μ(A) for large n represents a computational challenge. All known algorithms capable of determining μ(A) precisely, rely, to the best of our knowledge, on computing purely imaginary eigenvalues of 2n×2n Hamiltonian matrices. So far, dense (structure-preserving) eigenvalue solvers [5] , [34] , [4] have been proposed to address this task, requiring O(n 2 ) memory and O(n 3 ) computing time. Consequently, such an approach is limited to medium-sized matrices, say n = O(10 4 ). While much attention has been paid to determine the rightmost eigenvalues of a large sparse matrix effectively, see [25] , [28] , [27] , surprisingly few attempts [16] have been made to compute the distance to instability without having to resort to dense linear algebra techniques. In this short paper, we sketch a new approach which combines ideas from [6] , [15] , [16] to obtain an algorithm capable of dealing with a large sparse matrix A, provided that the sparsity pattern of A admits the fast solution of linear systems involving the associated Hamiltonian matrices. One of the key ingredients is the use of a structure-preserving inverse iteration/Arnoldi method [29] , [22] to find the (presumably few) purely imaginary eigenvalues of a Hamiltonian matrix in a reliable manner. (A similar approach has been described in [15] for locating the real eigenvalues of a large matrix.)
The rest of this paper is organized as follows. In Section II, existing approaches to computing μ(A) are briefly described. Section III is concerned with the closely related task of finding all purely imaginary eigenvalues of a Hamiltonian matrix. To make this task computationally feasible it is important to provide a good upper bound on μ(A), which is discussed in Section IV. Some preliminary numerical experiments, demonstrating that our new approach computes μ(A) for large matrices, are presented in Section V.
II. EXISTING APPROACHES
The continuity of eigenvalues implies that the infimum in (1) is attained for perturbations moving eigenvalues of A to the imaginary axis. In turn,
where σ min (·) denotes the minimum singular value of a matrix, see also [33] . This suggests the application of a general optimization method to (2) . One difficulty with such an approach is that the function σ min (A − iωI) is generally not convex and can have as much as 2n stationary points [8] .
To check for global minima, the following result is of fundamental importance.
Theorem 1 ([9]):
The Hamiltonian matrix
has an eigenvalue on the imaginary axis if and only if ≥ μ(A).
A. Byers' bisection method
Theorem 1 suggests a simple bisection strategy to compute μ(A) [9] , [18] . Starting with a lower bound l and an upper bound u, the eigenvalues of H( ) evaluated at the geometric mean = √ lu are computed. If H( ) has eigenvalues on the imaginary axis, Theorem 1 implies ≥ μ(A) and the upper bound u can therefore be replaced by u = . Otherwise, < μ(A) and the new lower bound is set to l = . The described algorithm converges linearly to μ(A). Deciding whether H( ) has eigenvalues on the imaginary axis in finite-precision arithmetic can be implemented in a safe manner, provided that a structure-preserving eigenvalue solver is used for determining Λ(H( )) [9] , [33] . In this case, μ(A) can be computed to the level of roundoff error (although such a goal is rather expensive due to the slow convergence of the bisection method).
B. The Boyd-Balakrishnan method
In [6] and [7] , a quadratically convergent method has been proposed to address the more general task of computing the H ∞ norm of a transfer function matrix. To illustrate this approach for the special case of computing μ(A), let us consider the following matrix [13] :
for which μ(A) ≈ 0.008. Figure 1 ). Therefore it follows from (1) that μ(A) ≤ . Moreover, the crossing points iy 1 , . . . , iy 4 , ordered so that y 1 ≤ · · · ≤ y 4 , are given by the purely imaginary eigenvalues of the Hamiltonian matrix H( ) defined in (3), see, e.g., [8] . Setting
it follows that σ min (A − iz j I) < for j = 1, 2, since both iz 1 and iz 2 are in the interior of the pseudospectrum. Hence, we obtain a smaller satisfying ≥ μ(A) by updating
In our example, the new is given by 0.0112 which yields the smaller pseudospectrum shown in Figure 1 . The described procedure is repeated with this updated value to eventually obtain → μ(A).
For general matrices, we have the following algorithm.
Algorithm 2 (Boyd-Balakrishnan method):

Input:
A ∈ C n×n and > 0 with ≥ μ(A).
Output:
Updated upper bound such that μ(A) ≈ .
while not converged do 1 Compute purely imaginary eigenvalues iy 1 , iy 2 , . . .,
end while Algorithm 2 can be shown to exhibit global and quadratic local convergence. The use of structure-preserving eigenvalue solvers in Step 1, such as those described in [5] , [34] , [4] , limits the effect of roundoff errors on purely imaginary eigenvalues and improves the overall reliability of the algorithm, see also [24] for more details. Efficient methods for computing/estimating the smallest singular values of the parameter-dependent matrices in Step 2 can be found, e.g., in [33] .
C. Other methods
A variant of Algorithm 2, which takes the eigenvector information of H( ) into account to accelerate the local convergence rate, is described in [14] . Aiming at a large sparse matrix A, the use of inverse iteration in Step 2 is proposed and analyzed in [16] . Nevertheless, the need for computing all the eigenvalues of H( ) in Step 1 leaves Algorithm 2 inaccessible for larger matrices. Alternatively, an approach based on the convergence or divergence of the Chandrasekhar iteration [10] , capable of exploiting sparsity, has been demonstrated to efficiently estimate the H ∞ norm of medium-sized systems.
III. FINDING EIGENVALUES ON THE IMAGINARY AXIS
In the following, we suppose that the matrix A is a large and sparse matrix, too large to admit a complete eigendecomposition. While Step 2 of Algorithm 2 can be effectively addressed by existing iterative eigenvalue solvers, see for example [2] and [26] , the implementation of Step 1 requires more care. In this section, we address this issue by adapting a procedure developed in [15] for computing all the real eigenvalues of a general real matrix. It is based on exact inverse iterations [2] , which benefit from the fact that the LU decomposition of H( ) can be computed efficiently by sparse direct factorization techniques, see, e.g., [12] . Moreover, we rely on the generically valid property of inverse iterations to converge to the eigenvalue nearest to the chosen shift.
To illustrate our approach, let us consider Figure 2 , which displays the spectrum of a Hamiltonian matrix. Given an upper bound u = 4 on the largest imaginary part of the eigenvalues of H, we first apply inverse iteration with the shift 2i to discover the eigenvalues ±1+2i. This implies that there are no other eigenvalues in the disc marked by (1). We change the shift to 3.5i, continue the iterations and rediscover the eigenvalues ±1+2i. Now we already know that there are no other eigenvalues in the union of the discs (1) and (2). In particular, there are no eigenvalues on the imaginary axis between i and 4i. To investigate the interval between 0 and i we chose the shift 0.5i and detect the purely imaginary eigenvalue 0.3i. The remaining parts are covered by two further iterations with shifts 0.85i and 0.15i. Note that, due to the symmetry of the spectrum, there is no need to inspect the lower part of the imaginary axis. For the general case, the algorithm is given by the following recursive procedure which is initially called with l = 0 and u = H( ) + .
Algorithm 3 (Eigenvalue search on the imaginary axis):
Input:
Hamiltonian matrix H( ), lower bound l, upper bound u, with l ≥ 0.
Output:
Set Σ which contains all purely imaginary eigenvalues of H( ) in the interval [li, ui]. if u < l then set Σ = ∅ and exit end if Set σ = (l + u)/2. 1 Find eigenvalue λ of H( ) that is closest to σi.
if u − l < 2|λ − σi| then Set Σ = ∅ and exit. 
{λ} end if end if
Note that each call of Step 1 requires a sparse LU factorization of H( ) ± σiI for a different value of σ. Thus, to obtain reasonable performance, the number of recursions should be kept to a minimum. This issue will be addressed in the next section. In Step 2, the decision whether λ has zero real part must be met reliably despite the presence of approximation and roundoff error. For this purpose, it is important to use iterative methods that take the Hamiltonian structure of H( ) into account.
A. Structure-preserving inverse iteration and Arnoldi methods
Given a shift σ with σi ∈ Λ(H( )), the matrix
can be shown to be skew-Hamiltonian, i.e., it has the block structure
with W 11 , W 21 , W 12 ∈ R n×n . Moreover, the purely eigenvalues of H correspond to the real eigenvalues of W that are in the intervals (−∞, 0) or (1/σ 2 , ∞). Technical difficulties are caused by the fact that all eigenvalues of W are generically of algebraic multiplicity two. This may not only adversely affect the convergence of unstructured Arnoldi methods but it also implies that approximations to the real eigenvalues of W are generally not real. The reason is that arbitrarily small, real perturbations of W bifurcate its double real eigenvalues into complex conjugate pairs of eigenvalues. However, it can be shown that this effect cannot happen for double eigenvalues if the perturbations are restricted to be skew-Hamiltonian [23] .
The skew-Hamiltonian implicitly restarted Arnoldi (SHIRA) method described in [29] produces eigenvalue approximations that are the exact eigenvalues of a perturbed skew-Hamiltonian matrix W + E. Therefore, double real eigenvalues of W are approximated along the real axis and, in turn, simple purely imaginary eigenvalues of H are approximated along the imaginary axis. Symplectic Lanczos methods [3] , [35] share similar properties. One potential drawback of these Krylov subspace methods is that they are not guaranteed to converge first to the eigenvalue closest to the shift. In our numerical experiments, this effect was rarely observed; the sometimes slow overall convergence was found to be a larger concern.
IV. FINDING A GOOD UPPER BOUND
The performance of Algorithm 3 crucially depends on how often Step 1 is performed, i.e., how often the sparse LU decomposition of H( ) ± iσI needs to be computed. This is mainly determined by the number of eigenvalues of H( ) on or close to the imaginary axis. If is much larger than the distance to instability μ(A) then the pseudospectrum Λ (A) is likely to cross the imaginary axis at several occasions. To illustrate this effect we generated a 200 × 200 pseudo-random matrix with the MATLAB command rand (200) It can be seen that the cheap bound leads to an unacceptably high number of purely imaginary eigenvalues. Only an upper bound that is at most two orders larger than μ(A) results in a decent number. Using the largest real part of the eigenvalues yields the optimal value n H = 2. These observations suggest the following strategy for computing a tight upper bound. 1 Using ARPACK [26] we determine an orthogonal basis U for the invariant subspace of A belonging to a small number k of eigenvalues closest to the imaginary axis. Then the stability radius of the k × k compression U T AU can be cheaply determined, e.g., by Algorithm 2. Moreover, if E 11 is a perturbation so that U T AU + E 11 is not stable then E = UE 11 U T is a perturbation so that A+E is not stable. Since E = E 11 , we thus have
In many cases, we observed that this bound is very tight already for rather small k, say k = 4. In our experiments, we used k = 6. Note that missing an eigenvalue closest to the imaginary axis does not affect the reliability of the overall stability radius computation, it only affects the efficiency of Algorithm 3. This allows the use of potentially less reliable methods for finding these eigenvalues, such as variants of the inexact Arnoldi and Jacobi-Davidson methods [25] , [20] .
V. NUMERICAL EXPERIMENTS
The aim of this section is to demonstrate that the presented approach can address the stability radius computation of larger matrices. Further testing and algorithmic improvements are needed to increase the robustness of the algorithm. Nevertheless, it is worth mentioning that each of the following computations took less than one minute using a preliminary MATLAB implementation on a 1.2GHz Intel x86 with 512 MByte memory. For solving the arising 1 One of the referees pointed out that a related approach has been discussed in [17] .
sparse linear systems we used the UMFPACK [11] routines included in MATLAB. Examples A-D are taken from the Matrix Market collection [1] while E is a benchmark example used in LYAPACK [30] . Each section has a table containing the dimension of the matrix under consideration, the largest real part of all eigenvalues as detected by ARPACK, the total number of sparse direct factorizations needed in Algorithm 3, and the stability radius computed via our approach.
A. RDB1250
The matrices RDB1250 and RDB2048 represent central difference discretizations of a reaction-diffusion Brusselator model. 
C. BWM2000
BWM2000 arises from a finite difference discretization of the Brusselator wave model, shifted by −3 × 10 −7 I to yield a stable matrix. 
E. FDM10000
FDM10000 represents a finite difference discretization of the 2D convection-diffusion heat equation 
VI. CONCLUSIONS AND FUTURE WORKS
A. Conclusions
An algorithm for computing the stability radius of a large and preferably sparse matrix has been proposed. Although it should be emphasized that several algorithmic details merit further investigation to increase its robustness, the new method has been demonstrated to address problems that were formerly intractable due to the sheer size of the involved matrices.
B. Future Works
A major focus of ongoing work is to develop less expensive and more robust algorithms for detecting purely imaginary eigenvalues of a Hamiltonian matrix. Structurepreserving Jacobi-Davidson methods [21] with additional safeguard strategies may offer a viable option. Another possibility for decreasing computational cost is the development of upper bounds that are cheaper to compute than the eigenvalues closest to the imaginary axis but still result in Hamiltonian matrices with few eigenvalues on or close to the imaginary axis. Finally we note that although extending the underlying ideas to H ∞ norm computation is straightforward, addressing the technical issues arising from the more complex structure of the associated Hamiltonian matrices is certainly a less trivial task.
Note that the definition of μ(A) in (1) admits complex perturbations even if the matrix A does not have complex entries. As pointed out by one of the referees, computing the more appropriate real stability radius [31] of a large real matrix is another open problem.
