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Abstract
The facility layout problem is concerned with the arrangement of a given number of rectangular facilities so as to minimize the
total cost associated with the (known or projected) interactions between them.We consider the one-dimensional space-allocation
problem (ODSAP), also known as the single-row facility layout problem, which consists in ﬁnding an optimal linear placement
of facilities with varying dimensions on a straight line. We construct a semideﬁnite programming (SDP) relaxation providing a
lower bound on the optimal value of the ODSAP. To the best of our knowledge, this is the ﬁrst non-trivial global lower bound for
the ODSAP in the published literature. This SDP approach implicitly takes into account the natural symmetry of the problem and,
unlike other algorithms in the literature, does not require the use of any explicit symmetry-breaking constraints. Furthermore,
the structure of the SDP relaxation suggests a simple heuristic procedure which extracts a feasible solution to the ODSAP from
the optimal matrix solution to the SDP relaxation. Computational results show that this heuristic yields a solution which is
consistently within a few percentage points of the global optimal solution.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The facility layout problem is concerned with the arrangement of a given number of rectangular facilities so as to minimize
the total cost associated with the (known or projected) interactions between them. Versions of the facility layout problem occur
in many environments, such as hospital layout and service center layout. This is a hard problem in general; most versions of this
problem in the research literature are known to be NP-hard. A thorough survey of the facility layout problem is given in [24],
where the research papers on facility layout are divided into three broad areas. The ﬁrst is concerned with algorithms for tackling
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the general layout problem as deﬁned above. The second area is concerned with extensions of the problem in order to account for
additional issues which arise in applications, such as designing dynamic layouts by taking time dependency issues into account;
designing layouts under uncertainty conditions; and achieving layouts which optimize two or more objectives simultaneously.
The third area is concerned with specially structured instances of the problem. One such special case that has been extensively
studied occurs when all the facilities have equal dimensions and the possible locations for the facilities are given a priori; this is
the quadratic assignment problem (QAP) formulated by Koopmans and Beckman [19]. The QAP assigns every facility to one
location and at most one facility to each location, and the cost of placing a facility at a particular location is dependent on the
location of the interacting departments. Since the possible locations are ﬁxed, the problem reduces to optimizing a quadratic
objective over all possible assignments of facilities to locations. The QAP is NP-hard, and is in general a hard problem to solve.
Indeed, the well-known Nugent instances of this problem with up to 30 departments were solved to proven optimality in [3]
using vast amounts of computational power and important improvements in mathematical programming algorithms.
In this paper, we consider a related special case of facility layout, namely the placement of facilities of given, and possibly
different, dimensions on a straight line. This problem is known in the literature both as the linear single-row facility layout
problem, see for example [14], and as the one-dimensional space allocation problem (ODSAP), see [29]. We shall refer to it as
the ODSAP.An instance of the ODSAP consists of n one-dimensional facilities {r1, . . . , rn} for which we are given their positive
lengths 1, . . . , n as well as their pairwise connectivities, cij . We are interested in ﬁnding an arrangement of the facilities next
to each other along a line so as to minimize the total weighted sum of the center-to-center distances between all pairs of facilities.
Therefore, like the aforementioned QAP, the ODSAP is an optimization problem over all possible permutations of the given
facilities. In the special case where all the facilities have the same length, the ODSAP becomes a special case of the QAP [1,22].
Several applications of the ODSAP have been identiﬁed in the literature. These include the arrangement of books on a shelf,
the layout of warehouses, and the layout of machines on a factory ﬂoor [14,26]. Furthermore, the ODSAP is closely related
to the linear ordering problem, which also has a number of practical applications. A summary of these can be found in [8],
along with references to the relevant literature. It is worth pointing out that the model we introduce in Section 2 captures the
same combinatorial structure as the linear ordering polytope studied in [9,27], except that our model is based on semideﬁnite
programming (SDP) rather than linear programming.
Let = (1, . . . , n) denote a permutation of the indices [n] := {1, 2, . . . , n} of the facilities, so that the leftmost facility is
r1 , the facility to the right of it is r2 , and so on, with rn being the last facility in the arrangement. Given a permutation  and
two distinct facilities ri and rj , the center-to-center distance between ri and rj with respect to this permutation is
1
2i +D(i, j)+ 12j ,
where D(i, j) denotes the sum of the lengths of the facilities between ri and rj in the linear arrangement deﬁned by . To
solve the ODSAP, we seek a permutation of the facilities which minimizes the weighted sum of the distances between all pairs
of facilities. In mathematical terms, we wish to
min
∈
∑
i<j
cij
[
1
2
i +D(i, j)+ 12 j
]
,
where  denotes the set of all permutations  of [n].
The ODSAP was ﬁrst studied by Simmons [29] who observed that it is possible to simplify the objective by eliminating the
half-facility lengths. Indeed, we can rewrite the objective function as
min
∈
∑
i<j
cijD(i, j)+
∑
i<j
1
2
cij (i + j ),
where the second summation is a constant independent of . We will thus focus our attention on optimizing
∑
i<j cijD(i, j)
over all permutations .
Another observation concerns the symmetry of the arrangements. It is clear that
D(i, j)=D′(i, j),
where ′ denotes the permutation symmetric to , deﬁned by
′(i)= (n+ 1− i) for i = 1, . . . , n.
It follows that for the ODSAP, we can exchange the left and right ends of the layout and obtain the same objective value. Hence,
it possible to simplify the problem by considering only the permutations for which, say, r1 is on the left half of the arrangement.
This type of symmetry-breaking strategy is important for reducing the computational requirements of most algorithms, including
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those based on linear programming or dynamic programming. However, our proposed approach will implicitly consider these
symmetries and does not require the use of any explicit symmetry-breaking constraints.
Several algorithms have been proposed for solving the ODSAP. Simmons [29] proposed a branch-and-bound algorithm; Love
and Wong [23] considered a mixed integer linear programming model; and Picard and Queyranne [26] developed a dynamic
programming algorithm, extending an algorithm of Karp and Held [16] for the special case where all the facilities have equal
lengths. All these algorithms are guaranteed to ﬁnd the global optimal solution, but they have very high computational times
and memory requirements, and are unlikely to be effective for problems with 20 or more facilities. Research has also been done
on heuristic algorithms, which are more efﬁcient but provide no guarantee of global optimality. We point out the recent work of
Heragu and Kusiak [15], who tackled the ODSAP using non-linear optimization methods; Romero and Sánchez-Flores [28] and
Heragu and Alfa [13], who developed simulated annealing algorithms; and Kumar et al. [20], who proposed a greedy heuristic
algorithm.
In this paper, we propose the application of SDP techniques to the ODSAP. SDP refers to the class of optimization problems
where a linear function of a matrix variable X is maximized (or minimized) subject to linear constraints on the elements of X and
the additional constraint that X be positive semideﬁnite. This includes linear programming problems as a special case, namely
when all the matrices involved are diagonal. A variety of polynomial-time interior-point algorithms for solving SDPs have been
proposed in the literature, and several excellent solvers for SDP are now available. We refer the reader to the Handbook [32] for
a thorough coverage of the theory and algorithms in this area, as well as several application areas where SDP researchers have
made signiﬁcant contributions. In particular, SDP has been very successfully applied to problems which, like the ODSAP, have
a strong combinatorial ﬂavor. Recent survey papers on the application of SDP to combinatorial optimization include [2,21].
We construct an SDP relaxation providing a lower bound on the optimal value of the problem. To the best of our knowledge,
this is the ﬁrst non-trivial global lower bound for the ODSAP in the published literature. In particular, our relaxation implicitly
takes into account the natural symmetry of the problem and, unlike other algorithms in the literature, does not require the use
of any explicit symmetry-breaking constraints. Furthermore, the structure of the SDP relaxation suggests a simple heuristic
procedure which extracts a feasible solution to the ODSAP from the optimal matrix solution to the SDP relaxation. Therefore,
our approach yields both a feasible solution to the given ODSAP instance as well as a guarantee of how far it is from global
optimality. When applied to problems previously considered in the literature, our lower bounds also provide a measure of the
distance from optimality of the best layouts obtained using some of the aforementioned heuristics.
This paper is structured as follows. In Section 2, we present a formulation of the ODSAP over the space of real symmetric
matrices, prove its correctness, and thereby derive the SDP relaxation for theODSAP. In Section 3, we present the simple heuristic
that extracts a speciﬁc layout from the optimal solution to the SDP. In Section 4, we apply our algorithm to some instances of
the ODSAP (with up to 30 facilities) which have been previously considered in the literature. This provides a comparison of
the SDP approach with previous approaches. We also show how the global lower bound provided by the SDP relaxation can
be improved by using a simple branching step and solving two or more additional SDPs. Finally, we apply the SDP approach
to randomly generated instances with up to 80 facilities and obtain layouts that are consistently a few percentage points from
global optimality.
2. SDP relaxation of the ODSAP
As mentioned above, the ODSAP is essentially a problem over all possible permutations of the n facilities. For each pair i, j
of facilities with i < j , deﬁne the binary ±1 variable
Rij :=
{
1 if facility i is to the right of facility j,
−1 if facility i is to the left of facility j.
It is clear that exactly one of these two possibilities must hold for every feasible allocation. The order of the subscripts matters,
and it is obvious that Rij =−Rji . Since two symmetric representations exist for each arrangement, we may require that Rij = 1
for a speciﬁed pair (i, j) to eliminate this symmetry. However, unlike most other formulations for layout problems, the model
we propose implicitly takes into account the existence of symmetries without requiring the addition of such symmetry-breaking
constraints.
To accurately formulate the problem, it is not enough to require that all the Rij equal ±1. We must also ensure that they
represent a valid arrangement of the n facilities. In particular, we require that
if Rij = Rjk, then Rik = Rij ,
which we can formulate as
(Rij + Rjk)(Rik − Rij )= 0,
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which expanded yields the quadratic constraint
RkiRij − RijRkj − RkiRkj =−1.
In principle, we have three such constraints for each triple (i, j, k), but it is straightforward to check that they are all equivalent
to this single quadratic equation with i < j < k. Therefore, we can reorder indices and express these necessary constraints as
RijRjk − RijRik − RikRjk =−1 for all triples i < j < k. (1)
We now prove that these
(n
3
)
constraints on the Rij variables sufﬁce to represent all possible permutations of the n facilities.
Let  ∈ {±1}( n2 ) denote a particular assignment of values to the Rij variables such that the conditions (1) are satisﬁed, and let
R denote the set of all such 
R := { ∈ {±1}( n2 ) |RijRjk − RijRik − RikRjk =−1 for all triples i < j < k}.
We show how each permutation  ∈  corresponds to a unique  ∈ R, and vice versa.
I. From  to : Let = (i1, i2, . . . , in) be any permutation of the integers [n]. Set
Rip,iq =−1 for all p<q.
(Note that ip > iq may hold even if p<q, and if that is the case, then Riq,ip = 1.) Then i1 is the leftmost facility, with i2 on
its right, and so on, up to in being the rightmost facility. This is the desired representation of .
II. From  to : Given  ∈ R, consider
Pk =
∑
j =k
Rkj =
∑
j<k
−Rjk +
∑
j>k
Rkj for k = 1, 2, . . . , n. (2)
Clearly all the Pk values are integer and belong to the set
P := {−(n− 1),−(n− 3), . . . , n− 3, n− 1}
which has exactly n elements. A straightforward mapping of the elements of P onto [n] is given by
pk = Pk + n+ 12 .
We prove that no two Pk values are equal. This implies that every element ofP is represented by exactly one Pk , and hence
that (p1, p2, . . . , pn) is a permutation of [n] representing .
Theorem 1. If  ∈ R then the values Pk deﬁned in (2) are all distinct.
Proof. The proof is by contradiction. Suppose that Pk1 = Pk2 for k1 = k2. Without loss of generality, we can assume k1<k2.
Then by (2), we have
Rk1,k2 +
∑
k<k1
−Rk,k1 +
∑
k1<k<k2
Rk1,k +
∑
k2<k
Rk1,k =−Rk1,k2 +
∑
k<k1
−Rk,k2 +
∑
k1<k<k2
−Rk,k2 +
∑
k2<k
Rk2,k .
Multiplying on both sides by Rk1,k2 , we obtain
1+
∑
k<k1
−Rk,k1Rk1,k2 +
∑
k1<k<k2
Rk1,kRk1,k2 +
∑
k2<k
Rk1,kRk1,k2
=−1+
∑
k<k1
−Rk,k2Rk1,k2 +
∑
k1<k<k2
−Rk,k2Rk1,k2 +
∑
k2<k
Rk2,kRk1,k2
since R2
k1,k2
= 1. Therefore,
∑
k<k1
(−Rk,k2Rk1,k2 + Rk,k1Rk1,k2 )+
∑
k1<k<k2
(−Rk,k2Rk1,k2 − Rk1,kRk1,k2 )
+
∑
k2<k
(Rk2,kRk1,k2 − Rk1,kRk1,k2 )= 2.
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Now, using the quadratic constraints from (1), we have that
− Rk,k2Rk1,k2 + Rk,k1Rk1,k2 =−1+ Rk,k1Rk,k2 ,
− Rk,k2Rk1,k2 − Rk1,kRk1,k2 =−1− Rk1,kRk,k2 ,
Rk2,kRk1,k2 − Rk1,kRk1,k2 =−1+ Rk1,kRk2,k
and thus∑
k<k1
(−1+ Rk,k1Rk,k2 )+
∑
k1<k<k2
(−1− Rk1,kRk,k2 )+
∑
k2<k
(−1+ Rk1,kRk2,k)= 2,
which is equivalent to
∑
k<k1
Rk,k1Rk,k2 −
∑
k1<k<k2
Rk1,kRk,k2 +
∑
k2<k
Rk1,kRk2,k = n.
But since the left-hand side is bounded above by n− 2, we have a contradiction. 
It remains to express the objective function of the ODSAP in terms of the variables Rij . It sufﬁces to observe that the sum of
the lengths of the facilities between i and j can be expressed as
∑
k =i,j
k
(1− RkiRkj
2
)
.
The justiﬁcation for this fact is the observation that k is between i and j if and only if Rki = −Rkj holds, or equivalently,
RkiRkj =−1. The objective is thus to minimize
∑
i<j
cij

i + j
2
+
∑
k =i,j
k
(1− RkiRkj
2
)=∑
i<j
cij



 n∑
k=1
k
2

− ∑
k =i,j
k
RkiRkj
2


=

∑
i<j
cij
2



 n∑
k=1
k

−∑
i<j
cij
2

∑
k<i
kRkiRkj −
∑
i<k<j
kRikRkj +
∑
k>j
kRikRjk


and hence our formulation of the ODSAP is
min K −
∑
i<j
cij
2

∑
k<i
kRkiRkj −
∑
i<k<j
kRikRkj +
∑
k>j
kRikRjk


s.t.
RijRjk − RijRik − RikRjk =−1 for all triples i < j < k,
R2ij = 1 for all i < j ,
where
K =

∑
i<j
cij
2



 n∑
k=1
k


.
We point out that if every Rij variable is replaced by its negative, then there is no change whatsoever to the formulation. This
is how our formulation, and the subsequent SDP relaxation, implicitly take into account the natural symmetry of the ODSAP.
2.1. Formulation in matrix space and SDP relaxation
Since our objective is to apply SDP to the ODSAP, the next step is to formulate the ODSAP in the space of real symmetric
matrices. Let P denote the set of all pairs (i, j) such that i < j , thus the cardinality of P is
(n
2
)
. Deﬁne the vector v of length
(n
2
)
v := (Rp1 , . . . , Rp( n2 ) )
T
118 M.F. Anjos et al. /Discrete Optimization 2 (2005) 113–122
and using v, construct the rank-one matrix
X := vvT,
whose rows and columns are indexed by P. By construction of X, we have that Xpi,pj = RpiRpj for all pi, pj ∈ P . Using the
matrix variable X, we can formulate the ODSAP as
min K −
∑
i<j
cij
2

∑
k<i
kXki,kj −
∑
i<k<j
kXik,kj +
∑
k>j
kXik,jk


s.t.
Xij,jk −Xij,ik −Xik,jk =−1 for all triples i < j < k,
diag(X)= e,
rank(X)= 1,
X  0, (3)
where diag(X) represents a vector containing the diagonal elements of X, e denotes the vector of all ones, and X  0 denotes
that X is symmetric positive semideﬁnite.
Relaxing this formulation by omitting the rank constraint yields an SDP relaxation for the ODSAP. Note that unless the
optimal matrix X∗ has exactly rank one, we will obtain only a lower bound on the optimal value of the ODSAP, and not a
feasible solution.
This motivates the need for a heuristic to extract an actual ordering from the optimal matrix for the SDP relaxation. We
introduce such a heuristic in the next section.
3. SDP-based Heuristic to obtain a layout
The SDP relaxation (3) is similar in structure to the max-cut relaxation, for which Goemans and Williamson analyzed a
well-known randomized rounding procedure [7]. However, we cannot use that procedure because it does not guarantee that we
will obtain a valid representation of a permutation. This is because it does not ensure that the equality constraints (1) hold. This
is the reason why we devised a different procedure to get a permutation from the optimal solution to the SDP relaxation.
Let X∗ be the optimal solution to the SDP relaxation, and suppose we chose p1 = (1, 2) in the construction of the SDP. If we
set R12=+1, then we can scan the ﬁrst row ofX∗ and assign the valueX12,ij to the variable Rij , for every pair (i, j) = (1, 2).
(Note that every value assigned to an Rij is in the interval [−1, 1] because every feasible X for the SDP is a correlation matrix.)
Using these values, we then generate the Pk values using Eq. (2). From these we get the corresponding pk values, and sorting
these (in decreasing or increasing order, whichever satisﬁesR12=+1) we obtain a valid permutation of the facilities. The choice
of R12 =+1 is arbitrary, and simply breaks the symmetry that the SDP formulation takes into account.
Example 1. We illustrate our approach by applying it to the 5-facility example in [23]. The facility lengths are
1 = 1, 2 = 3, 3 = 4, 4 = 6, 5 = 7
and the non-zero pairwise connectivities are
c12 = 2, c13 = 1, c15 = 1, c24 = 2, c25 = 2, c34 = 6, c35 = 3, c45 = 4.
Solving the SDP relaxation, we ﬁnd an optimal value of 150.3 and the following optimal matrix X:


1.0000 −0.9444 −1.0000 −0.9444 −1.0000 0.1667 −1.0000 −1.0000 0.9444 0.9444
−0.9444 1.0000 0.9444 1.0000 0.9444 0.1667 0.9444 0.9444 −1.0000 −1.0000
−1.0000 0.9444 1.0000 0.9444 1.0000 −0.1667 1.0000 1.0000 −0.9444 −0.9444
−0.9444 1.0000 0.9444 1.0000 0.9444 0.1667 0.9444 0.9444 −1.0000 −1.0000
−1.0000 0.9444 1.0000 0.9444 1.0000 −0.1667 1.0000 1.0000 −0.9444 −0.9444
0.1667 0.1667 −0.1667 0.1667 −0.1667 1.0000 −0.1667 −0.1667 −0.1667 −0.1667
−1.0000 0.9444 1.0000 0.9444 1.0000 −0.1667 1.0000 1.0000 −0.9444 −0.9444
−1.0000 0.9444 1.0000 0.9444 1.0000 −0.1667 1.0000 1.0000 −0.9444 −0.9444
0.9444 −1.0000 −0.9444 −1.0000 −0.9444 −0.1667 −0.9444 −0.9444 1.0000 1.0000
0.9444 −1.0000 −0.9444 −1.0000 −0.9444 −0.1667 −0.9444 −0.9444 1.0000 1.0000


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where the rows and columns of the matrix are indexed using the following ordering of the pairs in P: (1, 2), (1, 3), (2, 3), (1, 4),
(2, 4), (3, 4), (1, 5), (2, 5), (3, 5), (4, 5).
Setting R12 =+1, we deduce that
R13 =−0.9444, R23 =−1.0000, R14 =−0.9444, R24 =−1.0000, R34 = 0.1667,
R15 =−1.0000, R25 =−1.0000, R35 = 0.9444, R45 = 0.9444
and hence
P1 = R12 + R13 + R14 + R15 =−1.8888,
P2 = R21 + R23 + R24 + R25 =−4.0000,
P3 = R31 + R32 + R34 + R35 = 3.0555,
P4 = R41 + R42 + R43 + R45 = 2.7221,
P5 = R51 + R52 + R53 + R54 = 0.1112
and hence
p1 = 2.0556, p2 = 1, p3 = 4.52775, p4 = 4.36105, p5 = 3.0556.
Sorting these values in decreasing order (so that R12 =+1 is satisﬁed), we obtain the permutation (3, 4, 5, 1, 2). It is straight-
forward to check that this permutation has total cost equal to 151. This gives us a relative gap of
151− 150.3
151
= 0.0044.
4. Computational results
The computational results are in two parts. First, we show the results obtained by the SDP approach on a set of six test problems
from the literature, ranging in dimension from 8 to 30 facilities. Then, we randomly generated ODSAP instances of various
dimensions and were able to compute layouts with corresponding bounds on the distance to global optimality for instances with
up to 80 facilities. All the computational results were obtained on a 2.4GHz Pentium IV with 1.5Gb of RAM.
We report results using two different SDP solvers. In Section 4.1, we consider problems with up to 30 facilities for which
we were able to solve the SDP relaxations to optimality using the primal-dual interior-point algorithm implemented in SDPT3
(version 3.2) [30]. For larger problems, however, the memory requirements of interior-point algorithms are too high, so we used
instead the spectral bundle (SB) solver [11,12]. This algorithm is able to handle very large SDPs, but a drawback is that its
convergence is typically much slower. However, we can stop SB once it is sufﬁciently close to the optimal solution, and hence
we still obtain a lower bound on the global minimum, and an approximate optimal matrix to which we can apply our heuristic.
The results for problems with up to 80 facilities are presented in Section 4.2.
4.1. ODSAPs from the literature
For instances with up to 30 facilities, we solve the SDPs to optimality using SDPT3 (version 3.2) [30]. We present the results
of the SDP approach on the six largest instances used for comparing various heuristics in [20]. For each of these instances, Table
1 provides the source in the literature, the number of facilities, the global lower bound obtained with the SDP relaxation, and the
CPU time for solving the SDP relaxation.
Table 1
SDP lower bounds for ODSAPs from the literature
Instance Problem source Number of facilities SDP bound CPU time (s)
Lit-1 [29] 8 2324.5 0.5
Lit-2 [29] 10 2773.9 0.9
Lit-3 [29] 11 6846.6 1.0
Lit-4 [23] 11 6847.6 1.0
Lit-5 [15] 20 15 285.9 24.3
Lit-6 [15] 30 43 963.7 499.0
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Table 2
Results for a set of ODSAP instances from the literature
Instance Best layout from [13] Best layout from [20] with 1 pass Best layout from [20] w/several passes Layout by SDP heuristic
Lit-1 2324.5 (0%) 2324.5 (0%) 2324.5 (0%) 2324.5 (0%)
Lit-2 2781.5 (0.27%) 2781.5 (0.27%) 2781.5 (0.27%) 2781.5 (0.27%)
Lit-3 6933.5 (1.24%) 6953.5 (1.54%) 6953.5 (1.54%) 7083.5 (3.34%)
Lit-4 6933.5 (1.24%) 7265.5 (5.75%) 7265.5 (5.75%) 7083.5 (3.33%)
Lit-5 15 602.0 (2.03%) 15 971.0 (4.29%) 15 549.0 (1.69%) 15 804.0 (3.28%)
Lit-6 45 111.0 (2.54%) 45 308.5 (2.97%) 44 466.5 (1.13%) 48 560.0 (9.47%)
Table 3
Improved results for the SDP approach to problem Lit-6
SDP optimal value with X(1,2),(3,26) =+1 SDP optimal value with X(1,2),(3,26) =−1 Improved global lower bound
44 175.5 44 107.8 44 107.8
To assess the quality of the SDP bounds, we compare them to the total cost of computed layouts. This comparison is done
in Table 2, where we computed for each layout the maximum distance to global optimality as a percentage of the total cost
of the layout. To the best of our knowledge, the layouts obtained in [13] are equal or better than the best previously known
solutions. Subsequently, some of these results were further improved in [20] where the layouts were improved by applying a
greedy pairwise exchange algorithm. For each instance, the columns of Table 2, respectively, list the best layout from [13]; the
best layout from [20] using one pass of the pairwise exchange algorithm; the best layout from [20] using multiple passes of
exchange algorithm (it is repeated until it provides no further improvement); and the layout obtained using the SDP heuristic.
Two comments are in order. Firstly, we quote the results from [20], even though these results have been improved by applying
a greedy pairwise exchange algorithm, and therefore are not fully comparable to ours, since we did not use any such exchange
algorithm. Of course, the exchange algorithm could be applied to the layout obtained using our heuristic, and might improve it.
Nonetheless, it is interesting that even without applying such a procedure, the results obtained by the SDP approach are almost
always competitive with the best layouts from [13,20]. Secondly, the CPU times for solving the SDP relaxation are not directly
comparable to timings in the literature due to the differences in computing platforms. The main point we wish to make is that
the time required to solve the SDP relaxations for instances with up to 30 facilities is competitive with typical times required by
most approaches in the literature.
In summary, we see that the SDP bounds are remarkably tight for these six instances. In fact, the SDP bound proves the
optimality of the layout for the instance Lit-1. As regards the SDP heuristic, it also provides reasonable layouts, although it is
rather weak for problem Lit-6. We use this problem to show how the SDP lower bound and heuristic layout can be improved.
4.1.1. Improving the SDP results
To improve the SDP bound, we branch on a variable on the ﬁrst row of the optimal matrixX∗ whose absolute value is smallest.
The idea behind this heuristic is that for the rank-one matrices corresponding to the permutations, all the entries equal±1; hence
entries with small magnitude are less desirable.
We illustrate this strategy by applying it to the instance Lit-6 above, for which the SDP bound is weakest. The smallest element
in the ﬁrst row of the optimal matrix X is X(1,2),(3,26). We therefore solve two more SDPs, one with this entry ﬁxed to +1 and
the second with the entry ﬁxed to −1. Table 3 reports the two SDP optimal values, the lowest of which becomes the improved
global lower bound for the instance. By applying the SDP heuristic to the optimal matrices of the two additional SDPs, we obtain
two more layouts for the instance. We now have three layouts for this instance obtained using the SDP approach, and we report
the best one in Table 4, along with a revised version of the last row in Table 2. In particular, we have now proved that the layout
from [20] with total cost equal to 44 466.5 is very close to optimality (Table 4).
4.2. Randomly generated ODSAPs
To explore the effectiveness of the SDP approach on larger instances of the ODSAP, we randomly generated instances with
60 facilities or more, and we used the SB solver for these instances. We allowed SB to run for a number of hours of CPU time,
which depended on the number of facilities in the instance since the time required to compute meaningful bounds and layouts
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Table 4
Improved results for the SDP approach to problem Lit-6
Instance Best layout Best layout Best layout Layout by
from [13] from [20] from [20] SDP heuristic
with 1 pass w/several passes
Lit-6 45 111.0 (2.22%) 45 308.5 (2.65%) 44 466.5 (0.81%) 45 605 (3.28%)
Table 5
Results for randomly generated ODSAPs
Instance Number of Cutoff for SDP bound Cost of layout Bound on
facilities SB method on the global obtained from distance
optimal value SDP heuristic to optimality (%)
60-01 60 5h 1 408 049.1 1 493 704 5.73
60-02 60 5h 815 375.5 843 644 3.35
60-03 60 5h 636 792.5 656 272.5 2.97
60-04 60 5h 379 147.2 405 433 6.48
60-05 60 5h 307 316.3 319 501 3.81
70-01 70 7h 1 474 588.6 1 543 098 4.44
70-02 70 7h 1 379 499.1 1 494 182 7.68
70-03 70 7h 1 486 991.4 1 524 171 2.44
70-04 70 7h 940 788.7 974 856 3.49
70-05 70 7h 4 087 129.8 4 230 912.5 3.40
75-01 75 10h 2 354 760.1 2 399 583.5 1.87
75-02 75 10h 4 259 839.0 4 348 544 2.04
75-03 75 10h 1 163 821.2 1 295 085 10.14
75-04 75 10h 3 870 173.2 3 949 276.5 2.00
75-05 75 10h 1 733 479.3 1 816 455 4.57
80-01 80 10h 1 890 976.8 2 138 083.5 11.56
80-02 80 10h 1 792 886.9 1 939 938 7.58
80-03 80 10h 3 114 020.8 3 332 421 6.55
80-04 80 10h 3 670 609.2 3 773 429 2.72
80-05 80 10h 1 517 047.0 1 611 495 5.86
using our heuristic increased with the number of facilities. We found that with up to 10 hours of CPU time, the SDP approach
was applicable to ODSAPs with up to 80 facilities. The results are reported in Table 5, where we see that the SDP approach is
generally quite effective, even when the SB solver reaches the time limit before the SDP relaxation is solved to optimality, as
was the case for all these instances.
This shows that the SDP relaxation can be applied to fairly large instances of the ODSAP, and generally provides good layouts
accompanied by a measure of their maximum distance to guaranteed optimality. Whenever the results are not satisfactory, it is
always possible to improve the global bound, and possibly the layout, by using the branching technique described in Section
4.1.1.
5. Conclusion
We have presented an SDP relaxation providing a lower bound on the optimal value of the ODSAP. This is the ﬁrst non-trivial
global lower bound for the ODSAP in the published literature. Furthermore, we have proposed a simple heuristic procedure
which extracts a feasible solution to the ODSAP from the optimal matrix solution to the SDP relaxation. Our computational
results suggest that this heuristic yields a solution which is consistently within a few percentage points of the global optimal
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solution. If desired, the lower bound can be improved by using a simple branching step and solving some additional SDPs. The
main limitation of our approach is that the memory requirements and computational time required to solve large SDP relaxations
increase very rapidly. However, important advances are being made in the development of algorithms for solving large SDPs
[4–6,10,17,18,25,31], and therefore we believe that this technique will eventually be applicable to very large instances of the
ODSAP.
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