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Introduction
The study of 2-protected nodes in classes of random trees is in the vogue. Cheon and Shapiro [1] investigate the average number of 2-protected nodes in unlabeled, ordered trees and in unary-binary trees (those with 0, 1, or 2 children per node). Mansour [2] considers the average number of 2-protected nodes in k-ary trees. Recently, Du and Prodinger [3] have analyzed the average of this parameter in random digital trees, with a uniform probability model.
In this article, we consider the number of 2-protected nodes in a random binary search tree (BST). These are binary trees, like those in the 2-ary case of Mansour [2] , but differ in their underlying probability distribution. Those in [2] are uniformly distributed, i.e., all trees of the same size (number of nodes) are equally likely. In contrast, the BST grows from a random permutation that induces a BST probability model, which is nonuniform. The BST model is of prime importance in computer science as it represents the backbone of some fundamental algorithms, such as Quicksort (see Knuth [4] or Mahmoud [5] ), and are basic efficient data structures in their own right (see Mahmoud [6] ).
The BST grows from a uniformly random permutation (π 1 , π 2 , . . . , π n ), of {1, 2, . . . , n}, as follows. In the computer science jargon, elements of the permutation are often called keys. The first key π 1 goes into the root node of a tree, with distinguished left and right subtrees (which are empty as of yet). The second key is guided to the left subtree, if it is smaller than the root key (i.e., if π 2 < π 1 ), where it is inserted in a node and linked as a left child of the root; otherwise (i.e., if π 2 > π 1 ) the second key goes into the right subtree, where it is inserted in a node and linked as a right child of the root.
Subsequent keys go to the left or right subtrees, according to whether they are smaller than the root key or not, where they are inserted recursively in the subtree by the same algorithm. Note that when the permutations of {1, 2, . . . , n} are equally likely, they give rise to a nonuniform probability distribution on the shapes of BST. We call such distribution the BST probability model. This BST probability model is deemed more relevant to computer science applications than the uniform model on binary trees as it conforms more closely to the nature of data arising in sorting and searching applications. For instance, data samples of size n taken from any arbitrary continuous distribution have ranks that are almost surely (since ties occur with probability 0) a random permutation on {1, 2, . . . , n}. Such real-numbered data can be assimilated by their ranks to build a binary tree with the aforementioned BST distribution.
A node with no descendants in a BST is a leaf. A node in a BST is said to be a 2-protected node if its distance (measured in number of edges) to the nearest descendant leaf is at least 2. Fig. 1 shows a BST of size 9 grown from the permutation (5, 9, 6, 4, 7, 2, 3, 1, 8). The nodes represented by bold circles are 2-protected.
In this note, we investigate the number of 2-protected nodes in a BST. Our program does not stop at the derivation of mean, but continues to find asymptotic distributions.
Moments of the number of 2-protected nodes
Let the number of 2-protected nodes in a random BST of size n be X n . In the tree shown in Fig. 1 , X 9 = 4. Let U n be the size in the left subtree of the root, and so n − 1 − U n is the size of the right subtree. In view of the BST probability model, the root is equally likely to be any of the numbers in the set {1, 2, . . . , n}. Thus, U n is uniformly distributed on the set {0, . . . , n − 1}, and so symmetrically is n − 1 − U n . Let R n be the event that the root node is not 2-protected. Event R n occurs if:
• the root is a leaf itself (n = 1), or • both children of the root are leaves (possible when n = 3), or • the root has exactly one child that is a leaf.
For n ≥ 1, we have a stochastic recurrence for X n . It is the combined number of 2-protected nodes in the two subtrees of the root, plus 1 (to account for the root being 2-protected) unless R n occurs. Thus, we have an equality in distribution, namely,
(Note: the tilded random variable  X n−1−U n is conditionally independent of X U n (given U n ).) The variables X 0 , X 1 , X 2 are always 0. We are using an indicator notation, i.e., 1 R n = 1, if R n occurs, and 0 otherwise. Thus, for the moment generating function
When n ≥ 4, we see that R n only occurs if U n = 1 (i.e., the left child of the root is a leaf) or n − 1 − U n = 1 (i.e., the right child of the root is a leaf). (For n ≥ 4, both children of the root cannot simultaneously be leaves.) Since X U n and X n−1−U n are conditionally independent (given U n ), a recurrence ensues by conditioning on U n . Namely, for n ≥ 4, we have
Differentiating r times with respect to t, then setting t = 0, gives a recursion for E[X r n ]. As r increases, the recurrence equations quickly become more complicated, a phenomenon commonly called the combinatorial explosion. It is sufficient for our purpose to get an exact solution for the recurrence relations for the first two moments, and from there we shall manage to get a shortcut to the higher asymptotic moments.
For r = 1 and n ≥ 4, we obtain a recurrence for the mean, namely,
The recurrence for nE[X n ] can be solved by standard methods such as differencing, for example. If we denote Eq. (2) as S(n), then for n ≥ 5, we see S(n) − S(n − 1) has telescoping sums that disappear, and the resulting linear recurrence can be easily solved, with boundary conditions , for n ≥ 4.
For r = 2, we use (1) to develop a recurrence for the second moment: 
, for n ≥ 8.
Note the exact cancellation of the quadratic terms, leaving only a linear variance, which gives a chance for asymptotic normality to hold, as it fits nicely into the ''two moments and a recurrence paradigm'' given by Pittel [7] .
Moments of arbitrarily high degree can be found similarly. For instance, we have 
Asymptotic normality
The main result of this note is the following. Proof. Let X *
n), and
be its moment generating function. The recurrence (1) can be ''normalized'' in the form
which we can write as
In view of Pittel's paradigm [7] , a limit φ X * (u) (the moment generating function of a limiting random variable X * ) exists, as n → ∞. Passage to the limit in the latter relation yields
Put k/n = x k,n to represent the last relation as
where ∆x k,n = x k,n − x k−1,n is the difference operator, and the summation index x k,n moves up in increments of size 1/n.
By the usual interpretation of Riemann integrals, we finally write
This integral functional equation has the function e c 2 u 2 /2 as a solution. This function is the moment generating function of the normal N (0, c 2 ) random variable. By Lévy's continuity theorem we get the desired convergence in distribution:
for an appropriate value of c 2 . Of course, it must be 29 225
, the coefficient of the leading asymptotic term in the variance.
Extended binary search trees
BSTs are often extended by adding special external nodes as children. A sufficient number of these external nodes are supplied to each original node (now thought of as internal) to make its outdegree equal to two. In this variant, the 2-protected nodes are cushioned from the external nodes by at least one internal node. As an example, see Fig. 2 , in which we have added the external nodes to the tree in Fig. 1 , and we have again noted the 2-protected nodes for this modified model in bold.
If X n denotes the number of 2-protected nodes in extended binary trees, then we have , for n ≥ 4. The corresponding central limit result is
These results can be obtained by very similar methods as those we applied to the unextended BST. However, most of these results for extended BSTs are already implied in the published literature. For instance, in the extended BST the 2-protected nodes are the nodes of outdegree 2 in the tree before it got extended. The exact average of these appears in [8] .
The asymptotic distribution appears in [9] , where he uses an m-dependent central limit theorem for stationary random variables, due to Hoeffding and Robbins [10] . Mahmoud [11] gives an account of a proof based on modeling by Pólya urn models. The only thing new here is the exact variance, which we get via the exact second moment, Another new aspect is that we can again use our recursive methods to develop exact higher moments for the number of 2-protected nodes in an extended BST, e.g., 
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