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Abstract
It is known that in any r-coloring of the edges of a complete r-uniform hypergraph,
there exists a spanning monochromatic component. Given a Steiner triple system on
n vertices, what is the largest monochromatic component one can guarantee in an
arbitrary 3-coloring of the edges?
Gya´rfa´s [14] proved that (2n+ 3)/3 is an absolute lower bound and that this lower
bound is best possible for infinitely many n. On the other hand, we prove that for almost
all Steiner triple systems the lower bound is actually (1− o(1))n. We obtain this result
as a consequence of a more general theorem which shows that the lower bound depends
on the size of a largest 3-partite hole (that is, sets X1, X2, X3 with |X1| = |X2| = |X3|
such that no edge intersects all of X1, X2, X3) in the Steiner triple system (Gya´rfa´s
previously observed that the upper bound depends on this parameter). Furthermore,
we show that this lower bound is tight unless the coloring has a particular structure.
We also suggest a variety of other Ramsey problems in the setting of Steiner triple
systems.
1 Introduction
Given a hypergraphH, letH(2) be the shadow-graph ofH; that is, the 2-uniform hypergraph
on V (H) where {x, y} ∈ E(H(2)) if and only if there exists e ∈ E(H) such that {x, y} ⊆ e.
We say that H is connected if H(2) is connected. The components of H are the maximal
connected subgraphs of H.
For a hypergraph H, let mcr(H) be the largest integer m such that in every r-coloring
of the edges of H, there exists a monochromatic component on at least m vertices. It is well
known [13] that for all r ≥ 2, mcr(Krn) = n (when r = 2 this is equivalent to the statement
“a graph or its complement is connected”).
First note that for any hypergraph H, we have mcr(H) ≥ mcr(H(2)). So if H has
the property that every pair of vertices is contained in at least one edge, then mcr(H) ≥
mcr(Kn) ≥ nr−1 , where the last inequality holds by a well-known result of Gya´rfa´s [13].
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For n ≡ 1, 3 mod 6, let Sn be the family of all Steiner triple systems on n vertices. The
purpose of this paper is to address the following question: Given Sn ∈ Sn, what is the value
of mc3(Sn)? Note that by the previous observation, we trivially have mc3(Sn) ≥ n2 for all
Sn ∈ Sn.
This question unexpectedly led to the consideration of the following independence-type
parameter. Given a hypergraph H, let α∗k(H) be the maximum integer a
∗
k such that there
exists disjoint sets X1,X2, . . . ,Xk ⊆ V (H) with |X1| = |X2| = · · · = |Xk| = a∗k such that
for all e ∈ E(H), e ∩Xi = ∅ for some i ∈ [k]. We call the sets X1, . . . ,Xk a k-partite hole
and we say α∗k is the k-partite-hole number of H.
Proposition 1.1. For all k-uniform hypergraphs H, mck(H) ≤ n− α∗k(H).
Proof. Let ak := α
∗
k(H). Let X1,X2, . . . ,Xk ⊆ V (H) with |X1| = |X2| = · · · = |Xk| = ak
such that for all e ∈ E(H), e ∩Xi = ∅ for some i ∈ [r]. Color every edge which avoids Xi
with color i for all i ∈ [k]. Note that every component of color i avoids Xi, so mck(H) ≤
n− ak.
After a draft of this paper appeared on arXiv, we were made aware of the fact that this
problem and the above connection between the two parameters had been studied earlier by
Gya´rfa´s [14] (what we call a 3-partite hole, he calls a “cross”). He proved the following:
Theorem 1.2 (Gya´rfa´s [14, Theorem 1, Lemma 3, Theorem 4]).
(i) For n ≡ 1, 3 mod 6, min
Sn∈Sn
mc3(Sn) ≥ 2n/3 + 1.
(ii) For n ≡ 1, 3 mod 6, min
Sn∈Sn
mc3(Sn) ≤ n− max
Sn∈Sn
α∗3(Sn).
(iii) For n ≡ 3 mod 18, max
Sn∈Sn
α∗3(Sn) = n/3− 1; consequently, min
Sn∈Sn
mc3(Sn) = 2n/3 + 1.
Our work can now be viewed as an extension of the results in [14]. As mentioned above,
Gya´rfa´s proves an upper bound on mc3(Sn) in terms of α
∗
3(Sn) and proves an absolute lower
bound on mc3(Sn). Our first main result is a lower bound on mc3(Sn) in terms of α
∗
3(Sn).
Theorem 1.3. For all Sn ∈ Sn, mc3(Sn) ≥ n− 2α∗3(Sn).
Note that in Theorem 2.4 we prove a stronger statement which together with Proposition
1.1 shows that either mc3(Sn) = n− α∗3(Sn), or the coloring must look a certain way. As a
corollary of Theorem 2.4 we recover Theorem 1.2(i).
We use Theorem 1.3 together with some recent methods developed by Kwan [18] to
prove that for almost every Sn ∈ Sn, we have mc3(Sn) = (1− o(1))n.
Theorem 1.4. There exists a constant δ > 0 such that for n ≡ 1, 3 mod 6, if Sn ∈ Sn is
chosen uniformly at random, then a.a.s.
mc3(Sn) ≥ n− 2n1−δ.
In Corollary 2.1, we show that for all Sn ∈ Sn, mc3(Sn) ≤ n − .4173
√
n log n. Thus it
would be interesting to determine whether the lower bound in Theorem 1.4 can be improved
to n−O(√n log n).
Additionally, in the process of proving Theorem 1.4, we answer a problem raised in
[14, Problem 8] regarding the minimum and maximum values that α∗(Sn) may attain (see
Theorem 3.1 and the discussion which follows for more details).
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2 General bounds for hypergraphs
Given a hypergraph H, let α(H) be the maximum integer a such that there exists a set
A ⊆ V (H) such for all e ∈ E(H), e 6⊆ A.
Note that α∗k is bounded below by a constant factor of α, since for any k-graph H we
have α∗k(H) ≥ ⌊α(H)/k⌋. However, there are hypergraphs H for which α∗k(H) is arbitrarily
larger than α(H). For instance, take k disjoint sets of size n/k and add all edges except
those which touch all k of the sets, then α(H) = k, but α∗k(H) = n/k. Phelps and Rodl
[20] showed that there exists a constant c such that for all Sn, α(Sn) ≥ c
√
n log n (in fact
they proved this for all linear 3-uniform hypergraphs). The constant was improved in [7]
and improved further to .417 in [16]. Combining this lower bound with Proposition 1.1 we
get the following corollary.
Corollary 2.1. For all Sn ∈ Sn, mc3(Sn) ≤ n − α∗3(Sn) ≤ n − 1. Furthermore, for all
Sn ∈ Sn, mc3(Sn) ≤ n− α∗3(Sn) ≤ n− .4173
√
n log n.
Grable, Phelps, and Ro¨dl [12] proved that the lower bound on the independence number
given above is best possible up to the constant term; that is, there exists an infinite family
of Steiner triple systems Sni such that α(Sni) ≤
√
Cni log ni for some constant C (in [9], it
is mentioned that one can take C = 3). We raise the following problem.
Problem 2.2. Does there exist an infinite family of Steiner triple systems Sni such that
α∗3(Sni) = O(
√
ni log ni)?
We say that δ2(H) ≥ 1 if every pair of vertices in H is contained in an edge. We will
prove a lower bound on mc3(H) for all H with δ2(H) ≥ 1. We use the following lemma
which appears in [8]. We reproduce it here for completeness.
Lemma 2.3. Let K be a complete graph (on a finite or infinite vertex set). For every
3-coloring of K, either
(i) there exists a monochromatic connected subgraph on n vertices, or
(ii) there exists a partition {W,X, Y,Z} of [n] (all parts non-empty), such that B1 :=
[W,X] and B2 := [Y,Z] are complete in blue, R1 := [W,Y ] and R2 := [X,Z] are
complete in red, and G1 := [W,Z] and G2 := [X,Y ] are complete in green.
(iii) there exists a partition {W,X, Y,Z} of [n] with X,Y,Z non-empty such that B :=
W∪X∪Y is connected in blue, R :=W∪X∪Z is connected in red, and G :=W∪Y ∪Z
is connected in green. Furthermore, [X,Y ] is complete in blue, [X,Z] is complete in
red, and [Y,Z] is complete in green, whereas no edge in [W,X] is green, no edge in
[W,Y ] is red, and no edge in [W,Z] is blue.
Proof. Suppose B is a maximal monochromatic, say blue, connected subgraph and set
U = V (K) \ B. If U = ∅ then we are in case (i); so suppose not. Note that all edges from
B to U are either red or green. Let R be a maximal, say red, component which intersects
both B and U . By the maximality of B, we have B \R 6= ∅.
First suppose U \ R 6= ∅. In this case, both [B ∩ R,U \ R] and [B \ R,U ∩ R] are
complete in green. This implies [B ∩ R,U ∩ R] and [B \ R,U \ R] are complete in red
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and [B ∩ R,B \R] and [U ∩R,U \R] are complete in blue. So we are in case (ii), setting
W := B ∩R, X := B \R, Y := U ∩R, and Z := U \R.
Finally, suppose U \ R = ∅. In this case [B \ R,U ] is complete in green, so there is
a maximal green component G containing U ∪ (B \ R). Then we are in case (iii), setting
W := B ∩R ∩G, X := B \G, Y := B \R, and Z := U .
Theorem 2.4. Let H be a 3-graph with δ2(H) ≥ 1. Then mc3(H) ≥ n − 2α∗3(H). In
fact, we have mc3(H) ≥ n−α∗3(H) unless there is a partition {V1, V2, V3, V4} of V (H) with
|V1| ≥ |V2| ≥ |V3| ≥ |V4| and α∗3(H) ≥ |V2| ≥ |V3| ≥ |V4| such that no edge of H intersects
three of the sets V1, V2, V3, V4, in which case there are monochromatic components of orders
n− α∗3(H) > |V1|+ |V2|, |V1|+ |V3|, |V1|+ |V4| ≥ n− 2α∗3(H) respectively.
Proof. Let a3 := α
∗
3(H). Given a 3-coloring of H, let K be the 3-colored complete graph
on V (H) obtained by letting uv be an edge of color i if there exists an edge e of color i in
H such that {u, v} ⊆ e (if there are edges of H of multiple colors containing {u, v}, choose
a color arbitrarily). Now apply Lemma 2.3 to K.
If we are in Case (i), then we have a monochromatic component of order n in H.
Suppose we are in Case (ii) and without loss of generality, suppose |W | ≥ |X| ≥ |Y | ≥
|Z|. Because of the structure of Case (ii), no edge from H intersects three of the sets
W,X, Y,Z which implies that |Y | ≤ a3. If |X| > a3, then again since no edge from H inter-
sects three of the sets W,X, Y,Z we must have |Y ∪Z| ≤ a3. Now there is a monochromatic
component on at least |W | + |X| = n − |Y ∪ Z| ≥ n − a3 vertices. So suppose |X| ≤ a3.
Now there is a monochromatic component on |W | + |X| = n − |Y | − |Z| ≥ n − 2a3 ver-
tices, a monochromatic component on |W |+ |Y | = n− |X| − |Z| ≥ n− 2a3 vertices, and a
monochromatic component on |W |+ |Z| = n− |X| − |Y | ≥ n− 2a3 vertices.
Suppose we are in Case (iii) and without loss of generality, suppose |X| ≥ |Y | ≥ |Z|.
Because of the structure of Case (iii), no edge from H intersects all three of X,Y,Z which
implies |Z| ≤ a3. But now there is a monochromatic component in H on |W |+ |X|+ |Y | =
n− |Z| ≥ n− a3 vertices.
Let Hk(n, p) be the binomial random k-uniform hypergraph on n vertices where each
edge appears independently with probability p. Krivelevich and Sudakov [17] proved that
for ω
(
1
nk−1
)
= p = o(1),
α(Hk(n, p)) = (1 + o(1))
(
k! log n
p
)1/(k−1)
. (1)
Note that the lower bound is the difficult part of the above estimate, whereas the upper
bound is a straightforward first moment calculation. A similar first moment calculation
(c.f. [16, Section 3.2]) shows that
α∗k(Hk(n, p)) ≤
(
k log n
p
)1/(k−1)
. (2)
And another straightforward calculation shows that for c > 2 and p > c lognn we have
δ2(H3(n, p)) ≥ 1. Thus we obtain the following corollary.
4
Corollary 2.5.
(i) For ω
(
1
nk−1
)
= p = o(1), mck(Hk(n, p)) ≤ n− (1− o(1))
(
k! logn
p
)1/(k−1)
.
(ii) For c > 2 and p > c lognn , mc3(H3(n, p)) ≥ n− 2
(
3 logn
p
)1/2
.
Proof. (i) We have α∗k(Hk(n, p)) ≥ ⌊α(Hk(n,p))k ⌋
(1)
≥ (1− o(1))
(
k! logn
p
)1/(k−1)
and thus the
result follows from Theorem 1.1.
(ii) By (2), we have α∗3(H3(n, p)) ≤
(
3 logn
p
)1/2
, and thus for c > 2 and p > c lognn , we
have δ2(H3(n, p)) ≥ 1 and the result follows from Theorem 2.4.
Note that in [3], the authors prove that mck(Hk(n, p)) ≥ (1− o(1))n provided pnk−1 →
∞, so the above gives more precise quantitative bounds in certain cases.
3 Random Steiner triple systems
In this section we prove Theorem 1.4. That is, we show that with probability approaching
1 as n→∞, a randomly chosen Steiner triple system Sn has the property that mc3(Sn) ≥
(1−o(1))n. We obtain this as a consequence of Theorem 1.3 and the following discrepancy-
type result.1
Theorem 3.1. There exists a constant δ > 0 such that for n ≡ 1, 3 mod 6 if Sn ∈ Sn is
chosen uniformly at random, then a.a.s.
α∗3(Sn) ≤ n1−δ.
Corollary 3.2. There exists a constant δ > 0 such that for n ≡ 1, 3 mod 6 if Sn ∈ Sn is
chosen uniformly at random, then a.a.s.
mc3(Sn) ≥ n− 2n1−δ.
Gya´rfa´s [14, Problem 8] asks if min
Sn∈Sn
α∗(Sn) is significantly smaller than max
Sn∈Sn
α∗(Sn).
When n ≡ 3 mod 18, Gya´rfa´s proves that max
Sn∈Sn
α∗(Sn) =
n
3
− 1; furthermore, for all
n ≡ 1, 3 mod 6, there exists Sn ∈ Sn with α∗3(Sn) ≥ 2⌊n/9⌋ (see Section 6). So Theorem 3.1
provides an affirmative answer to [14, Problem 8] for all sufficiently large n ≡ 1, 3 mod 6.
We prove Theorem 3.1 using the recent results of Kwan [18] which say that if one can
show that if a particular property happens with extremely high probability in an appro-
priately defined random 3-uniform hypergraph, then it also happens with high probability
in a randomly chosen Steiner triple system. Before making this precise we need several
definitions.
1We note that in a very recent paper, Ferber and Kwan prove a stronger discrepancy theorem [10,
Theorem 8.1] which implies α∗3(Sn) = o(n) a.a.s. for Sn ∈ Sn chosen uniformly at random. While their
discrepancy result is stronger, the upper bound on α∗3(Sn) which follows from their result would be weaker
than in Theorem 3.1.
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A partial Steiner triple system is a linear 3-uniform hypergraph; that is, a 3-uniform
hypergraph in which every pair of vertices is contained in at most one edge. Let Sn,m be
the set of partial systems on n vertices which have m edges. Given a partial Steiner triple
system, we may order its edges, and we let On be the set of ordered Steiner triple systems
on n vertices and On,m be the set of ordered partial Steiner triple systems on n vertices
with m edges. Given S ∈ On,m and i ≤ m we let Si be the ordered partial system consisting
of the first i edges of S.
Next we define two random processes which we will relate to choosing a random Steiner
triple system.
First, the triangle removal process is a distribution on On,m ∪ {∗}. We start with the
complete graph Kn and iteratively delete a triangle chosen uniformly from all triangles
remaining in the graph. We continue this process until m triangles are removed or there are
no more triangles. If the process stops before m triangles are removed, then the output is
“∗” and otherwise the output is the ordered partial system in On,m given by the m deleted
triangles in the order they were deleted. Denote this resulting distribution as R(n,m).
Second, given an edge probability p let G(n, p) be the random distribution on 3-uniform
hypergraphs given by independently selecting each triple of [n] with probability p. Let
G
∗(n, p) be the distribution on partial systems given by choosing a graph from G(n, p) and
deleting all edges which intersect another edge in more than 1 vertex.
To analyze what happens in a randomly chosen Steiner triple system, we analyze what
happens in G(n, p) using the following results of Kwan [18].
Theorem 3.3 (Theorem 2.4 of [18] using Q = On and α = 1/2). Fixing a sufficiently small
a > 0, there exists a b = ba > 0 such that the following holds. Let P ⊂ On, 1
6
(n
2
) be a property
of ordered partial systems. Let S ∈ On be a uniformly random ordered Steiner triple system
and let S′ ∈ R(n, 16
(
n
2
)
). If
Pr(S′ 6∈ P) ≤ exp
(
−n2−b
)
,
then
Pr(S 1
6
(n
2
) 6∈ P) ≤ exp
(−Ω (n1−2a)) .
Theorem 3.4 (Lemma 2.10 of [18] using α = 1/2 and S = ∅). Let P be a property of
unordered partial systems that is monotone increasing in the sense that S ∈ P and S ⊂ S′
implies S′ ∈ P. Let S ∈ R(n, 16
(n
2
)
) and S∗ ∈ G∗(n, 12n). Then
Pr(S 6∈ P) = O(1)Pr(S∗ 6∈ P).
The end result of these two theorems is that if we can show that a property holds with
probability at least 1 − exp (−n2−b) in the distribution G∗(n, 12n) then it will also happen
with probability tending to 1 in a randomly chosen Steiner triple system. In particular, we
will use the following lemma from [18] to show that α∗3(G
∗(n, 12n)) ≤ n1−δ. As pointed out
in [10], the following Lemma can also be derived from [21, Theorem 1.3].
Lemma 3.5 ([18, Lemma 2.11] and [21, Theorem 1.3]). Let ω = (ω1, . . . , ωN ) be a sequence
of independent, identically distributed random variables with Pr(ωi = 1) = p and Pr(ωi =
6
0) = 1 − p. Let f : {0, 1}N → R satisfy the Lipschitz condition |f(ω)− f(ω′)| ≤ K for all
pairs ω, ω′ ∈ {0, 1}N differing in exactly one coordinate. Then
Pr(|f(ω)− Ef(ω)| > t) ≤ exp
(
− t
2
4K2Np+ 2Kt
)
.
Proof of Theorem 3.1. Let A,B,C be fixed disjoint subsets of [n] of size n1−δ where δ is
a small positive constant that will be chosen later. Let PA,B,C be the property that the
number of triples intersecting each of A, B and C is at least 1. That is, PA,B,C is the
property that A,B,C induce at least 1 edge. Note that PA,B,C is monotone increasing.
First we estimate the probability that a fixed set of 3 vertices appears as an edge in the
distribution G∗(n, 12n). Let x, y, z be fixed vertices. Then
Pr(xyz forms an edge) =
1
2n
(
1− 1
2n
)3(n−3)
∼ 1
2n
e−3/2.
Therefore, the expected number of edges induced by A,B,C in G∗(n, 12n), which we denote
by e∗(A,B,C) is
E(e∗(A,B,C)) = |A||B||C|Pr(xyz forms an edge) ∼ e
−3/2
2
n2−3δ.
Let the triples on [n] be ordered arbitrarily and let Z1, · · · , Z(n
3
) indicator random vari-
ables where Zi = 1 indicates that the i’th triple appears in G(n, p). Let fA,B,C be the
function where fA,B,C
(
Z1, · · · , Z(n
3
)
)
equals the number of edges in the resulting output
of G∗(n, p) each with one endpoint in A, B, and C. Note that fA,B,C is 3-Lipschitz, since
changing one triple in G(n, p) may add at most 1 edge or remove at most 3 edges from
the resulting output of G∗(n, p). Thus fA,B,C satisfies the hypotheses of Lemma 3.5 (with
K = 3).
Now using Lemma 3.5 with t = E(e∗(A,B,C)) ∼ e−3/22 n2−3δ and the fact that
Pr
(
G
∗
(
n,
1
2n
)
6∈ PA,B,C
)
= Pr (e∗(A,B,C) = 0) = Pr
(
fA,B,C
(
Z1, · · · , Z(n
3
)
)
≤ 0
)
,
we have
Pr
(
G
∗
(
n,
1
2n
)
6∈ PA,B,C
)
≤ exp
( −t2
3n2 + 6t
)
≤ exp
(
−Ω
(
n2−6δ
))
.
Now let P be the property that for all disjoint sets A, B, and C each of size n1−δ there
is at least one edge which touches all three sets. Since there are at most 2n choices for each
of these sets, by the union bound we have
Pr
(
G
∗
(
n,
1
2n
)
6∈ P
)
≤ 23n · exp
(
−Ω
(
n2−6δ
))
= exp
(
−Ω
(
n2−6δ
))
.
Therefore, letting b be the constant given by Theorem 3.3 and δ any positive constant
less than b/6, we have by Theorems 3.3 and 3.4 that S ∈ On is a randomly chosen ordered
Steiner triple system, then the first half of its edges induce at least 1 edge on any 3 disjoint
sets A,B,C of size n1−δ almost surely, and so α∗3(S) ≤ n1−δ almost surely.
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We close this section by raising the following problem, part (i) would strongly imply a
positive answer to Problem 2.2 and part (ii) would strongly imply the existence result of
Grable, Phelps, and Ro¨dl [12].
Problem 3.6. Is it true that for n ≡ 1, 3 mod 6, if Sn ∈ Sn is chosen uniformly at random,
then a.a.s.
(i) α∗3(Sn) = O(
√
n log n) and
(ii) α(Sn) = O(
√
n log n)?
4 A lower bound for all Steiner triple systems
We begin with a general upper bound on the 3-partite hole number of Steiner triple systems.
This was previously observed by Gya´rfa´s in the introduction of [14], but in order to keep
the paper self-contained and to make the calculation explicit, we provide a proof.
Proposition 4.1. For all Sn ∈ Sn, α∗3(Sn) ≤ n3 − 1.
Proof. Let Sn ∈ Sn and suppose for contradiction that α∗3(Sn) ≥ n−23 . Let V1, V2, V3 ⊆ [n]
be disjoint sets with |V1|, |V2|, |V3| ≥ n−23 such that no block touches all three of V1, V2, V3.
First suppose that {V1, V2, V3} is a partition of [n]. Since each triple touches at most two
of the parts, we have
n(n− 1)
6
= e(Sn) ≤
(|V1|
2
)
+
(|V2|
2
)
+
(|V3|
2
)
. (3)
When n is congruent to 1 mod 6, we have
(|V1|
2
)
+
(|V2|
2
)
+
(|V3|
2
) ≤ 2((n−1)/32 ) + ((n+2)/32 ) =
(n−1)(n−2)
6 and when n is congruent to 3 mod 6, we have
(|V1|
2
)
+
(|V2|
2
)
+
(|V3|
2
) ≤ 3(n/32 ) =
n(n−3)
6 ; either way a contradiction to (3).
Otherwise, it must be the case that n is congruent to 1 mod 6 and there is a partition
of [n] into {{v}, V1, V2, V3} with |V1| = |V2| = |V3| = n−13 . In this case, we have
e(Sn) ≤
(|V1|
2
)
+
(|V2|
2
)
+
(|V3|
2
)
+
n− 1
2
=
(n− 1)(n − 4)
6
+
n− 1
2
=
(n− 1)2
6
,
a contradiction.
Now we use Proposition 4.1 and Theorem 2.4 to prove a general lower bound on the
size of a largest monochromatic component in every 3-coloring of every Sn. Again, this was
previously proved by Gya´rfa´s [14, Theorem 1], but since our proof is different, we include
it here.
Theorem 4.2. For all Sn ∈ Sn, mc3(Sn) ≥ 2n3 + 1.
Proof. Let Sn ∈ Sn. Note that since n is congruent to either 1 or 3 mod 6 and mc3(Sn) is
an integer, in order to show that mc3(Sn) ≥ 2n3 +1 it suffices to show that mc3(Sn) > 2n+13 .
By Proposition 4.1 we have α∗3(Sn) ≤ n3 − 1. Now we apply Theorem 2.4 and either
get mc3(Sn) ≥ n − α∗3(Sn) ≥ 2n3 + 1 or there is a partition {V1, V2, V3, V4} of V (Sn) with
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|V1| ≥ |V2| ≥ |V3| ≥ |V4| and α∗3(H) ≥ |V2| ≥ |V3| ≥ |V4| such that no edge of Sn intersects
three of the sets V1, V2, V3, V4. If we are in this situation, then V1 ∪ V2 induces a monochro-
matic component and so mc3(Sn) ≥ |V1| + |V2|. Since no edge intersects three of the sets
V1, V2, V3, V4 we have
n(n− 1)
6
= e(Sn) ≤
4∑
i=1
(|Vi|
2
)
This implies that mc3(Sn) ≥ z1 where z1 is the solution to the following integer program.
minimize z1 = f(x1, x2, x3, x4) = x1 + x2
subject to x1 + x2 + x3 + x4 = n
x1 ≥ x2 ≥ x3 ≥ x4
n(n− 1)
6
≤
4∑
i=1
(
xi
2
)
.
Instead we solve a slightly more relaxed integer program:
minimize z2 = g(x1, x2) = x1 + x2
subject to x1 + 3x2 ≥ n
x1 ≥ x2
n(n− 1)
6
≤
(
x1
2
)
+ 3
(
x2
2
)
.
Note that z2 ≤ z1 since for any (x1, x2, x3, x4) which is feasible for the first problem we
have (x1, x2) is feasible for the second problem, and f(x1, x2, x3, x4) = g(x1, x2). Therefore,
mc3(Sn) ≥ z2 and it suffices to show that z2 > 2n+13 for n ≥ 3.
To show this, assume that (x1, x2) is an optimal solution for the second problem. Then
we have x1 ≥ n− 3x2 and so
n(n− 1)
6
≤
(
n− 3x2
2
)
+ 3
(
x2
2
)
.
This implies 18x22 − 9nx2 + n(n− 1) ≥ 0, which implies that either
x2 ≥ 9n+
√
9n2 + 72n
36
.
or
x2 ≤ 9n−
√
9n2 + 72n
36
.
If x2 ≥ 9n+
√
9n2+72n
36 , then z2 = x1 + x2 ≥ 2
(
9n+
√
9n2+72n
36
)
= n2 +
n
6
√
1 + 8n . If x2 ≤
9n−√9n2+72n
36 , then z2 = x1 + x2 ≥ n− 2x2 ≥ n2 + n6
√
1 + 8n . Since
n
2 +
n
6
√
1 + 8n >
2n+1
3 for
all n ≥ 2, we are done in either case.
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5 An upper bound for some Steiner triple systems
In this section we prove the following result which shows that Theorem 4.2 is asymptotically
best possible.
Theorem 5.1. There exists an infinite family of Steiner triple systems Snk on nk vertices
with
mc3(Snk) ≤ (2/3 + o(1))nk.
As mentioned in the introduction, a stronger (non-asymptotic) statement was proved by
Gya´rfa´s [14, Theorem 4], which shows that Theorem 4.2 is actually best possible for certain
values of n. Regardless, we provide a proof of Theorem 5.1 as it turns out that Theorem
5.1 was alluded to in the abstract and introduction of [14]; however, as far as we know, a
proof of this fact doesn’t appear in the literature.
We begin with the following definition from [5]. Given a Steiner triple system (V,B), a
3 coloring of the vertex set φ : V → {1, 2, 3} is called a bicoloring if for all B ∈ B we have∣∣∣∣∣
⋃
v∈B
φ(v)
∣∣∣∣∣ = 2;
that is, every triple contains exactly 2 colors. We say that a Steiner triple system is (a, b, c)-
bicolorable if there is a bicoloring φ with
|φ−1(1)| = a |φ−1(2)| = b |φ−1(3)| = c.
In [5] the following recursive construction of bicolorings is given.
Theorem 5.2 ([5] Theorem 2.4). If there exists an (a, b, c)-bicolorable Steiner triple system
with c = max{a, b, c} and c ≤ a+ b, and if there exists an (x, y, z)-bicolorable Steiner triple
system, then there exists an (ay + bz + cx, az + bx + cy, ax + by + cz)-bicolorable Steiner
triple system.
We use bicolorable Steiner triple systems to produce edge colorings with small monochro-
matic components.
Lemma 5.3. If Sn ∈ Sn is (a, b, c)-bicolorable with a ≤ b ≤ c, then mc3(Sn) ≤ b+ c.
Proof. Since Sn is (a, b, c)-bicolorable, we have that α
∗
3(Sn) ≥ a and thus by Theorem 1.1,
we have mc3(Sn) ≤ n− a = b+ c.
Theorem 5.1 now follows immediately as a corollary from Lemma 5.3 and the following
proposition.
Proposition 5.4. For each k ∈ N there exists a (Mk,Mk, Nk)-bicolorable Steiner triple
system where Mk, Nk →∞ and MkNk → 1 as k →∞.
Proof. It is easy to see that the unique Stiener triple system on 9 vertices is (1, 4, 4)-
bicolorable Steiner triple system. Applying Theorem 5.2 with a = x = 1 and b = c = y =
z = 4 gives a (24, 24, 33)-bicolorable Steiner triple system.
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Let M0 = 24 and N0 = 33 and for all k ∈ N let
Mk =M
2
k−1 + 2Mk−1Nk−1 and
Nk = 2M
2
k−1 +N
2
k−1.
By induction, we have Mk ≤ Nk ≤ 2Mk for all k, since
M2k−1 + 2Mk−1Nk−1 ≤ 2M2k−1 +N2k−1 ≤ 2M2k−1 + (2Mk−1)2 ≤ 2(M2k−1 + 2Mk−1Nk−1).
Therefore, we may apply Theorem 5.2 with a = b = x = y = Mk−1 and c = z = Nk−1
and have that for each k there is a (Mk,Mk, Nk)-bicolorable Steiner triple system. It is
clear that Mk and Nk go to infinity, and it remains to show that their ratio tends to 1.
Define
rk =
Mk
Nk
,
and note that rk ≤ 1 for all k. Also note that
rk =
M2k−1 + 2Mk−1Nk−1
2M2k−1 +N
2
k−1
=
r2k−1N
2
k−1 + 2rk−1N
2
k−1
2r2k−1N
2
k−1 +N
2
k−1
= rk−1
(
rk−1 + 2
2r2k−1 + 1
)
. (4)
Now since 0 ≤ rk ≤ 1 we have 2r2k−1 + 1 ≤ r2k−1 + 2 ≤ rk−1 + 2 which implies
rk−1 ≤ rk−1
(
rk−1 + 2
2r2k−1 + 1
)
= rk
by (4). Since rk is nondecreasing and bounded above, there is some r such that rk → r as
k →∞. By (4), we have
r = lim
k→∞
rk = lim
k→∞
r2k−1 + 2rk−1
2r2k−1 + 1
= r
(
r + 2
2r2 + 1
)
,
which is satisfied if and only if r ∈ {−1/2, 0, 1}. Since r0 > 0 we must have r = 1.
6 Bose and Skolem triple systems
There are unique Steiner triple systems on 7 and 9 vertices respectively and it is straight-
forward to directly show that mc3(S7) = 6 and mc3(S9) = 7. These triple systems are the
first non-trivial cases of two common constructions of Steiner triple systems by Bose and
Skolem. A quasigroup is a pair (Q, ◦) where Q is a set of size k and ◦ is a binary operation
on Q such that the multiplication table is a latin square. That is, the equations a ◦ x = b
and y ◦a = b each have a unique solution for all a, b ∈ Q. A quasigroup is called idempotent
if a ◦ a = a for all a ∈ Q and is called commutative if a ◦ b = b ◦ a for all a, b ∈ Q. A
quasigroup is called half-idempotent if k is even and Q can be ordered in a way that cells
(i, i) and (k + i, k + i) contain i in the multiplication table for all 1 ≤ i ≤ k.
Bose construction: Let n = 6k + 3 and let (Q, ◦) be a commutative, idempotent quasi-
group of order 2k + 1. Define (V,B) as V = Q × {0, 1, 2} and B contains two types of
triples.
11
Type 1: For all a ∈ Q let {(a, 0), (a, 1), (a, 2)} be a triple.
Type 2: For all a, b ∈ Q and i ∈ {0, 1, 2} let {(a, i), (b, i), (a ◦ b, i+1)} be a triple where
addition in the second coordinate is done mod 3.
Because Q is commutative and idempotent, one can check that this forms a Steiner triple
system on 6k + 3 vertices (see [6] for more details).
Let n = 6k + 3 and let Sn be a Bose triple system. Then we may color the first
type of triples with 3 colors as evenly as possible, and color the second type of triples
{(a, i), (b, i), (a ◦ b, i + 1)} with color i − 1 mod 3. Then each color will touch at most
4k + 2 +
⌈
2k+1
3
⌉ ∼ 7n9 vertices, and so we have mc3(Sn) . 7n9 .
Skolem construction: Let n = 6k + 1 and let (Q, ◦) be a half-idempotent commutative
quasigroup with Q = {0, · · · , 2k − 1}. Define (V,B) by V = {∞} ∪ (Q×{0, 1, 2}) and B as
triples of three types.
Type 1: For all 0 ≤ a ≤ k − 1, the triple {(a, 0), (a, 1), (a, 2)}.
Type 2: For all 0 ≤ a ≤ k− 1 the triples {∞, (k ◦a, 0), (k, 1)}, {∞, (k ◦a, 1), (k, 2)}, and
{∞, (k ◦ a, 2), (k, 0)}
Type 3: For all a, b ∈ Q and i ∈ {0, 1, 2}, the triple {(a, i), (b, i), (a ◦ b, i + 1)} with
addition in the second coordinate done mod 3.
One may check that this forms a Steiner triple system on 6k + 1 vertices (see [6] for more
details).
Given Sn, a Skolem triple system on 6k + 1 vertices, we may color Type 1 triples as
evenly as possible with 3 colors. Then we may color Types 2 and 3 triples with the color
that is not represented in the second coordinate in any vertex of the triple. Each color class
touches at most
⌈
k
3
⌉
+ 4k + 1 ∼ 13n18 vertices, and so mc3(Sn) . 13n18 .
It seems likely that these colorings are best-possible for some or maybe “most” Bose
and Skolem triple systems, so we pose the following problems.
Problem 6.1. Is there a sequence Sni of Bose triple systems on ni vertices such that
mc3(Sni) ∼ 7ni/9?
Problem 6.2. Is there a sequence Sni of Skolem triple systems on ni vertices such that
mc3(Sni) ∼ 13ni/18?
In light of Theorem 2.4, in order to address say Problem 6.1 we can try to show that
the following is impossible: Given a Bose triple system Sn = (V,B), there is a partition of
V into four sets with |V1| ≥ |V2| ≥ |V3| ≥ |V4| and 2n9 ∼ α∗3(Sn) ≥ |V2| ≥ |V3| ≥ |V4| and
no triple touches three of the sets V1, V2, V3, V4. There are at least two possible approaches
here. First, one can define an explicit quasigroup that defines the Bose triple system. For
example, for 2k+1 prime we may define the quasigroup by Q = Z2k+1 and a ◦ b = 12(a+ b)
where addition is done in the field. In [4], this Steiner triple system was shown to have nice
expansion properties. Second, one could define a quasigroup “randomly”. Let K be the
complete graph on [2k+1]. Then we may associate multiplication tables of a quasigroup of
order 2k + 1 to decompositions of K into nearly perfect matchings (For each x ∈ [2k + 1],
let Mx be the perfect matching which is not incident with x. Place an x in the ith row
and jth column and the jth row and ith column for all {i, j} ∈ Mx). Choosing such a
decomposition randomly (or choosing some amount of nearly perfect matchings randomly
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and then completing the decomposition) should yield a quasigroup with nice expansion
properties.
7 Conclusion
We begin this section by drawing the readers attention to the following conjecture which is
known to be true when n ≡ 3 mod 18.
Conjecture 7.1 (Gya´rfa´s [14, Conjecture 2, Conjecture 5]). For all n ≡ 1, 3 mod 6,
(i) min
Sn∈Sn
mc3(Sn) =
⌈
2n
3
⌉
+ 1 and
(ii) max
Sn∈Sn
α∗3(Sn) =
⌊n
3
⌋
− 1.
If we let C be the set of real numbers c such that there exists a sequence of Steiner triple
systems Snk on nk vertices with
lim
k→∞
mc3(Snk)
nk
= c,
then the results in this paper together with the results in [14] show that {2/3, 1} ⊆ C.
Answering Problems 6.1 and 6.2 affirmatively would show that 79 and
13
18 are also in C. It
would be interesting to determine other real numbers in C.
By combining Theorem 1.1 and Theorem 2.4, we have for all Sn ∈ Sn, mc3(Sn) =
n−α∗3(Sn) unless there is a partition {V1, V2, V3, V4} of V (H) with |V1| ≥ |V2| ≥ |V3| ≥ |V4|,
α∗3(H) ≥ |V2| ≥ |V3| ≥ |V4|, and |V1|+ |V2| < n− α∗3(Sn) such that no edge of H intersects
three of the sets V1, V2, V3, V4. This raises the question of determining some sufficient
condition that a Steiner triple system can satisfy which would rule out this latter possibility.
Problem 7.2. Does there exist an infinite family of Steiner triple systems Snk on nk vertices
such that α∗3(Snk) = (
1
6 + o(1))nk and mc3(Snk) = (2/3 + o(1))nk?
More generally, does there exist an infinite family of Steiner triple systems Snk on nk
vertices such that mc3(Snk) = n− 2(1 − o(1))α∗3(Snk)?
At the moment, we don’t even have an example of a Steiner triple system Sn such that
mc3(Sn) < n− α∗3(Sn), although we suspect they exist.
Gya´rfa´s [13] and Gya´rfa´s and Haxell [15] proved mc4(K
3
n) ≥ 3n/4, mc5(K3n) ≥ 5n/7,
mc6(K
3
n) ≥ 4n/6 and these bounds are tight when n is divisible by 4, 7, and 6 respectively.
In general, Fu¨redi and Gya´rfa´s [11] showed that mcr(K
3
n) ≥ n/q where q is the smallest
integer such that r ≤ q2 + q+ 1 and this is sharp when q3 divides n, r = q2 + q +1, and an
affine space of dimension 3 and order q exists. As mentioned in the introduction, we have
mcr(Sn) ≥ mcr(Kn) ≥ nr−1 . Surprisingly, Gya´rfa´s [14, Proposition 7] proved that if r− 1 ≡
1, 3 mod 6 and r − 1 is a prime power, then for infinitely many n, min
Sn∈Sn
mcr(Sn) =
n
r − 1.
It would be interesting to extend Theorem 1.3 to more colors, where a main obstacle would
be a generalization of Lemma 2.3. Likewise, it would be interesting to extend Theorem 1.4
to more colors.
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Problem 7.3. Let Sn ∈ Sn and let r ≥ 4.
(i) Determine bounds on mcr(Sn) in terms of α
∗
3(Sn) (or some related parameter).
(ii) Determine a lower bound on mcr(Sn) which holds a.a.s. when Sn ∈ Sn is chosen
uniformly at random.
It is known (see [1], [2]) that in any 2-coloring of the edges of K3n, there is a monochro-
matic matching on at least 3n/4 vertices and a monochromatic loose cycle (and consequently
a loose path) on (4/5 − o(1))n vertices [19]. We propose studying these problems in the
setting of Steiner triple systems. As we did for monochromatic components, it would be
interesting to get an absolute lower bound for all Sn, an upper bound for an infinite family
Snk , and also to consider the case of a uniformly random Sn ∈ Sn.
Problem 7.4. Let Sn ∈ Sn. For an arbitrary 2-coloring of the edges of Sn
(i) What is the largest monochromatic matching?
(ii) What is the longest monochromatic loose path/cycle?
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