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Abstract
Energy-constrained slot-amplitude modulation (ECSAM) enables light dimming, eliminates light
flicker and constrains the peak optical power while providing robust communication links. However,
the complexity of the maximum-likelihood (ML) based ECSAM receiver increases exponentially with
required spectral efficiency. This paper provides a comprehensive performance evaluation of ECSAM
for the indoor visible light communication (VLC) channel with multipath propagation under realistic
illumination constraints and imperfect channel estimation. A sub-optimal receiver that employs a slot-by-
slot detection algorithm followed by a slot-correction mechanism for reducing the receiver complexity
is proposed. Additionally, the method for optimal selection of parameters when designing the signal
waveform is presented. The analytical upper bound on the symbol error rate of ECSAM is derived using
the union-bound technique. The results show that the error performance of the sub-optimal receiver are
comparable to that of the optimal ML receiver. Compared with conventional power or bandwidth efficient
VLC modulation techniques such as multiple pulse position modulation (MPPM) and pulse amplitude
modulation (PAM), ECSAM provides complete flexibility in modifying the signal constellation for a
desired dimming level to maximise the spectral efficiency and provide a robust bit error rate performance
especially in the multipath propagation channel induced intersymbol interference.
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I. INTRODUCTION
Over recent decades, the demand for ubiquitous connectivity and high capacity data services
has been growing rapidly due to the high demand for multimedia, cloud-based services and
other content over wireless links. This trend is leading to the drastic increase in the wireless
data traffic that the commercially exploited radio-frequency (RF) spectrum can no longer support
[1]. Visible light communication (VLC), that employs visible light spectrum from 380 nm to
750 nm, has been proposed for short-range wireless data transmission as a complementary green
technology to existing RF technology, particularly in indoor environments where optical sources
such as the light emitting diode (LED) are densely deployed for illumination purposes [2], [3].
The integration of communication with lighting infrastructure faces two main challenges when
designing an efficient modulation format. These are flicker mitigation and dimming support, both
of which are essential for any illumination system. Light flicker is due to the physiology of the
human eye relating to the repetitive change in brightness generated from intensity modulation
at low frequency, which is potentially a human hazard [4]. It causes several adverse impacts
on human health such as migraines, epileptic seizure and increased incidence of headaches in
office workers and, thus, it should be avoided in any lighting system [5]. The other important
requirement of a VLC system is the ability to guarantee full light source dimming control for
power saving and energy efficiency [6] while efficiently transferring data to users. However, at
low dimming targets the signal-to-noise ratio (SNR) is significantly decreased due to the reduced
transmit optical power, which might affect the quality-of-service of the communication link. On
the other hand, at high dimming targets the average transmit optical power is very high leading
to high SNR. However, with the upper-bound limit on peak transmit power the max-min distance
of the transmitted power (i.e. the transmitted power dynamic range) is very small resulting in
high SNR levels required to correctly estimate the symbol at the receiver. Therefore, advanced
modulation schemes should be designed that adapt to the required dimming level and efficiently
utilize the available SNR (which increases with increasing dimming) for the highest possible
data rate, while avoiding intensity flicker.
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One of the simplest modulation techniques is on-off keying (OOK) where compensating
symbols are inserted for every data frame to adjust the average intensity of the illumination
source [7]. In this case, the bit pattern is no longer random and, therefore, it is possible to have
long runs of zeros and/or ones within a frame that can change the average illumination level,
causing flicker and leading to signal distortion due to a high lower cut-off frequency of the
electrical components within the VLC transmitters. Consequently, a symmetric Manchester code
is usually used in OOK at the expense of reduced achievable data rate at low and high dimming
levels. Another technique with dimming support based on the pulse width modulation (PWM)
principle is variable pulse position modulation (VPPM) where each symbol is composed of two
slots with variable pulse width, which is varied in accordance with the required dimming levels
[7]. Such techniques have the ability to support a full range of dimming with low complexity
at the cost of low spectral efficiency (SE), which is always smaller than 1 bit/s/Hz. Higher
order modulation schemes such as multiple pulse position modulation (MPPM) [8], overlapping
pulse position modulation (OPPM) [9], expurgated PPM (EPPM) [10], and multi-level MPPM
block coding (ML-MPPM) [11] have been proposed to increase the SE while having the ability
to support various discrete dimming levels. Basically, both MPPM and OPPM are similar to
conventional N -ary PPM, however, they permit multiple active pulses in any of the N pulse
chips of symbols and the dimming level is defined based on the number of active pulse slots in
each symbol duration. In contrast, EPPM controls the peak to average power ratio (PAPR) by
using the incidence matrix of a symmetric balanced incomplete block design (BIBD). Therefore,
the number of dimming levels supported depends on the number of BIBD codes available.
Similarly, ML-MPPM is a block coding based modulation scheme, where the code length is
the number of pulse slots in each symbol. The weight of each code determines the brightness
of the system. The dimming resolution of ML-MPPM depends on the size of the codeword.
Another potential solution to mitigate the severe SE degradation caused by light dimming is
to use complementary PPM (CPPM) together with a modified version of color shift keying
(CSK) as proposed in [12]. In addition, inverse source coding such as Huffman coding has been
proposed in [13], [14] where the amplitudes and probability mass functions of the symbols are
selected in order to obtain a target dimming level.
Recently, the authors proposed a novel VLC modulation scheme named energy-constrained
slot-amplitude modulation (ECSAM) [15] such that both the flicker and dimming issues can
be resolved by considering an energy constraint within the duration/period of every macro-
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symbol, which consists of multiple amplitude modulated slots, referred to as micro-symbols.
ECSAM controls both time and amplitude dimensions, which can be interpreted as a smart
merger of amplitude (e.g. pulse amplitude modulation - PAM) and position (e.g. PPM) based
modulation schemes. The duration of each macro-symbol is set to be less than the human eye’s
integrating response time, providing equal energy level among all the macro-symbols for flicker-
free transmission. In addition to the flicker mitigation, the scheme is able to provide full-range
dimming support, meeting illumination requirements. In [16], the principle of ECSAM is applied
to spatial domain in place of time domain to increase the spectral efficiency leading to a modified
generalized spatial modulation (MGSM) scheme where the space and amplitude dimensions are
smartly combined under practical illumination constraints as in ECSAM.
However, the authors have highlighted in the past the issue of receiver complexity of ECSAM
when higher spectral efficiency is required [15]. In this work, the authors discuss a method for
optimal selection of parameters when designing the ECSAM signal waveform under full dimming
control. We propose a sub-optimal receiver for ECSAM to reduce the detection complexity by
employing a simple slot-by-slot detection optimized with a slot-correction mechanism based on
the constraint of the transmit optical symbol energy. The effect of imperfect channel estimation
on the system error performance is also evaluated and discussed. An upper bound on error rate
is derived theoretically using the union-bound technique and is verified by extensive simulations.
The error performance of ECSAM is compared with conventional modulation formats under both
LOS and hybrid channels with inter-symbol interference (ISI) induced by multipath propagation.
The investigations find that the proposed sub-optimal receiver can be a low complexity detection
format in ECSAM with comparable error performance to optimal ML detection. When fixing the
system bandwidth at 75 MHz, ECSAM outperforms PAM in terms of error probability especially
in a hybrid channel for all the dimming levels required. When comparing at the same bit rate of
100 Mbit/s, dimmable-PAM has lower bit error probability at dimming range from 0.36 to 0.63
for a LOS channel. However, ECSAM provides significantly better error performance in an ISI
induced channel.
The organization of the paper is as follows. In Section II, we formulate the considered indoor
VLC channel model, explain the constraints in terms of illumination on a VLC system and
introduce the ECSAM transmission scheme. In Section III, the theoretical performance analysis
of the ECSAM system using optimal and suboptimal receivers is presented. Simulation results
and performance comparisons are presented in Section IV. Finally, Section V includes the main
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conclusions of the paper. Notation: Bold lowercase letters are used for vectors. (.)T denotes
vector or matrix transpose. ‖.‖ stands for the Frobenius norm. ∗ is used as the convolution






is used for the binomial coefficient. We use ⌊x⌋ and ⌈x⌉ as the largest integer less
than or equal to x and smallest integer greater than or equal to x, respectively. Furthermore,
{x|f(x)} means the set of all x for which f(x) is true. The cardinality of a set x is denoted
by |x| while |x| denotes the absolute value of the variable x. We use 〈t〉 for the time averaged
value of t and δ(.) for the Dirac delta function.
II. SYSTEM MODEL
In this section, fundamental requirements from an illumination perspective are first analyzed
as a benchmark, which are used when evaluating the system performance of different modulation
schemes. ECSAM principle is detailed taking into account all of the illumination requirements.
The indoor optical wireless channel with multipath propagation from reflections is also described
for a practical VLC system.
A. Illumination Constraints for Indoor VLC
In this subsection, we discuss the practical requirements relating to illumination, which should
be considered when designing an efficient modulation scheme for indoor VLC systems. As LEDs
are current-driven devices, denote the peak forward current of the LED as Ip, which is the highest
input current that the LED can handle. In general, operating the LED at this peak current will
give a shorter operational lifetime and unstable illumination. It is also inefficient since such a
current level falls within the LED’s non-linear input-output region. Therefore, in practice LEDs
are operated at the maximum current level of Imax, which is of a lower value (i.e. Imax < Ip).
The optical intensity emitted from the LED at this maximum forward current is denoted as
Pmax (watt). Consequently, when the light intensity of each LED is modulated to carry signal
information, there are lower and upper limits, as the first constraint, on the transmit optical
intensity signal xi for each LED at the ith instance, which can be expressed as 0 ≤ xi ≤ Pmax.
This limit on the transmitted optical power intuitively restricts the type of modulation formats
that can be applied to indoor VLC systems. Furthermore, when designing a communication link
to be integrated into a smart indoor lighting system, it is challenging to keep good illumination
quality while modulating the light for data transmission.
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The second constraint is related to the flicker effect, which is caused by the repetitive change
in brightness due to intensity modulation at low frequency. There are two main causes of
flicker. First, when each symbol has the same average amplitude, flicker may happen when
the modulation frequency is low enough to make the light intensity fluctuations perceivable by
the human eye, as in the case of PPM. Second, when light is modulated at high frequency, long
runs of uneven symbol amplitudes may cause flicker as in the case of PAM. In all scenarios, a
lighting system with light-flicker should be avoided as it has several potential adverse impacts





















Fig. 1. Block diagram of the proposed ECSAM modulator.
The third illumination constraint that needs to be addressed is the full-range and continuous
dimming support capability. In scenarios that need a diverse range of lighting, smart light sources
should be dimmable to adapt their brightness depending on the environment and application of
the lighting for visual comfort and energy conservation. Therefore, dimming can be considered
mandatory for LED lighting. Define z (0 < z < 1) as the dimming ratio, which refers to the
reduction in the output optical power of the light source for a meaningful communication, for
instance z = 0.75 means 75% below the maximum value. Consequently, the dimming constraint
of an LED can be expressed as
Pt = zPmax, (1)
where Pt is the average transmit power of the LED. Note that for a meaningful communication,
the dimming ratio z has to be larger than 0 and smaller than 1.
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In ECSAM, flickering and dimming constraints are jointly resolved by fixing the total transmit
power in each symbol or the symbol energy in the optical domain.
B. ECSAM Symbol Design and Optimization
This subsection explains the principle of the ECSAM encoder and the optimal selection
of parameters when designing the signal waveform. In ECSAM, similar to PPM, the symbol
period of Ts is partitioned into N equal slots each lasting Tp seconds. A slot, during a symbol
transmission, can be inactive or active. In each active slot during a symbol transmission, the
LED emits an amount of optical power chosen from a set of M possible discrete power levels
as S = {a, 2a, ...,Ma}. The amplitude step a can be varied under the lower and upper bound
conditions of the transmitted signal power, which are a > 0 (for active slot) and Ma ≤ Pmax,
respectively. Assume that the transmit optical power in the time slot j during a symbol trans-
mission is aκj where κj is one of the M + 1 amplitude indices {0, 1, . . . ,M}. The ECSAM






where g(t) denotes the rectangular pulse-shaping filter function of unit amplitude and duration






When the LED emits maximum optical power Pmax for all slots, the maximum energy level
measured in every symbol period in the optical domain is then given by Eomax = PmaxTs, which
corresponds to full illumination or no dimming. In this work, the notations (.)o and (.)e are used
for optical domain (at the transmitter) and electrical domain (at the receiver), respectively. In
order to dim the lighting level in ECSAM, the transmit optical energy allocated to every ECSAM
symbol is fixed at
Eos = zEomax = zPmaxTs, (4)









By fixing the transmit symbol energy for each dimming level, ECSAM completely eliminates
the flicker and stroboscopic effects caused by intensity variations between symbols. Furthermore,
by considering a small time slot of less than the time reference for the human eye perception
Te so that Ts < NTe, the brightness fluctuation within every symbol is not perceivable by the
human eye.
For the sake of simplicity, we denote λ =
∑N
j=1 κj , which is essentially the summation of
amplitude indices of N slots in a symbol. With x = [x1, x2, . . . , xN ] being the transmitted signal
vector for a symbol transmission, the set of ECSAM symbol vectors available under the above





x = a[κ1, . . . , κN ] | λ =
zNPmax
a




The block diagram of the ECSAM modulator is illustrated in Fig. 1. The constellation size
of ECSAM is the cardinality of the set SNz,M as Q = |SNz,M |. In order to calculate Q, consider
κ as a dice with M + 1 faces displaying numbers from 0 to M , κi is the resultant face of the
ith throw of the dice κ. From (6), Q can be interpreted as the total number of combinations of
N throws of the dice that lead to a fixed (positive) sum of the resultant faces as λ. To apply
this, we redefine the above problem by assuming that the dice has M + 1 faces numbered from
1 to M +1. The sum of the resultant faces from N throws becomes λ+N . Based on the work
in [17], with qmax = ⌊ λM+1⌋, the general formula for the constellation size Q of ECSAM at










λ+N − (M + 1)i− 1
λ− (M + 1)i
)
. (7)
It is seen that the constellation size of ECSAM is a function of λ. Consequently, ECSAM can
be considered as an adaptive modulation scheme, which can provide same number of bits per
symbol at different dimming levels by changing the amplitude step a. The achievable SE ηECSAM






As can be seen in (6), there are multiple waveform sets available at each dimming level
satisfying the illumination constraints in ECSAM. Considering a dimming level z, the lower and
upper bounds of λ can be expressed as:
⌈zMN⌉ ≤ λ < MN. (9)
The corresponding bounds for a are then given by
zPmax
M
< a ≤ zNPmax⌈zMN⌉ . (10)
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Fig. 2. Visualization of the resultant λ, the amplitude step a and the achievable spectral efficiency over the full range of dimming
for M = 4 and N = 4.
Figures 2(a) and 2(b) illustrate the relationship between a, λ and ηECSAM at different dimming
levels for the case of M = 4 and N = 4 with normalized maximum transmit power of Pmax = 1.
The inversely proportional relationship between a and λ can be visualized clearly in Fig. 2(a). In
terms of SE, it is seen that by fixing λ, a constant SE can be achieved irrespective of dimming
level as depicted in Fig. 2(b). The highest values of SE are obtained at the middle range of λ
and symmetrically reduce for low and high values of λ. More specifically, the peak SE achieved
is about 1.60 bit/s/Hz at λ = 8 for this particular setup. A dimming level z = 0.3 requires a
minimum value of λ = 5, which corresponds to the maximum a of 0.24 and η = 1.42 bit/s/Hz.
When the dimming level z = 0.7 is requested, λ > 12 is required, which corresponds to a
maximum a of 0.23 and a SE of less than 1.28 bit/s/Hz.
ECSAM gives a flexibility in designing the signal waveforms for illumination-constrained
VLC. In this work, we focus on minimizing the error rate of the system. It is noteworthy that the
amplitude step a has a direct impact on the Euclidean distance between ECSAM waveforms. For
optimizing the error performance, the highest value of a should be considered, which corresponds
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to the lowest λ of ⌈zMN⌉. The optimized set of ECSAM symbol vectors at the dimming level










where κj = 0, 1, . . . ,M .
Example 1: Consider an indoor VLC system with parameters M = 4, N = 4, and Pmax = 1
watt as in Fig. 2. In this example, a dimming target of z = 0.25 is demonstrated. For this
setup, the maximum value of a is 0.25, which corresponds to a minimum λ = 4. Therefore,
the set of amplitude levels is S = {0.25, 0.5, 0.75, 1}. From (7), there are 35 possible amplitude
combinations that satisfy the dimming and maximum power constraints in this particular ECSAM
configuration. All the signal waveforms of the proposed ECSAM modulator at z = 0.25 are
presented in Table I. The Euclidean distance among all combinations was calculated and 32
macro-symbols with the greatest Euclidean distance amongst themselves are selected for signal
waveforms. The arrangement maps 5 bits per macro-symbol as shown in Table I.
C. The Indoor VLC Channel Model
We consider an indoor VLC system, where the optical wireless channel link between the LED
and photodiode (PD) pair is composed of a LOS path and multiple delayed paths reflected off the
walls, floor and other indoor objects as depicted in Fig. 3. The total channel impulse response







where h(0)(t) is the LOS response which can be easily calculated as in [18], while h(k)(t) (k > 0)
represents the responses of the kth reflection.
The CIR from multipath propagation in such a hybrid channel environment can be modeled
accurately using a combined deterministic and modified Monte Carlo (CDMMC) technique [19].
Each interior wall surface of the room is divided into small reflecting elements of area ∆Aele.
First, the received optical power Pele-receive at each reflecting element from the LED is calculated.
Each reflecting element now becomes a source with emission power Pele-emit = ρelePele-receive where
ρele is the reflection coefficient of the element, and the LOS contribution from the element to
the PD is calculated as the first reflection power.
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TABLE I
EXAMPLE OF 32 MACRO-SYMBOL WAVEFORMS OF ECSAM FOR z = 0.25, M = 4, N = 4 AND PMAX = 1 WATT.
Binary value T1 T2 T3 T4
0 00000 0 0 0 1
1 00001 0 0 0.25 0.75
2 00011 0 0.25 0 0.75
3 00010 0.25 0 0 0.75
4 00110 0.25 0 0.25 0.5
5 00111 0.25 0.25 0 0.5
6 00101 0.5 0 0 0.5
7 00100 0.5 0.25 0 0.25
8 01100 0.75 0 0 0.25
9 01101 1 0 0 0
10 01111 0.75 0 0.25 0
11 01110 0.75 0.25 0 0
12 01010 0.5 0.25 0.25 0
13 01011 0.5 0.5 0 0
14 01001 0.25 0.5 0 0.25
15 01000 0.25 0.5 0.25 0
16 11000 0.25 0.75 0 0
17 11001 0 1 0 0
18 11011 0 0.75 0 0.25
19 11010 0 0.75 0.25 0
20 11110 0 0.5 0.5 0
21 11111 0 0.25 0.5 0.25
22 11101 0 0.25 0.75 0
23 11100 0.25 0.25 0.5 0
24 10100 0.5 0 0.5 0
25 10101 0.25 0 0.5 0.25
26 10111 0.25 0 0.75 0
27 10110 0 0 1 0
28 10010 0 0 0.75 0.25
29 10011 0 0 0.5 0.5
30 10001 0 0.25 0.25 0.5
31 10000 0 0.5 0 0.5
32 − 0 0.5 0.25 0.25
33 − 0.25 0.25 0.25 0.25
























Fig. 3. Room configuration with multipath propagation for channel estimation and system evaluation.
The contribution of the second and subsequent reflections are calculated using a modified
Monte Carlo method based on ray tracing techniques. From each element, Nray rays with uniform
distribution of equally likely random directions are generated. The emitted optical power of each
ray becomes Pray-emit = Pele-emit/Nray. When a ray reaches another element in the room, such
an element again becomes a new point source to emit an optical power that depends on the
reflection coefficient and the power contribution to the PD is then calculated. Each ray travels
through the room and reflects off the surface of the room multiple times and its contribution
to the PD from each reflection is collected. The process is repeated for all the rays and the
reflection order can be as large as required. Basically, such a technique can be considered as a
sequence of computing LOS contributions from a source to a receiver, both of which can be the
reflecting element or the point at which the ray arrived.
Assuming that no optical concentrator is used at the receiver, the CIR from the LOS link
















where dS−R is the distance from the source to the receiver, φ is the angle of irradiance between
the normal vector of the source and the direction of the emitted ray to the receiver. ψ is the
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(c) when PD is at the point C
Fig. 4. Impulse responses for three different receiver positions of A (2.45, 2.45, 1), B(1.25, 3.75, 1) and C(0.15, 4.85, 1) as
depicted in Fig. 3
angle of incidence between the normal of the receiver and the direction of the incoming ray
from the source, Ψ 1
2
is the field-of-view angle (FOV) of the receiver, which is set to 70 degrees
for the PD and 90 degrees for the reflecting elements, c is the speed of light. The term λSR is
defined as ζSR = (n+ 1)∆AR/2π where ∆AR is the active area of the receiver, which is either
the reflecting element area or the PD area of 1.0 cm2, n is the order of the Lambertian emission
of the source, and is given by the source’s semi-angle at half power Φ 1
2
as n = − log2 cos(Φ 1
2
).
When the source is the reflecting element Φ 1
2
is set to 60 degrees wheares Φ 1
2
of the LED is




1, for |x| ≤ 1
0, for |x| > 1
(14)
Furthermore, Ps is the normalized average optical transmit power of the source, which is set to
1 W when calculating the CIR from the LED to the receiver.
Figure 4 illustrates the simulated CIRs for three PD positions of A(2.45, 2.45, 1), B(1.25,
3.75, 1) and C(0.15, 4.85, 1), which corresponds to the center, a mid-point between room center
& corner, and the corner of the room as illustrated in Fig. 3. The channel simulation parameters
used are given in Table II. The area of each reflecting element is 10.0 cm2. The number of
random rays generated at each reflecting element is Nray = 20. We present the results for
reflections up to fourth-order since higher reflection orders have very small power contribution.
As the user moves from the center to the corner of the room the LOS contribution is decreased





Room dimensions (L×W ×H) 5 m × 5 m × 3 m
Average reflection coefficient 0.454
FOV of reflecting elements 90◦
Semi-angle of reflecting elements 60◦
LEDs
LED’s coordinate (m) (2.5, 2.5, 3)
Semi-angle of the LED 70◦
Maximum transmit power (W) 1.0
PDs
FOV angle of the PD 70◦
PD active area (cm2) 1.0
Distance from PDs to floor (m) 1.0
PD responsivity (A/W) 0.54
while the LOS delay is increased. The non-line-of-sight (NLOS) contribution is increased at the
corner of the room in conjunction with a smaller time delay compared with the LOS path. More
specifically, the peak response of the NLOS component in the center is about 1.27× 10−8 while
this value at the corner is about 6 times larger than in the center. Therefore, ISI is expected to
be larger when user moves towards the corner where the LOS component is small and NLOS
contribution is high.
III. THEORETICAL PERFORMANCE ANALYSIS OF THE ECSAM SCHEME
In this section, we describe how ECSAM symbols are detected at the receiver by proposing first
an optimal and second a sub-optimal detection algorithm. The upper bound on symbol error rate
(SER) is then derived analytically for the case of a LOS optical wireless channel, which is then
used to estimate the bit error rate (BER). For system simplification, it is assumed that perfect
symbol and slot synchronization is achieved. We consider transmitting V ECSAM symbols
consecutively. Each symbol is composed of an N chip sequence, which satisfies the constraints
in (11). The length-VN chip sequence of V symbols can be written as c = {x1, ....,xV} where
the vth symbol xv is a length-N sequence xv = {aκv1, ..., aκvN}. Consequently, the sequence c
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of V transmitted ECSAM symbols can be expressed as
c = {aκ11, ..., aκ1N , ...., aκv1, ..., aκvN , ...., aκV1 , ..., aκVN}. (15)
The ECSAM waveform is prepared for transmission by passing the sequence c through a unit-









where cl = aκ
v
l−N(v−1) represents the lth element of c, v is the symbol containing cl, which is
given as v = ⌈ l
N
⌉.
At the receiver, the signal is passed through a matched filter (MF) employing a unit-energy
filter p(t) that is matched to g(t) at the transmitter and then sampled at a rate 1/Tp samples/s.









clf(t− lTp) + n(t), (17)
where f(t) = g(t) ∗ h(t) ∗ p(t) is the combined impulse response of the channel, the transmitter
and the receiver filters. The noise component n(t) is an additive white Gaussian noise (AWGN)
at the receive filter output, while R is the PD’s responsivity measured in ampere/watt.
On a channel with multipath propagation, the optical signal from a symbol slot may spread
beyond that symbol duration resulting in both interslot-interference and intersymbol-interference.
The sample value of the qth slot in the presence of noise can be expressed as (see Appendix for
derivation)








aκvl−N(v−1)fN(v−1)+q−l + wv,q. (18)
The first term in (18) represents the desired information signal while the second term represents
the interslot and intersymbol interference, which is denoted as ISI in this paper. In the following
section, the analytical performance analysis of ECSAM is derived for the LOS channel, that
is, the ISI component is assumed to be zero and the received sample value rv,q is simplified to
rv,q = Rh0aκvq+wv,q, where f0 is reduces to LOS channel coefficient h0. The effect of multipath
dispersion is analyzed by computer simulation only in Section IV.
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A. Optimum Receiver
In this subsection, we formulate the ML detector as the optimum receiver for the ECSAM
scheme that decodes symbols using the channel state information estimated at the receiver. In this
respect, it is reasonable that training symbols with all slots activated at full power are sent within
the channel coherence time, such that the receiver can estimate the channel. Before detailing
the detection procedure we briefly describe how the channel estimation procedure is carried out.
W number of pilot symbols, each of Ts duration, are transmitted every LTs seconds, that is,
every L macro-symbols. The value of L is chosen to guarantee that LTs is much smaller than
the channel coherence time. The value of W determines the accuracy of the channel estimate.









Then the received signal vector for channel estimation is given by
ye(t) = Rxe(t) ∗ h(t) + n(t). (20)
By integrating the signal in (20) we can estimate the channel based on the minimum mean










For detection, the receiver should analyze the conditional probability of rv on the N -length
sequence for all possible symbols transmitted, which is a set given by the symbol combinations





where p is the conditional probability. Under the hypothesis, largely verified, of zero mean











The above expression leads to a comparison among all the selected combinations, which can be






Since the solution of (24) is essentially the N -tuple of symbols, the number of combinations
may be very high. Thus, for very large values of N ML detection becomes computationally
prohibitive with implementation costs of the order of O(Q). For example, with N = 7, M = 8
and dimming level z = 0.5 the number of combinations possible is Q = 273127. However, when
N increase from 7 to 8, the number of combinations possible increases to Q = 2306025. This
exponential increase in Q for moderate values of N quickly makes ML detection computationally
prohibitive. In the next section, we present a sub-optimal receiver for ECSAM that reduces the
computational cost.
B. Sub-optimal Receiver
A sub-optimal Rx is proposed in this section as an alternative to the computationally complex
ML Rx. In the first step of the sub-optimal Rx, a slot-by-slot (that is one shot) detection is




‖rv,i −Rh̃0aκvi ‖2, (25)
that is essentially the same detector in PAM demodulation. The estimated symbol after the
slot-by-slot detection becomes x̂v = aκ̂
v, where κ̂v = {κ̂v1, · · · , κ̂vi , · · · , κ̂vN} is the estimated
amplitude indices as presented in (25). However, detection only on the criterion in (25) does
not fully account for the dimming constraint. Since the optical energy constraint is known both
at the transmitter and the receiver, the latter can perform a check to determine if the dimming
constraint is met at the Rx. If this is verified, it is reasonable to assume that the detection is
error free, otherwise some correction mechanism can be applied.






We define ∆ as the measure of distance between the optical energy of the detected sequence x̂v










(κ̂vi − κvi ). (28)
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Equation (28) essentially measures the difference between the detected and transmitted amplitude
indices for the transmitted symbol xv. There are three possible outcomes for ∆: zero, positive
or negative. Depending on each outcome the receiver will adopt different processes.
For ∆ = 0, the receiver will assume that the detection is error free. However, it is possible,
for example, that the difference is zero for each i value with the exception of two i values where
κ̂vi − κvi = 1, κ̂vi − κvi = −1. In this case, we have two errors, which the receiver is unable to
detect since only the sum energy is calculated.
For ∆ > 0 the detection is affected by at least ∆ errors. In fact, for this case the value of
∆ does not indicate the exact number of errors for two reasons. The first one is related to the
error-distance mechanism described when ∆ = 0. The second reason is that the receiver might
select a PAM-symbol with distance κ̂vi − κvi > 1 for the ith slot. This second case tends to
happen at very low values of SNR, when noise dominates. Hence, when ∆ > 0 it is assumed
that the one shot detector in (25) selects the ECSAM sequence element that has more energy than
expected. To solve this, a correction mechanism is used after the one shot detector to correct the
incorrectly estimated ECSAM slots and further minimise the errors. Denote p as the non-zero
entries of κ̂v and q as the corresponding received amplitudes in rv. If the number of non-zero
detected slots |p| ≤ ∆, then the detected non-zero amplitude indices are reduced by a ∆
|p|
for
the case ∆ is divisible by |p| and by a⌊ ∆
|p|
⌋ in case it’s not. The latter requires repeating the
correction process from the beginning to correct the remaining errors. For the case |p| > ∆, the
correction mechanism checks the squared distance v (later referred to as distance v) from each
time slot with lower amplitude values as
v = ‖q−Rh̃0a(p− 1)‖2, (29)
Non-zero time slots with smaller distances in v are more likely overestimated in the one shot
detector which leads to higher symbol energy. Therefore, using the index of the lowest distances
in v the amplitude of the corresponding slots within κ̂v is reduced by 1 to estimate the symbol
with correct energy.
For ∆ < 0, the procedure used when ∆ > 0 remains valid since when ∆ < 0 at least ∆
errors are incurred so a mechanism similar to ∆ > 0 can be used. Denote the slots with detected
amplitude indices lower than the maximum value M as p̄ and their corresponding received signal
in rv as q̄. First, the correction mechanism checks if |p̄| ≤ |∆|, then detected non-maximum
amplitude indices will be increased by a |∆|
|p̄|




for the case it’s not. The latter requires repeating the correction process from the beginning
to correct the remaining errors. For the case |p̄| > |∆|, the correction mechanism checks the
squared distance w (later referred to as distance w) for each time slot with higher amplitude
values as
w = ‖q̄−Rh̃0a(p̄+ 1)‖2, (30)
Non-maximum time slots with smaller distances in w are more likely to be underestimated by
the one shot detector, which leads to lower symbol energy. Therefore, using the index of the
lowest distances in w the amplitude of the corresponding slots within κ̂v is increased by 1 to
estimate the symbol with correct energy.
Example 2: Let’s consider the ECSAM waveforms in Table I, the LOS channel coefficient
of 1, and PD responsivity of 1 (A/W). Assuming that the received marco-symbol is r =
{0.9, 0.1, 0.08, 0.21}. After the slot-by-slot detection in (25), the estimated symbol is x̂ =
{1, 0, 0, 0.25}. With the energy check in (28), we have ∆ = 1, which means the slot-by-slot
detector estimated the symbol with higher energy than expected. With correction mechanism
described above, we have p = {1, 0.25} and q = {0.9, 0.21}. The distance v can be calculated
from (29) as v = {0.0225, 0.0441}. Consequently, the corrected symbol is ˆ̂x = {0.75, 0, 0, 0.25}.
C. “Coding” Effect and Union Bound
The proposed scheme is expected to perform better in terms of error rate than PAM both
when energy constrained (i.e. with dimming support) and unconstrained whereas it is expected
to perform worse than PPM (and its variations like those presented in [21], [10], [12]). This is
due to the fact that the number of combinations Q < (M+1)N results in less than the maximum
number of combination possible being used. This resembles a coded system where not all the
combinations are used and the distance between Q and (M +1)N is a measure of the robustness
of the ECSAM with respect to errors, which is known as error correction capability of a code.
The reason why this scheme is expected to outperform PAM is that such a correction capability
is not present in PAM. The constrained PAM, that is, PAM with a constrained energy value
every Ts seconds, leads to less distance between symbols so increasing the error rate. On the
other hand, PPM presents a larger distance between symbols though its rate is lower. Hence,
ECSAM represents a beneficial, flexible compromise, which can be viewed as a generalization
of N -PPM and (M + 1)-PAM. In fact, when Eo = aTp we have N -PPM. If the constraint on
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Eo is removed we have (M +1)-PAM. The above comments particularly interesting if we resort
to the evaluation of performance in terms of the upper bound for the optimal detection case.






















where the term dij = ||κi − κj|| measures the Euclidean distance between symbols i and j.

















i,nj) is the Hamming distance between the two binary symbols corresponding to
the signal vectors xi and xj . From the above relationship it is possible to infer that, as distinct
from other modulation formats, where in principle all symbol combinations are possible, in
ECSAM we have constraints when defining the macro-symbols and this reduces the number of
possible combinations with respect to, for example, PAM. The expression in (31) is useful as
a benchmark when we consider high Q values since we can evaluate the performance of the
sub-optimal receiver and how the error rate degrades compared to the ML detector.
IV. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed ECSAM scheme in terms of
spectral efficiency and error probability compared with PAM and MPPM in both LOS and ISI
channels. For dimming support, the same constraint on the maximum transmitted energy Eomax
within the symbol time Ts is applied for PAM. With the average transmit power of zA, the set







(m− 1), z ≤ 1
2
(2z − 1)A+ 2(1−z)A
M
(m− 1), z > 1
2
(33)
where m = 1, 2, ...,M +1. One of the advantages of PAM is that the number of bits per symbol
remains constant irrespective of the dimming levels. Thus PAM is able to transmit data at very
high rates compared with the other pulse-based modulation schemes. The achievable SE of PAM
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Fig. 5. Achievable spectral efficiency of ECSAM, PAM at different number of amplitude levels M and MPPM as a function
of dimming target. Number of slots is set at N = 16
with M + 1 amplitude levels is given by ηPAM = ⌊log2 (M + 1)⌋. In the case of MPPM, the
dimming level can be adjusted by varying the number of active slots in a symbol. When Na
slots are active, dimming level in MPPM can be calculated as Na
N
. The achievable SE of MPPM




The achievable SE η (bit/s/Hz) of ECSAM, PAM and MPPM are compared in Fig. 5 for full-
range of dimming. The number of time slots is fixed at N = 16 for ECSAM and MPPM. For a
fair comparison, SE of ECSAM is compared with that of (M +1)-PAM. The SE of ECSAM for
the number of amplitude levels M of 3, 7, and 11 are shown. With this configuration, MPPM
supports 15 dimming levels from 1/16 to 15/16 with a peak SE of 0.8125 bit/s/Hz in the center
of the dimming range. At low and high dimming levels, SE of MPPM reduces significantly. In
case of ECSAM and PAM, the SE depends also on the number of amplitude levels M . As can
be seen from Fig. 5, SE of PAM remains constant for all dimming levels. The achievable SE of
4-PAM and 8-PAM are 2 bit/s/Hz and 3 bit/s/Hz, respectively. Similar to that of MPPM, SE’s
curve of ECSAM is symmetric where largest values are in the center of the dimming range
while in the low and high dimming ranges SE decreases gradually.
When M = 3, ECSAM is capable of providing a SE of more than 1 bit/s/Hz for dimming
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Fig. 6. Error performance of ECSAM when moving the PD from the center of the room to the corner at different transmit
optical powers, the dimming level is fixed at z = 0.25
ranging from 0.15 to 0.85, with the peak SE of 1.75 bit/s/Hz in the middle dimming range.
When the number of amplitude levels increases to M = 7 and M = 11 as shown in Fig. 5,
the peak SE of ECSAM is around 2.69 and 3.19 bit/s/Hz, respectively. At the same number of
amplitude levels, the SE of PAM is slightly higher than ECSAM in the middle dimming range.
The SE of ECSAM can be further increased by increasing the number of time slots N at the cost
of higher system complexity as the number of combinations increases exponentially. It should
be noted that the values of M and N in ECSAM are unconstrained and can be any non-negative
value, which makes ECSAM highly flexible. On the other hand, the number of amplitude levels
in PAM is usually chosen to be a power of two.
In terms of error probability, we consider the system model presented in Section II-C with
the channel simulation parameters in Table II. In this system, the PD suffers from shot noise
and thermal noise. In the case of strong background noise measured in daylight, the total noise
variance can be calculated as [23] σ2 = C1Pr + C2 where C1 and C2 depend mainly on the
properties of the receiver design and the background noise, their values are adapted from [23] as
C1 = 1.696×10−11 and C2 = 1.336×10−13, and Pr represents the desired received power. With
the noise bandwidth of B, the noise power spectral density is given by N0 = 2σ
2
B
. The SNR can
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(a) Bit rate 100 Mbit/s
























(b) Bandwidth 75 MHz
Fig. 7. Error performance comparison between ECSAM and PAM in both LOS and ISI channels as a function of dimming
target for N = 4 and M = 4
be defined as SNR = E
e
N0
where Ee is the average received symbol energy in the electrical domain
at the PD. The signal waveform set with the highest Euclidean distance is denoted as Sz, then
the number of signal waveforms Z = |Sz| should be a power of two for binary communications.
The kth waveform (1 ≤ k ≤ Z) in the set Sz is denoted as 1 × N vector xk. The average






where h0 is the main desired path from the LED to the PD, Tp is the pulse duration, which is
equal to the symbol period Ts in PAM and equal to the slot duration in ECSAM.
To evaluate the error performance of ECSAM, we first calculate the SNR value corresponding
to the channel response h at each PD position. The bit error rate is then calculated using both
Monte-Carlo simulation and the analysis presented Section III. Fig. 6 depicts the bit error rate
performance of ECSAM in the LOS channel when increasing the distance between the LED and
PD by moving the PD from the room center towards the corner as depicted by the line A-C in
Fig. 3. The error rate at different maximum transmit powers is also presented. The bandwidth
is fixed at 100 MHz for all the plots. The dimming level is fixed at z = 0.25 with the number
of slots per symbol N = 4 and the number of amplitude levels M = 4, which results in an
achievable bit rate of 125 Mbit/s. There is a better match between the simulated BER and the
upper bound results in the high SNR regime, as expected. At a maximum transmit power of 2
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watts, the BER is high (> 10−3) at a distance of 2 meters between the PD and LED. Acceptable
BER is achieved when increasing Pmax to 7 watts and higher. It is seen that with an amount of
optical power from 7 to 17 watts 1, reliable light communication of 125 Mbit/s with BER lower
than 10−6 can be achieved at a distance between the LED and PD of about 2.5 to 3.2 m. When
higher power is applied, the distance required to achieve a BER value is increased slightly. It
must be noted that through the use of forward error correction (FEC), the error performance can
be further improved.
Figure 7 illustrates the error performance comparison between ECSAM and PAM for both
LOS and ISI channels over the full range of dimming. In this figure, the PD is at position B
with coordinates(1.25, 3.75, 1) as depicted in Fig. 3, meaning that the distance between the PD
and LED is around 2.6 m. The channel response can be visualized from Fig. 4(b). As the SE of
ECSAM is dependent on the dimming level whereas in PAM the SE is the same irrespective of
the dimming, we present two results fixing the bit rate and then the bandwidth for both schemes
to give a fair comparison. When fixing the bit rate of both schemes at 100 Mbit/s as shown in
Fig. 7(a), the error rate at low and high dimming is significantly higher than in the centher of the
dimming range for both ECSAM and PAM. In PAM, this can be explained as in the center of the
dimming range the Euclidean distance between symbols is maximized. For ECSAM, the effect
is due to the smaller number of symbols available at the extreme dimming regions compared
with the middle dimming region and the Euclidian distance between each ECSAM symbol. As a
result, a symmetric characteristic can be seen for PAM but not for ECSAM in the LOS channel.
According to Fig. 7(a), ECSAM provides better error performance than PAM in a LOS channel
for dimming levels less than 0.36 and higher than 0.63. In an ISI channel with fixed bit rate,
the PAM scheme is significantly affected by ISI compared with ECSAM. More specifically, at
a dimming level of 0.5, the error rate of PAM increases from 1.3 × 10−11 in a LOS channel
to 6 × 10−5 in an ISI channel whereas ECSAM is more immune to ISI as the error rate is at
about 8×10−7. This behavior can be explained by the energy constraint requirement in ECSAM.
Since every ECSAM macro-symbol carries the same amount of optical energy, the possibility
of having an error in the presence of ISI is significantly reduced compared with PAM where the
1It should be noted that in a practical scenario, use of multiple LEDs will reduce the required optical power. For example by
placing an LED near the corner of the room shown in Fig. 3.
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Fig. 8. Error performance comparing suboptimal detection with optimum ML detection at dimming level z = 0.25 for both
LOS and ISI channel when increasing M from 2 to 8 and fixing N = 4
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Fig. 9. Error performance comparing suboptimal detection with optimum ML detection at dimming level z = 0.25 for both
LOS and ISI channel when increasing M from 4 to 16 and fixing N = 8
constraint is only on the average energy of the data symbol. The effectiveness of ECSAM over
PAM can be further demonstrated by fixing the bandwidth at 75 MHz as shown in Fig. 7(b).
The error rate of ECSAM is significantly lower than PAM for both LOS and ISI channel when
using the same bandwidth. Furthermore, the error rate of ECSAM at low and high dimming
becomes comparable with those in the center of the range when the same bandwidth is used for
all the dimming levels. This suggests that ECSAM can be an adaptive modulation scheme for
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Fig. 10. Error performance comparing suboptimal detection with optimum ML detection at dimming level z = 0.25 for both
LOS and ISI channel when increasing N from 2 to 8 and fixing M = 4.
high illumination and communication performance VLC systems.
Besides the benefits of ECSAM with optimal detection in terms of SE and error performance,
the large number of symbol combinations available leads to high computational complexity and
cost of the receiver. In this respect, sub-optimal detection is proposed to offer less complexity
to the system. In terms of error performance, Fig. 8 compares the BER of ECSAM for both
LOS and ISI channels using optimal and sub-optimal detection for N = 4 and M = 2, 4, and
8. The same PD position of (1.25 m, 3.75 m, 1 m) is used at a bit rate of 100 Mbit/s and the
dimming level is set at 0.25. As can be seen in Fig. 8(a), the BER of ECSAM employing the
sub-optimal detection algorithm is very close to that achieved with ML detection in the LOS
channel. Employing a high number of amplitude levels can increase the SE of ECSAM at the
cost of increasing the BER. The SNR required to achieve BER of 10−6 when increasing M from
2 to 4 and 8 is about 2 dB and 5 dB, respectively. This effect becomes even more clearer in the
ISI channel with multipath propagation as seen in Fig. 8(b), where the gap is about 3 dB and 9
dB of SNR when increasing M from 2 to 4 and 8.
The results for high values of N and M are shown in Fig. 9, where N = 8 is demonstrated
when varying M from 4 to 16. As shown in Fig. 9(a), the performance of the sub-optimal
receiver is very close to the ML detection at high values of N and M in the LOS channel. With
N = 8, the error penalty of increasing M from 4 to 16 is clearer than for the case of N = 4. In
27
the ISI channel, the gap between the ML and sub-optimal receiver is increased at high values
of M as depicted in Fig. 9(b).
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Fig. 11. The effect of channel estimation error on the error rate of ECSAM at dimming target z = 0.25
To further demonstrate the effectiveness of the proposed suboptimal detection, Fig. 10 il-
lustrates the BER of ECSAM when increasing the number of time slots N while keeping the
number of amplitude level the same. In the LOS channel, Fig. 10(a) shows that increasing N
does not cause significant error performance degradation as compared with increasing M . More
specifically, the SNR required to achieve BER of 10−6 when increasing N from 2 to 4 and 8
is about 3 dB and 0.5 dB, respectively. Furthermore, from Fig. 10(b), it is confirmed that the
sub-optimal detection gives very good error performance when increasing both N and M .
As ECSAM employs the maximum likelihood principle at the receiver, prior knowledge about
the channel is a requirement. Therefore, it is interesting to see the effect of channel estimation on
the BER performance. Let W denote the number of symbols used for estimating the channel. Fig.
11 shows the effect of imperfect channel estimation in the LOS channel on the BER performance
of ECSAM for a dimming level of 25% and waveform configuration of M = 10, N = 4. When
more symbols W are employed to estimate the channel, the BER is significantly improved.
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V. CONCLUSION
This paper proposed a low-complexity sub-optimal receiver architecture for a novel energy-
constrained slot-amplitude modulation technique for VLC systems that uses both amplitude
and time to modulate information while supporting dimming and flicker-free data transmission.
A comprehensive performance comparison between the sub-optimal and maximum-likelihood
ECSAM detectors has been presented along with performance comparison with other bandwidth
and power efficient VLC modulation schemes. The investigations use line-of-sight and ISI (line-
of-sight plus reflections) indoor VLC channel models for performance evaluation while varying
the dimming levels. The bit error rate performance of the proposed receiver architecture is
found to be very close to that of an ML detector. The investigations show that ECSAM provides
complete flexibility in modifying the signal constellation for a desired dimming level to maximise
the spectral efficiency and provide a robust BER performance when compared with conventional
MPPM and PAM systems, especially in a hybrid channel.
APPENDIX
In order to obtain the signal for each slot, y(t) is sampled at times kTp + τ0, k = 1, 2, .....
Without loss of generality, assume that the transmission delay τ0 of the channel is zero, then we

















clfk−l + nk. (36)
When the symbol xv is received, the 1 × N MF sample output vector for N slots can be
written as
rv = sv +wv, (37)
where wv is the 1 × N Gaussian noise vector at the sampling output, the qth element of the










From (37) and (38), the sample value of the qth slot in the presence of noise can be expressed
as








aκvl−N(v−1)fN(v−1)+q−l + wv,q. (39)
where wv,q is zero-mean uncorrelated Gaussian random variables with a common variance of
N0
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