We demonstrate a tandem neural network architecture that tolerates inconsistent training instances in inverse design of nanophotonic devices. It provides a way to train large neural networks for the inverse design of complex photonic structures. OCIS codes: (350.4238) Nanophotonics and photonic crystals; (200.4260) Neural networks; (290.3200) Inverse scattering
However, in the inverse design problem, one optical response can be generated by several distinct designs. As a result, training of the inverse design neural network is hard to converge. As an example, we train an inverse neural network to design a thin film structure with desired transmission spectrum (Fig 1b) . The thin film is composed of m layers of SiO2 and Si3N4. The design parameters of the thin film are the thicknesses of the layers di (i=1, 2, ..., m) with di in the range of 0 to . The device response is the transmission spectrum in the range 0.15 / ≤ ≤0.25 / . The inverse neural network takes the discretized transmission spectrum ℛ as input and =[d1, d2, ..., dm] as output. In this case, two thin films with different layer structures and can have almost the same transmission spectrum. Such inconsistent training instances with the same input ℛ but different labels and make the training of the inverse network hard to converge. After training, the design produced by the inverse network turns out to be far off from the target spectrum ( Fig. 1c ). This observation is consistent with previous studies [1] , [2] . We propose a tandem architecture consisting of an inverse design network connected to a forward modeling network, as shown in Fig. 2a . The device response ℛ is taken as input of the inverse design part, the designed structure is generated by the intermediate layer M (labeled in blue in Fig. 2a ), which is then fed into the forward modeling part to calculate the corresponding spectrum. Training of the network is divided into two steps. In the first step, the forward modeling network is trained separately. Then, the well-trained forward modeling network is connected with the inverse design network. In the second step, the weights in the forward network are fixed. The weights in the inverse network are trained to reduce the cost function defined as the error between the predicted response and the target response.
This network structure overcomes the issue of non-uniqueness in the inverse scattering of electromagnetic waves because the design by the neural network is not required to be the same as the real design in training samples. Instead, the cost function is low as long as the generated design and the real design have similar response. Design by the tandem network (Fig. 2b ) turn out to be much better than inverse network (Fig. 1c) .
We show a specific example of using tandem network to design the structure of 20-layer SiO2 and Si3N4 thin film for certain target transmission spectra. The maximum thickness of each layer is set to be 150 nm. The response is the transmission spectrum within the range of 300 to 750 THz, corresponding to wavelength λ of 400 to 1000 nm. The target transmission spectra t( ) are set to be of a Gaussian shape:
where 0 f = 525 THz and σ is set to be 75, 37.5 and 18.75 THz for three cases. The corresponding spectra are shown in Fig. 3 (blue lines) . For the three target spectra, the tandem network designs structures as follows: (1) The spectra of the designed structures are shown in Fig. 3 (green dashed lines) , and reasonably satisfy the design goal. It only takes a fraction of a second for the neural network to compute a design. We expect the performance of the design can be further improved with more training instances. In conclusion, we show that using neural networks for the inverse design suffers from the problem of data inconsistency, a typical issue in the inverse scattering problem. This issue makes it very difficult to train neural networks on a large training data set, which is often needed to model complex photonic structures. Here we demonstrate a tandem architecture that tolerates inconsistent training instances. It provides a way to train large neural networks for the inverse design of complex photonic structures.
