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Abstract 
Brewer, J., L. Khngler and W. Schmale, The dynamic feedback cychaation problem for principal 
ideal domains, Journal of Pure and Applied Algebra 92 (1994) 213-225 
We prove that every controllable system over a principal ideal domain feeds back to a cyclic vector 
after a one-augmentation of the given system. 
Let R be a commutative ring with (A, B) an n-dimensional reachable system over R. 
Thus, A is an n x n matrix, B is an n x m matrix, and the R-module generated by the 
columns of the matrix [B, AZ?, . . . , A”-‘B] is R". By a theorem of Emre and 
Khargonekar [l, Theorem 3.241, it is known that the augmented system 
where Z denotes the (n’ - n) x (n2 - n) identity matrix, is coefficient assignable. This 
means that if p(T) is any manic polynomial of R [T] of degree n2, there exists a matrix 
R such that the characteristic polynomial of 2 + B”- I? is p(T). One way to phrase this 
result might be: If R is any commutative ring, then R is a CA-(n2-- n) ring. As pointed 
out in [6], it would be desirable to prove that, under suitable conditions on 
R, R was a CA-a(n) ring, with the function u(n), say O(n). This has been done for various 
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rings. For example, the authors proved in [2] that if R is a Dedekind domain, then R is a 
CA-(n - 1) ring and Sontag and Wang proved in [7] that if R is the ring of continuous 
real-valued functions on a CW-complex of dimension 3, then R is a CA-3n ring. 
In each case, the question remained open as to whether or not these functions were 
best possible. Indeed, it was unknown, but considered highly unlikely, whether or not 
a constant function might suffice. This would mean that independent of the dimension 
of the given system, the same size augmentation would render the resulting system 
coefficient assignable. It is the goal of this paper to prove for principal ideal domains, 
a constant function does suffice. In fact, the constant function cr(n) = 1 will suf- 
fice-that is, a principal ideal domain is a CA-l ring. In fact, the proof shows that after 
a l-augmentation of a reachable system, the resulting system will “feed back to a cyclic 
vector”. The proof itself of the theorem rests on two points; first, the idea of relating 
coefficient assignability of a system to the number of inputs required for the associated 
control process of the system to cover the entire space; second, the determination of an 
appropriate feedback canonical form for reachable systems over principal ideal 
domains. 
We begin with a result essentially given in [4]. 
Proposition 1. Let (A, B) be an n-dimensional system over a commutative ring R. 
Suppose that there exists a sequence ul, u2, . . . , u,, . . . . u,+, such that the associated 
control process xi = Axi- 1 + But contains a basis for R”. Then for any manic poly- 
nomial ME R [T] of degree n + r, there exists a feedback matrix I? such that the 
characteristic polynomial of 
is P(T). 
Proof. Suppose that {xi,, xiZ, . . . , Xi.> is a basis for R”. For 1 <j I n + r, define an 
input vector U;E R”+* as follows: 
ifje{ii, i2, . . . , in} and a; = 
where as j ranges through the r integers in the set (1, . . . , n + r> - {iI, i2, . . . , i,}, 
vj ranges through the unit vectors cl,. . . , er. One checks easily that the associated 
control process 
yields a basis (xi, xi, . . . , XL+,.} for R”+‘. 
Thus, we have the situation of a t-dimensional system (F, G) and a sequence of 
t inputs vl,... , v, such that the associated control process yi = Fyi_ 1 + Gvi yields 
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abasis{y,,..., y,} for R’. We now prove that under this hypothesis, there exist a matrix 
K and a vector y such that the system (F + GK, Gp) is reachable. (It is customary to 
say in this situation that “(F, G) feeds back to a cyclic vector in the image of G”.) 
Lemma 2. Let (F, G) be a reachable n-dimensional system over R. Then (F, G) feeds 
back to a cyclic vector in the image of G if and only if there exists a sequence of inputs 
u1,u2,...,u,~Rm such that the resulting states x1 = GuI, x2 = FxI + Gu2 = 
FBul + Gu,, . . . . x, = Fx,_~ + Gu, = F”-lGuI + F”-2G~2 + ... + Gu,form a basis 
of R”. 
Proof. ( *) There exists a vector ,u E R” and a matrix K such that Gp, 
(F-t GK)G,u,..., (F + GK)“- ’ Gp is a basis for R”. For ease of calculation, set 
v,=Gp,v2=(F+GK)Gu,..., vk = (F + GK)“- ’ Gp. To select the appropriate se- 
quence of inpUtS, Set p1 = ,u, and for k 2 2, set & = Kvk_ 1. Then one obtains the 
following sequence of states: 
x1 = G,u = vl, 
x2 = GKvl + Fv, = (F + GK)vl = (F + GK)G,u = v2, 
x3 = GKv2 + F(F + GK)v, = GK(F + GK)Gp + F(F + GK)Gp = v3, 
etc. 
( G= ) Conversely, suppose that we can find inputs ,u~, p2, . . . pn E R” such that the 
states x1 = Gpi, x2 = FGpl + Gp2, . . . , x, = Fx,_ 1 + Gu, are a basis for R”. We 
need to find the appropriate vector p and matrix K. Set p = pi and for 1 I k I n - 1, 
set KXk = pkwl and define Kx, arbitrarily. Look at Gpi, (F + GK)GpI, . . . , 
(F + GK)‘-‘G,uI. Well, one obtains x1 = Gpi, FGuI + GKGpl = FGpl + FKxl = 
FG,ul + G,u, = x2, (F + GK)‘GpI = (F + GK)x2 = Fx2 + GKx2 = Fx2 + G/t3 = x3, 
etc. 0 
The proposition itself follows at once from the lemma. 0 
In order to prepare the way for the theorem itself, we need a few more ideas. 
Coefficient assignability of a system is invariant under the action of the feedback 
group: If (A, B) is a system over a ring R, the operations (A, B) --f (P - A 6 P - I, P - B), 
(A, B) + (A, B - P- ‘), and (A, B) + (A + B - K, B) for an invertible matrix P, determine 
the feedback group. Moreover, two systems (A, B) and (F, G) are said to be systems 
equivalent if and only if we can pass from one to another by a finite sequence of these 
operations. Now, each of these operations can also be viewed as row and column 
operations on the matrices A and B. To wit, recall that a change of basis in the input 
space R” produces the transformation (A, B) + (A, B. P- ‘) and a change of basis in 
the state space R” produces the transformation (A, B) + (P . A . P - ‘, P - B), where P is 
an invertible matrix. Viewing P as being factored into a product of elementary 
matrices with a diagonal matrix, we are interested in the effect on A and B of change of 
basis by an elementary matrix P. For a change of basis in the input space, this means 
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adding a multiple of one column of B to another column of B. For a change of basis in 
the state space, this means adding a multiple of some row i of A to another row j of A, 
adding the same multiple of row i of B to row j of B, and subtracting the same multiple 
of column j of A from column i of A. The transformation (A, B) + (A + B * K, B) 
amounts to adding a column of B to a column of A. (Here, we are viewing K as being 
a sum of matrices each of which has at most one non-zero entry.) 
Finally, an integral domain D is said to be a B&out domain if every finitely 
generated ideal of D is principal and a B&out domain D is called an elementary divisor 
domain if for every matrix A over D, there exist invertible matrices P and Q over 
D such that P - A - Q is a diagonal matrix. 
Theorem 3. Let D be a Bkzout domain with the property that each nonzero element of 
D belongs to only finitely many maximal ideals, and let (A, B) be an n-dimensional 
reachable system over D. Then: 
(a) The system (A, B) is systems equivalent to a system (A,, B,) of the form 
AI = 
B1 = 
0 
0 
0 
0 
1 
0 
0 
0 
. . . 
. . . 
. . . 
0 0 .., 
0 0 . . 
. . . . . . 
0 0 . . 
0 0 . . 
* * .., 
* * .., 
. . . . . . 
* * . . 
. . . 0 0 
. . . 0 0 
. . . . . . 
0 1 0 0 
0 a 0 0 
0 1 0 0’ 
0 0 0 
0 0 
0 0 
. . . . . . 
0 0 
b 0 
* 0 
* 0 
. . . . . . 
* 0 
* * . . . * 1 
. : : 
. * * 
. 1 
. . * 0 1 
. . . 0 0 
where (a, b) = 1, and a and b are in the same row. 
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(b) There exists a sequence ul, . . . , u,, u.+~ E D” of inputs such that the control 
process Xi = Alxi-1 + Blui contains a basis JOY D”. 
Thus, D is an FC-1 ring. 
Since any principal ideal domain satisfies the hypotheses of the theorem, the 
following corollary is immediate. 
Corollary. Any principal ideal domain is an FC-1 ring. 0 
Proof of Theorem 3. The proof of the theorem is long and involved. Perhaps, the 
reader would be well served by assuming throughout that he is dealing with a princi- 
pal ideal domain (or the ring of integers, for that matter!) 
An observation of which we shall have need is the following. The well-known 
Lemma of Eising says that if 
(*I ([iq-i]? [S]) 
is reachable, where 0 denotes a column vector of zeros, and OT denotes a row vector of 
zeros, then (A’, [u 1 B’]) is reachable [l, p. 891. But, since reachability of a system is 
invariant under systems equivalence, the system (*) is reachable if and only if the system 
(**I ([*Iv [qi]) 
is reachable for any row vector u T. Consequently, if the system (**) is reachable, so is 
the system (A’, [u 1 B’]). 
Proof of (a). We first give the main technical argument of the proof, isolated as 
a separate claim. 
Claim 1. Suppose that (A, B) is an n-dimensional reachable system over D, where 
the last column of B has unit content. (This means that the ideal of D generated by the 
entries of the last column is D.) Then (A, B) is equivalent o 
0 1 . . . . . . 0 0‘ 
0 0 . . . . . . 0 0 
. . . . . . . . . . . . . . . 
0 0 0 1 0 0 
0 0 0 a 0 0 
0 0 0 1 0 0 
0 0 0 0 0 
. . . : : 
. . . . . 
0 0 . . . . . . 0 1 
0 0 . . . . . . 0 0. 
0 0 . . . 0 0 
0 0 . . . 0 0 
. . . . . . . . . . . . 
0 0 . . . 0 0 
0 0 . . . b 0 
* * . . . * 0 
* * . . . * 0 
. . . . . . . . . . . . 
* * . . . * 0 
* * . . . * 1 
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where (a, b) = 1, and a and b are in the same row. Moreover, the equivalence can be 
shown without adding a multiple of the last column of B to any other column of B. (This 
last condition is imposed because, at the induction step, we shall adjoin a column of 
A to B, and we cannot add multiples of this column of A to columns of B.) 
Proofofthe Claim. We induce on n, the dimension of the system. By a theorem of 
Kaplansky, D is an elementary divisor domain. Thus, note that since the last column 
of B has unit content, we can find an invertible matrix P such that 
PB= 
B’ 0 [+I VT 1 . 
Replace A by P - A and B by P - B. We can also find invertible matrices X and Y such 
that 
1; 0 0 j . . . 0 . 0 . 
0 . . . 0 0 X.B’. y= b, 
0 b,,pI ‘.. 0 0 . . . . . . b3 0 
. . . 0 b2 
where b21b31...lbm. Replace A by 
and B by 
[*]+[i$ 1 = 
0 0 
0 0 
hn 0 
0 b-l 
0 0 
* * 
. . . 0 0 
. . . . . . 
. . . 0 0 
. . . 0 0 
0 0 
. . . . . . . . . 
. . . bz 0 
. . . * 1 
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Now add appropriate multiples of the last column of B to the columns of A, so that 
A has the form 
A’ u [+I o= 0 
where u is the column vector [a,, . . . , aJT. 
Our system is equivalent o one of the form 
a, 
A’ ; 41 9 a2 0 . . . 0 0 
0 0 . . . 0 0 
. . . . . . . . . . 
0 0 . . . 0 0 
b, 0 . . . 0 0 
0 b-l 0 0 
. . . . . . . . . . 
0 0 . . . b2 0 
0 0 . . . 0 1 
although we forego the temptation to apply those column operations to B, since the 
claim does not allow them. Nonetheless, Eising’s Lemma (as in the above observation) 
still applies, so that the system (A’, B’) is reachable, where 
B’ = 
0 0 . . . 0 0 
. . . . . . 
0 0 . . . 0 0 
b, 0 . . . 0 0 
0 k-1 0 0 
. . . . . . . . . . 
0 0 . . . b3 0 
0 0 . . . 0 b2 
a mil 
a, 
k-1 
a3 
a2 
is reachable. Note that we can do any column operations on the first m - 1 columns of 
B’ by means of the same column operations on the original matrix B. Similarly, we can 
add a multiple of any of the first m - 1 columns of B’ to the mth-column by adding the 
same multiple of the column in B to the last column of A, with the side-effect of 
possibly changing the (n, n)-entry of A to something non-zero. Thus, we can affect any 
column operations in B’ by means of operations in (A, B) except hat we cannot add 
a multiple of the last column of B’ to any other column of B’. (This can be 
accomplished without changing the bottom row of A or the last column of B.) 
Similarly, adding a multiple of any of the first m - 1 columns of B’ to a column of A’ 
can be accomplished by the corresponding operation in (A, B), followed by the 
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“clean-up” operation of adding a multiple of the last column of B to the appropriate 
column of A to restore the bottom row of A to all zeros. Adding a multiple of the last 
column of B’ to a column of A’ can be affected by adding a multiple of the last column 
of A to one of the first n - 1 columns of A. This is accomplished by multiplying A on 
the right by an elementary matrix P; we must then multiply both A and B on the left 
by P- ‘. This has the effect of adding a multiple of one of the first n - 1 rows of 
A (resp., B) to the nth row of A (resp., B). Clearly, B still has the same form, since the 
only changes occur among the first m - 1 entries of the last row. We can then use the 
last column of B to restore the bottom row of A to all zeros, as above. Thus, we can 
affect any feedback operation of 8 on A’ by means of feedback of B on A, without 
changing the bottom row of A or the last column of B. 
Finally, to multiply A’ on the right by the invertible matrix Q and multiply A’ and 
B’ on the left by Q-i, we simply multiply A on the right by 
Q 0 HI OT 1 
and A and B on the left by 
Q-' 0 HI OT 1 
which does not change the bottom row of A or the last column of B. 
Note that, since (A’, B’) is reachable and b21 b31 ... 1 b,, it follows that 
(a 2, ... 9 a,, b2) = 1 (since B’ has unit content.) We distinguish two cases. 
Case 1: Uj # 0 or bj # 0 for some j > 2. By a stable-range type argument, there 
exists a scalar r E D such that (a2 + rb2, u3,. . . , a,) = 1. The argument is roughly the 
following. If Uj = 0, but bj # 0, add the column containing bj to the last column of B’, 
replacing cj by bj # 0. Therefore, we can assume that Uj # 0 for some j > 2. NOW, 
choose r E D such that, for a maximal ideal M E D, if u3, . . . , a, EM, then r E M if and 
only if a2 EM. By assumption, since not all of u3, . . . , a, are 0, there are only finitely 
many such maximal ideals to worry about. It is now routine to check that 
(a2 + rb 2,u3 ,..., a,) = 1 since(u2 ,..., a,, b2) = 1. By adding r times column m - 1 of 
B’ to column m of B’, we get that the last column of B’ has unit content. (This 
operation is allowed by the above discussion.) 
Now we can apply induction, since A’ is (n - 1) x (n - 1). (The above discussion 
shows that any of the operations on (A’, B’) allowed in the claim can be affected in 
(A, B) without changing the last row of A or the last column of B.) By induction on n, 
(A’, B’) can be put into the form in the claim, but then, returning the last column of B’ 
to its rightful place in A and restoring the last rows of A and B and last columns of B, it 
follows that (A, B) has the form in the claim, also. 
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Case 2: a3 = . -. = a, = 0 = b3 = a.- = b,. Our reachable 
form (A’, B’), where 
0 . . . 0 0 0 
0 . . . 0 0 0 
0 . . . 0 0 0 
B’=i ii;. 
0 . . . 0 0 0 
0 . . . 0 0 0 
0 . . . 0 bz a2_ 
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system now has the 
We claim that, in this case, (A’, B’) is systems equivalent (using the allowable opera- 
tions in the above claim) to one of the form 
0 1 0 . . . 0 0 0 0 . . . 0 0 0 
001...000 o...ooo 
ooo...ooo o...oo 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . ., . . . . 
0 0 0 . . . 0 1 0 0 . . . 0 0 0 
0 0 0 . . . 0 0 1 0 . . . 0 0 0 
0 0 0 . . . 0 0 0 0 . . . 0 b2 a2 
From this it will follow by returning the last column of B’ to A and restoring the last 
rows of A and B and last column of B, that (A, B) has the form in the claim, with 
a = a2 and b = b2. Thus, it suffices to show that we can put A’ into the given form. 
For this, we first add multiples of the last two columns of B’ to columns of A’ to put 
(A’, B’) into the form 
I A” 0 0 . . . 
0 0 . . . 0 0 0 
0 0 . . . 0 0 0 
0 0 . . . 0 0 0 
. . . . . . . . . . . . . . . 
0 0 . . . 0 0 0 
0 0 . . . 0 0 0 
0 0 . . . 0 a2 b2 
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Now this system is equivalent o 
since (az, b,) = 1. Although we cannot put our system into this form by the operations 
allowed in the claim, we can nonetheless, as above, appiy Eising’s Lemma to conclude 
that, with 
the system (A”, B”) is reachable. Moreover, it is straightforward to check, as in the 
discussion above, that any of the systems operations on (A”, B”) can be affected by an 
allowable systems operation on (A’, B’). On the other hand, (A”, B”) is a “single- 
input” system, and so can be replaced by 
. . . 
. . . 
. . . 
0 
0 
0 
. 3 
0 
1 
0 
Returning B” to A’ and restoring the last row of A’ and B’ and the last column of B’, 
we get (A’, B’) of the form 
ro 1 0 . . . 0 0 0 
0 0 1 . . . 0 0 0 
0 0 0 . . . 0 0 0 
. . . . . . . . . . . . . . . . . . . . .) 
0 0 0 . . . 0 1 0 
0 0 0 . . . 0 0 1 
0 0 0 . . . 0 0 0 
0 . . . 0 0 0 
0 . . . 0 0 0 
0 . . . 0 0 0 
. . . . . . . . . 
0 . . . 0 0 0 
0 . . . 0 0 0 
0 ... 0 b2 a2 
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In any event, this completes the proof of Claim 1. 
The proof of part (a) is now clear. Since D is an elementary divisor domain, there 
exist invertible matrices P and Q such that the last column of Pa B. Q has unit content. 
Now the Claim shows that this system is equivalent o one of the form 
(-J I................... 0 0‘ 
0 0 . . . . . . . . . . . . . . . . . . . 0 0 
. . . . . 
. . . . . 
. . . . . 
0 0 0 1 0 0 
0 0 0 a 0 0 
0 0 0 1 0 0 
0 0 0 0 0 
. . . . . . . . . . . . . . . 
0 0 . . . . . . . . . . . ...*.... () 1 
0 0 . . . . . . . . . . . . . . . . . . . 0 () 
0 0 
0 0 
. . . . . . 
0 0 
b 0 
Cl 0 
c2 0 
. . . . . . 
ck 0 
0 1 
Now, we can sweep out the bottom row of the input matrix to complete the proof 
of (a). 
Note that in this form, the first m - 2 columns of the input matrix are irrelevant. So, 
for the proof of (b), we can assume that the system (A, B) is given by 
0 I................... 0 0 
0 0 . . . . . . . . . . . . . . . . . . . 0 0 
. . * . . 
. . . . . 
. . . . . 
0 0 0 1 0 0 
0 0 0 a 0 0 
0 0 0 1 0 0 
0 0 0 0 0 
. . . . . . . . . . . . . . . 
0 0 . . . . . . . . . . . . . . . . . . . () 1 
0 0 . . . . . . . . . . . . . . . . . . . () 0 
0 0‘ 
0 0 
. . . . . . 
0 0 
b 0 
Cl 0 
c2 0 
. . . . . . 
ck 0 
0 1 
where (a, b) = 1, and a and b are in the same row. 
To prove that (b), we must find a sequence of inputs ul,. . . , u,, u, + 1 E D2 such that 
the control process Xi = Alxi_l + Blui contains a basis for D”. TO begin with, since 
(a, b) = 1, there exist elements I and s in D such that ar + sb = 1. So, set 
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The sequence of states xi = Alxi- 1 + Blui then becomes 
x1 = 
xk+2 = 
0' 
0 
0 
0 
0 
0 
0 
1 
x2 = 
0 
0 
a 
r xk+3 = 
- cks 
0' 
0 
0 
0 
0 
x3 = 
1 Ii r - Cl.9 
0 
0 
a 
ar + bs 
- c1.s + Cl.5 
- c,$ + cks 
0 
. ..) xk+l = 
= 
0 
0 
1 
r 
- CIS 
- ck_ls 
xk+4 = 
and it is apparent that the set {x1, . . . , xk+ I, xk+3, . . . , x,+ 1} is a basis for D”. This 
completes the proof of part (b). 
That D is an FC-1 ring now follows immediately from Proposition 1, since feeding 
back to a cyclic vector is preserved under systems equivalence. 
This completes the proof of Theorem 3. 0 
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