The problem of estimating the stress-strength R = P(Y < X) when X and Y are two independent ordinary samples was considered by many authors. In this paper, the problem of estimation of R = P(Y < X) when X and Y are two independent k-upper record values from the Kumaraswamy distribution is considered. Maximum likelihood (ML) and Bayes techniques are used for this purpose. The maximum likelihood estimator is used to construct both an exact confidence interval and percentile bootstrap confidence interval of the stress-strength. Bayes estimators have been developed under both symmetric (squared error) and asymmetric (LINEX) loss functions. Monte Carlo simulations are performed to compare the performances of the different methods.
Introduction
In the statistical literature R = P(Y < X) is known as the stress-strength parameter. This problem arises in the classical stress-strength reliability where one is interested in assessing the proportion of the times the random strength X of a component exceeds the random stress Y to which the component is subjected. Also This problem arises in state where X and Y represent lifetimes of two devices and one wants to estimate the probability that one fails before the other. For example, if we have a failure voltage levels of two types of electrical cable insulation when specimens were subjected to an increasing voltage stress in a laboratory test, "we are interested" in finding the type of insulation that has longer life. Specifically, let X represent the life time of a type 1 insulation, and let Y represent the same for type 2 insulation. Then the lower confidence limit for P(Y < X) with a value greater than 0.5 indicate the superiority of type 1 insulation in terms of longevity. Constantine and Karson [1] consider the case when X and Y are independent gamma random variables. Ahmed et al. [2] and Surles and Padgett [3] considered the estimation of R where X and Y are Burr-X random variable. Ghosh and Sun [4] considered the recent developments of Bayesian inference for stress-strength models. Kundu and Gupta [5] developed the inference procedures on R under classical and Bayesian frame work, when X and Y are independent generalized exponential distribution. Raqab et al. [6] considered the estimation ( Bayes and modified ML) of R when X and Y are distributed as two independent three-parameter generalized exponential random variables with different shape parameters but having the same location and scale parameters. A recent account on inference about R when X and Y are exponentially distributed is given by Jiang and Wong [7] . Greco and Ventura [8] considered robust inference for the stress-strength reliability. Rezaei et al. [9] discussed the problem of estimation of R when X and Y are two independent generalized Pareto distributions with different parameters. Also, the problem of estimation of R involving two independent modified Weibull distributions is considered by Soliman et al. [10] . Baklizi [11] has considered a similar problem for the exponential distribution based on record values, using non-Bayesian approach. Nadar et al. [12] discussed the problem of estimation of R when X and Y are two independent Kumaraswamy's distribution based on record values. As can be seen from the cited literature, the developments in this field covered a variety of data types including complete data, censored data as well as data with explanatory variables. However, there are many situations in which only observations more extreme than the current extreme value are recorded. If the observation is greater than all the preceding observations it is called an "upper" record. On the other hand, if the observation is smaller than all the preceding observations then it is called a " lower" record. Industrial stress testing is a natural example where only items that are weaker than all the observed failed items are destroyed, see for example Ahmadi and Arghami [13] . A growing interest in the inferences of records has arisen in the last two decades, but not much has been done in the Bayesian framework. Detailed discussions of record data and its applications can be found in Arnold et al. [14] , Ahsanullah [15] and Soliman et al. [16] . An k−upper record values process is defined in terms of the k th largest X yet seen. For a formal definition, we consider the definition in Arnold et al. [14] , for the continuous case. Let T 1,k = k, and for n ≥ 2
where X i:m denotes the i th order statistic in a sample of size m. The sequence of k−upper record values are then defined by R n (k) = X T n,k −k+1:T n,k for n ≥ 1. Note that for k = 1, an upper record value is recovered. See, Ahmadi et al. [17] . In this paper, it is shown how k−upper record data can be used to provide point estimation and confidence intervals for the stress-strength reliability model R = P(Y < X) from the Kumaraswamy distribution with different parameters. We obtain the MLE of R and its exact distribution. The exact distribution is used to construct an exact confidence interval. Nadar and Kızılaslan [18] have considered a similar problem for Kumaraswamy's distribution based on record values. The interest in developing inference procedures for R arises because of its applications to a variety of fields. A random variable X said to have a Kumaraswamy distribution, denoted by X ∼ Kw(a, b).
and hence the probability density function (pdf) given by
where a>0and b>0 are the shape parameters. It is known that X is Kumaraswamy then -ln X is the two parameters generalized exponential distribution. Kumaraswamy [19] developed a more general (pdf) with hydrological applications, which is known as Kumaraswamy distribution. This distribution has been studied by many authors, see Sundar and Subbiah [20] , Fletcher and Ponnamblam [21] , Seifi et al. [22] , Ponnambalam et al. [23] , Ganji et al. [24] and Nadarajah [25] . The main aim of this paper is to focus on the estimation of R = P(Y < X), where X and Y follow the Kumaraswamy distribution based on k−upper record data. In section 2, we obtain the maximum likelihood estimation (MLE) of R and its exact distribution. The exact distribution is used to construct an exact confidence interval. The parametric bootstrap percentile confidence interval of R is presented in section 3. Bayesian confidence intervals with exact confidenc interval of R are presented in section 4. Also, in Bayesian setting, the symmetric and asymmetric point estimations of R are obtained and discussed in section 5. In section 6, two numerical examples using simulated k-upper record data are illustrated and the results of different methods are discussed. The different methods have been compared using simulation study and their results have been reported in section 7. The conclusions is presented in the final section.
Maximum likelihood estimation
To formulate the present problem, let X ∼ Kw(a, b 1 ) and Y ∼ Kw(a, b 2 ) are two independently distributed . (here "∼ "means follows or has the distribution). Therefore , be the stress strength reliability model define as:
where f (x, y) the joint probability density function, then , where a is known. The likelihood functions (for b 1 and b 2 ) based on the observed samples r and s are given in Arnold et al. [14] , respectively, by
and
Thus the joint log-likelihood function (for 1 and 2) based on the observed samples r and s can be written as
The MLE's of b 1 and b 2 sayb 1 andb 2 respectively, can be obtained as the solutions of
From equations (8) and (9), we obtainb
Since ML estimators are invariant, so the ML estimators of R becomes:
To study the distribution ofR ML we need the distribution ofb 1 andb 2 . The (pdf) of r n is given by (see, Arnold et al. [14] )
Consequently, the (pdf) of z 1 =b 1 = −n k log(1−r a n ) , is given by
similarly, the (pdf) of
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Now, we can writeR
. Therefore, using (14) and (15) we have
, where F 2n,2m is a scaled F distribution with 2n and 2m degrees of freedom.
It follows that the distribution ofR ML is thatR
Which can be obtained using simple transformation techniques. The (1 − α)100% confidence interval of R can be obtained as
where F 1−(α/2),2n,2m and F (α/2),2n,2m are the lower and upper (α/2)th percentile points of a F distribution.
Bootstrap Confidence Intervals
It is well known that the record value are inpractice and the sample size are often very small. However, confidence intervals based on the asymptotic results do not perform very well for small sample size. So, in this section we obtain the confidence interval of based on the parameteric percentile boot strap method suggested by Efron [27] . When the available data are the two sets of k-upper record vlues, the algorithm for estimating the confidence interval of using-the parameteric percentile bootstrap method is illustrated below. The following step are followed to obtain the k -upper record bootstrap samples from Kw(a, b 1 ) and Kw(a, b 2 ).
Step Step 3Repeat step 2, N times representing N bootstrap MLE's of R based on N different bootstrap samples.
Step 4ArrangeR * in an ascending order to obtain the bootstrap sample ϕ [1] , ϕ [2] , ........, ϕ [N] where ϕ =R * .
Step 5Let G (z) = p R * ≤ z be the cumulative distribution ofR * . DefineR boot = G −1 (z) for a given z . The approximate bootstrap (1 − α)100% confidence intervals of R is given by R boot
Bayes Estimations for R

Exact confidenc interval
In this section we discuss the Bayesian estimator of the R. It is assumed here that the parameters b 1 and b 2 are independent and follow the gamma prior distributions. Therefore, the prior density function of b 1 and b 2 becomes
where, α 1 , α 2 , β 1 and β 2 are chosen to reflect prior knowledge about b 1 and b 2 . From Eqs. (5-6) and (18) (19) , we can show that the posterior (pdf) of b 1 is given by
and the posterior (pdf) of b 2 is given by
Using the posteriors density of b 1 and b 2 given in (20) and (21), the joint posterior of b 1 and b 2 is given by
by using the following simple transformation technique
we can obtain the joint posterior distribution of R and w as
Using equation (23) with integrating out of w , the posterior distribution of R is given by
where
By the independence of two random quantities, we have
Using simple transformation techniques with A = (β 1 −k ln(1−r a n ))(n+α 1 ) (β 2 −k ln(1−s a m ))(m+α 2 ) , we can obtain the (1 − α)100% confidence interval for R as follows
Bayes Point Estimations of R
Sometimes the use of symmetric loss function, namely squared error loss function (SEL), was found to be inappropriate, as for example, an overestimation of the reliability function is usually much more serious than an underestimation. In this case, an asymmetric loss function might be more appropriate. A number of asymmetric loss functions are proposed for use, among these, one of the most popular asymmetric loss functions is linear-exponential loss function (LINEX) which was introduced by Varian [28] . The LINEX loss function rises approximately exponentially on one side of zero and approximately linearly on the other side. Recently, many authors considered asymmetric loss functions in reliability and life testing, such as Basu and Ebrahimi [29] , Soliman et al. [30] and Ren et al. [31] . Under the assumption that the minimal loss occurs atR = R, the LINEX loss function for R can be expressed as
Where ∆ = (R − R),R is an estimator of R. The sign and magnitude of the shape parameter c represents the direction and degree of asymmetry respectively (If c > 0), the overestimation is more serious than underestimation, and vice-versa. For c closed to zero, the LINEX loss is approximately squared error loss and therefore almost symmetric. For more details about L(∆ ) see Zellner [32] and Calabria and Pulcini [?] . The posterior expectation under the LINEX loss function (26) is
where E R (.) denotes the posterior expectation with respect to the posterior density of R. The Bayes estimator of R, denoted byR BL under the LINEX loss function is the valueR which minimizes (27) , that iŝ
provided that the expectation E R [exp(−cR)] exists and is finite.
In the following subsections, we obtain the Bayes point estimation of R relative to both a squared error loss function (SEL) and LINEX loss function.
Bayes estimation under a squared error loss function
Under squared error loss function L(R, R) = (R − R) 2 , the Bayes estimate of R, denoted byR BS is the posterior mean
where E i = m + α 2 + i, and 2 F 1 [a, b; c; z] is the hypergeometric function.
Bayes estimation under LINEX loss function
Relative to LINEX loss function, the Bayes estimate of R denoted byR BL is given bŷ
where B i, j = α 2 + i + j + m.
Data Analysis
In this section, we present two examples to illustrate the previous results and to compare the performance of the different estimation procedures.
Example1: In this example, we present a complete analysis using a simulated k-upper record data. The different estimators of R obtained in the above sections are computed as follows: (1) For given values of the prior parameters α 1 and β 1 we generate b 1 from the prior distribution (18) , and it is considered as the "actual" population value, and similarly for the prior parameters α 2 and β 2 we generate b 2 from the prior distribution (19) . We obtained b 1 = 3 and b 2 = 2. (ii) We arrange this data in ascending order, we have, x 1:1 > x 1:2 >...> x 1:k , we will take the value as the number k say x 1:k (iii) We generate another value from Kumarswamy distribution and insert to this data and descending sort we have c 2018 NSP Natural Sciences Publishing Cor.
x 1:1 > x 1:2 >...> x 1:k+1 , and we will take the value as the number k. (10) and (11), the MLE of b 1 and b 2 are :b 1 = 3.30598 andb 2 = 2.30766. Therefore, the ML estimates of R isR ML = 0.411081. The 95% exact confidence interval for R using (16) is (0.1581, 0.7218) . (5) Bootstrap method: Based on the original data in step 3 and using the algorithm described in section (3), we compute the mean of N = 1000 bootstrap samples ofR * as a bootstrap point estimate, the result becomesR * boot = 0.3915. The 95% bootstrap confidence interval (BCIs) of R is (0.1710, 0.5874). (6) Bayes method: For the case of informative priors, we use α 1 = 1, α 2 = 2, β 1 = 1 and β 2 = 2. The Bayes estimates of R relative to SEL and LINEX loss functions are computed using (29) and (30) . The results are:R BS = 0.421766, the Bayes estimates under LINEX loss function are respectivelyR BL = 0.3816,R BL = 0.4364 andR BL = 0.3944 for c = 5, −2, and 0.0001. (7) The 95% confidence interval of R using Bayes confidence interval in (25) is computed as (0.3881, 0.8612). The posterior probability density function of R is plotted in Fig.1 . Example 2: Using the same steps in example 1, the sets of 2−upper record values of sizes n and m are generated from Kumarswamy distribution using b 1 = 1.5 and b 2 = 2. Therefore, R = 0.7273 is assumed as the true value of R. For different values of n and m, we obtain the 95% confidence interval of R using the maximum likelihood method (ML), Bayes method (BS) and percentile bootstrap method (Boot ) based on 1000 bootstrap samples. The results are recorded in Table 1 . 
Simulation study and comparisons
In this section, we present some results based on Monte Carlo simulations to compare the performance of the different estimators of the stress-strength reliability R. In this simulation, 1000 pairs of samples of k−upper record data (k = 3, 5) were generated from kumarswamy distribution using case 1: b 1 = 3, b 2 = 2 and a = 1 with R = 0.4 and various combinations of sample sizes n and m , case 2: b 1 = 1.5, b 2 = 1.7 and a = 2.1 with R = 0.5313 and various combinations of sample sizes n and m . We obtain the MLE of R, (.) Ml using (12), the symmetric Bayes estimate of R, (.) Bs using (29) , and the asymmetric Bayes estimate of R, (.) Bl using (30) . The average estimation and the mean square error (MSE) of R for different methods are computed over 1000 replications. The results are reported in Table 2 and 4 for 3−upper record data and in Tables 3 and 5 
Conclusions
In this paper, we have addressed the problem of estimation of R = P(Y < X) using k-upper record values from Kumarswamy distribution. It is shown how record data can be used to provide point estimation and confidence interval for R. We consider the maximum likelihood method, Bayesian method relative to symmetric and asymmetric loss functions and parametric bootstrap percentile method. The distribution of the MLE of R were used to construct exact confidence interval of R. In Bayesian approach, the posterior distribution of R is obtained in closed form and used to construct:
(i) exact Bayesian confidence interval for R.
(ii) symmetric and asymmetric Bayes point estimates of R.
Comparisons are made between the ML and the Bayes estimators based on simulation study. From results we can note that:
1.Generally, it appears that the MSE's of the Bayes estimates of R are smaller than MSE's of the ML estimates. 2.For all methods when n and m increase, the MSE's are reduce. 3. Tables (2, 3 
