Abstract-The paper derives the optimal second-order coding rate for the continuous-time Poisson channel. This is the first instance of a second-order result for a continuous-time channel. The converse proof hinges on a novel construction of an output distribution induced by Wyner's discretized channel and the construction of an appropriate -net of the input probability simplex.
I. INTRODUCTION
The continuous-time Poisson channel-simply referred to as the Poisson channel-is a canonical optical direct-detection communication model [2] , [3] . The output of the Poisson channel is a Poisson counting process, where its intensity is determined by the sum of a dark current noise and an input waveform subject to peak and average power constraints; for more details refer to Section II-B of this paper. Kabanov [4] derived the capacity, i.e., the first-order optimal coding rate, of the Poisson channel in the absence of an average power constraint. Davis [5] generalized Kabanov's capacity formula with an average power constraint. While Kabanov's [4] and Davis' [5] proofs involved martingale techniques, Wyner [6] provided an alternative proof based on a discretization technique. In particular, Wyner discretized the Poisson channel into a binary-input binary-output discrete memoryless channel. He then applied elementary techniques to analyze the capacity of this channel and related the capacity to that of the original Poisson channel. Using the same discretization argument, Wyner [6] derived the error exponent of the Poisson channel for all rates below capacity.
Recently, to understand the finite blocklength performance of channel coding, refinements of asymptotic estimates on optimal coding rates with fixed error probability have gained increasing traction [7] - [11] . In this paper, we derive the secondorder optimal coding rate for the Poisson channel. This is the first instance of a conclusive second-order result for a continuous-time channel. Our proof techniques are inspired by Wyner's discretization argument [6] . In addition, in the application of the meta-converse to the discretized channel, we construct an output distribution induced by Wyner's discretized channel and the construction of an appropriate -net of the input probability simplex. This differs from existing constructions in the literature [8] , [10] and appears to be necessary to handle the continuous nature of the channel model. This work is supported by an NRF Fellowship (R-263-000-D02-281).
II. PRELIMINARIES A. Notations for Second-Order Asymptotic Analysis
Let X and Y be finite alphabets. Consider a distribution P on X and a channel W : X → Y. We define the joint distribution P × W on X × Y and the marginal distribution PW on Y by
respectively, for each (x, y) ∈ X × Y. Moreover, the n-fold product distribution P n on X n and the n-fold product channel W n : X n → Y n are defined by
respectively, for each x = (x 1 , . . . , x n ) ∈ X n and y = (y 1 , . . . , y n ) ∈ Y n . Given two discrete distributions P and Q on the same space, we define the following four divergences:
where Z is a random variable satisfying 1 P•Z −1 = P. Moreover, given a distribution P on X, a channel W : X → Y, and a distribution Q on Y, we define the following three conditional divergences:
where (X,Y ) is a pair of random variables satisfying P • (X,Y ) −1 = P × W. In particular, we write
for a distribution P on X and a channel W : X → Y.
B. Continuous-Time Poisson Channel and Its Capacity
We introduce the mathematical model of the continuous-time Poisson channel as follows: An input of the Poisson channel is an integrable function λ : [0, ∞) → [0, ∞) called a waveform. Given a waveform λ and a constant λ 0 ≥ 0 called the dark current, the output of the Poisson channel is modeled by a Poisson counting process {ν(t)} t ≥0 of intensity λ(t) + λ 0 , i.e.,
for every 0 ≤ t, τ < ∞ and every k ∈ N ∪ {0}, where
Here, the Poisson counting process {ν(t)} t ≥0 is defined as a random mapping ν : 
Then, a channel code for the Poisson channel with dark current λ 0 can be defined as follows:
Here, λ stands for the W(T, A, σ)-valued random variable induced by the encoder φ and the uniformly distributed messages on {1, . . . , M }.
For 0 < ε < 1, denote by M * avg (λ 0 ,T, A, σ, ε) the maximum integer M such that a (T, M, A, σ, ε) avg -code exists for the Poisson channel with dark current λ 0 .
Theorem 1 ([4]-[6]). It holds that
where the capacity C * is given by
Our goal is to refine the +o(T) term in (16). We do so via Wyner's discretization argument [6, Section II in Part I] and novel finite blocklength analyses.
III. SECOND-ORDER ASYMPTOTICS
The following theorem exactly characterizes the optimal second-order coding rate of the Poisson channel.
as T → ∞, where the channel dispersion V * is given by
The converse and achievability parts of Theorem 2 are proved in Sections III-B and III-C, respectively. It is worth pointing out that in the proof of converse part, we employ a novel output distribution (50) inspired by both Wyner's discretization argument [6] and Tomamichel-Tan's -net argument [10] .
A. Discretization of the Poisson Channel
We are inspired by Wyner's ad hoc assumption [6, Section II in Part I], which discretizes the Poisson channel as follows:
where s is defined in (18). In particular, we define
for each n ≥ 1, where the number ∆ n > 0 is given by
It is clear that W n (· | 0) and W n (· | 1) are Bernoulli distributions. For short, we write these Bernoulli parameters as
Denote by B(n, σ) the set of n-length binary sequences x n = (x 1 , . . . , x n ) ∈ {0, 1} n satisfying the average power constraint
2 The notation Φ −1 (·) denotes the inverse of
where P x stands for the type of a binary sequence x ∈ {0, 1} n (see [12] ). We define a channel code for the discretized channel W n under the average power constraint σ as follows:
Definition 2. Given an integer M ≥ 1 and a real 0 ≤ ε ≤ 1, a pair of encoder φ : {1, . . . , M } → B(n, σ) and decoder
Wyner's ad hoc assumption [6, Section II in Part I] constrains a (T, M, A, σ, ε) avg -code for the Poisson channel in a certain way so that the resultant channel code is equivalent to an (n, M, σ, ε) avg -code for the discretized channel W n n . In fact, it can be verified that the Poisson channel is better in the Shannon sense than the discretized channel W n n (cf. [12, Problem 6.17(a)]). Therefore, it is clear that a (T, M, A, σ, ε) avg -code exists for the Poisson channel, provided that an (n, M, σ, ε) avgcode exists for the discretized channel W n n . This implies that
where M * n (σ, ε) stands for the maximum integer M such that an (n, M, σ, ε) avg -code exists for the discretized channel W n n . Moreover, Wyner [6, Theorem 2.1 in Part II] showed that this discretization error is negligible for n large enough. The following lemma is a direct consequence of [6, Theorem 2.1 in Part II]. Lemma 1. There exist a sequence n = o(1) satisfying 0 < n < 1 − ε and a subsequence {n
B. Proof of Converse Part of Theorem 2
It follows from Lemma 1 that
therefore, it suffices to prove the following lemma to assert the converse part of Theorem 2.
Lemma 2. For every 0 < ε < 1, it holds that
Proof of Lemma 2: An outline of the proof is given in Appendix, and for the full proof we refer the reader to [1] .
C. Proof of Achievability Part of Theorem 2
By (29), it suffices to derive an appropriate achievability bound for the discretized channel W n n . Denote by P n the collection of types of sequences in {0, 1} n . As in [11, Equation (4.47)], choose a type P n ∈ P n so that
where P * stands for the Bernoulli distribution with parameter p * , and |P − Q| stands for the variational distance between two discrete distributions P and Q on the same space A, i.e.,
For short, denote by p n and r n the Bernoulli parameters of P n and P n W n , respectively. Note that (32) is now equivalent to
Now, construct a constant composition code C n following the uniform distribution:
where T n P n stands for the type class of P n with length n. For such a code C n , Feinstein's theorem [11, Proposition 4.1] yields
for each 0 < η < ε. It follows by a standard argument involving the method of types [12, Chapter 2] that
for sufficiently large n and every x ∈ T n P n , where the existence of the constant c = (1/2) exp[1/(6 log 2)] is because p n is bounded away from zero for sufficiently large n (see (19), (34), and [12, Problem 2.2]). Hence, we observe that
for every y ∈ {0, 1} n . Therefore, similar to [11, Equations (4.51)-(4.52)], we obtain that for each
In addition, it follows from the Berry-Esseen theorem (cf. [11,
for each x ∈ T n P n . By the asymptotic equivalences
we observe that
By taking n = T 2 and η = 1/ √ T, it follows from (36), (38), (39), (44)- (46), and the Taylor expansion of Φ −1 (·) that
as T → ∞, which asserts the achievability part of Theorem 2.
Firstly, note from (19) that
For each u ∈ [−p * , 1 − p * ], define the u-shift of the distribution P * by the Bernoulli distribution P * [u] with parameter
Now, construct the distribution Q (n) on {0, 1} n as follows:
for each n ≥ 1 and y = (y 1 , . . . , y n ) ∈ {0, 1} n , where the constant κ > 0 is given by κ (1/2) min{σ, e −1 }; the constant γ > 0 will be specified later; and F is the normalization constant ensuring y ∈ {0,1} n Q (n) ( y) = 1. Note that F is positive for sufficiently large T, and it follows from the Gaussian integral that
Let η be chosen so that 0 < η < 1 − ε − max n n , where
For short, we shall write P n P x (n) , p n P n (1), and r n P n W n (1). Now, consider the partition {I 1 , I 2 , I 3 } of the natural numbers N {1, 2, . . . } given by
Henceforth, we shall prove Lemma 2 for each subset since the limit superior is the supremum of subsequential limits.
A. When I 1 is countably infinite
Assuming that I 1 is countably infinite, this subsection proves Lemma 2 for the subsequence {p n } n∈I 1 , where note from (52) that I 1 is nonempty only if p * = p 0 < σ. For simplicity, we shall write I 1 = {n k } ∞ k=1 in this subsection. Firstly, it follows the symbol-wise converse bound (cf. [11, Proposition 4.4 
for every n ≥ 1. Secondly, it follows by the sifting property from a convex combination Q (n) (cf. [11, Lemma 2.2]) that
where recall that κ = (1/2) min{σ, e −1 }. Thirdly, it follows by Chebyshev's inequality (cf. [11, Proposition 2.2]) that
By the asymptotic equivalences 3 in (40)-(43) and u ∼ − log(1− u) as u → 0, we can obtain that
where the mappingC :
As shown in [6, Equation (2.11) in Part I], it is clear that C(p * + γ) < C * . On the other hand, one can verify thatC(u) is strictly decreasing on [0, σ], because p * = p 0 < σ. Thus, since p * + κ ≤ p n ≤ σ for n ∈ I 1 , we have
On the other hand, we see as in (59) that
which yields that
where the inequality follows by log u ≤ 2 ( √ u − 1) < 2 √ u. Combining (56)-(58), (59), (61), and (62), we obtain lim sup k→∞ log M * n k (σ, ε + n k ) < TC(p * + κ) + O √ T < T C * + o(1) (as T → ∞).
Therefore, Lemma 2 holds for the subsequence I 1 = {n k } ∞ k=1 .
B. When I 2 is countably infinite
The proof for the subsequence I 2 = {n k } ∞ k=1 is the same as that in Appendix A by replacing the input distribution P * ; we omit the proof herein.
C. When I 3 is countably infinite
Assuming that I 3 is countably infinite, this subsection proves Lemma 2 for the subsequence {p n } n∈I 2 . For brevity, we shall write I 2 = {n k } ∞ k=1 in this subsection. Define the integer
for every k ≥ 1. Since p n k < p * + κ for every k ≥ 1 (see (55) ,p k P k (1), andr k P k W n k (1) for each k ≥ 1. It follows by the sifting property of the information spectrum divergence (cf. [11, Lemma 2.2] ) that
for every k ≥ 1; and it follows by the Berry-Esseen theorem (cf. [11, Proposition 2.2]) that
