Abstract-Histopathological whole-slide images (WSIs) have emerged as an objective and quantitative means for imagebased disease diagnosis. However, WSIs may contain acquisition artifacts that affect downstream image feature extraction and quantitative disease diagnosis. We develop a method for detecting blur artifacts in WSIs using distributions of local blur metrics. As features, these distributions enable accurate classification of WSI regions as sharp or blurry. We evaluate our method using over 1000 portions of an endomyocardial biopsy (EMB) WSI. Results indicate that local blur metrics accurately detect blurry image regions.
I. INTRODUCTION
Digital histopathological whole-slide imaging (WSI) has emerged as an information-rich data acquisition method that can improve the objectivity and accuracy of disease diagnosis [1] . Histopathology has long been a standard method for diagnosis of diseases such as cancer [2] and cardiovascular disease [3] . In order to augment the accuracy of these diagnoses and provide another parameter to enhance quality assurance, WSIs create an additional review of surgical pathology that can be distributed across the health system [4] . Consequently, automated WSI data analysis pipelines aim to improve the objectivity of image feature extraction and disease diagnosis. However, due to the high resolution of WSIs, image artifacts are often present that must be detected by the image analysis pipeline. These artifacts arise due to tissue folding, slide imperfections, lighting inconsistencies, and improper calibration of imaging equipment. Automated image analysis algorithms must be able to detect these artifacts in order to ensure the fidelity of downstream image features. Previous studies have explored tissue-folds, slide imperfections, and lighting artifacts [5] [6] . In this study, we propose and evaluate a novel method for detection of blur artifacts.
Image blur is often caused by the attenuation of high spatial frequencies, which usually results when the image is compressed or filtered [7] . Blur can also occur during image acquisition. For example, in a WSI, portions of the tissue slice may be unevenly aligned with the microscope focal plane. Fig. 1 is an example of both sharp and blurred image portions that can occur within a single WSI of an endomyocardial biopsy (EMB). Automatic detection of image blur regions may improve the quality of diagnostic pipelines based on WSIs [8] . Researchers generally use objective metrics to quantify the extent of blur in images. These metrics can be categorized into three types: fullreference, reduced-reference, and no-reference. In the fullreference and reduced-reference metrics, full or partial reference information about an original image is available, and an image can be compared with the reference image to determine whether it is blurred. However, such reference information is not always available. Thus, no-reference metrics are favored. No-reference metrics for blur detection characterize the extent of blurriness in a given image and assume that the distribution of the metric is different for blurry and sharp images. However, no-reference metrics have some disadvantages. These metrics tend to neglect extreme parts of an image, and thus decrease the detection accuracy. Moreover, if metrics for blurry images and sharp images have very close or overlapping distributions, prediction accuracy will be low.
To address such issues, we propose a new blur detection workflow, which is based on local metrics. Instead of assigning a single no-reference metric value to one image, we calculate a metric for each pixel of the given image that captures local blur information. We then bin the distribution of all local metrics for each image to produce features that can be used to train a classifier (Fig. 2) .
II. METHODS

A. Histopathological Whole-Slide Images of Endomyocardial Biopsy
We evaluate blur detection methods using a dataset consisting of 1187 512×512-pixel tiles from a histopathological WSI image of an endomyocardial biopsy (EMB). EMBs are routinely extracted from heart transplant patients to monitor and detect transplant rejection [3] . While WSIs can provide a large amount of information to assist pathologists with diagnosis, these image modalities are susceptible to artifacts. The particular WSI in our dataset is partially blurred. 436 of the 1187 image tiles are known to be blurred. We use these blur and non-blur labels to evaluate blur detection methods.
B. Global Blur Detection Metrics
As a baseline for comparison, we use existing global blur detection metrics: wavelet transform-based (Haar), noreference perceptual blur (NRP), and cumulative probability (CPBD). These metrics are used as features for classification of images as either blurry or sharp.
1) Wavelet Transform-Based Metric: The wavelet transform-based metric calculates edge composition and sharpness using the Haar wavelet transform before and after blurring an image. The global blur metric, in the range [0, 1], is then computed based on the change in composition and sharpness of edges in the whole image [9] . We refer to this metric as Haar.
2) No-Reference Perceptual Blur Metric: The noreference perceptual blur metric is based on the idea that if an image is already blurred, then applying a blur function will not significantly change the image [10] . Based on the change in the image, the metric is defined to be in the range [0, 1]. We refer to this metric as NRP.
3) CPBD Sharpness Metric: The cumulative probability (CPBD) sharpness metric divides an image into several blocks and examines the edge information in each block. A probability characterizing the extent of blur is calculated according to the edge types and lengths in the block. Finally, the normalized sum of probabilities over all blocks, in the range [0, 1], is used as a blur metric [11] . We refer to this metric as CPBD.
C. Local Blur Detection Metrics
Local blur detection metrics are calculated on a pixelby-pixel basis across an entire image. For each pixel of an image, we calculate a score based on itself and its neighbors. We then quantify the distribution of these scores for the entire image and use this information to classify the image as blurry or sharp.
In mathematical formulations, suppose an image has N × N pixels, we can calculate N × N scores for each pixels, x 1 , x 2 , ..., x N 2 , based on itself and its neighbors. Then we construct a histogram with k bins centered at center 1 , ..., center k with each bin having counts: count 1 , count 2 , ..., count k . These numbers are used as features for this image [12] . For each pixel, we calculate the kurtosis measure, average power spectrum, and probabilistic blur detection (PBD) metrics [11] [8] . Thus, each image is characterized as a distribution of kurtosis, average power spectrum, or PBD.
1) Kurtosis Measure: The kurtosis measure characterizes the skewness of distributions [13] . For a random variable with mean and variance the kurtosis measure is defined as
The kurtosis measure for a Gaussian random variable is 3, thus, we define skewness from a Gaussian distribution as:
The distributions of local Kurtosis metrics are distinct for blurry (Fig. 3 a) ) and sharp ( Fig. 3 b) ) images.
2) Power Spectrum: For an image, the average power spectrum in the frequency domain J(w) is used to characterize the strength of change in the image, which is defined as
, where n is the number of different θ, (w, θ) is the polar coordinate for the pixel in the original image, J(w, θ) is the square magnitude of Discrete Fourier Transform [8] . The value of A and α can be used to quantify the power of the image and α of a natural clear image is approximately 2. However, image blur causes α to decrease very quickly to 0 due to attenuation of the high frequencies in a natural image. The power spectrum metric for a single pixel is w log J(w). The distributions of local power spectrum metrics are also distinct for blurry (Fig. 4 a) ) and sharp (Fig.  4 b) ) images.
3) Probabilistic Blur Detection Metric: In [13] , the authors define a probabilistic local metric. For each pixel and its neighbors, edges in this block are calculated, and edge weights are obtained. Then for each edge e i , , where β is a defined constant, width(e i ) is the measured width for this edge, w JN B (e i ) is used to capture the Just Noticeable Blur using a minimum amount of perceived blurriness around an edge given a contrast. The distributions of local power spectrum metrics are also distinct for blurry (Fig. 5 a) ) and sharp ( Fig. 5 b) ) images.
D. Experimental Comparison of Global and Local Metrics for Predicting Blurry Images
We use several classifiers to evaluate which of the blur metrics (i.e., three global metrics and three local metrics) is the best predictor of image blur. We use the Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest (RF), and k-nearest neighbors (KNN) classification methods. We use the F1-Score measure, accuracy, and area under the ROC curve (AUC) as classifier evaluation metrics. We optimize the threshold for each global blur detection metric using 10-fold cross-validation; and we use the recommended parameters settings when using local metrics as features.
III. RESULTS AND DISCUSSION
A. Local Metrics Out-Perform Global Metrics for Detecting Blur in Histopathological Images
Local metrics for detecting blur consistently out-perform baseline global metrics for all four classifiers and all classifier evaluation metrics (Fig. 6) . Naïve Bayes performs relatively weaker among all classifiers because it assumes all features are independent from each other, which is not a good assumption when we construct features using distributions of local metrics. K-nearest neighbors classification achieves relatively higher performance among all classifiers. These results suggest that distributions of local blur metrics can serve as a useful set of features to quantify the similarity of two images. Thus, these distributions may be used as a starting point for whole-slide image retrieval applications. Support Vector Machine and Random Forest are more stable and have smaller variance among all classifiers compared.
All three sets of features derived from local blur metrics (i.e., Kurtosis, Power Spectrum, and PBD) perform almost equally well, reaching AUC values of over 0.95. Overall, Fig. 7 : Detection of image blur using local metric is sensitive to the size of neighbors used to calculate local metrics, as well as the number of histogram bins. PDB features result in the best prediction power. In particular, the performance increase when using PDB is pronounced for the Naïve Bayes classifier.
B. Prediction Performance for Local Metrics is Sensitive to Distribution Parameters
Next we present our sensitivity analysis for the parameters. Two key parameters are the number of bins we are using in constructing histograms and the size of neighbor when calculating the local metrics. Here we pick Kurtosis measure as an example. The figure shows how SVM performs when the classification performance is measured using AUC in our dataset.
Two key parameters for local blur detection metrics are the number of bins used in constructing histograms and the size of neighbors when calculating the local metrics. Here the size of neighbors, s, means a total of s × s − 1 neighbor pixels are used. Using the Kurtosis metric as an example, Fig.  7 shows the variations in SVM performance (measured with AUC) when varying the histogram and neighbor parameters. The numbers of bins used in constructing histograms are integers from 10 to 50, and the sizes of neighbors are odd integers from 11 to 51. Other values are obtained by bilinear interpolation for illustrational purposes.
When the size of neighbors increases, classification performance decreases. This is an intuitive result since, if the size of neighbors is large enough to cover the whole image, the local metric becomes a global metric, thus losing the ability to discriminate blurry images from sharp images. When the number of histogram bins increases with a small number of neighbors, the performance decreases slightly. This may be due to the increase in classifier feature size. When the number of neighbors increases, it can be seen classification performance decreases. This is an intuitive result since if the number of neighbors are big enough to cover the whole image, our local metric is just a global metric, thus losing the ability to discriminate blur images from sharp ones. And when the number of bins increases with small number of neighbors, the performance decreases. Such pattern is rather weak when the number of bins is large.
IV. CONCLUSION
We have developed a novel image blur detection method based on local metrics calculated on the pixel level. Distribu- tions of local metrics across an image can serve as features to classify images as either blurry or sharp. Compared to global metrics, which calculate a single score for an image, local metrics are more accurate in detecting blurry images. Using these local metrics, we can identify the blurry regions in histopathological whole-slide images (WSIs) in order to eliminate these artifacts from downstream image feature extraction. Such quality control steps in WSI analysis are essential for developing automated image-based diagnostic systems.
