We investigate the query evaluation problem for fixed queries over fully dynamic databases, where tuples can be inserted or deleted. The task is to design a dynamic algorithm that immediately reports the new result of a fixed query after every database update.
INTRODUCTION
Query evaluation is a fundamental task in databases, and a vast amount of literature is devoted to the complexity of this problem. In this article, we study query evaluation on relational databases in the "dynamic setting," where the database may be updated by inserting or deleting tuples. In 7:2 C. Berkholz et al. this setting, an evaluation algorithm receives a query φ and an initial database D and starts with a preprocessing phase that computes a suitable data structure to represent the result of evaluating φ on D. After every database update, the data structure is updated so that it represents the result of evaluating φ on the updated database. The data structure shall be designed in such a way that it quickly provides the query result, preferably in constant time (i.e., independent of the database size). We focus on the following flavours of query evaluation:
• Testing: Decide whether a given tuple a is contained in φ(D).
• Counting: Compute |φ(D)| (i.e., the number of tuples that belong to φ(D)).
• Enumeration: Enumerate φ(D) with a bounded delay between the output tuples.
Here, as usual, φ(D) denotes the k-ary relation obtained by evaluating a k-ary query φ on a relational database D. For Boolean queries, all three tasks boil down to Compared to the dynamic descriptive complexity framework introduced by Patnaik and Immerman [19] , which focuses on the expressive power of first-order logic on dynamic databases and has led to a rich body of literature (see Reference [21] for a survey), we are interested in the computational complexity of query evaluation. The query language studied in this article is FO+MOD, the extension of first-order logic FO with modulo-counting quantifiers of the form ∃ i mod m x ψ , expressing that the number of witnesses x that satisfy ψ is congruent to i modulo m. FO+MOD can be viewed as a subclass of SQL that properly extends the relational algebra.
Following Reference [2] , we say that a query evaluation algorithm is efficient if the update time is either constant or at most polylogarithmic (log c n) in the size of the database. As a consequence, efficient query evaluation in the dynamic setting is only conceivable if the static problem (i.e., the setting without database updates) can be solved for Boolean queries in linear or pseudo-linear (n 1+ε ) time. Since this is not always possible, we provide a short overview on known results about first-order query evaluation on static databases and then proceed by discussing our results in the dynamic setting.
First-order Query Evaluation on Static Databases.
The problem of deciding whether a given database D satisfies an FO-sentence φ is AW[ * ]-complete (parameterised by ||φ||), and it is therefore generally believed that the evaluation problem cannot be solved in time f (||φ||)||D|| c for any computable f and constant c (here, ||φ|| and ||D|| denote the size of the query and the database, respectively). For this reason, a long line of research focused on increasing classes of sparse instances ranging from databases of bounded degree [22] (where every domain element occurs only in a constant number of tuples in the database) to classes that are nowhere dense [10] . In particular, Boolean first-order queries can be evaluated on classes of databases of bounded degree in linear time f (||φ||)||D||, where the constant factor f (||φ||) is threefold exponential in ||φ|| [8, 22] ; and Frick and Grohe [8] showed that the threefold exponential blow-up in terms of the query size is unavoidable assuming FPT AW[ * ].
Durand and Grandjean [6] and Kazana and Segoufin [13] considered the task of enumerating the result of a k-ary first-order query on bounded degree databases and showed that after a linear time preprocessing phase the query result can be enumerated with constant delay. This result was later extended to classes of databases of bounded expansion [14] . Kazana and Segoufin [14] also showed that counting the number of result tuples of a k-ary first-order query on databases of bounded expansion (and hence also on databases of bounded degree) can be done in time f (||φ||)||D||. Segoufin and Vigny [23] proved an analogous result for classes of locally bounded expansion and pseudo-linear time f (||φ||)||D|| 1+ε , and they also presented an algorithm for enumerating the query result with constant delay after pseudo-linear time preprocessing. These results were recently generalised to all nowhere dense classes of databases by Grohe and Schweikardt [11] and Schweikardt, Segoufin, and Vigny [20] . Durand, Schweikardt, and Segoufin [7] obtained analogous results for classes of databases of low degree (i.e., degree at most ||D|| o (1) ).
Our Contribution. We extend the known linear time algorithms for first-order logic on classes of databases of bounded degree to the more expressive query language FO+MOD. Moreover, and more importantly, we lift the tractability to the dynamic setting and show that the result of FO and FO+MOD-queries can be maintained with constant update time. In particular, we obtain the following results. Let φ be a k-ary FO+MOD-query and d a degree bound on the databases under consideration. 1 Given an initial database D, we construct in linear time f (||φ||, d )||D|| a data structure that can be updated in constant time f (||φ||, d ) when a tuple is inserted into or deleted from a relation of D. After each update the data structure allows to For fixed d, the parameter function f (||φ||, d ) is threefold exponential in terms of the query size, which is (by Frick and Grohe [8] ) optimal assuming FPT AW [ * ] . We stress that while all these different types of evaluation turn out to be tractable on bounded degree databases, they are in general not equivalent. To the contrary, it has been shown in References [2, 4] that on unrestricted databases there are queries where the different tasks lead to different complexities.
Outline. Our dynamic query evaluation algorithm crucially relies on the locality of FO+MOD and in particular on an effective Hanf normal form for FO+MOD on databases of bounded degree recently obtained by Heimberg, Kuske, and Schweikardt [12] . After some basic definitions in Section 2, we briefly state their result in Section 3 and obtain a dynamic algorithm for Boolean FO+MOD-queries in Section 4. After some preparations for non-Boolean queries in Section 5, we present the algorithm for testing in Section 6. In Section 7, we reduce the task of counting and enumerating FO+MOD-queries in the dynamic setting to the problem of counting and enumerating independent sets in graphs of bounded degree. We use this reduction to provide efficient dynamic counting and enumeration algorithms in Sections 8 and 9, respectively. In Section 10, we generalise this to be able to efficiently enumerate particular subsets of the query result, and we use this in Section 11 to obtain an efficient dynamic algorithm for enumerating the difference between the old and the new query result. We conclude in Section 12.
PRELIMINARIES
We write N for the set of non-negative integers and let N 1 := N \ {0} and [n] := {1, . . . , n} for all n ∈ N 1 . By 2 M we denote the power set of a set M. For a partial function f , we write dom( f ) and codom( f ) for the domain and the codomain of f , respectively.
Databases. We fix a countably infinite set dom, the domain of potential database entries. Elements in dom are called constants. A schema is a finite set σ of relation symbols, where each R ∈ σ is equipped with a fixed arity ar(R) ∈ N 1 . Let us fix a schema σ = {R 1 , . . . ,
The Gaifman graph of a σ -db D is the undirected simple graph G D = (V , E) with vertex set V := adom(D), where there is an edge between vertices u and v whenever u v and there are R ∈ σ and (a 1 , . . . , a ar(R) ) ∈ R D such that u, v ∈ {a 1 , . . . , a ar(R) }. A σ -db D is called connected if its Gaifman graph G D is connected; the connected components of D are the connected components of G D . The degree of a database D is the degree of its Gaifman graph G D , i.e., the maximum number of neighbours of a node of G D .
Throughout this article, we fix a number d ∈ N and restrict attention to d-bounded databases, i.e., to databases of degree at most d.
Updates. We allow update of a given database of schema σ by inserting or deleting tuples as follows (note that both types of commands may change the database's active domain and the database's degree). A deletion command is of the form delete R(a 1 , . . . , a r ) for R ∈ σ , r = ar(R), and a 1 , . . . , a r ∈ dom. When applied to a σ -db D, it results in the updated σ -db D with
An insertion command is of the form insert R(a 1 , . . . , a r ) for R ∈ σ , r = ar(R), and a 1 , . . . , a r ∈ dom. When applied to a σ -db D in the unrestricted setting, it results in the updated σ -db D with
In this article, we restrict attention to databases of degree at most d. Therefore, when applying an insertion command to a σ -db D of degree d, the command is carried out only if the resulting database D still has degree d; otherwise, D remains unchanged and instead of carrying out the insertion command, an error message is returned.
Queries. We fix a countably infinite set var of variables. We consider the extension FO+MOD of first-order logic FO with modulo-counting quantifiers. For a fixed schema σ , the set FO+MOD[σ ] is built from atomic formulas of the form x 1 = x 2 and R(x 1 , . . . , x ar(R) ), for R ∈ σ and variables x 1 , x 2 , . . . , x ar(R) ∈ var, and is closed under Boolean connectives ¬, ∧, existential first-order quantifiers ∃x, and modulo-counting quantifiers ∃ i mod m x, for a variable x ∈ var and integers i, m ∈ N with m 2 and i < m. The intuitive meaning of a formula of the form ∃ i mod m x ψ is that the number of witnesses x that satisfy ψ is congruent i modulo m. Note that FO+MOD is strictly more expressive than first-order logic without counting quantifiers, since it can express that the number of elements in a unary relation is even, which is not possible to express in FO (cf., e.g., Reference [16] ). As usual, ∀x, ∨, →, ↔ will be used as abbreviations when constructing formulas. It will be convenient to add the quantifiers ∃ m x, for m ∈ N 1 ; a formula of the form ∃ m x ψ expresses that the number of witnesses x that satisfy ψ is m. Though these quantifiers allow more succinct definitions, we will treat them as syntactic sugar, since they do not increase the expressive power of FO+MOD.
The quantifier rank qr(φ) of a FO+MOD-formula φ is the maximum nesting depth of quantifiers that occur in φ. By free(φ), we denote the set of all free variables of φ, i.e., all variables x that have at least one occurrence in φ that is not within a quantifier of the form ∃x, ∃ m x, or ∃ i mod m x. A sentence is a formula φ with free(φ) = ∅.
An assignment for φ is a partial mapping α from var to dom, where free(φ) ⊆ dom(α ). We write (D, α ) |= φ to indicate that φ is satisfied when evaluated in D with respect to active domain semantics while interpreting every free occurrence of a variable x with the constant α (x ). Recall from [1] that "active domain semantics" means that quantifiers are evaluated with respect to the database's active domain. In particular, (D, α ) |= ∃x ψ iff there exists an a ∈ adom(D) such that (D, α 
, and free(φ) ⊆ {x 1 , . . . , x k }. We will often assume that the tuple (x 1 , . . . , x k ) is clear from the context and simply write φ instead of φ(x 1 , . . . , x k ) and (D, (a 1 , . . . , a k ) ) |= φ instead of (D,
Boolean queries are k-ary queries with k = 0. As usual, for Boolean queries we will write φ(D) = no instead of φ(D) = ∅, and φ(D) = yes instead of φ(D) ∅; and we write D |= φ to indicate that (D, α ) |= φ for any assignment α.
Sizes and Cardinalities.
The size ||σ || of a schema σ is the sum of the arities of its relation symbols. The size ||φ|| of an FO+MOD query φ of schema σ is the length of φ when viewed as a word over 
.
(1)
Dynamic Algorithms for Query Evaluation. We adopt the framework for dynamic algorithms for query evaluation of [2] ; the next paragraphs are taken almost verbatim from [2] . Following [5] , we use Random Access Machines (RAMs) with O(log n) word-size and a uniform cost measure to analyse our algorithms. We will assume that the RAM's memory is initialised to 0. In particular, if an algorithm uses an array, we will assume that all array entries are initialised to 0, and this initialisation comes at no cost (in real-world computers this can be achieved by using the lazy array initialisation technique, cf., e.g., Reference [18] ). A further assumption is that for every fixed dimension k ∈ N 1 we have available an unbounded number of k-ary arrays A such that for given (n 1 , . . . , n k ) ∈ N k the entry A[n 1 , . . . , n k ] at position (n 1 , . . . , n k ) can be accessed in constant time. 2 For our purposes, it will be convenient to assume that dom = N 1 .
Our algorithms will take as input a k-ary FO+MOD-query φ(x 1 , . . . , x k ), a parameter d, and an initial σ -db D 0 of degree d. For all query evaluation problems considered in this article, we aim at routines preprocess and update that achieve the following.
On input of φ(x 1 , . . . , x k ) and D 0 , preprocess builds a data structure D that represents D 0 (and that is designed in such a way that it supports the evaluation of φ on D 0 ). On input of a command update R(a 1 , . . . , a r ) (with update ∈ {insert, delete}), calling update modifies the data structure D such that it represents the updated database D. The preprocessing time t preprocess is the time used for performing preprocess; the update time t update is the time used for performing an update. In this article, t update will be independent of the size of the current database D. By init, we denote the particular case of the routine preprocess on input of a query φ(x 1 , . . . , x k ) and the empty database D ∅ , where R D ∅ = ∅ for all R ∈ σ . The initialisation time t init is the time used for performing init. In all dynamic algorithms presented in this article, the preprocess routine for input of φ(x 1 , . . . , x k ) and D 0 will carry out the init routine for φ(x 1 , . . . , x k ) and then perform a sequence of |D 0 | update operations to insert all the tuples of D 0 into the data structure. Consequently, t preprocess = t init + |D 0 | · t update .
In the following, D will always denote the database that is currently represented by the data structure D.
To solve the enumeration problem under updates, apart from the routines preprocess and update, we aim at a routine enumerate such that calling enumerate invokes an enumeration of all tuples (without repetition) that belong to the query result φ(D). The delay t delay is the maximum time used during a call of enumerate
• until the output of the first tuple (or the end-of-enumeration message EOE, if φ(D) = ∅), • between the output of two consecutive tuples, and • between the output of the last tuple and the end-of-enumeration message EOE.
To test if a given tuple belongs to the query result, instead of enumerate we aim at a routine test which on input of a tuple a ∈ dom k checks whether a ∈ φ(D). The testing time t test is the time used for performing a test. To solve the counting problem under updates, instead of enumerate or test we aim at a routine count that outputs the cardinality |φ(D)| of the query result. The counting time t count is the time used for performing a count. To answer a Boolean query under updates, instead of enumerate, test, or count we aim at a routine answer that produces the answer yes or no of φ on D.
The answer time t answer is the time used for performing answer. Whenever speaking of a dynamic algorithm, we mean an algorithm that has routines preprocess and update and, depending on the problem at hand, at least one of the routines answer, test, count, and enumerate.
Throughout the article, we often adopt the view of data complexity and suppress factors that may depend on the query φ or the degree bound d but not on the database D. For example, "linear preprocessing time" means t preprocess д(φ, d ) · ||D|| and "constant update time" means t update д(φ, d ), for a function д with codomain N. When writing poly(n) we mean n O(1) .
HANF NORMAL FORM FOR FO+MOD
Our algorithms for evaluating FO+MOD queries rely on a decomposition of FO+MOD queries into Hanf normal form. To describe this normal form, we need some more notation.
Two formulas φ and ψ of schema σ are called d-equivalent (in symbols: 
For r 0 and k 1, a type τ (over σ ) with k centres and radius r (for short: r -type with k centres) is of the form (T , t ), where T is a σ -db, t ∈ adom(T ) k , and adom(T ) = N T r (t ). The elements in t are called the centres of τ . For a tuple a ∈ adom(D) k , the r -type of a in D is defined as the r -type with k centres (N D r (a), a). For a given r -type with k centres τ = (T , t ) it is straightforward to construct a first-order formula sph τ (x ) (depending on r and τ ) with k free variables x = (x 1 , . . . , x k ) that expresses that the r -type of x is isomorphic to τ , i.e., for every σ -db D and all a = (a 1 , . . . , a k ) ∈ adom(D) k we have
The formula sph τ (x ) is called a sphere-formula (over σ and x); the numbers r and k are called locality radius and arity, respectively, of the sphere-formula.
A Hanf-sentence (over σ ) is a sentence of the form
, where τ is an r -type (over σ ) with 1 centre, for some r 0. The number r is called locality radius of the Hanf-sentence. A formula in Hanf normal form (over σ ) is a Boolean combination 3 of sphereformulas and Hanf-sentences (over σ ). The locality radius of a formula ψ in Hanf normal form is the maximum of the locality radii of the Hanf-sentences and the sphere-formulas that occur in ψ . The formula is d-bounded if all types τ that occur in sphere-formulas or Hanf-sentences of ψ are dbounded, i.e., T is of degree d, where τ = (T , t ). Our query evaluation algorithms for FO+MOD rely on the following result by Heimberg, Kuske, and Schweikardt [12] . .
The first step of all our query evaluation algorithms is to use Theorem 3.1 to transform a given query φ(x ) into a d-equivalent query ψ (x ) in Hanf normal form. The following lemma summarises standard facts that we will apply at several places throughout the article to evaluate the sphereformulas that occur in ψ . 
and check whether this mapping is an isomorphism. Each such check can be accomplished in time n O( ||σ ||) for n := kd r +1 , and the number of mappings that have to be checked is n n . Thus, the isomorphism test is accomplished in time n O(n+ ||σ ||) = (kd r +1 ) O( ||σ ||+kd r +1 ) .
The time bound stated in part (e) of Lemma 3.1 is obtained by a brute-force approach. When using Luks' polynomial time isomorphism test for bounded degree graphs [17] , the time bound of Lemma 3.1(e) can be improved to (kd r +1 ) poly(d ||σ ||) . However, the asymptotic overall runtime of 3 Throughout this article, whenever we speak of Boolean combinations we mean finite Boolean combinations.
our algorithms for evaluating FO+MOD-queries will not improve when using Luks's algorithm instead of the brute-force isomorphism test of Lemma 3.1(e). If φ is a d-bounded Hanf-sentence of locality radius r , then
ANSWERING BOOLEAN FO+MOD QUERIES UNDER UPDATES
f (φ, d ) improves to f (φ, d ) = 2 O( ||σ ||d 2r +2 ) ,
and the initialisation time is t init = O(||φ||).
The proof will be an easy consequence of Theorem 3.1 and the following lemma. 
Lemma 4.1. There is a dynamic algorithm that receives a schema σ , a number
In particular, the update time t update is at most
Proof. For each j ∈ [s] our data structure will store the number A[j] of all elements a ∈ adom(D) whose r j -type is isomorphic to ρ j , i.e., (N D r j (a), a) ρ j . The initialisation for the empty database
To update our data structure on a command update R(a 1 , . . . , a k ), for k = ar(R) and update ∈ {insert, delete}, we proceed as follows. The idea is to remove from the data structure the information on all the database elements whose r j -neighbourhood (for some j ∈ [s]) is affected by the update and then to recompute the information concerning all these elements on the updated database.
Let D old be the database before the update is received and let D new be the database after the update has been performed. We consider each j ∈ [s]. All elements whose r j -neighbourhood might have changed belong to the set Using Lemma 3.1, we obtain for each j ∈ [s] that |U j | kd r j +1 . For each a ∈ U j , the neighbourhoods T a and T a can be computed in time (d r j +1 ) O( ||σ ||) , and testing for isomorphism with ρ j can be done in time
Recall that k = ar(R) ||σ ||. Hence, the entire update time is
This completes the proof of Lemma 4. Proof of Theorem 4.1. W.l.o.g. we assume that all the symbols of σ occur in φ (otherwise, we remove from σ all symbols that do not occur in φ). In the preprocessing routine, we first use Theorem 3.1 to transform φ into a d-equivalent sentence ψ in Hanf normal form; this takes time f (φ, d ). The sentence ψ is a Boolean combination of d-bounded Hanf-sentences (over σ ) of locality radius at most r := 4 qr(φ ) . Let ρ 1 , . . . , ρ s be the list of all types that occur in ψ . Thus, every Hanfsentence in ψ is of the form ∃ k x sph ρ j (x ) or ∃ i mod m x sph ρ j (x ) for some j ∈ [s] and k, i, m ∈ N with k 1, m 2, and i < m. For each j ∈ [s] let r j be the radius of sph ρ j (x ). Thus, ρ j is an r j -type with 1 centre (over σ ).
We use the dynamic data structure provided by Lemma 4.1, and in addition, we also store a Boolean value Ans, where Ans = φ(D) is the answer of the Boolean query φ on the current database D. This way, the query can be answered in time O(1) by simply outputting Ans.
The initialisation for the empty database D ∅ computes Ans as follows. Every Hanf-sentence of the form ∃ k x sph ρ j (x ) in ψ is replaced by the Boolean constant false. Every Hanf-sentence of the form ∃ i mod m x sph ρ j (x ) is replaced by true if i = 0 and by false otherwise. The resulting formula, a Boolean combination of the Boolean constants true and false, then is evaluated, and we let Ans be the obtained result. The entire initialisation takes time at most
. To update our data structure on a command update R(a 1 , . . . , a k ), we first perform the update routine of the data structure provided by Lemma 4.1. Afterwards, we recompute the query answer Ans as follows. Every Hanf-sentence of the form
and by the Boolean constant false otherwise. Every Hanf-sentence of the form
and by false otherwise. The resulting formula, a Boolean combination of the Boolean constants true and false, then is evaluated, and we let Ans be the obtained result. Thus, recomputing Ans takes time poly(||ψ ||).
Noting that r j 4 qr(φ ) 2 O( ||φ ||)) and s ||ψ ||, we obtain that the entire update time is
This completes the proof of Theorem 4.1.
In Reference [8] , Frick and Grohe obtained a matching lower bound for answering Boolean FOqueries of schema σ = {E} on databases of degree at most d := 3 in the static setting. They used the (reasonable) complexity theoretic assumption FPT AW[ * ] and showed that if this assumption is correct, then there is no algorithm that answers Boolean FO-queries φ on σ -dbs D of degree
· poly(||D||) in the static setting (see Theorem 2 in Reference [8] ). As a consequence, the same lower bound holds in the dynamic setting and shows that in Theorem 4.1, the threefold exponential dependency on the query size ||φ|| cannot be substantially lowered (unless 
7:10 C. Berkholz et al. Taking into account the statements of Lemma 3.1 (in particular, the time bound provided by Lemma 3.1(e)), the proof of Lemma 5.1 is straightforward. Throughout the remainder of this article, L σ,d r (k ) will always denote the list provided by Lemma 5.1. The following lemma will be useful for evaluating Boolean combinations of sphere-formulas.
TECHNICAL LEMMAS ON TYPES AND SPHERES USEFUL FOR HANDLING NON-BOOLEAN QUERIES
Proof. As a first step, we consider each sphere-formula ζ that occurs in ψ and replace it by a d-equivalent disjunction of sphere-formulas
If ζ has arity k k and radius r r and is of the form sph ρ (x ) with x = (x ν 1 , . . . , x ν k ) for 1 ν 1 < · · · < ν k k and ρ = (S, s) with s = (s 1 , . . . , s k ), then we replace ζ by the formula ζ := j ∈J sph τ j (x ), where J consists of all those j ∈ [ ], where for (T , t ) = τ j with t = (t 1 , . . . , t k ) and for t :
It is straightforward to see that ζ and ζ are d -equivalent.
Let ψ 1 be the formula obtained from ψ by replacing each ζ by ζ . By the Lemmas 5.1 and 3.1, ψ 1 can be constructed in time O(||ψ || · 2 (kd r +1 ) O(||σ ||) ). Note thatψ 1 is a Boolean combination of formulas
In the second step, we repeatedly use de Morgan's law to push all ¬-symbols in ψ 1 directly in front of sphere-formulas. Afterwards, we replace every subformula of the form
Let ψ 2 be the formula obtained from ψ 1 by these transfor-
In the third step, we eliminate all the ∧-symbols in ψ 2 . By the definition of the sphere-formulas τ 1 , . . . , τ , we have
where ⊥ is an unsatisfiable formula. Thus, by the distributive law, we obtain for all m 1 and all While this works well in the static setting (i.e., without database updates), in the dynamic setting we have to take care of the fact that database updates might change the status of a Hanf-sentence χ in ψ , i.e., an update operation might turn a database D with D |= χ into a database D with D χ (and vice versa). Consequently, the formula ψ (x ) that is equivalent to ψ (x ) on D might be inequivalent to ψ (x ) on D .
To handle the dynamic setting correctly, at the end of each update step we will use the following lemma, which is an extension of Lemma 5.2 and is proved in a similar way. 
where ψ J is the formula obtained from ψ by replacing every occurrence of a formula χ j with true if j ∈ J and with false if j J (for every j ∈ [s]).
Given ψ and J , the set I can be computed in time poly(||ψ ||) · 2 (kd r +1 ) O(||σ ||) .
To evaluate a single sphere-formula sph τ (x ) for a given r -type τ with k centres (over σ ), it will be useful to decompose τ into its connected components as follows. Let τ = (T , t ) with t = (t 1 , . . . , t k ). Consider the Gaifman graph G T of T and let C 1 , . . . ,C c be the vertex sets of the c connected components of G T . For each connected component C j of G T , let t j be the subsequence of t consisting of all elements of t that belong to C j , and let k j be the length of t j . Since (T , t ) is an r -type with k centres, we have T = N T r (t ), and thus c k and k j 1 for all j ∈ [c]. To avoid ambiguity, we make sure that the list C 1 , . . . ,C c is sorted in such a way that for all j < j we have i < i for the smallest i with t i ∈ C j and the smallest i with t i ∈ C j .
For each C j consider the r -type with k j centres ρ j = (T [C j ], t j ). Let ν j be the unique integer such that ρ j is isomorphic to the ν j th element in the list L σ,d r (k j ), and let τ j,ν j be the ν j th element in this list.
It is straightforward to see that the formula sph τ (x ) is d-equivalent to the formula
where x j is the subsequence of x obtained from x in the same way as t j is obtained from t, some variable y in x j the distance between y and y is 2r +1. I.e., for a = (a 1 , . . . , a k j ) and
Using the Lemmas 3.1 and 5.1, the following lemma is straightforward.
Lemma 5.4. There is an algorithm that on input of a schema σ , numbers r 0, k 1, and d 2, and an r -type τ with k centres (over σ ) computes the formula conn-sph τ (x ), along with the corre sponding parameters c and k j , ν j , x j , τ j,ν j for all j ∈ [c] .
The algorithm's runtime is 2 (kd r +1 ) O(||σ ||) .
We define the signature of τ w.r.t. r to be the tuple sgn r (τ ) built from the parameters c and
TESTING NON-BOOLEAN FO+MOD QUERIES UNDER UPDATES
This section is devoted to the proof of the following theorem. Proof. The preprocessing routine starts by using Lemma 5.4 to compute the formula conn-sph τ (x ), along with the according parameters c and k j , ν j , x j , τ j,ν j for each j ∈ [c]. This is done in time 2 (kd r +1 ) O(||σ ||) . We let sgn r (τ ) be the signature of τ (defined directly after Lemma 5.4). Recall that conn-sph τ (x ) ≡ d sph τ (x ), and recall from Equation ( 3) the precise definition of the formula conn-sph τ (x ). Our data structure will store the following information on the database D: We want to store this information in such a way that for any given tuple b ∈ dom k it can be checked in time O(k ) whether b ∈ Γ. To ensure this, we use a k -ary array Γ k 4 that is initialised to 0 and where during update operations the entry Γ k [b] is set to 1 for all b ∈ Γ of arity k . In a similar way we can ensure that for any given j ∈ [c] and any b ∈ Γ of arity k j , the number ν b can be looked up in time O(k ).
The test routine on input of a tuple a = (a 1 , . . . , a k ) proceeds as follows. First, we partition a into a 1 , . . . , a c (for c k) such that C j := N D r (a j ) for j ∈ [c ] are the connected components of N D r (a). As in the definition of the formula conn-sph τ (x ), we make sure that this list is sorted in such a way that for all j < j we have i < i for the smallest i with a i ∈ C j and the smallest i with a i ∈ C j . All of this can be done in time O(k 2
. Therefore, the test routine checks whether sgn D r (a) = sgn r (τ ) and outputs "yes" if this is the case and "no" otherwise. The entire time used by the test routine is t test = O(k 2 ).
To finish the proof of Lemma 6.1, we have to give further details on the preprocess routine and the update routine. The preprocess routine initialises Γ as the empty set ∅ and then performs |D 0 | update operations to insert all the tuples of D 0 into the data structure. The update routine proceeds as follows.
Let D old be the database before the update is received and let D new be the database after the update has been performed. Let the update command be of the form update R(a 1 , . . . , a ar(R) ). We let r := r + (ar(R)−1)(2r +1). According to Lemma 3.1(d), all tuples b that have to be inserted into or deleted from Γ are built from elements in U . To update the information stored in our data structure, we loop through all tuples of arity k that are built from elements in U .
Using Lemma 3.1(a), we obtain that |U | ar(R)·d r +1 . The number of candidate tuples b built from elements in U is at most (ar(R)·d r +1 ) k+1 . Using the Lemmas 3.1 and 5.1, it is not difficult to see that the entire update time is at most t update = 2 (kd r +1 ) O(||σ ||) . The initialisation time t init is of the same form, and hence the preprocessing time is as claimed in the lemma. This completes the proof of Lemma 6.1. (6) and allows us to test for any input tuple a ∈ adom(D) k whether a ∈ ψ (D) within testing time
Proof. We use Lemma 5.1 to compute the list L
we use the dynamic algorithm provided by Lemma 6.1 for τ := τ i . Furthermore, for each j ∈ [s], we use the dynamic algorithm provided by the lemma's assumption for checking whether or not D |= χ j . In addition to the components used by these dynamic algorithms, our data structure also stores
The test routine on input of a tuple a = (a 1 , . . . , a k ) proceeds in the same way as in the proof of Lemma 
Therefore, the test routine checks whether sgn D r (a) ∈ K and outputs "yes" if this is the case and "no" otherwise. To ensure that this test can be done in time O(k 2 ), we use an array construction for storing K (similar to the one for storing Γ in the proof of Lemma 6.1).
The update routine runs the update routines for all the used dynamic data structures. Afterwards, it recomputes J by calling the answer routine for χ j for all j ∈ [s]. Then, it uses Lemma 5.3 to recompute I . The set K is then recomputed by applying Lemma 5.4 for τ := τ i for all i ∈ I . It is straightforward to verify that the initialisation time t init , the update time t update , and the testing time t test are as claimed by the lemma. Proof of Theorem 6.1. For k = 0, the theorem immediately follows from Theorem 4.1. Consider the case where k 1. As in the proof of Theorem 4.1, we assume w.l.o.g. that all the symbols of σ occur in φ. We start the preprocessing routine by using Theorem 3.1 to transform φ(x ) into a
d-equivalent query ψ (x ) in Hanf normal form; this takes time 2 d 2 O(||φ ||)
. The formula ψ is a Boolean combination of d-bounded Hanf-sentences and sphere-formulas (over σ ) of locality radius at most r := 4 qr(φ ) , and each sphere-formula is of arity at most k. Let χ 1 , . . . , χ s be the list of all Hanfsentences that occur in ψ .
From Theorem 4.1 we have available for each j ∈ [s] a dynamic algorithm with initialisation time t init = O(max j ∈[s] || χ j ||) and update time t update = 2 O( ||σ ||d 2r +2 ) that allows us to check within answer time t answer = O(1) whether D |= χ j for d-bounded σ -dbs D. The proof of Theorem 6.1 therefore immediately follows from Lemma 6.2.
REPRESENTING DATABASES BY COLOURED GRAPHS
To obtain dynamic algorithms for counting and enumerating query results, it will be convenient to work with a representation of databases by coloured graphs that is similar to the representation used in Reference [7] . The main advantage of this representation is that it unveils the combinatorial core of evaluating non-Boolean queries. In Theorem 7.1, we provide a general reduction from evaluating FO+MOD[σ ]-queries to finding coloured independent sets in coloured graphs, which allows us to focus on this combinatorial graph problem when presenting our algorithms for counting (Section 8) and enumeration (Section 9).
For defining this representation, let us consider a fixed d-bounded r -type τ with k centres (over a schema σ ). Use Lemma 5.4 to compute the formula conn-sph τ (x ) (for x = (x 1 , . . . , x k )) and the according parameters c and k j , ν j , x j , τ j,ν j , and let sgn r (τ ) be the signature of τ . To keep the notation simple, we assume w.l.o.g. that x 1 = x 1 , . . . , x k 1 , x 2 = x k 1 +1 , . . . , x k 1 +k 2 , and so on.
Recall that sph τ (x ) is d-equivalent to the formula
To count or enumerate the results of the formula sph τ (x ), we represent the database D by a ccoloured graph G D . Here, a c-coloured graph G is a database of the particular schema
where E is a binary relation symbol and C 1 , . . . ,C c are unary relation symbols. We define G D in such a way that the task of counting or enumerating the results of the query sph τ (x ) on the database D can be reduced to counting or enumerating the results of the query Proof. We prove part (1) by a reduction from conn-sph τ (x ) to φ c . We use the notation introduced at the beginning of Section 7, and we let τ j := τ j,ν j for every j ∈ [c]. For a σ -db D of degree at most d we let G D be the σ c -db with
, and
where
We will shortly write E and C j instead of E G D and C G D j . Using Lemma 3.1 and the fact that τ j is connected we obtain that Proof. Let the update command be of the form update R(a 1 , . . . , a ar(R) ) with a = (a 1 , . . . , a ar(R) ). Let D ∈ {D old , D new } be the database whose relation R contains the tuple a (either before deletion or after insertion). Let r := r + (k−1)(2r +1) and note that all elements in the active domain whose r -neighbourhood in the database might have changed belong to the set U := N D r (a). It remains to analyse the runtime of the described update procedure. By Lemma 3.1,
. The number of tuples b that we have to consider is at most Finally, the preprocess routine of the dynamic algorithm for sph τ (x ) proceeds in the obvious way by first calling the init routine for D ∅ and then performing |D 0 | update steps to insert all the tuples of D 0 into the data structure. This completes the proof of part (1) of Lemma 7.1.
We now turn to the proof of part (2) (2) of Lemma 7.1. In addition to the components used by these dynamic algorithms, our data structure also stores For the case where we want to solve the counting problem, our data structure also stores
• the cardinality n = |φ(D)| of the query result.
The count routine simply outputs the value n in time O(1). The enumerate routine runs the enumerate routine on sph τ i (D) for every i ∈ I . Note that this enumerates, without repetition, all tuples in φ(D), because by Lemma 5.3, φ(D) is the union of the sets sph τ i (D) for all i ∈ I , and this is a union of pairwise disjoint sets.
The update routine runs the update routines for all used dynamic data structures. Afterwards, it recomputes J by calling the answer routine for χ j for all j ∈ [s]. Then, it uses Lemma 5.3 to recompute I . For the case where we want to solve the counting problem, we afterwards recompute the number n by letting n = i ∈I n i , where n i is the result of the count routine for τ i .
By using the statement of part (1) and the assumptions of part (2) of the lemma, it is straightforward to verify that the initialisation time, the update time, and the counting time (the delay) are as claimed by the lemma. Applying part (2) of Lemma 7.1, we obtain a dynamic algorithm that solves the counting problem (the enumeration problem) for φ(x ) on σ -dbs of degree at most d with counting time O(1) (delay
and update time at most
when dealing with the counting problem, and update time at most
when dealing with the enumeration problem.
COUNTING RESULTS OF FO+MOD QUERIES UNDER UPDATES
This section is devoted to the proof of the following theorem. The theorem follows immediately from Theorem 7.1 and the following dynamic counting algorithm for the query φ c (z). There is a dynamic algorithm that receives a number c 1, a degree bound d 2,  and a σ c -db G 0 of degree d and computes |φ For each i ∈ [s], the value |φ K i (G)| can be computed as follows. For every v ∈ adom(G) we consider the set
Since the Gaifman graph of H i is connected and has i nodes, it follows that each component of every tuple in S v i is contained in the ( i − 1)-neighbourhood of v in G, and this neighbourhood contains at most d i elements. Therefore, |S v i | d ( i ) 2 , and using breadth-first search starting from v, the set S v i can be computed in time d O(c 2 ) . Note that φ K i (G) is the disjoint union of the sets S v i for all v ∈ adom(G). Therefore,
The initialisation for the empty σ c -db G 0 sets all these values to 0. Whenever the colour of a vertex of G is updated or an edge is inserted or deleted, we update all affected numbers accordingly. 
ENUMERATING RESULTS OF FO+MOD QUERIES UNDER UPDATES
In this section, we prove-and afterwards improve-the following theorem. Proof. For a σ c -db G and a vertex v ∈ adom(G), we let N G (v) be the set of all neighbours of v in G, i.e., N G (v) is the set of all w ∈ adom(G) such that (v, w ) or (w, v) belongs to E G .
The underlying idea of the enumeration procedure is the following greedy strategy. We cycle through all vertices u 1 ) and output (u 1 , . . . ,u c ) . This strategy does not yet lead to a constant delay enumeration, as there might be vertex tuples (u 1 , . . . ,u i ) (for i < c) that do extend to an output tuple (u 1 , . . . ,u c ), but where many possible extensions are checked before this output tuple is encountered. We now show how to overcome this problem and describe an enumeration procedure with O(c 3 d ) delay and update time d poly(c ) .
G i contains more than cd elements, then we know that every considered tuple has an extension u i ∈ C G i that is not a neighbour of any vertex in the tuple. Let I := {i ∈ [c] : |C G i | cd} be the set of small colour classes in G and to simplify the presentation we assume without loss of generality that I = {1, . . . , s}. In our data structure, we store the current index set I and the set
of tuples on the small colours. Note that a tuple (u 1 , . . . ,u s ) ∈ C G 1 × · · · × C G s extends to an output tuple (u 1 , . . . ,u c ) ∈ φ c (G) if and only if it is contained in S. We store the current sizes of all colours and this enables us to keep the set I of small colours updated. Moreover, as |S| (cd) c , we can update the set S in time d poly(c ) after every update by a brute-force approach. The enumeration procedure is given in Algorithm 1.
ALGORITHM 1: Enumeration procedure with delay
Output the end-of-enumeration message EOE . 
It is straightforward to see that this procedure enumerates φ c (G). Let us analyse the delay. Since for all i > s we have |C G i | > cd, it follows that every call of Enum(u 1 , . . . ,u i ) leads to at least one recursive call of Enum(u 1 , . . . ,u i , u i+1 ). Furthermore, there are at most cd iterations of the loop in line 7 that do not lead to a recursive call. As every test in line 8 can be done in time O(c), it follows that the time spans until the first recursive call, between the calls, and after the last call are bounded by O(c 2 d ). As the recursion depth is c, the overall delay between two output tuples is bounded by O(c 3 d ).
By using similar techniques as in Reference [7] , we obtain the following improved version of Lemma 9.1, where the delay is independent of the degree bound d. Enum(u 1 , . . . ,u s ).
3: Output the end-of-enumeration message EOE.
4:
5: function Enum(u 1 , . . . ,u i ) 6: if i = c then 7: output the tuple (u 1 , . . . ,u c ).
8:
else 9: y ← skip i+1 (first i+1 , {u 1 , . . . ,u i }) 10: while y void do 11: Enum(u 1 , . . . ,u i , y). To illustrate the main idea, let us start with a simple example. We want to enumerate φ 4 on a coloured graph H with four vertex colours, blue, red, yellow, and green (in this order), and analyse the call of Enum(b, r , y), which is supposed to enumerate all green nodes д i that are not adjacent to any of the nodes b, r , and y. The relevant part of H is depicted in Figure 1 .
The enumeration procedure starts by considering the first element д 1 in the list of green vertices, but the first element in the actual output is д 5 = skip 4 (д 1 , {b, r , y}). Therefore, we have to skip the irrelevant vertices д 1 , . . . ,д 4 .
To do this, we want to know the neighbours of the vertices that we skip (b and r in our example) when looking at д 1 . For this purpose, we define inductively new sorts of edges E 1 4 ⊆ E 2 4 ⊆ · · · that connect green vertices д ∈ {д 1 , . . . ,д 6 } withẼ-neighbours of skipped vertices. In our example, we first have to skip д 1 , because it isẼ-connected to b, and to be able to handle this, we let E 1 4 be the set of tuples (д i , v) ∈Ẽ H (see Figure 2) .
After realising that even more vertices (д 2 and д 3 ) are excluded by b, the next try would be д 4 . However, this vertex is excluded by itsẼ-neighbour r , so we have to take r into account when computing the skip value for д 1 and indicate this by the E 2 4 -edge (д 1 , r ) (see Figure 3 ). This immediately leads to an inductive definition: E 2 4 contains all pairs of vertices that are already in E 1 4 or connected by a path as shown in Figure 4 . 
Proof. The proof is identical to the proof of Claim 1 in Reference [7] . For the reader's convenience, we include a proof here. If c = 1 or y = void, then the claim is trivial. Hence assume that c 2, y void, and let z := skip i (y, V ∩ S 
Since 
REFINING THE ENUMERATION ROUTINE
In the previous section, we have presented a dynamic algorithm that allows to enumerate with delay O(k 2 ) the result φ(D) of a k-ary FO+MOD-query φ(x 1 , . . . , x k ) on a database D of degree at most d (see Theorem 9.2) . In this section, we generalise this to provide the following functionality. On input of a tuple a = (a 1 , . . . , a ) ∈ dom for some ∈ [k], we would like to be able to enumerate all tuples b = (b 1 , . . . ,b k ) in φ(D) whose first components coincide with a. In fact, since we already know that the first components of b coincide with a, we only output the remaining
On input of the tuple a, our algorithm spends some preparation time t preparation , after which it outputs all the desired result tuples with delay t delay .
For formulating this section's main result, the following notation will be convenient. Given k 1 and ∈ [k], we let m := k− . For a tuple x = (x 1 , . . . , x k ) of k pairwise distinct variables, we let z = (z 1 , . . . , z ) := (x 1 , . . . , x ) and y = (y 1 , . . . ,y m ) := (x +1 , . . . , x k ).
For a k-ary FO+MOD[σ ]-query φ(x ) = φ(z, y) and a tuple a = (a 1 , . . . , a ) ∈ dom , we let φ(a, y) be the m-ary query that, when evaluated on a σ -db D, returns the result set
This section is devoted to the proof of the following theorem. For proving Theorem 10.1, we will use the following variant of Lemma 9.2, which deals with the queries
for Proof. We use the dynamic algorithm provided by the proof of Lemma 9.2 for input 2c instead of c. When receiving an update command, we apply this algorithm's update routine.
Recall that the dynamic data structure constructed in the proof of Lemma 9.2 (for 2c instead of c) stores the set I ⊆ [2c] of small colour classes in G, i.e., i ∈ I iff |C G i | 2cd. On input of a set J we proceed as follows. Compute the set I := I ∩ J of all small colour classes that are relevant for the query φ J . For simplicity, let us assume that I = {1, . . . , s} for some s c, and J \ I = {s+1, . . . , c} (otherwise, we rename the colours accordingly). Within preparation time d poly(c ) we can compute the set
To enumerate the query result φ J (G), we then use Algorithm 2 for this set S (without any changes; in particular, in lines 6 and 7 we do not replace c by 2c but keep the value c).
Revisiting the proof of Lemma 9.2, it is straightforward to verify that the resulting dynamic data structure provides the desired functionality within the claimed preparation time and delay. Based on the above lemma, we can prove the following variant of Lemma 7.1. 
ENUMERATING THE DIFFERENCE
In this section, we introduce a new update routine called update_and_report_diff that, immediately after performing the database update, reports the difference between the new query result and the old query result, i. Before constructing these queries let us explain how they can be used to finish the proof of Theorem 11.1. Let Ψ be the set consisting of the queries φ + update R and φ − update R for update ∈ {insert, delete} and R ∈ σ . We use in parallel for each ψ in Ψ the dynamic algorithm provided by Theorem 10.1. On input of an update operation update R(a), the update_and_report_diff routine proceeds as follows. Let D = D old be the database before executing the update command.
In the case where the given update command does not change the database (i.e., the operation intends to delete a tuple that does not belong to the database relation R D , or it intends to insert a tuple that already belongs to R D , or it intends to insert a tuple that would result in a database that exceeds the given degree bound d), then all the data structures remain unchanged and the routine just outputs "EOE EOE."
Otherwise, we proceed as follows. First, consider each query ψ in Ψ and perform the update routine on input "update R(a)" of the dynamic algorithm provided by Theorem 10.1 for the query ψ . Let D new be the updated database. We then use the functionality provided by Theorem 10.1 to perform in parallel the preparation phase for the queries φ + . Therefore, we can choose φ old insert R (z, x ) to be the query obtained from the input query φ(x ) by replacing every atomic subformula of the form R(u 1 , . . . ,u ) with the formula (R(u 1 , . . . ,u ) ∧ ¬ i=1 u i =z i ) and by relativising every quantification to a variable y to those y that satisfy α (z, y), i.e., we replace every subformula of the form ∃y ϑ (or ∃ i mod m y ϑ) with the formula ∃y (α (z, y) ∧ ϑ ) (or ∃ i mod m y (α (z, y) ∧ ϑ )). It is straightforward to verify that the resulting formula φ old insert R (z, x ) expresses the desired property. Let us now turn to the case where update = delete. The problem here is that adom(D old ) contains all the elements in a = (a 1 , . . . , a ), while some (or, all) of these elements might be missing in adom(D new ), and due to the active domain semantics of FO+MOD, there is no explicit means of enabling quantifiers to range over elements that do not belong to the active domain. To overcome this, let J ⊆ [ ] be a set of indices such that |J | = |{a 1 , . . . , a }| and {a 1 , . . . , a } = {a j : j ∈ J }. By induction on the construction of formulas we define for every FO+MOD[σ ]-query ϑ (y) that does not contain any of the variables in z = (z 1 , . . . , z ) an FO+MOD[σ ]-queryθ J (z, y) such that the set of result tuples ofθ J (a, y) on D new is exactly the set ϑ (D old ). To achieve this, we proceed as follows:
• if ϑ is of the form R(y 1 , . . . ,y ), 
