This paper takes on the central heating secondary network and establishes a two-level diagnosis model of leakage fault of heating pipe network based on deep belief network (DBN) under the condition of constant and small supply flow quality regulation. Firstly, a leakage condition hydraulic calculation model of the heating pipe network is established with graph theory, which provides the pressure changes of the pressure monitoring points in the pipe network. Then, the first-level diagnostic model for the leakage of the heating pipe network is designed to diagnose the leaky pipe segment by using a deep belief network. Based on the results of the first-level diagnostic model, each leaky pipe segment is treated as a unit and a second-level diagnosis model is then developed to predict the specific leak location. Finally, the model is verified with a branch-pipe network and a loop-pipe network. Experimental results showed that the firstlevel diagnostic model had a high accuracy rate in the prediction of leaky pipe segments, which was superior to traditional fault diagnosis methods such as BP (Back Propagation Neural Network) and SVM (Support Vector Machines). The second-level diagnostic model can detect the leak location of the leaky pipe with satisfactory results.
In recent years, many scholars have done extensive research on the fault diagnosis of heating pipe network leakage by using the methods of oil, natural gas, and tap water pipeline [3] . Lei abstracts the heating pipe network into a system composed of multiple pipe segments. Based on this, it applies BP (Back Propagation Neural Network) to the diagnosis of pipe leakage and establishes a nonlinear pattern recognition model. The model can judge the leaky pipe segment according to the pressure changes of the monitoring points on the heating pipe network. Combined with the example, this method has an excellent practical application effect [4] . Aiming at the problem that the traditional BP neural network is prone to slow convergence and fall into local extremum in the process of training and learning, Duan et al. combines the genetic algorithm with BP and proposes a leakage fault diagnosis model with a two-level neural network based on genetic algorithm optimization for heating pipe network, which has improved training speed and diagnostic accuracy [5] . Through the research of a multi-heat source loop pipe network, Fang proposes a hardware-software complementary detection method based on ArcGIS and designs a multi-heat source loop pipe network leak detection and disposal system, which can detect, locate, and analyze leak accident [6] . Yalçin et al. proposes ANFIS (Adaptive Neuro-Fuzzy Inference System) method that consists of backpropagation and least-squares learning algorithms. The hybrid algorithm is trained with acceleration, pressure, and flow rate data measured through the sensors located on some specific points of the complex water distribution system [7] . Valinčius et al. proves the effectiveness of the leak detection system of the pipe network in the district heating pipe network by using the data of the pipe network pressure sensor with NPW (Negative Pressure Wave) [8] . Du et al. introduces the distributed optical fiber temperature measurement system into the leak detection of the heating pipe network. The leakage will cause a change in the temperature field. According to whether the temperature field is abrupt, it can be determined whether the heating pipe network leaks [9] . The traditional neural network method has achieved the fault diagnosis of the heating pipe network, but it relies heavily on the extracting features of the learning sample. Excessive human involvement can also lead to inaccuracies in extracting features. Furthermore, hardwarebased detection is susceptible to interference from human and external factors, making the detection process cumbersome and results biased.
Professor Hinton first proposed the DBN (Deep Belief Network) in 2006. DBN does not require manual participation in feature extraction and selection processes, characterizing the internal features of fault information through network characteristics. It has the powerful ability to feature selfextraction and complex nonlinear relationship expression [10] . Tamilselvan [13] .
With the rapid growth of IoT (Internet of Things) related applications and the advance of communication technology, the combination of heating networks and IoT is also a new method. The data collected by sensors in the heating system brings convenience to pipe network leakage diagnosis. Wu proposes a DTRPP (Dynamic Trust Relationship-aware data Privacy Protection) mechanism for the data collection and transmission, which can protect the data privacy effectively and have better performance on the average delay and the delivery rate [14] . Analysis of the internal relationships of the raw IoT data and the conversion of the raw data into useful information, which lays the foundation for the detection and classification of abnormal data [15] . DBN fault identification is based on data-driven, and its accuracy is not limited by the error in the mechanism model, so it has a broader range of applications.
This paper establishes a two-level diagnostic model for the leakage faults of the heating pipe network based on DBN. Firstly, through the training of sample data in multiple leakage situations, a first-level comprehensive recognition model is established, which can diagnose specific leaky pipe segments. Then, according to the number of leaky pipe segments, all the training samples are divided into different training sample subsets. Finally, a dedicated second-level leak fault diagnosis model is constructed for each training sample subset. This model can predict the specific leak location of the leaky pipe.
II. MATHEMATICAL MODEL FOR LEAKAGE CONDITION HYDRAULIC CALCULATION OF HEATING PIPE NETWORK
The hydraulic calculation model of the heating pipe network, based on the theory of graph theory, abstracts the topology relationship of the actual heating pipe network into two types of elements: points and branches, and calculates the distribution of hydraulic parameters such as pipe network pressure, flow rate [16] . It is of considerable significance to establish a mathematical model for hydraulic calculation of the heating pipe network to simulate the operation state of the pipe network, analyze the changes and characteristics of the pipe network parameters, and adopt a reasonable scheduling strategy in time. In this paper, we assume that the leakage is 1% to 5% of total flow, the water supply system can replenish water in time, and the pressure at the constant pressure point is constant.
We assume that the heating pipe network has N nodes and M pipe segments, and the column vectors N (v 1 , v 2 , . . . , v n ) T and G (g 1 , g 2 , . . . , g m ) T respectively represent pipe network nodes and the flow of M pipe segments. According to Kirchhoff's current law, for each node v i :
In (1), a ij is the element of the i-th row and the j-th column of the correlation matrix A, and g j represents the flow of the pipe segment M j . If the heating pipe network leaks, the column vector Q (q 1 , q 1 , . . . , q n ) T is used to indicate the outflow of N nodes. The node continuity equation of the heating pipe network is given by
Similarly, we assume that the heating pipe network has N nodes, M pipe segments, and the column vector H (dh 1 , dh 2 , . . . , dh m ) T represent the pressure loss of M pipe segments. According to Kirchhoff's current law, for the primary circuit l i :
In (3), b ij is the element of the ith row and the jth column of the primary circuit matrix B f , and dh j represents the pressure loss of the pipe segment M j , and the algebra of their product is zero. The circuit pressure drop equation of the heating pipe network is given by
When the fluid flows in the heating pipe segments, energy is lost due to friction between the fluid molecules and the pipe wall. When fluid flows through some accessories of the pipeline, such as valves, elbows, tees, radiators, changes in flow direction or speed will cause loss of energy. Calculating the pressure loss of pipe segments in the heating system can be expressed in the form of a matrix.
In (5) , S is a diagonal matrix, whose diagonal element S i is the flow-resistance characteristic coefficient of each pipe segment. |G| denotes the absolute value of the flow matrix of the pipe segments. DH denotes the pump head column vector.
According to the topological nature of the pipe network, the hydraulic calculation model of the entire heating pipe network is given by
According to the above mathematical model, the flow distribution and the node pressure of the actual network can be solved when the system parameters such as the pipe resistance coefficient and the pump head are known. The outflow of each node under the reasonable condition of the pipe network is zero. Pipe network leakage is generally divided into two cases: First, the leakage point occurs at the pipe node. The topology of the supply and return network has not changed in this condition, but the outflow of the node changes. Q = 0 in (1); Second, when the leakage point occurs on a pipe, the entire pipe network topology changes, which is equivalent to adding a new node at the leak point. The leaky pipe is divided into two sections, which causes the pipe network to add a node and a pipe segment and a primary loop. The flow rate of each pipe and the pressure of each node have changed. 
III. DESIGN OF FAULT DIAGNOSIS MODEL FOR HEATING NETWORK LEAKAGE BASED ON DEEP BELIEF NETWORK A. DEEP BELIEF NETWORK
The DBN model consists of several RBMs (Restricted Boltzmann Machines) and classifiers. The input layer and the second hidden layer form the first RBM, and the second hidden layer and the third hidden layer form the second RBM, and so on. The last output layer usually uses the SoftMax classifier to classify the data [17] , [18] . The dimension of the input data determines the number of nodes in the input layer, and the number of data categories determines the number of nodes in the output layer. Its structural model is shown in Fig. 1 .
DBN training is divided into unsupervised layer-by-layer pre-training and supervised fine-tuning. Unsupervised layerby-layer learning can learn complex nonlinear functions by directly mapping data from input to output. The process of DBN training is done layer by layer. Usually, the data vector is used to infer the first RBM hidden layer, and this hidden layer is treated as the data vector of the next layer. Connecting several RBMs in series constitutes a DBN, in which the hidden layer of the previous RBM is the display layer of the next RBM, and the output of the previous RBM is the input of the next RBM. During the training, we need to adequately train the upper layer of RBM before we can train the next layer of RBM until the last layer [11] , [19] , [20] .
B. ESTABLISHMENT OF TWO-LEVEL DIAGNOSTIC MODEL FOR LEAKAGE OF HEATING PIPE NETWORK 1) DIAGNOSTIC SYSTEM OVERALL FRAMEWORK
In this paper, we use the deep learning neural network to modularize complex problems into several sub-problems, each of which is assigned to a neural network module for processing. Elimination of coupling between sub-modules increases overall network capacity and learning efficiency, which is why a two-level diagnostic model is built. It needs to construct two different types of data blocks if only the primary diagnostic model predicts both the leaky pipe segments and the leak location. However, the two types of data blocks are intertwined actually. When the sample falls in a specific intersection, misstatement may occur, causing the network learning to fail.
After the first-level diagnostic model determining the leaky pipe segments, the judgment module between the two-level diagnostic models can activate the corresponding secondlevel diagnostic sub-module to identify the specific leaky location. Fig. 2 is the overall framework of the diagnostic system.
2) NETWORK MODEL INPUT AND OUTPUT SELECTION
The node pressure and pipe flow in the pipe network will be affected in different degrees when a leak occurs somewhere in the heating pipe network. In actual engineering, the pressure data on the heat pipe segments is less challenging to obtain than the pipe flow data, and the sensitivity is higher [21] . Therefore, the pressure changes of the monitoring points under the leakage condition relative to the non-leakage are selected as the input of the model. The number of input layer nodes is equal to the number of monitoring points. The first-level diagnostic model studied in this paper is mainly to diagnose the leaky pipe segments. Each pipe segment of the entire heating network is calibrated with its unique integer number. The diagnostic model is set to a single output. The corresponding output of each group input is the number of leaky pipe segments. The training samples of the secondlevel diagnostic model are composed of different leakage at different positions of each pipe segment. The network input is still the pressure changes of the monitoring points under the leakage condition relative to the non-leakage. The output of the branch pipe network is a ratio that represents the ratio of the leaky location to the total length of the pipe segment. The output of the loop pipe network is the leaky location, which is the length of the leaky location from the start of the pipe segment.
3) INPUT DATA PREPROCESSING AND OUTPUT RESULT RULE SETTING
The DBN model training usually uses the Sigmoid function as the excitation function. So the input data needs to be normalized based on (7) , and the input range of data is controlled in the interval [0, 1].
In (7), X i is the original input data, X max is the maximum and X min is the minimum in the original input data, x i is the normalized training data.
This paper uses the pipe number to determine the leakage accident. The output of the DBN network model after learning and training is not wholly integer, which will not be compared with the standard leakage mode. Thence, the following rules are set: if the difference between the predicted results and the theoretical results is less than 0.5, the pipe leak is correctly diagnosed; if the difference is greater than 0.5, the pipe leak is not successfully diagnosed.
4) NETWORK MODEL TRAINING ALGORITHM
The pre-training process initializes the parameters of the network through the unsupervised training layer by layer. The initialized parameters are mainly the connection weights and offsets between the RBMs and the classifiers [22] .
The pre-training algorithm process is as follows:
. . , h n } is the hidden layer unit. W is the connection weight; its element w i,j is the connection weight of the visible layer neuron i to the hidden layer neuron j. The a is the offset vector of the visible layer and a j is the offset of the i-th neuron of the visible layer. The b is the offset vector of the hidden layer and b j is the offset of the j-th neuron of the hidden layer.
x Initialize the RBM network parameter θ = a i , b j , w i,j and set the maximum number of iterations for each layer of RBM training to N . The calculation of the hidden layer unit and the visible layer unit is given by
y The preprocessed input vector x is taken as the initial state of the visible layer unit v (0) , and the hidden layer unit state h (0) is calculated according to (10) .
where sig
z Calculate the reconstruction state of the visible layer unit v (1) according to h (0) and (11) .
{ Again, use the reconstructed layer to calculate for all hidden layer units and repeat steps 2 and 3 until the maximum number of iterations is reached N .
| Update weight matrix W , visible layer offset vector a, hidden layer offset vector b by (12) .
λ indicates the learning rate, which is generally between 0 and 1.
} End of the update, this RBM training is completed. After the pre-training, the network parameters need to be further tuned. The tuning training process uses the gradient descent method to train the tagged samples in a supervised manner. For supervised tuning training, it needs to use the forward propagation algorithm to obtain a certain output value from the input, and then use the backward propagation algorithm to update the weight and bias of the network.
Use the pre-trained W , b to determine the opening and closing of the corresponding hidden layer unit, and calculate the excitation value of each hidden layer unit based on (13) .
where l is the layer index of the neural network. Propagate layer by layer, calculate the excitation value of each hidden layer unit layer by layer, and standardize with sigmoid function. σ h j
Finally, calculate the output of the output layer.
f (·) is the activation function of the output layer, and Y is the output of the output layer.
Update weight W and offset b by the backpropagation algorithm. where α is learning rate, E is the average squared error of DBN learning. Y i is the actual output and Y i is the theoretical output. W l , b l respectively represent the weight and offset parameters of the l layer to be learned.
C. LEAKAGE FAULT DIAGNOSIS PROCESS FOR HEATING PIPE NETWORK BASED ON DBN
The pipe network operation is in a dynamic balance state under normal circumstances. The first thing to do is to determine whether the pipe segments leak when the pipe network operating condition data is abnormal. If a leak occurs, the monitoring point pressure changes are input into the twolevel diagnostic model of the heating pipe network leakage based on DBN. The first-level diagnostic model detects the leakage pipe segment, and the second-level diagnostic model determines the leakage position. The fault diagnosis process of the heating pipe network leakage based on DBN is shown in Fig. 3 .
IV. EXPERIMENTAL SIMULATION A. EXPERIMENTAL DATA
The centralized heating pipe network layout has two forms: the branch pipe network and the loop pipe network. These two forms are widely used at home and abroad. The branch pipe network is more commonly used, and its form is simple, suitable for small or medium-sized heating. The loop pipe network is an integral closed loop, which is more suitable for large-scale heating pipe network by safety, reliability, multistage regulation, and flexible scheduling [23] . As shown in Fig. 4 , it is a schematic diagram of the branch heating pipe network with one single heat source. The entire heating system has 19 pipe segments, 14 nodes, 6 hot users, and 1 circulation pump. The designed total pump flow is 1200m 3 /h, the head is 80mH 2 O, and the resistance loss of the source and each user is 5.8bar.
Among them, node 14 is the constant pressure point, and the remaining nodes are used as pressure monitoring points, a total of 12 pressure monitoring points. First, we get the water pressure values of all the nodes in the pipe network without leakage and then simulate different amounts of leakage at different positions of different pipes. In this paper, except for the No. 1 pipe segment, the remaining pipe segments have leaks at six locations that occur respectively at 0, 20%, 40%, 60%, 80%, 100% of the total length of the pipe segment, from the beginning of the pipe segment (the node where the water flows in). The leakage amount is 1.0%, 2.0%, 2.5%, 3.0%, 3.5%, 4.0%, 4.5%, 5.0% of the total flow. There are 18 pipe segments, 48 leaks per pipe, and a total of 864 sets of simulation data. Ninety sets of data are randomly selected as test samples, and the remaining 774 sets of data are used as training samples. Fig. 5 is a schematic diagram of the loop heating pipe network with one single heat source. The heating network has 18 nodes, 24 pipe segments, 8 hot users, and 1 circulating pump. The length of the pipe is 2000m, the total pump flow is 350m 3 /h, the head is 50mH 2 O, the resistance loss of the source, and each user is 2.3bar, and the node N1' is the constant pressure point.
The pressure monitoring points are located at N3, N4, N5, N6, N9, N2', N3', N4', N5', N8' nodes. There are 24 supply and return pipe segments leaking, and the leakage locations are respectively at a distance of 400m, 800m, 1200m, 1600m from the starting point of the pipe segments. The leakage amount is 1.0%, 2.0%, 2.5%, 3.0%, 3.5%, 4.0%, 4.5%, 5.0% of the total system flow. The obtained 768 sets of data are divided into two parts: 90% of them are randomly selected as training samples, and the remaining 10% is used as test samples.
B. NETWORK MODEL PARAMETER DESIGN 1) DIAGNOSIS LEAKY PIPES BY FIRST-LEVEL NEURAL NETWORK
In this paper, the number of model input layer nodes of the branch pipe network and the loop pipe network are 12 and 10, respectively. The number of nodes in the output layer is 1. After several trials, the structure is determined to be 2 layers, and the number of nodes per layer is 20. The initial value of the RBM learning rate is set to 0.1, the initial momentum is set to 0.5, and the iterations number is 1500.
The comparative experimental method adopted in this paper is the traditional method in fault diagnosis: BP and SVM (Support Vector Machine). The comparison term is the error between prediction results and theoretical results. The topology of the BP neural network is: the number of input layer nodes corresponds to the number of pressure monitoring points in the pipe network, the input values are the pressure changes, the number of output layer node is 1, and the output value is the leaky pipe number. Using a hidden layer, the number of hidden layer nodes is 5, the learning rate is set to 0.1, and the minimum training objective error is 0.001. The input value for the SVM model is still selected as the pressure changes of the pressure monitoring points, and the output value is the leaky pipe number. The LIBSVM toolbox under the MATLAB 2016b platform was used in the model. The parameters are set as follows: SVM train penalty parameter c is 5, kernel function parameter g is 4, and the kernel function is Radial Basis Function.
2) DIAGNOSE SPECIFIC LEAK LOCATIONS BY SECOND-LEVEL NEURAL NETWORK
In the second-level diagnosis, each pipe segment has its diagnostic model. The branch pipe network has 18 pipe segments, each of which has 48 samples. The loop pipe network has 24 pipe segments, each of which has 32 samples. The number of input layer nodes is equal to the number of pressure monitoring points. The output layer is 1. The network structure is 2 layers, and the number of nodes per layer is 15. The initial value of the RBM learning rate is set to 0.1, the initial momentum is set to 0.5, and the iterations number is 1000.
3) MODEL PERFORMANCE EVALUATION
The fault diagnosis model for heating pipe network leakage established in this paper is a nonlinear pattern recognition classification model. A ten-fold cross-validation method is applied in the experiment. We divide the data set into ten parts, and take nine of them as training data in turn, and one part as test data, and obtain the accuracy of 10 times results.
At the same time, we use the MAE (Mean Absolute Error) to evaluate the performance of the network model.
In (18) , n is the number of samples, Y is the theoretical value, and ∧ Y is the predicted value. E is the absolute error.
V. EXPERIMENTAL RESULTS

A. BRANCH PIPE NETWORK FIRST-LEVEL MODEL DIAGNOSIS RESULTS
In the test phase, 90 sets of test samples can be obtained by randomly selecting 5 kinds of leakage conditions on each pipe segment. Fig. 6 shows the diagnosis results of the DBN model and Fig. 7 shows the error between the prediction results and the theoretical results.
The results show that the leakage diagnosis model based on DBN designed in this paper has 86 samples with the prediction errors between −0.5 and 0.5, and the accuracy rate reaches 95.56%. The diagnostic results of the BP-based diagnostic model and the SVM-based diagnostic model meet the error requirements with 84 and 81 samples, respectively. The method used in this paper is better than BP and SVM. Fig. 8 is a comparison of three network model's diagnostic fitting errors. Table 1 shows the average accuracy and average absolute error of the 10 diagnostic results of the three models.
B. BRANCH PIPE NETWORK SECOND-LEVEL MODEL DIAGNOSIS RESULTS
The expected output of the second-level network model represents the ratio of the leaky location to the total length of the pipe segments, which are 0, 0.2, 0.4, 0.6, 0.8, 1, respectively. These ratios represent specific leaky locations. Fig. 9 shows the diagnosis results of the leaky position, and Fig. 10 shows the fitting error curve of the leaky position.
It can be seen from Fig. 9 that the predicted deviation of the No. 14 pipe segment is the largest, mainly because the No. 14 pipe segment is located at the end of the backwater network. The constant pressure point N1 is located at the end of the backwater network too. The closer to the constant pressure point, the smaller the pressure change at each monitoring point when the leak occurs, which will affect the prediction results. In Fig. 10 , the number of samples with the fitting error between −0.05 and 0.05 is 120, accounting for 95.24% of the total, so the overall prediction effect is good.
C. LOOP PIPE NETWORK FIRST-LEVEL MODEL DIAGNOSIS RESULTS
Seventy-two sets of test samples are selected for verification. The input and theoretical output of the test samples are shown in the following table. The rightmost column of Table 2 gives the prediction results of the network model.
According to the rules of output results: if the difference between the predicted results and the theoretical results is less than 0.5, the pipe leakage is correctly diagnosed; if the difference is greater than 0.5, the pipe leakage is not successfully diagnosed. As shown in Fig. 11 , the fitting error between the prediction results and the theoretical results is basically between −0.4 and 0.4, and the diagnostic accuracy rate is 98.61%. Fig. 12 is a diagram showing a predicted leakage position, and Fig. 13 is a graph showing an absolute value of the fitting error of leakage position. We can obtain from Fig. 12 and Fig. 13 that the prediction results of the model are consistent with the theoretical leakage position. Compared with the sampling distance of 400m between two adjacent leak points, the maximum fitting error of the model is less than 80m, and the average error is 17.3m. Generally speaking, the secondlevel model leaky location diagnosis results are satisfactory.
D. LOOP PIPE NETWORK SECOND-LEVEL MODEL DIAGNOSIS RESULTS
Ten-fold cross-validation is performed on the first-level diagnostic model of the branch pipe network and the loop pipe network, respectively. 90% of the sample data is used to train the model, 10% is used as the test, and 10 experiments are repeated. The test accuracy results are shown in Fig. 14. 
VI. CONCLUSION
In this paper, we design a two-level diagnostic model for leakage of the heating pipe network based on DBN. This method can diagnose the leaky pipe segments and the specific leakage position according to the pressure changes of the pressure monitoring points in the pipe network. The experimental verification of the branch pipe network and the loop pipe network respectively shows that the established model prediction can achieve excellent results and has high accuracy. The content of this paper is based on simulation data. The actual structure and operating conditions of the heating pipe network are complicated, which also increases the difficulty in the diagnosis of pipe network leakage faults. Improving the DBN and the model's diagnostic capabilities will be the place to be researched and improved in the future.
