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ABSTRACT
In this paper, we present a simple yet effective algorithm to automatically assign reference temperature set-points based
on the occupancy information. Both the binary and detailed occupancy estimation cases are considered. In the first
case study, we assume the schedule involves only binary states (occupied or not occupied), i.e. the room is invariant.
With long-term observations occupancy levels can be estimated using statistical tools. In the second case study, two
techniques are introduced. Firstly, we propose an identification-based approaches. More precisely, we identify the
models via Expectation Maximization (EM) approach. The statistical state space model is built in linear form for
the mapping between the occupancy measurements and real occupancy states with noise considered. Secondly, we
introduce a novel finite state automata (FSA) which is successfully reconstructed by general systems problem solver
(GSPS). As far as we know, no studies have used the finite state machine or general system theory to estimate occupancy
in buildings. All above estimates can be used to adaptively update the temperature set-points for Heating, Ventilation,
and Air-Conditioning (HVAC) control strategy.

1. INTRODUCTION
The primary energy consumer of smart buildings are HVAC systems, approximately 30% of the building energy use,
which usually operate on a fixed schedule. Currently, most modern buildings still condition rooms with a set-point
assuming maximum occupancy rather than actual usage. As a result, rooms are often over-conditioned needlessly.
Occupancy-based controls can achieve significant energy savings by temporally matching the building energy consumption and building usage, conservative user behavior can save a third of expended energy. Some researchers have
proposed the control and use of shading blinds and natural ventilation to make effective use of the available natural resources to reduce building energy consumption such as Tzempelikos and Athienitis (2007); Van Moeseke et al. (2007),
while others have proposed optimal control of HVAC schedules Sun et al. (2013).
The above-mentioned methods do not consider the actual number of occupants in the building. Meanwhile, it has
been shown that annual energy savings of 10% − 42% can be achieved if a proper HVAC strategy that accounts for
actual occupancy levels as reported in Erickson et al. (2011). Consequently, occupancy and the related activities in a
building are highly related with the energy consumption of that building. Any off-line strategy for pre-defined control
parameters is unable to handle all variations of numbers of humans and their various behaviors in the building.
Despite the large number of potential application scenarios the estimation of buildings’ occupancy is still a cumbersome, error-prone, and expensive process Nguyen and Aiello (2013). In residential environments, most of the
approaches aim at controlling the HVAC system more efficiently, as heating and cooling account for most of the energy expenditure in an average household. To optimize heating or cooling of the building, the authors typically utilize
various sensors to determine the occupancy state of the building or of individual rooms. For instance, Lu et al. instrumented households with passive infrared (PIR) sensors and reed switches on entrance doors to detect when household
occupants are at home and when not Lu et al. (2010). They use this data as ground truth information to evaluate the
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performance of an occupancy prediction algorithm, which is in turn used to drive a smart heating control system.
In this paper, we present a simple yet effective algorithm to automatically assign reference temperature set-points
based on the occupancy information. Both the binary and detailed occupancy estimation cases are considered. In
the first case study, we assume the schedule involves only binary states (occupied or not occupied), i.e. the room
is invariant. With long-term observations, occupancy levels can be estimated using statistical tools. In the second
case study, three techniques are introduced. First, we propose an identification-based approach. More precisely, we
identify the models via EM approach. The statistical state space model is built in linear form for the mapping between
the occupancy measurements and real occupancy states, with noise considered. Secondly, we introduce a novel FSA
which is successfully reconstructed by GSPS. As far as we know, no studies have used the finite state machine or
general system theory to estimate occupancy in buildings. All above estimates can be used to adaptively update the
temperature set-points for HVAC control strategy.
To demonstrate effectiveness of proposed approach, a simulation-based experimental analysis is carried out using
occupancy data. We define the estimation accuracy as the total number of correct estimations divided by the total
number of estimations, and both Root Mean Squared Error (RMSE) and estimation accuracy analysis are provided.
All the proposed estimation techniques could achieve at least 70% accuracy rate. Generally, accuracy for binary states
estimation is much higher than that of detailed occupancy. For GSPS model, more training data improves performance
of estimation. It should be remarked that although some mismatch exist for non-zero jumps, estimation performance
tracks the zero base line (non-occupied status) perfectly. Therefore, the estimation techniques are effective for binary
estimation with over 90% accuracy. Finally, the estimated occupancy is applied into a temperature set algorithm to
generate reference temperature curve. By adjusting temperature set curve, we can achieve significant energy savings
without sacrificing customer’s comfort.
This paper is organized as follows: Section 2 defines the mathematical problem under consideration. We also set
up a temperature setting algorithm which could adaptively tune the temperature setting point of the room based on
the real occupancy information. Section 3 contains details about both the binary and detailed occupancy estimation
algorithms. A novel GSPS model is first employed to estimate the occupancy for building rooms. Section 4 presents
the simulation results regarding the estimation performance of the aforementioned estimation algorithms. Finally,
conclusions are stated in Section 5.

2. PROBLEM FORMULATION
It is now well known that HVAC problems can be approached using Model-based Predictive Control (MPC) strategy.
In this section, we describe the model settings for energy efficient control of HVAC systems. The system model was
proposed in Gwerder and Tödtli (2005) and employed in Oldewurtel et al. (2010). We briefly described it in the
sequel.

2.1 System Model
Using the same model proposed in Ma et al. (2015), we could obtain a discretized system as follows:
xk+1 = Ad xk + Bd uk + Cd ωk ,

(1)

where the parameters can be computed from the continuous-time model, and xk = [t1,k , t2,k , t3,k ]T .
We assume the following constraints are imposed on the temperature and control inputs:
68◦ F ≤ t1,k ≤ 80.6◦ F,

−50 ≤ uk ≤ 200,

(2)

where uk > 0 means heating and the opposite means cooling.

2.2 Cost Function
2.2.1 Cost Function We consider the problem where the temperature t1 is required to remain within certain bounds of
a constant in the presence of the disturbance vector d. Moreover, we can assign set-points for t1 , t2 and t3 , but without
any other constraint on t2 and t3 . Thus, we can regulate the output error ek := xk − xr at time k, where xr is the
set-point vector of x. We hope to minimize the error e to keep the temperature t1 close to the desired value. Meanwhile,
we also hope to use as less power as we can to save energy. Ultimately, our objective is to find for the system (1),
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the M -control sequence {u0 , · · · , uM −1 } , where ui := u(ti ), i = 0, · · · , M ; M is an integer large enough. Let
ti = i∆T , where △T is the sampling period; and corresponding state sequence {x0 , · · · , xM −1 } and error sequence
{e0 , · · · , eM −1 } , we want to minimize the following finite horizon objective function:
VN (e0 , u, ω) :=

1
2 [(xN

− xr )T P (xN − xr ) +

N∑
−1
k=1

eTk Qek +

N∑
−1

uk T Ruk ],

(3)

k=0

where P ≥ 0, Q ≥ 0 (i.e., semi-definite positive matrices), R > 0 (i.e., positive definite matrix), N is the prediction
horizon, and
x := [xT0 , ..., xTN ]T ,

u := [uT0 , ..., uTN −1 ]T ,

T
T
ω := [ω0T , ..., ωN
−1 ] .

Algorithm 1 Temperature Setting Algorithm
1:
2:

Step 1:
Initialize α

3:

Step 2:

4:

n←

Tmax −Tmin
k

+1

5:

for all hour h = 1 to 48 do

6:

Range ← max(Oh ) − min(Oh )
r0 ← min(Oh )
end for

7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:

if α = 0 then
Go to step 3
else
Go to step 4
end if
Step 3:
for all set-point j (j = 1 to n) do
rj ← rj−1 +

Range
n

Go to Step 5
end for
Step 4:
for all set-point j (j = 1 to n) do
rj ← rj−1 + Range ∗
end for

2α(j−1) (1−2α )
(1−2αn )

Step 5:
for all hour h = 1 to 48 do
Thset ← k[argmin{j : Oh ≤ rj } − 1] + Tmin
end for

2.3 Temperature Setting Algorithm
In conventional practice, the HVAC operates under a fixed thermostat set-point around which the inside temperature
fluctuates. The reference temperature is usually set by the administrator or occupants of the room, and it does not
change frequently (if at all) throughout the day - often times, regardless of occupancy fluctuations.
While the above model can accommodate such cases by simply employing the reference temperature values (i.e., Xr [t])
as fixed input parameters, it is mainly designed to deploy them as decision variables that are determined as a response
to the occupancy fluctuations.
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Inspired by the idea from Avci et al. (2013), we employ a simple yet effective algorithm to assign reference temperature
set-points for each half hour of the day based on the real-time occupancy. The proposed algorithm first determines the
maximum (max(Oh )) and minimum(min(Oh )) occupancy values for the next 24h period, and from these it identifies a
number of occupancy ranges depending on the number of temperature set-point candidates. The temperature set-point
candidates are the temperature values between any given maximum and minimum allowed temperature set-points,
which can be pre-determined by the users as in (2). Finally, each occupancy range is coupled with a temperature
set-point. The temperature set-points are then assigned to each half hour of the day based on the range in which the
occupancy number of corresponding half hour falls in.
A discomfort tolerance index α is defined to model consumer choice on thermal comfort, which is used to capture the
trade-off between thermal comfort and energy cost. The value of α, in general, varies across individuals. Namely, a
high discomfort tolerance (i.e., α > 0) represents a consumer who has higher tolerance for higher indoor temperatures
in return for cost savings. Such customers prefer that wider price ranges are assigned to higher temperatures. Whereas
low tolerance (α < 0) customers prefer the opposite as they are less willing to compromise comfort for savings. We
refer to the consumer with α = 0 as the neutral consumer who has a balanced preference between comfort and savings,
leading to uniform price ranges allocated to temperature set-points.
The temperature set-point assignment algorithm is shown in Algorithm 1.

3. OCCUPANCY MODEL
In this section, we first estimate a simple binary occupancy model from collected occupancy data. Then we introduce
our algorithm for the detailed occupancy estimation of future occupancy, and we show how we could predict occupancy
levels.
In order to study the practical occupancy model, we collected real occupancy data from an occupancy sensor for a
room. We randomly pick a segment of data which is dated from “10/13/2010 ∼ 4/5/2011”. The sampling interval
is 30 minutes, so any sensor collects 48 occupancy samples each day. Natural questions which arise are:
1. What is the probability for this room to be occupied?
2. How many people will be in the room?
For the first problem, we could compute the probability for the room to be occupied by observing all the historic data.
It is noted that this model is only meaningful when we add some assumptions for the usage of the room. Basically,
the room is more or less an office or meeting room which is occupied routinely. Thus, whether the room would be
occupied or not would exactly follow a fixed schedule. Though slight, this approach still represents a step forward
from the traditional control strategies which neglect occupancy information. For the second problem, we need to apply
more intelligent techniques to estimate the number of people in the room.

3.1 Binary occupancy state estimation
We use γ(t) and η(t) (both initiated to be 0) to count the number for the room to be occupied or not.
If the number of people coming in the room is > 0 at time step t, we consider the room is occupied, i.e. γ(t) = γ(t)+1.
Otherwise, η(t) = η(t) + 1. Therefore, if we count γ(t) andη(t) for all the 174 days, we will get the probability of
occupancy for each time step from 12:00 AM until 11:30 PM. For convenience, make a time map as below:
Table 1: Binary count for γ(j) and η(j)
Actual Time
12:00 AM
12:30 AM
..
.
11:00 PM
11:30 PM

Time Sequence
1
2
..
.

Count
γ(1) and η(1)
γ(2) and η(2)
..
.

47
48

γ(47) and η(47)
γ(48) and η(48)

Then we obtain the occupancy probability for every half hour during a day.
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• So the probability to be occupied is denoted as: P (j) =

γ(j)
γ(j)+η(j)

• So the probability NOT to be occupied is denoted as: P (j) =

for j = 1 · · · 48.

η(j)
γ(j)+η(j)

for j = 1 · · · 48.

After determining the occupancy probability, we could set the temperature in the room for HVAC according to the
Temperature Setting Algorithm as described in Section 2.3.
Notice that, for the above Temperature Setting Algorithm, it does not make a difference whether we use the occupancy
probability or the real occupants for each half hour. Basically, the occupancy probability can be viewed as a normalized
occupancy data.

3.2 Detailed occupancy estimation
3.2.1 Motivation From the last section, we did gain some energy savings for HVAC by adaptively adjusting the temperature setting point for the controller. However, it’s not realistic to desire the real occupancy of the room to exactly
follow the given schedule. Therefore, we should be able to estimate and update the occupancy information based on
the most recent measurement. Moreover, detailed occupancy estimation not only considers whether the building is
occupied or not, but also takes into account the number of occupants in the building. Here we will introduce some
background and several alternative techniques that may be adequate for occupancy estimation.
3.2.2 Expectation Maximization (EM) The state-space model has been widely employed in control systems and signal
processing since it can be used on-line and updated after receiving new observations. It is a purely statistical approach
based on collected measurements. It consists of a state (or system) equation (4) and a measurement (or output) equation
(5). Denoted by yk the occupancy measurement at time k, state-space equation in discrete time can be written in the
following form:
xk+1
yk

= Ak xk + Bk wk
= Ck xk + Dk vk

(4)
(5)

where xk+1 ∈ Rn×1 (Rn×1 denotes the space of real vectors of dimension n × 1) is the state that characterizes the
occupancy; it is a variable of the time series {xk } determined by the previous state xk and the noise term wk ∈ Rm×1
introduced at each k. Ak ∈ Rn×n and Bk ∈ Rn×m are corresponding coefficients.
The time varying property of the parameters enables the state-space model able to adapt dynamically to a variety
of frequencies. The noise terms wk and vk can capture small perturbations or uncertainties introduced at each time
k, which improves the flexibility of the model. In this paper, the noise terms are assumed to be standard Gaussian
variables, and the covariances of them are denoted by coefficients Bk and Dk .
Due to these properties, we propose to use the state-space model to estimate behaviors of the occupancy model. The
unknown system parameters βk = {Ak , Bk , Ck , Dk } and states {xk } can be estimated through a finite set of received signal measurement data Y = {y1 , y2 , ...}. Thereafter, the state variables xk can be reconstructed from the
measurements.
Then we employ EM to estimate the parameters in the state-space model. EM is a filter-based iterative numerical
scheme to compute maximum likelihood estimates of the parameters given the measurement data. It yields parameter
estimates with non-decreasing values of the likelihood function, and converges under mild assumptions. Due to space
limitations, the detailed algorithm of EM is not presented here. For more details, interested readers could refer to
Dong et al. (2013, 2014) for example. This algorithm yields parameter estimation with non-decreasing values of the
likelihood function, and converges under mild assumptions.

3.3 Finite State Automata
Probabilistic FSA Paz (2014) have been introduced to describe distributions over strings. FSA has been used quite successfully to address several complex sequential pattern recognition problems, such as continuous speech recognition,
computational biology Lyngso et al. (1999) and linguistics Mohri (1997). General Systems Problem Solver (GSPS)
proposed in Klir (1969), provides a novel and highly effective method for reconstructing the input/output behavior of
FSA. The detailed algorithm and system formulation can be found in Klir (2013).
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Given a system and a sequence of length n generated by that system, we may posit a relation between its variables.
This relation takes the form of a function f that maps observations of some variables at times n, n − 1, · · · , k with
k ≥ 1 to observations of other variables at time n.

3.4 Simplified Binary states FSA
In general, the length of the “look back depth” used is decided by actual problem. For our specific occupancy prediction
problem, the system of interest has a single variable with two possible values: occupied (b) or not occupied (a). After
tail and error check, we posit a rule that looks back three steps and also considers the time of day, i.e. v1 (n) =
f (v1 (n − 1), v1 (n − 2), v1 (n − 3), t(n)). The time of day t(n) = tn is used to characterize the different rules for
different time period during a day; for the data available to use there are 48 times that can be considered because the
sampling interval of the sensor is 30 minutes. Given the data and a rule, we can build a model for forecasting with the
simple procedure described by Klir Klir (1969).
To illustrate this procedure, consider the mask and sequence in Table 2. The system that generated this sequence has
time variable tn and a single variable v that can take the value b or a. The rule for this mask built with 3000 data points
is shown in Table 3. It should be noted that in order to simplify the explain here, we decouple the time variable from
the rule. To be specific, Table 3 represents the rule for 3 : 00 pm using 3000 data points. Considering, the sampling
interval is every 30 minutes, we could generate 48 such rule tables for the whole day (24 hours).

Table 2: A sequence and mask for a system with
uncertain output. Circles are input data for the
function f and the square is the output data.

Table 3: Rule for the sequence and mask using a subset of 3000 points restricted to 3 pm (aunoccupied, b-occupied).
input
aaa

round
11
10
9
8
7
6
5
4
3
2
1

time (v1 )
t11
⃝
t10
t9
t8
t7
t6
t5
t4
t3
t2
t1

occupancy (v2 )
a
b
⃝
a
⃝
b
⃝
a
a
b
a
b
b
a

aab
aba
abb
baa
bab
bba
bbb

output
a
b
a
b
a
b
a
b
a
b
a
b
a
b
a
b

count
47
2
0
1
1
0
0
1
1
1
1
2
0
1
0
4

likelihood
0.959
0.041
0
1
1
0
0
1
0.5
0.5
0.33
0.67
0
1
0
1

To illustrate how this model is applied for forecasting, suppose we begin with the latest observation sequence as bab
at 3 pm. The next output is a with probability 0.33 or b with probability 0.67. If we were at a different time step other
than 3 pm, then the output is selected according to the corresponding rule table at that time step. Once the time step is
fixed, then the second output is a with some probability p or b with probability 1 − p. Continuing in this fashion, we
can construct a tree of possible futures and use these possible futures to inform the control system.

3.5 Estimating number of occupants
Though the method described in Section 3.4 only involves two states, it is readily extended to estimate the exact
number of occupancy by using the number of occupants as a variable rather than the binary occupied/unoccupied. In
this occupancy problem, we want to know the exact number of people in the room. So we assume different numbers
of occupants as different states in the FSA. As long as finite states are involved, the general form of the rule and the
methods for constructing and forecasting are the same. In the following simulation results, we would show that the
discussion for the binary model applies directly to the model with multiple states.
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Figure 1: Binary occupancy using GSPS model

4. SIMULATION RESULT
To illustrate the effectiveness of the proposed occupancy estimation techniques discussed in the last several sections, we
assess their performances for different scenarios in this section. In the first scenario, binary occupancy state estimation
will be examined where only the state occupied or not occupied will be given. Then a detailed occupancy estimation
performance using GSPS model will be explained and compared with some alternative methods. In the second part,
the temperature set-points are treated as a decision variable which can be determined using the TSA algorithm.

4.1 Definition of the performance indexes
We define the estimation accuracy as the total number of correct estimations divided by the total number of estimations,
and the estimation accuracy by using the probability counting and the GSPS algorithms are listed in Table. 4. The Root
Mean Squared Error (RMSE), which characterizes the absolute estimation errors.
More formally, following the mathematical expression in Ebadat et al. (2013), if we let ACC represent the accuracy,
then using indicator functions, we obtain the accuracy of the estimator:
(
)
∑N
( )
N − k=1 1 O(k) − Ô(k)
ACC Ô :=
,
(6)
N
where O and Ô are true and estimated occupancy, respectively; and 1 (O(k)) is given as:
{
1 if O(k) > 0,
1 (O(k)) :=
0 otherwise.

(7)

RMSE is defined as the square root of the mean square error, which is a frequently used measure of the differences
between values predicted by a model or an estimator and the values actually observed. Then the MSE associated to
the couple O, Ô is denoted by
M SE(Ô) :=

N
1 ∑
(Ô(k) − O(k))2 .
N

(8)

k=1

Therefore, RMSE will be:
RM SE(Ô) :=

√
M SE(Ô).
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Figure 2: Detailed occupancy estimation using GSPS model

4.2 Binary occupancy state estimation
4.2.1 GSPS binary model This model predicts a 1, by default, to signify occupation. To compare the results, we build
the models with the first 3000 and 5000 input points from the occupancy measurements, respectively. Then we test the
obtained models across the last 3000 values as depicted in Fig. 1a and Fig. 1b. In particular, we summarize the binary
occupancy estimation performance in Table 4.
Obviously, the GSPS model significantly outperforms the traditional probability counting method. Notice that only
two states (occupied or not occupied) in this binary occupancy estimation, both the RMSE and accuracy are very good
which is as desired. Moreover, the model built with 5000 data shows better performance than the one with less data.
It could be viewed as the an outcome of better model obtained with more data observed by the GSPS model.

4.3 Detailed occupancy estimation
4.3.1 GSPS Model Then we test the obtained models across the last 3000 and 5000 values as depicted in Fig. 2a and
Fig. 2b. More precisely, in Fig. 2a the model is trained using the last 3000 occupancy data, while it is 5000 for Fig.
2b. As expected, the more data involved for training, the better estimation results we got. This is also confirmed by
the estimation error comparison shown in Table 5.
4.3.2 Temperature set-points Through the above simulation results, we do get the desired estimation performance,
however, our goal is to design temperature set-points based on this occupancy sequences. In order to check the compatibility of these occupancy estimation results, we apply them in the temperature setting algorithms. The one using
EM estimation is given in Fig. 3a. Similarly, the one using GSPS model is shown in Fig. 3b.

4.4 Summary of the results
In this section, we compare four estimators, all trained using the same training set described at the beginning of Section
2. Fig 3 shows the realizations of two different estimation strategies when applied to the corresponding test set, while
Table 4 and Table 5 summarize the achieved numerical performance. Generally speaking, the accuracy for binary
states estimation is much higher than that of detailed occupancy. For GSPS model specifically, more training data
points contribute to improved estimation performance.
Table 4: Comparison of binary estimations.
Methods
Probability
counting
GSPS (3000)
GSPS (5000)

Estimation
RMSE
0.206

Accuracy

0.094
0.086

0.889
0.912

0.683

Table 5: Comparison of estimation algorithms.
Methods
GSPS (3000)
GSPS (5000)
EM

Estimation
RMSE
3.078
2.646
3.715
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Figure 3: Detailed temperature set-points.

5. CONCLUSIONS
In this paper, we present a simple yet effective algorithm to automatically assign reference temperature set-points
based on the occupancy information. The proposed strategy aims at reducing the total energy consumption while
maintaining a comfortable temperature environment in buildings. Both the binary and detailed occupancy estimation
cases are considered. To demonstrate the effectiveness of the proposed approach, a simulation-based experimental
analysis is carried out using occupancy data.
For future work, we will apply the proposed occupancy estimation and temperature setting strategy into our control
framework to see the exact energy saving results. Moreover, we will investigate more advanced estimation techniques
such as particle filters to track the movement of occupants.
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