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RÉSUMÉ ET MOTS CLÉS
RÉSUMÉ
Ce mémoire présente un méthode d’approximation décrite dans l’article de
Andrus et Browil (voir [ABI).
L’approximation uniforme aléatoire est donc l’objet de ce travail. C’est en
quelque sorte une généralisation de l’approximation uniforme en analyse com
plexe. Cette approche permet d’approximer une famille de fonctions, disons holo
morphes, variant de manière mesurable, par une autre famille de fonctions, disons
rationnelles, variant, elle aussi, de manière mesurable.
Les preuves des théorèmes d’approximation aléatoire (Chapitre 4) font appels
à la notion de multifonction (Chapitre 1), à la théorie sur les espaces Polonais
et Souslin (Chapitre 2 ) ainsi que certains résultats classiques d’approximation
complexe (Chapitre 3).
Nous donnons aussi un analogue de l’approximation uniforme aléatoire, soit
l’approximation en probabilité (Chapitre 5).
MOTS CLÉS
Approximation uniforme aléatoire, Fonctions multivoques, Relations mesu
rahies, Sélections mesurables, Approximation en probabilité.
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ABSTRACT AND KEY WORDS
ABSTRACT
This memoir presents an approximation method described in Andrus and
Brown’s article (see [AB]).
Therefore the object of this work is raildom uniform approximation. In a cer
tain way, it is a generalisation of the uniform approximation theory in complex
analysis. This approach permits the approximation of a famiÏy of functions, say
holomorphic functions varying in a measurable way, by another family, say ratio
nal functions varying too in a measurable way.
The theorems proofs need the notion of multivalued functions(Chapter 1),
Polish and Souslin spaces (Chapter 2), and some resuits on classical complex
approximation (Chapter 3).
We also give an analogue of uniform stochastic approximation called approxi
mation in probability (Chapter 5).
KEY WORDS
Random uniform approximation, Multi-functions, Measurable relations, Mea
surable Selectiors, Probabilistic Approximation
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INTRODUCTION
Ce mémoire parle d’un type d’approximation en analyse complexe l’approxi
mation uniforme aléatoire. Ce dernier type consiste à approximer «de manière
mesurable une famille de fonctions variant de façon mesurable». Plus précisé
ment : Étant donné une fonction de deux variables sur le produit d’un espace de
mesure et du plan complexe qui est mesurable dans une variable et holomorphe
dans l’autre. Alors, sous certaines hypothèses, il existera une fonction de deux va
riables, mesurable dans une et rationnelle dans l’autre et dans laquelle (variable),
presque partout, on aura l’approximation uniforme.
Ce type d’approximation est décrit dans [ABJ. Mon mémoire est basé sur cet
article. Les auteurs utilisent les multifonctions mesurables qui sont décrites dans
mon mémoire au Chapitre 1 avec quelques notions de mesure.
Le Chapitre 2 est consacré à l’étude des espaces Sollslin et Polonais qui se
ront des outils topologiques importants pour faire de l’approximation uniforme
aléatoire.
Il sera aussi question au Chapitre 3, de la topologie sur l’espace des fonc
tions continues du plan complexe à valeur dans la sphère de Riemann et des
familles normales. Ces notions sont essentielles à la compréhension des théorèmes
d’approximations uniformes aléatoires étant donné, que ces derniers utilisent les
théorèmes d’approximations conventionels en analyse complexe, tel le fameux
théorème de Runge qui se trouve aussi au Chapitre 3.
Le Chapitre 4 est le coeur du mémoire. Il utilise tout ce qui précède pour
obtenir des théorèmes de sélections mesurables, ainsi que des théorèmes d’ap
proximations aléatoires qui généraliseront les théorèmes classiques.
2Dans le dernier chapitre, il est ciuestion d’un autre type d’approximation aléa
toire l’approximation en probabilité. Le problème consiste à trouver une ap
proximation qui a la probabilité petite de se trouver éloignée de la fonction à
approximer. Nous en parlerons brièvement étant donné que le but du mémoire
est le théorème de Runge aléatoire, mais servira pour donner une autre direction
de recherche et pour montrer à quoi les premiers chapitres peuvent aussi servir.
Le premier type d’approximation est plus rigide que le second dans le sens
qu’il ne permet presque sûrement pas à l’approximation de s’éloigner d’une dis
tance epsilon de la fonction à approcher. Tandis que le second type le permet
avec probabilité au plus epsilon mais ne donne pas des théorèmes classiques d’ap
proximations.
Par contre, le premier type permet que la mesure ne soit pas ilécéssairement
finie mais sigma-finie. Nous verrons que pourtant ces deux hypothèses ne sont
pas très différentes quand on considère des propriétés vraies presque partout.
Le but de ce mémoire est de démystifier, pour les non-probabilistes, l’approxi
mation uniforme aléatoire et l’utilisation des multifonctions dans le processus de
choisir d’une manière mesurable des approximations.
Chapitre 1
NOTIONS DE BASE
1.1. NOTATIONS
—
(f1, A) est un espace mesurable et A est une u-algèbre des parties P(l) de
(p2, A, i) est un espace de mesure, A une u-algèbre de P(Q) et i est une
mesure sur A.
(X, Û) un espace topologique , Û est l’ensemble des ouverts et est l’en
semble des fermés.
(X, d) est un espace métrique, U est la métrique, (X, Û1) est l’espace muni
de la topologie engendrée par U, Û1 est l’ensemble des ouverts engendrés
par U et d est l’ensemble des fermés associés.
— Si X est un espace topologique, 23x est la u-algèbre des boréliens.
Si (X, U) un espace métrique, x E X et Y C X on a U(r, Y) = infYEy d(x, y).
— Pour une fonction f: Q xX —* Y on note, pour x E X, f(.,x)
= f(.) et
pour w E Q, f(w,•)f(.).
1.2. NOTIONS DE MESURE
Définition 1.2.1. A est une u-algèbre des parties P(Q) de Q si
(1) Q E A;
(2) si À E A, alors ACE A;
(3,) si {A}1 C A, alors u1A E A.
Si Q est muni d’une u-atgèbre, ators (Q, A) est appeté un espace mesurabte.
4Exemple 1.2.1. Considérons (Q1, A1), (Q9, A2),) des espaces mesurables. Le
produit des ces espaces est t’espace mesurabte (fi,, Q,,, fi., A,,) : ta u-algèbre fJ., A,,
sur fi,, Q,, est générée par tes ensembles de ta forme
A1x A2 X ... X AN X QN+1X QN+2 x
pour un certain entier N et pour A,, dans A,,, n = 1,... , N.
PÏus particulièrement, t’espace {O, i}N est un espace mesurable qui sera très
important pour tes résultats sur tes espaces Polonais et de Sousliri.
Définition 1.2.2. Soit (Q. A) un espace mesurable. Une fonction
: A [O, oc]
est une mesure si
(1) [t(O)=O
(2) [t(U1(A,,)) = t(A,,) pour {A,,} dans A disjoints.
Définition 1.2.3. (‘Q, A, p.) est un espace de mesure u-fini si il existe {A,,) C Q
disjoints tet que UA,, Q et p.(A,,) < +oc pour tout n dans N.
Définition 1.2.4. Soient (Q, A, [r) et (Q, A, t’) des espaces de mesures. Les me
sures p. et t’ sont dites équivalentes, noté ,u y, si on a que [1(E) = O si et
seulement si t’(E) O pour E e A.
Lemme 1.2.1. Soit (Q, A, p.) un espace de mesure u-fini non-triviale. Ators it
existe une mesure t’ équivatente à p. tette que t’(Q) = 1.
DÉMONSTRATION. Soit {A,,} C Q disjoints tels que UA,, = Q et O <p.(A,,) <oc
(le fait de choisir les ensembles t(A,,) O est possible. Si p.(A,,) = O on peut
considérer A, = A,, U A,,1 où p.(A,,+i) # O). Pour tout n posons M,, p.(A,,).
Nous pouvons doue considérer t’ défini de la manière suivante : Pour E e A,
t’(E) =
Ainsi t’ est une mesure et t’ p. car si [1(E) = O alors, pour tout n, p.(EflA,,) = O
et si, pour tout n, v(EflA,,) = O alors [1(E) p.(U(EflA,,)) = p.(EflA,,) = O.
D
5Définition 1.2.5. Un isomorphisme d’espaces mesurables est une bijection entre
les deux espaces, qui envoie (dans tes deux sens) des ensembles mesurables sur
des ensembles mesurables.
Définition 1.2.6. Un espace mesurable (Q,Â) est standard s’il est isomorphe à
{O, i}H muni de la u-algèbre produit.
Remarque 1.2.1. En fait [0, 1], les espaces euclidiens ou, plus généralement,
un borélien d’un espace séparable (au sens topologique) et métrisahie complet est
standard.
Définition 1.2.7. Un espace mesurable (Q,A) est dit séparable s’il existe une fa
mille dénombrable {Q}1 C A tel que u({Q}) = A, où u({Q}) est la u-algèbre
engendrée par ta famille {Qj}, c’est-à-dire la plus petite u-algèbre contenant la
famille {Q}.
Définition 1.2.8. Un espace mesurable (Q, A) est dit régulier si, pour tout w1, w2 e
Q tel que w1 w2, il existe un ensemble mesurable qui contient w1 mazs pas w2.
Théorème 1.2.1. Tout espace mesurable séparable et régulier Q est isomorphe à
un sous-ensemble d’un espace standard.
DÉMONSTRATION. Soit {Q} tel que u({Q}) = A. Soit Q —* {0, 1}
définie par b(x) {XQ(x)}. Alors est injective car Q est régulier et est donc
bijective de Q dans ç5(Q). Soit B l’ensemble des points de {0, 1}N tel que le jzrne
élément est égal à 1. Les B génèrent les boréliens de {0, i}N. Donc les ensembles
Bi n «Q) génèrent les boréliens de «Q). Mais «Q) B n «Q). Ainsi est
un isomorphisme. D
1.3. FONCTIONS MESURABLES
Définition 1.3.1. Soient (Q. A), (X, B) des espaces mesurables et une fonction
f: Q —* X. On dit que f est mesurable si, pour tout B E B, f(B) E A.
Remarque 1.3.1. Considérons encore {0, i}N ou plus généralement (fJ Q,, fJ A,,).
Four chaque i , soit n, la projection de fl,, Q,., sur Q. Pour tout A e A on a que
et donc ir est mesurable pour chaque i.
6Nous avons aussi que les ensembles qui génèrent fl,., Q,
A1x A2 X X AN X QN+lx =
ce qui fait de fl,., A la plus petit u-algèbre qui rend toutes les projections ni
mesurables.
Définition 1.3.2. Soient (Q, A) un espace mesurabte, (X, O) un espace topolo
gique et une fonction f t Q — X. On dit que f est mesurable si, pour tout
O O, J-1(O) E A.
Remarque 1.3.2. Cette définition est équivalente à f—1(F) E A, pour tout
FE.
Définition 1.3.3. Soient (Q,A) un espace mesurable, Z un ensemble non vide,
X un espace métrique ou mesurable et f: Q x Z —* X une fonction. On dit que
f est aléatoire si, pour tout z E Z, f(., z) est mesurable.
Remarque 1.3.3. Pour F une classe de fonctions g t Z —f X, où Z est un
espace topologique, si f est aléatoire et que, pour tout w de Q, f(w,.) E F, on dira
que f est F-aléatoire. Par exemple, si F est une famille de fonctions rationnelles
nous dirons aussi que f est aléatoire rationnelle. Une fonction F-aléatoire est
aussi appelée un processus stochastique sur F.
Remarque 1.3.4. Il est intéressant de remarquer qu’en général, dans l’étude
des processus stochastiques, que (Q, A, i) est un espace de probabilité et que X
est N, R, ou un sous-ensemble fermé de la droite réelle. Dans nos applications,
X sera le plan complexe C.
Définition 1.3.4. Soient (Q, A) un espace mesurable, X et Y des espaces topo
logiques et une fonction f t Q x X —f Y. Alors f est de Carathéodory si f est
aléatoire et, pour tout w E Q, f(w,.) est continue
Théorème 1.3.1. Soient (Q, A) un espace mesurable, (X, d) ‘un espace métrique
séparable, (Y, d) un espace métrique et une fonction f : Q X X —f Y de Gara
théodory. Alors f est mesurable (par rapport à A x
Remarque 1.3.5. A x 23 est la «u-algèbre produit», i.e. la u-algèbre engendrée
par les rectangles mesurables où un rectangle mesurable est de la forme AxB avec
7Remarque 1.3.6. Il n’est pas vrai en général qu’une fonction mesurable en
chaque variable est mesurable. Pa.r exemple, [Rj donne le contre-exemple de Sier
pinski
... page 152, 7.9 c)
DÉMONSTRATION. Soit B = B C Y. Montrons que f ‘(B) e Â x x•
Soient U C X dénombrable dense, B
=
{y e Y d(y, B) < C Y.
Affirmation:
f’(B)
= fl U{W e Q f(w.u) e H} x {x e X d(x,u) < 1/n}.
nNuEU
Or, f est de Carathéodory ce qui entraîne que, pour tout u é U, f est me
surable. Donc {w e Q f(w,u) e B} = f’(B) é Â car B, est un ouvert. De
plus, {x e X d(x, u) < 1/n} est un ouvert de X ce qui implique que
{c e X d(x,u) < 1/n} Bx. Ainsi, par l’affirmation, f ‘(B) e Â x 3x•
Démonstration de l’affirmation : Nous allons montrer que f(w, x) e B si et
seulement si, pour tout n e N, il existe u e U tel que d(x, u) < 1/n et f(w, u) eB.
() Si f(i,x) e B, alors, pour tout ne N, f(w,x) E B,. Or B,, est ouvert
ce qui entraîne qu’il existe r > O tel que Br(f(W, x)) C B. De plus, f(•) est
continue. Ainsi, pour tout r > O il existe S > O tel que d@, u) < S, implique
que f(w,u) é Br(f(w,.x)). Nous pouvons supposer que S < Ï/n. De plus, U est
dense, ce qui permet de conclure que, pour tout n e N, il existe u e U tel que
d(x,’u) <S < 1/n et f(w,u) E Br(f(W,X)) C Bn.
() Supposons que pour tout n e N, il existe u,, e U tel que d(x, u,,) < 1/n et
f(w,u,,) eB,,. Alors cÏ(f(w,x),B) = O et donc f(w,x) e B = B.
Lemme 1.3.1. Soient (Q, Â) un espace mesurable, (Y, d) un espace métrique et
des fonctions f,, : Q —*Y, n e N, tels que {f,,} converge uniformément sur les
compacts de Q vers f. Si tes f,, sont mesurables pour tout n e N, alors f est
mesurable.
DÉMONSTRATION. Soient K = I C Y et K,,
=
{y e Y d(y, K) }. Par
hypothèses, il existe m1 < m < m3 < ... tel que , pour tout n e N
SUpyEI(d(fmty).f(y)) <1/ir.
8Montrons ciue
= flj’(iç).
(C) Soit x E f—1(K), c’est-à-dire f(x) E K. Étant donné ciue
d(f,,,jx),f(x)) < 1/n, on a que d(f,,Jx),K) < . Ainsi f,,jx) E K,, et on a
bien que. pour tout n E N, x E f’(IÇ)
(D) Six E f’(K) pour tout n E N, alors, pour tout n E N, d(f(x),K) <
1/n. Par continuité de d(., K) et dii fait que f(x) = lim,,_œ fm,j), on a que
d(f(x), K) = O, c’est-à-dire que f(x) E = K ou encore que x E f’(K).
D
1.4. RELATIONS MESURABLES
La connaissance des relations ou des fonctions multivoques mesurables nous
permettra d’obtenir des théorèmes de sélection mesurable qui vollt être utiles à
l’obtention d’une famille d’approximatiolls variant de manière mesurable pour
une famille de fonctions donnée variant de façon mesurable.
Définition 1.4.1. On dit que F: Q —* X est une retatzon si F est une fonction
de Q dans P(X).
Exemple 1.4.1. Le Log : C —* C est une relation. En effet Log(z) = {lnz +
2rri arg z}.
Définition 1.4.2. On dit que F: Q —f X est une fonction muttivoque si F est
une relation tel que dom(F)_— Q, où dom(F)={w E Q F(w) O}.
Exemple 1.4.2. Le Log : C —* C n’ est pas une fonction muttivoque sauf si on
considère sa restriction sur C \ {O}.
Définition 1.4.3. Pour F : Q —* X une relation, on définit te graphe de F
comme étant Gr(F) = {(w,x) E Q xX x E F(w)}.
Définition 1.4.4. Soit F: Q —f X une relation et B C X. L’image inverse de
B est définie comme suit : F’(B) = {w E Q F(w) n B Ø}.
Définition 1.4.5. Soit (Q, Â) un espace mesurable, (X, £) un espace topologique
et F : Q —* X une retation. On dit que F est faiblement mesurable (resp.
mesurable) si, pour tout ouvert B (resp. pour tout fermé B), F’(B) E A
9Remarque 1.4.1. Dans le cas où F est une fonction, c’est-à-dire que F(w) est
un seul point pour tout w e Q, F1(B) = {w e Q F(w) n B O} ={w
Q F(w) e B} on retrouve donc l’image inverse de B dans le sens habituel pour
les fonctions. Donc quand F est une fonction, les définitions de mesurabilité et
de faible mesurabilité pour F au sens des relations coïncident avec la définition
de mesurabilité d’une fonction.
Définition 1.4.6. Soit X un espace topologique T1, Z, Q des espaces mesurables
et F : Q — X une relation faibtement mesurable. Une fonction f : Gr(F) —* Z
est appelée une fonction aléatoire généralzsée si pour tout x e X, f (., c) de F1(x)
dans Z est mesurable.
Définition 1.4.7. Pour une fonction multivoque F Q —* X on dit qu’une
fonction f Q —÷ X est un sélecteur pour F si, pour tout w e Q, f(w) e Ftw)
Proposition 1.4.1. Soit F : Q —f X une relation et {O} C X. Alors F—1(UO) =
uF’(O).
DÉMONSTRATION. Soit w e F1tt]O) = {w E Q Ftw) n uO,, Ø}. Alors, il
existe n e N tel que Ftw) n O,, O. Donc w UF’(O,,). D’autre part, pour
tout j e N, F’tO) C F-’tUO,,). Donc, UF1tO) C F’(UO,,).
D
Remarque 1.4.2. Si nous avions également que F1(O’) F_ltO)c, les deux
notions de mesurabilité seraient équivalentes comme dans le cas des fonctions.
Mais pour une relation constante F tc’est-à-dire que pour chaque w du domaine
de F est envoyé sur le même ensemble) d’un espace mesurable à valeur dans C,
nous voyons facilement que F1(flO,,) nF’(O,,) et que F_l(Oc) F(O)’
Les exemples suivants sont assez convaincants
Proposition 1.4.2. Soient tQ,A) un espace mesurable, tX,&D) un espace topo
logique parfaitement normal et F : Q —÷ X une relation. Si F est mesurable,
alors F est faiblement mesurable.
DÉMONSTRATION. On a que X est parfaitement normal. Donc, pour tout V e
V fl O,, où, pour tout n e N, O,, e . Soit O e . Montrons que F’tO) e
nEN
A. F’tO) = F’ (tO). Or OC e implique qu’il existe {O,,} C O tel que
10
F(w)
o.
o
QC
= nOn. Ainsi F1(O) F_l((nO)c) = F-’(LJ(O)) uF--’((O)) E A car
O est fermé et F est mesurable.
D
Proposition 1.4.3. Soit (Q, A) un espace mesurable, X un espace métrique et
F Q —* X une relation à valeur compacte. Alors F est mesurable si et seute
ment si F est faiblement mesurabte.
DÉMONSTRATION. (=) Ceci découle de la proposition 1.4.2, car (X,d) est un
espace métrique et donc X est parfaitement normal.
() Supposons que F soit faiblement mesurable et soit B E ,j. Montrons que
f’(B) E A.
BC = UA où A {x E X d(, B) 1/n}.
Par hypothèses, f’(A,) E A. Donc F_l(A)c E A et F(A)c = {w E Q
F(w) n A Ø}C {w E Q j F(w) n A Ø} {w E Q F(w) C A} E A car
son complémentaire est mesurable.
On obtient donc que
FIG. 1.4.1. F’(nO) $ nF1(O)
FIG. 1.4.2. Fl(Oc)
11
fl(B)={wEQff(w)flBØ}={wE.QF(w)flB=ø}c
={wEQIF(w)cBc}c={wEQF(w)cuA}c
Afin de terminer la preuve, il reste à prouver que
U{w E Q F(w) C A,,} = {w EQF(w) C UA,}.
Ainsi,
f(B) (U{w E Q F(w) C A})c E À car {w E Q F(w) C A} E À.
(C) Si w E U{w E Q f(w) C A,} on a qu’ il existe un n tel que F(w) C A
et ainsi F(w) C UA et on a bien que {w E Q F(w) C A,,} C U{w e Q
F(w) C A,}.
(D) Remarquons d’abord que UA, uÂ et que c
Si w E {w E Q F(w) C UA, = UÀ}, F(w) est compact ce qui entraîne qu’il
existe n1 <n2 <
... <nm tel que F(w) C UÀ C C A. Ainsi on a qu’il
existe un m tel que F(w) C A,, c’est-à-dire que w E U{w E Q f (w) C A}. D
La prochaine proposition sera utilisée au Chapitre 4 dans la preuve du théo
rème de Runge aléatoire. Elle permettra de partitionner notre espace de mesure
en ensembles mesurables et de faire l’approximation sur les sous-ensembles me
surables.
Proposition 1.4.4. Soit (Q, À, ji) un espace de mesure u-fini. Supposons que
K Q —* C soit une retation faiblement mesurabte, à vateur compacte tette que
K(Q) = {K}1. Soit ta partition de Q, Q = {w E Q K(w) = K,}. Alors tes
Q sont mesurabtes.
DÉMONSTRATION. Remarquons premièrement que
Q
= fl K(z) \ K’(K).
z
(C) Soit w0 E Q. On a ciue K(wo) = K et donc que
n {w é Q z E K(w)} fl K({z}).
zK zK
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De plus, Q n K1(IÇ) O car si w E Q1, alors K(w) = K et
K(w) n IÇ = 0. Ainsi on a bien ciue
Qj C fl K’({z}) \ K’(K).
z K,
(D) Soit w0 é flzCK K1({z}) \ P[’(K). Alors, pour tout z E K, w0 E
K’({z}), ce qui entraîne que K C K(wo). De plus K(wo) n K = O. Alors ou a
que i( K(wo) et donc que w0 E
De plus , pour {/3k} un ensemble dénombrable dense de K, on a que
n K’({z}) = n K’({/31J).
zEK lN
Naturellement, on a l’inclusion C.
Si w0 E flkK 1(/3k) alors {/3k} C K(wo) et ainsi, étant donné que K(wo) est
compact on a que K
= {t3k} C K(wo) et ainsi que W0 E K({z}), pour chaque
z e K. Alors on a bien l’égalité.
Donc
= n K’({k}) \ K-’(K).
keN
Or, K est mesurable et faiblement mesurable par la proposition 1.4.3 ainsi, on a
que Q est une intersection dénombrable d’ensembles mesurables.
D
1.5. QUELQUES RÉSULTATS UTILES
Ces résultats sont classiques mais essentiels à la compréhension des théorèmes
d’approximations, soit complexes, soit aléatoires.
Théorème 1.5.1. (Hahn-Banach) Soit M un sous espace vectoriet de t’espace
vectoriet normé X et soit f E X. Ators f E M si et seutement si toute fonction-
nette tznéazre bornée de X qui s’annuÏe SUT M s’annuÏe aussi en f.
Théorème 1.5.2. (Représentation de Riesz) Four X un espace de Hausdorff
tocalement compact, toute fonctionnette linéaire bornée L SUT C0(X) est représenté
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par ‘une unique mesure régulière complexe de Boret ji, c’est-à-dire, POliT tout f E
C0 (X),
L(f)
= f fdt.
Proposition 1.5.1. Soient (X, d) un espace métrique et A C X. Ators, pour tout
X, d(x,A) —d(y,A) < d(x,y) (donc d(.,A) est uniformément continue).
DÉMONSTRATION. Soient x, y e X et e > O. Il existe z e A tel que d(y, z)
d(y. A) + e. Donc d(x. z) <d(x. y) + d(y. z) <d(x, y) + d(y, A) + e et d(x, A) <
d(x. z) ce qui entraîne que d(x, A) < d(x. y) + d(y, A) + e. De la même manière,
on obtient que d(y, A) <d(x, y) + d(x, A) + e. Or e peut être choisi arbitrairement
petit, d’où le résultat.
D
Définition 1.5.1. Soient Y un ensemble et d et p des métriques sur Y. Les
métriques sont dites uniformément équivalentes si les fonctions identitées
i: (Y,ct) (Y,J)
et
i: (Y, J) ,‘ (Y, d)
sont uniformément continues. Dans ce cas, elles engendrent la même topologie
sur Y et une métrique est complète si et seulement si l’autre l’est.
Proposition 1.5.2. Soit (Y, d) un espace métrique. Il existe une métrique J tel
que J < 1 et J est uniformément équivalente à d.
DÉMONsTRATION. On définit J: Y x Y —* R par
J(x, y) = rnin{, d(x, y)}. On vérifie aisément que J est une métrique sur Y et
que les fonctions identitées i : (Y, ci) —* (Y J et i : (Y, J —* (Y, d) sont
uniformément continues.
D
Théorème 1.5.3. (Lusin) Soit f une fonction mesurable de Lebesgue sur [a, b].
Pour’ tout e > O, il existe une fonction g continue sur [a, b] telle que
m({x f(x) g(x)}) <e.
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Remarque 1.5.1. Ce théorème nous fournit le résultat suivant. : Pour f une
fonction mesurable de Lebesgue sur [ci’ bi, il existe une fonction g mesurable de
Borel tel que n({x f(r) g(x)}) = O. En effet, la limite ponctuelle de fonctions
mesurable de Borel (une fonction continue est mesurable de Bord) est mesurable
de Borel.
Chapitre 2
ESPACES POLONAIS ET ESPACES DE
$OUSLIN
Ce chapitre contient quelques notions sur les espaces Polonais et de Souslin
qui vont être les espaces avec lesquels nous allons travailler. Nous prouvons ici les
résultats utiles et pertinents polir la suite des travaux.
2.1. ESPACES POLONAIS
Définition 2.1.1. Soit X un espace topologique. On dit que X est un espace
Polonais si X est séparabte et rnétrisabte complet.
Exemple 2.1.1. (1) Pour tout n, t’espace C’ avec ta topotogie habituelle est
un espace Polonais.
(2) Plus généralement, chaque espace séparable de Banach avec ta topologie
induite par ta norme est un espace Polonais.
(S) L ‘espace des nombres naturels N munis de la topologie discrète est aussi
un espace Polonais (ta métrique est d(a, b) = la
— bI).
Proposition 2.1.1. Les sous-espaces fermés d’un espace Polonais sont des es
paces Polonais.
DÉVIONSTRATION. Soit Y C P. Alors Y est séparable et métrisable. Y est fermé,
donc complet.
D
Proposition 2.1.2. Les sous-espaces ouverts d’un espace Polonais sont des es
paces Polonais.
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DÉMONSTRATION. Soit X un espace Polonais et U tel que (X, Od) = (X, iD).
Soient U E O et V = {(t.) E RxX t.d(x.X\U) 1}. Or d(..X\U) et t sont
continues. Donc V est fermé et ainsi V est un espace Polonais par la proposition
2.1.1. Montrons qu’il existe un homéomorphisme de V dans U.
Soit P2 : R x X —* X qui à (t, x) associe r. L’application P2 est conti
nue. Montrons que P2 est un homéomorphisme de V dans U. On a d’abord que
p’ existe. En effet, pour x e U, on a que d(c,X \ U) O et que p’u(x) =
(d(c. X \ U)—1, x) e V, et ainsi, p’ : U — V est bien définie. Vérifions que
P’u est continue. Soit {r,,} c U tel que x e U. alors p1(X) =
(d(x,X \ U),x) —* p’() par la proposition 1.5.1 et on a bien que P2 est
un homéomorphisme ce qui fait de U un espace Polonais.
D
Lemme 2.1.1. Soient X un espace topotogique T2 et ta fonction diagonale f
X , XN (i.e. f(x)
= (, x, x,...)). Alors f(X) est un fermé de XN.
DÉMONSTRATION. Montrons que X’ \ f(X) est ouvert. Soit x E XN \ f(X)
avec x (x1,x2,
...) et i,j E N tel qe cj x. On a qe X est T2. Donc il
existe V,V ci) tel que = O et zj E V, x E V. Soit T’V = où
X 14, V et X, = X si u i, j. Alors W est un voisinage ouvert de x
dans XN \ f(X).
D
Proposition 2.1.3. Soit {A} une suite d’espaces Polonais. Alors flAn est aussi
un espace Polonais.
DÉMONSTRATION. Les A, étant des espaces Polonais, sont séparables donc fl A.
est séparable. De plus, les A, sont complets, ce qui implique qu’il existe une
métrique telle que fJ A, est complètement métrisable. Nous pouvons prendre la
métrique
1 p(f(n),g(n))
p(f, g) = (1+ p(f(n), g(n)))
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Exemple 2.1.2. (1) Par la proposition 2.1.3, on a que f N’ est aussi un
espace Polonais. On écrira un élément de .Af. {m} ou m.
Considérons les ensembles A[(ni,
...,
n,) pour un entier positif k qui consiste
en les éléments ni e V tel que m = n, pour j 1,... , k. Ces ensembles forment
une base de la topologie produit. En effet, on voit facilement que nous avons une
base car tout élément de .,V se retrouve dans un de ces ensembles et que si un
élément est dans l’intersection de deux de ces ensembles, il existera un autre
ensemble contenu dans l’intersection et qui contient cet élément.
(2) On a aussi que {O, 1}’’ est un espace Polonais.
Ces deux exemples vont nous être très utiles pour prouver des résultats sur
les espaces Polonais et de $ouslin ainsi que des théorèmes de sélections (Chapitre
4).
Proposition 2.1.4. Tout espace Polonais non vide X est t’image de .Af par une
fonction continue.
DÉMONSTRATION. Soit X une espace Polonais non vide et d une métrique com
plète sur X. Nous allons construire, par induction sur k, une famille {X(1
de sous ensembles de X où les indices varient dans l’ensemble des suites finies
d’entiers positifs, telle que
(1) X(1
nk) est un fermé non vide,
(2) le diamètre de X(1 flk) est au plus 1/k,
(3) X(ni flk—1)
= U xtn1 k)’ et
(4) X = u1X1.
Pour k = 1, prenons une sous-suite dense de X, {‘fl1}. Pour chaque n1, nous
pouvons prendre X1 comme étant la boule fermée de centre (‘ et de rayon 1/2.
Supposons maintenant que pour k > 1 nous avons construit les X(1
On applique à ces ensembles la construction que nous venons de faire sur X afin
de produire les X(1 flk) satisfaisant (1) à (3).
Construisons maintenant une fonction continue surjective de .A/ dans X. Soit
ne .Af,n = {nk}. On a, par (1),(2),(3) ci haut que X1,X(1,2), ... est une suite
décroissante de fermés non vides de X dont. le diamètre tend vers O. Donc il existe
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un unique élément dans l’intersection de ces ensembles ce qui nous permet de dé
finir f : N X par f(n) = flkX(1 k) Pour ;, si m, n e N(n;, ..., n*), alors
d(f(m), f(n)) < 1/k car f(m)
= R Xtrni rni fl=1 X(ni n) R=k+1 X(rni rn)
Donc f(n) et f(m) sont dans Xç.,1 flk)• Ceci permet de conclure cie f est conti
nue.
Finalement, par (4), on a que pour tout x e X, il existe 1111 n1 tel que x
est dans Xd et par (3), on a que X(1) = U2X(,,2). En continuant ainsi, on
trouve n C N tel que a est dans flkX(1
nk) et donc que f(n) = r, d’où f est
sur.jective. D
Lemme 2.1.2. Soient X un espace topotogique T2, {A} C X et f X —*
ta diagonate. Alors f- est un hornéomorphisrne de nA dans un sous espace
feTmé de fJA.
DÉMONSTRATION. On a clairement que f est un homéomorphisme de X dans
f(X) et, par le lemme 2.1.1, on a que f(X) est un fermé de XN. Or, Image(fIflA) =
f(X)n HA.
D
Proposition 2.1.5. Soient X une espace topologique T2, {A} C X tel que, pour
tout n e N, A est un espace Polonais. Alors fl A,, est aussi un espace Polonais.
neN
DÉMONSTRATION. Par la proposition 2.1.3, on a que fl A,, est un espace Polonais
et, par le lemme 2.1.2, la diagonale est un homéomorphisme de nA,, dans n sous-
espace fermé de fl A,, qui est lui-même un espace Polonais par la proposition 2.1.1.
Donc nA,, est un espace Polonais.
D
2.2. ESPACES DE SOUSLIN
Les espaces de Souslin sont aussi appelés ensembles analytiques dans la litté
rature (bien qu’ils n’aient rien à voir avec la notion d’ensembles analytiques en
plusieurs variables complexes). Nous allons voir que chaque borélien est un espace
de Souslin et que les sous-espaces de Souslin d’un espace (de mesure complète)
Polonais sont mesurables.
Définition 2.2.1. Pour X un espace topologique, on dit que X est un espace de
Souslin si X = O ou si il est rnétrisabte et t’image continue d’un espace Polonais.
Proposition 2.2.1. Si X est un espace de Soustin, alors X est séparable.
DÉMONSTRATION. Soient P et f tels ciue f est continue, P est un espace Polonais
et Image(J) = X. Soit A C X dénombrable dense. Alors f(A) est dénombrable
car f est une fonction et est deilse car f est continue.
D
Remarque 2.2.1. Si X est un espace Polonais, alors X est un espace de Souslin.
En effet
j X —* X est continue.
Proposition 2.2.2. Les sous-espaces fermés (resp. ouverts) d’un espace de Sous
tin X sont des espaces de Soustin.
DÉMONSTRATION. Soient P un espace Polonais, f : P —> X continue et M
un sous-espace fermé (resp. ouvert), alors f—’(M) est fermée (resp. ouvert) de P
donc Polonais et f : f -‘(M) — M est continue ce qui entraîne que M est un
espace de Souslin.
Proposition 2.2.3. Soient {A,,} une suite d’espaces de Souslin. Alors fi A,, est
un espace de Souslin.
DÉMONSTRATION, On a f,, : P,., —* A,, où les P,, sont des espaces Polonais et f,,
sont continues, fl A,, est métrisable car les A,, le sont et (fi, f2, f3, ...) fi P,, —p
fi A,, est continue. Par la proposition 2.1.3, on a que fi P,, est un espace Polonais
et donc fiA, est un espace de Souslin.
D
Proposition 2.2.4. Pour X un espace topologique métrisabte et {A,,} C X une
suite d’espaces de Soustin, flA, est un espace de Souslin.
DÉMONSTRATION. Le résultat suit du lemme 2.1.2, de la proposition 2.2.2 et
de la proposition 2.2.3. En effet par la proposition 2.2.3, on a que fi A,, est un
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espace de Souslin. Le lemme 2.1.2 nous donne un homéomorphisme de nA dans
un sous-espace fermé de fl A. Mais ce sous-espace fermé est un espace de Souslin
par la proposition 2.2.2 et ainsi on a bien que flAn est un espace de Souslin.
D
Proposition 2.2.5. Si X est un espace de Soustin et B E x, ators B est un
espace de Souslin.
DÉMONSTRATION. Soit ‘I {A c X A et Ac sont des espaces de $ouslin }.
Par hypothèse, X est dans II’. Par définition, si A est dans I, alors Ac est dans
‘I et pour {A} C II’, on a que {A} C I’ et par la proposition 2.2.4, on a que
n(A) est dans ‘I’ mais n(A) = (UA)c et on a donc que I’ est une u-algèbre
et par proposition 2.2.2, ‘I’ contient tous les fermés. Or, 8x est la plus petite
u-algèbre qui contient les fermés et donc x C II’.
D
2.2.1. Mesurabilité des espaces de Souslin
Cette section sera utilisée au chapitre 4 afin de prouver et de généraliser un
théorème de sélection (pour passer d’un espace de mesure finie à un espace de
mesure sigma-finie).
Définition 2.2.2. Soit (Q,A,p) un espace de mesure et
¶fl = {N E 73(Q) N c B, B e Â, (B) = 0}.
Le mesure est complète si N E O’t implique que N e Â. On dira que (Q, Â, p)
est un espace de mesure 1u-complet.
Remarque 2.2.2. L’espace de mesure de Lebesgue (Ra, L, m) est m-complet.
Remarque 2.2.3. Notons À u(Â U 01), la u-algèbre engendrée par Â U 01.
Alors À contient Â et on peut prolonger à /, une mesure complète sur À avec
O pour N e 01 (et c’est la seule mesure sur À que correspond à ji sur Â).
Les ensembles A de À sont donc ceux pour lesquels il existe E et F de Â tels que
ECACFett(F\E)=O.
Exemple 2.2.1. (R’,,m) n’est pas complet. Sa complétion est (W,L,m).
21
Nous sommes maintenant en mesure d’énoncer le théorème sur la mesurabilité
des espaces de Souslin.
Théorème 2.2.1. Soit (Q,A,ti) un espace de mesure finie avec Q un espace
Polonais. Ators tout sous-ensembte de Q qui est un espace de Soustin est un
ensemble mesurable par rappoTt à A.
Remarque 2.2.4. Afin de prouver ce théorème, nous aurons besoin d’un lemme
et des notions de mesure extérieure et intérieure que je rappelle ici La mesure
extérieure, notée i*(A), et la mesure intérieure, notée ,u(A), pour un ensemble
arbitraire de Q sont données par
= inf{(B) A C B, B e A}
et
sup{(B) j B C A, B e A}.
On a que A e si et seulement si i*(A) =
De plus, par la remarque 2.2.3, on a que si A e alors il existe E, F e A
tels que E C A C F ainsi
*(E) <*(A) <*(F)
Mais comme *(F) = t(F) = p(E) = *(E) on a que *(A) = p(E).
Lemme 2.2.1. Soit (Q, A, ) un espace de mesure finie. Si {B} est une suite
croissante de sous-ensembles de Q alors
(u) =lirn[L*(B).
DÉMONSTRATION. Étant donnée que p est monotone, on a que la limite existe
et
* (un) > limbt*(Bn).
Vérifions l’inégalité contraire. Soit e > O et, pour chaque n, choisissons un C
appartenant à A qui contient B et tel que (C) < ji*(B) + e. Nous pouvons
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supposer que les C sont croissants en remplaçant C,, par Donc i(UC,,) =
lim,, t(C,,) et ainsi
< (c) = lim(G)
e étant arbitraire. la. preuve du lemme est complète.
D
Voici la preuve du théorème 2.2.1.
DÉMONSTRATION. Soit $ un sous ensemble de Q avec S un espace de Souslin.
Montrons que [L*($)
= en construisant, pour e > O arbitraire, un sous-
ensemble K de S compact tel que (I() > t*(S)
— e
Supposons que S est non vide. Donc, il existe une fonction continue f :
S tel que f(.jV) = S (proposition 2.1.4). Notons par £(,, nk) l’ensemble des ni
dans À/ tel que m < n, i = 1, .., k.
Nous allons commencer par construire un élément n de tel que
71k))) >
,*($)
— e (*)
pour chaque k. Remarquons que pour n1, le premier terme de n, {L(711)}
-l est
une suite croissante d’ensemble dont l’union est ./. Ainsi on a que {f(L(711))}...1
est aussi une suite croissante d’ensemble dont l’union est S. Donc i*($)
lini711 j.t*(f(.(fl1))) (lemme 2.2.1). Donc, il existe un entier n1 tel que
*(f()) > *($) - C
Étant donné que = U712(711,712) par le même genre d’argument, on trouve un
n2 tel que
> ($)
—
+
En continuant, on obtient un élément n de Jf satisfaisant (*). Posons L
nk) et K = f(L). Alors L est égal à {m e .f m n pour tout
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i} = fl{rn N ru n} , ce qui fait de K un compact (Tvchonoff). Nous
allons moiltrer que
> [L(S)
— f.
Commençons par montrer que
K
= fl f((n1 ,.,flk)) (**)
Naturellement ou a que K C flkf (.Çni
... n)) car f(n) C flf. Soit d la métrique
stir X. Si x e flk))• nous cherchons à montrer que x e K. Pour tout k,
il existe mk de (n1,..,nk) tel que d(f(mk)x) < 1/k. Remarqilons que pour tout i,
les mes composantes de {rnk} forment un ensemble borné de N, donc {mk} est
un ensemble compact de iV, ce qui nous permet d’extraire de {mk} une sous-suite
convergente vers un élément m. Cet élément est dans flL.t1
,...,nk) et f(m) = x.
D’où (**).
IViaintenant, pour tout k
> *(f(1
flk))) >
[*(3)
— f.
De plus la suite {L, flk)} est décroissante et on a donc que
= limt(f(!Z(n flk))) *(3) —
D
Chapitre 3
C(C,)
L’ensemble des fonctions continues de C dans est un espace de fonctions
très important pour nous, car il contient les fonctions méromorphes, fonctions
avec lesquelles nous approximerons. En effet, nous donnerons au chapitre 4 une
généralisation du théorème de Runge, lequel est prouvé à la fin de ce chapitre.
3.1. LA DISTANCE DE CORDE
Définition 3.1.1. La distance de corde, notée x est donnée par
IZ1-Z21
.9 Z’ E
X(z1, z2) (1+Iz1l2)(1+lz2I2) (3.1.1)
1 $iz2=oo.
1 + z 12)
La distance x(zi, z2) est en fait ta distance euclidienne de R3 entre les points
de ta sphère Pi et P2 où z est ta projection stéréographique de p, i = 1, 2 et ta
projection est faite àpartir de ta sphère? {(x1,x2,x3) R3 x+x+(x3—)2
sur te plan {(x1,x2,x3) R3 x3 O} o C.
Remarque 3.1.1. Voici quelques propriétés
(1) Naturellement X(zi, z2) < 1 pour tout z1, z2 e
(2) De plus, X(zi, z2) = x(- i—).
(3) On a aussi que si z1 < z2 < oc, alors x(° zi) < O, z2). En effet,
-
si zil = z21 x(O z1) = x(O, z2).
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- S1Z1 < z2 = œ 1 X(O,22) > (O,z1).
si Izi < z2 < , on a cyue ziI < z2 z112 < z22 z12 +
I2122
<
zh2z22 z(1 + z22) < Z22(1 + zi2)
1 + 12 + 22
(O, z1) <(O, z2).
() Pour r1,r2 deux nombres positifs, il existe c = c(ri,r2) tel cjue pour z1 <
> r2, on a que X(zl,z2) > c. En effet, pour zi) < ri,1z2j r,
z1 I
z1 — z2 IZ2I
on a que x(zi z2) =
_______ _______
>
_______ _______
>
V1+zi2V1+z22
— V1+zi21+2
—
(5) On remarque d’après la formule de x que, pour tout z1, z2 e C, (zi, z2) <
z1—z2.
3.1.1. La métrique sphérique
Nous avons vu en géométrie différentielle que la distance sphérique entre deux
éléments de la sphère z1 et z2, notée u(z1, z2), est la longueur euclidienne du plus
petit arc de grand cercle sur joignant z1 et z2. La métrique u est la métrique
sphérique. Sachant que la longueur la plus courte entre deux points sur la sphère
est la longueur euclidienne de l’arc de la droite passant par ces deux points, on a
clairement que (zi, z2) < u(zi, z2) pour tout z1, z2 e . De plus on voit facile
ment que u(zi, z2) > 2u(zi, z2) pour tout z1, z2
On a donc que x et u sont deux métriques uniformément équivalentes. Elles
génèrent donc les mêmes ouverts sur
3.2. LA TOPOLOGIE DE C(C,)
L’espace C(C,) est l’espace des fonctions de C dans la sphère métrisée
par la métrique cordale (ce qui est équivalent à être métrisé par la métrique
sphérique). On a donc la topologie de la convergence sphérique uniforme sur les
compacts de C.
Définition 3.2.1. Une farnitte C C(Q,), où Q est un domaine de C, est
dite sphérzquement équicontinue au point z0 E Q si pour tout e > O, il existe un
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6(e, z0) > O tel que pour tout f e , x(f(z), f(zo)) <e dès que z — z0 <.
De plus est dite équicontinue sur un ensemble E C Q si ta famille est équicon
tinue en chaque point de E.
Remarque 3.2.1. Si 5 est équicontillue sur les compacts de Q, alors pour tout
compact E de Q et pour tout e > O, il existe un (e, E) > O tel que pour tout
f e , x(f(z), f(zo)) <e pour tout z C Q, z0 e E tel que z — z0 <.
En effet, comme E est compact, pour e > O, il peut être recouvert par un
nombre fiui de disques {z e Q z— < /2}, pour i = 1, ..,n, tel que pour tout
f e , pour tout z e Q, z e E tel que z — < j, x(f(z), f(z)) < e/2 . En
prenant min /2 nous obtenons le résultat voulu.
Définition 3.2.2. Une suite de fonctions {f,,j converge sphériquement unifor
mément vers f sur un ensemble E C C si pour tout e > O il existe n0 tel que pour
tout n> n0, on ait, pour tout z e E, x(f(z), f(z)) < e.
Remarque 3.2.2. Pour {f} convergeant sphériquement uniformément vers f
sur un ensemble E C C ou écrira:
X
f sur E.
Tandis que la convergence uniforme sur un ensemble E C C dans la norme usuelle
de C sera notée
f f sur E.
X
Théorème 3.2.1. Soit E C C et f, f sur E où f est bornée sur E. Alors
f sur E.
DÉMONSTRATION. Supposons que f(z) <M pour tout z e E. Par la remarque
3.1.1,
x(O f(z)) <x(O M) <1.
Choisissons
M
e<1—
____
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Pour ce e, il existe ‘n0 tel que x(f(z), f(z)) < e, pour tout z E E.
On a ciue
V1+f(zH2
= (O,f(z)) (0,f(z))+(J(z),f(z))
<
____
m < L
Ce qui revient a dire que f(z) <
______
= M1, pour tout n > n0. Ainsi
1-m2
f(z) - f(z) Ï + f(z)2V1 + f(z)2 y(j(z), f(z)) <
1 + M1 + M? x(f(z), f(z)), pour tout n no.
D
Proposition 3.2.1. Si f est méromorphe dans un domaine Q. ators f est sphé
riquement continue.
DÉMONSTRATION. Si f est holomorphe en z0 E Q, f est holomorphe dans un
voisinage de z0 (donc continue) et dans ce voisinage x(f(z), f(zo)) < f(z)—f(zo)
par la remarque 3.1.1. Donc f est sphériquement continue.
Si f a un pôle en z0 E Q, alors, par la première partie de la preuve, 1/f est.
sphériquement continue en z0. Le résulta.t suit du fait que
1 1
x(f(z), f(zo))
= x(—,f(z) f(zo)
D
Définition 3.2.3. Une suite de fonctions {f,} converge sphériquement uniformé
ment sur tes compacts d’un domaine Q vers une fonction f si pour tout compact
K C Q et pour tout e > O il existe n0 no(K, e) tet que si n > n0 alors , pour
tout z E K, x(f(z), f(z)) <e.
Proposition 3.2.2. Soit {f,j une suite de fonctions sphériquement continues
qui converge sphériquement uniformément vers une fonction f sur un compact K,
alors f est uniformément sphériquement continue sur K. De plus, tes Jonctions
{ fn} sont sphériquement équicontinues sur K.
DÉMONSTRATION. Pour e> O, il existe n0 tel que pour tout n> n0,
supx(f(z),f(z)) <e/3
zEK
2$
De plus les f, sont sphériquernent continues sur le compact K et ainsi les f,.,
sont uniformément sphériquement continues, en particulier, pour n0 et le e, on a
que il existe 6 = 6(e, K) > O tel que, pour tout z, 22 E K tel que Izi — 221 < 6,
x(f0(zi),f0(z2)) <e/3 . Ainsi
(f(zi), f(z2)) <(f(zi), f0(zi)) + x(f0(zi), f0(z2)) + X(fao(22), f(z2)) <
pour tout z1, 22 E K tel que zi
— z21 <6.
Les {f,.} sont sphériquement équicontinues sur K car pour Izi — 221 < 6 et
pour n > n0 on trouve que
(f(z1), f(z2)) (ftzi), f(zi)) + x(f(zy), f(z2)) + x(f(z2), f(z2) <3e.
D
Remarque 3.2.3. Par la proposition 3.2.2, on obtient, pour une suite {f,.,}
de fonctions sphériquement continues qui converge sphériquement uniformément
vers une fonction f sur les compacts d’un domaine Q, que f est sphériquement
continue sur Q.
Théorème 3.2.2. Soit {f,,,} une suite de fonctions méromorphes sur un domaine
XQ. Alors f, f sur tes compacts de Q si et seutement si pour tout 20 E Q it
existe K(zo, r), un disque fermé de rayon r centré en 20, dans lequel
1.1 1 1ff ou
in
DÉMONSTRATION. (=) Étant donné que
X(wi, w2) < w1
—
w2 5 W1, W2 E C
et que
1 1 1 1
Xtw1,W2) si —eC
W1 W2 W1 W2
•1 1.1
on a que si f f sur K ou 1/f 1/f sur K alors x(f, f) — O uniformément
dans K = K(zo, r) et donc uniformément sur les compacts de Q, étant donilé que
chaque compact peut être recouvert par u nombre fini de (zo,r).
(g’) Supposons que f,, f sur les compacts de Q, c’est-à-dire que x(f, f)
O sur les compacts de Q. Pour z0 E Q il y a deux cas possibles
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(1) Si f(zo) e C, alors par la remarque 3.2.3, f est sphériquement continue
dails Q et donc il existe K(zo, r) dans lequel f est bornée. Par le théorème 3.2.1,
f f sur K.
Remarquons que f est holomorphe dans K(zo, r).
(2) Si f(zo) = oc, comme en (1), il existe K(zo, r) dans lequel 1/f est bornée.
- X t.
-
Etant donné que 1/f 1/f sur K alors 1/f 17f sur A.
D
Corollaire 3.2.1. Soit {f,j une suite de Jonctions mérornorphes sur un domaine
Q que converge sphériqnement uniformément sur tes compacts de Q vers une
fonction f. Alors soit f est méromorphe soit f oc sur Q.
DÉMONSTRATION. Supposons que f ne soit pa.s identiquement égale à oc. Alors
il existe z Q tel que f(z) oc. Par la remarque de la première partie de la
preuve du théorème 3.2.2, on a que f est holomorphe dans un voisinage de tout
point où f est finie. Donc pour z0 tel que f(zo) = oc nous devons montrer , pour
conclllre, que z0 est un pôle.
Montrons d’abord que z0 est une singularité isolée. Supposons le contraire,
c’est-à-dire soit {z7j tel que z, — z0 et , pour tout n e N, f(z) = oc . Par la
preuve du théorème 3.2.2, 1/f est holomorphe dans un certain K(zo, r) et , pour
tout n e N, 1/f(z) = O . Ainsi 1/f O dans k(zo,r) c’est-à-dire que j oc
dans k(zo,r).
Soit S = {z e Q f(z) oc tel que z est une singularité non-isolée}, S 0.
S est ouvert par le paragraphe précédent. S est fermé et Q est connexe. Donc
S Q ce qui est une contradiction avec l’hypothèse que f est non-identiquement
oc. Ainsi zo est une singularité isolée de f. De plus, il existe un K(zo, r) dans
lequel 1/f est bornée et
1 1.1 1
Tjsu.
Ainsi, il existe un no tel que pour tout n > no on a que les 1/f,, sont bornées
et donc holomorphes et ainsi 1/f est holomorphe avec un zéro isolé en z0. Donc
f a un pôle en z0.
D
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Voici quelques notions sur les familles normales étant dollilé leurs utilités
pour établir la compacité de certains ensembles de fonctions méromorphes. Nous
nous en servirons en fait. pour établir la a-compacité d’une famille de fonctions
rationnelles.
Définition 3.2.4. Une famille de fonctions méromorphes sur un domaine Q
est normale dans Q si toute suite {f} C contient une sous-suite sphériquement
uniformément convergente sur tes compacts de Q.
Définition 3.2.5. Une fa’rnitte 3 de fonctions méromorphes su un domaine Q
est normale en z0 Q si il existe B(zo, r) une boute ouverte inctuse dans Q dans
taquette ta famille est normale.
Théorème 3.2.3. Soit une famitte de fonctions méromorphes sur un domaine
Q. Alors 5 est normale si et seulement si est normale en chaque point de Q.
DÉMONSTRATION. Il est évident que si une famille est normale dans un domaine
Q, elle est normale en chaque point de Q.
Supposons que soit normale en chaque point de Q et soit {zo} un sous
ensemble dénombrable dense dans Q (par exemple les points de Q à coordon
nées rationnelles). Considérons une certain zj. Par hypothèse, il existe une boule
B(z, r) de Q dans laquelle est normale. Soit R le supremum des r ayant cette
propriété. Posons
= B(z,R/2) si R <oc
et
Bi = B(z,l) si R = oc.
Ainsi, B est incluse dans Q et la famille est normale dans Bi. Soit S {f}
une suite de 3. De S, on peut extraire une sous-suite S
= {f1,} sphérique
ment uniformément convergente dans B1. De S, on peut extraire une sous suite
$2 = {f2,j} sphériquement uniformément convergente dans B2 et ainsi de suite.
Soit S’ la suite diagonale. S’ est ne sous-suite de $ sphériquement uni
formément convergente dans B, i = Ï, 2,... Considérons z0 Q. Par hypothèse,
il existe une boule B = B(zo, p) (0 < p < 1) incluse dans Q et dans laquelle est
normale. Soit z tel que z — zo < p/4. Alors, on a que B(z.p/2) C B et donc
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est normale dans B(zi,p/2). Ainsi, si R < , on a que p/2 < et ainsi on
a que B(zi,p/4) C B. Et si R = +00, on a que p/2 < 1 et B(z,p/2) C Bi et
z0 E B(zi, n/2) C B. Donc les B recouvrent Q car z0 est un point arbitraire de
Q et ainsi, on a un voisinage ouvert de zo dans lequel S’ est sphériquement uni
formément convergente. Comme un compact peut-être recouvert par un nombre
fini de ces ouverts, on obtient que la famille est normale dans Q.
E
Théorème 3.2.4. Soit une famille de Jonctions méromorphes sur un domaine
Q. La famille est normale si et seutement si est sphériquement équi continue.
DÉMONSTRATION. (=) Par contradiction, supposons que soit normale mais
qu’elle ne soit pas équicontinue. Alors, il existe un z0 dans Q, un e > O, une suite
z —* z0 et une suite {J} c tel que
x(f(z), f(zo)) > e pour n 1,2,3, ... (3.2.1)
La famille est normale, ce qui entraîne qu’il existe une sous-suite {fflk} C
{ f,} qui converge sphériquement uniformément sur les sous ensembles compacts
de Q, en particulier pour les sous-ensembles compacts contenant {z}. Mais par la
proposition 3.2.2, on obtient que {fflk} est équicontinue en z0 contredisant (3.2.1).
Donc 3r est équicontinue.
() Soit {(}, p = 1,2, 3, ... un sous-ensemble dénombrable dense dans Q
et soit {f} C 5. Considérons {fQ)} une suite de . Par la compacité de la
sphère de Riemann on peut extraire une sous suite {f,j} C {f} et trouver un
point w1 de tel que lim x(fi,Q), w1) = O. Ensuite, on peut extraire une
j —œ
sous-suite {f2,} de {fj} et trouver un point w2 tel que lim x(f2,(2) w2) = O
j — œ
et ainsi de suite. En considérant la suite diagonale {f} C {f,}, on remarque
que, pour tout p > 1, = O . Montrons que {g,j} = {fiiI
est sphériquement uniformément convergente sur les sous-ensembles compacts.
Soit K c Q, un sous-ensemble compact et e > O. tant donné que {gi} est
équicontinue sur les compacts de Q (remarque 3.2.1), il existe un 6(K, e) > O tel
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que
y(g(z),g(zo)) < n 1,2.3. z E Q. z0 E K, z—z0 <S.
Étant donné que K est compact on a, en renommant possiblement les
,
que
K C UiB(Ck, S). L’existence d’un entier n0 tel que m, n no entraîne que
(g(), rn(k)) < , k 1, ..., k0.
Donc, pour un z quelconque de K, z e B(ç, S) pour un certain 1 <î < ko et
(gn(z),gm(z)) <(g(z),g(i)) +z(gm(j),grn(z)) <C.
Ceci nous permet de conclure que {g} converge sphériquement uniformément
sur K.
D
Définition 3.2.6. Soit une famitte de fonctions hotomorphes dans un domaine
Q. On dit que est localement uniformément bornée dans Q si pour tout z0 E Q,
it existe B(zo, r) C Q et une constante positive M tel que chaque f E satisfait
f(z)I < M dans B(zo,r).
Corollaire 3.2.2. (Montel] Soit une famille de fonctions hotomorphes sur un
domaine Q. Si est localement uniformément bornée, alors est normale.
DÉMONSTRATION. Prenons z0 dans Q et montrons que la famille est sphérique-
ment équicontinue en z0. Par hypothèse, il existe K(zo, r) = B(zo, r) C Q et une
constante positive M tel qe chaque f E 5 satisfait f(z) < M dans K(zo, r).
Soit f E . Alors, dans B(zo,r) on a
f(z)=f
2irz 03e—z
On a donc qe
f(z)_f(zo)=(z_zo)f d.2rr 8B ( — z)( — zo)
Donc, en particulier pour z
— z0 < , on a
1 12 2i’iIf(z)-f(zo)I < — M - - jz-zo 2nr= z-zoI.2n rr r
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Ceci montre que la famille est équicontinue en z0. Étant donné que x(f(z), f(zo)) <
f(z) — f(zo), on a que est sphériquement équicontinue en z0. Par le théorème
3.2.4. on obtient que la famille est normale.
LI
Corollaire 3.2.3. Soit une famille de fonctions méromorphes sur un domaine
Q. est normale si et seutement si pour tout z0 de Q, il existe B(zo, r) inclus dans
Q et une constante positive M tel que chaque f dans satisfait une ou t’outre
des inégalités
j(z) <M, f <M, pour z B(zo, r).
DÉMONSTRATION. () Soient r1 1. r2 2 et c(1,2) = c de la remarque
3.1.1(4). La famille est normale et donc équicontinue. Ainsi, pour z0 e Q, il
existe un > O tel que si z--z0 < on a, pour tout f e , que (f(z), f(zo)) < c.
Si f(zo) < 1, alors f(z) doit être strictement pius petit que 2 pour z
— z0 <
(autrement x(J(z),f(zo)) > c par la remarque 3.1.1(1) ). Si If(zo)I > 1, alors
étant donné que (1/f(zo), 1/f(z)) <e on a que 1/f(z) <2 pour z
— zol <f5.
() Pour z0 dans Q, il suffit de montrer que la famille 3 est équicontinue en
z0. Par hypothèse, il existe B(zo, r) C Q et une constante M tel que chaque f dans
satisfait une ou l’autre des inégalités f(z)j < lvi , 1/f(z) <lvi, z C B(zo,r).
Considérons
1={fe f(z)I<M, zB(zo,r)}
et
2={fe
f(z) <M,zeB(zo,r)}.
est donc une famille de fonctions holomorphes uniformément bornées sur
B(zo, r). Par le corollaire 3.2.2 et le théorème 3.2.4, on a que est sphérique-
ment équicontinue. Pour les mêmes raisons, on a que les fonctions 1/f, f
sont sphériquement équicontinues et donc que est sphériquement équicontinue
(étant donné que X(l/zi, 1/z2) X(zl, z2)). Donc est sphériquement équiconti
nue et ainsi normale.
D
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Voici le fameux théorème d’approximation de Runge que nous généraliserons au
chapitre suivant.
Théorème 3.2.5. (Runge) Soit K C C, un compact et A un ensemble qui
contient un point de chaque composante de \ K. Pour toute Jonction f ho
tomorphe sur K et pour tout e > O, it existe une Jonction rationnetÏe R dont tes
pôles sont dcïns A telle que, pour tout z E K,
f(z) - R(z) <e.
DÉMONSTRATION. Considérons l’espace de Banach C(K) qui consiste en les fonc
tions continues f: K C avec la norme du supremum sur K. Soit M le sous-
espace de C(K) consistant en la restriction sur K des fonctions rationnelles avec
pôles dans A. Nous devons montrer que f est dans la fermeture de M. Or, par le
théorème 1.5.1 (Hahn-Banach), il est équivalent de montrer que toute fonction
nelle linéaire bornée s’annulant sur M s’annule aussi en f et, par le théorème
1.5.2 (Représentation de Riesz), il suffit de montrer l’énoncé suivant
Si ,u est une mesure régulière complexe de Borel sur K tel que
f Rdti=O (3.2.2)
pour toute fonction R E M et si f E Hot(Q), alors, forcément, on doit avoir que
‘K
fdti 0. (3.2.3)
Supposons que p. satisfait (3.2.2). Soit
h(z)
= f (z \ K) (3.2.4)
Alors, h E Hol( \ K). En effet,
z—a Iz—a
<1
C—a r
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pour tout z E (a, r) C \ K et pour tout e K. Ainsi, la série géométrique
(z—a)’
— 1 1
— 1
( - — ( 1-
— -
converge uniformément sur K pour tout z E B(a, r), ce qui permet, après avoir
inséré cette série dans (3.2.4), d’interchanger la série et l’intégrale. On a donc cjue
h(z) = c(z — a) (z B(a, r)),
où
f d(ç)
JK (C —
La convergence uniforme de cette série est une conséquence des démarches.
Pour c E A, appelons Vn la composante de \ K qui contient c et soit
(cv, r) c Vn. Si c oc et pour z fixé dans B(a, r) on a
N1
= lim (3.2.5)C — z N—oo (C —n =O
uniformément pour C E K. Mais chaque fonction à la droite de (3.2.5) est une
fonction rationnelle avec pôle en o. Donc h(z) = O pour tout z E B(c, r) et donc
k(z) = O pour tout z dans Vn.
Si c = oc, on a que
z
— C = C (C E Kjz > r).
Ce qui implique comme plus haut que h(z) O dans B(oc,r) et donc dans V.
Donc en supposant (3.2.2), 011 obtient que h(z) O pour z dans \ K.
Considérons maintenant F {‘y, ..., -y}, une union de courbes disjointes lisses
de Jordan, tel que
f(z) = f f(w) dw (z E K).2ir pw—z
Ainsi,
f f d f dt(C) [1 f f(w) dw] = f f(w) dw f2nz r w—C 2ir jw—C
= -1 ff(w)h(w)dw=o2ir r
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par Fubini et étant donné que F C Q \ K et que h(z) O dans Q \ K. Ce qui
prouve (3.2.3).
D
Au chapitre 4, nous donnons aussi un analogue du théorème de Mergelyan qui
utilise le théorème classique de Mergelyan, que j’énonce ici
Théorème 3.2.6. Soit K un compact de C tet que son complémentaire est
connexe. Si f est une fonction de K dans C continue et hotomorphe à l’inté
rieur de K et si e > O, alors ii existe un potynôme P tel que, pour tout z dans
K,
f(z) - P(z) <e.
Voici quelques notions d’ approximations uniformes que nous utiliserons et
qe nous pouvons trouver dans [GB].
Nous avons les inclusions suivantes
P(K) C R(K) C H(K) C A(K) C 0(K)
où P(K) sont. les polynômes sur K, R(K) est la fermeture dans 0(K) des fonc
tions rationnelles sans pôles sur K, H(K) la limite uniforme sur K de fonctions
holoinorphes sur K et finalement A(K) 0(K) n Hot(k).
La théorie d’approximation uniforme dans le plan consiste à déterminer quand
les inclusions deviennent des égalités. Ces problèmes sont résolus. Nous avons en
autre que
— si R(K) = 0(K), alors K 0;
— si R(K) = A(K), alors R(3K) = 0(3K);
— H(K) = P(K) si et seulement si le complémentaire de K est connexe;
— A(K) = P(K) si et seulement si le complémentaire de K est connexe (Mer
gelyan);
— 0(K) = P(K) si et seulement si le complémentaire de K est connexe et
Nous avons maintenant les outils pour développer les théories de sélections
mesurables et de l’approximation aléatoire.
Chapitre 4
THÉORÈMES DE SÉLECTION ET
D ‘APPROXIMATION
4.1. THÉORÈMES DE SÉLECTION
Les résultats de ce chapitre sont tirés de [AH], [HJ et de [KRI. Les théorèmes
de sélection nous permettront de faire de l’approximation uniforme aléatoire, en
nous donnant l’existence de fonctions mesurables à valeurs dans une relation
mesurable et nous permettront aillsi, de trouver une fonction aléatoire rationnelle
approximant une fonction aléatoire holomorphe.
Théorème 4.1.1. Soient (Q, A) un espace mesurable, (Y, cl) un espace métrique
séparable complet et F : Q —Y une fonction muttivoque faiblement mesurable
«fermée» (c’est-à-dire F(w) = F(w) pour tout w e Q). Alors F a un sétecteur me
surable, c’est-à-dire qu’il existe f Q — Y tel que f est une fonction mesurable
et tel que, pour tout w e Q, f(w) F(w)
DÉMONSTRATION. (Y, cl) est un espace métrique. D’après la proposition 1.5.2,
on peut supposer que cl < 1. Soit R C Y, un sous ensemble dénombrable dense,
R = {ri, r2, r3,
...}. Nous allons tenter de construire f comme étant la limite uni
forme de fonctions f,, Q —*R, où les f, satisferont
3$
(1) f’(U) e A pour tout U E Ûd,n> 0;
(2) d(f(w),F(w)) < , w E Q,n >0;
(3) d(f(w), f_i(w)) < E Q, n 0.
Procédons par induction Pour tout w E Q, posons fi(w) fo(w) = r1
Ainsi les conditions (1) et (2) sont satisfaites et (3) est triviale. Supposons que
pour n > 0, fa—i satisfasse (1)_, (2) et (3)—. On pose
{w E Q d(r, F(w)) <
= {w e Q d(r, f7,-i(w)) < 2I
et
C2nD.
Remarquons que Q = A7 UA UA U.... En effet, pour w E Q et par (2)_, il
existe y E F(w) tel que d(f_i(w),y) < 1/2’. De plus, R = Y ce qui implique
qu’il existe i E N tel que d(r, y) < 1/2 (ainsi w E C1). Par l’inégalité du triangle,
on a que d(r,f_1(w)) < d(r,y) + d(f_1(w),y) < 1/2 + Ï/2’ < 1/2n_2.
Donc w E D et on a bien qu’il existe ‘j E N tel que w E A.
Soit la boule ouverte B’
=
{y E Y y) < 1/2}. On a que
= F1 (B) E A, car F est faiblement mesurable;
= fJ1(B2) e A, par (i)_.
Donc, À E A et on peut donc définir f7., Q —*R par f(w) r si w E
A \ U A. Vérifions que les conditions (1),.,, (2) et (3), sont satisfaites.
Par définition, f(r) = A\UZ A E A pour tout i E N car chaque A E A.
Donc pour Z C R, Z = J1{r} on a que
00 00
f’(Z)
= f’(U{rH
= U L’(’) E A.
j=1 j=1
Ainsi (i) est satisfaite. De plus, pour w E Q et i E N tel que w E A\UZ A, on
a f7,(w) = r, w E C, et w E D. Donc (2) et (3),., sont satisfaites. Par (3) et du
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fait que Y est complet, on a que {f} converge uniformément vers une fonction
f : Q —*Y. Par le Lemme 1.3.1, f est mesurable et, puisque d(f(w), F(w)) <
011 a que f(w) E F(w) = F(w) pour tout w E Q.
D
Remarque 4.1.1. Le théorème reste vrai en supposant que F est mesurable car
la mesurabilité implique la faible mesurabilité.
Théorème 4.1.2. Soient (Q, A) un espace mesurable, (Y, U) un espace métrique
séparabte et F : Q —*Y une fonction muttivoque mesurabte «complète» (c’est-à
dzre F(w) est complet de Y pour tout w E Q). A tors F a un sétecteur mesurabte,
c’est-à-dire qu’il existe f : Q —* Y tel que f est une fonction mesurable et tel
que, pour tout w E Q, f(w) E F(w).
DÉMONSTRATION. Soient Z la complétion de Y, i : Y Z et F = i o f
Q —* Z. Alors F est à valeurs fermées et F(w) = F(w) pour tout w E Q.
Pour B E z, B n Y est fermé de Y, donc F’(3) = F’(i’(B)) = F’(B n
Y) E A car F est mesurable par hypothèses. On a donc que F est mesurable.
Par le théorème 4.1.1 et la remarque 4.1.1, on a qu’il existe f : Q —* Z avec
Irnage(f) C Image(i). Ainsi f = i1 o f : Q — Y est une fonction définie sur
tout X. Vérifions que ce sélecteur de F soit mesurable. Soit B un fermé de Y.
Notons par B la fermeture de B dans Z. On a que
f1(B) = f’oi(nY) = f’(i(ÉnY))uØ =
=f’()eA.
E
Voici le théorème de sélection que nous utiliserons pour faire de l’approxima
tion
Théorème 4.1.3. Soient (Q,A,,u) un espace de mesure a-fini, Y un espace de
Soustin et F : Q —÷ Y une fonct2on multivoque avec graphe mesurable. Alors il
existe une fonction mesurable f: Q —* Y tel que f(w) E F(w) p.p.t.
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Nous allons démontrer ce théorème en plusieurs étapes. Nous allons commen
cer par un cas moins général. La première étape consiste à prouver le théorème
pour (Q, A, tt) = ([0, 1], [D1] ru) où ru est la mesure de Lebesgue sur les boréliens.
Théorème 4.1.4. Soit (Q, A, ) ([0, 1]. [o1], ru), X un borétien d’un ensemble
Polonais P et F [0, 11 —* X une fonction multivoque avec graphe mesurable.
Alors il existe une fonction f: [0, 1] —* X tel que f(t) E F(t) presque partout.
DÉMONSTRATION. Remarquons ici que le fait que le graphe de F soit mesurable
implique que le graphe de F est un borélien de [0, 1] x X qui est un produit
d’espaces de Souslin (par remarque 2.2.1 et proposition 2.2.5). Ainsi on a que le
graphe de F est en fait un espace de Souslin par proposition 2.2.5.
Soit : P —* Gr(F) une fonction continue surjective de l’espace Polonais
P dans Gr(F). Définissons une fonction multivoque G : [0, 1] —* P par G(t)
x F(t)) si t ù [0, 1].
G est à valeur fermée car pour {x} C G(t) tel que x —* x E [0, 11, on a
(x) e Gr(F). Or (x) {t}xF(t) pour tout n, alors (x) e {t} xF(t)
car est à valeur dans le graphe. De plus, G est mesurable. En effet, pour B
un sous-ensemble fermé de P on a
G’(B) {tj’({t}xF(t))nB O} = {tI ({t}xF(t))fl(B) ø} =p(B)),
où p- est la projection sur Q de Q x X. Donc G’(B) est un sous-ensemble de
Souslin de P et par théorème 2.2.1, on a que G’(B) est mesurable par rapport
à . Par le théorème 4.1.2, il existe un sélecteur g : [0, 11 —k P mesurable par
rapport à 2L Soit Px la projection de Q xX sur X, alors f = pxoog: [0, 11 —> X
est un sélecteur pour F mesurable par rapport à . Par la remarque 1.5.1, on
change les valeurs de f sur un ensemble de mesure nulle pour obtenir que f est
mesurable par rapport à A et tel que f(t) E F(t) presque partout.
E
Voici la démonstration du théorème4.1.3 tirée de [A]
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DÉMONSTRATION. Etant donné que (Q, A, p) est un espace de mesure u-fini, par
lemme 1.2.1, on peut supposer que [1(Q) = 1.
La première étape de la preuve consiste à montrer que le théorème est vrai
Ollf Q standard. Ce cas est couvert par le théorème 4.1.4.
Pour la seconde étape, nous supposons que Q est séparable et régulier. Par le
théorème 1.2.1, on a que Q est isomorphe à un sous-ensemble de {O, 1}. Donc Q
peut être inclus dans un espace standard U. On définit une mesure y sur U par
u(A) ji(A n Q). Ainsi ii(U) = 1.
Collsidérrns H U —* Y, une relation tel que Gr(F) = Gr(H) n Q X Y soit
Borel mesurable. Notons -ïrF et uH la projection sur U du graphe de F et du
graphe de H respectivement. Par théorème 2.2.1, on a que uH est un espace de
Souslin car gr(H) est un espace de $01151m et doit avoir la même mesure intérieure
et extérieure. Il existe donc 3*,un sous-ensemble mesurable de U, tel que irH C
et y*(H) = v(S*) (voir remarque 2.2.4). Ainsi,
v*(11H) = y(3*) (S* fl Q) > H fl Q) = [t(11F) = (Q) 1.
Donc v(rrH) = 1 et il existe un ensemble mesurable S C irH tel que v(7rH) 1.
Donc gr(H) U [(U \ $) x Y1 est un sous-ensemble mesurable de U x Y avec
projection sur U égale à U. Nous pouvons donc appliquer le théorème 4.1.4 à la
fonction multivoque dont le graphe est gr(H) U [(U \ $) x Y]. Nous obtenons
donc une fonction h de U dans Y tel que (n, h(u)) gr(H) U [(U \ S) x Y]
p.p et on a donc que (u, h(n)) e gT(H) p.p. sauf possiblement pour u U \ S
(,u(U \ S) = O). Alors la fonction f qui consiste en la restriction de h sur Q
satisfait les demandes du théorème.
Pour la troisième étape, nous laissons tomber l’hypothèse que Q est régulier.
Donc Q est séparable. On définit sur Q une relation d’équivalence deux points
de f2 sont équivalents si tout ensemble qui contient l’un contient l’autre. Ainsi on
construit l’espace quotient Q en identifiant les point équivalents. Nous avons donc
une fonction mesurable g de Q dans f2 (les ensembles mesurables de Q sont les
g(A) tel que A e A). Nous pouvons donc appliquer la deuxième étape à cet espace
pour trouver une fonction A-mesurable h de Q dans Y tel que (, h(w)) gr(F).
Alors h o g satisfait les demandes du théorème.
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Pour la dernière étape, supposons que Q est une espace de mesure arbitraire
sur lequel est défini une mesure finie t. Pour R C A, notons par QR l’espace
mesurable (Q. u(R)). Nous allons montrer ciue pour un ensemble mesurable G
de Q x Y, il existe une famille dénombrable R d’ensemble mesurable tel que G
est mesurable dans QR x Y. Considérons A = {G e A il existe une famille
d’ensemble mesurable dénombrable tel que G est mesurable dans Q x Y}. On a
que tous les rectangles mesurables sont dans A (dans ce cas, R consiste en un seul
élément). De plus, si G est mesurable dans QR x Y, alors son complémentaire l’est
aussi. finalement, A est fermé par Punion dénombrable étant donné que l’union
dénombrable de famille dénombrable est une famille dénombrable. Donc A est une
u-algèbre contenant tous les rectangles mesurables qui doit donc contenir tous les
ensembles mesurables de Q x Y.
En particulier, pour Gr(F), il existe une famille dénombrable R tel c1ue Gr(F)
est mesurable dans QR x Y. Or QR est séparable et nous pouvons appliquer la
troisième étape à (QR. 4p). Nous trouvons donc une fonction f de Q dans Y
qi est QR-mesurable et tel que (w, f(w)) Gr(F) sauf possiblement pour un
ensemble N de u(R) tel que (N) = O. Mais comme f est .Qn-mesurable, alors f
est mesurable et N aussi. Ceci complète la preuve du théorème.
E
4.2. THORMES D’APPROXIMATION
Voici un théorème de sélection qui donne un théorème d’approximation pour
des fonctions mesurables.
Théorème 4.2.1. Soient (Q,A,j) un espace de mesure u-fini et Y un sous-
ensemble de Souslin de t’espace Polonais métrique (X, d). Supposons que p
Q —* X et e Q —* (O, no) srnent deux fonctwns mesurables. Soit ta re
tation f Q — Y définie par F(w) {x e Y d(x, p(w)) < e(w)}. Si
f(w) , ators it existe une fonction
‘/‘ Q —* Y tel que est mesu
rable et d((w), p(w)) <e(w) p.p..
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DÉfVIONSTRATION. Supposons que F(w) p.p.i. Posons domaine(F) F
{w e Q F(w) ç}. Alors i(Q \ f) O et donc f e A. On définit q f x Y —*
(—oc, oc) par q(w,x) = e(w)—d(p(w),x). Orq(.) est mesurable pour toutx e Y
et q,(•) est continue pour tout w e f, c’est-à-dire que q est de Carathéodory
et, par le théorème 1.3.1, q est mesurable. Mais Gr(F) q’((O, oc)) et donc
Gr(f) e Ap x By. Par le théorème 4.1.3, il existe f f —* Y tel que f(w) e
F(w) p.p. sur f. Soit : Q — Y définie par
f(w) siwef,(w) = (4.2.1)
yo siwEQ\f.
Ainsi
‘/‘ est mesurable et on a bien que d((w), p(w)) < e(w) p.p.t.
D
Soit A C un ensemble dénombrable et considérons l’ensemble des fonctions
rationnelles 7? C C(C,)
{f E 7? les pôles de f sont dans A}.
Lemme 4.2.1. La famille 7?A est un u-compact de C(C,), c’est-à-dire une
union dénombrabte de compact.
DÉÏ\IIONSTRATION. 7?’A est la réunion dénombrable des 7?’F, l’ensemble des fonc
tions dont les pôles sont dans F, où F est un sous-ensemble fini de A. Nous
pouvons donc supposer que A est fini. Pour B C A, dénotons par 7?=B, la fa
mille des fonctions rationnelles dont les pôles sont (précisément) les points de
B. Il suffit de montrer que 7?B est u-compact, car 7?A est la réunion des 7?5,
B C A. Si B = O, alors, par le théorème de Liouville, 7?B est l’ensemble des fonc
tions constantes et donc 7?3 est u-compact. Si B O, alors 7?3 U1R, où
R {f e 7?=3 I f(z)I > j, pour x(z, B) < 1/j}. Ces ensembles sont fermés. De
plus, R = U1R(j, k), où R(j, k)
= {f e R I f(z)I <k, si x(z, B) 1/(2j)},
(lui sont fermés et compacts (par corollaire 3.2.3). Donc 7?A est u-compact.
E
Remarque 4.2.1. Dans [AB], les auteurs, afin de prouver le lemme 4.2.1, consi
déraient les ensembles suivants : (k, ‘in, n), l’ensemble des fonctions rationnelles
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de la forme f(z)
= Zpi((z — j)—’) où les Pj sont des polynômes de degré plus
petit ou égal à ni avec les coefficients bornés par n et pour tout j, p(O) O. Or,
les ensembles (k, in, n) ainsi définis ne sont pas compacts dans C(C, ) (métrisé
par la métrique sphérique). En effet, considérons f(z) = 1/jz et soit {f}1.
On a que C (k, m, n) pour tout in, n, k dans N. Si les (k, ni, n) étaient com
pacts, on aurait que a une sous-suite sphériquernent uniformément coilvergente
sur les compacts. Mais dans un voisinage de O, toutes les sous-suites de cette suite
de fonctions convergent ponctuellement vers O sauf en O où elle prend la valeur oc,
c’est-à-dire que la fonction limite n’est même pas sphériquement coiltinue. Donc
les sous-suites e peuvent pas être sphériquement uniformément convergentes sur
les compacts.
Lemme 4.2.2. Soit K C C, K compact et A C \ K avec A dénombrable. Soit
RAtA) C C(K,) où R.A(K) = {gK g est une fonction rationnelle dont tes
pôles sont dans A}. Alors RA(K) est un u-compact de C(K,).
DÉMONSTRATION. Par le lemme 4.2.1, on a que RA = U1Rk, où les Rk sont
compacts. La fonction T : C(C,) — C(K,) qui à f associe sa restriction
à K, c’est-à-dire que la fonction qui a f associe fK est continue, donc T(Rk)
est compact de C(K,?) et RAtK) = JT(Rk). On a bien que RA(K) est un
u-compact de C(K,C).
D
Lemme 4.2.3. Soient (Q, Â, u) un espace de mesure u-fini, K C C un compact
et A C \ K, A dénombrable. Soit RA du lemme 4.2.1 et RA(K) du lemme
4.2.2. Alors pour r : Q
—+ RA(K), fonction mesurable, il existe une fonction ]
mesurable R: Q “RA tel que RK = r p.p..
DÉMONSTRATION. Soit F: Q — RA la relation définie par
F(w) = {R RA RK = r(w)}, w Q.
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Dorn(f) {w E Q f(w) ç5} = Q par définition et on a que F est une fonction
multivoque. Considérons
Gr(F) = {(w,R) E QXA RK = r(w)} = {(w,R) E QXA R(z) r(z) ,Vz E K}
= {(w, R) E Q x supi IR(z) —r(z)I = O}. Afin de prouver la mesurabilité
de GT(F), on définit q: Q X 1A —*[0,oo) par q(w,R)
= 511P’eK R(z) — r(z).
Pour R E R.. fixé, q(•, R) est mesurable car c’est la composition d’une norme qui
est continue sur C(K, ) avec r et une translation qui est mesurable.
On remarque que q est de Carathéodory en vérifiant que pour w fixé q(w,.)
f?À —*jO, oc) est continue. En effet, soit {R} et R dans ??.A tels que R R
sur les compacts de C, c’est-à-dire que x(R, R) —* O sur les compacts de C.
n—cx
Or R1 est bornée car continue sur K et donc sup R7,(z) — R(z) —* 0. Pour
z dans K
R(z)
—r(z) < R(z) —R(z) + R(z) —r(z) <supR —R +q(w,R).
K
Donc q(w, R) <suPK R — R + q(w, Ra). De même, q(w, R) <supK R — R +
q(w, R). Ainsi q(w, R)—q(w, R) < sup1- R—R et donc q(w, R) —* q(w, R).
On a bien que q est de Carathéodory. Notons que R.A est séparable car C(K)
l’est. Donc q est mesurable par le théorème 1.3.1. De plus, q(0) = Gr(F) et
Gr(F) E À X RA•
On a donc F: Q
—f une fonction multivoque avec Gr(F) mesurable. Afin
de pouvoir appliquer le théorème 4.1.3, il reste à vérifier que R.A est un espace
de Souslin. Or, nous savons par le lemme 4.2.1, que R. est un F de C(C,) et
donc est un borélien de C(C,). Or, G(C,) est Polonais donc de Souslin. Et
7 est un espace de Souslin par la proposition 2.2.5.
Nous sommes donc en position d’appliquer le théorème 4.1.3 qui nous fournit
l’existence presque partout d’une sélection c’est-à-dire qu’il existe : Q —*
tel que (w) E F(w) p.p.t., c’est-à-dire (w)1 = r(w) p.p.t.
D
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Le théorème suivant est en quelque sorte le but du mémoire : Le théorème de
Runge aléatoire.
Théorème 4.2.2. Soit (Q, À, ) un espace de mesure u-fini. Supposons que K
Q
— C soit une relation faiblement mesurable, à valeur compacte tet que K(Q) =
{K}1. Soit A C tel que, pour presque tout w E Q, l’ensemble A contient un
point de chaque composante de \ K(w). Soit e une fonctzon mesurable positive
sur Q et soit : Gr(K) —i C une Jonction atéatoire généralisée avec
(w,) e Hol(K(w)) p.p. (*)
Ators, il existe une Jonction rationnelle atéatoire R dont tes pôles sont dans l’en
semble A tel que
jj(w,-) — R(w, )IlI) <e(w) p.p.
DÉMONSTRATION. 011 peut supposer que A est dénombrable. On peut aussi sup
poser sans perdre de généralité que (*) est vrai pour tout w E Q, par exemple en
posant (w,.) = O sur un ensemble de mesure nulle.
Énumérons K(Q) {K}1 et soit la partition de Q, Q = {w E Q K(w) =
K.}. Les Q sont mesurables par la proposition 1.4.4. Notons q5j la restriction de
à Gr(K) fl (Q x C).
Par définition de fonction aléatoire généralisée, on a que (., z) : I<’(z) —* C
est mesurable pour tout z dans C. Or Q C K’(z) du moment que z est dans K.
Donc (., z) : Q —* C est mesurable pour tout z dans K, d’où mi trouve que
çb Q x K., —* C est une fonction aléatoire. De plus, par (*), (w,.) E Hol(K)
pour w E Q. j Q —÷ C(K) donné par (w) = q5(w,.) est mesurable. En
effet, on a qu’un ouvert de base de C(K) est de la forme
BE(f) {g e C(K) (f(z),g(z)) <e, z E K }
U {g E C(K) (g(z), f(z)) e — 1/m, z E
m=i
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le supremum étant atteint sur K. De plus, pour {} C Kj une suite dénombrable
dense dans les fonctions étant uniformément continues sur K, on a que
BE(f)
= U fl{g E C(K) xtg(k), f(Ck)) - 1/m}.
,n1 k=1
Pour chaque ensemble de la forme U6(J, ) = {g E C(K) (g(), J(Ck))
on a ciue
‘(U6(f, k)) = {w E Q x(’ (w)(Ck), J(k)) <} = {w E Q X@j(W, C), f(Ck)) <}
qui est mesurable car j(•, ç) est mesurable et
., f(Çj)) est continue.
Soit la restriction sur K des fonctions rationnelles dont les pôles sont
dans A \ K. Par le lemme 4.2.2, ?IK, est un F de C(K,) et est un Borélien
de C(K,) qui est un espace de Souslin. Ainsi, est un espace de Souslin
de G(K,) par la proposition 2.2.5.
Par le théorème 3.2.5 (Runge), utilisant le fait que (w) e HoÏ(K) pour
tout w E Q, on trouve que l’ensemble
{r E lK : )jr - <e(w)}
est non vide pour presque tout w E Q. Nous sommes donc dans les hypothèses du
théorème 4.2.1, (Q = Q,Y = RK,X = G(K,),p j ). Donc il existe une
fonction mesurable rj : Q —f tel que r(w)
— j(w)IIir < (w) presque
partout sur Q.
Soit Rj l’ensemble des fonctions rationnelles dont les pôles sont dans A \ K.
Par le lemme 4.2.3 il existe une fonction mesurable R Q
—p tel que
= r(w) presque partout sur Q.
On refait la procédure pour chaque j et on définit
en posant
R(w,z) = R(w)(z) pour w E Q.
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Ainsi, pour w Qj, on a ciue
- R(w,
.)j = (w,.) - R(w, .) (w,.) -
- r(w)(’)K = j(w)
- rj(w)HK. <e(w)
presque partout.
Montrons que R est une fonction rationnelle aléatoire. En effet, pour O un
ouvert de on a , pour z fixé, que
R(. z)’(O) = {w Q I R(w. z) O} = Ufw Q R(w. z) O}
=U{wQ Rj(w)(z)O}
ce qui est une union dénombrable d’ensembles mesurables car la fonction qui à
w associe R(w)(z) est mesurable et la fonction évaluation, qui à z associe R(z),
est continue. Donc R(., z) est mesurable. Ceci prouve le théorème.
D
En modifiant un peu la preuve du théorème 4.2.2, on peut obtenir une version
aléatoire du théorème de ]Vlergelyan. Le théorème s’énonce de la façon suivante
Corollaire 4.2.1. (Mergelyan aléatoire] Soit (Q,Â,ti) un espace de mesure u-
fini. Supposons que K : Q —* C soit une relation faiblement mesurable, à valeur
compacte tel que K(Q) {K}1 et C \ K(w) soit connexe presque partout. Soit
e une fonction mesurable positive sur Q et soit : Gr(K) —* C une fonction
aléatoire généralisée avec (w,.) e A(K(w)) = C(K(w)) n Hol(K(w)) presque
partout. Alors il existe un polynôme aléatoire P tel que
— P(w, •)IIJ(() <e(w) p.p..
Voici un autre théorème intéressant que nous utiliserons au chapitre 5. Notons
que R(K) est l’ensemble des limites uniformes sur K de fonctions rationnelles dont
les pôles sont dans le complémentaire de K).
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Théorème 4.2.3. Soit K un compact pour lequel R(K) = A(K) et soit une
fonction A(K)-aléatoire. Soit A un ensemble dénombrable qui contient un point de
chaque composante complémentaire de K. Pour tout e > O, il existe une fonction
RAtK)-ateato’ire tel que
(w, •) — r(w, )Wi: < e presque partout.
DÉMONSTRATION. Par le théorème 3.2.5 (Runge) et les hypothèses sur K, on a
que chaque élément de A(K) est la limite uniforme de fonctions dans R.A(K).
Considérons la relation H(w) {r E R.A(K) r(.) — (/(w, •)WK < e}. Par hy
pothèses, on a que H(w) pour tout w. Nous pouvons donc conclure, par le
théorème 4.2.1, si on a que R.A(K) est un espace de Souslin.
Afin de prouver ce dernier détail, considérons f?œ(K). l’ensemble des poiy
nômes sur K. Cet espace est de •Souslin et donc q’R,0(K) est aussi un espace
de Souslin pour tout polynôme unitaire dont les zéros sont dans A. L’ensemble Q
de ces polynômes est dénombrable et A(K) = UqEQ q’R.(K). Donc R.A(K)
est un espace de Souslin, ce qui termine la preuve. D
4.3. CAS D’UN ESPACE TRIVIAL DE MESURE,
Qu’arrive-t-il si (Q, A. ji) est l’espaces de mesure u-fini trivial?
Si A {Q, 01 avec i(Q) = 1 (la u-finitude force la mesure de Q à être
finie). Si est une fonction aléatoire sur Q x C —* C. Alors , pour tout z E
C, ç5(., z) est mesurable. Donc pour un certain w0 E Q, l’ensemble ç5:’({ç(wo, z)})
est mesurable. Alors on a que ;‘({(w0, z)}) est soit Q, soit vide. Mais il n’est
pas vide étant donné que wo e b:’({(wo, z)}). On a donc que ç5 est une fonction
déterministe et nous noterons (w, z)
Par le même raisonnement, on a que toute fonction mesurable e : Q —* C est
constante. De plus, la notion de presque partout est remplacé par partout car le
seul ensemble de mesure nulle est l’ensemble vide.
Pour K t Q —* C une relation faiblement mesurable, à valeur compacte,
tel que K(Q)
=
{K}1. Par la proposition 1.4.4, on a, pour tout i,j > 0, que
K = K pour tout i,j >0. Ainsi Gr(K) = {(w,s) se K(w)} = Q x K1 . On a
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que si s e I(, alors I1({s}) = ou est vide si s n’est pas clans K. Donc une
fonction aléatoire généralisée de Gr(K) dans C est une fonction déterministe car
pour tout z E C fixé, , elle doit être mesurable de K’({s}) dans C.
Dans ces circonstances, le théorème de Runge aléatoire devient le théorème
de Runge classique du Chapitre 3
Théorème 4.3.1. Soient K un compact du plan et A un ensemble dénombrable
de qui contient un point de chaque composante de \ K et soit (z) une
fonction hotomorphe SUT K. Alors pour e > 0, it existe une fonction rationnelle
déterministe r dont tes pâtes sont dans A tel que
- r(z)K
Et nous obtenons aussi un théorème d’approximation déterministe de Merge
lyan dans ces circonstances
Théorème 4.3.2. Soient K un compact du plan tel que son complémentaire soit
connexe et soit une fonction dans A(K). Four tout e> 0, il existe un polynôme
p tel que
(z)
-p(z)WK <e.
Chapitre 5
ANALOGUE APPROXIMATION EN
PROBABILIT1
Ce chapitre est tiré de jBS]. C’est un analogue de l’approximation llniforme
aléatoire. En fait, en prenant des espaces de mesure 1 dans le chapitre précédent,
nous obtiendrons des théorèmes d’approximation en probabilité.
5.1. NOTIONS DE BASE
Définition 5.1.1. Soient (Q, A, P) un espace de probabilité, Z un espace topo
logique non vide, X un espace vectoriel topologique tocalement convexe et
Q x Z —f X une fonction aléatoire. On dit que est continue en probabitité en
z e Z si pour toute semi-norme p sur X et e > O, il existe un voisinage V de z
tel que, pour tout t e V,
w p((w,t)-(w,z)) > e }) <e.
Définition 5.1.2. Soient (Q, A, P) un espace de probabilité, Z un espace topo
togique non vide, (X, d) un espace métrique et Q x Z —* X une fonction
aléatoire. On dit que q5 est uniformément continue en probabilité sur X si elle
est continue en probabilité sur X et que tes voisinages V peuvent tous être pris
comme étant des boutes de rayon 6, pour un certain 6 > O.
On voit ciue si X est métrique et compact alors toute fonction continue en
probabilité est uniformément continue en probabilité.
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Définition 5.1.3. Soient (Q, A, P) un espace de probabitité, Z un espace topo
logique non mdc, X un espace vectoriel topologique tocatement convexe et
Q x Z —f X une fonction aléatoire. On dzt que est fortement continue en
probabilité en z Z si pour toute semi-norme p sur X et e > O, il existe un
voisinage V de z tet que
P({ w p((w, t)
— «w, z)) > e pour un certain t V}) <e
ce qui est équivalent à
P({ w sip{ p@(w,t) -(w,z))} > e }) <e.tEv
Remarque 5.1.1. Si est (fortement) continue en probabilité en z, pour tout
z e Z, alors est dite (fortement) continue en probabilité sur Q z Z.
Remarque 5.1.2. II est clair que la continhité forte en probabilité implique la
continuité en probabilité étant donné que
{ w snp{ p((w,t) — «w,z))} } Utv{ w j p((w,t) — «w.z)) >6 }.
teV
Proposition 5.1.1. Soient (Q, A, P) un espace de probabilité, (Z, d) un espace
métrique séparable non vide, (X, p) un espace métrique et : Q z Z — X une
fonction aléatoire.
Soit tes quatre propositions suivantes
— (O) est une fonction continue déterministe sur Z ((w,.) =
— (1) est une fonction continue aléatoire sur Z;
— (2) est fortement continue en probabilité sur Z;
— (3) est continue en probabilité sur Z.
Alors nous avons exactement les implications suivantes :
(O)(1)(2)(3).
DÉMONSTRATION. Nous savons déjà que (2) implique (3) et il est clair que (O) im
plique (1) et non l’inverse. Pour montrer que (2) n’implique pas (1), voir exemple
5.1.2. Pour montrer que (3) n’implique pas (2), voir exemple 5.1.1. IViontrons que
(1)(2).
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Soit z0 E Z et > O. Pour n E N, posons
= {z E Z d(z, z0) < 1/n}
et
{w srip {p(ç5(w, z), o5(w, zo))} <
, }.
z e A,,
Les Q, sont mesurables. En effet, Z étant séparable et (w,
.) continue, nous
pouvons écrire Q, comme un union dénombrable d’ensembles mesurables.
Puisque Q UQ, on peut choisir n assez grand pour que
P(Q) P({w p((w, z), (w, zo)) > e, pour un z E &}) <e.
D
Exemple 5.1.1. Soit Q = [0, 1] avec la mesure de Lebesgue et soit
D {z E C z < Ï}. Considérons la suite d’intervalles suivante
[0 11. 0. .1 0. fl. . 12)’ 2 3) 33)’ 3’
iN 12\ 23N 3 iN
J, J, ,1 ,
Nous noterons par I, le nieme élément de cette suite et soit les anneaux D =
{zEC 1/(n+1) <z< 1/n}. $oit:QxD—Cdéfinieparq5(.,z)=j,
pour z dans D et
,
0) 0.
Ainsi, pour e> 0, considérons N tel que pour tout n N
P({w ((w, z) = i}) <e pour tout z dans D.
Ainsi, soit V = {z E C z < 1/N}. Alors pour z dans V, on a que
P({w (w, z) - (w, 0) > e}) <e.
On a donc que est continue en probabilité en O.
Par contre, n’est pas fortement continue en probabilité en O car pour n’im
porte quel voisinage V = {z C z < 1/N} de O, il est possible de trouver
‘n, -1n+1 , n> N, qui recouvrent Q. Choisissons z E Ainsi,
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P(U1{w I (w,z) — (w,0)I > = 1.
Exemple 5.1.2. Soit Q [—1, 1] avec la mesure de Lebesgue normalisée à 1 et
D = {z e C IzI <11. Pour chaque (w, z) E Q x soit
fi, w=Re(z)(w,z) = (5.1.1)
0, wRe(z).
Ainsi, pour chaque w de Q, ç5(w..) est discontinue sur la droite Re(z) = w dans
et n’ est donc pas continue aléatoire.
Par contre, si O < e < 1 et si U C est un voisinage d’un point z0 dans ,
alors pour tout z dans U
0 , Re(z) = Re(zo){w (w,z)-(w,zo)I e}=
{Re(z), Re(zo)} , Re(z) Re(zo).
(5.1.2)
Donc si U est un disque de rayon S > 0. on a que P(Uu{w çb(w, z) —
(w, zo)I > e}) <S. En choisissant S < e, on trouve que est fortement continue
en probabilité sur Ï.
Remarque 5.1.3. Par polynômes aléatoire, nous voulons parler de fonctions
polynomiales aléatoires sur Q x C.
Corollaire 5.1.1. Les polynômes aléatoires sont fortement continus en pro babi
lité.
Définition 5.1.4. Soient
,,
n = 1, 2, 3, ..., et d des fonctions aléatoires de
Q x Z —* X où (Q, Â, P) est un espace de probabilité, Z un espace topologique
non vide et X un espace vectoriel topotogique localement convexe . On dit que
{} converge uniformément en probabitité vers si pour toute semi-norme p, et
e > 0, il existe un n, > O tel que, pour tout n > n, et pour tout z E Z,
P({ wI p(n(w, z) — (w, z)) e }) <e.
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Si F est une familte de fonction de Z dans X et est une fonction atéa
toire, alors peut être approximée uniformément en probabilité par des Jonc
tions aléatoires-F si il existe une suite de fonctions aléatoires-F telle que la suite
converge uniformément en probabilité vers .
Définition 5.1.5. Soient n 1. 2. 3. ..., et q5 des fonctions aléatoires de
Q x Z — X où (Q, Â, P) est un espace de probabilité, Z un espace topologique
non vide et X un espace vectoriel topologique localement convexe. On dit que {}
converge fortement uniformément en probabilité vers si pour toute semi-norme
p, et e > O, il existe un E > O tel que, pour tout n > n
P({ w sup{p@(w, z) - (w, z))} > e }) <e.
zZ
Remarque 5.1.4. Dans le cas où X C et que est une fonction déterministe
«•)) pour tout Ek < 1, il existe un nk tel que pour tout n > k
{wI sup ((w,z)—(z) <ek }O.
zEZ
Donc il existe une suite croissante {mk} et une suite {W} tel que, pour k
sup{ llmk(Wk, z) — ç(z) j} <Ck.
zZ
En prenant ek qui tendent vers O, on a que la suite de fonction déterministe
mk(Wk,) converge uniformément vers q.
Théorème 5.1.1. Soient Z une espace topologique normal de dimension finie,
X un espace vectoriel topologique localement convexe et (Q, Â, P) un espace de
probabilité. Si ç Q x Z —f X est continue en probabilité, alors peut être
approximée uniformément en probabilité par des fonctions continues aléatoires.
Remarque 5.1.5. Un espace topologique Z est dit de dimension n si n + 1 est
le plus petit entier tel que chaque recouvrement ouvert de Z contient un sous-
recouvrement avec la propriété que chaque point de Z est contenu dans au plus
n + 1 ouverts du sous-recouvrement. En particulier, nous avons que R’2 est de
dimension n.
DÉMONSTRATION. Soient N la dimension de Z et p une semi-norme continue sur
X. Pour chaque s E Z, choisissons un voisinage de s, V(s), tel que pour t e V(s),
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P({ w p((w, t) — (w, s)) > e }) < e, . Par hypothèse, on peut choisir uii sous-
recouvrement {U}ŒEJ de {V(s)s E Z} tel cie pour chaque s E Z, la cardinalité
de {a(s E U} est plus petite ou égale à N + 1. Soit {gQ}’ une partition
de l’unité associée à {U}aj. Cette partition existe car la famille {UQ}J est
un recouvrement ouvert localement fini d’un espace topologique normal . Pour
chaque c, on choisit s tel que U C V(s) . Posons
(w,s) =
QI
Cette somme a au plus N + 1 termes dans le voisinage de chaque s. Alors est
une fonction aléatoire continue sur Z (les gj. sont continues), et, pour tout s dans
Z, on a que
P({ w p@(w, s)-(w, s))> e }) P ({ p(g(s)((w, s) - (w, sa))) j)
<P ({ <(N+1)c.
aI
D
Théorème 5.1.2. Soient Z une espace topologique normal de dimension finie
et X un espace vectoriel topologique tocatement convexe et (Q, A, P) un espace
de probabilité. Si 1 : Q x Z —÷ X est fortement continue en probabilité ators
peut être fortement approximée uniformément en pro babitité par des fonctions
continues aléatoires.
DÉMONSTRATION. Soient N la dimension de N et p une semi-norme continue
sur X. Pour chaque s E Z, choisissons n voisinage de s, V(s), tel que
P({w sup {p((w,t)-(w,s))}>e }) <e.
tEV(s)
Par hypothèse, on peut choisir un sous-recouvrement {UQ},EJ de {V(s)s E Z}
tel que pour chaque s E Z, la cardinalité de {cvs E Ua} est plus petit ou égale
à N + 1. Soit {g}i une partition de l’unité associé à {U},1. Cette partition
existe car la famille {U}j est un recouvrement ouvert localement fini d’un
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espace topologique normal . Pour chaque c on choisit s tel que U C V(s,)
Posons
(w,s) =
aEI
Cette somme a au plus N + 1 termes dans le voisinage de chaque s. Alors ‘‘ est
une fonction aléatoire continue sr Z (les g, sont continues), et, pour tout s dans
Z, on a que P({ w j sup{p((w, s) — (w, s))} > e }) =
sZ
p ({ sup{p(g(s)((w,s)
- (W,5a)))}
<P ({ g(s)( sup {p@(w,s) «w,s))}) > j) <(N+ i)e.
Li
Définition 5.1.6. $oit (Q, Â, P) un espace de probabzÏité. Un atome de Â est un
ensemble B e Â tet que P(B) > O et si pour tout A e Â tel que A C B, alors
P(A) O ou P(A) = P(B).
Définition 5.1.7. (Q, Â, P) est un espace de probabilité non-atomique si Â ne
contient pas d’atome.
Comme conséquence, tollt singleton mesurable est de mesure nulle.
Dans la suite de ce chapitre, (Q, A, P) signifie un espace de probabilité non-
atomique
Définition 5.1.8. Soit K un compact de C. K est appelé un ensemble stochas
tique de Mergelyan si pour tout (Q, A, P) espace de probabilité non-atomique, toute
fonction continue en probabilité sur Q z K et hotomorphe aléatoire sur Q z K peut
être approximée uniformément en probabilité par des polynômes aléatoires sur Q
Exemple 5.1.3. Si K {z0}. Alors les fonctions continues en probabilité sur
Q z K et holomorphe aléatoire sur Q z K (K = 0) sont toutes les fonctions de la
forme (w, z0) = C, où C t Q —y C est mesurable et C = C(w). Si on considère
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le polynôme aléatoire p(w,-) C,, nous avons qu’il approxirne uniformément en
probabilité .
Lemme 5.1.1. Soit une fonction continue en probabilité sur QxK etsoite > O.
Supposons qu’il existe des ensembles compacts K. ..., K, des ensembles mesu
rables de Q, Q1, .., Q,,, deux-à-deux disjoints et des potynômes aléatoires Pi, ••,p
sur Q1, ..., Q, respectzuement, tets que
(1)K=K1u...uK,
(2)QQ1U...UQet
(3 pour tout 1 <j <n, on a que O < P(Q) <e et
P({w (w, z) —p(w, z) e} Q) <e pour z E
Alors il existe p un polynôme aléatoire sur Q tel que, pour tout z dans K,
P({ w (w,z) -p(w,z) > e } ) <2e.
DÉV1ONSTRATION. Considérons p : Q x K ‘. C définie par p(w, z) = pj(W, z)
pour w e Q,j = 1, ...,n. Pour z E K, on choisit j = j(z) tel que z E K. Ainsi,
pour tout z E K
P({w (w, z)-p(w, z) > e })
=
P ({ w (w, z)-p(w, z) > e} Q) P(Q)
P(Q) +P({ wj (w,z)
—pj(w,z)I > e} Q) P(Q) <e+e P(Q) <2e.
ir/j ij
D
Corollaire 5.1.2. Supposons que pour tout n, it existe des compacts K, ..., K,,
tel que K = K1 U ... U K, et pour tout 1 <j <fl
uK
est un ensemble stochastique de Mergelyan. Alors K est un ensemble stochastique
de Mergelyan.
DÉMONSTRATION. Afin d’utiliser le lemme 5.1.1, nous devons choisir pour chaque
e > O une partition de Q, Q1,
..., Q,,, avec O < P(Q) < e pour tout j. Cette
partition existe car Q est non-atomique. Ainsi les hypothèses du lemme 5.1.1 sont
satisfaites, ce qui nous permet de conclure.
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D
Définition 5.1.9. Un domaine de Jordan fermé est un ensemble compact (avec
nombre fini de composantes complémentaires) de C tel que est connexe, K est
ta fermeture de K, et ta frontière de K est une union disjointe d’un nombre fini
de courbes de Jordan (simples courbes fermées).
Nous allons utiliser un théorème dont la preuve se trouve dans tBSÏ.
Théorème 5.1.3. Soit K une union finie disjointe de domaines de Jordan fer
més. Alors K est un ensemble stochastique de Mergetyan.
Comme au chapitre 4, pour K un compact et A un ensemble dénombrable
tel que A est dans le complémentaire de K, notons par RA(K) l’ensemble des
restrictions à K de fonctions rationnelles dont les pôles sont dans A.
Lemme 5.1.2. Soit R t x C —* telle que pour chaque w, R(w,.) est une
fonction rationnelle dont tes pôles sont dans A. Donc ta restriction r de R à K est
une fonction RA(K). Si r est RA(K)-atéatoire alors R est rationnelle aléatoire.
DÉMONSTRATION. Considérons z0 un point d’accumulation de K. Remarquons
d’abord que pour une fonction f aléatoire, presque partout holomorphe en z0, on
peut écrire presque partout
f (w, z)
—
ak,(z — zo)”,
où les ak sont mesurables. En effet, ao f(w, zo) et est donc mesurable. Si
{zm} C K tel que zm converge vers z0, et si ao,, ..., sont mesurables, posons
g(w, z) = f(w, z) — ak(z — z0)k. Ainsi, pour tout z dans K, g est mesurable
et
g(w,z)—g(w,zo)lui
n—oo (zm — zo)
et donc est mesurable.
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Ceci étant remarqué, nous pouvons affirmer que pour chaque polynôme uni
taire q dont les zéros sont clans A
(1) l’ensemble Eq {w q(.)R(w..) est un polynôme }
{wl ak, = O à partir d’un certain k(w) du développement de q(.)R(w,.)
en série dans K} u0 {w ak,L, = 0} est mesurable, et
(2) la fonction q(z)R(•, z) est mesurable (relativement) sur Eq pour tout z
de C car Eq U0{w E Eq Deg(p) = n où r(z) p(w, z)/q(z)} et
dans chacun de ces ensembles p est mesurable car il a u nombre fini de
coefficients mesurables. Donc p est mesurable sur Eq.
L’ensemble de tels q est déllombrable. Ainsi en choisissant pour chaque w un
polynôme unitaire de degré minimal, on peut écrire Q comme une union disjointe,
Q U1E, OÙ E Eq3 pour un polynôme comme ci-haut.
Maintenant considérons z e C. Il suffit de montrer que R est mesurable sur
chaque E. Si qj(z) = 0, alors, pour w E, R(w,z) oc. Donc R(.,z) étant
constante est mesurable sur E. Si qj(z) 0, alors q(z)R(w, z) est mesurable
sur E et donc R est mesurable sur E. Les E étant une famille d’ensembles
mesurables, nous avons donc que R est mesurable pour tout z dans C.
D
Lemme 5.1.3. Toute fonction RA(K)-atéatoire peut être approximée en proba
bilité par des polynômes atéatores.
DÉMONSTRATION. Dans cette preuve, nous ne distinguons pas une fonction ra
tionnelle de sa restriction sur K. Soit r(w, z) une fonction rationnelle aléatoire
dont les pôles sont dans A (une fonction R.A(K)-aléatoire). Par le lemme 5.1.2,
on a , pour W C A, que
= Uw{w r(w, z) = oc} E Â.
Nous pouvons écrire A comme la réunion d’une suite croissante d’ensembles finis
F tel que
= Q.
Donc pour e > 0, il existe un ensemble fini F de A tel que P(AFC) < e.
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Supposons que F ne soit pas vide et notons F {zi, ..., z}. Soient D1, ...,
des disques fermés disjoints tel que z E D et D n K = 0, i = 1 n. Soit D
un disque assez large tel que K c D et D C D. Posoils K’ D \ U1D. Ainsi
K c K’ et K’ est un domaine de Jordan fermé. Ainsi la restriction de r à AF X K’
est une fonction A(K’)-aléatoire. Par le théorème 5.1.3, il existe un polynôme
aléatoire J)’ sur F X K’ tel que pour tout z E K’, P({w r(w, z) — p(w, z) >
< . Soit p(w, z) = p’(w, z) si w est dans F, soit p(w, z) = O autrement.
Pour tout z dans K’ (et donc dans K), on a que
P({w r(w, z) —p(w, z)l > }) <P({w r(w, z) —p’(w, z) I > e} f)P(F) +
P(L\Fc) <2c
D
Rappelons quelques notions d’approximation uniforme vues au chapitre 3 et
que nous pouvons trouver dans IGBI.
Nous avons les inclusions suivantes
P(K) C R(K) C H(K) C À(K) C 0(K)
où P(K) sont les polynômes sur K, R(K) est la fermeture dans 0(K) des fonc
tions rationnelles sans pôles sur K, H(K) la limite uniforme sur K de fonctions
holomorphes sur K et finalement A(K) 0(K) n Ho1().
La théorie d’approximation uniforme dans le plan consiste à déterminer quand
les inclusions deviennent des égalités. Ces problèmes sont résolus. Nous avons en
autre que
- si R(K) =C(K), alors=0;
— si R(K) .4(K), alors R(6K) = 0(6K);
— H(K) = P(K) si et seulement si le complémentaire de K est connexe;
— 11(K) = P(K) si et seulement si le complémentaire de K est connexe (Mer
gelyan);
— 0(K) P(K) si et seulement si le complémentaire de K est connexe et
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Théorème 5.1.4. Si R(K) = 0(K), ators K est un ensemble stochastique de
Mergetyan.
DÉMONSTRATION. Soit continue en probabilité sur Q x K. Par le théorème
5.1.1, nous pouvons supposer que est une fonction coiltinue aléatoire
. Comme
R(K) = 0(K), on a donc que K O. Par le lemme 4.2.3, il existe un ensemble
dénombrable A et une suite de fonctions R.A(K)-aléatoire convergeant uniformé
ment en probabilité vers . Le résultat suit du lemme 5.1.3.
D
Théorème 5.1.5. Soit b: Q x K —* C qui est continue en probabitité sur K et
hotomorphe aléatoire sur Q x K. Si ta restriction à ta frontière de K de peut
être approximée uniformément en probabilité par des polynômes aléatoires, alors
peut être approximée uniformément en probabilité par des polynômes atéatoires.
DÉMONSTRATION. Remarquons d’abord que par hypothèses, il existe, pour e> O,
un polynôme aléatoire p tel que, pour z sur la frontière de K, P({w (w, z) —
p(w, z) > e/2}) < e/2 . De plus, K étant compact, on a que
—
p est uni
formément continue en probabilité sur K. Nous pouvons combiner ces deux re
marques pour avoir qu’il existe un voisinage V de la frontière de K, de la forme
Uj 1B(z), z e 8K, tel que pour z dans V n K , en choisissant z tel que
z e B(z),
P({w (w,z)-p(w,z) > e}) <P({w (-p)(w,z)-(-p)(w,z) e/2}) <
P({w (w,z) —p(w,z) > e/2}) <e.
Supposons que O (autrement le théorème est prouvé) et posons K’ =
K \ V. K’ est un sous-ensemble compact de K. Il est connu ([RI) que K’ est
contenu dans une union finie de domaines de Jordan fermés disjoints délimités
par des courbes de Jordan orientées disjointes
, 7m dans V\k Pour chaque
1 <j <m, notons par une courbe de Jordan fermée dans V fl K, parallèle à
Yj, de même orientation, tel que n = O et les régions définies par ‘y,... ,
contiennent celles définies par yi••• , -y. Soit K l’anneau borné par ‘yj et
-y. Et
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soit D un disque fermé dont l’intérieur contient K. Posons
o
LK\(KiUUKm).
Alors L = L1 U (L2 n K) où L1 est constitué d’une union finie de domaines
de Jordan fermés contenus dans K et L9 est une union finie de domaines de
Jordan délimités par 3D et Remarquons que L2 n K C V. Donc
V
Y2” Y1’
K2
L*
= L1 U L2 est une union disjointe de domaines de Jordan donc un ensemble
stochastique de Mergelyan par le théorème 5.1.3. De plus L1 n L2 = O. Soit
p(w, z) z é L2.
Ainsi, p étant continue en probabilité sur L* et holomorphe aléatoire sur
il existe un polynôme aléatoire q tel que pour z dans L*
FIG. 5.1.1. Décomposition de K
f (w,z)p(w, z) = (5.1.3)
P({w p(w, z)
- q(w, z) c}) <c.
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Mais par la remarque en début de preuve (et L2 n K C K n V), on a donc,
pour z dans L, que
P({w I (w, z) - q(w, z)I> 2e}) <2e.
Pour j = 1,.. , ru et pour chaque entier n, Kj peut être écrit comme une
union de n anneaux 1 < i < n, chacun borné par des courbes de Jordan fer
mées parallèles aux
‘‘
et ‘y. Par l’argument précédellt, pour chaque i = 1,••• , n,
il existe un polynôme aléatoire q tel que, pour
m In
z K\URj = K\ (UK,)°,
P({w (w, z) - qj(w, z)I e}) <e.
Le fait de pouvoir prendre n grand nous permet de trouver une partition =
t U. U , tel que O < P(Q) <e, j = 1,••• , n. Le résultat suit donc du lemme
5.1.1. D
Théorème 5.1.6. Soit K un compact tel que R(aK) = C(JK). Alors K est un
ensemble stochastique de Mergetyan. En particulier, tes ensembles compacts tet
que R(K) = A(K) sont des ensembles stochastiques de Mergetyan.
DÉMONSTRATION. Nous obtenons ce résultat en combinant les théorèmes 5.1.4
et 5.1.5.
5.2. CAs D’UN ESPACE TRIVIAL DE PROBABILITÉ, Q
Comme nous l’avons vu au chapitre précédent, si A {Q, ø} avec P(Q) = 1,
les fonctions ç/ aléatoires sur Q x C
—
C sont en fait des fonctions déterministes
((w,z) =
La définition de fonction continue en probabilité en z E C devient donc
Pour O < e < 1, il existe un voisinage V de z tel que, pour tout t E V,
P({w (z) - (t)I e}) = O
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c’est-à-dire que (z) — (t) < e.
Donc est une fonction déterministe et continue en z.
De plus, si {q5} et sont des fonctions aléatoires de Q x Z — C, telles
que {} converge uniformément en probabilité vers , alors les ç5, et sont des
fonctions déterministes et pour O < e < 1 , il existe un n tel que, pour tout
n> nE et pour tout z E Z,
P({w (z) - (z) > e}) O,
c’est-à-dire que (z) — (z) < e. Donc la convergence uniforme en probabilité
revient à la convergence uniforme. Par les mêmes raisonnements, on voit que la
convergence forte en probabilité revient à la convergence ulliforme.
Ici par contre, les théorèmes 5.1.1 et 5.1.2 sont équivalents et triviaux étant
donné que le premier stipule que toutes fonctions continues en probabilité (donc
continue) peut être approximées uniformément en probabilité (donc uniformé
ment) par des fonctions continues aléatoires (donc continues).
Pour les théorèmes d’approximation en probabilité suivants, nous ne pouvons
plus utiliser cet exemple, car notre espace de probabilité trivial est u espace
atomique. En effet, Q est un atome. Donc nous n’obtenons pas de théorème clas
sique avec l’approximation en probabilité. C’est d’une certaine manière rassurant
car il n’est pas vrai en général, dans la théorie déterministe, que l’union de deux
compacts de Mergelyan est un compact de Mergelyan.
CONCLUSION
Il est intéressant de remarquer le beau mélange de mesure, d’analyse complexe
et de topologie qui mène à l’approximation uniforme aléatoire.
Comme nous l’avons vu, les théorèmes d’approximation aléatoire sont une
généralisation directe des théorèmes classiques mais ne permettent pas de prouver
autre chose qu’un analogue direct, par exemple pour l’approximation en plusieurs
variables complexes. En effet, le théorème de Runge est un cas particulier du
théorème de Runge aléatoire mais utilise ce dernier. Donc il est peu probable que
cette approche donne de notiveaux théorèmes d’approximations déterministes en
plusieurs variables complexes (ce qui était la motivation de départ ).
Pour ce qui est de l’approximation en probabilité, nous avons vu que la classe
des compacts stochastiques de Mergelyan est très grande (plus grande que celles
des compacts de Mergelyan déterministes). Donc ici nous n’avons pas de théo
rème classique comme cas particulier. En fait, comme les auteurs de [BSJ le
mentionnent, le problème suivant demeure ouvert Trouver un compact du plan
complexe qi ne soit pas un ensemble stochastique de Mergelyan. Dans la résolu
tion de ce problème , par le théorème 5.1.6, il suffit de concentrer notre recherche
sur les compacts d’intérieurs vides tels que R(K) C(K).
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