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We obtain a coincidence theorem for (vector-valued) symmetric multilinear 
forms which generalizes an important classical result due to J. L. Walsh, commonly 
known as “Walsh’s coincidence theorem” on symmetric n-linear forms in complex 
variables. Our main theorem, being a storehouse of many applications (as is 
Walsh’s theorem in the classical theory), provides new results as well as a large 
number of known results due to Walsh, Zervos, Marden, Hormander, Szegii, and 
Zaheer (some in improved forms). We also give a number of examples in support of 
certain claims that we make about our main theorem. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
The present study centers around a very important and classical result 
due to J. I,. Walsh, commonly known as Walsh’s coincidence theorem, 
which serves as a powerful tool in the vast area of the theory of composite 
polynomials (see [9, pp. 6&100] for details). Curtiss [Z] has shown that 
this theorem is equivalent to Grace’s theorem on apolar polynomials. 
Before stating these theorems, we explain some definitions and ter- 
minology. @ (resp. R) denotes the set of all complex (resp. real) numbers; 
An open or closed subset C of C is called a (classical) circular region (cr.) 
if C has a circle or straight line as its boundary. (We regard a point as a 
circle of radius zero.) We say that @(z,, z2, . . . . z,) is a symmetric n-linear 
form of total degree n in variables zj (1 <j < n) belonging to @ if it is sym- 
metric in these variables and if @(z,, z2, . . . . z,) is a polynomial of degree 1 
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in each zj separately such that @(z, z, . . . . z) is a polynomial of degree n in :. 
We say that the polynomials f and g, given by 
f(z)= i C(n,k)A,:” and g(z) = i W, k) Ok, 
k=O k=O 
are upolar (written f I g) if 
k;o (-l)kC(n,k)&B,-,=O, and A.B,#O. 
We now state the two theorems. 
(1.1) 
THEOREM 1 .l (Walsh’s Coincidence Theorem [ 151 or [9, Theorem 
(15,4)]). Let @ be a symmetric n-linear form of total degree n in the 
variables zl, z2, . . . . Z,E@ and let C be a (classical) c.r. containing 
iI, r2, ..‘, [, E @I. Then there exists at least one point c E C such that 
@P(L t-3 .. . . i) = @(Cl, 12, . . . . i,). 
THEOREM 1.2 (Grace [3] or [9, Theorem (15, 3)]). If f and g are 
apolar polynomials and if one of them has all its zeros in a (classical) c.r. C, 
then the other will have at least one zero in C. 
Both of the above theorems have been generalized in 1960 by Zervos 
[24] to certain fields K in terms of the family D(K,) (to be defined later). 
However, it is Grace’s theorem (and not Walsh’s theorem) that was 
generalized to abstract homogeneous polynomials in vector spaces by Mar- 
den [ 111 in 1969 in terms of hermitian cones, and further generalized by 
Zaheer ([ 171 or [IS]) in 1971 in terms of circular cones. In spite of all the 
developments in the area of abstract homogeneous polynomials (cf. [4, 5, 
10, 11, 13, 17-22]), surprisingly enough, Walsh’s coincidence theorem 
eluded all attempts of generalization to abstract homogeneous polynomials 
in vector spaces. This observation acted as a motivating force behind the 
present work, and obtaining a solution to this problem became the focal 
point of our research efforts. 
In this paper, we have been able to generalize Walsh’s coincidence 
theorem to symmetric multilinear forms as stated in our main Theorem 3.3. 
This theorem furnishes a variety of results. Some are new; others are 
equivalent to or improvements upon some known results. In fact, this 
theorem has very wide scope in applications; it is capable of furnishing 
alternative proofs of a large number of known results. At the end of the 
paper, we give a number of examples to support certain claims about our 
main theorem. 
Details about the following material in this section can be found in [7, 
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18, 19-231. Unless mentioned otherwise, K denotes an algebraically closed 
field of characteristic zero with K0 as a maximal ordered subfield, so that 
(cf. [l, pp. 3840; 5, pp. 5657; 11, pp. 248-2551) 
K=K,(i)= {a+ib 1 U,bEK()}, -i2= +l. 
For z E K, we define Z, Re z, Im z, and lzl as in the field @ of complex num- 
bers. A subset A of K is called &-convex if C;= i ,ujai E A for all ai E A and 
pi E K,+ (the set of nonnegative elements of K,) with C;= I pi = 1. We write 
K, = Ku {o}, where o has the properties of infinity, and denote by D(K,) 
the family of all generalized circular regions (g.c.r.) of K, defined by Zervos 
[24] as follows (cf. also [18]): A ED(K,) if either A is one of the set a, K, 
K,,,, or A satisfies the following two conditions (cf. [24, pp. 353, 3731): 
(a) $&A) is K,-convex for every c~ K-A, where e&z)= (z-i)-‘; 
(b) w E A if A is not K,-convex. 
We call a, K, K,, {x}, and K, - {x}, for x E K, trivial g.c.r.‘s. Zervos’ 
characterization [24, pp. 372-3871 of D(K,), for K= C, gives the following 
result [24, p. 3521: The nontrivial g.c.r.‘s of @, are precisely those subsets of 
C, which are bounded by a circle or straight line and which contain a connec- 
ted subset (possibly empty) of their boundary. We say that A is a (classical) 
c.r. if A E D(C,) with all or no boundary points of A included in A. 
2. PRELIMINARIES 
If E is a vector space over K, we write F for the set of all n-tuples of 
elements in E. Given a nucleus N( E E*) and a mapping G: N -+ D(K,) 
(called a circular mapping), we define (cf. [ 18, p. 1173) the circular cone 
E,(N; G) in E by 
WN; G) = u T&, Y), (2.1) 
where 
To(x,y)={sx+ty#OIs,tEK;s/tEG(x,y)} (2.2) 
and the union in (2.1) ranges over all (x, y) E N. 
Remark 2.1. If dimE=2 with x0=(1,0) and y,=(O, 1) as basis 
elements, then every element x of E can be uniquely written as 
x = sxO + tyO = (s, t) for S, t E K and every circular cone E,,(N; G) is of the 
form (cf. [18, p. 117-J) 
E,(N;G)={sxO+ty,#OIs,t~K;s/t~A)=T,(x,,y,) 
for some A ED(K,), where N= {(x,, yO)} and G(x,, yO) = A. 
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We define [ 18, p. 1173 hermitian cones to be subsets E, of E of the form 
El = {X # 0 ( H(.u, x) > 0} (or subsets obtained by replacing in this 
expression the inequality > by <, >, or < ), where H(x, ,v) is a hermitian 
symmetric form [lo] defined from E* to K. The relationship between her- 
mitian cones and circular cones is exhibited by the following propositions 
(cf. [18, pp. 117p1181): 
PROPOSITION 2.2. Let E, be a hermitian cone in E. Given a nucleus N of 
E2, there exists a circular mapping G: N + D(K,) such that the 
corresponding cone Eo(N; G) = E, and E, n L?[x, y] = To(x, y) for all 
(x, y)~ N, where To(x,y) is dejmed by (2.2) and Z[x, y] denotes the 
subspace of E generated by x and y. 
PROPOSITION 2.3. The class of all circular cones in E properly contains 
the class of all hermitian cones in E. 
Let E and V be vector spaces over K (a field of characteristic zero). A 
mapping P: E -+ V is called (cf. [S, pp. 55, 59; 4, pp. 760-763; 7)) a vector- 
valued abstract homogeneous polynomial (vector-valued a.h.p.) of degree n if 
for every x, y E E, 
P(sx + ty) = i A/,(x, y) Sktn-k, ‘is, t E K, (2.3) 
k=O 
where Ak(X, y) E V and are independent of s and t for any given x, y E E. 
P,* denotes the class of all vector-valued a.h.p.‘s of degree n. If V= K, we 
call P simply an a.h.p. and write P,* z lPn. For all x, y E E and k = 1, 2, . . . . n, 
we know [9, p. 553 that 
P(x) = A&, Y), P(Y) = Ao(x, Yh (2.4) 
P(sx) = s”P(x), Ak(X, Y) = A,- kh x), (2.5) 
‘&(k py) = ;Ikp”- k&(X, y). (2.6) 
For P E P, and x, y E E, we define the null set Z,(x, y) of P by 
Z,(x,y)={sx+ty#O~ P(sx+ty)=O). (2.7) 
A vector-valued symmetric n-linear form F from E to V is a mapping 
F(x, , x2, . . . . xn) from E” to V which is symmetric in the set {x1, x2, . . . . x,} 
and linear in each xk separately. We drop the adjective vector-valued if 
V = K. The nth-polar of P E PX is the mapping (see [S, Lemma l] or [4, 
p. 7631 for its existence and uniqueness) P(x, , x2, . . . . x,) from E” to Y 
which is a symmetric n-linear form such that P(x, x, . . . . x) = P(x) for all 
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x E E. We may then specify, for fixed elements x1, .\?, . . . . X~E E, the 
kth-polar P, of P by 
Pk(X) = P(x,, x2, . ..) Xk, x) = P(X,) x2, . ..) Xk, x, .Y, . ..) x) 
for all x in E. 
(2.8) 
Remark 2.4. (i) Using a proof similar to the one in Hille and Phillips 
[4, p. 7631, we see that if E;(x,, x2, . . . . x,) is a symmetric n-linear form from 
E” to V then 
P(x) = qx, x, . ..) x) E uJ,*, 
and the nth-polar P(x,, x2, . . . . x,) of P coincides with F(x,, x2, . . . . x,) 
on E”. 
(ii) If the elements x,, x2, . . . . xk E E are held fixed while the remain- 
ing (n - k) points xk + , , xk + z, . . . . x, are variables then 
p(x,, x2, . . . . xk, xk + , , . . . . xn) 
is a symmetric (n - k)-linear form from E” - k to V. Consequently, by 
Remark 2.4(i), the kth-polar Pk of P in (2.8) is a vector-valued a.h.p. of 
degree (n-k). That is, 
PE pz implies that P, E Pzpk. 
(iii) The concept of the successive polars of P (cf. (2.8)) as given by 
Htjrmander [S J, is an analogous concept of the successive polar- 
derivatives of an ordinary polynomial from @ to C (For details, see [9, 
pp. 44, 49, 521.). Polar-derivatives were first considered by Laguerre [8 3 in 
his attempt o generalize the famous Lucas theorem on polynomials (cf. [9, 
Theorem (6,2)] ). 
DEFINITION 2.5 (cf. [18, p. 1253). Let P, Q E P, be given by 
P(SX + fy) = 2 C(fl, k) A,(.& J’) Sktn-k, vs, tcK, (2.9) 
k=O 
Q(sx + ly) = i C(n, k) i&(x, y) Skt”-k, vs, teK. (2.10) 
k=O 
We say that P and Q are apolar with respect to linearly independent 
elements x, y E E (briefly, P I Q [x, y] ) if 
kco (-l)kC(n,k)Ak(x,y)B,-k(x,y)=O. (2.11) 
409/130/l-12 
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We also define an R E IFD,, by 
R(sx + ty) = i C(n, k) A,(x, y) B,(x, y) s2kt2(n--k). (2.12) 
k=O 
3. THE MAIN COINCIDENCE THEOREM 
Throughout this and the later sections, unless mentioned otherwise, we 
assume that E and V are vector spaces over an algebraically closed field K 
of characteristic zero. As remarked in the beginning of Section 1, we recall 
that Walsh’s coincidence theorem (Theorem 1.1) and Grace’s theorem 
(Theorem 1.2) are equivalent. Both have their respective areas of 
applications (cf. [9, pp. 6&95]) and both have been generalized to the field 
K by Zervos (cf. [24] or [ 18]), but only Grace’s theorem (and not Walsh’s 
theorem) has been generalized to vector spaces (see Marden [11] and 
Zaheer 1183) as stated below. We denote by P’[x, y] the subspace of E 
generated by x and y. 
THEOREM 3.1 (Zaheer [ 18, Theorem (4.2)]). Let E,(N; G) be a circular 
cone in E and P, Q E P, such that Z,(x, y) G T,(x, y)for some (x, y) E N. Zf 
PI Q[L ~1 for SOme 5, q~dtpCx, ~1, then 
More precisely, 
&(x, Y) n E,(N; G) Z 0. 
Z& Y) n T&G Y) Z 0, 
The object of our present study is to obtain a coincidence theorem for 
vector spaces which generalizes Walsh’s theorem. 
Before proving our main coincidence theorem of this section on mul- 
tilinear forms from E” to K, we establish the following lemma needed for 
the proof. 
LEMMA 3.2. Given any two linearly independent elements x0, y, E E, 
there exists an a.h.p. P E P, such that P(xo) # 0 and P( y,) # 0. 
Proof: Let H be a maximal linearly independent subset of E containing 
x0 and y,. Then H is a Hamel basis for E containing x0 and y, and, 
similarly, as in [16, Theorem 1, p. 161, every element x of E can be uni- 
quely written (except for the order of its terms) as a finite linear com- 
bination of elements of H. We write x = C ah (h being in H and a in K) 
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and, realizing that this means CT=, a,,/~,, for a certain finite set of scalars 
c1,, we shall still understand that the summation C ah is carried over all of 
H with zero coefficients for all but a finite number of elements h in H. 
Given x = C crh, we shall denote by 1 a the sum of all nonzero coeflicients 
of h in the expression for x. Now we define an a.h.p. P E P, by 
“, Vx=c ahEE. 
Then it is clear that P(xO) = P( yO) = 1 # 0. This proves our lemma. 
THEOREM 3.3 (A coincidence theorem for vector spaces). Let 
P(x, 3 x2, ...> x,) be a symmetric n-linear form from En to K and E,(N, G) be 
a circular cone in E. I’ lj E To(x,, y,,), j = 1, 2, . . . . n, for some (x,, y,) E N 
such that P(l,, c2, . . . . <,) = 0, then there exists an element c E To(x,,, y,) 
such that 
et, 5, .. . . 5) = fY5,, 52, . ..7 5,). 
ProoJ Since ?jje T,(x,, yO), there exist elements sj, tjE K such that 
tj = sjxO + tj y,, where sj/tj E G(x,, y,). If Sk denotes the sum of all possible 
products of the form t, t, ... tksk+ 1 . ..s., got by permuting 1,2, . . . . n in all 
possible ways and if we write 
A,(% Y) = P(Xl, x2, . . . . x,), where xi= 
x forj<k, 
y forj>k, (3.1) 
then 
P(c;,, r2, .-., 5,) = P(s,xo + t, Yo, s2xo + t2 Yo, . . . . s,xo + t, Yo) 
= i S,-k~k(xo,Yo)=O. (3.2) 
k=O 
We know (cf. Remark 2.4(i)) that the mapping P: E+ K, defined by 
P(x) = P(x, x, . ..) x), is an nth degree a.h.p. and that P(x,, x2, . . . . x,) is the 
&h-polar of P(x). Hence 
P(sx + ty) = P(sx + ty, sx + ty, . ..) sx + ty) 
= i C(n, k) A,(x, y) sktnpk. 
k=O 
(3.3) 
Let us take an a.h.p. Q E P, such that Q(xo) # 0 and Q( yo) # 0. This is 
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possible by Lemma 3.2. Since K is an algebraically closed field of charac- 
teristic zero, for each x, y in E we can write (cf. (2.3)) 
Q(sx + ty) = f C(n, k) B,(x, y) SkfPk, say 
k=O 
= fi C&(x, Y) s - Y,(x, Y) tl, Vs, t E K 
j=l 
where dj(x, y) E K and yj(x, v) E K are independent of s and t. Since 
Q(xO)= fi dj(x03 YO) #O and Q(~o)=(-l)” fr Yj(xo,Y,)ZO, 
j=l ,=I 
we conclude that bj(xo, yo) # 0 and y,(x,, yo) # 0 for all j. Next, define an 
a.h.p. Q* E P, by 
Q*b+v)= fi [~~bw)~-~,*bwM 
j=l 
(3.4) 
= f C(n, k) Bk*(x, y) sktnpk, say, 
k=O 
where 
6,*(x, Y) = 6j(x9 V) tjlsjCxOt YO), 
Yi*txY Y) = YjCx3 Y) sjlYj(x03 YOL 
for all j. Hence (cf. (3.4)) 
Q*(sx,+ty,)= i C(n, k)B,*(xo,yo)skt”-k= fi (t,s-s,t), 
k=O j=l 
where 
C(n, k) B;(xO, yo) = (- l)n-k Sk. (3.5) 
From (3.2) and (3.5), we obtain 
kco (-l)kChkM ( k xO, VO) h-,(x0, yO)= i ‘%kAktXO, YO) =o. 
k=O 
In view of (3.3), (3.5), and the definition of apolarity (cf. (2.11)) we see that 
P I Q*[x,, yo]. Obviously, 
Q*(tji, = Q*(sjxo + t,vo) = 0 for all 1 < j < n, 
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where {Jo T,(x,, y,) by hypothesis. Now Theorem 3.1 implies that 
Z,(xo, Yo) n TG(XO? l’o) z 0. 
Hence, there exists at least one element r E T&x,, y,,) such that (cf. (3.3)) 
P(<, 5, . . . . <) = P(t) = 0. That is, 
P(5, 5, . . . . 5) = P(Cl, 52, ..., 4,). 
This completes our proof. 
Let us remark that Theorem 3.1 and Theorem 3.3, like their classical 
counterparts (e.g., Theorems 1.1 and 1.2 due to Walsh and Grace, respec- 
tively), belong to two different disciplines and have their respective areas of 
applications. In fact, Theorem 3.3 deals with the coincidence property of a 
symmetric multilinear form while Theorem 3.1 relates to two apolar 
a.h.p.‘s. However, it is shown in the following result that the two theorems 
(like Theorems 1.1 and 1.2) are equivalent. 
THEOREM 3.4. Theorem 3.1 and Theorem 3.3 are equivalent. 
Proof: It has been shown in the proof of Theorem 3.3 that Theorem 3.3 
follows from Theorem 3.1. It now remains only to show the converse. 
Therefore assume that Theorem 3.3 holds. Let us take a circular cone 
E,(N; G) and a.h.p’s P, Q in P, satisfying the hypotheses of Theorem 3.1. 
Since K is algebraically closed, we can write (cf. (2.3)) 
P(s5 + tq) = f 
k=O 
J=l 
Q(s5 + ts) = i ‘% k) Bk(tf, ?f Sktn-k, 
k=O 
C(n, k) Ak(<, q) Sktn-k, say, 
lIsj(t, vl) s-Yj(t3 ‘1) t13 (3.6) 
say, (3.7) 
where the coefficients Ak(<, n), Bk(& q), Sj E S,(& r]), and yj z y,(& q) are 
elements of K which are dependent on 5, q and are independent of s and t. 
Since P I Q[(, ~1, we have (cf. (2.11)) 
kco t-1)” ‘%k)&k(t,rl)Bk(t, V)=o. (3.8) 
Let Sk denote the sum of all possible products of the form 
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6,6,... 6,y, + , . . . yn got by permuting 1,2, . . . . n in all possible ways. 
Comparing the two expressions in (3.6) we get 
C(n,k)Ak(r,I])=(-l)“-kSk. (3.9) 
Using the definition of symmetric n-linear forms (cf. Section 2) we see that 
Q(d + trl) = Q(d + trl, $5 + q, . . . . d + trl) 
= i C(n, k) C,(& q) SkfPk, 
(3.10) 
k=O 
where ck(& VI= Q(-%, x2, . . . . x,) with xi=5 for j<k and xi=9 for j>k. 
From (3.7) and (3.10) we deduce 
Bk(‘i> tl) = ck(t, v]) for all k. 
Consequently, (3.8), (3.9), and (3.11) imply that 
Q(YI<+~,v, ~24+62rl, . . . . r,5+6,v) 
(3.11) 
= i s,-kck(t,?), 
k=O 
= kgo (- Ilk C(% k) An-dt, ?) Bk(t, V), 
= 0. (3.12) 
Since 5, v E U[x, y] (cf. hypotheses in Theorem 3.1) and since (cf. (3.6)) 
Yj5 + +I E z&459 VI = Zk Y) c T&f, Y) for all j, 
it implies by Theorem 3.3 (cf. (3.12)) that there exists some element 
(T = sx + ty E TJx, y) such that 
Q(a, g, . ..> o)=Q(r,~+s,?,~25+62~,...,~n5+6n)l)=O. 
Hence Q(a) = Q(sx + ty) = 0. That is, Zo(x, y) n TJx, y) # 0 and so also 
Zo(x, y)nE,(N; G) # 0. This shows that Theorem 3.1 holds, and the 
proof is complete. 
Remark 3.5. Since Theorem 1.1 is equivalent to Theorem 1.2 (cf. 
Curtiss [2]) and since Theorem 3.1 is a strengthened generalization of 
Theorem 1.2 (cf. Zaheer [ 18, Corollary (4.4) and Remark on p. 131), we 
conclude from Theorems 3.4 and 4.1 in the next section that Theorem 3.3 is 
a strengthened generalization of Theorem 1.1. 
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4. SOME APPLICATIONS 
This section is devoted mainly to some applications of our main 
Theorem 3.3 obtained in Section 3. This theorem has a very wide range of 
applicability (direct or indirect) in the theory of a.h.p.‘s. We take up only 
some of the results that we obtain as direct application of Theorem 3.3. 
These are: Walsh’s coincidence theorem in an improved form and Zervos’ 
coincidence theorem [24, p. 3661; Hormander’s Theorem on polars [S, 
Theorem 11; and improved versions of Laguerre’s theorem [9, Theorem 
(13,2)] and SzegS’s theorem [9, Theorem (16, l)]. Sometimes Theorem 
3.3 leads to simple proofs of known results. 
Our first application provides the following improved version of Walsh’s 
coincidence theorem (Theorem 1.1). Here, we use g.c.r.‘s instead of the 
classical c.r.‘s used by Walsh. 
THEOREM 4.1. Let @ be a symmetric n-linear form of total degree n in 
the variables z 1, z2, . . . . z, E @ and let C E D(@,) with iI, cz, . . . . [,, E C. Then 
there exists a point { E C such that 
Proof: If we take x0 = (1,0) and y, = (0, 1) as the basis elements of C*, 
then (cf. Remark 2.1 with K=@) 
E&V; G) = {sx,, + tyO # 0 ( s, t E a=; s/t E C) = Tc(xO, y,,) 
is a circular cone in C*, where N= ((x,, y,)} and G(x,, y,) = C. Setting 
zj=sj/tj, [,= Aj/pjLi, tj= (Aj, pj) and xj(s,, tj) with p,, t,#O, it is clear that 
t, E TG(XO, YO) for all 1 <j<n. 
Since 
&, , z2, . . . . z,) = @(z,, zz, ..., zn)- @(i,, 12, . . . . in) (4.1) 
is a symmetric n-linear form of total degree n in the variables z1 , z2, . . . . z, 
(cf. Section l), there exist constants Ak E Cc (cf. [6, p. 1351) such that 
&, 9 22, . . . . z,) = 2 420, k), (4.2) 
where the a(n, k), the elementary symmetric functions, denotes the sum of 
all possible products of the variables zl, z2, . . . . z, taken k at a time, with 
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o(n, 0) = 1. Note that ,4(z, z, . . . . z) is a polynomial of degree n and so 
A, # 0. Now define P: (C’)” + @ by 
Q,, x2, . . . . x,,) = f A,S,-,, Vx,=(s,, t,)&, (4.3) 
k=O 
where S, denotes the sum of all possible products of the form 
got by permuting 1, 2, . . . . n in all possible ways. It is easy to verify that 
P(x,, x2, . . . . x,) is a symmetric n-linear form (see definition in Section 2). 
Next, since 
s n-k = t, t, . ‘. t, . o(n, k), vt,, t,, . ..) tn # 0, 
the relations (4.2) and (4.3) give 
P(x,,x, )...) x,)=t,t*...tn.A(z,,z* )..., ZJ 
for all tj # 0. In particular (since p, # 0), 
(4.4) 
P(4,> 623 ...f L)‘PlP2 ...P;n(51, i2, . ..1 i,)=O, 
where 5;~ TG(xO, vo). By Theorem 3.3, we get a nonzero element 
t = ax0 + fly, 3 (a, B) in T,Jx,, y,) such that 
PC<, t, . ..> <)=P(5,, 42, . . . . L)=O. (4.5) 
Note that B # 0. For, otherwise (cf. (4.3)), a # 0 and 
0 = P((, 5, . . . . l) = a”A,, 
which contradicts the fact that A, ~0. Now [ = a//l E G(x,, yo) = C and 
(4.4) and (4.5) imply that 
PC<, c;, . . . . 5) = B” . Ali, i, . . . . 0 = 0 
That is, there exists an element [E C such that 
@(i, i, . . . . i) = @(Cl, 12, . . . . i,). 
This completes the proof. 
Theorem 3.3 also deduces the following result due to Zervos, showing 
that Theorem 3.3 is a generalization of Zervos’ theorem to vector spaces of 
arbitrary dimension. 
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THEOREM 4.2 (Zervos [24, p. 3661). Theorem 4.1 holds when @ is 
replaced by K. 
Proof: Same as the proof of Theorem 4.1 when @ is replaced by K 
throughout. 
Similarly, as in Theorems 1.1 and 1.2 (cf. Curtiss [2]), one can easily 
show that Theorems 4.1 and 4.2 are, respectively, equivalent to a result due 
to Zaheer (cf. [ 18, Corollary 4.51) and a result due to Zervos (cf. [24, 
p. 3661). 
Our third application of Theorem 3.3 gives the following result due to 
Hormander, so that Theorem 3.3 can also be regarded as a strengthened 
generalization of Hormander’s theorem in terms of circular cones (cf. 
Propositions 2.2 and 2.3). 
THEOREM 4.3 (Hormander [5, Theorem 11). Let P E P, and E, be a 
hermitian cone in E, If P(x) # 0 for every x in E,, then P(x,, x2, . . . . x,) # 0 
for every x, E E, . 
Proof. (a) First, we prove that P(x,, x, . . . . x) # 0 for all x, xi E E,. It 
is sufficient to prove it when x, x1 are linearly independent elements of E, 
(trivial, otherwise). It is now possible to choose a nucleus N (GE’) such 
that (x, X~)E N (cf. [18, p. 1171). By Proposition 2.2, there exists a 
mapping G: N+D(K,) such that E,(N; G)= E, and E, n Y[x, y] = 
TJx, y) for all (x, y)~ N. Observe that x, x, E T&x, x1). If, on the 
contrary, P(x,, x, x, . . . . x) = 0, then by Theorem 3.3 we see that 
P(x,,) = P(x,, x0, . . . . x0) = P(x,, x, x, . . . . x) = 0 for some x0 E To(x, x,) = 
E, n ~[cx, y]. This contradicts the hypothesis on P, and we are done. 
(b) Given x1 E E,, let PI(x) = P(x,, x, x, . . . . x) for all x E E. Then (cf. 
Remark 2.4(ii)) P, E P,-, such that PI(x) # 0 for all x E E, (by Part (a)). 
Applying Part (a) again to P,, we obtain P,(x,, x, x, . . . . x) #O for all 
x, x2 E E, . That is, 
P,(x,, x, x, . . . . x) = P(x,, x2, x, . . . . x) # 0, Vx, x,, x2tz E,. 
Continuing in this manner, until (n - 1) applications of the result in Part 
(a), the theorem is proved. 
Finally, in this section, we remark that Theorem 3.3 has many other 
applications and it permits us to deduce many results in different direc- 
tions, due to Hormander, Laguerre, Zervos, Marden, Szego, and Zaheer. 
But, due to limitation of space, we prefer not to go into all details. 
However, we give the following two results without proof as direct 
applications of Theorem 3.3. The proofs can be obtained without much 
difficulty. In fact, Theorem 4.4 (resp. Theorem 4.5) below is an improved 
form of Laguerre’s theorem [9, Theorem (13, 2)] (resp. Szega’s theorem 
184 JAMJOOM AND ZAHEER 
[9, Theorem (16, l)] or [ 12, Theorem 23) which utilizes the family D(C,,) 
rather than the classical circular regions used by Laguerre and Zervos. 
THEOREM 4.4 ([9, Theorem (13,2); 18, p. 1211). Let f(z) be an nth 
degree polynomial from @ to @. Given the elements [, , 12, ..,, ck (k Q n - 1) 
in c=, let 
fk(z)=fk(il, ids'-, ik? z) 
denote the successive polar-derivatives off If all the zeros off lie in a g.c.r. 
CED(@,) then (for each k) 
THEOREM 4.6 ([9, Theorem (16, 1); 19, Theorem (2.1)]). Let E,,(N; G) 
be a circular cone in E. Suppose P, Q E P, and R E P,, are given by (2.9) 
(2.10), and (2.12). Suppose that Z,(x, y) E To(x, y) for some (x, y) E N. Zf 
,ux + vy E Z,(x, y), then there exist elements c(x + fly E T,(x, y) and 
yx + 6y E Zo(x, y) such that o2 = -p6, where o = uJv, p = y/6 and A = U/B. 
2. A VECTOR-VALUED VERSION 
While the previous sections dealt with a.h.p.‘s and symmetric n-linear 
forms with values in K, the current section takes up vector-valued versions 
of those results. First, we need to explain some definitions and concepts. 
We recall that (as before), E and V denote vector spaces over an 
algebraically closed field K of characteristic zero. 
Maximal subspaces of E are subspaces of codimension 1. A mapping 
L: V + K is called a linear form on V if 
L(cW + Bv) = crL(u) + fiL(v) for all U, v E V, CI, /I E K. 
Translations of maximal subspaces of V are termed as hyperplanes of V and 
are characterized by sets of the form (v E V 1 L(v) = t}, where L is a linear 
form on V and t is a fixed element of K (cf. [ 16, p. 403). 
DEFINITION 5.1 (cf. [S, p. 591). A subset M of V is called a supportable 
subset if for every 5 E V-M there exists a hyperplane through 5 and the 
origin which does not intersect M. That is, for every t E V - M, there exists 
a linear form L ( f 0) on V such that L(5) = 0 but L(v) # 0 for every v E M. 
Quite obviously, 0 $ M. 
A general method for constructing supportable subsets of V has been dis- 
cussed by Zaheer [21, Propositions 3.5 and 3.7, Remark 3.6, pp. 84558461 
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described below: The complement of every maximal subspace of I/ is a 
supportable subset of V. That is, given a linear form L (& 0) on V, the set 
M,= (UE VI L(u)#O} (5.1) 
is a supportable subset of V’ determined by L. If dimension of V is greater 
than or equal to two, then for each UE I’, there exists a supportable subset 
h4 such that a E 44. If V= K, then K- (0) is the only supportable subset 
of K. 
Given a supportable subset M of V and a PE P,*, we write 
E,(x,y)={sx+ty#O~s,tEK;P(sx+ry)~M}Vx,yEE. (5.2) 
DEFINITION 5.2 ( [ 171 or [7]). Let P, Q E P,*. Given linearly indepen- 
dent elements x, y E E and a nonzero linear form L on V, we say that P and 
Q are apolur with respect o x, y and L (written briefly, P I Q[x, y; L]) if 
LP I LQ] x, y] by Definition 2.5. (Here (LP)(x) = L(P(x)) for all XE E 
and so LP, LQ E p,.) 
Remark (5.3). (i) If V= K, then the identity mapping on K is the only 
nonzero linear form on K such that LP = P and LQ = Q. This means that 
Definition 5.2 coincides with Definition 2.5 when V= K. 
(ii) If V= K, then A4 = K- (0) is the only supportable subset of K 
(cf. [21, Remark 3.61) and the corresponding set E,(x, y) coincides with 
Z,(x, y). In general, however, Z,(x, v)s E,(x, y) for all x, YE E and 
supportable subset A4 (0 $ M). 
(iii) If P E P,*, L ( & 0) is a linear form on I’, and if M is a support- 
able subset of V such that M s M,, then LP E P, and Z,,(x, y) c E,(x, y) 
for all (x, y) E N. 
Now we give vector-valued versions of Theorem 3.3 and Theorem 3.1 in 
the following theorems. 
THEOREM 5.4. Let P(x,, x2, . . . . x,) be a symmetric n-linear form 
from E” to V, E,(N; G) a circular cone in E and M a supportable subset 
of V. Zf t.j E T,(x,, y,,), 1 < j< n, for some (x,, y,) E N such that 
P(ll> 52, ...? r,,) $ M, then there exists an element 5 E T,(x,, yO) such that 
P(5, 4, . . . . 4) 4 M. 
Proof: Since P( 5 1, t2, . . . . 5,) $ M, there exists (by Definition 5.1) a 
linear form L on V such that 
L(p(t,, 52, ..., <,I) =o and L(v) f 0 
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for al! L’ E M. Obviously, the mapping LP: E” --+ K, defined by 
(-w(x,, x2, ..., x,1 = L(P(x,, x2, ..., x,)), Vx,, x2, . . . . x, E E, 
is a symmetric n-linear form such that (LP)(<, , t2, . . . . <,) = 0. Then 
Theorem 3.3 implies the existence of an element 5 E T,(xO, y,) such that 
0 = J-T<,, 52, ..., r,) = w5, 4, . . . . <I = L(P(l, r, . . . . 5)). 
By property of L and M, we see that P(5, 5, . . . . 5) 4 M, as was to be proved. 
THEOREM 5.5. Let E,,(N, G) be a circular cone in E, L ( f 0) a linear 
form on V, and M a supportable subset of V such that M c M,. If P, Q E 5’: 
such that E,(x, y) s 7’o(x, y) for some (x, y) E N and if P I Q[[, q; L] for 
SOme 5, I? E ~[Ix, ~1, then E,(x, y) n E,(N, G) # @. More precisely, 
&(x2 Y) n CAx, Y 1 Z 0. 
Proof Consider LP, LQE [Ip,,, so that Z,, c T&x, y) (by Remark 
5.3(iii)) and LP I LQ[& ~1. Now Theorem 3.1 says that Zrp(x, y)n 
T,(x, y) # 0. This fact, together with Remark (53)(iii) applied to LQ, 
proves the theorem. 
The proof of Theorem 5.4 (resp. Theorem 5.5) shows that Theorem 3.3 
(resp. Theorem 3.1) implies Theorem 5.4 (resp. Theorem 5.5). In view of 
Remark 5.3(ii), our Theorem 5.4 (resp. Theorem 5.5) reduces to Theorem 
3.3 (resp. Theorem 3.1). That is, Theorem 5.4 (resp. Theorem 5.5) is 
equivalent to Theorem 3.3 (resp. Theorem 3.1). From Theorem 3.4 now we 
infer that Theorems 5.5 and 5.4 are indeed equivalent. 
Next, we remark that Theorem 5.5, when specialized to hermitian cones 
(cf. Proposition 2.2), readily furnishes a known result on apolar 
polynomials due to Marden [ 11, Theorem (3.1)]. Similarly, the hermitian 
cone version (cf. Proposition 2.2) of Theorem 5.4 immediately reduces to a 
theorem due to Hiirmander [IS, Theorem 21 (use the method of proof by 
contradiction). In addition to the wide range of applicability of Theorem 
3.3 expounded here, it may also be pointed out that there are other results 
(in [S, 11, 19-221) which our main Theorem can lay its hands on. To 
conserve space we do not list them. 
6. SOME EXAMPLES 
In this section, we discuss a number of examples to justify the hypotheses 
and to make more transparent the generality of the main Theorem 3.3 
proved in Section 3. These examples show the existence of symmetric 
multilinear forms and circular cones (hermitian, or otherwise) satisfying the 
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hypotheses of Theorem 3.3. This fact, together with Proposition 2.3, 
Remark 3.5, and the material discussed in Sections 4 and 5, shows that 
Theorem 3.3 is (directly or indirectly) a strengthened generalization of the 
results due to Walsh, Zervos, Hiirmander, Grace, Laguerre (see Theorems 
1.1, 1.2, 4.14.5) and Marden [ll, Theorem 3.11 and Szegij [12, 
Theorem 21. 
EXAMPLE 6.1. Let H be a Hamel basis for E (arbitrary dimension). For 
any given nucleus N ( s E*), define the mapping G: N + D(K,) as follows: 
For any (x, y) E N (with x = C CI. h and y = C /I. h (cf. proof of Lemma 3.2 
for notational details)), define 
1 bl G(x7y)= {ZEKI lz+cl< 1) 
if Ca=O, 
if CcrfO, 
where c=Cfi/Cc(. Indeed, G(x,~)ED(K,) for every (x,y)~ N (cf. [18, 
p. 1163). Therefore 
TG(x’ ‘) = 
(SXfO j SEK) if 1 cc=O, 
{ sx + zy # 0 1 s, t E K; 1: + cl < 1) if ~u#O. 
Choosing any fixed x = C ah with 1 c1# 0 and an element y E E such that 
(x, y) E N, consider 
tji= { -c+(j- 1)/j} x+y=c @).h, say for j = 1, 2, . . . . n. 
Clearly, for each j, rj~ T&x, y) and 
=o if and only if j= 1. 
For xj = C cl(j) . h E E, j = 1, 2, . . . . n, define 
nx, 3 x2, a.., x,) = fi 
j=l 
(6.1) 
. (6.2) 
Then P(x, , x2, . . . . x,) is symmetric n-linear form from E“ to K such that (cf. 
(6.1), (6.2)) P(t,, 52, . . . . 5,) = n;= i (C 6”)) = 0, where tj~ TJx, y). That 
is, E&N, G) and P(x,, x2, . . . . x,) satisfy the hypotheses of Theorem 3.3 for 
all (x, y) E N considered above. 
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EXAMPLE 6.2. Let dim E = 2 and let E,(N; G) be an arbitrary circular 
cone in E with G(x,, y,) = A E D(K,) (cf. Remark 2.1). Given p E A, define 
” 
fYx, 3 x2, ..., Xn)= n Csj-Ptj) Vx, = six0 + tj y,, = (sj, t,) E E. 
,=I 
Then P(x, , x2, . . . . x,) is a symmetric n-linear form from E” to K. If we now 
take pjeA and let tj= (p,, 1) for 1 Qjdn, then tje T,(x,,y,) and 
P(51, 52, ..., trt)= fi (P-Pj)=" 
j=l 
if any pi= p. Note that if A E D(K,) and if A is not a generalized ball (cf. 
[ 18, p. 116]), then E,(N; G) is a circular cone but not a hermitian cone 
(for details, see [ 18, Example 2.3, pp. 118-l 193). For example, take 
A={/xKI ]p~<l}u(l}. H ence: For every circular cone (hermitian, or 
otherwise) in E with dim E = 2, we can always find a symmetric n-linear 
form from E” to K satisfying the hypotheses of Theorem 3.3. 
EXAMPLE 6.3. Let K,, be a maximal ordered field, so that K, is a 
nonalgebraically closed field of characteristic zero. Take E = P0 with basis 
elements x0 = (1,O) and y, = (0, 1). Consider the g.c.r. C= (z E K, 1 
z2 - 22 - 7 Q 0} of KO and let E,(N; G) = T,(q, y,,) be the corresponding 
cone (cf. Remark 2.1) in E with G(x,, y,) = C. (Though g.c.r.‘s have been 
defined for the field K considered above, the same definition remains valid 
also for the field K, (cf. [24, pp. 353, 3731)) Next, define a symmetric 
3-linear form from E3 to KO by 
for all xi = (sj, tj) E E = PO for j = 1, 2, 3. If we choose t1 = ( - $, l), 
<*=(l, 1) and tX= (f, l), then tj~ T,(x,, y,,) for all j such that 
P(51, 52, ..., &,)=O. But 
P(x, x, x) = s3 + 2s2t + st2 + 2t’, 
= (s + 2t)(s2 + t’) 
for all x = (s, t) E E = PO,, wherein the second factor cannot vanish unless 
s = t = 0 (because K, is a maximal ordered field (cf. [ 1, p. 361)). Therefore, 
P(x, x, x)=0 if and only if s/t = -24 C (i.e., x$ T,Jx,,, yO)). Hence 
Theorem 3.3 does not hold for fields of characteristic zero, which are not 
algebraically closed. 
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EXAMPLE 6.4. Take E= C2 and 
Then C$ D(@,), but the interior of C does belong to D(C,). Consider the 
cone (cf. Remark 2.1) E,(N; G)= TG(xO, y,) with G(x,,y,)= C and 
x0 = (1, 0), y0 = (0, 1). Next, define a symmetric 2-linear form from E2 to 
@ by 
~(~~,~~)=2~~~~-(3/2)(~~~~+~~~,)+~,~~ (6.3) 
for all x, = (s,, t,) E E = KZ2. If <i=(O, l)=y, and <,=(2,3), then 
l,, t2 E T&,, Y,) such that p(t,, t2) = 0. But 
P(x, x) = 2s2 - 3st + t2, Vx = (s, t) E E, 
=(s-t)(2s-t) 
=o if and only if s/t = 1, f$ C. (6.4) 
That is, P(x, x) # 0 for all x = (s, r) E T,(x,, y,). Hence: Theorem 3.3 does 
not hold when one replaces the g.c.r. G(x, y) by the union of itself and an 
arbitrary subset of its boundary such that the resulting set is no longer a g.c.r. 
If we express the above facts in terms of a symmetric 2-linear form of 
total degree 2 from C* to @ (cf. Section 1) by setting xj= (zj, 1) and 
x = (z, 1) in (6.3) and (6.4), respectively, we obtain the following statement: 
f(z,, z2) = 22, z2 - $(zi + z2) + 1 is a symmetric 2-linear form of total degree 
2 in the variables zi , z2 such that f(O,3) = 0 for 0, 3 E C, where f(z, z) = 
2z2 - 32 + 1 = (22 - 1 )(z - 1) # 0 for any z E C. This means that Theorems 
4.1 and 4.2 do not hold if one replaces the g.c.r. C by the union of itself and 
an arbitrary subset of its boundary such that the resulting set ceases to be a 
g.c.r. 
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