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In this paper we present a method for constructing invariant solutions of partial 
differential equations. Using a computerprogram we derive a simple class of 
transformations including similarity transformations which leaves invariant a given 
hydrodynamical equation. Methods from differential geometry will enable us to 
construct ordinary differential equations leading to invariant solutions of a given 
equation. 
1. INTRODUCTION 
A great part of equations governing hydrodynamical flow takes the form 
J,tr~, 2 + B$ -$ + c;u, = o, 
k k 
A7k, = const, BJJk = const, CF = const. 
We can, for example, write the Navier-Stokes equations in this form if we 
introduce some new variables. 
There is attached considerable interest to exact solutions of those 
equations, i.e., solutions which are obtained by means of ordinary differential 
equations. Broad classes of exact solutions are studied for boundary layer 
equations in [ 11, for the Navier-Stokes equation by Berker in [2], and for 
gasdynamical equations by Ovsjannikov in [3]. Mostly, these solutions are 
obtained by submitting the given equation to similarity transformations or 
rotations. 
Several authors have advanced recent methods in [3-6 ] for determining 
exact solutions of partial differential equations being invariant under 
transformation groups. The first purpose of this paper is to derive a method 
for determining invariant group solutions from the point of view of 
differential geometry. The second purpose is to give an effective method for 
determining a simple class of transformation groups including all similarity 
transformations and rotations which leaves invariant a given 
hydrodynamical equation. 
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2. DERIVATION OF INVARIANT GROUP SOLUTIONS 
Let M be a region in IR” and x = (x, ,..., x,) be coordinates on IF?“. We 
consider the ideal J of differential forms on M 
J = (F’,..., F”“, w, ,..., co,,) 
generated by the functions F”: M -+ Ii? and the Pfafftan forms w, = fj” dxj ,’ 
All data are assumed to be analytic. If SM is a region in lR”(m < n) and 
i: SM + M a one-to-one mapping of maximal rank, then (SM, i) defines a 
solution of J if 
i*(u) = 0 
for all u E J. (i* denotes the pull back mapping induced by i on differential 
forms on M.) 
Let G be a region in R’ with 0 E G and E = (ai,..., a,) be coordinates on G. 
We consider G to be a local transformation group acting on M, where the 
action of G on M is defined by the function 
(i.e. the transformations (( . , E): M-t IT?“, E E G, form a local Lie group). 
Further, we assume that the linearly independent vector fields 
are the infinitesimal generators of the group action, satisfying a commutator 
relation [X, , X,] = HgdU, with constants Hg,. 
Now, we ask whether the group action extends a solution (SM, i) of 
dimension m to a solution (SM, X W, iE) of dimension m + r, where i, is 
defined by 
MS, E) = 4(Q), Q, sESM,, EE W; 
s = (S’)...) s,,J are coordinates on SM, SM, is a subregion of SM, and W is a 
sufftciently small neighbourhood of 0 E R’. 
We omit the proof of the following theorem, since the proof given in [7] 
for ideals generated only by Pfaflian forms and one-parameter groups may 
easily be generated to the present situation. 
Concerning the generalisation of the proof in [7] to r-parameter groups we 
’ We use the summation convention. 
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only have to describe the group action using canonical coordinates of the 
second kind, see (3, p. 161, 
4(x, E) = qw-I(... (#‘(XI El), &.), E,- I>, E,) 
and to repeat he arguments given in [ 71, where 
2 zz G(#), j = 1 ,..., n, a = l,..., r. 
CT 
~~(X, 0) =Xj. 
THEOREM. Assume that the group G leaves the ideal J invariant, i.e., 
XFEJ, dx,) E J, 
and 
Let (SM, i) be a solution of J and for each s E SM suppose the elements 
and X&W 
of the tangent space at i(s) to be lineariy independent. Then (SM, X W, iE) 
defines a solution of J. 
We remark that the group G leaves invariant the extended solution, in the 
sense that each point y E i,(SM, x W) is mapped to a point in i,(SM, X W) 
by the group action #(y, E) if the parameter E is small. 
3. APPLICATIONS TO PARTIAL DIFFERENTIAL EQUATIONS IN GENERAL 
Let us consider equations 
FYx, u, Pi/o = 0, q, j=l,..., m, k=l,..., n, (1) 
where u = (u, ,..., u,) is the unknown flow depending on x = (x1 ,..., x”) and 
&lj 
Pjk = z 
stands for the partial derivatives. 
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(G = <t(X, U), VT = Vi”@, U) with qk = rlj”x, + $+Phk - (t&:, + t?u,,Phk) Pjl 
satisfy the commutator relation [X,, X,] = H;,X, and 
X,FQ E (F',..., F"'). 
Denote by oj the Pfaffran form 
Wj = dUj - pjk ok . 
Then the vector fields X, leave invariant the ideal 
J = (Fq, mj(X,)v wj), q, j = l,..., m,a = l,..., r 
since it follows L,,(wj) = (tli”,,, - pjk&Ju,, by the structure of the vector 
fields and L,a(oj(X&) = ~j([Xu,XDI) + L,d~M!J E J by the 
commutator elation. Thus the theorem of Section 2 may be applied to 
obtain solutions of (1) which are invariant under the group transformations 
generated by the X,. 
Now, let us derive a solution of dimension n - r of J 
i(s> = (a, ST u(s)~ qjk(S)) 
(a = (a, ,..., a,); s = (sr ,..., s+*), u = (vr ,..., u,)) where we assume 
det(<;(a, s, u(s)) z 0 
for all s in a neighborhood of some s,. 
Setting 
(2) 
qj,r+k(s)=$. j = l,..., m, k = l,..., n - r, 
k 
we obtain 
i*(wj) = 0. 
Then we find qjk(s), k = l,..., r, j = l,..., m, by solving for each j the linear 
equations 
~j(Xa)((i(s)) = rJ,(i(s>) - qjkcs) G(f(S))) = 0, 
a = l,..., r, k = l,..., n. (3) 
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Finally, we obtain a differential equation (1’) for the functions cj through 
inserting the qjk in terms of uj and (avj/ask) into Eqs. (1). 
Suppose, we have solved Eqs. (1’). Then we are given i(s) (s E SM) 
leading via the group action # to a solution (SM, x W, i,;), iE(s, E) = 
qS(i(s), E), of dimension n of J. Since F4 and oJ vanish when restricted to the 
submanifold (SM, x W, iE) and since (2) holds, i&, F) represents a solution 
of (1) in the usual sense. In order to obtain the action of the group we can 
restrict ourselves to the equations 
(4) 
Condition (2) assures that the transformation 
x(s, E) = XyT y... (.?(a, s, u(s), El), EJ,...), E,- A&,) (5) 
yields new local coordinates x = (xi ,..., x,) on SM, x W. Using the transfor- 
mation 
u(s, u’, E) = li’ . . . @i-y... (zc’(a, s, u’, E,), E*) )... ), Elel), E,) (6) 
in the space of variables U; we obtain by 
a solution of (1) described in the coordinates (s, E) on SM, X W. Finally, we 
remark that the transformations 
x(s, 2?, E) = qf-‘(... (A7, s, u’, E,), &*) ... ), &,& E,) (5’) 
and (6) are invertible in a neighbourhood of (so, 0) since (2) holds. The 
inverse transformations s = s(x, u) and zZ= zi(x, u) are called the invariants 
of the group, see [3, p. 281. In contrast to the methods reviewed in [3-61 we 
did not use the invariants in order to derive the reduced Eq. (1’). 
The following proposition shows that an arbitrary solution of dimension n 
of J can be obtained by extending a solution of dimension n - r using the 
method described above. 
With Eqs. (4) and 
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the group action can be expressed as 
PROPOSITION. Let i(x) = (x, u(x), &j/axk), x E SM, be a solution of J 
satisfying 
det(CXx,, u(xJ) f 0, x0 = (a, so). (2’) 
Then there exists a neighbourhood WC SM of x0 and coordinates 
(s, E) E SM, x W on m and a solution i(s) = (a, s, u(s), q,ik(s)) of J such 
that 
where 
Ws, El) = #(i(s), e), (8) 
and 
u(s) = u(a, s) 
4,&)=$ . 
k (a.~) 
Proof: Since (2’) holds, it is possible to define by the inverse transfor- 
mation of (5) with u(s) = u(u, s) new coordinates on m Using these coor- 
dinates we will show 
Uj(X(S, E))= $P(a, s9 u@, s>, EL 
(9) 
which proves (8). Obviously, x(s, 0) = (a, s)implies that (9) holds for E = 0. 
Let us show (9) by induction. To this end we assume 
uj(X(S, El ?*-*Y &a 9 O,..., 0)) = $“j(a, s, u(a, s), cl ,..., E,, 0 ,..., 0), 
au, 
axk x(s,r, ,.... F..O ,..., 0) 
= $P” ( a, s, u(a, s), 2 3 E,...., E,, o,..., 0 . 
k (a,~) 
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Next we introduce functions y(s, E, ,..., E,, E,, ,) satisfying the equation 
and the initial condition 
Y,(S, El ,***, E,, 0) = p(u, s, u(a, s), E, ,...) E,, 0 )...) 0). 
From o,(X,+ r)(@)) = 0 we obtain 
rlP+‘(x,~(X))=~G”(x,u(x)) 
and therefore 
Making use of these equations we obtain the differential equations: 
and the initial conditions 
uj( Y(s, &I 9...9 cm 9 0)) = qv+2, s, u(a, s), E, ,..., E,, 0 ,... 90) 
8X 
=p( a, s, u(a, s), 2 . 
k Y(S,FI ,..., f,,,O) 1 (c2.S) 
Now the functions Y(S, Al,..., E,, ~,+,),4y(s, cl,..., E,, &,+A and 
(auj/axk)~y(s,c,,...,~~,~~+,~ are solutions of the same system of ordinary 
differential equations and initial conditions as the functions 
x(s, el, . . . . E,, E,+ L, O,..., 0), P(i(s), E, ,..., E,, E,, , , 0 ,..., 0) and, #VP), E, ,... ,
E,, E, + , , O,..., 0). Thus, the solutions are identical and this proves (9). Since 
#(i(s), E) solves J, it is obvious that i(s) solves J and thus the proposition is 
shown. 
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4. APPLICATION TO HYDRODYNAMICAL EQUATIONS 
We consider equations in the form 
P=AykrU,Pjk + Bykpjk + CTU,= 0, 
j, q, r = 1 ,..., m, k = 1 ,..., n, (10) 
where 
Aykl E const, Bi41 z const, Cg E const 
and 
auj 
Pjk=F' 
In practice it is a very hard task to determine the invariance group of a given 
equation (10) since the assumption of invariance in the theorem of Section 2 
requires in general the solution of extensive partial differential equations. 
Thus, in what follows we restrict our attention to groups generated by vector 
tields taking the form: 
a a 
x = aklXl &’ + b/k uh F + (bjh Phk 
a 
- a/kPjl)- 
aPjk ' 
j, h = l,..., m 1, k = l,..., n. (11) 
where ak, and bjh are constants. Vector fields of this form generate similarity 
transformations of the variables x and u if akl and bjh vanish if k # 1 and 
j# h. Obviously, vector fields X, taking the form (11) and satisfying a 
commutator relation [X,, X,] = Z-&X, and 
X, F= = c;~ F”, 
leave invariant the ideal J. 
c,g, = const. (12) 
Condition (12) leads to the following linear homogeneous equations for 
the unknown constants, ak,, bjh, c,,--we suppress the upper index a: 
-Ajlhakl •k A&$,, + A:khbrj - A&,C,k = 0, 
CL, b,, - C; c,, = 0, 
-Bjz,a,, + B’,,bhj - Bi;,c,, = 0, 
(13) 
where the indices j, h, K, r, z are running from 1 to m and h, k from 1 to n. 
Starting from concrete hydrodynamical equations we get linear systems 
(13) of large size. For example if we take the time-dependent Euler equations 
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in three dimensions together with the equation of continuity the system (13) 
consists of 336 lines and 48 rows. However, since the greatest part of the 
coefficients in (13) is equal to zero and the other coefficients are equal to 
one or may be normed to one, we can use simple computer algorithms in 
order to treat (13). 
Now let the flow (u,, u2, u3) and the pressure U, depend on the time x, 
and the three spatial variables x2, x3, x4. In the above notations the Euler 
equations and the equation of continuity become 
F’ = PII + ulP12 + u2P13 + ‘3 PI4 + P42 = O, 
F2 = P21 + us P22 + u2 P23 + u3 P24 + P43 = 0, 
F3 = PSI + UI P32 + u2 P33 + u3 P34 + P44 = 0, 
F4 = P12 + P23 + P34 = O- 
In [8] a derivation of invariance groups of the equation au/at + u . Vu = 0 
(U = (u,, u2, u3)) is given. In the present case the solutions of Eqs. (13) are 
‘kl 
1 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
b.ih 
-1 0 0 0 
o-1 0 0 
0 o-1 0 
0 0 0 -2 
n 
CZK 
-2 0 0 0 
0 -2 0 0 
0 0 -2 0 
0 0 0 -1, 
‘kl 
0 0 0 0 
0 1 0 0 
0 0 1 0 
0 0 0 1 
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bjk 
1 0 
0 1 
0 0 
0 0 
c LK 
1 0 
0 1 
0 0 
0 0 
akl 
0 0 
0 0 
0 -1 
0 0 
bjh 
0 1 
-1 0 
0 0 
0 0 
$’ 1 
-1 0 
0 0 
0 0 
akl 
0 0 
0 0 
0 0 
0 0 
bjh 
0 0 
0 0 
0 -1 
0 
0 
1 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
0 
1 
0 
0 0 0 
0 
0 
0 
2 
0 
0 
0 
0, 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0, 
0 
0 
1 
0 
0 
0 
0 
0 
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0 0 
0 -1 
0 0 
‘kl 
0 0 
0 0 
0 0 
0 -1 
bjh 
0 0 
0 0 
-1 0 
0 0 
2 0 
0 0 
-1 0 
0 0 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0, 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
In the following example the method for obtaining the reduced equation is 
demonstrated. We consider the following Boussinesq equation for stationary 
two-dimensional flow (see 19)): 
u.Vu+Au+Vp=pG, 
u.VT+AT=Q, 
v.u=o, 
where u = (u,, UJ denotes the flow, p the pressure, T the temperature, 
G = (g, 0) the gravity force, and Q(x,, x2) a prescribed heat source field. Let 
the density p be given by 
p=po(l -aU-- ToI) 
with constants p,,, a, To. Since the constants do not effect the following 
analysis, we claim 
pg = - T. 
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We introduce the new variables 
uj= T, u4 = p, 
then the given equations appear as: 
F’ = UI PI1 + u2 PI2 - PSI - p62 + p41 + u3 = ‘7 
F2 = Ul P21 + u2 P22 - p71 - p82 + p42 = O, 
F3 = Ut P31 + u2 p32 - PSI - P10.2 - Q = 0, 
F4= P,I + p22=0, 
F5=p,,-us=O, 
F6=p12-u6=0, 
F'= p2,-u7=0, 
F*= pz2-us=O, 
F9=p3,-u,=O, 
F" = p32 - u,,, =O. 
Setting first Q = 0 the solutions of the corresponding Eqs. (13) are as 
follows: 
akl 
0 0 
0 0 
bj* 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
0 
0 
1 
0 
0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 1 0 
0 0 1 0 
0 0 0 0 
0 0 0 0 
0 0 1 0 
0 0 0 0 
0 0 0 0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
‘kl 
1 0 
0 1 
bjk 
-1 0 
0 -1 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
-GZK 0 
0 -3 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
0 
0 
-1 
0 
0 
0 
0 
0 
-2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-2 
-2 
0 
0 
-2 
0 
0 0 0 0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
0 
2 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-2 
0 
0 
0 0 0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
0 
2 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0, 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 0 -4 
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In what follows we restrict ourselves to the second group. Now, condition 
(12) is fulfilled with 
C = const 
since we get XF’ = - 51;’ from XQ = - 5Q. Following the ansatz 
we obtain 
and by solving (3), 
qjl(S) = ?j - SVS. 
By inserting the qjk into equations F4 to F” we obtain 
v; = VI + sv;, i.e., v2 = sv, + D, D 3 const 
v5=-v,-sv;, 
us = v;, 
v,=-v*-sv;, 
vg = v;, 
vg=-3v3-sv;, 
V lo= v;. 
Using this results we obtain finally from equations F’ to F3 
(1 + s’) v;l + (4s -0) v; + v; + 221, - v3 + 2v, + sv& = 0, 
v& - v; + 2(sv,)” + 2(sv,)’ - v*v; + v,(sv*)’ = 0, 
(1 + s*) v;’ - Dsv; + 12v, + 3v,v, - Cj-(s) = 0. 
In the, final example we deal with a two-parameter group. Let us consider the 
following time-dependent small disturbance quation for transonic flow 
UI/ + f(u) u1, + u2y = 03 
u2t - u2x + Uly = 0, 
with f(u) = - 1 + u, . 
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Introducing the notation (I, x, .v) = (x, , x2, x~), the equations can be 
expressed as 
The solutions of Eqs. (13) are 
ak/ 
0 0 
1 1 
0 0 
bjh 
1 0 
0 1 
akl 
1 0 
-1 0 
0 0 
bjh 
-1 0 
0 -1 
3 0 
0 -2 
We obtain from these solutions two vector fields X, and X2, respectively, 
being in involution, i.e., [X,, X2] = 0. Thus, X, and X2 generate a two- 
parameter transformation group. For convenience we use X, and X, +X2 as 
generators of this group. 
By setting 
#> = ( 1 3 O, s, @), qj&)), 
lNVARlANTGROUP SOLUTIONS 633 
it follows that 
qj~ = Vl. 
Then Eqs. (3) give 
9,1=--v;, 912 = - VI, 
421 = -sv;, 422=-vz* 
Finally, we obtain by inserting the qjk into F’ and F2 
v; = g-g (sv: - sv, - 24, 
v; = + (sv2 + v: - VI). 
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