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We show that a weak hexagonal periodic potential could transform a two-dimensional electron
gas with an even-denominator magnetic filling factor to a quantum anomalous Hall insulator of
composite fermions, giving rise to fractionally quantized Hall effect. The system provides a real-
ization of the Haldane honeycomb-net model, albeit in a composite fermion system. We further
propose a trial wave function for the state, and numerically evaluate its relative stability against
the competing Hofstadter state. Possible sets of experimental parameters are proposed.
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It was long predicted that a magnetic insulator could
exhibit a nonzero quantized Hall conductance in the ab-
sence of an external magnetic field, known as the quan-
tum anomalous Hall insulator (QAHI) [1]. Searching for
QAHI in real or artificial materials has been the focus of
intensive recent theoretical investigations [2–7]. Exper-
imentally, it is demonstrated recently that a Cr-doped
(Bi,Sb)2Te3 thin film could be the first QAHI ever re-
alized [8]. As a next logical development of theory, the
possibility of finding a QAHI exhibiting the fractional
quantum Hall effect in the presence of strong electron-
electron interaction is extensively discussed in the con-
text of the flat Chern band insulator [9–13], which is yet
to be materialized.
In this Letter, we propose a new class of QAHI that
exhibits the fractional quantum Hall effect, i.e., quan-
tum anomalous Hall insulator of composite fermions (CF-
QAHI). The composite fermion (CF), which is defined as
an electron binding with two or even number of quan-
tized vortices, is not only the key theoretical apparatus
for describing the extremely complex fractional quan-
tum Hall states, but also a physical entity with well de-
fined charge, spin, and statistics [14–16]. In particular,
a two-dimensional electron gas (2DEG) with an even-
denominator magnetic filling factor behaves just like a
fermi liquid of CFs at the zero effective magnetic field,
with the external magnetic field fully compensated by
the quantized vortices bound in CFs [17–22]. Moreover,
it was experimentally demonstrated that the picture of
CFs is valid even in the presence of superstructures such
as anti-dot arrays [20] and periodic potentials [23–25].
An interesting possibility naturally arises: a carefully de-
signed superstructure could transform the CF fermi liq-
uid to a CF band insulator with nontrivial topology [26].
We call the resulting insulator as a CF-QAHI.
We show that this is indeed possible. We investigate
the effect of a weak hexagonal periodic potential superim-
posed on a spinless 2DEG system at an even-denominator
magnetic filling factor νM = 1/2p. By employing the
CF-mean field theory, we show that band gaps can be
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FIG. 1. (color online) (a) The schematic structure of the
proposed device: a 2DEG confined in a quantum well or het-
erostructure, with both a back gate and a top gate. The
top gap is patterned with anti-dot array of triangular lattice.
The back and top gate voltages VBG and VTG can be indepen-
dently tuned to control the electron density and modulation
strength of the periodic potential V0. A magnetic field B is
applied perpendicularly to the 2DEG. (b) The spatial profile
of the periodic potential.
opened when the strength of the periodic potential ex-
ceeds a critical value. More importantly, a staggered
effective magnetic field B∗ experienced by CFs emerges
from the locally incomplete compensation of the external
magnetic field, making the system a natural realization
of the Haldane honeycomb-net model [1], albeit for CFs.
When the spatial period of the potential commensurates
with the magnetic length and each unit cell contains an
integer number of electrons, the system becomes a CF-
QAHI, with a Hall conductance fractionally quantized at
−1/(2p−1)(e2/h). We further propose a CF many-body
trial wave function, and show that CF ground state can
substantially lower the Coulomb interaction energy, and
could be stabilized in strong-interacting limit. Based on
these calculations, realistic sets of experimental parame-
ters could be proposed.
We consider a system shown in Fig. 1(a): a 2DEG
system with both back gate and top gate. The top gate
is patterned with an anti-dot array of triangular lattice,
and when the top gate voltage is applied, superimposes
a weak hexagonal periodic potential on the 2DEG. The
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2FIG. 2. (color online) (a) Electron spectrum at magnetic
filling factor 1/2 in the presence of the hexagonal periodic
potential with V0 = 0.08a (a ≡ h2/(2mba2)) and νe = 1,
projected to kx-axis. L = 0(1) denotes the index of the origi-
nal Landau level, which is split to sub-bands in the presence
of the periodic potential. (b) Projected CF spectrum at the
same parameters. Inset: CF Λ-level dispersion along Γ-K-M -
Γ direction in the hexagonal Brillouin zone. The spectra are
calculated using the periodic boundary condition.
potential profile can be modeled as,
U(r) = −1
2
V0
{
cos
(
(b1 + b2) · r − pi
3
)
+ cos
(
b1 · r + pi
3
)
+ cos
(
b2 · r + pi
3
)}
+
3V0
2
, (1)
where b1 = (4pi/3a)(0, 1) and b2 = (2pi/3a)(
√
3,−1)
are the reciprocal lattice vectors, with a being lattice
constant of hexagonal structure, and V0 the strength of
modulation of the periodic potential. The potential pro-
file is shown in Fig. 1(b). It has two valleys in each
unit cell, mimicking the structure of graphene. By tun-
ing the back and top gate voltages, the carrier density
ne and modulation strength of the periodic potential V0
can be controlled independently. The 2DEG system is
subjected to a perpendicular magnetic field B. We as-
sume that the magnetic field is strong enough to fully lift
the spin degeneracy of electrons. As a result, electrons
are considered as spinless. In the following discussions,
the system is always kept at a magnetic filling factor
νM = 1/2p with p being an integer, i.e., the magnetic
field strength is always kept proportional to the electron
density: Bz = 2pneφ0, where φ0 = hc/|e| is the quantum
of magnetic flux.
We calculate the Hofstadter spectra of the system in
the absence of electron-electron interaction [27, 28]. We
assume that each unit cell has one electron, i.e., the band
filling factor νe = 1. The lattice constant is chosen to be
a = (2/
√
3)3/2
√
pipνelm to have νM = 1/2p, where lm =√
h¯c/|e|Bz is the magnetic length. The band structure
is shown in Fig. 2(a). In the presence of the periodic
potential, the lowest Landau level is spread to a set of
sub-bands (L = 0). When the potential is weak, the
total spreading width of energy wL is much smaller than
the Landau level spacing h¯ω0, as shown in Table. I.
In the presence of electron-electron interaction, a new
energy scale for Coulomb interaction EC ≡ e2/(lm)
TABLE I. The comparison of different energy scales of cy-
clotron energy h¯ω0, energy spreading width of the lowest Lan-
dau level wL and the interaction energy scale Ec at the critical
value of V0 to insulating phases Vc (see Fig. 4) for νe = 1 and
νM = 1/2p. The strength of the interaction is characterized
by a dimensionless density parameter rs ≡ 1/(a∗B√pine) with
a∗B = h¯
2/(mbe
2) being the effective Bohr radius of 2DEG.
p Vc/h¯ω0 wL/h¯ω0 EC/wL
p = 1 0.23 0.158 3.16rs
p = 2 0.078 0.081 4.37rs
p = 3 0.033 0.054 5.35rs
p = 4 0.0148 0.022 11.4rs
p = 5 0.0069 0.011 20.4rs
emerges, where  is the relative dielectric constant of the
2DEG. When the interaction energy dominates over the
band spreading wL, a collection of normal electrons is
not a good representation of the true ground state of the
system anymore. The system will be in the regime of
the fractional quantum Hall, and the proper description
of the system should be a collection of CFs. The ratio
EC/wL are listed in Table. I. One can see that the in-
teraction energy always dominates over the band spread-
ing in electron systems with rs  1, and becomes more
prominent in the smaller filling factors (larger p). It is
thus mandatory to discuss the problem in the CF-picture.
To catch the essence of CF physics, we employ the
CF-mean field theory, which describes the system in an
effective Chern-Simon CF Hamiltonian [17],
HˆCSCF =
1
2mb
(pˆ− e
c
A∗(r))2 + U∗(r), (2)
where, A∗(r) is the residual vector potential, giving rise
to an effective magnetic field experienced by CFs,
B∗(r) ≡ ∇×A∗(r) = B − 2pφ0ρ(r)zˆ, (3)
which has two parts of contribution: one is from the ex-
ternal magnetic fieldB, and the other from the quantized
vortices bound by CFs. Although the external magnetic
field is spatially uniform, the effective magnetic field is
inhomogeneous due to the modulation of electron den-
sity ρ(r). It defines an effective staggered magnetic field
that has the same periodicity as the hexagonal poten-
tial and the zero total effective magnetic flux through
each unit cell. The effective scalar potential U∗(r) also
has two contributions: one is from the external poten-
tial, and the other is from the Hartree-like self-consistent
Coulomb interaction potential (screening effect). To sim-
plify our calculation, we assume that the U∗(r) has the
same form as U(r) defined in Eq. (1). In our calculation,
we solve CF eigen-problem in the plane wave basis with
25 reciprocal lattice vectors, and the effective staggered
magnetic field B∗(r) is self-consistently determined by
Eq. (3) iteratively.
3ba
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FIG. 3. (color online) (a) The Haldane honeycomb-net model
with the next-nearest hopping and staggered magnetic flux.
The next-nearest hopping constant gains a phase factor φ =
−2pi(2Φa + Φb)/φ0, where Φa(b) is the magnetic flux through
the plaquette a (b). (b) The distribution of the staggered
magnetic field of a CF insulating phase at V0 = 0.08a, p = 1,
and νe = 1.
Figure 2(b) shows an example of the CF spectrum.
One can see that an indirect gap develops between K-
point and M -point of the Brillouin zone. The system
becomes a CF-insulator. We calculate the Chern number
C contributed by the band below the gap [29], and find
that C = −1. As a result, the system is a CF-QAHI.
The underlying physics can be understood by a map-
ping from our system in the continuous space to the Hal-
dane honeycomb-net model (see Fig. 3(a)), which is the
first proposed model for QAHI [1]. The hexagonal po-
tential has two valleys in each unit cell, defining sub-
lattice sites of honeycomb network. The effective stag-
gered magnetic field B∗(r) provides the required peri-
odic local magnetic flux density with the zero total flux
through the unit cell. Figure 3(b) shows that the spatial
distribution of B∗(r). We can determinate the phase
parameter φ = 0.15pi. From Ref. 1, the system should
have a quantized Hall conductance e2/h, corresponding
to C = −1, consistent with our result. Our system thus
provides a natural realization of the Haldane honeycomb-
net model, albeit for CFs.
We find that the system can be transformed to a CF-
QAHI only when the value of V0 exceeds a critical value
Vc. Although an infinitesimal V0 is sufficient to open
a gap at K-point, the band dispersion at other quasi-
momentum prevents the opening of a full gap. This can
already be seen in the inset of Fig. 2, where the gap at
K-point is overshadowed by the conduction band near
the M -point, resulting in an indirect band gap.
Figure 4 shows the phase diagram of CFs in the pa-
rameter plane of V0–µCF for both the filling factors 1/2
(p = 1) and 1/4 (p = 2), where µCF is the CF chemical
potential which determines the electron density and can
be controlled by the external gates of the 2DEG device.
By tuning µCF , we can make the band filling factor νe
to be an integer, and obtain CF-QAHI when V0 > Vc.
We find the parameter regimes of insulating phase for
FIG. 4. (color online) CF metal-insulator phase diagrams in
V0-µCF for (a) p = 1 and (b) p = 2. The cyan zones are
insulating phases with integer band fillings νe marked in di-
agrams. In the phase diagrams, we keep the magnetic filling
factor νM = 1/2p fixed when tuning µCF to control the elec-
tron density by matching the magnetic field strength to the
density (B = 2pneφ0). All the insulating phases shown in the
phase diagrams have a Chern number C = −1.
νe up to 3. All the insulating phases we find have a to-
tal Chern number C = −1. We note that the system
at νM = 1/4 (p = 2) has the smaller Vc than that at
νM = 1/2 (p = 1), suggesting that the system can be
more easily transformed to a CF-QAHI at the stronger
external magnetic field. The critical values Vc for various
magnetic filling factors at νe = 1 and their ratios to the
Landau level spacing h¯ω0 are listed in Table. I.
When in the insulating phase, the system will show
the fractional quantum Hall effect. One could observe
a quantum Hall plateau even though the system has an
even-denominator magnetic filling factor. The relation
between CFs’ Chern number C and Hall conductance σexy
is
σexy = −
e2
h
C
2pC + 1 . (4)
The unusual relation is due to the Faraday effect induced
by the quantum vortices bound to the CFs [17, 30]. Be-
cause all the insulating phases we find has a CF Chern
number C = −1, the system will be fractionally quan-
tized at −1/(2p − 1)(e2/h). For νM = 1/2 (p = 1),
σexy = −e2/h, for νM = 1/4 (p = 2), σexy = −1/3(e2/h).
The experimental observation of an 1/3 Hall plateau at
νM = 1/4 will be a non-ambiguous indication for the
forming of the CF-QAHI.
We further propose a many-body wave function for
the CF-QAHI by generalizing the scheme described in
Ref. 14. For νe = 1, we propose,
Ψ = PˆMLLLΦCFΦ2pMLLL (5)
where, ΦCF is the mean-field wave function of CFs, and
ΦMLLL is the modified wave function of a filled lowest
Landau level (LLL) in the presence of the periodic poten-
tial at the given electron density and under an reduced
external magnetic field B/2p, and PˆMLLL is a projec-
tion to the group of sub-bands originated from the lowest
4TABLE II. The kinetic energy difference ∆EK and Coulomb
interaction energy difference ∆Vee between the CF state and
the reference Holfstadter state, in the unit of a. The total
energy difference ∆Etotal = −α(rs − rsc)a, with the param-
eters α and rsc listed in the table. In the calculation, we use
the parameters V0 = 0.07a, νe = 1.
p ∆Vee ∆EK α rsc
p = 1 −0.007rs 0.047 0.007 6.7
p = 2 −0.009rs 0.071 0.009 7.9
p = 3 −0.010rs 0.110 0.010 11
p = 4 −0.010rs 0.1276 0.010 13
p = 5 −0.011rs 0.1826 0.011 16
Landau level, denoted by L = 0 in Fig 2. When the peri-
odic potential is switched off, the wave function becomes
the usual Rezayi-Read wave function for describing even-
denominator fractional filling state [31].
We evaluate the energy stability of the CF state us-
ing the wave-function Eq. (5). We employ the Metropo-
lis Monte Carlo method to calculate kinetic energy and
Coulomb energy [32], and compare the total energy to
a reference Hofstadter state of normal electrons at the
same magnetic filling νM and band filling νe. To sim-
plify the calculation, we ignore the projection PˆMLLL,
although one expects the projected wave function would
yield the lower expectation value of the energy [14]. The
evaluation of the energy in the fully projected state will
require developing a scheme in the modified LLL [33],
which is not yet available and will be a topic for future
research.
Table II shows the numerical results of the energy dif-
ferences between the CF-state and the normal electron
Hofstadter state. One sees that while CF states have the
higher kinetic energies, their Coulomb interaction ener-
gies can be significantly lowered. By comparing the total
energy difference ∆Etotal, we conclude that the CF states
can be stabilized when rs > rsc, where rsc ranges from
6.7 to 17 for the given set of parameters, depending on
the filling factor 1/2p. We note that our calculation can
only serve as a rough estimate of rsc. The more accu-
rate calculation taking full account of the band projec-
tion should further lower the total energies of CF-states,
yielding smaller rsc.
Finally, we discuss the experimental realization of our
proposal. For the given magnetic filling factor νM = 1/2p
and integer band filling factor νe, once we choose a lat-
tice constant a of the hexagonal periodic potential, both
the electron density ne = 2νe/(3
√
3a2) and the external
magnetic field strength B = 4pφ0νe/(3
√
3a2) are fixed.
The constraints on the value of a are both the techni-
cal feasibility of nano-fabrications and the requirement
that the electron density should be low enough such that
rs > rsc. With these in mind, for a 2DEG in GaAs-
AlGaAs heterostructure, we can choose a = 100nm,
ne = 0.38×1010/cm2, and V0 = 0.19meV. With rs = 7.6,
the CF-QAHI can be stabilized for p = 1 (B = 0.157T).
The extremely low electron density could be challenging
but not unreachable [34]. A more realistic set of pa-
rameters could be obtained in the hole system [35], in
which the effective mass is much larger, yielding much
larger rs than its electron counterpart at the same car-
rier density. In this case, we can choose a = 30nm,
nh = 0.427 × 1011/cm2 and V0 = 0.40meV. We can
have a hole system with rs = 12.69 (mb = 0.3me) that is
sufficient to stabilize CF-QAHI phases up to p = 3.
In summary, we propose CF-QAHI, a new class of
QAHI exhibiting the fractional topological order. We
show that a weak hexagonal periodic potential could
transform a 2DEG system at even-denominator magnetic
filling to CF-QAHI. The experimental realization of the
state, while challenging, is a natural extension of recent
efforts in constructing artificial Dirac-fermion system in
2DEG [36] and could be a more practical scheme in find-
ing a QAHI with fractional quantum Hall effect.
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SUPPLEMENTARY INFORMATION FOR ‘QUANTUM ‘ANOMALOUS HALL INSULATOR OF
COMPOSITE FERMIONS”
In this supplemental material, we provide the details of the calculation in the letter, including the calculation of
Hofstadter spectrum structure in Figure (2), the construction of a many-body wave function in Eq. (5), the total
energy calculation of the system in Table II. We also include a section on Chern-Simons current-density functional
theory, which could provide a theoretical basis for the CF-mean field theory employed in the main text.
The calculation of Hofstadter spectrum structure
In this section, we show the details about the calculation of Hofstadter spectra in Fig. 2(a). Consider a non-
interacting 2DEG system on a weak periodic background with a magnetic filling factor νM = l/h (with l and h being
integers) and the band filling factor νe = 1. The Hamiltonian is,
H =
1
2mb
(p− e
c
A)2 + U(r) (S1)
where U(r) is defined in Eq. (1), andA = 1/2(−By,Bx) is the corresponding vector potential of the external magnetic
field B.
One can define a magnetic translation operators tm(R) = exp(iκ ·R/h¯), with
κ = (p− e
c
A)− h¯ zˆ × r
l2m
. (S2)
and the crystal lattice vector R spanned by the unit lattice vectors a1 = (
√
3/2, 3/2)a and a2 = (
√
3, 0)a, where
lm is the corresponding magnetic length. The magnetic translation operators do not commutate with each other or
with Hamiltonian H. As a result, one needs to enlarge the unit cell to a supperlattice enclosed by 2la1 and a2,
denoted as a magnetic unit cell. The choice of 2 is due to the shape of the unit cell (See Ref. [28] in the main text).
In the corresponding magnetic Brillouin zone (MBZ), one can define a set of Bloch basis wave functions with the
quasi-momentum q˜:
Bnlj,q˜(x, y) =
∑
m
Mj,m(q˜y)ψ¯nl,q˜x+(2mh+j)b2x(x, y), j = 0, 1, .., 2h− 1, (S3)
where
ψ¯nl,qx(x, y) = AnlHnl
(
y − qxl2m
)
exp
(
− 1
2l2m
(
y − qxl2m
)2)
exp
(
−i xy
2l2m
)
exp (iqxx) , (S4)
6with nl being the Landau index, Hnl(x) being Hermite polynomials and Anl being a normalized coefficient, and
Mj,m(q˜y) = exp
(
iq˜ya1y(2ml + j
l
h
)
)
. (S5)
The secular equation based on the basis functions {Bnlj,q˜(x, y)} is:∑
n′l,j
′
[(
nl +
1
2
− E
)
δnl,n′lδj,j′ + V
nl,n
′
l
j,j′ (q˜)
]
Cn′l,j′(q˜) = 0, (S6)
where V
n′l,nl
j′,j (q˜) ≡ 〈Bn
′
l
j′,q˜|U(r)|Bnlj,q˜〉 is the periodic potential matrix element. To calculate the matrix elements, one
can utilize:
〈Bn′lj′,q˜| exp(iK · r)|Bnlj,q˜〉 = Fn′l,nl(K) exp
(
iKy(q˜x + jb2x)l
2
m
)
exp
(
−iq˜ya1y l
h
Kx
b2x
)
when j = j′ − n2 + 2hN, (S7)
where K = n1b1 + n2b2 is a reciprocal lattice vector, N ∈ Z, and,
Fn′l,nl(K) =
√
ν1!
ν2!
(
(sgn(nl − n′l)Kx + iKy)lm√
2
)ξ
Lξν1
(
K2l2m
2
)
exp
(
−K
2l2m
4
+
iKxKyl
2
m
2
)
, (S8)
with the generalized Laguerre polynomial Lξν1(x), and ξ = |nl − n′l|, ν1 = min(nl, n′l), ν2 = max(nl, n′l), sgn(x) being
sign function. After the diagonalization of Eq. (S6), we can determine the Hofstadter wave functions:
φs,q(x, y) =
∑
n′l,j
′
Csn′l,j′
(q˜)B
n′l
j′,q˜(x, y), (S9)
with s being the Hofstadter energy band index.
The construction of many-body wave functions
The construction of many-body wave function for the CF-QAHI in Eq. (5) involves two part contributions: the CF
mean field wave function ΦCF and the modified lowest Landau level (MLLL) wave function ΦMLLL.
To get ΦCF , we solve Eq. (2), and obtain a set of CF Bloch wave functions ψ
CF
n,k , When N CF-particles are
fully occupied in a lowest CF energy band n = 1, we can select the set of the occupied CF Bloch wave functions
{ψCFn,k(r)|n = 1;k ∈ BZ} to build the N CF-particle Slater determinant wave function
ΦCF =
∣∣∣∣∣∣∣∣∣∣
ψCFn=1,k1(r1) ψ
CF
n=1,k1
(r2) · · · ψCFn=1,k1(rN )
ψCFn=1,k2(r1) ψ
CF
n=1,k2
(r2) · · · ψCFn=1,k2(rN )
... :
. . .
...
ψCFn=1,kN (r1) ψ
CF
n=1,kN
(r2) · · · ψCFn=1,kN (rN )
∣∣∣∣∣∣∣∣∣∣
≡ det [ψCFm (rn)], (S10)
where k is defined in a 76× 76 mesh of BZ in our calculation.
For ΦMLLL, we select the lowest N Hofstadter wave functions {φs,q˜(x, y)|s = 1, 2; q˜ ∈ MBZ} at νM = 1 to build
N particle many-body function
ΦMLLL =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φs=1,q˜1(r1) · · · φs=1,q˜1(rj) · · · φs=1,q˜1(rN )
...
...
... · · · ...
φs=1,q˜N/2(r1) · · · φs=1,q˜N/2(rj) · · · φs=1,q˜N/2(rN )
φs=2,q˜N/2+1(r1) · · · φs=2,q˜N/2+1(rj) · · · φs=2,q˜N/2+1(rN )
...
...
...
...
...
φs=2,q˜N (r1) · · · φs=2,q˜N (rj) · · · φs=2,q˜N (rN )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≡ det [φm(rn)]. (S11)
We use the many-body function Eq. (5) without MLLL projection to calculate the system energy.
7The Monte-Carlo calculation of energy
In this section, we show the Monte-Carlo evaluation of the ground state energy. The total energy has two parts
of contributions, one is from the kinetic energy, defined here as all the contributions from the single-body part of
Hamiltonian; the other is from the Coulomb energy, which could be calculated straightforwardly.
The average total kinetic energy for N particle system is expressed as
t =
1
AN
N∑
j=1
∫ ∏
i
driΨ
∗(r1, ..., rN )
(
1
2mb
(pj − e
c
Aj)
2 + U(rj)
)
Ψ(r1, .., rN ), (S12)
in which Ψ(r1, .., rN ) is many-body wave function for CF-QAHI in Eq. (5), and A =
∫ ∏
i dri|Ψ(r1, ..., rN )|2 is
the normalized coefficient. Using the Monte Carlo approach, we sample particle coordinators with the probability
|Ψ(r1, ..., rN )|2/A. We have:
t =
1
Ns
Ns∑
s=1
1
N
N∑
j=1
{
h¯2
2mb
∣∣∣∇j ln Ψ(rs1, rs2, ..., rsN )− i eh¯cA(rsj )∣∣∣2 + U(rsj )
}
, (S13)
in which Ns is the total number of samplings, and {rs1, .., rsN} is the spatial coordinator set of the s-th sampling.
For the CF many-body wave function Eq. (5), we have:
t =
1
Ns
Ns∑
s=1
1
N
N∑
j=1
 h¯2
2mb
∑
i=1,2
∣∣det[(ψCFm (rsn))−1j1j2 ]∇j det[(ψCFm (rsn))j2j3 ]
+2p det[(φm(r
s
n))
−1
j1j2
]∇j det[(φm(rsn))j2j3 ]−
ie
h¯c
A(rsj )
∣∣∣∣ 2)+ U(rsj )] ,
where ∇j represents the gradient of the j-th particle, the N × N matrix (ψCFm (rsn))j1j2 has the element ψCFj1 (rsj2).
The matrix elements of (φm(r
s
n))j2j3 consist of the Hofstadter wave function φm(rn) at νM = 1. The values of
determinants can be efficiently updated for using the propagative method presented in Ref. [32] of the main text.
To calculate the Coulomb interaction energy, we employ the Ewald summation formula for 2D system [1],
Vee =
1
2
∑
i,j
qiqjψ(ri − rj)− α√
pi
N∑
i=1
q2i , (S14)
where qi is the charge of the i-th particle in unit of |e|, the last term is an interacting energy for background, and the
first term is the electrostatic potential
ψ(ri − rj) ≡
′∑
nρ
erfc[α((ri − rj) + nq)]
|α((ri − rj) + nq)| +
2pi
S
∑
G6=0
exp(iG · (ri − rj))
G
erfc(
G
2α
). (S15)
with erfc(x) being a complementary error function, and α being Ewald convergence parameter, and nq (G) being the
direct (reciprocal) lattice of images. In our case, the positive charges form a uniform background (jellium model) [2],
the above formula is modified to:
Vee =
1
2
N∑
ij
ψ(rij)−N2
√
pi
αS
− α√
pi
N, (S16)
where N is the total number of electrons, and S is the total area of the system.
Chern-Simons current-density functional theory (CS-CDFT)
In this section, we sketch a Chern-Simons current-density functional theory (CS-CDFT), which could provide a
justification to the mean field theory employed in the main text. In general, we are treating systems described by the
Hamiltonian:
Hˆe =
∑
j
[
1
2mb
(
−ih¯∇j − e
c
A(rj)
)2
+ U(rj)
]
+
1
2
∑
i,j
′
Vee(ri − rj), (S17)
8where Vee(r − r′) is electron-electron interaction. By making a singular Chern-Simons gauge transformation that
transforms the many-body wave function by:
Ψ(r1, ..rN )→ exp(−2pi
∑
i<j
arg(ri − rj))Ψ(r1, .., rN ), (S18)
where arg(x) is the angle made between the vector x and the positive real axis, the Hamiltonian is transformed to,
HˆCF =
∑
j
 1
2mb
pˆj − e
c
A0(rj)− e
c
A′(rj)− e
c
pφ0
pi
∑
i 6=j
zˆ × (rj − ri)
|rj − ri|2
2 + U(rj)
+ 1
2
∑
i,j
′
Vee(ri − rj), (S19)
where we decompose the vector potential A(r) into two parts such that
∇×A0(r) = 2pφ0n¯e, (S20)
because we are only interested in the regime near the filling factor ν = 1/2p, and the decomposition will make the
resulting A′(r) small. We should find the ground states of the interacting systems described by (S19), for different
vector potentials A′(r) and scalar potentials U(r). We will show that it is possible to set up a non-interacting
Kohn-Sham equation, which will give rise to a set of single particle wave functions that could be interpreted as the
composite fermion wave functions. Moreover, the mapping is exact in principles.
We follow the general scheme of derivation presented in Ref. [3]. First of all, one can establish a generalized Kohn-
Hohnberg theorem, which states that the non-degenerate ground state wave function Ψ as well as A′(r) and U(r) are
uniquely determined by the distributions of the density n(r) and “paramagnetic” current density jp(r), apart from a
trivial additive constant in the scalar potential. Here, the “paramagnetic” current density is defined as:
jp(r1) =
∫
dr2 . . . drN
− ih¯
2mb
(Ψ∗(∇1Ψ)− (∇1Ψ∗)Ψ)− e
c
A0(r1) + pφ0
mbpi
∑
i 6=1
zˆ × (r1 − ri)
|r1 − ri|2
 |Ψ|2
 (S21)
As a result, the ground state energy must be a functional of n(r) and jp(r):
EV,A′ [n, jp] = F [n, jp]− e
c
∫
drjp(r) ·A′(r) +
∫
drn(r)
[
U(r) +
e2
2mbc2
A′2(r)
]
. (S22)
Furthermore, one can decompose the functional F [n, jp] as:
F [n, jp] = Ts[n, jp] +
1
2
∫ ∫
drdr′n(r)Vee(r − r′)n(r′) + Exc[n, jp], (S23)
with Ts[n, jp] being a functional of non-interacting systems, defined as,
Ts[n, jp] =
〈
Ψ0[n, jp]
∣∣∣∣∣∑
i
[−ih¯∇i − ec (A0(ri) + aCS(ri))]2
2mb
∣∣∣∣∣Ψ0[n, jp]
〉
, (S24)
where Ψ0 is the ground state wave function of a N -particle non-interacting system with the given distributions of
n(r) and jp(r), and aCS(r) is determined by:
∇× aCS(r) = −2pφ0n(r). (S25)
The ground state wave-function Ψ0 of the non-interacting reference system can be constructed from N lowest-lying
solutions of a single-body Schro¨dingier equation with effective vector and scalar potentials Aeff (r), Ueff (r):[(−ih¯∇− ecAeff (r))2
2mb
+ Ueff (r)
]
ψi(r) = iψi(r), (S26)
where Aeff (r) and Ueff (r) are functionals of n(r) and jp(r), and are chosen such that
n(r) =
N∑
i=1
|ψi(r)|2, (S27)
jp(r) = −
N∑
i=1
ih¯
2mb
(ψ∗i∇ψi − c.c)−
e
mbc
n(r) (A0(r) + aCS(r)) . (S28)
9The functional Ts[n, jp] can then be re-expressed as,
Ts[n, jp] =
N∑
i=1
i − e
c
∫
dr [A0(r) + aCS(r)−Aeff (r)] ·
[
jp(r) +
e
mbc
n(r) (A0(r) + aCS(r))
]
+
∫
drn(r)
[
e2
2mbc2
(
(A0(r) + aCS(r))
2 −A2eff (r)
)
− Ueff (r)
]
, (S29)
where i, aCS(r), Aeff (r), Ueff (r) are all functionals of n and jp.
Substituting Eq. (S29) into Eq. (S23), and minimizing the total energy functional against np and jp, one can
determine the effective scalar and vector potentials:
Aeff (r) = aCS(r) +A0(r) +A
′(r) +Axc(r), (S30)
Ueff (r) = U(r) + Uxc(r) + 2pφ0mz(r) +
∫
dr′Vee(r − r)n(r)
+
e2
2mbc2
[
A′2(r)− (A′(r) +Axc(r))2
]
, (S31)
where mz(r) is the orbital magnetization density of the non-interacting system defined in Eq. (S26), Uxc(r) =
δExc/δn(r), Axc(r) = −(c/e)δExc/δjp(r).
Equations (S26), (S30), (S31) define a self-consistent non-interacting problem, which gives rise to the same density
and current density as the true man-body ground state. When we ignore the corrections due to the exchange-
correlation effects, the equation actually has the same form as the CF-mean field employed in the main text. The
presence of the exchange-correlation effects will in general renormalize the effective scalar and vector potentials, as
indicated by Eqs. (S30), (S31). We note that the mapping of a complex many body problem defined in Eq. (S19)
to the non-interacting problem is exact, provided that one has the exact knowledges of the functionals. In practice,
one has to employ approximation (e.g., the local density approximation). In this case, one expects that the solution
should provide a sensible description to the CF-ground state in the weak potential limit.
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