We study a predator-prey model with Holling type II functional response incorporating a prey refuge under homogeneous Neumann boundary condition. We show the existence and non-existence of non-constant positive steady-state solutions depending on the constant m ∈ (0, 1], which provides a condition for protecting (1 − m)u of prey u from predation. Moreover, we investigate the asymptotic behavior of spacially inhomogeneous solutions and the local existence of periodic solutions.
Introduction
In this paper, we are interested in the following predator-prey system having Holling type II functional response with a constant proportion of prey using a refuge: a and c represent the prey intrinsic growth rate, the carrying capacity of the prey, the death rate of the predator, the maximum number of prey that can be eaten by each predator in unit time, the density of prey necessary to achieve one half the rate, and the conversion rate, respectively.
The system (1.1) is based on a Lotka-Volterra type predator-prey model with Holling type II functional response ( βu 1+au ) and incorporates a refuge protecting (1 − m)u of the prey from predation, where m ∈ (0, 1]. This leaves mu of the prey available to the predator in the functional response. For more biological backgrounds and results on the effects of a refuge use by the prey in spacially homogeneous cases, one can refer to [8, 9, 11, 13, 15, 16, 18] and the references therein.
In [6] , Du and Lou studied the positive steady-state solutions of the following diffusive predator-prey model by the effects of the saturation rate a:
where the given coefficients are all positive except d. More precisely, if the saturation rate a is large and d falls into a positive range, then spatially inhomogeneous positive steady-state solutions can arise, but this is not true for small a. They also studied the asymptotic behavior of spatially inhomogeneous solutions as a → ∞. For some interesting results on the above system with Dirichlet boundary condition, one can refer to [1, 2, 4, 5] and the references therein. The main aim of this article is to study the existence and non-existence of positive steady-state solutions of (1.1) by the effects of a prey refuge, that is to say, the existence and non-existence of non-constant positive solutions of the following elliptic system depending on the constant m ∈ (0, 1]:
Moreover, we investigate the asymptotic behavior of spacially inhomogeneous solutions. Note that (1.1), and thus (1.2), has the following three non-negative constant solutions:
(i) the trivial solution (0, 0); (ii) the semi-trivial solution in the absence of predator (K, 0); (iii) the unique positive constant solution e * := (u * , v * ), where
For the existence of positive constant solution e * , it is necessary to assume that r K(cβ − ar) < m 1 and cβ > ar.
It turns out that the non-constant positive solutions of (1.2) may exist for some ranges of the parameter m when cβ > ar. More precisely, we have the following theorem. Let 0 = μ 0 < μ 1 < μ 2 < · · · denote the eigenvalues of − in Ω under homogeneous Neumann boundary condition and S(μ) be the set of eigenfunctions corresponding to μ.
Theorem. 
This paper is organized as follows. In Section 2, we study the large time behavior of timedependent solutions, that is to say, we investigate the global attractor, the persistence property, the stability of non-negative constant solutions and the existence of periodic solutions at the positive constant solution e * of (1.1). Finally, in Section 3, we prove the existence and nonexistence of non-constant positive solutions of (1.2) for some ranges of parameter m by using Leray-Schauder degree theory.
The large time behavior of time-dependent solutions
In this section, we study the global attractor and persistence property for solutions of (1.1). Moreover, we investigate the stability of non-negative constant solutions of (1.1) and the existence of Hopf bifurcation at e * := (u * , v * ). 
Global attractor and permanence
where w = cu + v. Since
on Ω which implies the second assertion by the continuity as ε → 0. 2
The following theorem gives some sufficient conditions for the permanence of (1.1).
Theorem 2.2. Assume that cβ > ar and
for some sufficiently small δ > 0.
Proof. In view of Theorem 2.1, there exists
there exists a sufficiently small ε 1 > 0 such that
Using this inequality and (2.1), we have m <
× Ω for a sufficiently small ε 2 > 0 which is to be chosen later, and thus 
Stability of non-negative equilibria
The following two theorems are the global stability results of the semi-trivial solution (K, 0) and positive constant solution e * , respectively. 
and thus
3)
The comparison argument in (2.3) yields
By again applying the comparison argument, we see that Proof. Let (u(t, x), v(t, x) ) be a positive solution of (1.1) and define the following Lyapunov function:
where b := 1+amu * c > 0. Then we have 
and thus E (t) 0 which implies the desired assertion since the equality holds only when
Notation 2.5. Proof. The linearization of (1.1) at the positive constant solution e * can be expressed by e t = I + F e (e * ) e, where e = (u(t, x), v(t, x) 
and
X ij is invariant under the operator I + F e (e * ); and λ is an
X ij if and only if λ is an eigenvalue of the matrix −μ i I + F e (e * ). Moreover,
where
we can have
Using the given assumptions, it is easy to see that det(μ i I − F e (e * )) > 0 and trace(μ i I − F e (e * )) > 0, and thus the two eigenvalues of the matrix −μ i I + F e (e * ) have negative real parts for i 0. Finally, Theorem 5.1.1 in [10] concludes the result. 2
Hopf bifurcation
In view of the proof of Theorem 2.6, for Hopf bifurcation to occur at the positive constant solution e * , the operator I + F e (e * ) must have a pure imaginary, conjugate pair of eigenvalues, i.e., trace(μ i 
Non-constant positive steady-states
In this section, we discuss the existence and non-existence of non-constant positive solutions of (1.2).
Non-existence of non-constant positive steady-states
The following theorem gives conditions for the non-existence of non-constant positive solutions to (1.2). 
In the above theorem, notice that if m = m 0 and cβ > ar, then (1.2) only has the constant solution (u * , v * ). This will be used later when we show the existence of positive solutions of (1.2).
An a priori upper and lower bounds
To show the existence of non-constant positive steady-states, we use index theory by applying the homotopy invariance property. To this end, consider the following system for θ ∈ [0, 1]: The following Harnack inequality can be found in [12] which is useful to obtain a lower bound of positive solutions of (3.1). 
Lemma 3.2 (Harnack inequality). Let
Proof. It is easy to show that u(x) K in Ω by maximum principle and Note that the positive solutions of (3.1) are contained in C 2 (Ω) × C 2 (Ω) by the standard regularity theorem for elliptic equations [7, 17] , and thus Lemma 3.2 can be applied to the system (3.1). For simplicity, denote Γ := (K, α, β, r, a, c) . By the regularity theory for elliptic equations [7, 17] , we see that there exist a subsequence of {(u n , v n )}, which will be denoted again by {(u n , v n )}, and non-negative functionsũ,ṽ ∈ C 2 (Ω) such that (u n , v n ) → (ũ,ṽ) as n → ∞. Since (3.2) holds,ũ ≡ 0 orṽ ≡ 0. (Observe thatũ(x) K in view of Theorem 3.3.) Therefore, we have the following two cases:
Since (u n , v n ) is a positive solution of (3.1), one can obtain the following integral equation by integrating Eq. (3.1) for u n and v n over Ω, respectively: for all n 1,
Case 1. In this case, since
for sufficiently large n which is a contradiction. Case 2. Using the first equation of (3.3) and the fact that v n →ṽ ≡ 0 as n → ∞, we see that
and thus −r + cβ((1−θ)m 0 +θm)u n 1+a((1−θ)m 0 +θm)u n > 0 for a sufficiently large n which derives a contradiction again to the second integral equation of (3.3) . This completes the proof. 2
Existence of non-constant positive steady-states
To show the existence of non-constant positive solutions, we use Leray-Schauder degree theory. For the sake of convenience, define a compact operator F : X → X by 
