A cluster based web server is a web system architecture that consists of multiple server nodes distributed on a local area and is interconnected through a high speed network. The complexity of the cluster-based web service challenges the traditional approaches, which fail to guarantee the reliability and real-time performance required. In this paper, we present an Integrated Adaptive Management System (IAMS) for such service.
Introduction
Over the last few years, cluster systems have been gaining in popularity for providing web service such as commercial sites, financial services, education sites and so on. The internet application differs from traditional parallel jobs in several ways. A significant challenge is the workloads for web services tend to be bursty and fluctuate dramatically. the peak loads can be an order of magnitude larger than the average and unpredictable in the presence of extraordinary events. Over-provisioning system resources for a service site to accommodate the potential peak will not be cost-effective [1] . In addition, the web services require the service-level agreements (SLA), which guarantee reliability, availability, and quality of the service that the businesses pay for. Furthermore, multiple service classes may be hosted on shared nodes to afford better resource utilization, which introduces the issue of performance isolation.
Although cluster-based web services have been widely deployed we have seen limited research in the literature on comprehensive adaptive mechanism for resource management with QoS support.
We present an integrated adaptive management system (IAMS) for cluster-based web services. The main adaptive mechanisms in our system are:
• The resource adaptation based on the SLA event-driven mechanism
• A supplemental adaptive mechanism based on spare instances and the corresponding strategy.
• A multi-purpose control scheme incorporated in the local manager and/or application is used as the basic adaptive element to provide guarantees for overload protection, resource control, Qos control, performance isolation and management for spare instances.
The aim of our supplemental adaptive mechanism is with the spare instances to enforce policies for interrelated metrics.Our controller provides further adaptation and is applicable to various applications without changing the source code.
The features of our multi-purpose feedback control scheme are:
(1) Use reject time ratio (RTR) as control variable. For multi-purpose, the control input should be capable of affecting a variety of performance metrics in a meaningful way. RTR, the rejection time interval in control period, is proved to be the right choice.
(2) LQR based control design. Developing the controller based on the classical theory could not avoid the cumbersome trial and error approach. In addition, it is difficult to design MIMO system with classical theory. LQR approach based on modern control theory is directly performance oriented and can be used to design complex MIMO system easily. A QoS differential service scheme using multi-variable system is presented in the paper.
tolerance, when encountered with the server failure, the change of the SLA requirement, etc.
SLA-Based global resource manager
The global resource manager is event driven. When a service level threshold is exceeded, or server failures occur, an event will be sent to the global manager.
Then the unit may choose a proper actions include modifying server-set assignments, throttling incoming request streams, initiating recovery actions, and issuing Administrator alerts. The preferred remedies to the given problem are listed in detail:
1. On detecting the server failure, the warnings are issued to the global manager. For every service instance on that server, the global scheduler inquires the resource configuration database about other potential server, which could offer the same type of service. If any is found, the original instance will be migrated to the new server, and the IP sprayer automatically will bind with new instance. In addition, when the fault recovery procedure is in process, part of the requests will be redirected to the spare instance to avoid the service breakdown and the decline of SLA.
2. The global manager will instruct the corresponding local manager to restart the instance, once the service instance crashes or behaves abnormal. Also the requests will be sent to the spare instance during the fault recovery.
3.On detecting the SLA violation, the warnings are issued to the manager and penalties as stated in the SLA are collected. The manager then determines the spare instance as the long-term overload, and reassigns an underutilized server to launch a new instance. On the other hand, the manager may cut down a running instance, if the load is rather light.
Local resource management
Local manager combined with detector agent and resource controller(s) provides local resources management. The local manager is the link between the global resource manager and the service instance. The main functions are listed below:
1.Dynamically allocate and set the reference(resource utility) for spare instance controllers according to the number of working instances and their workloads in the spare node, so as to afford higher resource utilization and performance isolation.
2. Spare instance is allowed to occupy the excessive resource in a short time because of severe overload. Meanwhile, the local manager will send an event to the global manager asking more resources for the corresponding service.
Spare instance state transition
Originally the spare instance is in SPARE state. When the master instance fails or server overload occurs, some requests are redirected to the spare one, which leads to the state transition. And whether the state changes to NORMAL or EMERGENT depends on the resource occupied. To assure the availability of the spare resources, we limit the interval that the instance can be in EMERGENT state. In breach of the time limit, it will be imposed to NORMAL by the local manager. We have made a simple comparison. In our system the elapsed time of putting the spare instance into use is about 0.12 sec, while the time taken for the traditional policy is 1.05 sec for the Apache service and for Oracle 10g it is 7.69 sec.
The basic adaptation element -multi-purpose control scheme
In this section we discuss the design and implementation of the multi-purpose feedback control scheme. In the end of this section, we extend it to implement QoS differential service.
The multi-purpose control scheme using reject-timeratio (RTR) as control input is shown in Fig. 4 . In this figure, the output is performance metric measured periodically by the detector and reference is the desired value of output. The scheme consists of LQR, AC actuator and the web service itself. The actuator is responsible for rejecting or redirecting incoming requests in rejection time interval according to the RTR given by the LQR. The LQR produces optimal control signal RTR, so as to ensure the output meet the desired value and make suitable trade-off between performance error and the throughput. 
Experimental results on Tomcat
In this section, we provide some experiments including overload protection, resource utility and QoS performance control on Tomcat. Since most commercial web services are session based, all experiments are the session-based.
Testbed
The testbed consists of three Pentium IV computers as client running the workload generator. Tomcat 5.5 runs on a Pentium III 500MHz, with 512MB RAM as server machine. All the machines run Linux Kernel 2.4.21 and are connected through a LAN of 100Mb/s. In such circumstance, the capacity of Tomcat is less than 20sess/sec, for in that time the CPU utility is larger than 0.95.
Experiments for CPU utility based controller

Overload Control.
The CPU utility based controller is used in the experiment because CPU is the bottleneck of resources in our experiment environment. CPU utility is regarded as output and reference is set to 0.9. The load-performance comparison is given in Fig.-6 . Fig. 6(a) . Comparison of throughput in completed sessions Fig. 6(b) . Comparison of response time
CPU utility control.
In the experiments below, Tomcat and other applications run on the same server. The desired CPU utility of Tomcat is 50% Under a varying workload shown in Fig. 7(a) , the result shown in Fig. 7(b) illustrates the CPU utility of the original Tomcat fluctuates with the load in a large scale, and that of the augmented Tomcat fluctuates around 0.5 with a mean of 0.49 and a mean square variance of 0.004. 
Experimental results in 3-tiered web site
To provide a full-scale evaluation of our multipurpose control scheme, this section will show some experiment results in a 3-tiered web site. The experiments prove the control effect for dynamic website.
Testbed
The structure of our testbed is shown in Fig. 11 . It consists of a client node and two server nodes. Each node is dual Opteron processor 1.5 GHZ, 2G RAM with Gigabit Ethernet connected point-to-point full duplex with the switch. One server node runs the Web server and application server software, while the other contains the database. The client node drives the system with the standard workload generator TPCW.
All nodes run Red Hat Linux with the Linux kernel 2.4.21. We use Apache v2.0 for the front-end Web server, Jakarta Tomcat v5.5.12 as the application server and MySQL v5.0.18 for the database server. The controller is place in the proxy. 
Experimental result
We present the results both of the CPU utility based overload control and the response time based control experiments on 3-tiered website. For the limitation of space we will not give detail description for them. The advantage and efficiency of the multi-purpose control scheme is obviously.
CPU utility based overload control.
In our experiment, the bottleneck of resources is the CPU utility of the database MYSQL.
We use it as output and set the reference to 0.85. Fig. 12 (a) and 12(b) is the throughput and response time comparison for the controlled and un-controlled 3-tiered web site. 
Conclusion and future work
In this paper we present a SLA event-driven based integrated adaptive management system (IAMS) for cluster-based web services. The system introduces spare instances as a supplemental adaptive mechanism and a multi-purpose feedback control scheme as the basic element to enforce the policies for interrelated metrics. The controller provides flexible adaptation and can be extended to support QoS differentiated service. In addition it can be easily configured for various applications, without changing the source code.
We have presented rich experiments including overload protection, resource utility and QoS performance control both on static and dynamic website. The results illustrate our multi-purpose control scheme can offer effective QoS differential service and satisfied performance. Now the controller as the adaptive element only provides throughput different-tiation. In the future, we will make attempts to improve the differential service.
