It has been proposed that motor adaptation depends on at least two learning systems, 32 one that learns fast but with poor retention, and another that learns slowly but with 33 better retention (Smith et al. 2006 ). This two-state model has been shown to account for 34 a range of behaviour in the force field adaptation task. In the present study, we 35 examined whether such a two-state model could also account for behaviour arising from 36 adaptation to a prismatic displacement of the visual field. We first confirmed that an 37 "adaptation rebound", a critical prediction of the two-state model, occurred when visual 38 feedback was deprived after an adaptation-extinction episode. We then examined the 39 speed of decay of the prism after-effect (without any visual feedback) after repetitions 40 of 30, 150, and 500 trials of prism exposure. The speed of decay decreased with the 41 number of exposure trials, a phenomenon that was best explained by assuming an 42 "ultra-slow" system, in addition to the fast and slow systems. Finally we compared 43 retention of after-effects 24 hours after 150 or 500 trials of exposure: retention was 44 significantly greater after 500 than 150 trials. This difference in retention could not be 45 explained by the two-state model but was well explained by the three-state model as 46 arising from the difference in the amount of adaptation of the "ultra-slow process". 47
Introduction 55
It has been proposed that motor adaptation depends on at least two learning 56 systems with different speeds, one that learns fast but has poor retention, and another 57 that learns slowly but has better retention (Smith et al. 2006 ). The idea was proposed by 58 
Data analysis 228

Two-, three-, and four-state models (Experiments 1 and 2) 229
We analyzed horizontal errors because the visual field was displaced in the 230 horizontal direction. The error was defined as the discrepancy (distance) between the 231 actual position of the target and the reach endpoint, irrespective of whether the 232 participants were allowed or not allowed to see the errors. The mean horizontal error in 233 trials with no visual feedback during the pre-exposure period was adjusted to zero. We 234 then fitted the two-, three-and four-state models to the data from each participant, and 235 to the group mean of the horizontal errors averaged across the 7 (Experiment 1) and 24 236 participants (Experiment 2). To further estimate confidence intervals for each parameter, 237
we prepared 100 bootstrap data samples for each experiment by resampling 7 238 (Experiment 1) and 24 (Experiment 2) participants with replacement, and applied the 239 two-, three-, and four-state models to the mean of each bootstrap data sample (Burnham 240
and Anderson 2002). 241
The two-state model was formulated after Smith et al. (2006) with a modification 242 as follows:
where the horizontal error on the n-th trial, ) (n e , was assumed to be the sum of the 245 visual displacement, ) (n d , the total amount of adaptation, ) (n x , and a bias term. The 246 bias term was added to capture the small difference at baseline between the error on 247 trials with visual feedback versus on trials without visual feedback. The total amount of 248 adaptation consisted of the sum of states of the fast system, x f (n), and the slow system, 249 x s (n), both of which were assumed to grow in proportion to the horizontal error on the 250 previous trial, e(n−1), with constant "learning rates" of B f and B s. The larger the learning 251 rate the faster the adaptation. A f and A s denote "retention factors", which determine the 252 speed of memory decay. The smaller the retention factor the faster the decay. Thus, the 253 two inequalities reflect our assumption that the fast system learns faster and decays 254 faster than the slow system. 255
The three-and four-state models were formulated as follows: 256 where subscripts f, s, us and hs represent parameters for the fast, slow, ultra-slow and 260 the hyper-slow systems, respectively. 261
The models were fitted to the data by applying the least squares method using 262 
An exponential model for approximating the immediate decay (Experiment 2) 298
To assess the speed of after-effect decay after a short delay, we analyzed 299 horizontal errors during the Day 1 post-test in Experiment 2. As the error tended to 300 increase across trials (reflecting decay) to reach a plateau, the mean horizontal error was 301 fitted to the exponential function with a plateau, formulated as follows: 302
where e(n) is the horizontal error in the n-th trial, and k is the constant of decay. We 304 further tested whether the mean horizontal error at the end of the post-test period (i.e.: 305 on trial 50) was the same across the 30-, 150-, and 500-adaptation conditions. Student t-306 tests were used after correcting the level of significance to 0.05/3 (Bonferroni 307 correction). 308 309
Assessments of long-term retention (Experiment 2) 310
We examined long-term retention by assessing the magnitude of prism after-311 effects after a delay of 24 hours. The after-effect, defined as the mean error on the initial 312 5 trials on Day 2 (with no visual feedback), was calculated for each participant for each 313 of the 150-and 500-adaptation conditions, and conditions were compared using a 314 paired-samples t-test. We further examined whether the magnitude of the after-effect 315 correlated better with the amount of adaptation in the slow system or in the ultra-slow 316 system. 317 318 319 320
Results
321
Experiment 1 322 Figure 1A shows the average data from 7 participants. During the pre-test, the 323 horizontal error was distributed around zero. During the first exposure phase (Exposure 324 1), participants initially made leftward errors in the direction of the prismatic 325 displacement, with maximal errors of ~60 mm (trial 61), i.e.: the magnitude of the 326 displacement, but they learned to gradually reduce their errors, with the initial error 327 decreasing to less than 15 mm within 30 trials. When visual feedback was deprived, 328 during the subsequent 10 trials (trials 91-100), the error increased from 14 to 26 mm on 329 average, reflecting decay of what was learned. Further learning occurred in the next set 330 of visual feedback trials, reflected in a reduction of horizontal errors, but these increased 331 (ie: decayed) again in the next phase when visual feedback was deprived, although the 332 magnitude of error increase (decay) was smaller in this block than in the previous one. 333
In the fifth epoch of no-visual feedback trials, the error was small but still increased 334 from 4.8 mm on the first trial (trial 251) to 8.3 mm on the 10th trial (trial 260) (Fig. 1B) . 335
During the second exposure phase (Exposure 2), in which the visual field was displaced 336 60mm to the right, participants initially made a large leftward error (about 100 mm), but 337 then the error decreased rapidly. During the first few trials (trial 276 -279) of the post-338 test, participants made errors as small as 5 mm to the left (Fig. 1A and C) . This may 339 indicate that the adaptation to the initial visual displacement was completely washed out, 340
and an after-effect to the second visual displacement was observed. However, the errors 341 did not simply converge to zero, but rather crossed the zero-line and had increased up to 342 15 mm rightward within ~10 trials (trial 286 -295, Fig. 1A and C) , suggesting that the 343 adaptation to the initial visual displacement had re-emerged (adaptation rebound). 344
We assessed goodness of fit of the models to individual participant data as well as 345 to the group mean data. Data from a representative individual are shown in Fig. 2A,  346 showing changes in horizontal error and a clear adaptation rebound as for the group 347 Likewise, the two-state model performed best in 6 of 7 participants, and the four-358 state model was the worst in all (Fig. 2E) . The paired sign tests showed that the AIC 359 was significantly larger with the four-state model as compared to the two-and three-360 state models (Fig. 2E , p = 0.016 < 0.05/3, Bonferroni correction), but the difference 361 between the two-and three-state models did not reach significance. 362
As for the group mean data, more than 90% of the variance was explained by the 363 two-state model (Fig. 2C, d .c. = 0.934). However, the d.c. was not improved by adding 364 the ultraslow component because the learning constant converged to zero (Fig. 2D,  365 magenta line). Accordingly, and the two-state model yielded the smallest AIC. By 366 applying the three models to the mean of 100 bootstrap data samples, we found that the 367 two-state model was selected 91 times (model selection frequency = 0.91), the three-368 state model was selected 9 times (0.09), but never was the four-state model (0). 369 Accordingly, the sign tests showed that the two-state model was significantly better than 370 the three-and the four-state models in terms of the AIC difference (Fig. 2H, (Figs. 2I, J) . 378
379
Experiment 2 380 Figure 3A shows the average data from 24 participants. During the pre-test period, 381 the horizontal error was distributed around zero. During the exposure period, the initial 382
error was approximately the magnitude of the visual displacement (−50 mm), but 383 decreased across trials to less than 10 mm within 30 trials, and reached a plateau of ~ −5 384 mm thereafter. 385
During the post-test period, the horizontal error increased: that is, the after-effect 386 decayed in an exponential manner across trials in all conditions (Fig. 3A and B) . The 387 rate of decay was the largest in the 30-trial adaptation condition (k = 0.11), was nearly 388 halved in the 150-adaptation condition (0.058), and further near-halved in the 500-389 adaptation condition (0.026). The mean error at trial 50 was significantly different in 390 any combination of the three conditions (p < 0.0077 < 0.05/3, paired t-tests). This result 391
indicates that the rate of decay was significantly different across the three conditions. 392
Next, we examined which of the two-, three-, and four-state, models could best 393 explain these data. In a typical example (participant #19), the d.c. improved from 0.471 394 (Fig. 4A , two-state) to 0.475 (Fig. 4B, three-state) , and the AIC was also improved by (Figs. 4I, J) . 411
20
The long-term after-effect at 24 hours was tested in the 150-and the 500-412 adaptation conditions. We defined the magnitude of long-term retention as the mean of 413 the horizontal errors in the first 5 trials in the post-test period on Day 2. The mean prism 414 after-effect magnitude after 500 trials of adaptation (18 ± 12 mm, mean ± s.d.) was 415 significantly larger than that after 150 trials of adaptation (8.7 ± 11 mm) (Fig. 5B, p =  416 
0.0002, paired t-tests). 417
Previous work (Joiner and Smith 2008) suggested that retention at 24 hours 418 depended on the amount of adaptation of the "slow process" of the two-state model. 419
Hence, we calculated the magnitude of adaptation of the "slow process" at the end of 420
Day 1 for each participant, based on the two-state model, and compared that value with 421 the magnitude of prism after-effect retained at 24 hours (Fig. 5C ). There was no 422 significant correlation between the magnitude of adaptation of the "slow process" and 423 the size of the after-effect at 24 hours (r = 0.10, p = 0.50). By contrast, the amount of 424 adaptation of the "ultra-slow process" in the three-state model did correlate with the 425 amount of prism after-effect retained at 24 hours ( Fig. 5D; support the hypothesis that prism adaptation also depends on two systems, one that 449 learns fast but forgets fast, and another that learns slowly but forgets less. We further 450 fitted three-state and four-state models to the data in Experiment 1, which contained 150 451 adaptation trials. We predicted that adding the slower systems would not improve the fit 452 of the model with this number of adaptation trials. As expected, the two-state model was 453
shown to be the best in terms of the AIC. 454
In Experiment 2, which included 500 adaptation trials in one condition, we 455 predicted that the three-state model would better represent the data as a whole than the 456 two-state model. Our prediction was confirmed again: the three state model was shown 457 to be better than the two-or four-state models in terms of the AIC. In addition, the 458 amount of retention on Day 2 significantly correlated with the amount of adaptation in 459 the ultra-slow system of the three-state model at the end on Day 1, but not with the 460 amount of adaptation in the slow system (two-state model). These results consistently 461 support our hypothesis that there is a third slower component in prism adaptation in 462 addition to the conventional fast and slow systems. these speculations regarding the ocular reflex to prism adaptation, we may suggest that 518 plastic changes in the deep cerebellar nuclei are a likely candidate for the ultra-slow 519 process that would follow fast-process changes in the cerebellar cortex (Nagao et al. 520
2013). 521
The above-mentioned possibility that the fast, slow, and the ultra-slow processes 522 implicated in prism adaptation are implemented in the left POS (fast), the cerebellar 523 cortex (slow), and the deep cerebellar nuclei (ultra-slow), may seem to contradict a 524 report by Galea et al. (2011), in which the cerebellar cortex was implicated in a fast-525 learning/forgetting process and the primary motor cortex (M1) was implicated in a 526 slow-learning/forgetting process during adaptation of reaching movements to visuo-527 motor rotation. However, this seeming contradiction may be resolved by taking the 528 following points into account. Firstly, adaptation to visuo-motor rotation generally 529 inter-connecting M1 and the dentate nucleus, would be involved in long-term retention 545 of a motor memory. We therefore speculate that the ultra-slow process may be 546 implemented in a more or less distributed fashion across a cerebro-cerebellar loop inter-547 connecting the primary motor cortex, pontine nucleus, dentate nucleus, thalamus, and 548 back again to M1. 549
550
Future directions 551
In the present study, we assumed that the same error drives all three components 552 simultaneously, as has been hypothesized by the original study of Smith and colleagues 553 Adaptation Index
