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Abstract
Graphene as a carbon monolayer has attracted extensive research interest in recent years.
My research work within the frame of density functional theory has suggested that
positioning graphene in proximity to h-BN may induce a finite energy gap in graphene,
which is important for device applications. For an AB-stacked graphene/BN bilayer, a
finite gap is induced at the equilibrium configuration. This induced gap shows a linear
relationship with the applied strain. For a graphene/BN/graphene trilayer, a negligible
gap is predicted in the ground state due to the overall symmetry of the system. When an
electric field is applied, a tunable gap can be obtained for both AAA and ABA stackings.
Enhanced tunneling current in the AA-stacked bilayer nanoribbons is predicted compared
to either single-layer or AB-stacked bilayer nanoribbons. Interlayer separation between
the nanoribbons is shown to have a profound impact on the conducting features. The
effect of boron or nitrogen doping on the electronic transport properties of C60 fullerene is
studied. The BC59 fullerene exhibits a considerably higher current than the pristine or
nitrogen doped fullerenes beyond the applied bias of 1 V, suggesting it can be an
effective semiconductor in p-type devices.
The interaction between nucleic acid bases - adenine (A), guanine (G), cytosine (C),
thymine (T) and uracil (U) - and a hydrogen-passivated silicon nanowire (SiNW) is
investigated. The binding energy of the bases with the SiNW shows the order: G >
A~C~T~U. This suggests that the interaction strength of a hydrogen passivated SiNW
with the nucleic acid bases is nearly the same-G being an exception. The nature of the
interaction is suggested to be electrostatic.
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Chapter 1

Introduction

In this section I will talk about the background of my PhD research work at Michigan
Tech. In my PhD program I have been primarily doing research on two material species,
i.e., graphene related materials and silicon nanowire-based biosensors. Most of the
research work was done by employing density functional theory (DFT) and nonequilibrium Green’s function (NEGF) methods. In the first part the idea is to find a way
to induce a finite energy gap in graphene, which is gapless in the pristine form. To
achieve this goal, I have virtually designed hybrid-layered structures formed from
graphene and h-BN (hexagonal boron nitride), as well as engineering graphene strips
which are essentially one-dimensional (1D) structures. The research goal of the second
part was to understand the biosensing mechanism of silicon nanowires with respect to
DNA/RNA nucleic bases.

1.1 Graphene related materials
Graphene is a two-dimensional monoatomic layer system which has attracted great
research interest due to its remarkable electronic properties 6-8. For example, the electron
mobility of graphene can reach as high as 106 cm2/Vs at room temperature, which is
about 70 times higher than that of silicon9. This high electron mobility, combined with
the ability to well integrate with other materials, makes graphene a promising material for
high-frequency analogue electronics9. A pristine graphene monolayer can be cut into
elongated strips to form 1D structures, referred to as graphene nanoribbons (GNR) which
can be terminated by either armchair or zigzag edges. GNRs can be either metallic or
semiconducting depending on the type and width of edges

10

. Recently, the stability of

edge states and edge magnetism in graphene nanoribbons were discussed, arguing that
the intrinsic magnetism of GNRs may not be stable at room temperature 11.
Graphene’s honeycomb lattice can be described in terms of a sp2 hybridized network of
carbon atoms. Being a single-atom-thick layer, the ideal 2D graphene is a zero-gap
semiconductor, with electronic valence and conduction bands associated with  and *
1

bands derived from the pz-orbitals crossing at Dirac points in the reciprocal space6. On
the other hand, the practical realization of a graphene-based switchable device, such as a
transistor, depends on the availability of a semiconducting graphene. Since the absence of
a gap is directly linked to the equivalence of the two carbon sublattices in graphene,
removing this equivalence can lead to a gap being opened, changing the electronic
properties of graphene. The opening of the gap in graphene can be achieved in a number
of ways, e.g., through doping12,13, edge functionalization14 and chemical composition of
the substrate15-17. In recent years, considerable efforts have been made to find approaches
for developing an electrically tunable band gap in graphene18.
Positioning graphene in proximity to hexagonal boron nitride (h-BN), which has lattice
constant similar to graphene but distinguishable sublattices consisting of boron and
nitrogen atoms, has been suggested as a suitable way to introduce inequivalence in the
graphene lattice and thus open a gap. A gap of 53 meV was predicted for graphene
deposited on h-BN substrate17. The hybrid graphene/BN bilayer also shows the band gap
tunability in the presence of strain or electric field2,19-21. Nevertheless, some of the
experimental22,23 and theoretical24 investigations have shown that graphene on the bulk
BN substrate behaves like a suspending zero-gap material. These contrasting observations
can be understood in terms of a competition between the induced intraplanar strains and
the interfacial interactions for the graphene/BN system. For example, lattice constants of
graphene and a BN monolayer match with each other in a bilayer superlattice25, while
difference in the lattice constants of the graphene and the bulk BN substrate22,24 is about
1.6%. If graphene should comply with the lattice of (invariable) BN substrate, the straininduced energy penalty in graphene is likely to be relatively large which will keep two
carbon sublattices globally symmetric yielding zero-gap. For the case of a bilayer
superlattice, on the other hand, both graphene and BN compromise to match the lattice
constant with each other forming the so-called ‘commensurate’ bilayer configuration, and
the relatively small strain induced energy penalty can be thoroughly compensated by the
interlayer binding25 leading to globally asymmetric carbon sublattices of graphene.
Another carbon allotrope is represented by fullerene, which can work as molecular
nanoscale electronic devices26. Experimental and theoretical studies aimed at
2

understanding the underlying physics of molecular and nanoelectronic devices27,28 have
begun to shed light on electron transport mechanisms through molecules and engineered
nanomaterials and help identifying appropriate molecular and nano-scale architectures for
effective functional elements in electronic devices. Among others, carbon fullerene is
one of the most stable and well-known nano-scale molecular structures. Furthermore, its
structure and electron transport properties have been the subject of extensive studies for
its potential applications as spin valves29,30 and electro-mechanic amplifiers31 to name
just a couple. Carbon fullerenes are composed of a sheet of linked hexagonal rings
separated by pentagonal (sometimes heptagonal) rings that help curve the structure into a
spherical empty cage. By far the most common one is the Buckminster fullerene, C60,
discovered accidently at Rice University in the late 1980’s32. It has a high symmetry of
icosahedra Ih in which all the C atoms are equivalent with sp2 hybridization. C60, however,
does not exhibit “superaromaticity”, i. e. the electrons in the hexagon rings do not
delocalize over the molecule. Therefore C60 often acts as a semiconductor quantum dot
with an energy gap of about 1.5 eV33.

1.2 Silicon nanowire-based biosensors
Silicon is the second most abundant element in the Earth's crust and dominates the
modern industry. Silicon nanowires (SiNWs), with a diameter of ~10 nm are an
interesting family of one-dimensional nanoscale materials34 which can be seamlessly
coupled with existing devices based on silicon 35. Furthermore, the size and doping level
of SiNWs can easily be controlled during the synthesis process

34,36,37

, making them an

attractive host material for the next generation of sensing devices at nanoscale

38-41

. The

central idea is that a change in conductivity can be detected as a response to a variation of
surface electric potential

42-44

. This scheme enables sensing applications of SiNW based

field-effect transistors since the change in electric potential induced by the binding of a
target molecule to the surface of the semiconducting substrate is analogous to a change in
the applied gate voltage.

3

Chapter 2

Theoretical Methods

2.1 Density functional theory
2.1.1 Overview
Density functional theory (DFT) is a quantum mechanical theoretical method represented
as a computational approach to study the electronic structure of many-body systems. DFT
can describe the ground-state properties of materials. It is widely used in physics,
chemistry and materials science. DFT has been applied to the studies of bulk, surfaces,
molecules and atoms. Within this theory, the properties of materials can be determined by
their electron density. DFT has been widely used in simulations in solid-state physics
since the 1970s. Nevertheless, DFT was only considered to be accurate enough for
quantum chemistry calculations after the 1990s when the exchange and correlation
functionals were greatly refined. In many cases calculations based on DFT can give
results in reasonable agreement with experimental values. On the other hand, DFT is not
as computationally expensive as the traditional Hartree-Fock theory which is based on
many-electron wavefunctions45.
Although DFT calculations have achieved great success, it has intrinsic limitations which
at the moment include describing intermolecular interactions (van der Waals (vdW)
forces), excited states, transition states, strongly-correlated systems, and accurate
estimation of band gaps of semiconductors. As such, modifications on the exchangecorrelation functional46,47 or methods beyond ground-state treatment48

are being

developed.

2.1.2 The method
The tenet of DFT is based on the two Hohenberg-Kohn (H-K) theorems. The first
Hohenberg and Kohn theorem states that, for non-degenerate ground states, the external
potential is determined, to within an additive constant, by the electron density49. In this
way the N-electron many-body problem with 3N spatial coordinates is reduced to a
4

problem with 3 spatial coordinates. The second H-K theorem states that the ground state
total energy can be obtained variationally. The electron density minimizing the total
energy corresponds to the exact ground-state density.
Within the framework of Kohn-Sham DFT (KS DFT)50, the interacting electron problem
is reduced to a tractable non-interacting electron problem in an effective potential. For a
non-interacting system, the wavefunction can be written as a Slater determinant of atomic
orbitals. This effective potential includes the external potential and the Coulomb potential,
e.g, the exchange and correlation effects. The major difficulty in KS DFT is the modeling
of the exchange and correlation interactions. Local density approximation (LDA) is the
simplest yet widely used approximation, which is usually derived from a uniform
electron gas model51.
In the Born–Oppenheimer approximation52, the nuclei are kept frozen. The electrons then

&

&

feel a static external potential V. The wavefunction of the N-electron < U U1
satisfies the time-independent Schrödinger equation
N

  
& &
!2 2 N & N
H < [T  V  U]< [¦ 
i ¦V (ri )  ¦U(ri , rj )]< E<
2m
i
i
i j

,

(2.1)



Where T is the kinetic energy, V is the potential energy due to the positively charged



nuclei, U is the lectron-electron interaction energy. T and U are universal for any N-





electron system while V is system dependent. Due to the U term this many-body
equation can not be separated into single-particle equations.



Alternatively, KS DFT can turn the many-body problem with U to a single-electron



problem without U . The key element in the KS DFT method is the electron spatial
&
density Q U ,
&

QU

& &

&

& &

&

1 ³ G U ³ G U ³ G U1 < U U U1 < U U U1 .
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(2.2)

&

In principle, for a given ground-state electron density Q U , it is possible to calculate

& &
&
the corresponding ground-state wavefunction < U U U1 . Thus, all properties of

&

the system related to electrons are functional of Q U . Therefore, for an electron
&
distribution Q U , the expectation value of the total energy is

(







( >Q @  <>Q @ _ 7  9  8 _ <>Q @ ! .
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Among the three terms T and U are universal, while the energy related to V can be
written as
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The variational minimization of the total energy yields the ground-state density Q U .
The Kohn-Sham equation of the non-interacting system is
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where Vs is the effective potential, while the density is given by
&
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In detail,
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(2.8)

where the first term is the external potential (including that of the nuclei), the second term
is the Hartree energy, the third term is the exchange-correlation (XC) energy. This last
term XC accounts for all the many-body effects originating from identical particles
(Fermions), and it has no classic counterpart. The KS equation can be solved iteratively.
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The simplest approximation to the XC energy is the local density approximation (LDA).
&
Mathematically, the corresponding XC energy only depends on the local density Q U :

³ H ;&

( ;&/'$>Q @

&

Q Q U G U

.

(2.9)

Generalized gradient approximation53 (GGA) takes into account the gradient of density,
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.

(2.10)

In general, GGA can yield good results for molecular geometries and ground-state
energies. Including a component of the exact XC energy calculated by Hartree-Fock
method54 (the hybrid functionals) we can better evaluate the XC energy.

2.1.3 Pseudopotential
In the pseudopotential (PP) approach, the total energy of the ground state is given as,

7  ( LRQ^UY `  ( HH^U Y `  ( [F^UY `,

(WRW

(2.11)

where the various terms represent the kinetic energy, the coulomb interaction of the ions
with the valence electrons (in the form of PP), the valence electrons with the valence
electrons, and the exchange and correlation energy, respectively. The core contribution is
completely neglected.
Specifically, these potential terms are,
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All interactions between core and valence electrons, including Coulomb and exchange
correlation interactions, are transferred to the pseudopotential, 9

36

. The application of

pseudopotential method in fact implies a linearization of these interactions, i.e., the
corresponding potential energy is proportional to the (local) valence electron density.
However, while Coulomb interactions are linear, exchange interactions are explicitly
non-linear. If the core and valence electron densities are spatially well separated, this
linearization would not induce any serious errors. On the other hand, if there is significant
overlap between core and valence electrons, the linearization of exchange interaction will
lead to systematic error in the calculated total energy.

2.2 Electronic transport theory
Section 2.2.1, section 2.2.3 and section 2.2.4 are digested from a book written by Supriyo
Datta55.

2.2.1 Preliminary concepts
2.2.1.1 Two-dimensional electron gas (2-DEG)
One kind of mesoscopic conductor is based on n-type GaAs – intrinsic AlGaAs (AlxGa1xAs)

heterojunction, forming a thin 2D conducting layer (~100 Å) at the interface. The

band gaps of intrinsic GaAs and intrinsic AlGaAs are 1.43 eV and 1.43-2.16 eV,
respectively. Due to bands bending, the Fermi level lies inside the conduction band at the
interface, inducing electrons sharply peaked near the interface – a good 2D electron gas
(2-DEG). The donor atoms in the AlGaAs layer and the conduction electrons are
spatially separated (modulation-doping), leading to a large mobility. The carrier density
is about 2×1011/cm2 to 2×1012/cm2.
This 2-DEG features an extremely low scattering rate. The mobility μ, defined as the
ratio of the drift velocity to the electric field, provides a direct measure of the momentum
relaxation time as limited by impurities and defects. Mobility measurement using the Hall
effect is a basic characterization tool for semiconducting films. The momentum
relaxation time is calculated as
8

Pm

Wm

(2.13)

|e| .

One compromise: a pristine semiconductor has higher mobility but fewer conduction
electrons, while a doped semiconductor has smaller mobility but more conduction
electrons.
Electronic conduction in semiconductors takes place either by electrons in the conduction
band or holes in the valence band. In mesoscopic system experiments, electron flow
usually dominates.
2.2.1.2 Effective mass and density of states
In GaAs-AlGaAs heterostructures at low electric field, a single-band effective mass
equation is usually adequate to describe the electron dynamics in conduction band. The
effect of periodic lattice potential is incorporated in the effective mass m. Electrons in a
2-DEG can move freely in the xy plane but not in the z direction. The confinement along
z induces discrete subbands with different cutoff energies. Usually in semiconductors at
low temperatures only the lowest subband is occupied. In contrast, in a 10 nm thick
metallic film due to the high electron density tens of subbands are occupied and it is more
like a 3D conductor. The following single-(sub)band effective mass equation describes
the dynamics of electrons in a 2-DEG.
[ Es 

(i!  eA) 2
 U ( x, y )]< ( x, y )
2m

E< ( x , y )

(2.14)
,

where Es is the cut-off energy of the lowest sub-band, A is the vector potential, m is the
effective mass of electron. The discontinuity of bands at interface is incorporated into Es.
If U is constant, the wave functions along x and y are just plane waves. A typical value of
the effective mass of GaAs is 0.07 (times the free electron mass), if we assume U=0 (2DEG) then the two-dimensional density of states is constant for all energies exceeding
the subband cut-off Es, approximately 2.9×1010/(cm2 meV).
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If further in the y direction there is some confinement potential, the energies will be also
quantized in y. Consider a rectangular conductor, the thickness (in z direction) is very
small, say 5-10 nm. Then the z-subbands are far apart, about 100 meV. The confinement
in the y direction is relatively weak so the corresponding subband spacing is quite small.
In this chapter we assume that under normal conditions only the lowest z subband is
occupied while a number of y subbands are occupied, which are referred to as transverse
modes.
One can talk about Fermi energy (Ef) only for a system at equilibrium, and electrons fill
in the available states according to Fermi distribution. Away from equilibrium, quasiFermi level (Fn) is appropriate which can be position dependent and states group
dependent (such as electrons and holes). There are two limits of electron distribution
inside the band (E> Es) for the single band model described above. One is the high
temperature limit (non-degenerate limit), i.e., exp[Es-Ef]/kBT>>1. The occupation
possibility at Es is much smaller than one. Another is the low temperature limit
(degenerate limit), i.e., exp[Es-Ef]/kBT<<1. In the low temperature limit, the Fermi
distribution function can be simplified to a step function, and the occupation possibility at
Es is almost one. Note at non-zero Kelvin, Ef is not the highest occupied energy, and
when temperature increases Ef slightly decreases. 300 K ~ 26 meV. In this chapter we
will mainly talk about degenerate conductors.
At low temperatures the conductance is determined entirely by electrons with energy
close to Fermi energy. The wavenumber of such electrons is referred to as the Fermi
wavenumber (kf):

E f  Es

! 2k f
2m

2

.

(2.15)

Since Es is the cut-off energy of the lowest band and we assume U=0 (see, single-band
effective mass equation), Ef-Es is the kinetic energy of electrons at Fermi level. The
Fermi wavenumber of a 2D degenerate conductor at equilibrium can be calculated as

10

2Sns

kf

,

(2.16)

where ns is the equilibrium electron density per unit area. Note k f ~ ns .
2.2.1.3 Characteristic lengths
A conductor usually shows ohmic behavior if its dimensions are much larger than certain
characteristic lengths, namely, the de Broglie wavelength f, the mean free path Lm and
the phase-relaxation length L. Using equation (2.16), the de Broglie wavelength is

Of

2S / ns

.

(2.17)

For an electron density of ns=5×1011/cm2 (2-DEG), f is about 35 nm.
An electron in a perfect crystal moves as if it were in vacuum but with an effective mass.
When impurities, lattice vibrations (phonons) and other electrons lead to ‘collisions’ the
electron is scattered from one state to another, losing its initial momentum. The mean free
path Lm and momentum relaxation time

m

(the average time in which an electron loses

its original momentum) are related as

Lm

vfW m

.

(2.18)

For instance, if ns=5×1011/cm2 and we assume the momentum relaxation time is 100ps,
Lm = 30 m.
Suppose initially we have a beam of electrons, and at some point the electrons are
separated into two beams, each moving along a separate path. Later at some other point
the two beams combine together. If the phases of the two beams are changed when they
travel along the two paths, when they join together they will interfere with each other
either constructively or destructively. Rigid scatterers such as fixed impurities don’t
contribute to phase-relaxation, while fluctuating scatterers such as phonons and other
electrons do. Long wavelength phonons are less effective in destroying phase, since they
11

are more delocalized in space and tend to affect different paths in the same way. Thus the
phase relaxation time of phonon is frequency dependent, i.e.,

WM ~ (W c / Z 2 )1 / 3
where

c

is the collision time,

,

(2.19)

is the phonon frequency.

At low temperatures phonons are suppressed and electron-electron scattering dominates
phase relaxation. An electron with a small excess energy

(=E-Ef) has very few states to

scatter down into since most states below it are already full. For this reason, the scattering
is strongly suppressed by the exclusion principle as

tends to zero. In a 2-DEG the

relation takes the form as

!

WM

~

E
'2
[ln( f )  c]
Ef
'

where c is a constant. Note that when

increases



,

(2.20)

decreases, indicating an enhanced

phase relaxation. However if the mobility of the 2D conductor is low ( / m>kBT),



has

an additional component which depends linearly on temperature.
If



If >

m

m

then LM

2
then LM

v fWM

,

v2f W mWM / 2

(2.21a)

.

(2.21b)

The diffusion coefficient is given by

D v2f W m / 2 .

(2.22)

Thus

LM2

DWM (If > m).

If ns=5×1011/cm2, vf=3×107cm/s.
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(2.23)

2.2.2 Singlle molecullar energy
y level mod
del
Current
C
is on
ne kind of flux
f
of mattter, so norm
mally it corrresponds to non-equilibbrium
sttates. In this section the coherent tran
nsport is connsidered, i.e., with no ennergy transfeer.
A typical mo
odel to describe electron transporrt through a molecule is a sandwiched
sttructure, i.e.. a moleculle connected
d to left annd right mettal leads. T
There are seeveral
parameters to
o describe the whole systtem regardinng electron trransport: thee energy leveels of
he isolated molecule,
m
thee chemical potential of thhe metal leaads, and the ccoupling bettween
th
molecule
m
and
d leads.
For simplicity
y, we assum
me that the molecule has oonly a singlee energy levvel 0, and it’’s not
ch
hange when
n connected to leads. Th
he chemical potential off metal leadss is defined as 0.
In
n the Smeagol program package,
p
0 of
o the left annd right leadd are the sam
me. When a bbias V
iss applied, th
he potential of left lead
d becomes  L=0+V/2 aand that of the right leead is
R=0-V/2, fo
orming a biaas window [
[ 0-V/2, 0+
+V/2]. The ccoupling to tthe left and right
leead is depicted by L and
d R respectiively, i.e. thee hopping prrobabilities aare L/ andd R/.
The
T stronger the couplin
ng the quick
ker the elecctron flows from (to) thhe electrodee into
(ffrom) the mo
olecule.

Figure 2.1 Diagram illlustrating the molecular ennergy level 0 lying betweeen L and R
R.

There
T
are thrree kinds of energy align
nment betweeen moleculle and leads, i.e. ᬅ0 > L >
R, ᬆL > 0 > R, and ᬇ
ᬇ L > R > 0. Only thhe second ccase allows eelectron trannsport
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from left lead to molecule, and then from molecule to right lead (Figure 2.1). Current is
suppressed in the other two cases, since either the molecular energy level is empty (ᬅ)
or there are no empty states available in the right lead (ᬇ).
By this simple model, the time-averaged non-equilibrium charge on the molecule N (the
population) can be calculated self-consistently. As a consequence, the calculated current
is

I

2e *L*R
( f (H 0 , P L )  f (H 0 , P R ))
h *L  *R

(2.24)

where f is the Fermi distribution.
There are several features of the calculated current. 1. As long as the molecular state lies
outside of the bias window, there is no current. The size of the gap (the bias range within
which there is no current) is given by 4|0- 0|. This is to say, the current is suppressed
with a small bias unless 0=0 (rarely!). When chemical potential of leads (0) is far from
the molecular energy level (0), the gap is large. 2. When the bias is equal to 2|0- 0| (half
the gap), current quickly jumps to the maximum value

I max

2e *L*R
h *L  *R

(2.25)

Note that I max is independent of the energy levels of electrodes and molecule, and only
relates to the coupling!
A more realistic model can be considered by including changes to the Hamiltonian
arising from changes in the occupation of the molecular energy level, i.e. the charging
effect in the framework of a single energy level model.
A simple approximation is to assume that the energy level has the following form

14

H H 0  U SCF ,

(2.26)

where the molecular energy level shift is given by

U SCF U u ( N  2 f (H 0 , P0 ))

(2.27)

USCF is the correction of the molecular energy level, due to the change of electron
population on the molecule, including classical electrostatic potential and possibly
quantum electron-electron interactions. N denotes the non-equilibrium electron
population on molecule while 2 f (H 0 , P0 ) denotes the electron population when no bias is
applied. This equation assumes a linear relationship between energy change and
population change (charging effect) with U being the coefficient.
When charging effect is included, the change of I-V characteristics is: when the bias is
increased to 2|0- 0| current doesn’t jump to I max quickly, rather, it increases from zero
linearly, until goes to I max at 2|0- 0|+2U. Note I max is still given by equation (2), i.e. it’s
still solely dependent on the coupling!
Another interesting consequence of charging effect is, if *L z *R , I-V curve is
asymmetric, i.e. the response of current under positive bias is different from that under
negative bias. A more realistic description of this model might eventually lead to
rectification!

2.2.3 The conductance
2.2.3.1 Resistance of a ballistic conductor

The conductance of a macroscopic conductor is inversely proportional to the length of the
conductor. However, experiments indicate the measured conductance approaches a value
of Gc (contact conductance) when the length of the conductor is much smaller than the
mean free path Lm. We always assume that the contacts are much more conducting than
the conductor to be measured so that the applied voltage drops entirely across the
15

conductor. Gc is referred to as the contact conductance, and corresponds to only the
resistance for a ballistic conductor (no intrinsic scatterer).
An electron can usually exit from a narrow conductor into a wide contact with negligible
probability of reflection, and we refer to the wide contact as a ‘reflectionless’ contact.
The conductance quantum G0 is

G0

2e 2
h

(12.9k:) 1

,

(2.28)

12.9 k (or equivalently 7.748 × 10-5 siemens) is the contact resistance of a single-moded
conductor.
For a ballistic conductor the applied bias entirely drops at the two interfaces but none
inside the conductor. If the conductor has M (transverse) modes (i.e., subbands) available,
then the contact resistance is

12.9k:
. Obviously, the contact resistance is inversely
M

proportional to the number of modes. For a thin rectangular conductor, assuming electron
transport is along the length direction, the number of modes M is proportional to the
conductor width, M

Int[

W
] . Assuming a Fermi wavelength of 30 nm, the number
Of / 2

of modes in a 15 m wide field-effect transistor is approximately 1000, so the contact
resistance is about 12.9 .
2.2.3.2 Landauer formula

A macroscopic conductor usually follows the ohmic scaling law: G=W/L. For smaller
conductors there are two corrections. Firstly, there is an interface resistance (contact
resistance) independent of the length L of the sample. Secondly, the conductance doesn’t
decrease linearly with the width W. Rather, it depends on the number of transverse modes
in the conductor and decreases in discrete steps.
The Landauer formula is
16

G

2e 2
MT
h
,

(2.29)

where M is number of modes, T is the average probability that an electron injected at one
end of the conductor will transmit to the other end. For a ballistic conductor ܶ ൌ ͳ.
The Landauer formula can be rewritten as
R

G 1

h
h 1T
 2
2
2e M 2e M T .

(2.30)

The resistance R is given by the contact resistance, which is independent of ܶ, and the
‘actual’ resistance of the conductor, respectively. If ܶ ൌ ͳ the second term vanishes
(ballistic).
For a wide conductor with many modes the conductance is

G e2WNs (X f T / S )

,

(2.31)

where ܹ is the width, ܰ௦ is a constant ሺ݉Τߨଶ ሻ , ݒ is Fermi velocity and ܶ is
transmission.
The Einstein relation describing the relationship between conductivity and diffusion
coefficient is

V

e2 N s D

.

(2.32)

The transmission probability through a conductor of length  ܮis

T

L0
L  L0 ,

where ܮ is a characteristic length of the order of a mean free path.
Thus the conductance can be written as
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(2.33)

G

VW
L  L0 .

Note if ܮ ا ܮ then G approaches a constant of

(2.34)

VW
L0

. If ܮ ب ܮ then the resistance is

proportional to L (Ohm’s law resumes).
2.2.3.3 The location of resistance

Consider a conductor with M modes sandwiched between two contacts. This conductor is
also called a ‘waveguide’. For simplicity, we assume that there is only one scatterer (X in
the Figure 2.2 ) with transmission probability T. The positive direction is defined as from
left to right.
On the left of X, the +k state can enter the conductor from left electrode without
reflection, so the Fermi energy for +k state is the same as left electrode, i.e., 1. Similarly,
the Fermi energy of -k state on the right of X is 2.
The distributions of electrons of ݇ states on the right and electrons of െ݇ states on the
left are not as simple. Assuming zero temperature, the states of both ݇ and െ݇
directions below 2 are fully occupied. Between 1 and 2 the situation is more complex
since electrons get scattered at X. In the near left and near right regions (within a few
energy relaxation lengths to X) the electron distributions are highly non-equilibrium
distributions, so no Fermi distributions can be achieved.
However, farther from the scatterer, Fermi distributions are reestablished (Far left and Far
right as shown in Figure 2.2).
The corresponding quasi-Fermi levels F for െ݇ states in the far left region and F for ݇
states in the far right region can be estimated by noting that the total number of electrons
should be conserved,
F ' P 2  (1  T )[ P1  P 2 ] ,
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(2.35a)

F ' ' P 2  T [ P1  P 2 ] .

(22.35b)

Figure 2.2 Upper:
U
a scheematic view of one waveguuide (conducttor) sandwichhed between tw
wo
electrodes.
e
Th
he left electro
ode has a high
her electrocheemical potentiial (1) than tthe right electtrode
(2). Lower:
L
The no
ormalized elecctrochemical potential for both െ݇ andd ݇ states.

These
T
are the inelastic pro
ocesses that are responsiible for the eenergy relaxxations in thee near
leeft and near right
r
regionss.
Iff we assum
me P1

1 and
d P2

0 we can plot thhe normalizzed potential of electroons at

different posiitions (Figurre 2.2 lower panel). The contact resistance of െ݇
݇ states locaates at
th
he left interfface while th
hat contact resistance
r
off ݇ states llocates at thhe right interrface.
There
T
is a shaarp drop of potential
p
acro
oss the scatterer for bothh െ݇ and ݇
݇ states.
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The scatterer resistance and the contact resistance are:
GS

1

GC

1

h 1 T
2e 2 M T ,

(2.36a)

h
2e 2 M .

(2.36b)

The potential drop I / GS indeed occurs right across the scatterer. On the other hand, the
corresponding energy dissipation occurs over an energy relaxation length which is the
1

distance required to dissipate the Joule heat associated with GS , i.e. it is not localized at
the scatterer.
There is a charge imbalance around the scatterer: electrons pile up to the left of the
scatterer while there is a deficit to the right, forming a mesoscopic dipole around each
obstacle known as a ‘resistivity dipole’. This build-up of charge takes place over a
screening length which is a few angstroms in metals but can be hundreds of angstroms in
typical semiconductors.
1
The screening length can be expressed by a distance of E as

E 1

aBd / 2

aB

4SH! 2 / me2 ,

,

(2.37)

where aB is the Bohr radius,
(2.38)

d is the thickness of the 2-D electron system, H is the dielectric constant of the material,

m is the effective electron mass. For example, for a 10 nm thick GaAs 2-D
semiconductor, m ~ 0.07m0 , H

12.6H 0 , then the Bohr radius is about 10 nm, and the

screening length is about 5 nm. In metals the density of states is much higher so the
screening length is much shorter.
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2.2.4 Non-equilibrium Green’s Function (NEGF)
2.2.4.1 Correlation and scattering functions

In a semiclassical picture, it is enough to describe a multiple-electron system by
distribution function ݂ሺ݇ሻ , which specifies the number of electrons occupying a
particular state ݇. However, in phase-coherent conductors electron correlation has to be
considered, since the phase-relaxation length is not very short. Phase correlation is
nothing but the correlation between electrons with different states. In this case, density
כ
(rather than ݂ሺ݇ሻ!) is appropriate to describe the system, which
matrix ߩሺ݇ǡ ݇ ᇱ ሻ ൌ Ȳ Ȳᇱ

includes additional information regarding phase-corrections.
In general, a two-time-dependent correlation function of the form  ܩ ሺ݇ǡ ݇ ᇱ Ǣ ݐǡ ݐԢሻ
(correlation function  ܩ or െ݅ ܩழ ) is needed to describe the correlation between the
amplitude in state ݇ at time t and that in state ݇Ԣ at time ݐԢ. Density matrix ߩሺ݇ǡ ݇ ᇱ Ǣ ݐሻ is a
‘subset’ of the correlation function obtained by setting  ݐᇱ ൌ ݐ.
ߩሺ݇ǡ ݇ ᇱ Ǣ ݐሻ ൌ ሾ ܩ ሺ݇ǡ ݇ ᇱ Ǣ ݐǡ ݐԢሻሿ௧ ᇲ ୀ௧ ,

(2.39)

In a steady-state Ȳሺݐሻ ൌ Ȳ ݁ ିఠ௧ and by using Fourier transformation we can get the
energy-resolved information  ܩ ሺ݇ǡ ݇ ᇱ Ǣ ܧሻ . This is convenient to describe scattering
processes which transfer electrons from one energy to another. If we are only interested
in steady-state transport, ܩ ሺ݇ǡ ݇ ᇱ Ǣ ܧሻ is enough to describe correlation and we don’t need
 ܩ ሺ݇ǡ ݇ ᇱ Ǣ ݐǡ ݐԢሻ.

The occupation ݂ሺ݇ሻ function can be written in terms of the correlation function
f (k )

1

³ 2S G

n

(k , k ; E )dE

.

(2.40)

This is true in any representation. For example in real space the electron density is
n( r )

2u ³

1 n
G (r , r ; E )dE
2S
,
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(2.41)

where a factor of 2 assumes degeneracy of the two spin components.
Gn refers to the correlation of electrons, while Gp (or +iG>) refers that of holes. The
inflow of electrons can alternatively be viewed as outflow of holes, whose number is
given by ሺͳ െ ݂ሻ.
In the semi-classical picture the scattering function Sout(k,t) tells us the rate at which
electrons are scattered out of a state k assuming it is initially full. Like correlation
function, in the quantum mechanical picture we need to generalize this concept to include
phase-correlation
Sout(k,t)  out(k,k;t,t)
Again, in steady-state out(k,k;E) is enough to describe the outscattering.
Similarly, in describes the inscattering.
The set of four functions Gn, Gp, in and out provides us with the language needed to
include phase-correlations into a transport problem. In standard literature the counterpart
is –iG<, +iG>, -i< and +i>, respectively. The classical analog is ݂, ሺͳ െ ݂ሻ, Sin and Sout,
respectively.
2.2.4.2 Self-energy and the Green’s function

Consider a model of a conductor coupled with several leads. The Green’s function gives
us the response at any point (inside or outside the conductor) due to an excitation at any
other. For non-interacting transport the only excitations we need to consider are those due
to waves incident from the leads. The real power of Green’s function is evident when we
include the interaction effect (electron-electron or electron-phonon). Such interactions
give rise to excitations within the conductor, and can not be described by simple S-matrix.
In Green’s function concept, the response R is related to the excitation S
R=GS,
22

(2.42)

where G is Green’s function.
Or, we can express the problem as
=GS=[E-H]-1S,

(2.43)

where  is the wavefunction, H is the Hamiltonian operator and S an equivalent
excitation term due to a wave incident from one of the leads in the multiple-terminal
problem.
H{

(i!  eA) 2
 U (r )
2m
,

(2.44)

The inverse of a differential operator is not uniquely specified unless the boundary
conditions are given. Commonly, two different Green’s functions (retarded and
advanced) are defined corresponding to two different boundary conditions.
The Green’s function G(x, x) can be viewed as the wavefunction at x resulting from a
unit excitation applied at x. Retarded Green’s function (GR) represents the outgoing
waves that originate at the point of excitation while advanced Green’s function (GA)
represents the incoming waves that disappear at the point of excitation (Figure 2.3).
One way to incorporate the boundary conditions (far from excitation, e.g. is it an
outgoing wave (retarded) or an incoming wave (advanced)?) is to add an infinitesimal
imaginary part to the energy. In general the retarded Green’s function is defined as

GR

[ E  H  iK ]1 (K o 0 ),

(2.45)

while the advanced Green’s function is defined as

G A [ E  H  iK ]1 (K o 0 ),
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(2.46)

Figure 2.3
2 Retarded (upper)
(
and ad
dvanced (low
wer) Green’s fu
function for a 1D system. A denotes
thee amplitude off wavefunctioons.

The smaall imaginarry part of the energy introduces
i
aan imaginarry componeent to the
wavenum
mber.
݇ ՜ ݇ሺͳ
݇  ݅ߜሻ,

(2.47)

From herreon we willl generally refer to the reetarded Greeen’s functioon as just thee ‘Green’s
function’’.
To study
y the respon
nse to excitaation, we need to solve the differenntial equatioon for the
Green’s function
f

[G R ]1 G R (r; r ' ) [ E  H  iK ]G R (r; r ' ) G (r  r ' ) ( K o 0 ),

(2.48)

where deelta function
n is a unit excitation,
e
GR is a diffeerential operrator, GR(r; r) is the
response function wee need to find
d.
A comm
mon approach
h to solve su
uch a differential equatiion like the above equaation is to
discretizee the spatial coordinate so
s that the Green’s
G
functtion becomes a matrix.

G R (r; r ' )  G R (i; j ) ,
where thee indices i an
nd j denote points
p
on a discrete
d
latticce.
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(2.49)

The above equation becomes a matrix equation (the method of finite differences!)

[(E  iK )I  H ]G R (i; j) I .

(2.50)

Note H in (2.50) is the matrix representation of the Hamiltonian operator. Now we can
calculate G R by inverting the matrix [(E  iK )I  H ] numerically.
Keep in mind that we are dealing with a model of one conductor coupled with several
semi-infinite leads. To describe this system, the overall Green’s function can be written
as

GR

[ EI  H c  6 R ]1

,

(2.51)

where

6R

¦6

R
p

R
and 6 p (i, j)

t 2 g Rp ( pi , p j )

p

.

(2.52)

R
Hc is the Hamiltonian of isolated conductor, 6 p is an effective Hamiltonian arising from

the interaction of the conductor with lead p, t is the coupling between conductor and lead
R
and g p

[(E  iK)I  H p ]1 the Green’s function for the isolated semi-infinite lead p.

The overall Green’s function G R represents the propagation of electrons between two
points inside the conductor, taking the effect of leads into account through the term 6 R .
6 R is often referred as ‘self-energy’ due to the leads. The interaction of the electrons with

phonons and other electrons is also called self-energy. The advanced Green’s function
G A and the advanced self-energy 6 A are the Hermitian adjoints of the corresponding

counterparts

GA

[G R ] and 6 A [6R ] ,

(2.53)

G R describes the coherent evolution of an electron from the moment it is injected until it

loses coherence either by disappearing into a lead or by scattering into a different state
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(due to electron-phonon or electron-electron interactions) where a new coherent
trajectory is initiated. The self-energy 6 R describes the effect of the leads and the
interactions on the electron dynamics.
The correlation function and the Green’s function has the following relation

Gn  G p

i[G R  G A ] { A .

(2.54)

The spectral function A represents a generalized density of states, showing the nature of
the allowed electronic states, regardless of whether they are occupied ( G n ) or not ( G p ).
Another relation is

6in  6out

i[6 R  6 A ] { * ,

(2.55)

The function * determines the rate of loss of electrons by scattering. A and * are related
by
A

G R *G A

G A*G R ,

(2.56)

At equilibrium, all states are occupied according to a single Fermi function f 0 ( E)

determined by the electrochemical potential. If we are interested in the equilibrium
quantities only, the retarded Green’s function contains all the information we need. We
n
p
can calculate the spectral function A using G  G

i[G R  G A ] { A . Then the

correlation functions can be calculated by

G n (E)

f 0 ( E ) A( E ) , G p ( E )

(1  f 0 ( E )) A( E ) .

(2.57)

On the other hand, the central result of the NEGF is a kinetic equation relating the
correlation functions to the scattering functions:
Gn

G R 6 in G A , G p
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G R 6 out G A .

(2.58)

The inscattering function 6 in tells us the rate at which electrons come in, so that it seems
reasonable in the above equation that the electron correlation function G n should be
proportional to it. Similarly it is reasonable that the hole correlation function G p be
proportional to the outscattering function 6 out .
In the following I will describe the self-energy and correlation function in an analogy
way.
The correlation function Gn(r, r) is a quantum generalization of the electron occupation
(or electron density in real space representation). Let’s think about the human population
in Houghton and Chicago. The on-site correlation function (Gn(r, r), or (r)), shows how
happy people feel with each other in Houghton. The happier, the lower the ‘energy’ is.
The off-site correlation function shows how happy people in Houghton are with people in
Chicago. Again, the happier, the lower the energy is.
The self-energy represents the dynamic change of electrons: scattering (from one place to
another place, or from one state to another state). Specifically, self-energy is related to
the interaction between conductor and leads, or the phase-breaking interactions (electronelectron, or electron-phonon) inside the conductor. In analogy, the self-energy can be
thought as the population transfer between Houghton and Chicago. In general, the higher
the population, the higher the transfer rate is. This relation can be reflected by equation

Gn

G R 6inG A , G p

G R 6 out G A .

Furthermore, the SCF iteration method can be useful in the field of sociology. One can
estimate the population distribution across the US, or even across the whole world. The
central idea is, the realistic population distribution corresponds to the ground state, which
has the lowest energy. Thus, it is essential to parameterize the ‘self-energy’ and
‘correlation function’ in the SCF iteration method.

2.3 The SIESTA code
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2.3.1 Introduction
The full name of SIESTA is ‘Spanish Initiative for Electronic Simulations with
Thousands of Atoms’ which is developed in Europe56. SIESTA can do standard DFT
electronic structure calculations and ab-initio molecular dynamics simulations.
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TranSIESTA module

The

by which electronic transport calculations can be performed has

also been incorporated into SIESTA starting from version 3.0.
The main features of the program:
x

Standard LDA or GGA approximations.

x

Norm-conserving pseudopotentials in the fully non-local form.

x

Flexible linear combination of atomic orbitals (LCAO) as basis set. Off-site
orbitals (ghost atoms) are applicable.

x

Electron density is projected onto a real-space grid.

x

Written in Fortran 90. Parallel calculations can be performed under MPI.

The main properties that can be determined are the following:
x

Total and partial energies.

x

Atomic forces and stress tensor.

x

Electron density and electronic structure.

x

Geometry relaxation.

x

Constant-temperature molecular dynamics.

x

Non-equilibrium electron transport transmission functions and I-V characteristics.

2.3.2 Application of pseudopotential
First-principles ionic pseudopotentials are extracted from atomic calculations by some
scheme. In the first step, a neutral (screened) atomic pseudopotential 9

O

(l being the

angular momentum quantum number) is obtained58. To apply PP to crystals or molecules,
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O

an ionic (unscreened) PP 9LRQ is obtained in the second step by subtracting from 9 the
O

Coulomb and exchange-correlation potentials.
Louie et al. proposed the following formulism58,

&

&

OV
9LRQ
U

&
where [ (r )

&

&

9 OV U  9HH UY U

&
&
&
 9[FV UY U  UF U [ U

,

(2.59)

&

Uv (r )  Uv (r )
&
& , V is the spin component.
U v (r )  U c (r )

In this formalism, the total exchange and correlation potential, including the nonlinear
core-valence term, is subtracted from the screened potential. To avoid the complexity of
taking into account the full core charge with its very high Fourier components, Louie
replaced the full core electron density by a partial core electron density. This partial core
electron density is equal to the true core electron density outside some radius r0 and
arbitrary inside. Louie found r0 may be chosen as the radius where the core charge
density is from 1 to 2 times larger than the valence charge density, so that most of the
overlap between core and valence electron density is found for r>r0. The partial core
electron was chosen to be
 ܣሺݎܤሻ Ȁ ݎif ݎ <ݎ

ߩ௧
ሺݎሻ ൌ ൜ 
,
ߩ ሺݎሻif ݎ ݎ

(2.60)

where A and B are determined by the value and the gradient of the core electron density
at r0.
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Figure 2.4 (a) Electron wave functions of all-electron (AE) calculation, (b) pseudopotentials
without partial core correction, (c) AE 1s wave function and pseudo 2s and 2p wave functions,
and (d) pseudopotentials with partial core correction.
Table 2.1 The valence orbitals eigenvalues: AE (all electron) calculation vs. PP (pseudopotential)
calculations. LDA functional is used.
AE

nl
2s
2s
2p
2p

Spin

Occupation

nl

-0.5
1.0000
0.5
0.0000
-0.5
0.0000
0.5
0.0000
PP, no core correction
Spin
Occupation

2s
2s
2p
2p

0.5
0.5
0.5
0.5

nl

PP, core correction
Spin
Occupation

2s
2s
2p
2p

0.5
0.5
0.5
0.5

1.0000
0.0000
0.0000
0.0000

1.0000
0.0000
0.0000
0.0000
30

Energy level (eV)
-0.23265113
-0.13826778
-0.09844391
-0.02981598
Energy level (eV)
-0.23263631
-0.12074134
-0.10765243
-0.02565891

Energy level (eV)
-0.23264902
-0.13847716
-0.09862258
-0.02974995

2.3.3 Calculate work function by SIESTA
The work function W of a metal is closely related to its Fermi energy yet the two
quantities are not exactly the same. This is due to the surface effect of a real-world solid:
a real-world solid is not infinitely extended. Indeed, the charge distribution in those cells
near the surface will be distorted significantly from that in a cell of an ideal infinite solid,
resulting in an effective surface dipole distribution.
The work function of the metal with surface is defined as W= -Ef+WS where Ef is Fermi
level of metal, and WS accounts for the potential difference due to effective surface
dipole.
In the Siesta program, the Fermi level given in the output files is ill-defined59. For
example, in a gold bulk calculation including only 1 atom in the primitive cell using
Transiesta’s PP with a moderate accuracy (16x16x16 k sampling, 200 Ry), the Fermi
level calculated by Siesta is -3.32 eV, without defining zero of the energy level for gold.
However, SIESTA calculates the deformation energy V, which is defined as the
difference of crystal potential and the superposition of neutral-atom potentials. V is
integrated to zero in one unit cell. In other words, the average value of V within one unit
cell is zero. Thus, with a model of gold surface including vacuum we can determine the
work function of gold bulk, as described.
First, we need the information of V. Siesta (version 3.0-rc2) output provides the VH and
VNA files, representing the total electrostatic potential and neutral-atom potential,
respectively. Taking use of the ‘pot.exe’ tool included in Smeagol60, we can get the
plane-average potentials along z direction (the gold surface of interest is perpendicular to
z), see Figure 2.5.
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Figuree 2.5 Nine lay
yers of gold an
nd vacuum filll in the unit ccell, as shownn in the insertt. The z
direction is along gold
d 111. The plaaner averaged
d VH (solid) aand VNA (dasshed) is plotteed along z
direction.. Two unit cellls are includeed in the plottting. The bluee insert repressents one repeating cell
of the calcu
ulated model.

Then, by
y calculating
g the differeence of (aveeraged) potenntials VH aand VNA, w
we get the
(averaged
d) V, as plo
otted in Figu
ure 2.6.
We found
d that the av
veraged V throughout
t
one
o unit cell (area boundded by solid red lines)
is indeed
d zero. Accorrding to the common co
onvention, thhe potentials of VH, VNA and V
should alll converge to
t zero deep in vacuum. However, oonly VNA gooes to zero inn vacuum,
as shown
n in Figure 2.5 and Figu
ure 2.6. Thiis just refleccts the fact tthat the criterion that
Siesta uses is, again, to average V
 in one un
nit cell to zerro. What pottential, i.e., V
VH, VNA
or V should be considered? It is the V, sin
nce all energgy eigenvaluues in Siestaa take it to
be the reeference poiint. In the common con
nvention (wee call this cconvention tthe reality
representtation hereaffter for simp
plicity), V is
i set to zeroo in vacuum
m. As shown in Figure
2.6, the difference of
o V betweeen the centrral gold layyer and vacuuum is 1.98 eV. This
means, th
he value of V
 within th
he central go
old layer in tthe reality representatioon is -1.98
eV. Notee although that
t
the abso
olute values of energiess are not thhe same in tthe reality
representtation and in
n the 9-layer-model rep
presentation (the calculaation model shown in
Figure 2..5), the energ
gy differencee in any reprresentation i s definite.
If we asssume V in the
t reality reepresentation
n, as a propeerty of gold crystal, hass the same
value witthin the cen
ntral layer in
n our nine-laayer model ((area boundeed by dasheed lines in
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Figure 2.6) and within one (111) layer in an infinite gold bulk, we can then calculate the
value of Ef of bulk gold in the reality representation. As stated above, the Fermi level of
gold infinite bulk is -3.32 eV, and we know that the zero energy level in the reality
representation is -1.98 eV, then the ‘real’ gold Fermi level is -3.32+(-1.98)= -5.30 eV.
How should we interpret this ‘real’ Fermi level?

Figure 2.6 The planar averaged V of nine layers of gold and vacuum. V=VH-VNA

On one hand, this value (-5.30 eV) reflects the property of infinite gold bulk, since -3.32
eV is the result in an independent infinite bulk calculation. On the other hand, this value
reflects the effects of gold (111) surface, since the variation of V along z direction in
Figure 2.6 describes the property of gold (111) surface. Thus, we can argue that, the
value of 5.30 eV is the work function of gold bulk along (111) surface, in good
agreement with the value of 5.31 eV in experiment61.
One may wonder how many gold layers are necessary to calculate the work function. For
this purpose, we also did similar calculations for models including 3 and 6 gold atomic
layers in presence of vacuum. We found that the difference among these models is very
small, i.e., the zero energy level in the reality representation calculated within 3-layer
model and 6-layer model differs from 9-layer model as zero and 0.03 eV, respectively.
Therefore it can be concluded that even 3 gold layers can yield a reasonably good zero
energy point in gold bulk in our computational model.
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Now let’s consider the work function of graphene which is deposited on gold (111)
surface. The lattice constants of graphene and gold bulk are 2.46 Å and 4.08 Å,
respectively. When graphene is deposited on gold (111) surface, good lattice matching
can be formed (Figure 2.7). Although the primitive cell of graphene and gold surface is
different due to different crystal symmetry, one common unit call can be ‘made’ which
contains 8 carbon atoms in graphene layer and 3 gold atoms in gold (111) surface,
respectively. The lattice mismatch between graphene and gold is about 1.5%. In our
calculation, we make the lattice parameters of graphene fixed and make the wettice
parameters of gold match that of graphene, since the band structure around Fermi level is
more sensitive in the case of graphene than gold. We take the geometry as shown in
Figure 2.7, i.e., within each unit cell, one gold atom of the (111) surface is on top of one
carbon atom of one sublattice of graphene, one gold atom is on top of one carbon atom of
the other sublattice of graphene, while the last gold atom is on top of the center of one
graphene hexagonal ring.

Figure 2.7 The lattice matching between graphene and gold (111) surface

We note that the procedure needed to calculate the work function of graphene deposited
on gold surface is essentially the same as the one we used to calculate the work function
of gold surface without graphene. On one hand, the gold Fermi level as a bulk property,
should not be changed by the deposited graphene, since in reality the number of atoms in
gold bulk should be much higher than that in one graphene monolayer. On the other hand,
the variation of deformation energy V along z direction should reflect the properties of
both gold-graphene interface and graphene-vacuum interface. In Figure 2.8 we plotted
the planar average V as a function of z coordinate, with one graphene layer deposited on
the right surface (left panel) and two graphene deposited on both surfaces.
34

Figure 2.8 The planer averaged V of gold layers with one (left) and two (right) layers of
graphene deposited as a function of z. As Figure 2.5 and Figure 2.6, two unit cells in calculation
are shown.

As shown above, if only one graphene sheet is deposited on one side of gold layers, the
left and right surfaces of gold become asymmetric. This asymmetry induces a numerical
error, i.e., the value of V is not constant in the vacuum region. In contrast, if both gold
surfaces are deposited by graphene, V is constant in vacuum and a good evaluation of
V difference between the region deep inside gold and vacuum can be pursued. Adopting
the calculation model of the right panel of Figure 2.8 we obtain V to be 1.65 eV,
indicating that the value of V in gold bulk is -1.65 eV in the model containing two
graphene sheets. With the same method we used to calculate the work function of gold
(111) surface without graphene, we get the work function of gold with graphene
deposited on (111) surface as 4.97 eV, i.e., 0.33 eV smaller than gold without graphene
deposition.
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Chapter 3 The Effect of Single-Atom Doping on
the Electronic Transport Properties of C60
Fullerene1
3.1 Introduction
C60 is a true nanoscale single molecule. Its electronic structure and energy levels can be
considerably affected by modifying a single atom in its structure. Thus, doping of
fullerenes can be generally expected to change their electronic conductivity due to
modification in the density of states near the Fermi surface. Indeed, a recent experimental
study62 has shown that the NC59 molecule acts as a molecular rectifier in a double barrier
tunnel junction via the single electron tunneling effect.
Following the semiconductor analogy, one may find that B and N atoms substituting C
atoms in the fullerene cage can act as “acceptors” and “donors”, respectively, thus
modifying its electron transport properties similar to what happens to Si. In order to
realize such p- and n-type doped fullerenes, there have been several attempt in the recent
years to synthesize BC5963 and NC5964.

These experimental efforts have been

complimented by several theoretical studies focused mainly on the calculations of the
stability and electronic properties of BC5965 and NC5966,67.
While BC59 and NC59 offer a substitutional approach to modify the electronic structure of
fullerene for electronic device applications, endohedral fullerenes encapsulating atoms or
molecules inside the fullerene cage provide an alternative and additional approach to
altering the electronic properties of fullerenes, not available in bulk semiconductors or
any other materials. Generally, noble gases-68 or metal-69 endofullerenes have been
characterized. A few studies have also focused on N-encapsulated endofullerene. These
studies suggest that molecular nitrogen can be considered as a van der Waals molecule
trapped inside the fullerene cage70. Surprisingly, B-encapsulated endofullerenes have not
1

Chapter 3 is reprinted with permission from (The Journal of Physical Chemistry Letters, 1, 1584 (2010)).
Copyright (2010) American Chemical Society. See Appendix C for documentation of permission to
republish this material.
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yet been investigated, although encapsulation of a smaller boron atom inside the cage can
be expected to form a stable B@C60 endofullerene.
In this chapter, we consider B and N doped fullerenes, namely the B@C60 and N@C60
endofullerenes and the substitutional derivatives, BC59, and NC59, where the dopant atom
has replaced one carbon atom on the cage. The aim of the present study is two-fold: (i)
To understand the effect of a single-atom change in nanoscale structure on the electronic
structure and electron transport and (ii) to determine the effect of the chemical nature (B
vs N) as well as the geometrical position (i.e. substitutional vs. interstitial) of the dopant
on current-voltage (i.e., I-V) characteristics of fullerenes.

3.2 Computational Method
The electron transport calculations were performed with the use of density functional
theory (LDA-DFT) together with the non-equilibrium Green's Function (NEGF) method.
A schematic illustration of the central scattering region of the model architecture is
shown in Figure 3.1, where semi-infinite gold contacts are represented by four 6×6 R
gold bilayers along the (001) direction on either side of the contacts.
For the electron transport, the current via a molecule can be obtained as

I

ef
³ dE T E,V ª¬ f E  P1  f E  P2 º¼,
h f

(3.1)

where P1 and P2 are the electrochemical potentials in the two contacts under an external
bias V, f(E) is the Fermi-Dirac distribution function. The transmission function, T(E,V) is
an important intrinsic factor describing the quantum mechanical transmission
probabilities for electrons. The semi-infinite effect of the left (right) electrode is taken
into account by introducing the self-energy L (R) in the effective Hamiltonian55. It is
worth noting that the transmission depends on both the electron energy E and the applied
external bias V.
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Figure 3.1 A schematic illustration of Au-C60-Au system.

3.3 Results and Discussion
3.3.1 Ground State
There are two C-C bond lengths (RC-C) in the optimized fullerene configuration; 1.45 Å
for pentagons (type I) and 1.40 Å for hexagons (type II), which compare well with the
previously calculated values of 1.45 and 1.37 Å, respectively71. Similarly, the calculated
gap of about 1.3 eV between the highest occupied molecular orbital (HOMO) and the
lowest occupied molecular orbital (LUMO) is in agreement with the previous studies72.
In the endofullerenes (B@C60 and N@C60), both B and N atoms occupy the center of the
fullerene cage, with bond length, RB-C or RN-C, of 3.58 Å. There appears to be no
distortion in the surrounding cage due to the atomic dopants. For the substitutional
fullerenes, BC59 and NC59, the overall distortion in the cage induced by the substituted
dopants is found to be small in agreement with previous studies67. The structural
distortion in the substitutional derivatives is also reflected in the electronic polarization;
the calculated value of the dipole moment is 0.71 and 1.62 debye for BC59 and NC59,
respectively.
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3.3.2 Transport Properties:

Figure 3.2 The current-voltage characteristic of C60, BC59, NC59, BC60 and NC60.

We begin with a pristine C60 molecule to benchmark our results, since its electronic
transport properties have been studied extensively73-75. An inspection of the calculated
current (I)-voltage (V) characteristics of C60, shown in Figure 3.2 suggests a metal-like
conduction in the low bias range of -1 to +1 V. With the increase in the external bias to
2V, a significant increase in current occurs. This can be interpreted in terms of the
transmission function, which characterizes the intrinsic transport characteristics of the
system.

The transmission function as a function of the applied bias and the density of

states for the C60 molecule is shown in
Figure 3.3. In general, every transmission peak in the bias window corresponds to a
certain molecular orbital (MO), including the intrinsic orbitals of the molecule and the
hybridized orbitals of the molecule with the gold leads. For Au-C60-Au, a large HOMOLUMO gap reflects itself in a vanishing transmission near the Fermi region. The closest
transmission peak at ~ -0.8 eV is due to the HOMO-derived states whereas the peak ~ 0.8
eV is due to the LUMO-derived states (
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Figure 3.3)
3 resulting
g in significaantly higher currents
c
at thhe higher biaas relative too those at
lower on
nes. Note th
hat the bias-in
nduced shiftt of the moleecular orbitaals results in a shift of
tran
nsmission peaks, as show
wn in
Figure 3.3. These reesults are co
onsistent witth previouslyy reported ttheoretical sstudies on
C6074,75.

Figure 3.3
3 The bias-dependencee of transmisssion functioons of C60, B
BC59 and NC
C59. Zero
of the energy is aligneed to the Ferm
rmi energy.
Figure 3.2
3 also sho
ows the I-V
V characterisstics of B and N doped fullerenees, where
substantiial device co
onduction was
w predicted for BC59 at higher bbias. Specifiically, the
current rises
r
at a mu
uch faster raate for BC599. Also, the magnitude of the curreent (I) for
BC59 at a higher biias voltage, (e.g. 2V), is significaantly higherr than thosee in other
2). In the low
w-bias rangee (<1V), thee current rem
mains nearlyy the same
fullerenes (Figure 3.2
in the pristine
p
and doped fulllerenes (Fig
gure 3.2). IIt appears tthat the rolle of the
substitutiional B is siignificantly different fro
om either suubstitutional N or encappsulated B
and N in the cage in determiining the ellectronic traansport propperties of thhe doped
fullerenes.
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Analysis of transmission functions indicates that the atomic dopants at the endohedral site
in the cage contribute to the formation of HOMOs and LUMOs in B@C60 and N@C60.
There exist inter-band states induced by B and N in the vicinity of the Fermi level (as
also seen in the calculated density of states - not shown here). Boron appears to couple
with contact Au atoms, whereas Nitrogen couples with the C atoms in the cage to form
the states near the Fermi energy. We note that the charge transfer between the endohedral
dopants (B, N) and the fullerene cage is found to be negligibly small.
For BC59, an examination of the transmission functions (
Figure 3.3) reveals the appearance of diffusive transmission peaks near the Fermi region.
This is further confirmed by the calculated density of states. Interestingly, the molecular
orbitals near HOMO of BC59 and NC59 are dominated by the contact Au orbitals.
Moreover, the peak at ~ -0.6 eV for BC59 is rather delocalized within the gold contact
leading to a very diffusive transmission without showing a distinguishable peak. One can
then conclude that the coupling of the Au contact and BC59 opens the electron transport
channels due to the delocalized Au-B hybrid states, resulting in rather high currents for
the case of substitutional B relative to the case of substitutional N in the fullerene cage. A
stronger tendency of boron molecular orbitals to hybridize with Au orbitals has been
shown to be due to the electron deficient nature of B in our previous studies on the
electronic transport of boron nanostructures76.
It is tempting to interpret the calculated results of the effect of the B and N substitutions
on the I-V characteristics of fullerene in terms of the bulk semiconductor physics. The
considerably larger magnitude of the current for BC59 relative to NC59 at higher bias
voltages suggests that the doped fullerene molecule shows a better “hole” conduction
than “electron” conduction. Although, the present study focuses on the calculations of
current due to “electron transport”, the ease of “hole” conduction over electron
conduction in doped fullerene can be also understood from the electronic structure and
electron transport of the pristine fullerene. The electrons in the hexagonal carbon rings
are known to be highly localized and do not lend themselves easily to participate in
electron transport. Thus the fullerene molecule does not offer sufficient electron charge
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carriers for transport. Any additional electron, for example the one available from the
substitution of a C atom by N thus acts as an electron trapped on a semiconductor
quantum dot, yielding non-vanishing – albeit small - current. Substitution by an electron
deficient atom, such as B, which creates a hole in fullerene structure, attracts electrons
from the adjoining carbon atoms as well as the metal electrodes in the bonding region,
which in turn move easily at higher external bias. Thus, a hole assisted electron transport
mechanism in B-doped (p-type) fullerene appears to provide a higher electron
conductivity. This suggests that fullerene can be an attractive candidate for p-type (Bdoped) nanoelectronic devices.
The transport properties of substitutional fullerenes, BC59 and NC59, were also studied
previously77. The DFT-based calculations using the contact-fullerene distance of ~3.5 Å
find a non-linear I-V characteristic for the doped fullerenes in the bias window of 0-1V.
On the other hand, similar calculations77 on BC59 and NC59 find that doping by B and N
leads to a higher HOMO-LUMO gap and a smaller tunneling current with respect to that
in the pristine fullerene. These findings are in marked contrast with the findings of the
present study, which suggests the presence of mid-gap states associated with dopants in
the HOMO-LUMO gap of C60. It should be pointed out that the previous study77 used
asymmetric electrode architecture - considering three layers of Au (100) in the left lead
and two layers of Au (100) in the right lead in the device architecture with the contactfullerene distance to be 2.1 Å. Therefore, we suggest that the results of their calculations
may be an artifact of the device model used in their calculations.

3.4 Summary
In an attempt to understand the effect of atomic-level changes on electronic structure and
electron transport of molecular and nano-scale architecture, we have performed firstprinciples electronic structure calculations on C60 and its B and N doped derivatives. The
cage structure of C60 allowed two different configurations, namely - endohedral (B@C60
and N@C60) and substitutional BC59 and NC59 – to be investigated. The calculated
results clearly reveal that at the nanoscale, even a single atom change in the structure
brings noticeable changes in the electronic and geometrical structures. Further, the
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electron transport property of the nanoscale system gets substantially modulated by a
single-atom change in the structure. Specifically, B and N doping of fullerene appears to
lead to higher current than the pristine fullerene. However, the substitutional derivatives,
BC59 and NC59, in which the dopant atom occupies a site previously occupied by a C
atom on C60 wall, give higher magnitude of current than the endohedral derivatives,
B@C60 and N@C60. This is attributed to the dominance of hybrid states involving the
contact gold atoms in forming the molecular orbitals near the Fermi region, which opens
new transmission channels for the substitutional dopants. Finally, the calculations predict
a much higher value of current for BC59 compared to all other species considered here,
suggesting its application as an effective p-type semiconductor in electronic devices.

43

Chapter 4 Bilayer Graphene Nanoribbons Stacking Dependent Electronic Structure and
Transport Properties2
4.1 Introduction
A bilayer (b) graphene nanoribbon (GNR) system consists of two monolayers of GNR,
typically arranged in the Bernal (AB) or AA stacking arrangements. Such a bilayer
system with smooth edges has been successfully fabricated by unzipping multiwalled
CNTs

78

, by plasma etching

79

and chemical route

80

. It can be a channel material for a

field-effect transistor due to the opening of its gap by a perpendicularly applied electric
field

81-83

. It has been suggested that the application of bGNRs in nanoscale electronic

devices is advantageous due to their low sensitivity to external perturbations 84. Therefore,
the unique electronic properties offered by a bilayer GNR system can add another
dimension to the possibility of the use of carbon-based transistors in the post-silicon era.
In a bGNR configuration, the stacking of hexagonally linked sp2-bonded nanoribbons
facilitates an interlayer interaction between  electrons which leads to the modification of
its electronic properties relative to those of monolayer nanoribbons. Also, similar to the
single-layer GNR, the edge chemistry is expected to have profound effect on the
electronic properties of bGNR. For example, a GNR with homogeneous armchair or
zigzag shaped edges is predicted to have finite gaps in the ground state, with the edge
states forming the top of the valence band and the bottom of the conduction band
Furthermore, this gap appears to scale inversely with the width of the GNR

85

85

.

. Such an

interesting electronic structure of the GNR in general and bGNR in particular has
attracted a great deal of attention in their electron transport properties

79,86-89

. For the

bGNR, in particular, the electron transport studies have been performed using a part of
the channel-forming single-layer GNR as a contact 90,91. Such a configuration has limited
practical applications as it has the potential of introducing unwanted asymmetry in the
2

Chapter 4 is reprinted with permission from (Carbon, 50, 784 (2012)). Copyright (2012) Elsevier. See
Appendix D for documentation of permission to republish this material.
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structure. In the present study, we investigate the role of interplanar interaction in
determining the transport properties of a bilayer GNR system by considering a practically
realizable device configuration in which GNRs are suspended between gold electrodes.
Thus, the device configuration considered in the present study is capable of exploiting the
presence of the transmission channel due to the interlayer interaction between GNRs and
the effect of interface between GNR and metal electrodes for electronic transport.

4.2 Computational Model
The local spin density approximation (LDA) of the exchange 92 and correlation functional
93

forms within density functional theory, incorporated in the SIESTA program package

is used 56. It should be pointed out that the LDA-DFT method has been shown to provide
reasonably good descriptions of the physics and chemistry of graphitic systems

94,95

,

though it underestimates the band gap of the semiconducting materials. Enhanced
conductivity features in the current-voltage characteristics of the bilayer GNR
configuration considered are clearly demonstrated by the LDA-DFT method employed. It
is worth noting that the LDA-DFT method mimics features of the electronic band
structure obtained by many-electron Green’s function approach within the GW
approximation reasonably well 96.
Norm-conserving pseudopotentials and double-zeta basis sets with polarization functions
were used for all atoms in electronic structure calculations 56. The k-space integration was
done with a grid of 1x1x32 k-points. For the contact Au atoms, the chosen Au
pseudopotential and basis sets reproduce the electronic properties of the bulk Au near the
Fermi region and has been successfully applied to investigate electronic transport
properties of the Au-C60-Au system 1.
The bias-dependent electron transmission and current are calculated using the nonequilibrium Green’s functional (NEGF) method based on the Keldysh formalism, see
Chapter 3 for details.
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4.3 Results and Discussion
4.3.1 Structural Properties
A bilayer GNR configuration consisted of hydrogen passivated zigzag graphene
nanoribbons (zGNR) with a width of 13.4 Å is considered. It has six primitive cells of
graphene and is denoted as 6-zGNR. In a zGNR, the ribbon edges order magnetically
due to localization of the unpaired electrons. A parallel alignment of the spin states of
both edges results into the ferromagnetic (FM) spin configuration, whereas anti-parallel
alignment yields the antiferromagnetic (AF) spin configuration. The calculated ground
state of a pristine 6-zGNR has AF ordering between two edges, though the coupling
between carbon atoms on the same edge is ferromagnetic.
The calculated results on pristine 6-zGNR employing our modeling elements agree very
well with the previously reported results

85,97,98

. For example, the energy difference

between AF and FM coupling of edges is about 0.006 eV per 6-zGNR cell which is
comparable with 0.004eV per cell predicted for 8-zGNR

85

. Note that ref. 11 uses the

same computation method as we do, and it is shown this energy difference decreases with
zGNR width. The calculated C-C bond length varies from 1.39 Å to 1.45 Å as also
predicted in earlier studies. The magnetic moment of the edge carbon atoms of bare
zGNR is about 1.16 B. This magnetic dipole is dramatically suppressed ( 0.2 B) in the
presence of passivating hydrogen atoms. Since the bare (i.e. edge unpassivated) bilayer
configuration of zGNRs is predicted to be unstable 99, we consider a bilayer configuration
consisting of hydrogen passivated GNRs which are shown to thermodynamically stable
85,97-100

. A full optimization of the pristine bilayer GNRs with smooth edges led to

formation of (6, 6) single-wall armchair CNT as also reported previously 99.
Following the stacking nomenclature of graphite, we classify the stacking arrangements
to be either AA or AB as shown in Figure 4.1; all carbon atoms of the hexagon rings are
near-neighbors (i.e. top of each other) in the AA stacking whereas only half of the atoms
are near neighbor and the other half of the atoms are above and below the empty centers
of the hexagonal rings of GNR in the Bernal (AB) configuration. The AA bilayer only
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Figure 4.1
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layer GNR. Note that our calculated band structures for the AB- bilayer configuration
are consistent with the results of previous theoretical study

102

. It is noted recently using

generalized gradient approximation, it is found that ferromagnetic and antiferromagnetic
configurations for both the intralayer and interlayer spin arrangements give the lowest
energy in all considered magnetic models. However, in our calculation all magnetic states
converge to the non-magnetic one, suggesting the spin states are functionally dependent.
In the band structure of the passivated zGNRs, only  edge states exist due to the
saturation of dangling edge bonds by hydrogen atoms (Figure 4.2 (top)). The calculated
projected density of states (PDOS) of zGNR whose qualitative features agree well with
the previous LDA-DFT calculations

96

is shown in Figure 4.3. We find that the peaks

near Fermi level can be attributed to edge atoms suggesting that the electronic bands near
the Fermi energy are composed of  edge states of the zGNR. The localized nature of
these  edge states leads to magnetic instability in the system which opens up gap in the
band at Fermi energy. It is expected that a graphene nanoribbon with sufficiently large
width is likely to mimic the band structure of a graphene sheet with zero band gap.
For the AB- bilayer configuration, the stacking sequence facilitates the interlayer
coupling which leads to a significant energy dispersion of electronic bands near the Fermi
surface relative to that for the single-layer GNR, though the band gap changes from 0.35
eV for single-layer GNR to 0.29 eV for the bGNR. This is in contrast to that of the AAstacked bilayer configuration where two degenerate pz-subbands associated with each
single layer cross at the Fermi level yielding a finite density of states near Fermi energy
(Figure 4.3).
The magnetic properties of the monolayer GNR are eliminated in the AA and AB-
GNRs leading to nonmagnetic ground state of both bilayer configurations. The presence
of the interlayer interaction between GNRs appears to shift the peaks originated from the
edge states away from the Fermi level (Figure 4.3 (right)); the shift is relatively larger for
the AA stacking arrangement relative to that of the AB- stacking arrangements.
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For a large interlayer spacing of 5.94 Å, each band is two-fold degenerate due to
negligible interaction between the two passivated single-layer GNRs. The calculated
band gap is the same as that of the single-layer GNR. As the interlayer separation
between the GNRs decreases, the coupling between the two begins to dominate in
determining the band structure; eventually leading to the crossing of linear valence and
conduction bands at the Fermi level (Figure 4.4).

4.3.3 Transport Properties
The Au (111) surface is chosen to be the contact lead for transport calculations since its
lattice parameter matches well with that of the GNR, thus minimizing the interfacial
lattice distortions in the device configuration. The lattice vector ‘a’ of Au (111) has a
length of 5.00 Å, while the double length of GNR shown as vector ‘b’ is 4.92 Å, as
shown in Figure 4.5. There exists a weak interaction between the gold contact and the
passivated GNR. Consequently, Au atoms do not lead to charge transfer or doping in
GNRs as also reported previously 104.

Figure 4.5 A top view of the suspended passivated AA bGNR coupled with semi-infinite bulk
gold electrodes. The distance between GNR and gold is 2 Å, while the distance between two gold
electrodes is 17.4 Å. The insert shows the lattice matching of GNR and gold leads. Symbols: C in
grey, H in blue, and Au in yellow.

The I-V characteristics of the AA bilayer and monolayer configurations are shown in
Figure 4.6. The results predict substantial device conduction for AA relative to that of the
monolayer. This is consistent with the calculated band structure and density of states of
these configurations. The calculated current of the AA bilayer equilibrium configuration
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Figure 4.7 The transmission function of the AA bGNR at zero bias: (i) (dotted line) interlayer
spacing=0.594 nm and (ii) (solid line) interlayer spacing=0.306 nm. Zero of the energy is aligned
to the Fermi energy.

We note there is a recent work by Sun 105, with a contact model similar to ours using the
tight-binding method. In a recent paper, based on tight-binding method it was argued that
the conduction of AB BGNR is larger than that of AA BGNR at small bias voltage, due
to a higher DOS at Fermi level. However, the cited Nakada’s work (ref (22) in Sun’s
paper) which supports Sun’s argument is somewhat out of date. When spin-polarization
is taken into account, both monolayer zGNR and bilayer AB zGNR are found to have a
finite gap. We think the difference in our work is due to the considered spin polarization,
which induces an opening of energy gap in AB BGNR.

4.4 Summary
First principles electronic structure calculations together with non-equilibrium Green’s
Function method were performed on a bilayer GNR system in two different stacking
arrangements. The calculations reveal that a bilayer GNR system in the AA stacking
configuration exhibits substantially enhanced electron transmission as well as tunneling
currents compared to single-layer GNRs. The AA bGNR system has a non-vanishing
transmission near Fermi energy. In contrast, either a single-layer or AB- bilayer GNRs
has a large transmission gap. The calculated enhanced conducting features of the AA
bilayer are closely related to the interacting -orbitals of the two GNRs. Considering that
the graphene bilayers with the AA stacking configuration can be synthesized
53

106

, their

predicted enhanced conductivity can play an important role in the development of future
nanoscale electronic devices.
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Chapter 5 Graphene/h-BN Hybrid Structure –
the Effect of Strain3
5.1 Introduction
The hexagonal boron nitride (h-BN), with a similar lattice constant but different boron
and nitrogen sublattices is suggested to be a suitable choice as a substrate to introduce the
inequivalence in the graphene lattice. This inequivalence is expected to induce a finite
energy gap in graphene in the ground state, which is important for device applications.
On the other hand, the choice of SiC

15,107,108

or the O-terminated SiO2 substrate

109

was

found to introduce a non-zero gap of about ~0.2 eV in graphene. Furthermore, theoretical
calculations based on tight binding model have investigated the influence of electric field
on the band structure of a graphene/BN bilayer predicting an increase in its energy gap
110

.

Considering that the presence of strain can also affect the electronic properties of a given
system, in the present study, we propose to investigate the effect of strain applied to a
graphene/BN bilayer on its energy gap. We will also examine the role of interplanar
interaction in determining the electronic properties of a bilayer system by comparing the
results of graphene/BN with a BN bilayer. Note that both theoretical and experimental
studies have investigated the effect of intraplanar strain on the electronic properties of a
graphene monolayer reporting the shift of the Fermi crossing away from the highsymmetry k points 111-113.

5.2 Computational Method
Total energy calculations were performed in the framework of the local density
approximation of the exchange and correlation functional to density functional theory
(LDA-DFT) as implemented in the SIESTA computational code114. We make use of
3

Chapter 5 is reprinted with permission from (Physical Review B, 83, 193403 (2011)). Copyright (2011)
American Physical Society (APS). APS allows the author to use the article or a portion of the article in a
thesis or dissertation without requesting permission from APS, provided the bibliographic citation and the
APS copyright credit line are given on the appropriate pages.

55

Troullier–Martins pseudopotential115 and double- basis sets with polarization functions
for all atoms. The calculated equilibrium configurations associated with the graphene/BN
and BN bilayers are fully relaxed, with residual forces smaller than 0.01 eV/Å.
The graphene/BN bilayer consists of a stacking of one BN monolayer and one graphene
monolayer, both of a sp2-bonded hexagonal structure. Following the stacking
nomenclature of graphite, we define the arrangements to be AA (i.e. C atoms are on top
of either B or N atoms of the BN layer), AB(nitrogen) (i.e. one C atom is on top of a N
atom and the other C atom is on top of the center of the hexagon of the BN layer), and
AB(boron) (i.e. a C atom is on top of a B atom and the other C atom is on top of the
center of the hexagon of the BN layer). Similarly, the stacking arrangements in a BN
bilayer are AA (i.e. BI is positioned at top of BII and NI is positioned at top of NII), AA’
(i.e. BI is positioned at top of NII and NI is positioned at top of BII), AB(boron) (i.e. BI is
on top of BII , while NI is on the center of hexagon of the second BN layer), AB(nitrogen)
(i.e. NI is on top of NII , while BI is on the center of hexagon of the second BN layer), and
AB (i.e. BI is on top of NII and NI is on top of the center of hexagon of the second BN
layer). Here, the subscripts I and II refer to the atoms associated with first and second
layers of BN, respectively. The stacking configurations considered for graphene/BN and
BN bilayers are shown in Figure 5.1.

Figure 5.1 A schematic diagram of the stacking arrangements considered for graphene/BN and
BN bilayers. The grey, green and blue represent carbon, boron and nitrogen atoms, respectively.

5.3 Results and Discussion
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5.3.1 Structural Properties
Figure 5.2 shows a representative calculated energy surface for the graphene/BN and BN
bilayers where a variation in the interplanar separation is used to represent the strain
applied to the bilayer along the vertical direction.

Figure 5.2 Binding energy (EB) vs. interlayer separation (Z) for graphene/BN and BN bilayers of
the lowest energy stacking patterns (panel (a) and panel (h) in Figure 5.1).

The calculated structural parameters, namely intraplanar bond length (i.e. near-neighbor
distance, R) and interplanar separation, Z together with the binding energy (EB) of the
graphene/BN and BN bilayers are given in Table 5.1. EB is defined as total energy of a
bilayer minus the sum of total energies of corresponding constituent monolayers. At the
LDA-DFT level of theory, the total energy of a graphene and BN monolayer is -310.436
eV and -350.872 eV, respectively. We note that monolayers of BN have been fabricated
with an aim to explore their potential applications in electronics 116,117.
For the graphene/BN bilayer, the calculated results predict the AB (boron) stacking
arrangement to be energetically preferred, though the energy differences between the AB
(boron) and other two are relatively small (~0.01 eV/atom). In the equilibrium AB
(boron) configuration, the interplanar spacing is 3.022 Å and the intraplanar bond length
(for both RB-N and RC-C) is 1.429 Å.
It is to be noted here that calculations find the AB stacking configuration (R = 1.422 Å, Z
57

= 3.022 Å, EB = -0.24 eV) to be energetically preferred over the AA configuration (R =
1.423 Å, Z = 3.225 Å, EB = -0.186 eV) for the graphene bilayer.
Table 5.1 Structural properties of the bilayer systems: graphene/BN, and BN.
System

Label
(Figure 5.1)

Stacking
configuration

Binding energy
(eV)
-0.168

(intraplanar)
Bond length,
R (Å)
1.427

Interplanar
separation
Z (Å)
3.208

graphene/BN

a

AA

graphene/BN

b

AB(nitrogen)

-0.171

1.427

3.244

graphene/BN

c

AB (boron)

-0.207

1.429

3.022

BN/BN

d

AA

-0.101

1.437

3.429

BN/BN

e

AA’

-0.129

1.437

3.103

BN/BN

f

AB

-0.133

1.438

3.071

BN/BN

g

AB(nitrogen)

-0.099

1.438

3.357

BN/BN

h

AB (boron)

-0.128

1.438

3.065

Our results are in agreement with the previous theoretical results obtained for graphene
on the h-BN substrate where the AB (boron) stacking arrangement was found to be
preferred over the other two stacking arrangements at the LDA-DFT level of theory 17.
For the BN bilayer, the AB stacking arrangement is predicted to be the optimal
configuration which is closely followed by the AA’ and AB (boron) stacking
arrangements. The calculated RB-N remains nearly the same for all the stacking
arrangements whereas the calculated interplanar separation does vary with the stacking
arrangements. The calculated RB-N of 1.44 Å for the BN bilayer is slightly different from
the typical value of 1.42 Å in the sp2 network of carbon atoms. Note that the calculated
RB-N of about 1.45 Å for the monolayer BN is in agreement with the results of the
previous theoretical studies 118-122.
The AA’ stacking configuration of the BN bilayer reflects the atomic arrangement of the
bulk h-BN for which the experimental values of the lattice constants, a and c are 2.505
and 6.662 Å, respectively123. In the AA’ stacking configuration, the calculated values of a
and c are 2.489 and 6.206 Å, respectively, indicating that a BN bilayer system may not
be appropriate to simulate the structural properties of the bulk h-BN.
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5.3.2 Electronic Structure
Band structures of the energetically preferred stacking arrangements for graphene/BN
and BN bilayers (i.e. AB (boron) and AB for graphene/BN and BN bilayer respectively)
along the high symmetry points in k-space are shown in Figure 5.3. In the graphene/BN
bilayer, we find that the bands near Fermi level have characteristic graphene like features
with linear dispersion. The degeneracy of bands at the so-called Dirac points, K and K’
appears to be lifted leading to an energy gap of about 0.12 eV. This is in contrast to the
case of the BN bilayer where a direct energy gap of about ~4.3 eV at K in the k-space is
predicted.

Figure 5.3 Band structure of the equilibrium (solid lines) and strained (dotted lines) configuration
of graphene/BN and BN bilayers. The left panel shows the band structure near K point.

The opening of energy gap in graphene/BN can be attributed to the interplanar interaction
between graphene and BN monolayers. Carbon atoms in graphene appear to experience a
slightly different electrostatic potential due to inhomogeneous charge distribution present
in BN, thus making them to be inequivalent6. This is confirmed by the valence band
charge density plots of the constituent BN and graphene monolayers (Figure 5.4). The
valance band charge density contours of BN monolayer consists of a pattern of curved
triangles, reflecting the different electronegativity of boron and nitrogen. Indeed, the
charge density around nitrogen is about three times as that around boron. In contrast, the
charge contours of graphene monolayer reveal near similarity of two carbon sublattices.
On the other hand, neutral pristine graphene bilayer bulk is gapless 124 while a gap can be
opened if the symmetry of two carbon monolayers is broken, e.g., in presence of a
transverse electric field 125.
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Figure 5.4 The valan
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5.3.3 Sttrain-modulated Band Structu
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is significantly different from that exhibited by the BN bilayer.
For the graphene/BN bilayer, the strain increases the strength of the interaction between
the constituent monolayers which, in turn, increases the energy gap at the k-point of K.
For small strains considered, the relationship is predicted to be linear; the gap is about
~0.2 eV for ~9% strain applied along the c-axis.
At the equilibrium configuration of graphene/BN, the upper valence band is dominated
by C-pz orbitals leading to linear dispersion of the  band near the Fermi level. A higher
degree of interplanar interaction leads to somewhat flattening of bands near the Fermi
level which can be attributed to the change in the nature of the upper valence band. Note
that the projected density of states of graphene/BN (not shown here) finds an increased
contribution from N-pz orbitals in forming the upper valence band with increase in the
strain.
The calculated results do not show such a drastic variation in the band gap of the BN
bilayer with the increase in the strain; the band gap at K is slightly decreased for ~10%
strain relative to that for the equilibrium configuration. For the BN bilayer, the upper
valance band is composed of the N-pz orbitals whereas the lower conduction band is
dominated by B-pz orbitals. Their positions with respect to Fermi level remain nearly the
same in the k-space for small strains considered. Note that our calculated values of the caxis compressibility in units of (10-12 cm2/dyne) are 2.92 and 3.31 for graphene/BN and
BN bilayers, respectively as compared to the experimental value of 2.44 (10-12 cm2/dyne)
for the c-axis compressibility of the graphite crystal at 0K 126.

5.4 Summary
The LDA-DFT level of theory predicts the equilibrium configurations of graphene/BN
and BN bilayers to be AB (boron) and AB stacking configurations, respectively. The
calculated band gaps are 0.12 and 4.3 eV for graphene/BN and BN bilayers in their
energetically preferred equilibrium configurations. The strain-induced modulation of the
band gap is investigated by varying the interplanar separation of the constituent
monolayers.
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Figure 5.5 Variation of the band gap with the perpendicular strain applied in graphene/BN and
BN bilayers.

The magnitude of the band gap appears to be directly related to the uniaxial strain applied
along the c-axis for the graphene/BN bilayer. On the other hand, the band gap of BN
bilayer remains nearly the same for small strains considered. The increased
inhomogeneity of different carbon sublattices due to a stronger interplanar interaction is
likely to be cause of larger band gaps at higher strains applied for the graphene/BN
bilayer.
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Chapter 6 Graphene/h-BN Hybrid Structure –
the Effect of Electric Field4
6.1 Introduction
There appears to be sufficient progress in fabricating the graphene/BN hybrid
configurations with the expectation that these hybrid structures may deliver alternative
device configurations that a single-layer graphene doesn’t. Liu et al.127 have reported
chemical vapor deposition of h-BN on graphene. The fabricated graphene-BN films have
thicknesses of about two to a few layers. On the other hand, Dean22 and Tang128 have also
deposited graphene on the h-BN. Very recently Britnell et al.129 reported the fabrication
of a graphene-based device where up to 30 layers of h-BN were sandwiched between two
graphene monolayers. Such vertical graphene heterostructures were shown to act as an
effective field-effect tunneling transistor with a room-temperature switching ratio of
about 50129. Theoretically, it has been predicted that there appears a relationship between
the band gap tunability and the number of h-BN layers representing the h-BN substrate in
the presence of an external electric field for a bilayer graphene system130.
Trilayer graphene has also been shown to exhibit stacking-dependent electronic
properties under the influence of a perpendicular electric field, with the semiconducting
ABC stacked trilayer showing a large tunable gap relative to the metallic ABA stacked
trilayer131-133. While monolayer graphene keeps its gapless feature in the presence of
perpendicular electric field, a BN/graphene/BN trilayer system shows stacking dependent
energy gap tunability20,134,135.
In this study we consider a graphene/BN/graphene trilayer system to investigate the effect
of an inserted layer of BN on the electronic properties of the bilayer graphene with and
without a perpendicular external electric field. We find that the graphene/BN/graphene
trilayer shows a negligible energy gap regardless of the stacking configurations

4

Chapter 6 is reprinted with permission from (Nanoscale, 4, 5490 (2012)). Copyright (2012) The Royal
Society of Chemistry. See Appendix E for documentation of permission to republish this material.
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considered. However, this hybrid trilayer system exhibits interesting stacking dependent
gap tunability under the application of the perpendicular external electric field.
We performed electronic structure calculations at the level of van der Waals-density
functional theory (vdW-DFT) on trilayers composed of graphene and BN, predicting their
stacking-dependent stability, electronic and transport properties under an applied external
perpendicular electric field. Note that we have also considered a few selective
configurations of the BN/graphene/BN trilayer system to perform the electronic transport
calculations which have not been reported previously. Furthermore, use of the vdW-DFT
level of theory is expected to provide accurate descriptions of graphene-based trilayer
systems considered.

6.2 Methods and Computational Details
In the present vdW-DFT approach, the exchange correlation functional form includes the
non-local part of the dispersion correlation and is not a semi-empirical addition to the
DFT Hamiltonian47,114. Briefly, the vdW energies arising from electron-electron
correlation are incorporated into the total exchange-correlation energy as follows:

E xc [n(U )]

E xGGA [n(U )]  ECLDA [n(U )]  ECnl [n(U )]

,

(6.1)

where the ExGGA [n(U )] is the exchange energy described through the semi-local
generalized gradient approximation (GGA), ECLDA[n(U )] is the local part of correlation
energy described in the local density approximation (LDA) and ECnl [n(U )] is the non-local
part of correlation energy given by
Ecnl [n(U )]

1
d 3U1d 3U2 n(U1 )n(U2 )I (q1 , q2 , r12 )
³³
2
,

(6.2)

where U _ U  U _, and q1 , q2 are the values of a universal function q0[n(U ),| n(U ) |] ,
nl
evaluated at U and U . The kernel also has a universal form satisfying (i) Ec is strictly

zero for any system with constant density; and (ii) the interaction between any two
molecules has the correct r-6 dependence for large separations r46,47. It is to be noted that
the vdW functional form implemented in the SIESTA program package has been
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successfully applied to systems such as pairs of atoms and molecules, molecules
adsorbed on surfaces, molecular solids, and biological systems136. For example, in a
semiconducting crystal consisting of carbon nanotubes (CNTs), the vdw-DFT approach
predicts the wall-to-wall separation to be 3.45 Å, in excellent agreement with
corresponding experiment value of 3.4 Å137.
Norm-conserving pseudopotentials115 and double-zeta basis sets with polarization orbitals
were used for all atoms in electronic structure calculations. A vacuum distance of 15 Å
between 2D system images was used. All calculated equilibrium configurations were
fully relaxed, with residual forces smaller than 0.01 eV/Å. The reciprocal space
integration to optimize the geometrical configuration was initially performed with a grid
of 30×30×1 k-points. Total energy, band structure and density of states of the optimized
configurations were then calculated with a grid of 100×100×1 k-points.
Our trilayers represent commensurate in-plane structures which are analogous to the socalled strained-layer semiconducting superlattices. The lattice constant along the
direction perpendicular to the graphene plane is taken to be 30Å, and the common lattice
constant of the sandwich structure is fully optimized yielding a marginally small isotropic
strain in both graphene and BN. Note that the difference in the lattice constants of the
graphene and BN is about 1.6%, and graphene is always gapless under isotropic strain112.
This is not the case with uniaxial strain where one needs to be careful in the
determination of points of high symmetry in the reciprocal space since the position of the
point K in the high symmetry of the graphene Brillouin zone is misplaced138,139.
The zero-bias conductance, bias-dependent electron transmission and current are
calculated using the non-equilibrium Green’s functional (NEGF) method based on the
Keldysh formalism, see Chapter 3 for the details.
For the contact Au atoms used in the transport calculations, the chosen Au
pseudopotential and basis sets representing 5d and 6s valence electrons reproduced the
electronic properties of the bulk Au near the Fermi region and have been successfully
applied to investigate electronic transport properties of Au-C60-Au1 and Au-graphene-Au
systems3. A grid of the 16x16 k-points perpendicular to the transport direction was used.
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The distance between gold and the nearest monolayer is taken to be 2.1 Å, though the
equilibrium binding distance of graphene140-142 and BN143 on Au(111) are reported to be
about 3.5 and 3.0 Å, respectively. In our test calculations where we increase the distance
between the contact Au and graphene (BN) to 3.5 Å, both transmission and the I-V
characteristics are found to be very similar to those calculated at the distance of 2.1 Å,
though the former case yielded a moderately smaller magnitude of the current at a given
applied bias voltage.

6.3 Results and Discussion
For the geometry and electronic structure calculations, we used van der Waals (vdW)
corrected density functional theory (DFT) method implemented in the SIESTA electronic
structure program package47,114. In previous studies2,3,94,144, the local density
approximation (LDA)-DFT method has been found to be satisfactory in reproducing
interlayer spacings in graphitic systems. However, LDA tends to underestimate the
interlayer binding energies118 compared with experiments145,146 due to its localized nature.
The inclusion of a vdW term representing dispersive forces in the electronic Hamiltonian
becomes essential in obtaining accurate predictions in geometry and in particular
energetics for graphene-based materials24,141,147-150. For example, the calculated binding
energy per atom for graphite is 17 meV at the LDA-DFT level of theory, while inclusion
of the vdW term yields a binding energy per atom of 45 meV, in excellent agreement with
experiment145,146. When graphene is deposited on top of a BN substrate, the interface
bonding is exclusively due to long-range van der Waals forces24. The vdW-DFT method
has also been found to provide accurate descriptions of geometrical and electronic
structures, band energy, and electron tunneling between metallic surfaces, including
graphene141,147-149. If vdW corrections are not included, significant overestimation of the
structural corrugation in the observed Moiré pattern is found147.

6.3.1 Structural Properties
A trilayer consisting of graphene and BN has more stacking possibilities than those in a
graphene/BN bilayer, since each adjacent bilayer can be stacked in three distinct
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arrangements2. Here we restrict ourselves to investigate only three trilayer stacking
arrangements, namely AAA (hexagonal), ABA (Bernal) and ABC (rhombohedral), which
may be considered as the most typical configurations135. The ABA stacked trilayer is
taken to be composed of the AB (boron) bilayer configuration which was predicted to be
the most stable stacking arrangement for a graphene/BN bilayer at the vdW-DFT level of
theory151. In the AB (boron) bilayer configuration, the boron sublattice of one layer is on
top of one carbon sublattice of the other layer, while the nitrogen sublattice is on top of
the center of one hexagonal carbon ring2. The vdW-DFT interlayer spacing for AB
(boron) configuration of the graphene/BN bilayer found by us is 3.32 Å and is in
agreement with the value of 3.35 Å obtained from calculations using the random-phase
approximation to the correlation energy24.
Figure 6.1 shows the stacking arrangements considered for the graphene/BN/graphene
trilayer. In the AAA stacking (Figure 6.1 (a)), all three constituent layers project
themselves to the same image on a plane parallel to them, i.e., each adjacent layer pair is
AA stacked. In the ABA stacking (Figure 6.1 (b)), the two graphene layers have the same
projection on this plane and the BN layer is AB (boron) stacked to both graphene layers.

Figure 6.1 A schematic diagram of the stacking arrangements considered for
graphene/BN/graphene. The AAA, ABA and ABC stackings are represented in (a), (b) and (c),
respectively. The gray, green, and blue spheres represent carbon, boron, and nitrogen atoms,
respectively. The black curved arrows show the possible atomic coupling between adjacent layers,
while the red crosses show the couplings which in practice are not available.
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Finally, the ABC stacking (Figure 6.1 (c)) represents the case where all three layers have
different projections on this plane. While the BN layer is AB (boron) stacked to the upper
graphene layer, it is AB (nitrogen) stacked to the lower graphene layer.
Table 6.1 gives the calculated values of binding energy, intraplanar bond length (R),
intraplanar

lattice

constant

(a)

and

interplanar

spacing

(Z)

for

various

graphene/BN/graphene and BN/graphene/BN trilayer stacking configurations. In the
present calculation all three layers in one trilayer system are in the same modeling box,
yielding the same lattice constant for all layers. The binding energy is defined as the
difference in total energy of an assembled trilayer system and that of the corresponding
individual total energies of the isolated constituent monolayers, and is normalized to the
formula unit.
The ABA stacking arrangement for graphene/BN/graphene is predicted to be the most
stable configuration with R of 1.451 Å and Z of 3.36 Å. Note that the calculated R of
graphene and a BN monolayer are 1.448 and 1.459 Å, respectively.
Table 6.1 Structural properties of graphene/BN/graphene and BN/graphene/BN at the vdW-DFT
level of theory.

System

Stacking
configuration

Binding
energy/
formula
unit
(eV)

graphene/BN/graphene

AAA

0.254

1.451

3.48

graphene/BN/graphene

ABA

0.289

1.451

3.36

graphene/BN/graphene

ABC

0.283

1.451

3.34, 3.44

BN/graphene/BN

AAA

0.241

1.454

3.52

BN/graphene/BN

ABA

0.273

1.455

3.37

BN/graphene/BN

ABC

0.274

1.455

3.38, 3.38
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(intraplanar) interplanar
bond length R
spacing
(Å)
Z (Å)

The calculated R of graphene/BN/graphene is a weighted mean of the bond lengths of the
constituent layers, and is independent of the stacking arrangements (Table 6.1).
On the other hand, the calculated Z of graphene/BN/graphene (~3.36 Å) gets modified
slightly relative to that in the constituent bilayers (~3.32 Å). Z also depends on the
stacking arrangements following the order of ZAAA > ZABC > ZABA which is directly
related to the order of ZAA > ZAB (nitrogen) > ZAB (boron) calculated for graphene/BN bilayer at
the vdW-DFT level of theory151. Comparison of our results with the ABA-stacked trilayer
graphene suggests that the substitution of a central graphene with a BN monolayer
modifies Z from 3.415 to 3.36 Å at the vdW-DFT level of theory. Note that previously
reported results on the trilayer graphene find the interplanar separation to be 3.33 Å at the
LDA-DFT level of theory152. Thus, a larger interplanar spacing for the AAA stacking is
associated with a smaller binding energy; while the ABA stacking has a smaller
(averaged) interplanar spacing associated with the higher binding energy for
graphene/BN/graphene.
Figure 6.2 shows the stacking arrangements considered for BN/graphene/BN. The ABA
and ABC stacked configurations are predicted to be nearly degenerate (Table 6.1) at the
vdW-DFT level of theory.

Figure 6.2 A schematic diagram of the stacking arrangements considered for BN/graphene/BN.
The AAA, ABA and ABC stackings are represented in (a), (b) and (c), respectively. The gray,
green, and blue spheres represent carbon, boron, and nitrogen atoms, respectively.
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The calculated R and Z for BN/graphene/BN also follow their respective values in the
constituent bilayers. For example, R is independent of the stacking arrangements, and is
about the weighted mean of constituent monolayers. The ABA and ABC stacked
configurations are both composed of two AB (boron) bilayers with the same interplanar
spacing of 3.37 Å (Table 6.1), whereas Z of the AAA-stacked BN/graphene/BN trilayer is
calculated to be 3.52 Å.

6.3.2 Electronic Properties
The electronic band structure along the high symmetry points in k-space of the
energetically preferred ABA-stacked configurations of graphene/BN/graphene and
BN/graphene/BN are plotted in Figure 6.3. We note that the band structure of the
graphene/BN bilayer near the Fermi energy is dominated by C-pz orbitals. The calculated
energy gap at K is 43 meV at the vdW-DFT level of theory which is mainly due to the
interaction of graphene with the BN monolayer where two sublattices in graphene
experience a slightly different electrostatic potential due to inhomogeneous charge
distribution present in the heterogeneous BN monolayer2.
In the ABA-stacked graphene/BN/graphene trilayer, the graphene layers are structurally
symmetric. Although the interaction between top and bottom graphene layers with the
central BN monolayer lifts the degeneracy of bands associated with graphene near the
Fermi energy (Figure 6.3 (b)), it is not sufficiently strong to open the gap at K. No shift
of the Dirac point away from the high symmetry K point in the reciprocal space is
predicted. The calculated band gap remains nearly zero (1 meV) for the ABA-stacked
graphene/BN/graphene. This is also the case with the AAA and ABC-stacked trilayers
where the gap is calculated to be 4 and 6 meV, respectively. It therefore appears that the
central BN layer has a much weaker impact on both top and bottom graphene in the
trilayer configuration as compared to the case of graphene/BN bilayer. Note that trilayer
graphene in AAA, ABA, and ABC-stacked configurations all have a zero gap at the vdWDFT level of theory151.
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Figure 6.3 The calculated band structures of (a) ABA-stacked BN/graphene/BN and (b) ABAstacked graphene/BN/graphene. Zero of the energy is aligned to the Fermi level.

For the case of BN/graphene/BN trilayer, the band gap appears to be relatively more
sensitive to the stacking arrangements. The band gap for AAA, ABA and ABC stacking
arrangements are calculated to be 116, 57 and 5 meV, respectively at the vdW-DFT level
of theory. The difference in band gap values can be understood by a straightforward
analysis. In AAA stacking, while one carbon sublattice is coupled with boron sublattices
in both BN layers, the other carbon sublattice is coupled with nitrogen sublattices. The
high asymmetry in electronegativity between boron and nitrogen sublattices induces a
significant corresponding asymmetry in the two carbon sublattices of the central
graphene layer. In ABA stacking, while one carbon sublattice (sublattice I) is coupled
with two boron sublattices, the other carbon sublattice (sublattice II) is in between the
centers of BN hexagonal rings (Figure 6.2 (c)). Compared with AAA stacking, in ABA
stacking the asymmetry in two carbon sublattices induced by the difference between
boron and nitrogen is lower because carbon sublattice II is relatively far from both boron
and nitrogen. On the other hand, top and bottom BN layers in the ABC-stacked
configuration do not induce an asymmetry between two carbon sublattices of the central
layer (Figure 6.2 (c)), leading to a tiny band gap of 5 meV, as also predicted by previous
calculations20. As a consequence, AAA shows the highest energy gap, followed by ABA,
while ABC stacking exhibits a virtually negligible gap.

71

6.3.3 Effect of Electric Field on Band Structure.
Figure 6.4 shows a variation of the minimum energy gap under the influence of the
electric field applied perpendicular to the layered configurations. The direction of applied
field is from bottom layer to top layer, and we restrict ourselves to electric field strengths
below 1 V/nm, considering that the breakdown field of BN sheets is reported to be 0.7
V/nm22. It is to be noted here that the AAA and ABA stacked graphene/BN/graphene
(BN/graphene/BN) configurations exhibit mirror symmetry about the central layer, and
the ABC stacked BN/graphene/BN trilayer exhibits the point symmetry about the
midpoint of two (left most) two carbon atoms shown in Figure 6.2 (c). Thus, no changes in
the electronic properties are expected when the direction of electric field is reversed for
these trilayers. On the other hand, the ABC stacked graphene/BN/graphene trilayer has
neither mirror symmetry nor point symmetry. However, reversal of the electric field is
expected to have a minimal effect due a lack of effective interaction between top and
bottom graphene layers, as will be shown below.

Figure 6.4 The minimum energy gap as a function of perpendicular electric field: (a) ABAstacked BN/graphene/BN, ABA-stacked graphene/BN/graphene and AB-stacked BN/graphene,
(b) AAA-, ABA- and ABC-stacked graphene/BN/graphene.

A distinct behavior in electronic properties is exhibited by the graphene/BN/graphene and
BN/graphene/BN trilayers in the presence of the perpendicular external field; the former
configuration shows a significant modulation of band gap whereas the latter
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configuration does not show any modulation in its band gap (Figure 6.4 (a)). This
difference is consistent with the previously reported LDA-DFT calculations20.
For the ABA-stacked BN/graphene/BN trilayer, we find an invariable band gap of 57
meV with the applied electric field up to 1 V/nm. On the other hand, the ABA-stacked
graphene/BN/graphene trilayer shows gap tunability with the applied electric field up to
0.5 V/nm, where the gap saturates at about 27 meV, showing virtually no further changes
with increasing electric field up to 1 V/nm. Thus, graphene/BN/graphene behaves more
like a graphene bilayer, but with a weaker and indirect (via BN layer) graphene-graphene
interaction and a less tunable band gap. In a separate calculation on graphene bilayer, we
found a nearly linear relationship between the energy gap and the magnitude of an
external electric field ranging from 0 to 1 V/nm, in excellent agreement with
experimental results153. Also, our vdW-DFT results for graphene/BN bilayer are in
agreement with the previous theoretical study showing a much weaker, but linear
response of the energy gap to the external electric field19.
As shown in Figure 6.4 (b), the stacking arrangements in the graphene/BN/graphene
trilayer appear to play a major role on the field tunability of the band gap. Both AAA and
ABA stacking configurations show significant gap variation with the applied electric
field, whereas the ABC stacked configuration shows little change (even a small
reduction) in the energy gap with increasing applied perpendicular electric field (Figure
6.4 (b)). This is in sharp contrast to that the behavior found in a graphene trilayer, where
ABC stacking configuration exhibits a larger band gap modulation than the AAA or ABA
stacking configurations132.
A band gap in the hybrid graphene/BN bilayer in the presence of an external field applied
perpendicularly is attributed to the different electrostatic potential experienced by the
carbon sublattices in graphene due to the inhomogeneous charge distribution present in
BN2,19. Thus, the stacking sequence which would facilitate a larger interlayer coupling to
introduce high asymmetry in the sublattices of graphene is likely to lead to a significant
energy dispersion of electronic bands near the Fermi surface.
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Figure 6.5 Electronic band structures of (a) AAA- and (b) ABA-stacked graphene/BN/graphene
trilayers. Solid black: field=0. Dashed red: field=0.5 V/nm. Zero of the energy is aligned to the
Fermi level.

For graphene/BN/graphene, topology of the AAA stacking provides a significant
interlayer bonding, since all carbon atoms in graphene and all boron and nitrogen atoms
in BN are placed at the same in-plane atomic positions (i.e., on top of each other). This
facilitates a relatively strong coupling between top and bottom graphene layers (Figure
6.1). In ABA stacking, only half of the carbon atoms interact significantly, resulting in a
weaker coupling between graphene layers compared with AAA. In ABC stacking, no
carbon atoms of the top graphene can interact with the bottom layer via BN, so the
coupling in this configuration is weakest. Note that the ‘Mexican hat’ pattern in band
structures shown in Figure 6.5 is the signature of biased coupled graphene bilayer, where
the magnitude of the minimal energy gap reflects the coupling strength between two
graphene layers. Thus we argue that AAA and ABA stacked graphene/BN/graphene
trilayers just behave like graphene bilayers but with weaker coupling, while ABC stacked
graphene/BN/graphene trilayer behaves like two uncoupled graphene monolayers when
an electric field is applied. For the case of trilayer graphene, on the other hand, it has
been argued that the loss of mirror symmetry in the ABC-stacked trilayer introduces
asymmetry in the sublattices, which is enhanced by the external electric field compared to
the cases of AAA- or ABA-stacked configurations142,154.
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6.3.4 Electronic Transport Properties
The contact leads for transport calculations are composed of semi-infinite Au-(111)
surfaces which comprised of 6 (top) and 7 (bottom) atomic layers. For trilayers, the
distance between gold and the nearest monolayer is taken to be 2.1 Å, while the distance
between the left and the right gold electrodes is 11 Å. The Mulliken population analysis
suggests that no charge transfer takes place between Au atoms and graphene or BN
monolayers, though a relatively strong interaction exists between gold and the
monolayers in this device configuration. For example, the average valence charge of
carbon atoms in the gold-(ABA) graphene/BN/graphene-gold configuration is 4.0045 e-.

Figure 6.6 (a) A side view of the ABA stacked graphene/BN/graphene trilayer coupled with semiinfinite bulk gold contacts. (b) Contact detail between gold and graphene in panel (a). (c) Contact
detail between gold and BN in a BN/graphene/BN transport calculation. Symbols: C in grey, B in
green, N in blue and Au in yellow.

Note that the lattice mismatch between the Au-(111) surface and graphene is about 1.5%.
Such a device configuration (Figure 6.6) has been commonly used in previous theoretical
studies investigating interactions between graphene and metallic systems140,142,149. The
calculated I-V characteristics of the ABA-stacked trilayers for the perpendicular applied
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bias are shown in Figure 6.7. The results show a nearly metal-like conduction for both
graphene/BN/graphene and BN/graphene/BN in the low-field regime.
This is consistent with zero-field transmission functions of these configurations as shown
in Figure 6.8 (a).
It is clear from the figure that both graphene/BN/graphene and BN/graphene/BN trilayers
have a non-negligible transmission at the Fermi energy. With increase in the bias voltage,
both graphene/BN/graphene and BN/graphene/BN trilayers exhibit a low-gap, p-type
semiconducting behavior. Interestingly, the zero-field gap-opening in BN/graphene/BN
does not appear to suppress the current. In fact, the magnitude of the calculated current is
even slightly higher than that in the case of graphene/BN/graphene at a given applied bias
voltage.

Figure 6.7 I-V characteristics of the ABA-stacked graphene/BN/graphene and ABA-stacked
BN/graphene/BN trilayers coupled with gold contacts (see, Figure 6.6).

We attribute this to the difference in the effect of the external electric field on the band
gap of the two systems – a nearly field-independent band gap of the BN/graphene/BN
trilayer versus a variable band gap of the graphene/BN/graphene system. Additionally,
the difference in the nature of chemical bonding at the Au-graphene and Au/BN
interfaces, as shown in Figure 6.9, also contributes to a higher current in the AuBN/graphene/BN-Au system than in the Au-graphene/BN/graphene-Au.
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There exists a relatively strong bonding between gold and boron/nitrogen atoms of BN
relative to gold and carbon atoms (Figure 6.9) which provides additional conduction
channels for BN/graphene/BN.

Figure 6.8 Transmission function as a function of energy of ABA-stacked graphene/BN/graphene
and ABA-stacked BN/graphene/BN trilayers: (a)bias =0 (b)bias =0.6 V. Zero of the energy is
aligned to the Fermi level.

This is confirmed by the presence of additional conduction band-derived states in the
finite field transmission function of BN/graphene/BN shown in Figure 6.8 considering
that the transmission function, in general, reflects the intrinsic transmission
characteristics of the trilayer system. 6.4 Summary
Electronic structure calculations at the level of vdW-DFT theory together with nonequilibrium Green’s Function method were performed on mixed trilayers composed of
graphene and BN. These trilayers exhibit strong stacking dependence on the inter-layer
interactions and the electronic band structure. The binding energy for the
graphene/BN/graphene system shows the order ABA>ABC>AAA whereas the order is
ABC~ABA>AAA for BN/graphene/BN trilayer. In both cases, AAA stacking yields
significantly lower binding energies than that for ABA or ABC stacking.
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Figure 6.9 The valence charge density contours of (a) ABA-stacked graphene/BN/graphene, and
(b) ABA-stacked BN/graphene/BN trilayers coupled with gold contacts.

The graphene/BN/graphene trilayer shows almost zero (~ 1 meV) gap in the band
structure at K point for ABA stacking and very small, 4 meV and 6 meV, gap for the AAA
and ABC stacking configurations, respectively. The BN/graphene/BN trilayer, on the
other hand, shows a finite band gap that depends on the stacking arrangement in the
order: AAA>ABA>ABC.
The presence of an external electric field applied perpendicular to the planes of the
trilayers shows remarkable differences in the tunability of the band gap of the two cases.
Whereas the zero-field band gap in the case of BN/graphene/BN trilayer remains
unaffected by the external field, the graphene/BN/graphene trilayer in its AAA and ABA
stacking configurations exhibit spectacular tunability in the low field (i.e., below 0.5
V/nm) regime. The calculations reveal that in the low-field regime, both
graphene/BN/graphene and BN/graphene/BN show a metal-like conduction that changes
to a low-gap semiconductor, with p-type I-V characteristics. Since thicker layers of twodimensional sheets of graphene, BN and their hybrid structures are more easily accessible
in the experiments, both graphene/BN/graphene and BN/graphene/BN graphene trilayers
can be useful for applications in nanoscale devices, as the present study shows.
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Chapter 7 Interaction of Nucleobases with
Silicon Nanowires5
7.1 Introduction
Silicon prefers the so-called sp3 tetrahedral coordination in a lattice. Unsaturated dangling
bonds on the surface of a silicon nanowire (SiNW) are highly reactive. As a consequence,
SiNWs grown in experiments tend to be passivated

35

. The nature of the surface

passivation is an important aspect in determining the properties of SiNWs, especially for
those with smaller diameters. For example, hydrogen termination yields p-type
characteristics of SiNWs 155 while phosphorus passivation is predicted to further increase
the p-doping level in SiNWs 156. In describing the interaction of a SiNW with an analyte
molecule on its surface, as a SiNW would be used in a realizable sensor, the inclusion of
a passivation layer is paramount.
In this chapter, we present the results of our first-principles study of a hydrogen
passivated SiNW interacting with deoxyribonucleic acid (DNA) and ribonucleic acid
(RNA). Since full scale quantum mechanical calculations consisting of DNA-strands are
prohibitively expensive, we begin with the nucleobases, the building blocks of the genetic
macromolecules (DNA/RNA) to discover factors that play an important role in these
kinds of interactions. We will consider the interaction of a passivated SiNW with
adenine (A), cytosine (C), guanine (G), thymine (T) and uracil (U). Since the interaction
of nucleobases with graphene

157

and metallic carbon nanotubes (CNTs)

158

is predicted

to be dominated by the so-called van der Waals (vdW) forces, our focus will be to
identify the type of interaction for the case of SiNWs which are semiconducting in nature.
It is expected that a complete understanding of the underlying physics and chemistry of
the sensing mechanism of DNA would help in developing SiNW based biomolecular
sensing devices.

7.2 Computational Method
5

Chapter 7 is reprinted with permission from (Chemical Physics Letters, 553, 55 (2012)). Copyright (2012)
Elsevier. See Appendix F for documentation of permission to republish this material.
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The local density approximation (LDA) of the exchange and correlation functional forms
within density functional theory, as incorporated in the SIESTA program package was
used

56

. We make use of Troullier-Martins type pseudopotentials

115

and double- basis

sets with polarization functions for all atoms in our electronic structure calculations. A
minimum vacuum distance of 15 Å between neighboring system images was used. The kspace integration was done with a 1x1x4 sampling grid. The calculated equilibrium
configurations are fully relaxed, with residual forces smaller than 0.04 eV/Å.

7.3 Results and Discussion
7.3.1 Nucleobases
The total energy and optimized geometrical structure of the isolated nucleobases were
found prior to the nucleobase-SiNW complex calculations. The bond lengths and bond
angles of the optimized equilibrium structures for the nucleobases are in good agreement
with earlier reported studies 159,160. The calculated binding energy for each nucleobase at
the LDA-DFT level of theory, defined as the total energy difference between the
equilibrium configuration of the molecules and the isolated individual atoms, is 6.82,
6.76, 6.87, 6.83 and 6.76 eV for A, T, G, C, and U respectively.

7.3.2 Passivated Silicon Nanowires
In this study, a SiNW is constructed of [100] bulk silicon with a square cross section of
dimension 14 Å (Figure 7.1). The surface dangling bonds are passivated with hydrogen
35

. Thus, all Si atoms are sp3 coordinated as in bulk, with no dangling bonds on the

surface of the SiNW. The resulting passivated SiNW is finite in the two dimensions of
its cross-section, and infinite (periodic) in length.
In the optimized passivated SiNW, the bond distance between silicon and hydrogen
atoms, RSi-H, is 1.52 Å. At the core of the SiNW, the calculated silicon-silicon bond
length, RSi-Si, is 2.33 Å. The silicon-silicon bond is slightly shortened to 2.32 Å at the
surface of the SiNW. The calculated bond lengths are in excellent agreement with the
80

results of the GGA-DFT level of theory where RSi-Si (core) and RSi-Si (surface) were
calculated to be 2.36 and 2.35 Å, respectively 161.

Figure 7.1 Hydrogen passivated SiNW. Silicon: grey (grey), hydrogen: light blue (grey). Left:
cross-section view. Right: top view of surface of wire.

7.3.3. Nucleobases with SiNW
In the calculations aimed to obtain the equilibrium configurations, the nucleobases were
allowed to approach one surface in a direction perpendicular to the axis of the tube. The
plane of the hexagon/pentagon rings of the nucleobases is parallel to the surface of the
SiNW. Unlike small diameter carbon nanotubes (CNTs) where the tube curvature has an
effect on the binding energy 158, a SiNW has flat surfaces due to the passivating hydrogen
atoms. In order to simulate an electronic environment resembling more closely the
situation in DNA and RNA, the N atom of the base molecules linked to the sugar ring in
a nucleic acid was terminated with a methyl group 157,158,162,163.
The equilibrium configurations (Figure 7.2) of the bioconjugated SiNW are obtained by a
full optimization of the nucleobase-SiNW complex in which all atoms were free to relax.
No significant changes in the bond lengths of the nucleobases are seen in the equilibrium
configurations. Likewise, the surface bond lengths of the passivated SiNW remain nearly
the same. Only a few passivating hydrogen atoms that are near an oxygen atom of the
nucleobases experience perturbations (about 0.2 Å). The calculated distance between a
nucleobase and SiNW is about 2.0-2.1 Å which is defined as the separation between the
hexagonal ring-center of the molecule and the passivated surface.
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Figure 7.2 Top and side views of the equilibrium configurations of nucleobases interacting with a
SiNW: (a) adenine, (b) cytosine, (c) guanine, (d) thymine and (e) uracil. Silicon: grey (grey),
hydrogen: light blue (grey), nitrogen: dark blue (black), carbon: green (dark grey), oxygen: red
(black).

Interestingly, the nucleobases show a slight tilt towards the underlying passivated surface
with the estimated tilt angle being 2º, 17º, 12º, 5º, and 5º for A, C, G, T, and U,
respectively in the equilibrium configurations. The tilt angle describes the orientation of
the ring plane of the nucleobases and is defined as the angle between the base ring plane
and the plane defined by frozen hydrogen atoms of the passivation surface layer of the
SiNW. It appears that adenine which contains no oxygen atom yields a nearly parallel
configuration to the surface. On the other hand, the presence of one or two oxygen atoms
in other nucleobases can facilitate a weak O···H-Si interaction which seems to provide
tilting of the nucleobases on the surface of SiNW. The nucleobases C and G are levered
out-of-plane to a greater degree by their single oxygen atom, than are U and T which
possess two distributed oxygen atoms that provide a level of counterbalance.
The interaction strength between a nucleobase and a SiNW can be characterized by the
binding energy (Eb), defined as the total energy difference between the equilibrium
configuration of the complex (Figure 7.2) and the isolated individual constituents (base
molecules and SiNW). The calculated binding energy is 1.74, 1.72, 2.12, 1.64 and 1.53
eV for A, C, G, T and U, respectively. Thus, the guanine-SiNW complex exhibits a
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slightly higher binding energy than the other four bases, which show a similar binding
strength. This is somewhat similar to nucleobases interacting with a semiconducting
boron nitride nanotube (BNNT)

162

, but significantly different from the case of

nucleobases interacting with a metallic carbon nanotube (CNT) which follows the order
of G>A>T>C~U 158. Since the Eb associated with CNTs was found to be correlated with
the polarizability of individual bases, it was suggested that the interaction of nucleobases
with CNTs was governed by a dispersion force like van der Waals which varies with the
polarizability of the interacting entity

158

. For the case of BNNT, it was suggested that

dispersive forces with a marginal contribution from electrostatic forces provide for the
stability of the bioconjugated complex 162.
Since the passivated SiNW have sp3-like bonding, we do not expect the van der Waals
like dispersive interactions to play any role in the stabilization of the bioconjugated
complex consisting of the passivated SiNW. Instead, a noticeable degree of charge
transfer from the nucleobase to the passivated SiNW suggests the interaction to be
dominated by electrostatic forces. Mulliken population analysis indicates the transfer of
0.3, 0.3, 0.4, 0.2 and 0.2 electrons from A, C, G, T and U, respectively to the passivated
SiNW. On the other hand, charger transfer between a nucleobase and a CNT or a BNNT
is much less significant 158,162. The amount of charge transferred from a nucleobase to the
SiNW also agrees with the rank order of the binding energy calculated for the complex.
This is consistent with the results of a previous investigation which used classical
molecular dynamics simulations on the nucleobases interacting with a Si (111) surface
functionalized with alkyl-amine molecules. It was suggested that the interactions
involving the ring hydrogen bond donors and acceptors of the nucleobases mainly
provide the stability of the bioconjugated complexes 163,164.
Figure 7.3 shows the calculated density of states (DOS) for the passivated SiNW which
suggests it is semiconducting with a band gap of about 0.82 eV. The projected density of
states finds both the valence band maximum and conduction band minimum to be
associated with the Si atoms, thus reflecting the electronic structure of core of the SiNW
165

.
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For the cases of the conjugated SiNWs, there appears to be no change in the band gap
values; the calculated gap is 0.80, 0.80, 0.79, 0.81 and 0.81 eV for A, C, G, T and U conjugated SiNWs. As shown in Figure 7.3 the electronic states at the valence band
maximum and conduction band minimum remain associated with the Si atoms of the wire
of the nucleobase-SiNW complex. For each complex, the electronic states contributed by
the nucleobase fall outside the gap; i.e., below the valence band maximum or above the
conduction band minimum. This is in contrast to the case of nucleobase interactions with
a semiconducting BNNT where a mid-gap state appears representing a mixing of
electronic states of the nucleobases and the BNNT

162

. In the case of BNNT, boron and

nitrogen atoms are exposed to the external environment without any passivation,
facilitating a direct hybridization of states between boron/nitrogen and nucleobases. In
the present work, the silicon atoms are protected by the hydrogen passivation, leading to
a much weaker interaction between nucleobases and silicon atoms. Thus, the interaction
between the nucleobases and the passivated SiNW does not modify the semiconducting
nature of SiNWs.

7.4 Summary
The interaction of the nucleobases with a hydrogen passivated SiNW was investigated
using a first principles method based on density functional theory. The equilibrium
configurations of the nucleobase-SiNW complexes have the nucleobases lying with their
ring planes nearly parallel to the surface of the nanowire. The tilt of the C, G, T, and U
nucleobases exhibits a weak O···H-Si interaction.

Except for G, the base molecules exhibit almost similar interaction strengths with a
SiNW. The magnitude of the calculated binding energy exhibits the following order:
G>ACTU. Charge transfer by each nucleobase in forming a nucleobase-SiNW
complex also follows this trend. An examination of the density of states for a passivated
SiNW and the nucleobase-SiNW complexes shows semiconducting behavior and that the
band gap remains defined by states contributed by the Si atoms of the nanowire.
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Figure 7.3 The calculated species-resolved projected density of states (pDOS) of pristine and
conjugated SiNWs.

No mid-gap states are created in forming the complexes. The calculated band gap of the
passivated SiNW is essentially unchanged in the interaction. As such, the nature of
bonding between a nucleobase and a hydrogen passivated SiNW is dominated by
electrostatic interactions with the band gap of the complex defined by the passivated
SiNW.
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Appendix B
Scaling of Siesta Code
The calculation efficiency of the Siesta code installed on the group cluster ‘Rama’
(http://rama.phy.mtu.edu/, built with Rocks Cluster Distribution 5.4.2 (with CentOS 5.5))
has been evaluated. Figure A.1 represents the calculation time versus number of atoms
using the Siesta code ((3x3) carbon nanotube, 1 processor).

Figure A.1 Calculation time versus number of atoms.
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