Abstract-Multiple different understandings and uses exist of what granularity is and how to implement it, where the former influences success of the latter with regards to storing granular data and using granularity for reasoning over the data or information. We propose a taxonomy of types of granularity and discuss for each leaf type how the entities or instances relate within its granular level. Such unambiguous distinctions can guide a conceptual modeler to better distinguish between the types of granularity and the software developer to improve on implementations of granularity.
1) Arbitrary scale versus non-scale-dependent granularity, which includes partitioning one entity (/instance) according to one or more criteria versus applying granularity to multiple entities (/instances) and simple (arithmetic) aggregation versus more complex folding operations; 2) How levels (and its contents) in a perspective relate to each other; 3) The perception and (mathematical) representation, such as based on set theory versus mereology.
These differences do not imply one cannot switch from one to the other, represent one way into another, or let them work together orthogonally. Humans seamlessly shift granular perspectives and alternately emphasize the criterion used for granularity and the partitioning within a level itself, or taking an entity versus instance-inspired approach. But how can we teach a computer program to do so, when and how can it switch from one perspective to the other, from one level to another, and from property-based to data-based? A first step is to disambiguate types of granularity. A taxonomy of types of granularity is constructed for development of a Theory of Granularity (TOG). This empasizes that there is not one granularity, but several types that with additional constraints extend the core TOG as root. Fig. 1 shows the basic taxonomy, which may require refinements or collapsing into fewer types to implement this, but these are software design considerations. In this section, we briefly describe the types, which are elaborated on in section IV where the relations between entities within a level are described and formalized. • cG: core TOG, consisting of the basic elements common to all types of granularity, such as the domain demarcation, a granular perspective (e.g. time, human structural anatomy), levels within a perspective, relations between the levels, and constraints like that a granular perspective must have at least two levels.
• nG: non-scale-dependent granularity, where other types of entities reside in each finer-grained level; it consists of the cG, additional constraints and types of relations between levels (see below).
• npG: levels of non-scale dependent granularity are ordered through one type of (primitive) relation in a perspective. E.g.: (structural-)partOf , (spatially-)containedIn.
• nfG: folding, whereby levels of non-scale dependent granularity are ordered by simultaneous folding ≥ 2 different types of entities, such as folding events and states, and consequently possibly folding (primitive) relations, upon shifting grain size. E.g.: 'black boxes' approach in biology such as the SecondMessengerSystem, the Abstraction Hierarchy.
• naG: non-scale-dependency with some form of 'aggregation' (specified in the types it subsumes).
• nasG: non-scale-dependency using aggregation of the same collection of instances of one type that subsequently can be partitioned in various ways at lower levels of detail using semantic criteria. The entity at a lower level is a subtype of the type at the coarser-grained level. E.g. a collection of phone points and finer-grained land-line mobile phone points.
• nacG: non-scale dependency using aggregation attributed to the notion of an entity labeled with a collective noun -i.e. with an existing semantics -, the instances of the aggregate are different from instances of its members, and a change in its members does not affect the meaning of the whole. E.g. Population with Organisms of type x, or Team as aggregate of its Players.
• sG: scale-dependent granularity where the contents is structured according to a (more or less obvious) arbitrary scale; consists of the cG and additional constraints. E.g. calendar hierarchy, rounding off of altitude lines on a cartographic map.
• sgG: scale dependency with relation to grain size, or the resolution, scale-based zooming. E.g. CellWall as line, as lipid bi-layer, and as three-dimensional structure, or two objects (e.g. wallpaper and the wall) touching each other. This might need further analysis and refinement.
• saG: scale dependency with some form of 'aggregation' (specified in the ones it subsumes) and its immediate parts are of one type.
• samG: scale dependency and using aggregation of the same collection of instances of the same top type or Urelement that subsequently can be partitioned in various ways at lower levels of detail using a mathematical function. E.g. Second, Minute, and Hour, where 60 seconds go in a minute.
• saoG: the carving up of the same entity at each level that neither is a collective noun nor an ad hoc collection. E.g. the earth with its isobars, where the isotherms are in steps of 10 degrees, 5 degrees, 1 degree detail.
Other categorizations of types of granularity are possible, but these are less advantageous. One could have chosen to make the main criterion some type of aggregation versus 'granularity by other means' instead of the (non) scale dependency because one has both saG and naG each with their subtypes. However, using aggregation emphasizes the internal structure of a level, how entities and instances relate semantically or is implementation-driven, but does not take into account the properties how to make the distinction between types because having a remainder group of types of granularity does not capture the semantics adequately. In addition, using aggregation as distinguishing criterion implicitly makes a distinction between set theory and set theory-or-mereology, but this is a representational issue (see also next paragraph). Last, aggregation is underspecified, both with respect to its ontological nature and variants in implementations (discussed in the next paragraph). In contrast, the proposed taxonomy takes a purely semantic, ontological, approach, thereby separating (formal) representation and implementation from the meaning.
III. EFFECTS OF TYPES OF GRANULARITY
The difference between scale and non-scale dependency and their formal representations roughly fits with Sowa's [13] epistemic and intentional granularity. Sowa bases his three types of granularity on Peirce's three categories of Firstness, Secondness and Thirdness.
1. Firstness maps to actual granularities with axioms for discrete, continuous or lumpy aggregates [13] concerning the entities that populate a level. 2. Secondness for granularity uses epistemic logics involving measurements [13] and corresponds to the scaledependent granularity. 3. The Thirdness for granularity, intentional, requires a three-place predicate relating "an agent a to an entity x for a reason r" [13] . Depending on how one uses granularity in a subject domain, devising levels does not require asking oneself questions if entity x has at least one atom as part, if there is an infinite regress of parts that is cut at the lowest level defined, or if the entity is lumpy (point 1 above). More precisely, in mereology, an Atom is an entity that has no proper parts (1) . The allocating of entities to a given level does make use of the aggregates and entities. There are three kinds of aggregates (with "≤" as part-of and "<" as proper-part-of): Discrete: everything has at least one atom as part (2); thus, that things can be subdivided up to the point where nothing is left but atoms. Continuous: everything has at least one proper part (3), which permits indefinite subdivision, implying that there are no atoms, and Lumpy: some things are atoms, some are continuous (4). [13] . Basing granularity on mereology does not require the 'ultimate part' or Urelement needed for set theory-based granularity [2] .
Atom(x) ¬∃y(y < x)
(1)
Ease, difficulty, or even impossibility, to identify an Urelement is illustrated in the following example. The extension of a set is not equal to the entity; even more so, the numbers are not degrees but integers. With biology, identifying or choosing a smallest element is more challenging. Say, a general practitioner does not think smaller than tissue, i.e the Urelement -Atom -for the lowest level is Tissue, which means that all higher-level structures are composed of tissue only: we know this is biologically incorrect and thereby not a good representation of nature. In addition, if one takes, for instance, the lowest level BiologicalMacromolecule of the FMA [11] [3] and deem that the coarser-grained level Body is the set of all its macromolecules -omitting the other molecules without which a human body cannot survive, H 2 O to name just one -then a body would change identity every instance a biological macromolecule is synthesized/metabolized, which happens continuously, resulting in the situation that a body has no enduring identity but be in flux (this view is not entirely uncommon [4] , but topics like the four-dimensionalism of perdurantists is outside the current scope). Likewise, entomologists study the same ant colony over time, even though its workers are born and have died.
Regardless if the model is logically valid and corresponding knowledge base in a legal state, basing inferencing on represented knowledge that is not adequately grounded in the reality it aims to represent can lead to undesirable outcomes for patients, ecosystems and the like. ♦ Both ways of representing granularity, through isA with set theory and mereological partOf , are from a logical viewpoint interchangeable, but not from an ontological viewpoint as the intended meaning captured in a formalization is distinct. This difference has been recognized earlier [12] and are not considered to be competing interpretations of granularity, but both considered as distinct, valid ways of understanding granularity. One does not have to force one type of granularity in the straightjacket of the other; doing so anyway always will deprive another type of granularity from representing nature as accurate as possible. Capturing granularity in one's preferred version of logic is restrictive, unless clear semantics of the intended meaning is provided with it, i.e. the formalism is ontological in nature instead of only a logical theory [6] .
Reason r in Sowa's point 3 above is particularly interesting for granular perspectives in non-scale dependent granularity, although not necessarily modeled as a triadic predicate; separating and reusing the reason benefits scaling up the granularity framework. However, the fundamental difference of the latter with arbitrary scales may be clear. The differences in types of granularity have, at the meta-level, a major effect on the type of relation between granular levels. This because scaledependent levels are identified and ordered according to a combination of a property and an arbitrary scale whereas nonscale-dependent levels are ordered according to a combination of properties where level identification is much less straightforward. Also, the latter requires closer ontological investigation into the possible types of relation that link adjacent levels.
IV. STRUCTURES OF THE CONTENTS FOR LEAF TYPES OF

GRANULARITY
Another consequence of different types of granularity can be observed for the domain entities contained in a level. As mentioned in the previous section, in scale-dependent levels it can be that the same entity is partitioned with increasingly smaller cells, whereas with entities sorted according to a nonscale-dependent perspective, different types of entities taken from an ontology or knowledge base reside in each level. This distinction influences the structure of the contents, including possible completeness and disjointness requirements of the subject matter. A grid is automatically disjoint and, depending on the level and implementation decisions, complete. With non-scale-dependent granularity, it may be neither disjoint nor complete. It also affects the 'loading' and subsequent browsing, querying, and inferencing over contents of levels.
Considering cG and possible data sources to load/apply a granularity framework, we can state several general conditions that the structure within a level must satisfy.
i. The contents of a level can be either entities (taken from an ontology or knowledgebase) or instances (taken from e.g. a knowledgebase or database), but not both. ii. The entities/instances in a particular level have at least one property (value) in common. iii. The entities/instances are disjoint, but iv. They are not necessarily exhaustive: this may not be possible due to our gaps in knowledge of the natural world. Within a closed world assumption, they are disjoint exhaustive. v. Provided an entity/instance is not an orphan and the subject domain is covered fully with granular perspectives, it must reside in at least one granular level. vi. An entity/instance never can reside in more than one granular level within the same granular perspective. vii. The entity/instance in a particular granular level may reside also in ≥ 1 other levels, provided that each level the entity/instance resides in is contained in a distinct granular perspective. Because not every subject domain is granulated in the same way, the structure of the data and relations between the entities/instances in the levels differ too, independent of the actual data source. It uses several generic relations and operations for retrieval and assignments, which are introduced here first. Beforehand, two general conventions will be given.
A. The data manipulation is applicable to both entities (universals) and particulars, for we do not specify a single data source granularity is applied to (for instance, an ontology, knowledgebase, database, or corpus). In the formalization, we adhere to the universals defined and characterized in DOLCE [7] , like P T for particular and P RO for process, to type the instances -as DOLCE is a foundational ontology for particulars. One can also read the formalizations presented here not applicable to instances but to entities, where the entities are of the type indicated with the DOLCE category. 
∀x, a 1 , ..., a n , r, r (f (x, a 1 , . .., a n , r)∧ f (x, a 1 , ..., a n , r ) → r = r )
∀x, a 1 , ..., a n , r(P T (
where (5) ensures correct typing of the arguments, (6) says that the object with given arguments determines in a unique way the return value, and (7) ensures the correct type of result. This said, we use a simplified way of representing this to avoid repetitive axioms that are essentially the same for the functions introduced in this chapter, where a function like grain(x) is constrained as above. Next, we introduce some essential definitions of components of granularity: the framework/domain D, granular perspective GP , and the hierarchically ordered levels GL it contains.
∀x(GL(x) ∃!v, w, y, z(DF (x, y) ∧ C(z)∧ RC(w, z) ∧ GP (w)∧ R(v) ∧ hasV alue(z, v) ∧ RE(x, w)))
Definition DF , concept CN , one-sided dependent OD, particular P T , and region R are taken from the DOLCE (formal) foundational ontology [7] , U stands for universal, criterion C -properties, qualities, attributes -is related to a GP via the relation RC, and RE is the relation between the framework elements (a particular level is contained in (part of) a perspective), and the hasV alue relation denotes that a quality x has a quale (value) in the region y (as a shorthand for readability). Bearing this in mind, (12) says there is a relation between an entity x and the level it is of (resides in), with (13, 14) analogous to Kumar et al's gran function [5] , returning level y where entity, or instance, x resides. For (15, 16) , where x ∈ U or x ∈ P T with U as the set of universals and P T the set of instances (particulars), and y a granular level of a perspective in a subject domain, the function assignGrainLevel(x, y) assigns a level to an entity or instance. (12) ∀x∃y((grain(x) = y) (13)
∀x, y(isOf Level(x, y) (P T (x) ∧ GL(y)∧ grain(x) = y))
∀x∃y(assignGrainLevel(x, y))
The respective structures for the leaf types of granularity are as follows.
saoG: all instances in the ordered set belonging to a particular level are all instances of the same type. The amount of whole instances is not necessarily determined by the size of the entity that is partitioned. For instance, when one partitions the area of a lake by overlaying a coarser or finer-grained grid and include rules alike 'if the cell is filled with > 50%, then include cell, else discard the area of the cell'. The instances are automatically disjoint, i.e. when a, b ∈ X then a ∩ b = ∅, because the partitioning is grid-wise (the cells of a grid are not necessarily square-shaped). Further, although the scaledependent granularity has a mathematical relation between entities of different levels (17) , within the same level the instances in the set is the set-extension of its corresponding universal (18) such as a set of plots of km 2 where the amount of plots depends on the entity/instance that is partitioned (like a large or small lake) and on the decisions to include or discard 'partial' plots.
∀x(RL(x
samG: all instances in the ordered set belonging to a particular level are instances of the same type and at that level they are whole instances. Also, there is an exact, known, number of instances that can be in that level. In addition, the entities and instances at the higher levels are ultimately composed of the chosen Urelement at the lowest granular level. In contradistinction with saoG, the set is grouped into particular amounts, like {Hour 1, ..., Hour 24} at the Hourlevel gp 1 gl i , which are ultimately built up from the same Urelement Second at level gp 1 gl i+2 etc. (20) .
1-4244-0133-X/06/$20.00 © 2006 IEEEsgG: this involves a 'zooming in' and 'zooming out' factor, where at a coarser-grained level, for instance, the wall and wallpaper touch each other, but at a finer resolution, greater magnification, there is wall-glue-wallpaper, and again in smaller detail looking at the molecules in the paper, glue, and wall. The zooming factor is like a grain size when relating levels of granularity, where within one level one can distinguish instances of e.g. ≥ 1mm, but instances < 1mm, metaphorically, fall through the sieve and are indistinguishable from each other, but are distinguishable at lower levels of granularity. This is different from a partonomic relation where, say, the Cell-level is conceptually always part of at least one higher-level structure such as Organ, but is not not necessarily the case that all cells are always physically smaller than all higher-level entities and instances, with ChickenEgg at the Cell-level as an obvious example. Here differences in physical size is the criterion. sizeOf is defined as a function that returns a value in e.g. length, square or cubic size (21), where P R is the Physical Region as given in DOLCE. Thus, the instances recorded at some level w j in (22), are physically smaller than the instances at a higher level (w i ) but larger than those residing in a lower level (w k ) and thereby are related to each other by the relation that they fall within the same physical size range.
npG: the entities in a level are of a different type, but all are of the same kind, such as all being non-agentive physical objects (NAP O) or P RO etc. For instance, at the Cell-level, there are many types of cells, but they are all of the kind of NAP O structural component (HemalCell, Leukocyte, ...), an OrganicMolecule-level of its functions (HormoneExcretor, InsulinExcretor, ...), and so forth. Or, take a ProteinUnitStructure-level with parts such as α-helices and β-sheets. Thus, the entities residing in a level are structured in a tree-shaped hierarchy, like a taxonomy or partonomy, where the direct subtypes/parts are in a lower level of granularity than its supertype. In the level, without further specification, the entities form an unordered set. However, it may be that the contents have some other additional structure within the level orthogonally positioned alike a nasG, or another npG structure; for instance, a Cell-level in a human structural anatomy perspective where the taxonomy of human cell types is preserved in the granular level. Alternatively, one can re-group the unordered set such that it takes into account the tree structure, where each subset of entities correspond to a different branch; this can be dealt with trivially if implemented with a reasoner. Either way, the entities are disjoint thanks to the underlying tree structure.
nfG: the entities in a level can be of different kinds, such as folding non-agentive physical objects with their processes and states, combining types of entities into one entity residing in an adjacent higher level ((23), where ED stands for endurant and P D perdurant). It is not the case that the entities contained in the lower granular level is an (un)ordered set, but the entities (or its instances) are always related, denoted with the relation Rel, to at least one other entity (instance) within that level (24); hence 'folding' of entities occurs when going from a finer-grained level to a coarser-grained level, which can involve folding different types of relations too.
nacG: like samG, all instances belonging to a particular level are all of the same type and at that level they are whole instances. It is not necessarily the case that the amount of instances in a particular level is known and can be computed. For instance, SportsTeam does have a predefined amount of instances of Player per team, but sales department members of a company do not have to have always the same amount of members. The instances of such populations, generally labeled with a collective noun, change over time but the entity and its meaning endures. Thus, looking at the structure of the data, it is at least an unordered set though can be an ordered set of instances, where the instances populating the set can vary over time, although the entity, labeled with a collective noun, keeps its identity. It may be possible, to have not an (un)ordered set but a taxonomy or other additional aggregation within the level alike a nasG or npG structure, such as an employee hierarchy (junior and senior sales person, trainee, manager, etc), or aggregated by the organizational unit (teamA1, teamA2, etc).
nasG: the structure of the data is alike samG, but if one combines the subsets at each level, then the amount of unique instances residing in each level is always the same amount as there are instances of the chosen Urelement. For instance, at granular level gp 1 gl 2 in some perspective gp 1 there are 100 phone points, then so are there 100 phone points at the toplevel gp 1 
One may opt for the design decision to demand from the chosen criterion that the sets never overlap, or for the 'just in case' scenario, create two subtypes of nasG where one subtype of granularity does allow overlapping sets and with the other subtype this is disallowed (a discussion about the ontological aspects of (dis)allowing overlapping sets is outside the current scope).
Some types of relation between the entities or instances within a level described above can be combined, because one does not have to take into account that some are partitioned according to arbitrary scale and others are not: this (non-)arbitrary scale division is relevant for the relations between levels, but do not always act out on the relation between entities/instances contained within a level. nasG, nacG, npG, and sgG may be unordered sets, samG and saoG may be ordered sets, and nfG, npG, sgG, and nacG can have a more complex additional orthogonal structure of the data inside the level that itself may be subject to a granular structure.
V. CONCLUDING REMARKS We have proposed a domain and implementationindependent taxonomy of types of granularity and discussed for each of the seven leaf types how the entities or instances relate within a granular level. Such unambiguous distinctions can guide a conceptual modeler to better distinguish between the types of granularity and the software developer to improve on implementations of granularity, in particular when used for reasoning over the data or information. For instance, one can discover implied relations between entities/instances by positioning orthogonally a taxonomy and a partonomy, and make valid inferences with relation to (spatial) inclusion of ecological and/or GIS data. We are currently working on an ontology-inspired framework for granularity, the effects of the types on granularity for the various operations of data manipulation and reasoning, and we are conducting experiments on implementability with the subject domains of infectious diseases and nuclear hormone receptors.
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