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a b s t r a c t
This paper deals with the numerical simulation of the steady state two dimensional
window Josephson junctions by finite element method. The model is represented by
a sine-Gordon type composite PDE problem. Convergence and error analysis of the
finite element approximation for this semilinear problem are presented. An efficient and
reliable Newton-preconditioned conjugate gradient algorithm is proposed to solve the
resulting nonlinear discrete system. Regular solution branches are computedusing a simple
continuation scheme. Numerical results associated with interesting physical phenomena
are reported. Interface relaxationmethods, which by taking advantage of special properties
of the composite PDE, can further reduce the overall computational cost are proposed.
The implementation and the associated numerical experiments of a particular interface
relaxation scheme are also presented and discussed.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A Josephson junction [1] consists of two thin superconducting films separated by an isolating oxide barrier which
allows quantum superconducting tunneling. Josephson junctions have many important electro-magnetic properties. The
applications, modeling and simulation of Josephson junctions have been extensively studied (see [1–4] and the references
cited therein). The dynamical behavior of Josephson junctions can be effectivelymodeled by a hyperbolic Partial Differential
Equation (PDE) which admits soliton solutions. The proper initial state for the time dependent problem relies on the study
of the associated steady state problem which is commonly modeled as a boundary value problem of the two-dimensional
elliptic equation given below, for any real parameter c , in dimensionless variables.
θ2u
∂x2
+ θ
2u
∂y2
= c sin u. (1)
Although this equation, which is known as the sine-Gordon equation, is not a soliton equation, it has many similar
properties and plays an important role in problems in statistical physics, condensed matter physics and elsewhere. Besides
superconductors it also models other real life problems like spin waves in ferromagnetism, etc. In addition to its practical
importance the above equation is also considered very interesting from the purely mathematical view point [5].
This paper considers the numerical simulation of a new type of Josephson junction design, called the two dimensional
window junction [6]. As depicted in Fig. 1, such a device consists of two nested regions: awindow region as a usual Josephson
junction and a surrounding idle region where superconducting tunneling is not allowed and which is made by means of
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Fig. 1. A window Josephson junction.
a much thicker isolating barrier. By making the idle region much larger than the window region, one can overcome the
strong impedancemismatch between the junction and the vacuum for an isolated junction device, and thus improve certain
important physical properties.
Now let us denote byΩ andΩw the horizontal two-dimensional spatial domains for the global device and the window
region, respectively. The mathematical model for the steady state recently proposed and analyzed in [6–9] is described
by a composite PDE problem, where the window region is governed by the well known semi-linear sine-Gordon equation
while the idle region is modeled by the Poisson equation, and the global solution satisfies certain continuity conditions on
the interface of two regions, i.e., ∂Ωw . More specifically, the phase difference u(x, y) of the order parameters in the two
superconductor films is governed by:
▽

1
L(x, y)
▽ u

= 1
λ2L(x, y)
sin u, inΩw,
▽

1
L(x, y)
▽ u

= 0, inΩ/Ωw,
∂u
∂ν
= g on ∂Ω,
u and
1
L(x, y)
∂u
∂ν
are continuous on ∂Ωw,
(2)
where L(x, y) represents the surface inductance such that L(x, y) ≥ c > 0, λ is the Josephson penetration length, and ∂u
∂ν
denotes the outer normal derivative. Usually, L(x, y) assumes different constants inside and outsideΩw . This model can also
be generalized to devices of different geometric window shapes and of more than one windows (e.g. [10]). To simplify the
discussion we may consider that our model consists of Ω = (−M,M) × (−N,N) and Ωw = (−m,m) × (−n, n) where
M,N,m, n are positive numbers such thatm < M and n < N .
Readers are referred to [6,8] for details of themodeling and the PDE analysis. It is shown that themodel properly captures
most of the important physical properties of thewindow junctions. Specifically, in [8] we establish the existence of solutions
and we obtain regularity and a priori estimates for the derivatives of the solution. These estimates are independent of the
window geometric characteristics and as such they provide the necessary background for the finite element analysis and at
the same time they validate several practical observations.
Finite difference methods has already been applied for the numerical solution of (2) in [6,10,7] where difficulties in
handling the interface and boundary conditions properly have been observed. The convergence and error analysis of the
finite difference discretizations are also challenging. The finite elementmethodhas been applied to solve the timedependent
hyperbolic problem without the window junction [11] and the numerical results were promising. The nonlinearity in the
time dependent problemwas well treated, and in fact easily, by using proper time discretization techniques. It is, therefore,
numerically more difficult for the steady state problem.
In this paper we propose in Section 2 a finite element method for the steady state model of window Josephson junctions,
that is suitable for handling the interface and boundary conditions. Convergence and error analysis are also presented for the
finite element approximation applied to this nonlinear problem. Issues in solving the resulting nonlinear discrete system
are addressed in detail in Section 3 where a Newton-Preconditioned Conjugate Gradient (PCG) algorithm is proposed too.
Numerical results are presented for the computation of nonsingular solution branches and interesting physical phenomena,
as well as the convergence behavior of the algorithm are easily observed. In Section 4, interface relaxation methods are
proposed to further reduce the overall computational cost. Specifically, we take advantage of the special form of the PDE in
the large idle region to avoid the unnecessary extra computational cost due to non-linearity.
A description of our implementation of an interface relaxation method, which we consider the most appropriate for
our model, is also presented in this section. It is coupled with an associated set of results obtained through numerical
experimentation. Our concluding remarks are given in Section 5.
2. Finite element approximation
From the numerical computation point of view, it is more convenient to use the weak form of (2) and apply the finite
element discretization. The interface and boundary conditions as well as the possibly discontinuous coefficients are all
treated elegantly by the weak formulation.
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Denote byHm(Ω) the conventional Sobolev spaces. Let X = H1(Ω) and Y = [H1(Ω)]′, and denote by B(Y ; X) the Banach
space of bounded linear operators from Y to X . The weak formulation of (2) reads as:
Find u ∈ X , such that
a(u, v) = Fg(v), ∀v ∈ X, (3)
where
a(u, v) =

Ω
1
L(x, y)

▽u▽ v + 1
λ2
I(x, y) sin(u)v

dxdy (4)
and
Fg(v) =

∂Ω
g(x, y)vds. (5)
In (4), I(x, y) is a characteristic function being 1 inΩw and 0 otherwise.
The solution of (3)–(5) is not unique. If u∗ is a solution, u∗+2kπ is also a solution for any integer k because▽(u∗+2kπ) =
▽(u∗) and sin(u∗ + 2kπ) = sin(u∗). The non-uniqueness is not simply up to a constant, as this will be seen later in (31).
It is also important to mention that if u1 and u2 are two solutions, we have
Ω
1
L(x, y)

▽(u1 − u2)▽ v + 1
λ2
I(x, y)(sin u1 − sin u2)v

dxdy = 0.
Taking v = u1 − u2 and noticing that | sin u1 − sin u2| ≤ |u1 − u2|, we have the (weighted) L2-estimate:
∥ ▽ (u1 − u2)∥Ω ≤ 1
λ2
∥(u1 − u2)∥Ωw ,
where ∥u∥Ω ≡ (

Ω
1
L(x,y)u
2dxdy)1/2. This indicates that the difference between two solutions is close to a constant, specially
when λ is large or the window region is small as in the physically interesting regime.
From the computational point of view,we focus in this paper on computing solution branches u(λ) away frombifurcation
points, the so called branches of nonsingular solutions, for the nonlinear problem (3)–(5). Namely, we assume that, for a
certain interval λ ∈ [λ0, λ1] with λ0 > 0 and starting with a solution u(λ0), there exists a unique solution branch such
that u(λ)moves along this branch continuously with the parameter λ. The precise definition will be given later on. We now
outline in the operator form the basic idea of a general approach of discretization and error analysis for nonlinear problems
which we will utilize later in our study.
Consider a type of nonlinear problems of the form:
(F + G)u = 0, (6)
where the linear operatorF corresponds to a uniquely solvable linear problem, andG denotes the remaining nonlinear part.
Let T denote the inverse operator F −1, then (6) can be written as
u+ T Gu = 0. (7)
It is natural to apply existing and well understood knowledge of linear problems to the generalized nonlinear case. Let Fh
denote the standard finite element discretization of F and Th denote F −1h . One can formally discretize (7) by
uh + ThGuh = 0. (8)
The error estimates can then be derived from the linear part ∥Th − T ∥ and certain smoothness properties of the nonlinear
operator G. For this purpose, a general convergence theory is available in [12] and has been applied to the Navier–Stokes
equations, the Von Karman equations [12], and the Ginzburg–Landau equations [13]. Here we show how to apply this
framework to the sine-Gordon type equation (3)–(5).
Introduce a bilinear form b(u, v) defined by
b(u, v) =

Ω

1
L(x, y)
▽ u▽ v + uv

dxdy. (9)
The linear operator T ∈ B(Y ; X) is defined as: for ρ ∈ Y , η ≡ T ρ ∈ X such that
b(η, v) = ρ(v)+ Fg(v), ∀v ∈ X . (10)
It is easy to see that the solution operator T is well defined and (10) corresponds to the linear problem
−▽

1
L(x, y)
▽ η

+ η = ρ, inΩ
∂η
∂ν
= g(x, y), on ∂Ω,
(11)
with continuity conditions on the interface ∂Ωw .
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Let Vh ⊂ X be a finite element subspace, from the standard finite element analysis for the linear operator T , we have
Lemma 1. For any ρ ∈ Y ,
∥(T − T h)ρ∥X → 0, as h → 0. (12)
Furthermore, if η = T ρ ∈ Hm+1(Ω) and if the finite element spaces Vh satisfy the standard approximation condition:
∥v −Πhv∥X ≤ Chm∥v∥Hm+1(Ω), ∀v ∈ Hm+1(Ω),
whereΠh denotes the interpolation operator in Vh, then we have the error estimate:
∥(T − T h)ρ∥X ≤ Chm∥η∥Hm+1(Ω). (13)
Corresponding to the splitting of (6), we rewrite (3) as
b(u, v) = b(u, v)− a(u, v)+ Fg(v), ∀v ∈ X . (14)
Define the nonlinear operator G[λ, u] : Λ× X → Y as
G[λ, u](v) = a(u, v)− b(u, v)
=

Ω

I(x, y)
λ2L(x, y)
sin u− u

vdxdy, ∀v ∈ X . (15)
Therefore, (14) can be written in operator form as
u = −T G[λ, u]. (16)
In other words, Eq. (3) is equivalent, in the operator form, to the following fixed-point problem
F(λ, u) ≡ u+ T G[λ, u] = 0. (17)
It is easy to verify that the discretization (8) is equivalent to the formal Galerkin approximation procedure defined as: find
uh ∈ Vh, such that
a(uh, vh) = Fg(vh), ∀vh ∈ Vh. (18)
A branch of nonsingular solutions u(λ) of (17) is defined as satisfying the following properties:
λ→ u(λ) is a continuous function fromΛ into X; (19)
F(λ, u(λ)) = 0; (20)
DuF(λ, u(λ)) is an isomorphism of X, (21)
where DuF is the Frechet derivative with respect to the second argument of F(λ, u). The above discussion leads us to the
following main theorem.
Theorem 2. There exist a neighborhood O of the origin in X and, for h ≤ h0 sufficiently small, a unique C2 function λ ∈ Λ →
uh(λ) ∈ Vh such that for all λ ∈ Λ, whereΛ = [λ0, λ1] and λ1 > λ0 > 0,
uh + ThG[λ, uh(λ)] = 0, uh(λ)− u(λ) ∈ O. (22)
Furthermore, we have for some constant C independent of h and λ, that
∥uh(λ)− u(λ)∥H1(Ω) ≤ Chm∥u(λ)∥Hm+1(Ω). (23)
Proof. From (15), we see that the nonlinear operator G[λ, u] can be expressed as
G[λ, u] = I(x, y)
λ2L(x, y)
sin u− u. (24)
Thus, the first and second Frechet derivatives of G[λ, u]with respect to the second argument u can be calculated by
DuG[λ, u] = I(x, y)
λ2L(x, y)
cos u− 1, (25)
and
DuuG[λ, u] = I(x, y)
λ2L(x, y)
(− sin u). (26)
By observing that L(x, y) ≥ c > 0, |I(x, y)| ≤ 1, | sin u| ≤ 1, and | cos u| ≤ 1, it follows that bothDuG andDuuG are bounded
operators on all bounded subsets ofΛ×H1(Ω). Therefore, applying a general convergence theorem for nonlinear operators
in Banach spaces [12, Theorem 6], we obtain (22) and the following estimate
∥uh(λ)− u(λ)∥X ≤ C (∥u(λ)−Πhu(λ)∥X + ∥(Th − T )G(λ, u(λ))∥X ) . (27)
(23) then follows from (27) and Lemma 1. 
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3. Solution of the nonlinear system
As it is common to nonlinear elliptic problems, there are several computational issues to be addressed with the ones
related to path following and the analysis of bifurcation points being the most important from both the computational
cost and the practical impact view points. Initial efforts to trace all parts of the bifurcation diagram of the window
Josephson junction model considered in the present study using legacy libraries [14] show promising prospects [8,15]. A
comprehensive bifurcation analysis using state of the art numerical algorithms and software (e.g. [16]) is currently under
development. Here we apply the Newton’s method to solve (18), which converges extremely rapidly provided that a good
initial approximation u(0) is available [17]. Noticing that Du sin u = cos u, we have the following iterative procedure:
For a given approximation solution u(m)h ∈ Vh, the next iterate u(m+1)h ∈ Vh is defined by
Am(u
(m+1)
h , vh) = R(u(m)h , vh)+ Fg(vh), ∀vh ∈ Vh, (28)
where the bilinear form Am(u, v) is defined as
Am(u, v) =

Ω

1
L(x, y)
▽ u▽ v + I(x, y)
λ2L(x, y)
cos(u(m)h )uv

dxdy, (29)
and
R(u, v) =

Ω

I(x, y)
λ2L(x, y)
(cos(u)u− sin(u))v

dxdy. (30)
The solvability of (28) depends on the sign of cos(u(m)h ). If for a given spacing h and at some step (28) becomes singular
or too ill-conditioned, Newton iteration may break down. In this case, we propose to replace cos(u(m)h ) on both sides of (28)
by a cut-off function c(x, y):
c(x, y) ≡

cos(u(m)h ) if cos(u
(m)
h ) > 0
0 otherwise.
This modified Newton’s scheme, on one hand, retains the information of the Jacobian as much as possible, and on the other
hand, imposes the positiveness on the linear system.
The efficiency for solving the Jacobian problem (28) at each iteration is also crucial. For this purpose, we apply the
substructuring preconditioning [18] technique with some modification to the conjugate gradient linear solver. Notice that
L(x, y) usually takes different constants in the window and idle regions and the fact that 0 ≤ c(x, y) ≤ 1. From Poincare’s
inequality, we have
c1∥ ▽ u∥2L2(Ωw) ≤

Ωw

1
L(x, y)
▽ u▽ v + I(x, y)
λ2L(x, y)
c(x, y)uv

dxdy
≤ c2∥ ▽ u∥2L2(Ωw), ∀u ∈ H10 (Ωw).
Thus, we can simply use a fast Poisson solver for both subdomain solvers of the preconditioner for the window and
idle regions, while still retain the optimal condition number as that shown in [18]. Numerical evidence shows that the
convergence behavior remains as good even when the full Newton algorithm is used, i.e., cos(u(m)h ) is not replaced by the
cut-off function c(x, y). Because the subdomainpreconditioners are stationary in theNewton iteration, they canbe factorized
only once and used repeatedly.We also note that in the case ofmultiplewindows, the algorithm leads to natural parallelism.
As already mentioned, for the Newton iteration to converge, a good initial guess is required. For the one-dimensional
version of the sine-Gordon equation over the infinity domain, there exist a family of analytical solutions [1]
u = 4 arctan(e∓x/d). (31)
These can be used along the longer dimension of the window region as initial guesses for the Newton iteration. Once it
converges to a solution u(λ0), the continuation technique is then applied to trace the regular branch by varying λ gradually
with the previously computed solution as the initial guess for the current Newton iteration. The process breaks down
when a bifurcation point is nearly reached. Then another process may also be used to compute regular branches for large
value of λ. Notice that in the limit case when λ approaches infinity, the nonlinear term sin u drops off. One can compute a
unique solution, up to a constant, of the corresponding linear problem. Starting with any such a solution and applying the
continuation, we trace the branch by varying λ.
We now present the numerical results of solving (3)–(5) by the finite element approximation using bilinear elements.
For the purpose of testing the algorithm, we consider a domainΩ = (−20, 20)× (−10, 10)with a narrow window region
Ωw = (−10, 10) × (−2, 2) and a homogeneous boundary condition g = 0. Most of solutions are computed by using a
30 × 30 rectangular mesh. Fig. 2 shows surface plots of a solution branch for λ ∈ [1, 1.8]. In this computation, we start
with computing a solution for λ = 1. Based on (31) we select as initial guess the function u(0)(x, y) = 4 arctan(ex) because
the window is long and narrow along the x-direction. From this initial value the Newton iteration converges rapidly in two
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Fig. 2. Surface plots of u(λ) for a branch of solutions with λ ∈ [1, 1.8], where the subplots from top down and left right correspond to λ = 1, 1.2, 1.4, 1.6
and 1.8, respectively.
Table 1
The error history of ∥u(m+1) − u(m)∥max of the Newton iterations associated with the solutions considered in Fig. 2.m is the
iteration step and ‘‘–’’ stands for convergence.
m λ = 1 λ = 1.2 λ = 1.4 λ = 1.6 λ = 1.8
1 2.1308E−02 2.8257E−01 2.4793E−01 2.2753E−01 2.0543E−01
2 8.2016E−05 2.6093E−02 2.7220E−02 1.7741E−02 1.5133E−02
3 – 2.1076E−04 1.5862E−02 1.0161E−03 4.9028E−03
4 8.1062E−06 1.5187E−04 4.7445E−05 5.6167E−03
5 – 1.9288E−04 – 5.0986E−03
6 2.7537E−04 1.2714E−02
7 2.0552E−04 6.2289E−03
8 5.7220E−05 4.6082E−03
9 – 1.2372E−02
steps. Then we march along λ with step size 0.2 by continuation. When λ reaches 1.8, the Newton iteration oscillates, and
for the next step λ = 2.0, the Newton iteration blows up. This indicates that a bifurcation point may be reached or a smaller
marching step is needed to provide a better initial guess for the next step Newton process. The error history of the Newton
iterations for this continuation process is given in Table 1. The contour plots of the solution branch are shown in Fig. 3 for
better visualizing the smooth change of u as λ increases.
When the above continuation breaks down, we restart the process with λ = 2 and look for another solution branch. In
this case, we use the same initial guess u(0)(x, y) = 4 arctan(ex) as before. The Newton iteration converges quickly again.
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Fig. 3. Contour plots of u corresponding to Fig. 2.
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Fig. 4. Surface plots of u for a solution branch computed by restarting the continuation process with λ = 2 (left) and 2.2 (right).
For the illustration of this branch, we show in Figs. 4 and 5 the surface and contour plots for the solutions corresponding to
λ = 2 and 2.2, respectively.
The model problem considered is of particular physical interest. For this we also plot in Fig. 6 the magnetic energy
distribution emag(x, y) = 12 ((∂u/∂x)2 + (∂u/∂y)2) (left figure) and the supercurrent (right figure) which is proportional to
I(x, y) sin u(x, y). The separation of the maximum and minimum of the supercurrent along the x-axis is of special physical
interest and importance. It represents the effective fluxon width (with a factor of 0.5) inside the junction [13,8].
In the above experiments, the surface inductance is constant with L(x, y) = 1 in Ω . We now consider the jump case
with L(x, y) = 2.2 inside the window region and L(x, y) = 1 in the outside idle region. Specifically, Fig. 7 shows the surface
plots for u (left figure) and the corresponding energy (right figure) with λ = 1. A sharper energy peak is observed inside the
junction region. In addition, it is worth to point out that, as expected, the jump in L(x, y) does not affect the convergence
rate of the Newton iteration and the inside preconditioned conjugate gradient iteration.
Finally, we illustrate the effects of mesh refinement on the numerical behavior of the algorithm. Fig. 8 compares the
computation of the same problem as for Fig. 7, but with a finer 50 × 50 mesh. As shown in Table 2, the Newton iteration
takes more steps to converge as the mesh resolution is increased, still exhibiting rapid convergence though. In other words
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Fig. 6. Surface plots of the energy and supercurrent with λ = 2.0.
7
6
5
4
3
2
1
0
30
3020
20
10
10
0
30
20
10
00
30
20
10
0
1
0.8
0.6
0.4
0.2
0
Fig. 7. Surface plots of u and the energy with λ = 1, L(x, y) = 2.2 inΩw and L(x, y) = 1.0 inΩ/Ωw .
7
6
5
4
3
2
1
0
7
6
5
4
3
2
1
0
30
3020
20
10 10
0 0
60
6040
40
20
20
0 0
Fig. 8. Surface plots of uwith a 30× 30 mesh (left figure) and a 50× 50 mesh (right figure).
the convergence rate of the preconditioned conjugate gradient iteration changes very little, which verifies our theoretical
prediction that the condition number is almost independent of the spacing h.
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Table 2
The error history of ∥u(m+1)−u(m)∥max of the Newton iterations in the
case of discontinuous surface inductance. m is the iteration step and
‘‘–’’ stands for convergence.
m 30× 30 mesh 50× 50 mesh
1 7.7123E−02 8.2891E−02
2 1.2503E−03 1.0778E−02
3 2.7657E−05 1.5490E−03
4 – 2.1768E−04
5 1.1539E−04
6 1.6880E−04
7 9.5129E−05
8 3.3379E−05
For associated finite difference experiments on interesting physical aspects, such as non-homogeneous boundary
conditionswith externalmagnetic field and current, geometric effects, application to soliton solutions of the time dependent
model, the reader is referred to [7].
We should mention here that in order to avoid difficulties in the integration to construct the stiffness matrix in our
implementation the computational mesh lines up with the interface ofΩ andΩw .
4. Domain decomposition algorithms
As we can easily observe, the nonlinear problem in our model is only imposed on a relatively very small window region.
The simple Poisson equation is imposed in a much larger idle region. It is best to make use of this special property in order
to avoid significant unnecessary cost due to the nonlinear iteration for the window region. We propose to use the interface
relaxation approach [19,20] which is already proved to be convergent for several linear cases.
The basic idea is to solve the linear problem in the large idle region and solve the nonlinear sine-Gordon equation only in
thewindow region byNewton iteration, and then relax the interface condition by an outer loop of relaxation iteration. Notice
that at each relaxation step, we solve a Poisson equation only once in the large idle region. The Newton iteration carried out
is restricted to a relatively much smaller region. Thus, if the relaxation converges fast enough, the overall computational
cost could be significantly reduced.
There are several possible ways to relax the interface conditions. One is to use the alternating Dirichlet–Neumann
interface conditions [19]. Namely, starting with an initial guess of u on ∂Ωw , we compute the local solution for one region,
called ΩD, with the Dirichlet data on ∂Ωw . Then the outer normal derivative of the computed local solution is calculated
and passed to the other region, calledΩN . This outer normal derivative together with the interface conditions will, in turn,
be used to determine the Neumann data on ∂Ωw to compute the local solution forΩN . This updates the value of u on ∂Ωw
so that the above process can be iterated. To apply this approach, we have to decide which region is taken to beΩN because
of the non-uniqueness caused by the Neumann boundary condition. We choose the window regionΩw asΩN . By doing so,
the solution in the idle region is always unique because of the Dirichlet condition imposed on part of its boundary. For fixing
the solution in Ωw , we can use the boundary value of ΩN to select a proper initial guess for the Newton iteration of the
nonlinear solver ofΩw .
An alternative relaxation scheme is to use the Robin transmission condition on ∂Ωw for both window and idle
regions [20]. In this case, the interface conditions will impose uniqueness on local solutions. The above two relaxation
schemes both have fast convergence rate. However, they may diverge for problems of negative eigenvalues, which is the
case when the term sin u is present.
One possibility is to propose a third approach which is based on the residual relaxation. Notice that the interface
conditions in (2) can be expressed in an implicit form:
α(uin − uout)2 + β

1
Lin(x, y)
∂uin
∂ν
+ 1
Lout(x, y)
∂uin
∂ν
2
= 0, on ∂Ωw, (32)
where in and out stand for inside and outside the window region, respectively, α and β are Lagrange multiplier like
parameters. For linear problems, it is shown in [19,21,22] that the relaxation converges even when negative eigenvalues
are present. The idea is to guess an approximation for u on ∂Ωw , solve the local PDEs in each region, update u on ∂Ωw
by the ‘‘interface’’ residual of (32) and then iterate until convergent. Notice that we always have uin = uout because we
impose the Dirichlet condition on ∂Ωw for both regions. However, it seems that we cannot use non-homogeneous Dirichlet
conditions on ∂Ωw for the sine-Gordonproblem.Our numerical experiments show that this leads to non-convergentNewton
iterations. Unfortunately, we cannot impose non-homogeneous Neumann conditions alone on the Laplace problem since
this, in general, corresponds to an ill-posed physical problem.
We therefore formulate a similar to the above interface relaxation scheme that imposes on ∂Ωw Dirichlet boundary
conditions for the Laplace problem and Neumann boundary conditions for the sine-Gordon problem. More specifically, we
describe this new algorithm as follows:
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Interface relaxation algorithm:
(i) Start with an initial guess u(0) in Ω and set U (0)Γ = u(0)|∂Ωw (for the Laplace problem), ∂U
(0)
Γ
∂ν
= ∂u(0)
∂ν
|∂Ωw (for the sine-
Gordon problem) and u(0)in = u(0)|Ωw and k = 0.
(ii) Set k = k+ 1 and solve the sine-Gordon problem
▽

1
L(x, y)
▽ u(k)in

= 1
λ2L(x, y)
sin u(k)in , inΩw,
∂u(k)in
∂ν
= ∂U
(k−1)
Γ
∂ν
, on ∂Ωw.
(33)
By the Newton iteration with u(k−1)in as the initial guess.
(iii) Solve the Laplace problem
▽

1
L(x, y)
▽ u(k)out

= 0, inΩ/Ωw,
∂u(k)out
∂ν
= g on ∂Ω,
u(k)out = U (k−1)Γ , on ∂Ωw.
(34)
(iv) Update the Neumann and Dirichlet data on the interface, used by the sine-Gordon and Laplace problems respectively,
by residual relaxation as follows:
U (k)Γ = U (k−1)Γ + α(u(k)in − u(k)out) (35)
∂U (k)Γ
∂ν
= ∂U
(k−1)
Γ
∂ν
+ β

1
Lout(x,y)
∂u(k)out
∂ν
− 1
Lin(x, y)
∂u(k)in
∂ν

. (36)
(v) Iterate (ii)–(iv) until convergent.
The parameters α and β can be properly chosen to accelerate the convergence rate of the relaxation procedure.
The formal convergence analysis of the above relaxation schemes is rather complicated and is beyond the scope of this
paper. Nevertheless, and in order to numerically confirm our above given claims we have implemented the above proposed
interface relaxation scheme utilizing a state-of-the-art and widely used finite element library [23]. Specifically, we have
implemented our algorithm in C++ fully utilizing the deal.II library by creating two separate solvers corresponding to the
Laplace and sine-Gordon problems, respectively. Thosewere called repeatedly and alternately, by amain function, andwere
fed with the updated boundary conditions.
All the developed software that realizes the above described interface relaxation method, and was used to produce the
results presented next, is publicly available at https://github.com/mvavalis.
4.1. Numerical experiments
For the numerical verification of the above proposed interface relaxation scheme we select the same problem we
have considered in Section 3. Specifically we solve (3)–(5) with λ = 1, L(x, y) = 1,Ω = (−20, 20) × (−10, 10) and
Ωw = (−10, 10)× (−2, 2). We start our interface iterations with u(0)(x, y) = 4 arctan(ex) as an initial guess.
In Fig. 9wepresent the convergence history of the interface relaxation assumingno current andnomagnetic field applied.
Specifically on the x-axis we have the iteration (interface relaxation iteration) number k and on the y-axis the L2 norm of
the difference of two successive iterates, i.e. ∥u(k) − u(k−1)∥Ω .
To further elucidate some of the convergence characteristics of the proposed methods, snapshots of the detailed history
of convergence for the case α = 0.001 in Fig. 9 are graphically depicted in Fig. 10 where we plot the initial guess and the
computed solutions at iterations k = 1, 2, 7, 20 and 60. As it can be clearly seen, our interface relaxation method first cuts
rapidly (in just 2–5 iterations) the high frequencies terms of the error and then spends the rest of the iterations further
smoothing the solution by cutting the remaining low frequency terms. We should note here that the synthesis of the two
computed solutions in each subdomain into the integrated 3D graphs found in this figure can be created in a very straight
forward and natural way using any of the scientific visualization software systems available.1
Finally it is worth to point out that we may further reduce the cost by making use of the analytical expression for the
solution of the Poisson equation over the large idle region to construct a solution method for the window region. This is
currently under investigation.
1 In our case we have used Tecplot http://www.tecplot.com.
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Fig. 9. Graph of the norm of the difference of two successive iterates versus the interface relaxation iterations.
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Fig. 10. 3D plots of the initial guess and the numerical solutions computed by the proposed interface relaxation method at iterations k = 1, 2, 7, 20 and
60 (subplots from left to right, top to bottom respectively).
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5. Synopsis
We apply finite element approximation to numerical simulation of the steady state window Josephson junctions.
The suitability of the proposed method for this composite type PDE problem is clearly depicted. The convergence and
error analysis are presented. A combination of the Newton iteration and the preconditioned linear solver is proposed to
successfully and efficiently compute solution branches of the sine-Gordon type nonlinear problem. Numerical results are
promising, exhibiting the effectiveness and the efficiency of the proposed method and verifying our theoretical results.
Interface relaxation methods are proposed to reduce the extra computational cost in the large idle region. The most
promising of these proposed methods has been implemented using state-of-the-art numerical software and its behavior
is rather promising.
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