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A SUPERCONVERGENT HDG METHOD FOR THE INCOMPRESSIBLE
NAVIER-STOKES EQUATIONS ON GENERAL POLYHEDRAL MESHES
WEIFENG QIU AND KE SHI
Abstract. We present a superconvergent hybridizable discontinuous Galerkin (HDG) method for the
steady-state incompressible Navier-Stokes equations on general polyhedral meshes. For arbitrary conforming
polyhedral mesh, we use polynomials of degree k+1, k, k to approximate the velocity, velocity gradient and
pressure, respectively. In contrast, we only use polynomials of degree k to approximate the numerical trace
of the velocity on the interfaces. Since the numerical trace of the velocity field is the only globally coupled
unknown, this scheme allows a very efficient implementation of the method. For the stationary case, and
under the usual smallness condition for the source term, we prove that the method is well defined and that
the global L2-norm of the error in each of the above-mentioned variables and the discrete H1-norm of the
error in the velocity converge with the order of k + 1 for k ≥ 0. We also show that for k ≥ 1, the global
L2-norm of the error in velocity converges with the order of k+2. From the point of view of degrees of free-
dom of the globally coupled unknown: numerical trace, this method achieves optimal convergence for all the
above-mentioned variables in L2-norm for k ≥ 0, superconvergence for the velocity in the discrete H1-norm
without postprocessing for k ≥ 0, and superconvergence for the velocity in L2-norm without postprocessing
for k ≥ 1.
1. Introduction
In this paper, we consider a new hybridizable discontinuous Galerkin (HDG) method for the steady-state
incompressible Navier-Stokes equations, which can be written as the following first order system:
L = ∇u in Ω,(1.1a)
−ν∇ · L +∇ · (u ⊗ u) +∇p = f in Ω,(1.1b)
∇ · u = 0 in Ω,(1.1c)
u = 0 on ∂Ω,(1.1d) ∫
Ω
p = 0,(1.1e)
where the unknowns are the velocity u , the pressure p, and the gradient of the velocity L. ν is the kinematic
viscosity and f ∈ L2(Ω) is the external body force. The domain Ω ⊂ Rd, d = 2, 3 is polygonal (d = 2) or
polyhedral (d = 3).
To define the HDG method, we adopt the notations and norms used in [6]. We consider conforming
triangulation Th of Ω made of shape-regular polyhedral elements which can be non-convex. We denote by Eh
the set of all faces F of all elements K ∈ Th and set ∂Th := {∂K : K ∈ Th}. For scalar-valued functions φ
and ψ, we write
(φ, ψ)Th :=
∑
K∈Th
(φ, ψ)K , 〈φ, ψ〉∂Th :=
∑
K∈Th
〈φ, ψ〉∂K .
Here (·, ·)D denotes the integral over the domain D ⊂ R
d, and 〈·, ·〉D denotes the integral over D ⊂
R
d−1. For vector-valued and matrix-valued functions, a similar notation is taken. For example, for vector-
valued functions, we write (φ,ψ)Th :=
∑n
i=1(φi, ψi)Th . For matrix-valued functions, we write (φ, ψ)Th :=∑
1≤i,j≤n(φij , ψij)Th .
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Like all other HDG schemes, to define the HDG method for the problem, we introduce an additional
unknown numerical trace which is the approximation of the velocity on the skeleton of the mesh. Namely,
our HDG method seeks an approximation (Lh,uh, ph, ûh) ∈ Gh × Vh × Qh × M
0
h to the exact solution
(L|Th ,u|Th , p|Th ,u|Eh) where the finite dimensional spaces are defined as:
Gh := {G ∈ L
2(Ω) : G|K ∈ Pk(K), ∀K ∈ Th},
Vh := {v ∈ L
2(Ω) : v|K ∈ Pk+1(K), ∀K ∈ Th},
Qh := {p ∈ L
2
0(Ω) : p|K ∈ Pk(K), ∀K ∈ Th},
Mh := {µ ∈ L
2(Eh) : µ|F ∈ Pk(F ), ∀F ∈ Eh},
M 0h := {µ ∈Mh : µ|∂Ω = 0}.
Here Pl(D) denotes the set of polynomials of total degree at most l ≥ 0 defined on D, Pk(D) denotes the set
of vector-valued functions whose d components lie in Pk(D), Pk(D) denotes the set of square matrix-valued
functions whose d× d entries also lie in Pk(D), and L
2
0(Ω) = {p ∈ L
2(Ω) :
∫
Ω p = 0}.
The method determines the approximate solution by requiring that it solves the following weak formula-
tion:
(Lh,G)Th + (uh,∇ ·G)Th − 〈ûh,Gn〉∂Th = 0,(1.2a)
(νLh,∇v)Th − (uh ⊗ uh,∇v)Th − (ph,∇ · v)Th − 〈ν L̂hn− p̂hn− (ûh ⊗ ûh)n, v〉∂Th(1.2b)
−(
1
2
(∇ · uh)uh, v)Th + 〈
1
2
(uh ⊗ (uh − ûh))n, v〉∂Th = (f, v)Th ,
−(uh,∇q)Th + 〈ûh · n, q〉∂Th = 0,(1.2c)
〈ν L̂hn− p̂hn− (ûh ⊗ ûh)n,µ〉∂Th = 0,(1.2d)
for all (G, v, q,µ) ∈ Gh ×Vh ×Qh ×M
0
h . Here,
(ν L̂h − p̂h)n := νLhn− phn−
ν
h
(ΠMuh − ûh)− τC(ûh)(uh − ûh) on ∂Th,(1.2e)
τC(ûh) := max(ûh · n, 0) on each F ∈ ∂Th.(1.2f)
Here ΠM is the L
2−projection onto Mh. The goal of this paper is to consider the analytical aspects of the
method including the rigorous proof of the uniqueness and existence of the solution of the above system
and the error estimates for all unknowns. The computational aspects of the method will be discussed in a
separate paper.
Like other HDG schemes, the HDG method (1.2) uses the numerical trace of the primary variable ûh
as the only globally-coupled variable. Our formulation is close to that of the HDG method in [6, 23], in
which they have the same global degrees of freedom ûh. Nevertheless, there are three crucial differences
which lead to special properties of our HDG method. Firstly, our method uses Pk+1(Th) to approximate
the primary variable, which is the velocity, on each element while methods in [6, 23] uses Pk(Th) instead.
Secondly, the diffusion part of the stabilization function νh(ΠMuh − ûh) in (1.2e) is totally different from
those used in [6, 23]. Finally, motivated by the work in [29] and [8], we insert two terms −(12 (∇·uh)uh, v)Th
and 〈12 (uh ⊗ (uh − ûh))n, v〉∂Th in (1.2b). As a consequence of the above modifications, the new HDG
method allows to use general polygonal mesh with optimal approximations for all unknowns. In addition,
from the implementation point of view, like many other numerical methods for Navier-Stokes equation, we
apply the classical Picard iteration to obtain the numerical solution. In each iteration we need to solve an
Oseen equation. Due to our modification in (1.2b), we can use the convection field obtained from previous
step directly without the use of postprocessing. We notice that by adding these two terms in (1.2b), the
HDG method (1.2) is not locally conservative (see [8] for detailed explanation). On the other hand, since
the HDG method (1.2) has high order accuracy for the approximations to all variables, lack of being locally
conservative is only a minor issue.
It is worth to mention that the HDG method using an enhanced space for the primary variable and the
special stabilization function like νh (ΠMuh − ûh) was first introduced by Lehrenfeld in Remark 1.2.4 for dif-
fusion problem in [20]. He numerically showed that the methods provide optimal order of convergence for all
unknowns without analysis. In [25], we gave rigorous analysis for this approach for linear elasticity problems.
Optimal order of convergence for all unknowns is obtained for both equations. In [24], Oikawa analyzed a
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HDG method for diffusion problem which uses the same polynomial spaces as in [20], with a different choice
of the numerical flux, he proved the optimality of the method for all unknowns. Since the polynomial order
of the numerical trace of these HDG methods [20, 25, 24] is one less then that of the approximation space
of the primary variable, from the point of view of degrees of freedom of the globally coupled unknown, they
obtain superconvergence for the primary variable without postprocessing. In addition, all these methods
work on general polyhedral meshes. However, the standard stability analysis for these methods can only
provide the upper bound of
(
‖∇uh‖
2
Th + h
−1‖ΠMuh − ûh‖
2
∂Th
)1/2
,
which can not control the standard discrete H1-norm of uh. We would like to emphasize that the control of
the standard discrete H1-norm of uh is essentially necessary in the proof of the HDG method (1.2) having
a unique solution. In [26], roughly speaking, we prove that
(
‖∇uh‖
2
Th
+ h−1‖uh − ûh‖
2
∂Th
)1/2
≤ C
(
‖∇uh‖
2
Th
+ h−1‖ΠMuh − ûh‖
2
∂Th
)1/2
.(1.3)
The inequality (1.3) enables us to control the standard discrete H1-norm of uh of the HDG method (1.2)
such that we can show our method has a unique solution under the usual smallness condition for the source
term.
In literature, there are many existing mixed and DG methods designed for Navier-Stokes equations. See
the classic mixed methods [13, 2, 12], the stabilized methods proposed in [17, 16, 19] and the DG methods
[1, 18, 7, 14, 28, 27, 5, 8, 9, 10, 21]. An IP-like method and a compact discontinuous Galerkin (CDG) method
were introduced in [22]. Recently, In [3], a mixed method is developed based on the pseudostress-velocity
formulation. This method uses row-wise k-th order RT space and Pk(Th) to approximate the pseudostress
and velocity, respectively. The method provides the convergence of both variables in L3 norm of order
k + 1− d6 . In [4], a modified method is introduced and it approximates the pressure directly with same
convergence rate as in [3]. Later in [15], a new mixed finite element method is introduced in which the stress
is the primary variable. This method uses Pk(Th), row-wise k-th order RT space and Pk(Th) to approximate
the velocity gradient, stress and velocity, respectively. The convergence of the velocity gradient and velocity
in L2-norm and the stress in H(div)-norm is of order k. More recently, in 2015, Cockburn et al [6] gave an
error analysis of the HDG method developed in [23] which is close to method in this paper. Our method may
be criticized by the fact that with the modification of the scheme, we no longer have the local conservation
of the momentum. Nevertheless, our approach has several advantages comparing with the one in [6, 23]. For
instance, the analysis in [6, 23] is only valid for simplicical meshes and it needs a postprocessing procedure to
obtain superconvergent approximation to the velocity. The method in [6, 23] does not have superconvergent
approximation to the velocity in the discrete H1-norm if k = 0, while our method does even this the lowest
order case. From the implementation point of view, in each iteration, the scheme in [6, 23] needs to solve
a Oseen equation using a postprocessed convection field from the previous iteration while in our scheme we
can use the velocity field directly from the previous iteration without any postprocessing.
In this paper, we prove that the discrete H1-norm of the error in the velocity, the L2-norm of the error
in the velocity, the pressure and even in the velocity gradient converge with the order k + 1 for any k ≥ 0;
and that the velocity, for k ≥ 1, converges with order k + 2. Notice that as a built-in feature of HDG
methods, see [11], the degrees of freedom of the globally-coupled unknown comes from the numerical trace
of the velocity on the mesh skeleton. From the point of view of the global degrees of freedom, the method
provides optimal convergent approximations to the velocity, velocity gradient and pressure in L2-norm for
k ≥ 0, superconvergent approximation to the velocity in the discrete H1-norm without postprocessing for
k ≥ 1, and superconvergent approximation to the velocity in L2 norm without postprocessing for k ≥ 1. In
addition, the analysis of our method is valid for general polyhedral meshes. To the best of our knowledge,
no other known finite element method for the Navier-Stokes equations has all of these properties.
The rest of paper is organized as follows. In Section 2, we introduce our HDG method for the problem
and present the main a priori error estimates. In Section 3, we present some preliminary inequalities and
stability estimates. In Section 4, we prove the existence and uniqueness of the numerical solution. In Section
5, we provide the detailed proof of the main results.
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2. Main Results
In this section, we present the main error estimates results. To state the main results, we need to introduce
some notations. We use the standard definitions for the Sobolev spaces W ℓ,p(D) for a given domain D with
norm
‖φ‖ℓ,p,D = (
∑
|α|≤ℓ
‖Dαφ‖p0,p,D)
1/p.
For vector- and matrix-valued functions φ and Φ, we use ‖φ‖ℓ,p,D =
∑d
i=1 ‖φi‖ℓ,p,D, and ‖Φ‖ℓ,p,D =∑d
i,j=1 ‖Φij‖ℓ,p,D. Moreover, when p = 2 and ℓ <∞, we denote W
ℓ,2(D) by Hℓ(D) and ‖ · ‖ℓ,2,D, by ‖ · ‖ℓ,D.
When l = 0, we denote W 0,p(D) by Lp(D) and the norm by ‖ · ‖Lp(D), when ℓ = 0 and p = 2, we denote the
L2(D) norm by ‖ · ‖D.
We also introduce the following norms and seminorms:
|||(v,µ)|||0,h :=
(
‖v‖2Th + (‖h
1/2
K µ‖
2
∂Th + ‖h
1/2
K (v− µ)‖
2
∂Th)
)1/2
∀ (v,µ) in H1(Th)×L
2(Eh),
|||(v,µ)|||1,h :=
(
‖∇v‖2Th + ‖h
−1/2
K (v− µ)‖
2
∂Th
)1/2
∀ (v,µ) in H1(Th)×L
2(Eh),
|||(v,µ)|||∞,h := ‖v‖L∞(Ω) + ‖µ‖L∞(Eh) ∀ (v,µ) in L
∞(Ω)×L∞(Eh).
Here ‖ · ‖∂Th :=
(∑
K∈Th
‖ · ‖2∂K
)1/2
. We also set
‖v‖0,h := ‖v‖L2(Ω), ‖v‖1,h := |||(v, {{v}})|||1,h,
where the average of v, {{v}}, is defined as follows: On an interior face F = ∂K− ∩ ∂K+, we have {{v}} :=
1
2 (v
+ + v−), where v± denote the trace of v from the interior of K± and n± is the outward unit normal to
K±. On a boundary face F ⊂ ∂K− ∩ ∂Ω, we formally set v+ := v such that {{v}} = v on ∂Ω. We note that
‖ · ‖1,h is the standard discrete H
1-seminorm.
We are now ready to state our first main result on the existence and uniqueness of the numerical solution.
Theorem 2.1 (Existence, uniqueness and stability). If ‖f‖Ω is small enough, the HDG method (1.2) has a
unique solution (L,uh, ph, ûh) ∈ Gh×Vh×Qh×M
0
h . Furthermore, the following stability bound is satisfied
|||(uh, ûh)|||1,h ≤ Cν
−1‖f‖Ω.(2.1)
for some constant C independent of ν, the discretization parameters and the exact solution.
Next we present the error estimates result for all unknowns. In order to have optimal L2−error estimate
for the velocity, we need some regularity assumption of the following dual problem. Consider the problem
of seeking (φ, ψ) such that
Φ−∇φ = 0 in Ω,(2.2a)
−ν∇ · Φ−∇ · (φ⊗ u)−∇ψ −
1
2
(∇φ)⊤u+
1
2
(∇u)⊤φ = θ in Ω,(2.2b)
∇ · φ = 0 in Ω,(2.2c)
φ = 0 on ∂Ω.(2.2d)
Assume that the solution to the dual problem satisfies the following regularity estimate:
(2.3) ‖Φ‖1,Ω + ‖φ‖2,Ω + ‖ψ‖1,Ω ≤ Cr‖θ‖Ω.
Remark 2.2. If ‖u‖H1(Ω) is small enough compared with the diffusion coefficient ν, the dual problem (2.2)
has a unique solution (φ, ψ) ∈H10(Ω)×H
1(Ω)/R. In fact, when we use the standard energy argument, we
need to have
1
2
|((∇u)⊤φ− (∇φ)⊤u,φ)Ω| ≤ ν‖∇φ‖
2
Ω(2.4)
to obtain energy estimate of φ. We notice that 12 |((∇u)
⊤φ−(∇φ)⊤u,φ)Ω| ≤ C‖u‖H1(Ω)‖φ‖
2
H1(Ω). It is easy
to see that (2.4) holds if ‖u‖H1(Ω) is small enough compared with the diffusion coefficient ν. This completes
the proof of the above claim. If we further assume u ∈ W1,3(Ω) ∩ L∞(Ω), then, the regularity assumption
(2.3) comes from a standard regularity estimate [13] for the Stokes equations.
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Now we are ready to present our second and main result:
Theorem 2.3. If ‖f‖Ω is small enough, then we have
‖L− Lh‖Ω + ‖u− uh‖Ω + ‖u− uh‖1,h + ‖p− ph‖Ω ≤ Ch
k+1,
Here the constant C depends on ‖u‖L∞(Ω), ‖u‖k+2,Ω, ‖p‖k+1,Ω, ν and k. In addition, if the regularity assump-
tion (2.3) holds and u ∈W1,∞(Ω), then for k ≥ 1 we have
‖u− uh‖Ω ≤ CDh
k+2.
Here CD depends on ‖u‖L∞(Ω), ‖u‖k+2,Ω, ‖p‖k+1,Ω, ν and k, Cr.
3. Preliminary estimates
In this section, we present some preliminary inequalities for the proof of our main results. First, we would
like to recall an important inequality which was introduced in [26]. Here we write it in a slightly general
way. Though our results in this section and the following ones are valid for conforming meshes with shape
regular assumption, we assume the meshes are quasi-uniform for the sake of simplicity.
Lemma 3.1. For any given function (L, v,µ) ∈ Gh ×Vh ×Mh satisfying (1.2a), then we have
|||(v,µ)|||1,h ≤ CHDG(‖L‖Ω + h
− 1
2 ‖ΠMv− µ‖∂Th).
For the proof of the above result, we refer the Lemma 3.2 in [26]. In addition, we also need the following
basic inequalities:
Lemma 3.2. For 1 ≤ q <∞ (d = 2), 1 ≤ q ≤ 4 (d = 3), there exist positive constant Cq such that
‖v‖Lq(Ω) ≤ Cq‖v‖1,h, ∀ v ∈ V(h),(3.1a)
‖v‖Lq(Ω) ≤ Cq|||(v,µ)|||1,h, ∀ (v,µ) ∈ V(h)×M
0
h,(3.1b)
Here V(h) := H10(Ω) +Vh. In addition, we have a trace inequality:
‖v‖L4(∂Th) ≤ Ch
− 1
4 ‖v‖1,h ≤ Ch
− 1
4 |||(v,µ)|||1,h, ∀ (v,µ) ∈ V(h)×M
0
h.(3.1c)
The proofs of (3.1a)-(3.1c) are provided in Proposition A.2 in [6], Proposition 4.5 and (7.7) in [18]. To
simplify our notations, we group all the nonlinear terms in our formulation as the following operator:
Definition 3.3. For any (w, ŵ), (u, û), (v, v̂) ∈ H1(Th)× L
2(Eh), we define the operator:
O((w, ŵ); (u, û), (v, v̂)) :=− (u⊗w,∇v)Th − (
1
2
(∇ ·w)u, v)Th + 〈
1
2
u⊗ (w− ŵ)n, v〉∂Th
+ 〈τC(ŵ)(u− û), v− v̂〉∂Th + 〈(û⊗ ŵ)n, v− v̂〉∂Th .
The above operator plays a crucial rule in the analysis. It has the following coercive property:
Proposition 3.4. For any (w, ŵ), (u, û) ∈ H1(Th)× L
2(Eh), if û|∂Ω = 0, then we have
O((w, ŵ); (u, û), (u, û)) = 〈(τC(ŵ)−
1
2
ŵ · n)(u− û),u− û〉∂Th ≥ 0.
Proof. By Definition 3.3, we have
O((w, ŵ); (u, û), (u, û)) :=− (u ⊗w,∇u)Th − (
1
2
(∇ ·w)u,u)Th + 〈
1
2
u⊗ (w− ŵ)n,u〉∂Th
+ 〈τC(ŵ)(u− û),u− û〉∂Th + 〈(û⊗ ŵ)n,u− û〉∂Th .
Applying integration by parts for the first term, we have
(u⊗w,∇u)Th = −(∇ · (u⊗w),u)Th + 〈(u⊗w)n,u〉∂Th
= −((∇ ·w)u,u)Th − (u ⊗w,∇u)Th + 〈(u ⊗w)n,u〉∂Th .
This implies that
−(u⊗w,∇u)Th − (
1
2
(∇ ·w)u,u)Th + 〈(
1
2
u⊗w)n,u〉∂Th = 0.
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Inserting above identity into O((w, ŵ); (u, û), (u, û)), we have
O((w, ŵ); (u, û), (u, û)) = 〈τC(ŵ)(u − û),u− û〉∂Th + 〈(û ⊗ ŵ)n,u− û〉∂Th − 〈
1
2
(u⊗ ŵ)n,u〉∂Th
= 〈(τC(ŵ)−
1
2
ŵ · n)(u− û),u− û〉∂Th − 〈
1
2
(ŵ · n)û, û〉∂Th
= 〈(τC(ŵ)−
1
2
ŵ · n)(u− û),u− û〉∂Th ≥ 0.
The last step is due to the fact that û is single valued on Eh and û|∂Ω = 0. 
Next, we present a continuity result for the nonlinear operator O that we will use throughout the analysis.
We first define the following space:
H˜10(Ω) := {(w, ŵ) ∈ H
1
0(Ω)× L
2(Eh)|w|Eh = ŵ},
The above space is the graph space of the trace mapping from H1(Ω) onto L2(Eh). We are ready to state
the following result:
Lemma 3.5. There is a positive constant CO such that
(3.2)
|O((w1, ŵ1); (u, û), (v, v̂))−O((w2, ŵ2); (u, û), (v, v̂))| ≤ CO|||(w1, ŵ1)− (w2, ŵ2)|||1,h |||(u, û)|||1,h |||(v, v̂)|||1,h,
for all (w1, ŵ1), (w2, ŵ2), (u, û) ∈ H˜
1
0(Ω) +
(
Vh ×M
0
h
)
and any (v, v̂) ∈ Vh ×M
0
h.
Proof. Setting δw := w1 −w2, δŵ := ŵ1 − ŵ2, by the definition of the operator O, we have
O((w1, ŵ1); (u, û), (v, v̂))−O((w2, ŵ2); (u, û), (v, v̂)) =
− (u⊗ δw,∇v)Th − (
1
2
(∇ · δw)u, v)Th + 〈
1
2
u⊗ (δw − δŵ)n, v〉∂Th
+ 〈(τC(ŵ1)− τC(ŵ2))(u − û), v− v̂〉∂Th + 〈(û ⊗ δŵ)n, v− v̂〉∂Th ,
applying intergration by parts in the first term, rearranging the terms, we have
= (
1
2
(∇ · δw)u, v)Th + (v⊗ δw,∇u)Th + 〈
1
2
u⊗ (δw − δŵ)n, v〉∂Th
+ 〈(τC(ŵ1)− τC(ŵ2))(u − û), v− v̂〉∂Th + 〈(û ⊗ δŵ − u⊗ δw)n, v〉∂Th
= T1 + T2 + T3 + T4 + T5.
Next we estimate each Ti.
For T1, we apply the generalized Ho¨lder’s inequality,
T1 ≤ ‖∇ · δw‖Th‖u‖L4(Ω)‖v‖L4(Ω) ≤ C|||(δw, δŵ)|||1,h |||(u, û)|||1,h |||(v, v̂)|||1,h,
the second inequality is due to (3.1b). T2 can be bounded in a similar way.
For T3, we apply the generalized Ho¨lder’s inequality,
T3 ≤ h
− 1
2 ‖δw − δŵ‖L2(∂Th) h
1
4 ‖u‖L4(∂Th) h
1
4 ‖v‖L4(∂Th) ≤ C|||(δw, δŵ)|||1,h |||(u, û)|||1,h |||(v, v̂)|||1,h,
the second inequality is by (3.1c).
For T4, by the generalized Ho¨lder’s inequality we have:
T4 ≤ C‖τC(ŵ1)− τC(ŵ2)‖L4(∂Th) ‖u− û‖L2(∂Th) ‖v− v̂‖L4(∂Th),
by the fact that the function max(w · n, 0) is Lipschitz,
≤ C‖δŵ‖L4(∂Th) ‖u− û‖L2(∂Th) ‖v− v̂‖L4(∂Th)
≤ Ch
1
2 (‖δw − δŵ‖L4(∂Th) + ‖δw‖L4(∂Th)) |||(u, û)|||1,h ‖v− v̂‖L4(∂Th),
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Notice here if (δw, δŵ) ∈ H˜
1
0(Ω)+
(
Vh×M
0
h
)
, then δw− δŵ ∈ Vh|Th . Hence, we can apply inverse inequality
on ‖δw − δŵ‖L4(∂Th), ‖v− v̂‖L4(∂Th) to have
≤ Ch
1
2 (h
1−d
4 ‖δw − δŵ‖L2(∂Th) + ‖δw‖L4(∂Th)) |||(u, û)|||1,h h
1−d
4 ‖v− v̂‖L2(∂Th)
≤ Ch
1
4 |||(δw, δŵ)|||1,h |||(u, û)|||1,h |||(v, v̂)|||1,h,
by (3.1c) and the fact that d = 2, 3.
Finally, for T5 we first break it into two terms:
T5 = −〈(û⊗ (δw − δŵ))n, v〉∂Th − 〈((u − û)⊗ δw)n, v〉∂Th .
For the first term, by the generalized Ho¨lder’s inequality, we have:
〈(û⊗ (δw − δŵ))n, v〉∂Th ≤ h
1
4 ‖û‖L4(∂Th) h
− 1
2 ‖δw − δŵ‖L2(∂Th) h
1
4 ‖v‖L4(∂Th)
≤ h
1
4 (‖u− û‖L4(∂Th) + ‖u‖L4(∂Th)) h
− 1
2 ‖δw − δŵ‖L2(∂Th) h
1
4 ‖v‖L4(∂Th)
≤ C|||(δw, δŵ)|||1,h |||(u, û)|||1,h |||(v, v̂)|||1,h.
In the last step we used the same argument as in T4 for the term ‖u − û‖L4(∂Th) and (3.1c). The second
term can be estimated in a similar way. We complete the proof by combining the estimates of Ti. 
4. Uniqueness and existence of the numerical solution.
We will apply the Picard fixed point theorem to show the existence and uniqueness of the solution of
(1.2). To this end, we begin by rewriting the method into a more compact and appropriate form for the
proof. If we add (1.2a) - (1.2d), the method can be written as: Find (Lh,uh, ph, ûh) ∈ Gh ×Vh ×Qh ×M
0
h
such that
(4.1) S((Lh,uh, ph, ûh), ((G, v, q,µ))) +O((uh, ûh); (uh, ûh), (v,µ)) = (f, v)Th ,
for all (G, v, q,µ) ∈ Gh ×Vh ×Qh ×M
0
h . Here the bilinear form S(·, ·) is defined as:
S((Lh,uh, ph, ûh), (G, v, q,µ)) := (Lh,G)Th + (uh,∇ ·G)Th − 〈ûh,Gn〉∂Th − (v,∇ · νLh)Th + 〈µ, νLhn〉∂Th
− (uh,∇q)Th + 〈ûh · n, q〉∂Th + (v,∇ph)Th − 〈µ · n, ph〉∂Th
+ 〈
ν
h
(ΠMuh − ûh), v− µ〉∂Th .
We also define a mapping F as follows: for any (w, ŵ) ∈ H1(Th)×L
2(Eh), (uh, ûh) = F(w, ŵ) ∈ Vh×Mh
is part of the solution (Lh,uh, ph, ûh) ∈ Gh ×Vh ×Qh ×M
0
h of
(4.2) S((Lh,uh, ph, ûh), (G, v, q,µ)) +O((w, ŵ); (uh, ûh), (v,µ)) = (f, v)Th ,
for all (G, v, q,µ) ∈ Gh ×Vh ×Qh ×M
0
h . It is worth to mention that when w ∈ H(div,Ω),∇ · w = 0 and
ŵ = w|Eh , the above system is a HDG scheme for the Oseen equation. Clearly, (uh, ûh) is a solution of (1.2)
if and only if it is a fixed point of the mapping F . Next we present a stability result for the above scheme.
Lemma 4.1. If (Lh,uh, ph, ûh) ∈ Gh ×Vh ×Qh ×M
0
h is a solution of (4.2), then there exists a constant
C that solely depends on the constants CHDG and C2 in Lemma 3.1, 3.2 such that
|||(uh, ûh)|||1,h ≤ Cν
−1‖f‖Ω.
Proof. Taking (G, v, q,µ) = (νLh,uh, ph, ûh) in (4.2), after some algebraic manipulation, we have a simplified
equation:
ν‖Lh‖
2
Ω + 〈
ν
h
(ΠMuh − ûh),uh − ûh〉∂Th +O((w, ŵ); (uh, ûh), (uh, ûh)) = (f,uh)Ω.
Therefore, by Lemma 3.1, Young’s inequality and Proposition 3.4 we have
ν|||(uh, ûh)|||
2
1,h ≤ 2C
2
HDGν(‖Lh‖
2
Ω +
1
h
‖ΠMuh − ûh‖
2
∂Th
)
≤ 2C2HDG
(
ν‖Lh‖
2
Ω + 〈
ν
h
(ΠMuh − ûh),uh − ûh〉∂Th +O((w, ŵ); (uh, ûh), (uh, ûh))
)
= 2C2HDG(f,uh)Ω ≤ 2C
2
HDG‖uh‖Ω‖f‖Ω ≤ 2C2C
2
HDG|||(uh, ûh)|||1,h‖f‖Ω.
The last step is by Lemma 3.2 with q = 2. This completes the proof with C = 2C2C
2
HDG. 
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Inspired by the above stability result, we define a subspace of Vh ×M
0
h:
Kh := {(v,µ) ∈ Vh ×M
0
h : |||(v,µ)|||1,h ≤ C2C
2
HDGν
−1‖f‖Ω}.
We are now ready to give the proof of the existence and uniqueness result for the HDG scheme (1.2)/(4.1).
Proof. of Theorem 2.1.
Clearly, F maps Vh × M
0
h into Kh hence it maps Kh into itself. In order to show the existence and
uniqueness of the solution of (1.2)/(4.1), it suffices to show that F is a contraction on the subspace Kh.
To this end, let (w1, ŵ1), (w2, ŵ2) ∈ Kh and (Li,ui, pi, ûi) are the solutions of the problem (4.2) with
(w, ŵ) = (wi, ŵi), (i = 1, 2). So we have (u1, û1) := F(w1, ŵ1) and (u2, û2) := F(w2, ŵ2). If we set
δL := L1−L2, δu := u1−u2, δp := p1−p2 and δû := û1− û2, due to the linearity of the operator S, we have
S((δL, δu, δp, δû), (G, v, q,µ)) +O((w1, ŵ1); (u1, û1), (v,µ))−O((w2, ŵ2); (u2, û2), (v,µ)) = 0,
for all (G, v, q,µ) ∈ Gh ×Vh×Qh×M
0
h . Taking (G, v, q,µ) = (νδL, δu, δp, δû) into the above identity, after
some algebraic manipulations, we obtain
ν‖δL‖
2
Ω + 〈
ν
h
(ΠMδu − δû), δu − δû〉∂Th = −O((w1, ŵ1); (u1, û1), (δu, δû)) +O((w2, ŵ2); (u2, û2), (δu, δû)).
Or
ν‖δL‖
2
Ω + 〈
ν
h
(ΠMδu − δû), δu − δû〉∂Th+O((w2, ŵ2); (δu, δû), (δu, δû)) =
O((w2, ŵ2); (u1, û1), (δu, δû))−O((w1, ŵ1); (u1, û1), (δu, δû)).
By Lemma 3.1 Young’s inequality and Proposition 3.4 we have
ν|||(δu, δû)|||
2
1,h ≤ 2C
2
HDG(ν‖δL‖
2
Ω +
ν
h
‖ΠMδu − δû‖
2
∂Th
)
≤ 2C2HDG
(
ν‖δL‖
2
Ω + 〈
ν
h
(ΠMδu − δû), δu − δû〉∂Th +O((w2, ŵ2); (δu, δû), (δu, δû))
)
= 2C2HDG
(
O((w2, ŵ2); (u1, û1), (δu, δû))−O((w1, ŵ1); (u1, û1), (δu, δû))
)
≤ 2COC
2
HDG|||(w1 − w2, ŵ1 − ŵ2|||1,h |||(u1, û1)|||1,h |||(δu, δû)|||1,h by Lemma 3.5,
≤ 2COC2C
4
HDGν
−1‖f‖Ω |||(w1 −w2, ŵ1 − ŵ2|||1,h |||(δu, δû)|||1,h by Lemma 4.1.
Therefore, we have shown that
|||(δu, δû)|||1,h ≤ 2COC2C
4
HDGν
−2‖f‖Ω |||(w1 −w2, ŵ1 − ŵ2|||1,h.
Obviously, the above bound implies that F is a contraction on Kh equipped with ||| · |||1,h provided
‖f‖Ω ≤
ν2
2COC2C4HDG
.
By the fixed point theorem, there is a unique fixed point (uh, ûh) ∈ Kh of the mapping F . It is also the
unique solution of the system (1.2). This completes the proof. 
5. Proof of the error estimates
In this section, we provide the detailed proof of the main error estimates for all unknowns. We proceed
in several steps.
Step 1: Error equations. We begin by introducing the error equations that we are going to use in the
analysis. For convention, we introduce the following notations for the errors:
eL := ΠGL− Lh, eu := ΠV u− uh, ep := ΠQp− ph, eû := ΠMu− uh,
δL := L−ΠGL, δu := u−ΠV u, δp := p−ΠQp, δû := u−ΠMu.
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Here ΠG,ΠV ,ΠQ,ΠM are the L
2−projections onto Gh,Vh, Qh,Mh respectively. In addition to the basic
inequalities listed in Lemma 3.2, we will frequently use the following basic inequalities as well:
‖q‖F ≤ Ch
− 1
2
K ‖q‖K , for all q ∈ Pl(K), (l ≥ 0),(5.1a)
‖Dm(q −Πlq)‖K ≤ Ch
l+1−m
K ‖q‖l+1,K , for all q ∈ H
l+1(K), 0 ≤ m ≤ l,(5.1b)
‖q −Πlq‖F ≤ Ch
l+ 1
2
K ‖q‖l+1,K , for all q ∈ H
l+1(K), 0 ≤ m ≤ l,(5.1c)
‖q −ΠMq‖F ≤ Ch
k+ 1
2 ‖q‖k+1,K for all q ∈ H
l+1(K),(5.1d)
Here Πl denotes the L
2−projection onto Pl(K), F denotes any face of K. In addition, we have the following
estimate for the projections under the triple norm ||| · |||1,h:
Proposition 5.1. For any u ∈ H1(Ω), we have
(5.2) |||(ΠV u,ΠMu)|||1,h ≤ C‖u‖1,Ω.
Proof. By the definition of the norm ||| · |||1,h, we have
|||(ΠV u,ΠMu)|||1,h ≤ 2(‖∇ΠV u‖Th + h
− 1
2 ‖ΠV u−ΠMu‖∂Th).
We are going to bound each of the above terms by ‖u‖1,Ω. For the first term, we have
‖∇ΠV u‖Th = ‖∇(ΠV u− u¯)‖Th ≤ Ch
−1‖ΠV u− u¯‖0,Th,
here u¯ denotes the average of u within each element K ∈ Th, the inequality is by the inverse inequality of
the polynomial spaces.
‖∇ΠV u‖Th ≤ C‖u‖1,h = C‖u‖1,Ω,
by the Poincare´ inequality for each K ∈ Th.
For the second term, applying a triangle inequality we have
h−
1
2 ‖ΠV u−ΠMu‖∂Th ≤ h
− 1
2 (‖u−ΠV u‖∂Th + ‖u−ΠMu‖∂Th) ≤ 2h
− 1
2 ‖u−Πku‖∂Th ,
here Πk denotes the L
2−projection onto Pk(K) for each K ∈ Th,
≤ C(‖∇(u −Πku)‖Th + h
−1‖u−Πku‖Th) by the trace inequality,
≤ C‖u‖1,Ω,
the last step is by a similar argument as for the first term and (5.1). This completes the proof. 
It is not hard to verify that the exact solution (u,L, p,u|Eh) satisfies the following equation:
S((L,u, p, û), ((G, v, q,µ))) +O((u, û); (u, û), (v,µ)) = (f, v)Th + 〈
ν
h
δû , v− µ〉∂Th ,
for all (G, v, q,µ) ∈ Gh ×Vh ×Qh ×M
0
h . Subtracting (4.1), we have
S((L,u, p, û), ((G, v, q,µ)))− S((Lh,uh, ph, ûh), ((G, v, q,µ)))
+O((u,u); (u,u), (v,µ))−O((uh, ûh); (uh, ûh), (v,µ)) = 〈
ν
h
δû , v− µ〉∂Th ,
by the linearility of the first operator S, we have
S((eL, eu, ep, eû), ((G, v, q,µ))) +O((u,u); (u,u), (v,µ))−O((uh, ûh); (uh, ûh), (v,µ)) =
− S((δL, δu, δp, δû), ((G, v, q,µ))) + 〈
ν
h
δû , v− µ〉∂Th .
Finally, by the definition of the operator S and the orthogonality property of the L2−projections we have
the error equation:
(5.3)
S((eL, eu, ep, eû), ((G, v, q,µ))) +O((u,u); (u,u), (v,µ))−O((uh, ûh); (uh, ûh), (v,µ)) =
〈νδLn− δpn−
ν
h
ΠMδu , v− µ〉∂Th ,
for all (G, v, q,µ) ∈ Gh ×Vh ×Qh ×M
0
h .
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Step 2: Estimates for eL, eu. We first apply an energy argument to bound the errors eL, eu, which
can be stated as follows:
Lemma 5.2. If the exact solution u,L, p is smooth enough, and ‖u‖1,Ω is small enough, we have
‖eu‖Ω + |||(eu, eû)|||1,h ≤ CHDG(‖eL‖Ω + h
− 1
2 ‖ΠMeu − eû‖∂Th) ≤ Ch
k+1.
Here the constant C depends on ‖u‖k+2,Ω, ‖u‖∞,Ω, ‖p‖k+1,Ω, ν and k but independent of h.
Proof. Taking (G, v, q,µ) = (eL, eu, ep, eû) in the error equation (5.3), the resulting equation can be simplified
as
ν‖eL‖
2
Ω +
ν
h
‖ΠMeu − eû‖
2
∂Th
+O((u,u); (u,u), (eu, eû))−O((uh, ûh); (uh, ûh), (eu, eû)) =
〈νδLn− δpn−
ν
h
ΠMδu , eu − eû〉∂Th ,
or
(5.4)
ν‖eL‖
2
Ω +
ν
h
‖ΠMeu − eû‖
2
∂Th
=O((uh, ûh); (uh, ûh), (eu, eû))−O((u,u); (u,u), (eu, eû))
+ 〈νδLn− δpn−
ν
h
ΠMδu , eu − eû〉∂Th .
Let us first estimate the last term of the above equation. Applying the Cauchy-Schwarz inequality, we have
〈νδLn− δpn−
ν
h
ΠMδu , eu − eû〉∂Th ≤ h
1
2
(
ν‖δL‖∂Th + ‖δp‖∂Th + νh
−1‖ΠMδu‖∂Th
)
h−
1
2 ‖eu − eû‖∂Th
≤ h
1
2
(
ν‖δL‖∂Th + ‖δp‖∂Th + νh
−1‖δu‖∂Th
)
h−
1
2 ‖eu − eû‖∂Th
≤ C
(
‖δL‖Ω + ‖δp‖Ω + h
−1‖δu‖Ω
)
|||(eu, eû)|||1,h by (5.1a),
≤ Chk+1(‖L‖k+1,Ω + ‖p‖k+1,Ω + ‖u‖k+2,Ω)|||(eu, eû)|||1,h by (5.1b).
The main effort in the analysis is to have an optimal estimate for the nonlinear terms, we rewrite these two
terms into four parts:
O((uh, ûh); (uh, ûh), (eu, eû))−O((u,u); (u,u), (eu, eû))
= O((uh, ûh); (uh, ûh), (eu, eû))−O((uh, ûh); (ΠV u,ΠMu), (eu, eû)) : T1
+ O((uh, ûh); (ΠV u,ΠMu), (eu, eû))−O((ΠV u,ΠMu); (ΠV u,ΠMu), (eu, eû)) : T2
+ O((ΠV u,ΠMu); (ΠV u,ΠMu), (eu, eû))−O((u,u); (ΠV u,ΠMu), (eu, eû)) : T3
+ O((u,u); (ΠV u,ΠMu), (eu, eû))−O((u,u); (u,u), (eu, eû)) : T4
Notice that the operator O is linear with respect to the last two components, so we have
T1 = −O((uh, ûh); (eu, eû), (eu, eû)) ≤ 0,
by Proposition 3.4. For T2, we apply the estimate (3.2) in Lemma 3.5, we have
T2 ≤ CO|||(ΠV u,ΠMu)|||1,h|||(eu, eû)|||
2
1,h ≤ CO‖u‖1,Ω|||(eu, eû)|||
2
1,h.
For T3, T4, if we directly apply the continuity property of the operator O (3.2), we will only obtain
suboptimal order of convergence. We can recover optimal convergence rate by a refined argument for each
term. We start with T4, by the linearity of O for the last two components, we have
T4 = −O((u,u); (δu, δû), (eu, eû))
= (δu ⊗ u,∇eu)Th − 〈τC(u)(δu − δû), eu − eû〉∂Th − 〈(δû ⊗ u)n, eu − eû〉∂Th := T41 + T42 + T43.
We now apply the generalized Ho¨lder’s inequality to bound these three terms as follows:
T41 ≤
∑
K∈Th
‖u‖∞,K‖δu‖K‖∇eu‖K ≤ Ch
k+2‖u‖∞,Ω‖u‖k+2,Ω|||(eu, eû)|||1,h,
T42 ≤
∑
K∈Th
‖u · u‖∞,∂Kh
1
2 ‖δu − δû‖∂Kh
− 1
2 ‖eu − eû‖∂K ≤ C‖u · n‖∞,Ehh
k+1‖u‖h+1,Ω|||(eu, eû)|||1,h,
T43 ≤ C‖u · n‖∞,Ehh
k+1‖u‖h+1,Ω|||(eu, eû)|||1,h.
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For T3, by the definition of O, we have
T3 = (ΠV u⊗ δu,∇eu)Th + (
1
2
(∇ · δu)ΠV u, eu)Th − 〈
1
2
(ΠV u⊗ (δu − δû))n, eu − eû〉∂Th
+ 〈(τC(ΠMu)− τC(u))(ΠV u− ΠMu), eu − eû〉∂Th − 〈(ΠMu⊗ δû)n, eu − eû〉∂Th .
Among the five terms in the above expression, the third term needs some special treatment in order to obtain
optimal convergence rates. For the others, we can bound them in a similar way as for T41, T42, T43. For the
sake of simplicity, here we show how to bound the last term and then focus on the third term. By applying
the generalized Ho¨lder’s inequality on the last term, we have
〈(ΠMu⊗ δû)n, eu − eû〉∂Th ≤
∑
K∈Th
‖ΠMu‖∞,∂Kh
1
2 ‖δû‖∂Kh
− 1
2 ‖eu − eû‖∂K
≤ Chk+1‖u‖∞,Eh‖u‖k+1,Ω|||(eu, eû)|||1,h.
In the last step we applied the inequality:
‖ΠMu‖∞,∂K ≤ C‖u‖∞,∂K .
This result can be obtained by a simple scaling argument. Finally, let us focus on the third term. We rewrite
the term as follows,
〈
1
2
(ΠV u⊗ (δu − δû))n, eu〉∂Th = 〈
1
2
(ΠV u⊗ (δu − δû))n, eu − eû〉∂Th + 〈
1
2
(ΠV u⊗ δu)n, eû〉∂Th
− 〈
1
2
(ΠV u⊗ δû)n, eû〉∂Th
= T31 + T32 + T33.
For T31, we apply the generalized Ho¨lder’s inequality,
T31 ≤
∑
K∈Th
‖ΠV u‖∞,∂Kh
1
2 ‖δu − δû‖∂Kh
− 1
2 ‖eu − eû‖∂K ≤ Ch
k+1‖u‖∞,Ω‖u‖k+1,Ω|||(eu, eû)|||1,h.
For T32, we have
T32 ≤
∑
K∈Th
‖ΠV u‖∞,∂Kh
− 1
2 ‖δu‖∂K‖eû‖∂K ≤ Ch
k+1‖u‖∞,Ω‖u‖k+2,Ω(h
1
2 ‖eû‖∂Th).
For T33, inserting a zero term 〈
1
2 (u⊗ δû)n, eû〉∂Th into T33 we obtain:
T33 = 〈
1
2
(δu ⊗ δû)n, eû〉∂Th ≤
∑
K∈Th
‖δû‖∞,∂Kh
− 1
2 ‖δu‖∂K(h
1
2 ‖eû‖∂K) ≤ Ch
k+1‖u‖∞,Ω‖u‖k+2,Ω(h
1
2 ‖eû‖∂Th).
The last step is to show that
h
1
2 ‖eû‖∂Th ≤ C|||(eu, eû)|||1,h.
To this end, we apply a triangle inequality and (3.1c),
h
1
2 ‖eû‖∂Th ≤ h
1
2 ‖eu‖∂Th + h
1
2 ‖eu − eû‖∂Th ≤ C(‖eu‖Ω + h|||(eu, eû)|||1,h) ≤ C|||(eu, eû)|||1,h.
This completes the estimate for T3. Finally, if we combine the estimates for T1 − T4 and Lemma 3.1, we
obtain the result stated in the Lemma 5.2. 
Step 3: Estimates for ep. Next we present the optimal error estimate for ep. As usual, we bound the
pressure error via a inf-sup argument. It is well-known [2] that the following inf-sup condition holds for a
polygonal domain Ω:
(5.5) sup
w∈H1
0
(Ω)\{0}
(∇ ·w, q)Ω
‖w‖1,Ω
≥ κ‖q‖Ω, for all q ∈ L
2
0(Ω).
Here κ > 0 is independent of w, p. We can bound ep using the above result.
Lemma 5.3. Under the same assumption as in Lemma 5.2, we have
‖ep‖Ω ≤ Ch
k+1.
Here the constant C depends on ‖u‖k+2,Ω, ‖u‖∞,Ω, ‖p‖k+1,Ω, ν, k and κ but independent of h.
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Proof. Since ep ∈ L
2
0(Ω), by (5.5) we have
(5.6) ‖ep‖Ω ≤
1
κ
sup
w∈H1
0
(ω)\{0}
(∇ ·w, ep)Ω
‖w‖1,Ω
.
Now let us work on the numerator. Applying integration by parts and the orthogonality property of the
projections ΠV ,ΠM , we can rewrite it as follows:
(∇ ·w, ep)Ω = (ep,∇ ·ΠVw)Th + 〈(w−ΠVw) · n, ep〉∂Th = (ep,∇ ·ΠVw)Th − 〈(ΠVw−ΠMw) · n, ep〉∂Th .
If we take (G, v, q,µ) = (0,ΠVw, 0,ΠMw) in the error equation (5.3), we obtain:
(ep,∇ ·ΠVw)Th − 〈(ΠVw−ΠMw) · n, ep〉∂Th
= (νeL,∇ΠVw)Th − 〈νeLn−
ν
h
(ΠMeu − eû),ΠVw−ΠMw〉∂Th
+ 〈νδLn− δpn−
ν
h
ΠMδu,ΠVw−ΠMw〉∂Th
+
(
O((u,u); (u,u), (ΠVw,ΠMw))−O((uh, ûh); (uh, ûh), (ΠVw,ΠMw))
)
:= T1 + T2 + T3 + T4.
Next we show that
T1 + T2 + T3 + T4 ≤ Ch
k+1‖w‖1,Ω.
For T1 we have
T1 ≤ ν‖eL‖Ω‖∇ΠVw‖Th ≤ Ch
k+1‖w‖1,Ω,
by Lemma 5.2 and (5.1). For T2, by the Cauchy-Schwarz inequality, we have
T2 ≤ ν(h
1
2 ‖eL‖∂Th + h
− 1
2 ‖ΠMeu − eû‖∂Th)(h
− 1
2 ‖ΠVw−ΠMw‖∂Th)
≤ Chk+1‖w‖1,Ω.
T3 can be estimated similarly as T2. Finally, for the last term, we split into three terms as:
T4 = O((u,u); (u,u), (ΠVw,ΠMw))−O((u,u); (ΠV u,ΠMu), (ΠVw,ΠMw)) : T41
+O((u,u); (ΠV u,ΠMu), (ΠVw,ΠMw))−O((uh, ûh); (ΠV u,ΠMu), (ΠVw,ΠMw)) : T42
+O((uh, ûh); (ΠV u,ΠMu), (ΠVw,ΠMw))−O((uh, ûh); (uh, ûh), (ΠVw,ΠMw)) : T43.
We bound T4i separately.
T41 = O((u,u); (δu, δû), (ΠVw,ΠMw))
= (δu ⊗ u,ΠVw)Th + 〈τC(u)(δu − δû),ΠVw−ΠMw〉∂Th + 〈(δû ⊗ u)n,ΠVw−ΠMw〉∂Th
≤ ‖u‖∞,Ω‖δu‖Ω‖ΠVw‖Ω + ‖u‖∞,Ω h
1
2 (‖δu − δû‖∂Th + ‖δû‖∂Th) h
− 1
2 ‖ΠVw−ΠMw‖∂Th
≤ Chk+1‖u‖∞,Ω‖u‖k+1,Ω|||(ΠVw,ΠMw)|||1,h ≤ Ch
k+1‖u‖∞,Ω‖w‖1,Ω,
the last step is by the approximation properties of the projections (5.1a), (5.1b).
For T43, due to the linearity of O on the last two components and (3.2), we have
T43 = O((uh, ûh); (eu, eû), (ΠVw,ΠMw)) ≤ C|||(uh, ûh)|||1,h |||(eu, eû)|||1,h |||(ΠV w,ΠMw)|||1,h
≤ C(|||(ΠV u,ΠMu)|||1,h + |||(eu, eû)|||1,h) |||(eu, eû)|||1,h |||(ΠV w,ΠMw)|||1,h
≤ Chk+1‖u‖1,Ω|||(ΠV w,ΠMw)|||1,h ≤ Ch
k+1‖w‖1,Ω,
by (5.1) and Lemma 5.2.
For T42, if we directly apply (5.1), we will only obtain suboptimal convergence rates. Alternatively, we
need a refined analysis for this term. First, we let Eu := u− uh = eu + δu and Eû := u− û = eû + δû. Next,
by the definition of O, we can write T42 as
T42 = −(ΠV u⊗ Eu,∇ΠVw)Th − (
1
2
(∇ ·Eu)ΠV u,ΠVw)Th + 〈
1
2
(ΠV u⊗ (Eu − Eû))n,ΠVw〉∂Th
+ 〈(τC(u)− τC(ûh))(ΠV u−ΠMu),ΠVw−ΠMw〉∂Th − 〈(ΠMu⊗ Eû)n,ΠVw−ΠMw〉∂Th
= S1 + · · ·+ S5.
A SUPERCONVERGENT HDG FOR THE INCOMPRESSIBLE NAVIER-STOKES EQUATIONS 13
Notice that by Lemma 5.2 and (5.1b) we have
‖Eu‖1,h ≤ ‖eu‖1,h + ‖δu‖1,h ≤ Ch
k+1‖u‖k+2,Ω,(5.7a)
‖Eû‖∂Th ≤ ‖δû‖∂Th + ‖eu‖∂Th + ‖eu − eû‖∂Th ≤ Ch
k+ 1
2 ,(5.7b)
by (5.1d), Lemma 5.2. Now we bound each of Si. By the generalized Ho¨lder’s inequality, we have
S1 ≤ ‖ΠV u‖∞,Ω‖Eu‖Ω‖∇ΠVw‖Ω ≤ Ch
k+1‖u‖∞,Ω‖w‖1,Ω.
By a similar argument, we can bound S2 as:
S2 ≤ Ch
k+1‖u‖∞,Ω‖w‖1,Ω.
For S4, we apply the generalized Ho¨lder’s inequality to have
S4 ≤ h
1
2 ‖τC(u)− τC(ûh)‖∂Th‖ΠV u−ΠMu‖∞,∂Th h
− 1
2 ‖ΠVw−ΠMw‖∂Th
≤ Ch
1
2 ‖u− ûh‖∂Th‖u‖∞,Ω h
− 1
2 ‖ΠVw−ΠMw‖∂Th
≤ Chk+1‖u‖∞,Ω‖w‖1,Ω,
by the estimate (5.7b) and (5.1).
By a similar argument we can bound S5 as
S5 ≤ Ch
k+1‖u‖∞,Ω‖w‖1,Ω.
For the last term S3, if we apply similar estimate as the others, we will only obtain suboptimal order
convergence rates. Therefore, we need a refined estimate for this term. We rewrite S3 as follows:
S3 = 〈
1
2
(ΠV u⊗ (eu − eû))n,ΠVw〉∂Th + 〈
1
2
(ΠV u⊗ δu)n,ΠVw〉∂Th − 〈
1
2
(ΠV u⊗ δû)n,ΠVw〉∂Th
≤ h
1
2 ‖ΠVw‖∂Th‖ΠV u‖∞,∂Thh
− 1
2 (‖eu − eû‖∂Th + ‖δu‖∂Th)− 〈
1
2
(ΠV u⊗ δû)n,ΠVw〉∂Th
≤ Chk+1 −
1
2
〈(ΠV u⊗ δû)n,ΠVw〉∂Th ,
by (5.1c), Lemma 5.2. For the last term, we further split it into two terms as:
〈(ΠV u⊗ δû)n,ΠVw〉∂Th = 〈(ΠV u⊗ δû)n,w〉∂Th − 〈(ΠV u⊗ δû)n,w−ΠVw〉∂Th
= −〈((u −ΠV u)⊗ δû)n,w〉∂Th − 〈(ΠV u⊗ δû)n,w−ΠVw〉∂Th ,
where the last step is obtained by inserting a zero term 〈(u ⊗ δû)n,w〉∂Th = 〈(u ⊗ δû)n,w〉∂Ω = 0.
≤ h
1
4 ‖δu‖L4(∂Th) h
1
4 ‖w‖L4(∂Th) h
− 1
2 ‖δû‖∂Th + ‖ΠV u‖∞,∂Th‖δû‖∂Th‖w−ΠVw‖∂Th
≤ Chk‖δu‖1,h‖w‖1,Ω + Ch
k+1‖u‖∞,Ω‖w‖1,Ω
≤ Chk+1(‖u‖2,Ω + ‖u‖∞,Ω)‖w‖1,Ω,
where in the last step we used the inequalities (3.1c), (5.1b), (5.1d). The proof is complete if we combine all
the above estimates. 
Step 4: Optimal estimate for eu. Notice that Lemma 5.2 provides an optimal estimate for eL but only
suboptimal estimate for eu. This is due to the fact that we use a Pk+1 polynomial space for the unknown u.
To obtain an optimal convergence estimate for eu we will use the adjoint problem (2.2) to apply a duality
argument. We begin by the following identity for the error eu:
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Lemma 5.4. Let (φ, ψ) be the solution of the dual problem (2.2) with the source term θ = eu, then we have
‖eu‖
2
Ω =− 〈eu − eû, νδΦn+ δψn〉∂Th
− 〈
ν
h
(ΠMeu − eû),ΠV φ−ΠMφ〉∂Th
+ 〈νδLn− δpn−
ν
h
ΠMδu,ΠV φ−ΠMφ〉∂Th
−
(
(eu,∇ · (φ⊗ u))Th +O((u,u); (eu, eû), (ΠV φ,ΠMφ))
)
−O((u,u); (δu, δû), (ΠV φ,ΠMφ))
+
(
O((u,u); (uh, ûh), (δφ, δφ̂))−O((uh, ûh); (uh, ûh), (δφ, δφ̂))
)
+
(
O((uh, ûh); (uh, ûh), (φ,φ))−O((u, û); (uh, ûh), (φ,φ))− (eu,Y )Th
)
+ (νeL,∇δφ)Th − (ep,∇ · δφ)Th
:= T1 + · · ·+ T8.
Here Y := 12 (∇φ)
⊤u− 12 (∇u)
⊤φ and
δΦ = Φ−ΠGΦ, δφ := φ−ΠV φ, δψ := ψ −ΠQψ, δφ̂ := φ−ΠMφ.
Proof. By the adjoint problem (2.2a) - (2.2c) we have
‖eu‖
2
Ω =− ν(eu,∇ · Φ)Th − (eu,∇ · (φ⊗ u)Th − (eu,∇ψ)Th − (eu,Y )Th
− (νeL,Φ)Th + (νeL,∇φ)Th
− (ep,∇ · φ)Th
rearranging the terms, we have
=− ν(eu,∇ · Φ)Th − (νeL,Φ)Th
− (eu,∇ψ)Th
− (eu,∇ · (φ⊗ u)Th + (νeL,∇φ)Th − (ep,∇ · φ)Th − (eu,Y )Th
=− ν(eu,∇ ·ΠGΦ)Th − (νeL,ΠGΦ)Th − ν(eu,∇ · δΦ)Th
− (eu,∇ΠQψ)Th − (eu,∇δψ)Th
− (eu,∇ · (φ⊗ u)Th + (νeL,∇φ)Th − (ep,∇ · φ)Th − (eu,Y )Th
taking (G, v, q,µ) = (νΠGΦ, 0,ΠQψ, 0) in the error equation (5.3), inserting the resulting identity into the
above expression and simplifying, we have
=− 〈eû, νΠGΦn〉∂Th − ν(eu,∇ · δΦ)Th
− 〈eû,ΠQψn〉∂Th − (eu,∇δψ)Th
− (eu,∇ · (φ⊗ u)Th + (νeL,∇φ)Th − (ep,∇ · φ)Th − (eu,Y )Th
inserting two zero terms: 〈eû, νΦn〉∂Th = 〈eû, ψn〉∂Th and integrating by parts in the first two lines to obtain
=− 〈eu − eû, νδΦn+ δψn〉∂Th
− (eu,∇ · (φ⊗ u)Th + (νeL,∇φ)Th − (ep,∇ · φ)Th − (eu,Y )Th .
Next we work on the last line in the above expression. We first insert the projection of φ to have
−(eu,∇ · (φ⊗ u)Th + (νeL,∇φ)Th − (ep,∇ · φ)Th − (eu,Y )Th
= (νeL,∇ΠV φ)Th − (ep,∇ · ΠV φ)Th − (eu,∇ · (φ⊗ u)Th − (eu,Y )Th
+ (νeL,∇δφ)Th − (ep,∇ · δφ)Th
A SUPERCONVERGENT HDG FOR THE INCOMPRESSIBLE NAVIER-STOKES EQUATIONS 15
taking (G, v, q,µ) = (0,ΠV φ, 0,ΠMφ) in the error equation (5.3), intergrating by parts for the last two
terms in the above expression and simplifying, we have,
= −〈
ν
h
(ΠMeu − eû),ΠV φ−ΠMφ〉∂Th + 〈νδLn− δpn−
ν
h
ΠMδu,ΠV φ−ΠMφ〉∂Th
−O((u,u); (u,u), (ΠV φ,ΠMφ)) +O((uh, ûh); (uh, ûh), (ΠV φ,ΠMφ))
− (eu,∇ · (φ⊗ u)Th − (eu,Y )Th
+ (νeL,∇δφ)Th − (ep,∇ · δφ)Th
= −〈
ν
h
(ΠMeu − eû),ΠV φ−ΠMφ〉∂Th + 〈νδLn− δpn−
ν
h
ΠMδu,ΠV φ−ΠMφ〉∂Th
−
(
(eu,∇ · (φ⊗ u)Th +O((u,u); (eu, eû), (ΠV φ,ΠMφ))
)
−O((u,u); (δu, δû), (ΠV φ,ΠMφ))
+O((uh, ûh); (uh, ûh), (ΠV φ,ΠMφ))−O((u, û); (uh, ûh), (ΠV φ,ΠMφ))− (eu,Y )Th
+ (νeL,∇δφ)Th − (ep,∇ · δφ)Th .
We can obtain the expression in the Lemma by inserting (φ,φ) in the two O terms in the above identity.
This completes the proof. 
Now we are ready to prove our last result:
Lemma 5.5. Under the same assumption as in Lemma 5.2, in addition we assume the full H2−regularity
of the adjoint problem (2.3) holds and k ≥ 1, then we have
‖eu‖Ω ≤ Ch
k+2,
Here the constant C depends on ‖u‖k+2,Ω, ‖u‖W 1,∞(Ω), ‖p‖k+1,Ω, ν and k but independent of h.
Proof. By identity in Lemma 5.4, it suffice to estimate T1 − T8.
For T1, we apply Cauchy-Schwarz inequality, Lemma 5.2, (5.1c) and the regularity inequality (2.3) to have
T1 ≤ h
− 1
2 ‖eu − eû‖∂Thh
1
2 ‖νδΦn+ δφn‖∂Th ≤ Ch
k+1 · h
1
2 h
1
2 (‖Φ‖1,Ω + ‖φ‖1,Ω) ≤ Ch
k+2‖eu‖Ω.
Similarly, for T2 we have
T2 ≤ νh
− 1
2 ‖ΠMeu − eû‖∂Thh
− 1
2 ‖ΠVφ−ΠMφ‖∂Th ≤ Ch
k+1 · h−
1
2h
3
2 ‖φ‖2,Ω ≤ Ch
k+2‖eu‖Ω.
Using Cauchy-Schwarz inequality, (5.1c), (5.1d) and (2.3), we can bound T3 as
T3 ≤ Ch
k+ 1
2 (‖L‖k+1,Ω + ‖p‖k+1,Ω + ‖u‖k+2,Ω)h
3
2 ‖φ‖2,Ω ≤ Ch
k+2‖eu‖Ω.
For T8, we simply apply the Cauchy-Schwarz inequality, (5.1b), Lemma 5.2, Lemma 5.3 and the regularity
inequality (2.3) to have
T8 ≤ (ν‖eL‖Ω + ‖ep‖Ω)‖∇δφ‖Th ≤ Ch(ν‖eL‖Ω + ‖ep‖Ω)‖φ‖2,Ω ≤ Ch
k+2‖eu‖Ω.
For T5, we explicitly write this term:
T5 = −(δu ⊗ u,∇ΠV φ)Th + 〈τC(u)(ΠMu−ΠV u),ΠV φ−ΠMφ〉∂Th + 〈(u⊗ δû)n,ΠV φ−ΠMφ〉∂Th
≤ ‖u‖∞,Ω
(
‖δu‖Th‖∇ΠV φ‖Th + ‖ΠMu−ΠV u‖∂Th‖ΠMφ−ΠV φ‖∂Th + ‖δû‖∂Th‖ΠMφ− ΠV φ‖∂Th
)
≤ C‖u‖∞,Ω(h
k+2‖u‖k+2,Ω‖φ‖1,Ω + h
k+ 1
2 ‖u‖k+1,Ωh
3
2 ‖φ‖2,Ω) by (5.1b), (5.1c) and (5.1d)
≤ Chk+2‖eu‖Ω,
by the regularity assumption (2.3).
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For T4, we first expand the term as:
T4 =− (eu, (∇ · u)φ)Th − (eu ⊗ u,∇φ)Th + (eu ⊗ u,∇ΠV φ)Th
− 〈τC(u)(eu − eû),ΠV φ−ΠMφ〉∂Th − 〈(eû ⊗ u)n,ΠV φ−ΠMφ〉∂Th
=− (eu ⊗ u,∇δφ)Th − 〈τC(u)(eu − eû),ΠV φ−ΠMφ〉∂Th − 〈(eû ⊗ u)n,ΠV φ−ΠMφ〉∂Th
≤C‖u‖∞,Ω(‖eu‖Ω‖∇δφ‖Th + h
− 1
2 ‖eu − eû‖∂Thh
1
2 ‖ΠV φ−ΠMφ‖∂Th + ‖eû‖∂Th‖ΠV φ− ΠMφ‖∂Th)
≤Chk+2‖eu‖Ω + Ch
3
2 ‖eu‖Ω‖eû‖∂Th,
by Lemma 5.2, (5.1b), (5.1c) and (5.1d). By a triangle inequality we have
‖eû‖∂Th ≤ ‖eu − eû‖∂Th + ‖eu‖∂Th ≤ C(h
k+ 3
2 + hk+
1
2 ).
Inserting this inequality into the estimate for T4 we obtain:
T4 ≤ Ch
k+2‖eu‖Ω.
To bound T6, we first derive some useful inequalities, we first bound ‖uh‖∞,Ω:
(5.8) ‖uh‖∞,Ω ≤ ‖eu‖∞,Ω + ‖ΠV u‖∞,Ω ≤ C(h
− d
2 ‖eu‖Ω + ‖u‖∞,Ω).
Next by a triangle inequality, we have
(5.9) ‖uh − ûh‖∂Th ≤ ‖eu − eû‖∂Th + ‖ΠV u−ΠMu‖∂Th ≤ C(h
k+ 3
2 + hk+
1
2 ) ≤ Chk+
1
2 .
Consequently, we have
(5.10) ‖ûh‖∞,∂Th ≤ ‖uh − ûh‖∞,∂Th + ‖uh‖∞,∂Th ≤ Ch
k+1− d
2 + C(h−
d
2 ‖eu‖Ω + ‖u‖∞,Ω).
The last step we applied a scaling argument for the polynomials on ∂Th. Finally, applying triangle inequality
we obtain the following estimates:
‖u− uh‖Ω ≤ ‖eu‖Ω + ‖δu‖Ω ≤ Ch
k+1,(5.11a)
‖∇(u− uh)‖Th ≤ ‖∇eu‖Th + ‖∇δu‖Th ≤ Ch
k+1,(5.11b)
‖u− ûh‖∂Th ≤ ‖δû‖∂Th + ‖eû‖∂Th ≤ Ch
k+ 1
2 .(5.11c)
Now we are ready to present the estimate for T6. If we expand T6 using the definition of O, we obtain:
T6 =− (uh ⊗ (u− uh),∇δφ)− (
1
2
(∇ · (u− uh))uh, δφ) + 〈
1
2
(uh ⊗ (ûh − uh))n, δφ〉∂Th
+ 〈(τC(u)− τC(ûh))(ûh − uh), δφ − δφ̂〉∂Th + 〈(ûh ⊗ (u− ûh))n, δφ − δφ̂〉∂Th
applying the generalized Ho¨lder’s inequality for each term, we have
≤‖uh‖∞,Ω(‖u− uh‖Ω‖∇δφ‖Th + ‖∇ · (u− uh)‖Th‖δφ‖Ω) + ‖uh‖∞,Ω‖uh − ûh‖∂Th‖δφ‖∂Th
+ (‖u‖∞,Ω + ‖ûh‖∞,∂Th)‖uh − ûh‖∂Th‖δφ − δφ̂‖∂Th + ‖ûh‖∞,∂Th‖u− ûh‖∂Th‖δφ − δφ̂‖∂Th
now if we apply the inequalities (5.8) - (5.11), (5.1b) - (5.1d) and (2.3), we have
≤Chk+2(hk+1−
d
2 + 1)‖eu‖Ω ≤ Ch
k+2‖eu‖Ω.
Finally, we need to estimate T7 which is more involved than the previous terms. To this end, we begin by
expanding the nonlinear operator O:
T7 = (uh ⊗ (u− uh),∇φ)Th + (
1
2
∇ · (u− uh)uh,φ)Th + 〈
1
2
(uh ⊗ (uh − ûh))n,φ〉∂Th − (eu,Y )Th ,
integrating by parts the second term, we have
= (uh ⊗ (u− uh),∇φ)Th + 〈
1
2
(uh ⊗ (u− uh))n,φ〉∂Th − (
1
2
uh ⊗ (u − uh),∇φ)Th
− (
1
2
φ⊗ (u − uh),∇uh)Th + 〈
1
2
(uh ⊗ (uh − ûh))n,φ〉∂Th − (eu,Y )Th
= (
1
2
uh ⊗ (u− uh),∇φ)Th + 〈
1
2
(uh ⊗ (u − ûh))n,φ〉∂Th − (
1
2
φ⊗ (u − uh),∇uh)Th − (eu,Y )Th ,
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inserting the zero term −〈12 (u⊗ (u− ûh))n,φ〉∂Th = 0 into above expression,
= −〈
1
2
((u− uh)⊗ (u − ûh))n,φ〉∂Th + (
1
2
uh ⊗ (u− uh),∇φ)Th − (
1
2
φ⊗ (u − uh),∇uh)Th − (eu,Y )Th
= −〈
1
2
((u− uh)⊗ (u − ûh))n,φ〉∂Th − (
1
2
(u− uh)⊗ (u − uh),∇φ)Th + (
1
2
φ⊗ (u− uh),∇(u− uh))Th
+ (
1
2
u⊗ (u− uh),∇φ)Th − (
1
2
φ⊗ (u− uh),∇u)Th − (eu,Y )Th ,
by the definition of Y = 12 (∇φ)
⊤u− 12 (∇u)
⊤φ, we obtain:
= −〈
1
2
((u− uh)⊗ (u − ûh))n,φ〉∂Th − (
1
2
(u− uh)⊗ (u − uh),∇φ)Th + (
1
2
φ⊗ (u− uh),∇(u− uh))Th
+ (
1
2
u⊗ δu,∇φ)Th − (
1
2
φ⊗ δu,∇u)Th
= T71 + · · ·+ T75.
We are going to estimate each of the above terms. For T71 we apply the generalized Ho¨lder’s inequality,
(3.1c), (5.11), and (2.3),
T71 ≤ ‖u− uh‖L4(∂Th)‖u− ûh‖∂Th‖φ‖L4(∂Th) ≤ Ch
− 1
2 ‖u− uh‖1,h‖φ‖1,h‖u− ûh‖∂Th ≤ Ch
2k+1‖eu‖Ω.
For T72, we apply the generalized Ho¨lder’s inequality, (3.1a), (5.11) and (2.3) to get:
T72 ≤ ‖u− uh‖
2
L4(Ω)‖∇φ‖Ω ≤ C‖u− uh‖
2
1,h‖φ‖1,Ω ≤ Ch
2k+2‖eu‖Ω.
Similarly, we can bound T73 as
T73 ≤ ‖φ‖L4(Ω)‖u− uh‖L4(Ω)‖∇(u− uh)‖Th ≤ Ch
2k+2‖eu‖Ω.
For T74, T75 we apply the generalized Ho¨lder’s inequality as
T74 ≤ ‖u‖∞,Ω‖δu‖Ω‖∇φ‖Ω ≤ C‖u‖∞,Ωh
k+2‖eu‖Ω,
T75 ≤ ‖∇u‖∞,Ω‖φ‖Ω‖δu‖Ω ≤ C‖∇u‖∞,Ωh
k+2‖eu‖Ω.
The proof is complete by combining all the estimates for T1 − T8. 
6. Concluding remarks
In this paper, we introduced and analyzed a new HDG method for the Navier-Stokes equations. The
work can be seen as a continuation of our previous work on HDG methods for linear problems, see [25, 26].
Comparing with the original HDG method for Navier-Stokes equation [6, 23], our method uses an enriched
polynomial space for the velocity in each element, a modified numerical flux and a modified HDG formulation.
As a concequence, we obtained optimal order of convergence for all unknowns and superconvergence for the
velocity without postprocessing. In addition, similar as in [25, 26], the analysis in this paper is valid for
general polygonal meshes.
Numerical study of the method as well as other computational aspects including the characterization of
the scheme, implementation of the method using Picard iteration and other related issues will be extensively
discussed in a separate paper.
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