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ABSTRACT OF DISSERTATION

ADVANCED MULTILEVEL MODELS
FOR COMPARING GROUP CHARACTERISTICS:
THE CASE OF SEX DIFFERENCES IN READING ACHIEVEMENT
To help improve and advance research methodology when comparing the group
characteristics, two advanced multilevel models were developed and introduced, which
would allow a deeper and more refined look at the issue of sex differences in reading
achievement.
The first model is a restricted multilevel model for the examination of institutional
effects on multiple groups of individuals. The goal of this multivariate multilevel model
with individuals nested within institutions was to estimate the institutional effects on
multiple groups of individuals. With the employment of 2009 OECD Programme for
International Student Assessment (PISA) data, an application was illustrated to examine
whether school reading environment had the same effect on reading achievement
between boys and girls. In this two-level model, the level 1 was a multivariate model
highlighting students’ average reading achievement for each sex group (two dichotomous
variables) and level 2 was two linear regression equations, one for boys and one for girls.
The effects of five school reading environment variables (diversity of reading, enjoyment
of reading, stimulators of reading, daily reading hours, and online reading hours) were
constrained respectively to be the same for both boys and girls. A significance test was
performed to examine whether this restriction held true. It was found that the effects of
enjoyment of reading and online reading hours were statistically different on reading
achievement between boys and girls based on PISA 2009 dataset. The model is an
effective omnibus statistical technique to examine the institutional effects on multiple
groups of individuals, which unmasked the specific group dynamics concerning
institutional effects with a broad applicability as well as convenient execution.
The second model was a multilevel model with heterogeneous sigma squared
function to compare distributional properties of multiple groups. A good understanding of
the distributional properties across groups is an essential part of making group
comparisons. The combination of central tendency and variability is the preferred way to
describe (and compare) distributions across groups. An advanced multilevel model with

an embedded analytic function referred to as heterogeneous sigma squared was
developed to perform statistical tests of significance to compare means and variances
across multiple groups at the same time, which made it convenient to examine the
distributional properties comprehensively and simultaneously. With the employment of
2009 OECD PISA data, an application was illustrated to examine the distributional
properties concerning reading achievement for boys and girls. In the two-level model, the
level one had sex as the categorical independent variable (dummy coded as boys = 0 and
girls = 1) and level two had the random intercept modeled by school background
variables. It was found that girls performed significantly better than boys in reading
achievement, but boys and girls share similar variance in reading achievement. A violin
plot revealed that girls had higher mean and occupied the very top distribution of reading
achievement, while boys had a lower mean and occupied the very bottom of reading
achievement. The distribution for girls was near normal, but there were two peaks for
boys indicating that the distribution for boys was not normal. The full model explained a
total of nearly a third of the variance in reading achievement.
The above advanced multilevel models can be easily extended to examine other
equity issues in education. It is the hope of the author that these advanced multilevel
models would inspire statistical efforts in developing other advanced models. The results
of similar models may promote more credible educational reforms through a revisit to
educational policies and practices concerning equity issues in education (based on more
robust and precise empirical evidence).

KEYWORDS: Sex Differences, School Effect, Reading Achievement, Distributional
Properties
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CHAPTER 1: Statement of the Problem

1.1 Introduction to Study 1 on a Restricted Multilevel Model for Examining the
Institutional Effects on Multiple Groups of Individuals
Institutions have indispensable effects on groups of individuals. One such
example is the effect of schools on students’ academic achievement. Schools have been
recognized as non-negligible institutions in impacting students’ academic achievement
(Ma, Ma, & Bradley, 2008; Marks, 2008; Walkerdine, 1988). The “added-value” of the
schools to the academic achievement of students cannot be overlooked (Everson &
Millsap, 2004; Lee, Zuze & Ross, 2005; Opdenakker & Dammer, 2006). But how do we
usually examine the institutional effects on multiple groups of individuals? Study 1 aims
to examine this issue. The goal of Study 1 is to propose a general statistical model that
can be used to address this issue and to apply this model to the examination of school
effects on sex groups in the area of reading education.
Due to the obvious hierarchical structure of social institutional systems (e.g.
patients nested in clinics nested in states; students nested in classes nested in schools),
multilevel modeling has become a required and popular methodology in the field of
institutional effectiveness, such as school effectiveness research in which the hierarchical
structure of student-level and school-level variables are included in the model (Lee &
Bryk, 1989; Goldstein, 1995; Snijder & Bosker, 1999; Raudenbush & Bryk, 2002; Ma et
al., 2008; Opdenakker & Dammer, 2000). Being regressive in nature, multilevel
modeling techniques are excellent and powerful ways to establish relationships, which
are far more credible than any traditional ways (e.g., multiple regression) for the same
purpose (Goldstein, 1995; Rasbash et al., 2000; Raudenbush & Bryk, 2002).
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The common way to study the institutional effect on multiple groups of
individuals is, initially, to take the group variable such as sex as a dummy variable (boy =
0 and girl = 1 or inversely) or groups of dummy variables when there are multiple groups.
This common use of dummy coding for group variables to mimic one-to-one group
comparison has been criticized for covering up important information about group
dynamics (Ma, 1999), which could come to light as a result of the decomposition of
interaction effects among independent variables. The dummy system has an inevitable
disadvantage. The following is a typical multilevel model to examine institutional effects
(IE) on sex groups (female is coded as 1 and male is coded as 0).
𝑌𝑖𝑗 = 𝛽0𝑗 + 𝛽1𝑗 ∗ 𝐹𝑒𝑚𝑎𝑙𝑒𝑖𝑗 + 𝜀𝑖𝑗
𝛽0𝑗 = 𝛾00 + 𝛾01 ∗ 𝐼𝐸𝑗 + 𝑈0𝑗
𝛽1𝑗 = 𝛾10 + 𝛾11 ∗ 𝐼𝐸𝑗 + 𝑈1𝑗
where 𝛽0𝑗 is the intercept, which in fact is the mean achievement for males in institution
j; 𝛽1𝑗 is the sex gap in institution j (i.e. the mean difference of achievement between
boys and girls); 𝜀𝑖𝑗 is an error term assumed to be normally distributed with mean of zero
and homogeneous (constant) variance 𝜎 2 across institutions, that is, 𝜀𝑖𝑗 ~ N (0, 𝜎 2 ); 𝛾00 is
the average mean of achievement across the institutions; 𝛾10 is the average sex gap across
the institutions; 𝑈0𝑗 is the error term unique to the intercept associated with the institution
j; 𝑈1𝑗 is the error term unique to the slope associated with the institution j; 𝑈0𝑗 and 𝑈1𝑗
are multivariate normally distributed, with mean of zero and variance-covariance matrix.
Institution-level variables may exert different effects on sex groups. The above
multilevel model can indeed distinguish the differential effects of institutions on sex
groups. Note that 𝛽0𝑗 can be considered the male average measure (when female takes on
2

the value of 1) and, therefore, 𝛾01 is the institutional effects on the male group. Also, note
that 𝛽1𝑗 is the difference between females and males so that 𝛽0𝑗 + 𝛽1𝑗 is the female
average measure and, therefore, 𝛾01 + 𝛾11 is the institutional effects on the female group.
However, there is no direct significance test in the above multilevel model that compares
𝛾01 with 𝛾01 + 𝛾11 . For example, if neither 𝛾01 nor 𝛾𝟏𝟏 is statistically significant, whether
or not 𝜸𝟎𝟏 + 𝜸𝟏𝟏 is statistically significant cannot be determined from the above
multilevel model. As a result, whether IE exerts the same or different effects on the sex
groups cannot be tested using the dummy-coding approach. In other words, whether the
same institutional variable has the same strength across the groups is hidden in the model.
If student-level control variables such as race are included in the above multilevel
model, it becomes even more difficult to figure out the institutional effect on male and
female groups. For example, in the case of race (coded white = 0 and non-white = 1), the
intercept becomes the average measure no longer for males but actually for white males.
This simple example effectively serves to illustrate that the above multilevel model
cannot be used to address the issue of institutional effects on male and female groups.
This limitation has caused researchers to consider separate group comparisons
(e.g. boys and girls). For example, Ma (1999) attempted to single out males and females
for separate analyses. However, such a univariate approach (that examines each sex
group in insolation) has its own problems. With two univariate multilevel models, Ma
(1999) cannot compare whether the same institutional variable affects males and females
with the same strength. As a result, Ma (1999) did not resolve the lack of test for
statistical significance between the male and the female effect. Thus, the issue remains of
how to effectively compare institutional effects on groups of individuals. More advanced
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(and more general) analytical frameworks are needed to put the separate analyses
together in one model and make the comparisons. It is a challenge, and this is where the
restricted multilevel model shows its potential (Raudenbush & Bryk, 1986).
In the restricted multilevel model, the effects for groups (e.g. male effect and
female effect) from the same institutional variable can be forced to be equal, and a
significance test can be performed to examine if this restriction holds true. The same
multilevel model can estimate the amount of the difference, if the difference really exists.
The restricted multilevel model has been applied by Barnett, Brennan, Raudenbush, &
Marshall (1993) to estimate the association between marital-role quality and
psychological distress in a sample of 300 full-time married couples. The following was
their multilevel model but modified to compare with the above multilevel model.
𝒀𝒊𝒋 = 𝜷𝟏𝒋 ∗ (𝑴𝒊𝒋 ) + 𝜷𝟐𝒋 ∗ (𝑭𝒊𝒋 ) + 𝜺𝒊𝒋
𝜷𝟏𝒋 = 𝜸𝟏𝟎 + ∑ 𝜸𝟏𝒒 ∗ 𝑾𝒒𝒋 + 𝑼𝟏𝒋
𝜷𝟐𝒋 = 𝜸𝟐𝟎 + ∑ 𝜸𝟐𝒒 ∗ 𝑾𝒒𝒋 + 𝑼𝟐𝒋
where 𝜸𝟏𝟎 and 𝜸𝟐𝟎 are the intercepts for males and females respectively; 𝜸𝟏𝒒 is the effect
(equivalent to IE) of the qth predictor for males; 𝜸𝟐𝒒 is effect (equivalent to IE) of the qth
predictor for females. Each sex group is modeled directly from a function of predictor
variables. Constrains are then made to the corresponding coefficients (𝜸𝟏𝒒 and 𝜸𝟐𝒒 ), and
the significance test indicates whether these coefficients (again equivalent to IE) are the
same for the male and female groups.
Inspired by Barnett et al. (1993), this study will attempt to create a general
multilevel platform to test the institutional effects on multiple groups where groups are
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analyzed both separately and collectively in a multivariate environment so that the effects
of institutional variables can be compared directly among different groups (i.e., group
comparisons). This general multilevel platform can accommodate any number of groups
(as to be discussed in detail in Chapter 2). This platform will then be applied to data from
the Program for International Student Assessment (PISA) to examine school effects on
reading achievement of males and females. Specifically, the effects of five school
variables descriptive of school reading environment (i.e., diversity of reading, enjoyment
of reading, online reading hours, stimulators of reading, and daily reading hours) will be
examined for differences between males and females in a multilevel model with student
background and school characteristics adjusted over the effects.
1.2 Introduction to Study 2 on a Multilevel Model with Heterogeneous Sigma Squared
Function to Compare the Distributional Characteristics of Multiple Groups
Undoubtedly, a good understanding of the distributional properties across
multiple groups of individuals is essential in making group comparisons. How do
researchers usually compare the distributional properties of multiple groups of
individuals? The literature on large-scale assessments indicates that the most popular
method is to use basic central tendency statistics, such as differences in means and
percentages (Feingold, 1992a, 1992b; Hedges & Friedman, 1993a, 1993b; Johnson, 1996;
Nowell & Hedges, 1998; Litez, 2006; Shiel, 2016). Feingold (1992a, 1992b) stated that
the research on sex differences in intellectual abilities has focused generally on malefemale mean differences in average performance. Litez’s (2006) meta-analysis of sex
differences in large-scale assessments between 1970 and 2002 in the area of reading
achievement confirmed this mean-based comparison.

5

Are mean-based comparisons adequate to capture the differences in distributional
properties across multiple groups of individuals? The answer to this question may come
from the cases in mathematics education. It is documented that, in general, boys’ mean in
mathematics achievement were higher than that of girls in mathematics achievement.
Nonetheless, boys were found to occupy both the top and bottom of the achievement
distribution while females were sandwiched in between (Feingold, 1992a, 1992b; Beller
& Gafni, 1996; Halpern, Benbow, Geary, Gur, Hyde, & Gernsbacher, 2007; Bayes &
Monseur, 2016). This case illustrates that a solo focus on differences in means across
multiple groups of individuals is not adequate to capture the differences in distributional
properties across multiple groups of individuals.
There is some awareness in the literature of the need to examine the variance
difference in addition to the mean difference across multiple groups of individuals (e.g.,
Feingold, 1988; Feingold, 1992a, 1992b; Feingold, 1994; Hedges & Friedman, 1993a,
1993b; Humphrey, 1988). Lynn & Mikk (2009) found sex differences in the variance of
reading achievement in all international studies they examined, in which boys showed
greater variance in reading comprehension than girls in all countries with analysis of
Program for International Student Assessment (PISA) and the Progress in International
Reading Literacy Study (PIRLS) datasets. Hedges & Nowell (1995) looked at the trends
in sex differences in academic achievement from the aspects of differences in mean,
variance, and extreme score across the entire achievement distribution through 1960 to
1994.
However, some issues have still been overlooked by researchers. Most variance
studies on multiple groups are operated group by group for statistical testing of variance.
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So far, these tests have been performed outside of a certain statistical model that examine
mean differences as a stand-alone procedure. There is a lack of credible statistical models
that provide a function for tests to be performed inside or within a certain statistical
model that examines mean differences. This study aims to fill in this gap, particularly in
the multilevel modeling literature. Specifically, an advanced multilevel model will be
developed that has the function to test for differences in variance across multilevel groups
of individuals. Such a multilevel model can be referred to as a multilevel model with
heterogeneous sigma squared function. This multilevel model will provide statistical tests
of significance on key distributional properties including central tendency (i.e. mean) and
variability (i.e. variance). The results may facilitate a graphic illustration or a visual
appreciation of distributions across multiple groups of individuals. This approach will
allow researchers to examine and compare variability differences on both the lower and
upper end of achievement distribution across groups.
With an evaluative focus shifting to include variance, some benchmarks
developed in sex difference studies may help further quantify the distributions. The
variance ratio calculated by the variance of one sex in relation to that of the other sex
may be useful (Glass & Hopkin, 1984; Feingold, 1992a; Ma, 1995; Nowell & Hedges,
1998; Brozo et al., 2008). The empirical benchmarks are effect sizes on the mean as well
as the percentiles 5, 10, 90 and 95, which could help illustrate more substantial
differences in extreme scores (Bayes & Monseur, 2016).
1.3 Methodological Significance of the Studies
The two studies of this dissertation research target the methodological weaknesses
of the research literature concerning institutional effects and distributional properties on
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multiple groups of individuals. For study 1, the restricted multilevel modeling has rarely
been applied to the research literature on group comparisons. With the application of this
methodology, multivariate analysis combining groups meets the necessary condition to
conduct a credible group comparison concerning institutional effects. The advantage of
carrying out multivariate analysis instead of a series of univariate statistical tests is to
deflate the Type I error rate as well as gain more statistical power. For study 2, the
comparison of distributional properties using heterogeneous sigma squared as an integral
part of a multilevel model is even rarer in the research literature. This innovative
advancement of multilevel modeling would allow researchers to compare the means and
the variances in outcomes across groups simultaneously.
1.4 Practical Significance of the Studies
As a result of the application of these advanced multilevel models, Study 1 may
provide empirical evidence on how school reading environment, a collective condition
under which students learning about reading, affects student reading achievement
between boys and girls. Study 2 intends to provide a more efficient and effective way to
describe and compare distributional properties of student reading achievement between
boys and girls. Together, the studies may promote an exploration in the reading literacy
field to add informative insight to the literature of sex differences in reading achievement.
It targets the weaknesses of the research literature on sex-related issues concerning
reading achievement. In the literacy literature field, the results of these studies may
promote more insightful and more credible educational reforms through revisiting
educational policies and practices concerning sex differences in student reading
achievement (based on more robust and precise empirical evidence). It is also the
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motivation of this dissertation research to understand the mechanisms behind sex
differences in student reading achievement so as to achieve better sex equality in reading
education through educational reform in school reading environment.
1.5 Organization of the Study
The organization of this dissertation is twofold. Chapter 2 contains Study 1 that
attempts to develop a multilevel model that identifies the extent to which institutional
effects differ across multiple groups of individuals. As an application of this multilevel
model, the effects of school reading environment on student reading achievement
between 15-year-old boys and girls with and without controls over student and school
characteristics have been examined. Chapter 3 contains Study 2 that aims to compare
distributional characteristics of multiple groups of individuals by developing an advanced
multilevel model to perform statistical tests of significance on distributional properties
including central tendency (i.e., mean) and variability (i.e., variance). An application is
made to compare, both statistically and graphically, the distributional characteristics of
the reading achievement between boys and girls.
Copyright © Rongxiu Wu 2020
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CHAPTER 2: A Restricted Multilevel Model for Examination of Institutional Effects on
Multiple Groups of Individuals
2.1 The Model
Given the statistical structure that individuals are nested within institutions, a multilevel
model is commonly employed to examine the institutional effects on multiple groups of
individuals (e.g., sex groups). Due to the limitation of univariate (multilevel) analyses for
group comparison that tend to mask specific group dynamics concerning institutional
effects, multivariate multilevel analysis separating groups into one multivariate model
becomes a necessary condition for a credible comparison between groups (Ma & Ma,
2004; Raudenbush & Bryk, 2002; Snijders & Bosker, 1999). Following this logic, the
present study aims to develop a general multivariate multilevel framework (model)
specifically to estimate the institutional effects on multiple groups of individuals.
The multilevel model contains two levels, with individuals nested within
institutions. The first level contains a key grouping variable with a number of other
variables that can function as control variables to adjust for group comparison. The key
grouping variable has n categories. Instead of the common dummy coding (resulting in N
– 1 dichotomous variables leaving out a reference category), N dichotomous variables are
created to represent each group. The model at this level, thus, intends to set up a
multivariate environment for the analysis, with the N dichotomous variables denoting the
N groups:
𝑴

𝒀𝒊𝒋 = 𝜷𝟏𝒋 ∗ (𝑿𝟏𝒊𝒋 ) + 𝜷𝟐𝒋 ∗ (𝑿𝟐𝒊𝒋 ) + ⋯ + 𝜷𝑵𝒋 ∗ (𝑿𝑵𝒊𝒋 ) + ∑
𝑰𝒏𝒅𝒊𝒗𝒊𝒅𝒖𝒂𝒍𝒎𝒊𝒋 + 𝒓𝒊𝒋
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𝒎=𝟏

𝜷(𝑵+𝒎)𝒋 ∗

𝟏,
𝑿𝒏𝒊𝒋 = {
𝟎,

𝒇𝒐𝒓 𝒈𝒓𝒐𝒖𝒑 𝒏 (𝒏 = 𝟏, 𝟐, 𝟑, … 𝑵)
𝒇𝒐𝒓 𝒐𝒕𝒉𝒆𝒓 𝒈𝒓𝒐𝒖𝒑𝒔

where 𝒀𝒊𝒋 is the outcome score for individual i at institution j; 𝜷𝒏𝒋 (n = 1, 2, 3, … N) is
the average outcome score for group n at institution j; 𝑿𝒏𝒊𝒋 (n = 1, 2, 3, … N) is an
indicator for group n (more precisely for individual i in group n at institution j). The N
average outcome scores, one for each group, can be adjusted by individual
characteristics. 𝑰𝒏𝒅𝒊𝒗𝒊𝒅𝒖𝒂𝒍𝒎𝒊𝒋 (m = 1, 2, 3, … M) represents these individual
characteristics as controlling variables in individual level. Finally, 𝒓𝒊𝒋 is the error term
specific to individual i at institution j, which is assumed to be normally distributed with a
mean of zero and variance 𝝈𝟐 .
𝒓𝒊𝒋 ~ NID (0, 𝝈𝟐 )
The second level of the multivariate multilevel model includes two sets of
regressions. The first set aims to model institutional effects on multiple groups of
individuals:
𝑷

𝜷𝒏𝒋 = 𝜸𝒏𝟎 + 𝜸𝒏𝟏 ∗ 𝑰𝑬𝒋 + ∑

𝒑=𝟏

𝜸𝒏(𝒑+𝟏) ∗ 𝑰𝒏𝒔𝒕𝒊𝒕𝒖𝒕𝒊𝒐𝒏𝒑𝒋 + 𝑼𝒏𝒋

(n = 1, 2, 3, … N)

where 𝜸𝒏𝟎 is the intercept for group n (n = 1, 2, 3, … N), which is the (adjusted) average
of outcome score for group n; 𝜸𝒏𝟏 (n = 1, 2, 3, … N) is the coefficients of institutional
characteristics for group n (n=1, 2, 3, …N), representing institutional effects, the research
focus in this study. These N institutional effects, separately for each group, can be
adjusted by institutional characteristics or institution. 𝑰𝒏𝒔𝒕𝒊𝒕𝒖𝒕𝒊𝒐𝒏𝒑𝒊𝒋 (p = 1, 2, 3, … P)
represents these institutional characteristics as controlling variables in the institutional
level. Finally, 𝒏𝒋 (n = 1, 2, 3, … N) is the error term unique to institution j concerning
group n, which is assumed to be multivariate normally distributed with a full variance11

covariance structure. The full variance-covariance structure is assumed because it is
reasonable to allow group means to be correlated (across institutions). The variance and
covariance structure is an n by n matrix (symmetrical along the diagonal), which is
represented as
𝒂𝟏𝟏 𝒂𝟏𝟐 ⋯ 𝒂𝟏𝒏
𝒂𝟐𝟏 𝒂𝟐𝟐 ⋯ 𝒂𝟐𝒏
[ ⋮ ⋮ ⋱ ⋮ ]
𝒂𝒏𝟏 𝒂𝒏𝟐 ⋯ 𝒂𝒏𝒏
The second set of regressions for the model at the second level “descends” from
the coefficients (slopes) of individual characteristics at the first level. Each coefficient is
considered as fixed at the second level.
𝜷(𝑵+𝒎)𝒋 = 𝜸(𝑵+𝒎)𝟎 + 𝑼(𝑵+𝒎)𝒋

(m = 1, 2, 3, … M)

With the above specification of the multivariate multilevel model, the coefficients
representing institutional effects (at the second level), 𝜸𝒏𝟏 (n = 1, 2, 3, … N), are
restricted to be equal, meaning that institutional effects are constrained to be the same for
all N groups. The significance test examines if this restriction holds true. The null
hypothesis is:
𝑯𝟎 : 𝜸𝟏𝟏 = 𝜸𝟐𝟏 = 𝜸𝟑𝟏 = ⋯ = 𝜸𝑵𝟏
If the null hypothesis cannot be rejected (because of no significance), then institutional
effects are statistically the same across the N groups. If the null hypothesis is rejected,
then institutional effects are significantly different across the N groups. Obviously, this is
an omnibus test.
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2.2 The Assumptions
All statistical models including multilevel models have assumptions that need to
be checked to ensure the validity of the procedures for estimating the model (Raudenbush
& Bryk, 2002). The multilevel model specified above is, by nature, a regular multilevel
model. For a regular multilevel model, according to McNeish, Stapleton, and Silverman
(2016), the basic assumptions speak to the independence of observation at the higher
level (institution in this case) and that each institution shares the same institutional
characteristics. Apart from these basic assumptions, the major assumptions are normality
and homogeneity of variance. Specifically, the multilevel model assumes normal
distribution of both level 1 and level 2 residuals as well as equal variances (level 2
residuals) across institutions. A large sample size may make the multilevel model robust
to the violation of normality, and similar sample size across institutions may make the
multilevel model robust to the violation of homogeneity of variance (Raudenbush &
Bryk, 2002). The present study takes advantages of the PISA dataset which is large in
size for the overall sample and similar in size across school samples, making the
multilevel model robust to potential violations of multilevel assumptions.
2.3 The Estimation
A multilevel model can usually be estimated by either the full maximum likelihood
(FML) or the restricted maximum likelihood (RML). Firstly, the FML estimator takes in
richer information with numerical integration that includes both the regression
coefficients and the variance components in the likelihood function. Compared to the
FML, the RML includes only the variance components in the likelihood function.
Secondly, FML is widely used and strongly preferred when the importance of predictor

13

variables is assessed (Hox, 2010). Lastly, in practice, the differences between the two
models is usually small if the sample is relatively big (Hox, 1998; Kreft & de Leeuw,
1998). The RML is more realistic, particularly when dealing with small samples in data
analysis (Bryk & Raudenbush, 1992; Longford, 1993). Since in the present study, the
importance of predictor variables (whether the school reading environment variables have
different impacts on sex groups) is the primary research focus and the dataset is huge, it
is more appropriate to employ the FML method of estimation.
2.4 The Application
In general, school effects research is a macro-level empirical investigation that
focuses on the effectiveness of educational policy and practice in promoting positive
educational outcomes for students (Ma, Ma & Bradley, 2008). One of the popular
theoretical essentials for school effects research is the input-process-output model (Ma et
al., 2008). The present study employs this model to guide the selection of variables and
the specification of models. As an application, the present study examines whether school
reading environment has the same effect on reading achievement in boys as in girls, with
controls over student and school characteristics.
2.4.1 Model Specification
In order to illustrate the application of the above model for the examination of
institutional effects on multiple groups of individuals, a special case, which can be
considered as the simplest restricted multilevel model for examination of institutional
effects on multiple groups of individuals, is presented. The chosen application concerns
the effects of school reading environment on student reading achievement between boys
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and girls. Overall, this model has two levels with students nested within schools, and the
grouping variable is sex with two categories (boys and girls).
The level 1 model is a multivariate model highlighting students’ average reading
achievement for each sex group:
𝑴

𝒀𝒊𝒋 = 𝜷𝟏𝒋 ∗ (𝑩𝑶𝒀𝒊𝒋 ) + 𝜷𝟐𝒋 ∗ (𝑮𝑰𝑹𝑳𝒊𝒋 ) + ∑ 𝜷(𝒎+𝟐)𝒋 ∗ 𝑺𝒕𝒖𝑪𝒎𝒊𝒋 + 𝜺𝒊𝒋
𝒎=𝟏

where 𝒀𝒊𝒋 is the score of the reading achievement for student i in school j; 𝑩𝑶𝒀𝒊𝒋 is an
indicator for boys (equal to 1 if 𝒀𝒊𝒋 is a score for a boy and equal to 0 if 𝒀𝒊𝒋 is a score for
a girl); 𝑮𝑰𝑹𝑳𝒊𝒋 is an indicator for girls (equal to 1 if 𝒀𝒊𝒋 is a score for a girl and equal to 0
if 𝒀𝒊𝒋 is a score for a boy). 𝜷𝟏𝒋 is the average reading achievement for boys in school j
and 𝜷𝟐𝒋 is the average reading achievement for girls in school j. Both 𝜷𝟏𝒋 and 𝜷𝟐𝒋 can be
adjusted by student characteristics or StuC (m = 1, 2, 3, … M). Finally, 𝒓𝒊𝒋 is the error
terms which is assumed to be normal in distribution with a mean of zero and variance 𝝈𝟐 .
𝜺𝒊𝒋 ~ NID (0, 𝝈𝟐 )
The level 2 model is two linear regression equations, one for boys and one for
girls, with both boys’ average reading achievement and girls’ average reading
achievement in school j as outcomes to be modeled by the variables representing
institutional effects with control over school characteristics or SchC (p = 1, 2, 3, … P).
𝑷

𝜷𝟏𝒋 = 𝜸𝟏𝟎 + 𝜸𝟏𝟏 𝑫_𝑹𝒆𝒂𝒅𝒋 + ∑ 𝜸𝟏(𝒑+𝟏) ∗ 𝑺𝒄𝒉𝑪𝒑𝒋 + 𝑼𝟏𝒋
𝒑=𝟏
𝑷

𝜷𝟐𝒋 = 𝜸𝟐𝟎 + 𝜸𝟐𝟏 𝑫_𝑹𝒆𝒂𝒅𝒋 + ∑ 𝜸𝟐(𝒑+𝟏) ∗ 𝑺𝒄𝒉𝑪𝒑𝒋 + 𝑼𝟐𝒋
𝒑=𝟏
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where 𝜸𝟏𝟎 is the intercept for boys, which is the adjusted mean of reading achievement
for boys; 𝜸𝟐𝟎 is the intercept for girls, which is the adjusted mean of reading achievement
for girls. 𝑫_𝑹𝒆𝒂𝒅 is diversity of reading, which represents institutional effects coming
from an element of school reading environment. 𝜸𝟏𝟏 measures the institutional effects
concerning diversity of reading for boys across schools and 𝜸𝟐𝟏 measures the institutional
effects concerning diversity of reading for girls across schools. 𝑼𝟏𝒋 is the error term
unique to school j for boys, and 𝑼𝟐𝒋 is the error term unique to school j for girls. Errors
are assumed to be normally distributed with variances 𝝉11 and 𝝉22 and covariance 𝝉12.
𝝉𝟏𝟏
[

𝝉𝟏𝟐
𝝉𝟐𝟐 ]

The covariance indicates that, among schools, boys’ average (adjusted) achievement
scores and girls’ average (adjusted) achievement scores are correlated.
With the above specification of the multivariate multilevel model, the coefficients
representing school effects (at the second level), 𝜸𝟏𝟏 and 𝜸𝟐𝟏 , are restricted to be equal,
meaning that the effects of school reading environment (e.g., diversity of reading) are
constrained to be the same for both boys and girls across the schools. The significance
test examines if this restriction holds true. The null hypothesis is:
𝑯𝟎 : 𝜸𝟏𝟏 = 𝜸𝟐𝟏
If the null hypothesis cannot be rejected (because of no significance), then school effects
are statistically the same between boys and girls. If the null hypothesis is rejected, then
school effects are statistically significantly different between boys and girls. In the latter
case, a new model without restriction is specified, and the two resulting coefficients are
statistically significantly different between boys and girls, indicating that school effects
on reading achievement vary between boys and girls.
16

2.4.2 Literature review
Input-Process-Output Model of School Effects. The input-process-output model
illustrates how school experiences influence students’ academic outcome with respect to
differing family backgrounds as well as different cognitive and affective conditions.
Inputs such as family characteristics, home influences, and family social and cultural
values are what students bring into their schools. Schools then process students with
different inputs into different categories of educational outcomes (output), such as
performance, course selection, attitude and interest. With the various input that students
bring into the schools, educational outcome (output) will produce different school
characteristics, which are school contexts and climates (Ma et al., 2008). Under school
characteristics, school contextual and climatic variables are two classified types of
characteristics. Context variables describe the “hardware” of the school, with
characteristics descriptive of the material resources of a school, the student body and the
teacher body. Climate variables describe the “software” of the school, which includes
characteristics descriptive of the learning environment, such as how students are
organized for instruction, academic students’ expectations for principals and teachers,
principal leadership style, decision-making processes, teacher classroom practices, and
ways that a school is operated (Mullis, Martin, Foy, & Drucker, 2012; Organization for
Economic Co-operation and Development (OECD, 2013). School context and climate
variables have long been used to examine school effects on academic and non-academic
outcomes and how they promote different learning environments for various students
(Ma, 2002).
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In the research literature on reading education, school reading environment is
generally thought to affect student reading achievement (Lenkeit, Chan, Hopfenbeck, &
Baird, 2016). For example, Costa & Araujo’s (2017) study takes school characteristics
into account in measuring the students’ reading achievement in Danish, Swedish and
French schools and offers compelling evidence of the influence of school climate
variables in the development of reading ability with the database from Progress in
International Reading Literacy Study (PIRLS). The importance was also recognized by
Brozo and colleagues, who held that school-level programs provide students with
strategies that enabled them to read with purpose and understanding while monitoring
their own learning (Brozo, Shiel, & Topping, 2008; Brozo, Sulkunen, Shield, Garbe,
Pandian, & Valtin, 2014).
Sex Differences in Reading Achievement. Lietz (2006) conducted a meta-analysis
on 139 large-scale studies between 1970 and 2002, using a two-level hierarchical linear
model (HLM) to address the questions of the extent of sex differences in reading across
countries. The analysis indicated that female secondary students performed 0.19 SDs
above males when taking age and language of instruction into account. With evidence
from 31 countries, Marks (2008) concluded the average sex gap among these countries
was 32 score points higher for girls in reading. Lynn & Mikk (2009) revealed that the
advantages in reading achievement for 10-year-old girls was 0.23 SDs and 0.42 SDs for
15-year-old girls, with the analysis of recent international assessment PISA 2000, 2003
and 2006 and the PIRLS 2001 and 2006 dataset. In 2010, the Center on Education Policy
reported that in all 50 state-level tests of reading, girls significantly outperformed boys
(Chudowsky & Chudowsky, 2010). When comparing the magnitude of differences on
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these assessments, Lietz (2006) concluded that the sex differences in favor of girls was
more pronounced in studies conducted by the National Assessment of Educational
Progress (NAEP) and Program for International Student Assessment (PISA). Solheim &
Lundetra (2018) compared the impact of sex on reading literacy in PIRIL 2011 (10-yearolds), PISA 2009 (15-year-olds) and Program for the International Assessment of Adult
Competencies (PIAAC) 2012 (16-24-year-olds), respectively, across the Nordic countries
and found similar patterns of sex differences, with the largest effect sizes in PISA and the
smallest in PIAAC. This study features much research on sex differences in reading
achievement with a large dataset, however, the study is scarce in measuring whether the
school effect exerts statistical differences in sex group in a multilevel setting.
As a demonstration of the application of the restricted multilevel model, this study
examines the effects of school reading environment on student reading environment
between boys and girls with and without controls over student and school characteristics.
The research question is: Does school reading environment have the same effect on
reading achievement in boys as in girls, with and without controls over student and
school characteristics?
2.4.3 Data Source
With measures of students’ reading achievement and individual background as
well as school context and climate variables, PISA dataset is appropriate for the present
study. As an international assessment, PISA measures 15-year-old students’ reading,
mathematics and science literacy every three years. First conducted in 2000, the major
domain of study rotates between reading, mathematics and science in each cycle. All
achievement measures in PISA have a standardized mean score of 500 points and a
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standard deviation of 100 points (Adams & Wu, 2002). It employed a two-stage stratified
random sampling procedure in each participating country or region (OECD, 2007a). In
the first stage, PISA randomly selected a sample of schools from a national list of eligible
schools. In the second stage, PISA randomly selected a sample of students (35 students)
from sampled schools. When a school had fewer than 35 students, all students were
sampled. To make the sample reflective of the population, PISA used normalized student
weights and school weights. Data for the present study came from the 2009 national
sample of the United States. The 2009 PISA was the latest PISA cycle that emphasized
reading. The data contained 5,233 students (2,727 boys and 2,506 girls) enrolled in 165
schools.
2.4.3.1 Outcome Measure
The outcome variable was student reading achievement. PISA measured reading
achievement as reading literacy, defined as the ability to extract the relevant information
from texts and also to understand, use and reflect on written texts. To reduce testing time,
PISA employed the matrix sampling technique (i.e., using short and different booklets of
items), resulting in five plausible values for reading (OECD, 2002a). Plausible values are
not test scores (in the traditional sense) and they need to be integrated together to produce
a test score for each student (OECD, 2010b). After the integration, PISA scaled students’
reading achievement to have a mean of 500 and a standard deviation of 100 (Adams &
Wu, 2002).
2.4.3.2 Independent Variables
There were independent variables at both student and school levels in the present
study. Student-level variables included student characteristics of sex, age, socioeconomic
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status (SES), family structure (single-parent family vs. both-parent family), immigration
status (yes or no), and home language (English vs. others). These student-level variables
have long been used to explain individual differences in academic achievement (Ma et
al., 2008). Specifically, sex contained two categories, boys and girls. Age was a
continuous variable, measured as the number of months since birth. SES was a
standardized index of family economic, social, and cultural status. Family structure was
used to derive a dichotomous variable of both-parent family vs. single-parent family.
Immigration status was used to derive a dichotomous variable of native-born student vs.
immigrant student. Home language was used to derive a dichotomous variable of
English-speaking family vs. non-English-speaking family. The only composite (index)
variable at the student level was SES, and Appendix A presents the construction of this
composite variable.
School-level variables included school contextual variables and school climate
variables. As school contextual variables, school size was the number of enrolled
students, and school location produced two dichotomous variables with urban schools as
the baseline category against which suburban and rural schools were compared. Other
school contextual variables were proportion of girls and proportion of certified teachers
(measuring teacher quality). Finally, teacher shortage measured the adequate
employment of teachers in the school, teacher-student ratio measured the ratio between
teacher and students, and quality of educational resources measured school material
resources, such as the conditions of buildings (as well as heating, cooling, and lighting
systems), instructional space, instructional resources (computers, instructional materials
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in the library, multi-media resources, science laboratory equipment, facilities for the fine
arts.
Characteristics of the school reading environment were the key school climate
variables. PISA created a set of five scale or index variables to measure various reading
behaviors of students. These variables were aggregated across students within each
school to form five measures (indicators) of school reading environment. Specifically,
diversity of reading measures the extent to which students read six types of text including
magazines, comics, fiction books, nonfiction books, e-email and webpages. Students
were asked to rate their level of diversity of reading by answering the question “How
often do you read these materials because you want to?” They were asked to use a fivepoint scale, with 1 indicating “Never or almost” and 5 indicating “Several times a week.”
Enjoyment of reading refers to reading for pleasure. Students were asked to rate their
level of enjoyment of reading by responding to 11 questions measuring, “How much do
you agree or disagree with these statements about reading.” Students used a four-point
scale, with 1 indicating “Strongly disagree” and 4 meaning “Strongly agree.” They could
choose statements such as, “I read only if I have to,” “Reading is one of my favorite
hobbies,” and so on. Stimulators of reading measures the extent to which teachers
stimulate students for reading engagement and work with students on reading skills (e.g.,
the teacher helps students relate the stories they read to their lives and encourages
students to express their opinions about a text). Students were asked to rate their level of
stimulators of reading through the question, “In your lesson, how often does the
following occur?” Students used a four-point scale, with 1 indicating “Never or hardly
ever” and 4 indicating “in all lessons,” and statements such as “The teacher askes
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students to explain the meaning of a text.” Daily reading hours is a sum of reading
activities in which students engage each day. Students were asked to rate their level of
daily reading hours through the question, “How much time do you spend reading for
enjoyment?” using a five-point scale with 1 indicating “zero hours” and 5 indicating
“more than two hours.” Online reading hours refers to the process of extracting meaning
from a text that is in a digital format. These variables were coded in such a way that a
higher value indicated a more positive school reading environment. Students were asked
to rate their level of online reading hours by responding to the question “How often are
you involved in the following reading activities?” (reading emails or chatting online, for
example), and they were asked to use a five-point scale where 1 indicated “I do not know
what it is” and 5 indicated “Several times a day.”
There were other school climate variables used as adjustments for school reading
environment. Teacher participation was a composite variable, measuring the extent to
which student learning is supported by teachers’ responsibility for decisions regarding the
management of the school (e.g., admitting students to the school and determining course
content). Teacher behavior was a composite variable, measuring the extent to which
student learning is hindered by some behaviors of teachers in relation to their students,
such as holding low expectations for students and having a poor relationship with
students. Student behavior was a composite variable, measuring the extent to which
student learning is hindered by some disruptive behaviors in school (e.g., student
absenteeism, disruption of classes by students, and student use of alcohol or illegal
drugs). School leadership was a composite variable, measuring the extent to which
student learning is supported by the making or altering school policy (e.g., activities and
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behaviors of the principal, principal observation of classroom instruction). The composite
variables at the school level included diversity of reading, enjoyment of reading,
stimulator of reading, daily reading hours and online reading hours. Ability grouping
was a dichotomous variable, denoting whether a school groups students according to
ability for instruction. Appendix A presents the construction of these composite variables.
Appendix B contains descriptions of all student-level variables and school-level
variables. Appendix C and D present descriptive statistics and Spearman’s correlation on
all student-level variables and school-level variables (to check multicollinearity).
2.4.4 Analytical Procedure
A two-step procedure was carried out. In the first step, the effects of the five
schools’ reading environment variables (diversity of reading, enjoyment of reading,
stimulators of reading, daily reading hours, and online reading hours) were examined
individually, without the control for student characteristics and school characteristics, by
means of the above restricted multilevel model. In the second step, student characteristics
and school characteristics were added to adjust for the effects of the school reading
environment variables. Whether these school reading environment variables were
statistically different between boys and girls would be tested.
When the school reading environment variables showed statistically the same
effects between boys and girls in the restricted multilevel model, the restricted multilevel
model would become the final model. When the school reading environment variables
showed statistically different effects between boys and girls in the restricted model, the
non-restricted model, which was the conventional model, would be used to derive the
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final model and show the extent of differences in the effects of the school reading
environment variables between boys and girls.
The alpha level for all statistical tests was set as .05. The HLM7.03 software
provided the analytical platform for the present study. The full maximum likelihood
estimation procedure was applied for all multilevel analyses. A full variance-covariance
structure was estimated for each multilevel model.
2.4.5 Results
A two-step procedure has been carried out. In the first step, the effects of the five
school reading environment variables (diversity of reading, enjoyment of reading,
stimulators of reading, daily reading hours, and online reading hours) were examined
individually through the absolute model. The goal of the absolute model was to test
whether the effects of these school reading environment variables were statistically
different between boys and girls in the absence of student and school characteristics and,
if yes, by how much (Table 2.1); in the second step, the relative model was produced by
adding student and school characteristics. The goal of the relative model was to examine
whether the effects of school reading environment variables across the boys and girls
would change in the presence of student and school characteristics (Tables 2.2 and 2.3).
With the application of HLM7.03 software, an effect was considered statistically
significant if the p value was below 0.05 at the school level throughout the analysis.
2.4.5.1 Absolute Model of School Reading Environment on Reading Achievement of
Boys and Girls, without Control for Student and School Characteristics.
For the absolute model (Table 2.1), the two school reading environment variables
diversity of reading and online reading hours have been shown to exert statistically
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different effects on reading achievement between boys and girls. The effects of diversity
of reading on reading achievement for boys (β = -19.77, SE = 18.51) was statistically
significantly different from the effects of diversity of reading on reading achievement for
girls (β = -29.47, SE = 13.08). A one-unit increase (out of a measurement scale of 1 to 5)
in diversity of reading collectively in a school was associated with a decrease in student
individual reading achievement of 19.77 for boys and 29.47 for girls.
Meanwhile, the effects of online reading hours on reading achievement for boys
(β = -24.79, SE = 16.55) was statistically different from the effects of online reading
hours on reading achievement for girls (β = -27.73, SE = 9.66). A one-unit increase (out
of a measurement scale of 1 to 5) in online reading hours collectively in a school was
associated with a decrease in student individual reading achievement of 24.79 for boys
and 27.73 for girls.
The other three school reading environment variables—enjoyment of reading,
stimulators of reading and daily reading hour—did not show any statistically different
effects on students’ reading achievement between boys and girls. There was no difference
in the effects of enjoyment of reading on reading achievement between boys and girls (β
= 86.13, SE = 47.04, p > .05); no difference in the effects of stimulators of reading on
reading achievement between boys and girls (β = 37.88, SE = 21.10, p > .05); and no
difference the effects of daily reading hour on reading achievement between boys and
girls (β = -18.68, SE = 32.11, p > .05).
2.4.5.2 Relative Model of School Reading Environment on Reading Achievement of
Boys and Girls, with Control for Student Characteristics.
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Two school reading environment variables, enjoyment of reading and online reading
hours, have indicated statistically different effects on reading achievement between boys
and girls after student background variables were added into the model to adjust the
effects.
The effect of enjoyment of reading on reading achievement for boys (β = 63.37,
SE = 38.06) was statistically different from the effects of enjoyment of reading on
reading achievement for girls (β = 77.01, SE = 30.12), controlling for student
characteristics. A one-unit increase (out of a measurement scale of 1 to 5) in enjoyment
of reading collectively in a school was associated with an increase in student individual
reading achievement of 63.37 for boys and 77.01 for girls, when student characteristics
were controlled.
The effects of online reading hours on reading achievement for boys (β = -20.00,
SE = 15.83) was statistically significantly different from the effects of online reading
hours on reading achievement for girls (β = -23.64, SE = 8.85), controlling for student
characteristics. A one-unit increase (out of a measurement scale of 1 to 5) in diversity of
reading collectively in a school was associated with a decrease in student individual
reading achievement of 20.00 for boys and 23.64 for girls, when student characteristics
were controlled.
The other three school reading environment variables did not show any
statistically different effects on students’ reading achievement between boys and girls.
There was no difference in the effects of diversity of reading on reading achievement
between boys and girls (β = -22.71, SE = 12.32, p > .05); no difference for the effects of
stimulator of reading on reading achievement between boys and girls (β = 26.02, SE =
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17.95, p > .05) and no difference for the effects of daily reading hour on reading
achievement between boys and girls (β = -6.14, SE = 24.89, p > .05).
Overall, after the control of student characteristics, the different absolute effects
of diversity of reading between boys and girls disappeared, but the different absolute
effects of online reading hours between boys and girls remained. Meanwhile, after the
control of student characteristics, the different effects of enjoyment of reading between
boys and girls appeared.
2.4.5.3 Relative Model of School Reading Environment on Reading Achievement of
Boys and Girls, with Control for Student and School Characteristics. Two school reading
environment variables, enjoyment of reading and online reading hours, consistently
showed statistically different effects on reading achievement between boys and girls,
after student characteristics and school characteristics variables were added in the model
to adjust for the effects.
The effect of enjoyment of reading on reading achievement for boys (β = 49.19,
SE = 23.00) was statistically different from the effects of enjoyment of reading on
reading achievement for girls (β = 58.77, SE = 16.37), with student background and
school characteristics controlled in the model. A one-unit increase (out of a measurement
scale of 1 to 5) in enjoyment of reading collectively in a school was associated with an
increase in student individual reading achievement of 49.19 for boys and 58.77 for girls,
when student background and school characteristics were controlled.
The effects of online reading hours on reading achievement for boys (β = -18.33,
SE = 16.99) was statistically significantly different from the effects of online reading
hours on reading achievement for girls (β = -21.69, SE = 8.38), controlling for student
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and school characteristics. A one-unit increase (out of a measurement scale of 1 to 5) in
online reading hours collectively in a school was associated with a decrease in student
individual reading achievement of 18.33 for boys and 21.69 for girls, controlling for
student and school characteristics.
The other three school reading environment variables did not show any
statistically different effects on students’ reading achievement between boys and girls.
After controlling for student and school characteristics, there was no difference for the
effects of diversity of reading on reading achievement between boys and girls (β = 20.47, SE = 10.58, p > .05); no difference for the effects of stimulator of reading on
reading achievement between boys and girls (β = 11.85, SE = 11.29, p > .05), and no
difference for the effects of daily reading hour on reading achievement between boys and
girls (β = -16.23, SE = 12.04, p > .05).
2.4.5.4 Variance Components and Proportion of Variance. Although the variance
components did not directly help address the research questions, their estimations were
used to calculate the proportion of variance accounted for by models involving
statistically significant school environment variables, enjoyment of reading and online
reading (Table 2.4 and Table 2.5). For enjoyment of reading, 71% of the variance in
boys’ reading achievement has been accounted for by the overall model, while 80% of
the variance in girls’ reading achievement has been accounted for by the overall model.
For variable online reading hours, 72% of the variance in boys’ reading achievement has
been accounted for by the overall model, and 81% of the variance in girls’ reading
achievement has been accounted for by the overall model. The explained proportions for
both boys and girls indicated that these two school reading environment variables online
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reading hours and enjoyment of reading each played an important role (i.e., explained
substantial amount of variation) in its specific overall model.
It appears that enjoyment of reading associates positively with reading achievement, and
this association is stronger for girls than boys based on the analysis of PISA 2009 reading
achievement dataset. This finding implies that helping students, particularly girls, enjoy
reading is an effective educational strategy to improve reading achievement. For boys to
improve their reading achievement, the promotion of enjoyment of reading would not be
sufficient if the educational goal is to have them achievement as much as girls. Other
educational interventions need to be considered. Meanwhile, it appears that online
reading actually harms reading achievement with a negative association for both boys and
girls, but the negative effects are stronger on girls compared to boys. Because online
reading can be irrelevant to schoolwork, educators and parents are suggested to monitor
the content that students, particularly girls, spend online for reading. For girls to
overcome stronger negative effects, it may also be necessary to limit online hours that
they spend.
2.5 Final Remarks on the Restricted Multilevel Model
As a family of advanced multilevel model techniques, the restricted multilevel
model has a list of advantages over the traditional multilevel ones. It is an effective
omnibus statistical technique to examine the institutional effects on multiple groups of
individuals. It has a broad applicability and is a convenient tool to see the impact of
higher-level institutional effects on lower-level groups of individuals, such as the effects
of school reading environment variables on sex groups demonstrated as an example in the
current study.
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2.5.1 Model Performance
As we demonstrated in the study, the restricted multilevel model was convenient
to perform and execute. First, the data is easy to prepare in the model. Instead of the
common dummy coding, which resulted in N – 1 dichotomous variables leaving out a
reference category, the restricted multilevel model created N dichotomous variables to
present each group. This representation of categorical variables makes much more sense
to readers who do not have substantial statistical background. All the other controlling
variables in the first or second level were prepared in the same way as the traditional
multilevel model, with no differences in how researchers would prepare for multiple
regression analysis. This familiarity allows them to set up their database for analysis
quickly and easily.
Second, the model is easy to specify. It is a relatively straightforward way to set
up the equation in the model. Any researcher with basic knowledge and skills on multiple
regression analysis can specify the model effortlessly. Third, the modeling result was
easy to show and interpret. Just like the PISA example employed in the study, the final
result would be interpreted as to whether the school-level reading environment variables
had the same or different effects on the two sex groups. Lastly, the restricted multilevel
model can be run in different analytical platforms, including the HLM employed in the
current study, as well as MLwin, Mplus or R.
2.5.2 Model Extension
First, besides the simplified version of the two-group comparison the model
demonstrated, it can extend the comparisons from two to multiple groups. Multiple pairs
of coefficients can be constrained in the model when more groups are involved, creating
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an ANOVA-like data analysis. This situation will allow many researchers to easily work
with the complex model because of their familiarity with ANOVA. Second, not only can
the groups themselves be constrained in the model, the interactions between the level-2
variables can also be constrained so that researchers can examine whether groups share
the same interactive pattern regarding the outcome measure. For instance, using sex
groups as an example, L2A and L2B are level-2 variables, and L2A*L2B are their
interaction. This interaction can be constrained for male and female groups. In this way,
researchers can see if the two sex groups share the same interaction pattern in regard to
their outcome measure. Such an extension opens doors to many research possibilities that
would be very difficult to imagine with traditional statistical approaches.
2.5.3 Model Limitation
However, even though the model can specify multiple groups for categorical
variables with categories more than two, the model does not directly generate post-hoc
analyses for researchers who would like to rank order categories based on outcome
measures. In other words, the model can generate an effect for each group and can
perform an omnibus test on whether these effects are all the same. However, when the
omnibus test is statistically significant, the model cannot perform subsequent post-hoc
analysis. Note that this limitation concerns the software, not necessarily the model. A
more precise statement is that the current software packages cannot perform post-hoc
analysis for restricted multilevel models with multiple constrained groups. Researchers
need to write program codes (e.g., in R) to extend the analytical function of the restricted
multilevel model presented in this study.
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Table 2.1
Estimates of Absolute Effects of School Reading Environment on Reading Achievement of
Boys and Girls
Effect
SE
Diversity of Reading
Boys
-19.77
18.51
Girls
-29.47
13.08
Enjoyment of Reading
Boys
86.13
47.04
Girls
86.13
47.04
Stimulators of Reading
Boys
37.88
21.10
Girls
37.88
21.10
Daily Reading Hours
Boys
-18.68
32.11
Girls
-18.68
32.11
Online Reading Hours
Boys
-24.79
16.55
Girls
-27.73
9.66
Note. Statistically significantly different effects between boys and girls are bold (p <
0.05).
Table 2.2
Estimates of Relative Effects of School Reading Environment on Reading Achievement of
Boys and Girls, Controlling for Student Characteristics
Effect
SE
Diversity of Reading
Boys
-22.71
12.32
Girls
-22.71
12.32
Enjoyment of Reading
Boys
63.37
38.06
Girls
77.01
30.12
Stimulators of Reading
Boys
26.02
17.95
Girls
26.02
17.95
Daily Reading Hours
Boys
-6.14
24.89
Girls
-6.14
24.89
Online Reading Hours
Boys
-20.00
15.83
Girls
-23.64
8.85
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Note. Statistically significantly different effects between boys and girls are bold (p <
0.05). Student characteristics include age, socioeconomic status, family structure (singleparent family vs. both-parent family), immigration status (yes vs. no), and home language
(English vs. others).

Table 2.3
Estimates of Relative Effects of School Reading Environment on Reading Achievement of
Boys and Girls, Controlling for Student Characteristics and School Characteristics
Effect
SE
Diversity of Reading
Boys
-20.47
10.58
Girls
-20.47
10.58
Enjoyment of Reading
Boys
49.19
23.00
Girls
58.77
16.37
Stimulators of Reading
Boys
11.85
11.29
Girls
11.85
11.29
Daily Reading Hour
Boys
-16.23
12.04
Girls
-16.23
12.04
Online Reading Hours
Boys
-18.33
16.99
Girls
-21.69
8.38
Note. Statistically significantly different effects between boys and girls are bold (p <
0.05). Student characteristics include age, socioeconomic status, family structure (singleparent family vs. both-parent family), immigration status (yes vs. no), and home language
(English vs. others). School characteristic includes school size, school location (suburban
and rural vs. urban), proportion of girls, proportion of certified teachers, teacher-student
ratio, teacher shortage, quality of educational resources, teacher participation, teacher
behavior, student behavior, school leadership, and ability grouping (yes vs. no).
Table 2.4
Estimates of Variance Components and Proportion of Variance Explained for Enjoyment
of Reading
M0
M1
M2
Variance Components
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Boys

2728.90

1444.24

796.22

Girls

2218.44

998.86

440.63

Proportion of Variance Explained
Boys
Girls

0.71
0.80

Note. M0 = absolute model (without student and school characteristics). M1 = relative
model with student characteristics. M2 = relative model with student and school
characteristics. Student characteristics include age, socioeconomic status, family structure
(single-parent family vs. both-parent family), immigration status (yes vs. no), and home
language (English vs. others). School characteristic includes school size, school location
(suburban and rural vs. urban), proportion of girls, proportion of certified teachers,
teacher-student ratio, teacher shortage, quality of educational resources, teacher
participation, teacher behavior, student behavior, school leadership, and ability grouping
(yes vs. no).

Table 2.5
Estimates of Variance Components and Proportion of Variance Explained for Online
Reading Hours
M0
M1
M2
Variance Components
Boys
3261.28
1896.51
916.64
Girls
3015.81
1614.09
587.62
Proportion of Variance Explained
Boys
0.72
Girls
0.81
Note. M0 = absolute model (without student and school characteristics). M1 = relative
model with student characteristics. M2 = relative model with student and school
characteristics. Student characteristics include age, socioeconomic status, family structure
(single-parent family vs. both-parent family), immigration status (yes vs. no), and home
language (English vs. others). School characteristic includes school size, school location
(suburban and rural vs. urban), proportion of girls, proportion of certified teachers,
teacher-student ratio, teacher shortage, quality of educational resources, teacher
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participation, teacher behavior, student behavior, school leadership, and ability grouping
(yes vs. no).
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CHAPTER 3: A Multilevel Model with Heterogeneous Sigma Squared Function to
Compare Distributional Properties of Multiple Groups
3.1 The Model
A good understanding of the distributional properties across groups is an
essential part of making group comparisons. The most popular way to make group
comparisons is by considering means across the groups. Although this approach focusing
on the central tendency is important, the other critical element in describing the
distributions across groups has been generally ignored. That critical element is the
variability. Overall, the combination of central tendency and variability is the preferred
way to describe (and compare) distributions across groups (Bayes & Monseur, 2016;
Halpern et al., 2007; Ma, 2008). The present study aims to fill in this gap in the
quantitative research literature. Specifically, the goal is to propose an advanced
multilevel model with an embedded analytic function, referred to as heterogeneous sigma
squared, that can perform statistical tests of significance to compare variances across
multiple groups. As a result, this multilevel model is able to examine the distributional
properties, including central tendency and variability, simultaneously. The term
“simultaneously” is worth emphasizing. It implies a multivariate treatment of central
tendency and variability. In contrast, the separate testing of central tendency and
variability constitutes a univariate approach. Obviously, the multilevel model with
heterogeneous sigma squared function provides a more efficient and effective way to
describe and compare distributional properties across multiple groups.
In most cases of application, the multilevel model has two levels, with individuals
nested within institutions. The categorical variable of interest is at the level 1. The
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variable has N groups (categories) (i.e., G1, G2, G3, … GN), and the goal is to compare the
distributional properties across the groups. As usual, N – 1 dummy variables are created
through dummy coding to represent the categorical variables. The level 1 model can also
incorporate other independent variables, often as control variables, to adjust for the
differences among groups. The level one model is expressed as:
𝒀𝒊𝒋 = 𝜷𝟎𝒋 +𝜷𝟏𝒋 𝐆𝟏𝒊𝒋 +𝜷𝟐𝒋 𝐆𝟐𝒊𝒋 +𝜷𝟑𝒋 𝐆𝟑𝒊𝒋 + ⋯ + 𝜷(𝑵−𝟏)𝒋 𝐆(𝐍 − 𝟏)𝒊𝒋
𝑷

+ ∑ 𝜷(𝑵−𝒑+𝟏) 𝐢𝐧𝐝𝐢𝐯𝐢𝐝𝐮𝐚𝐥𝒑𝒊𝒋 + 𝜺𝒊𝒋
𝒑=𝟏

where 𝒀𝒊𝒋 is the outcome for individual i in institution j; 𝜷𝟎𝒋 is the average outcome for
school j after adjusting for individual characteristics and group differences; 𝜷𝒏𝒋 (n = 1, 2,
3, … N – 1) is the within-institution group difference in outcome for institution j; 𝜺𝒊𝒋 is
the error term at the individual level and assumed to be normally distributed with a mean
of zero and a variance component.
𝜺𝒊𝒋 ~ NID (0, 𝝈𝟐 )
The level 2 model is:
𝜷𝟎𝒋 = 𝜸𝟎𝟎 + 𝑼𝟎𝒋
𝜷𝟏𝒋 = 𝜸𝟏𝟎 + 𝑼𝟏𝒋
𝜷𝟐𝒋 = 𝜸𝟐𝟎 + 𝑼𝟐𝒋
𝜷𝟑𝒋 = 𝜸𝟑𝟎 + 𝑼𝟑𝒋
…
𝜷(𝑵−𝟏)𝒋 = 𝜸(𝑵−𝟏)𝟎 + 𝑼(𝑵−𝟏)𝒋
𝜷(𝑵−𝒑+𝟏)𝒋 = 𝜸(𝑵−𝒑+𝟏)𝟎 (p = 1, 2, 3, … P)
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where 𝜸𝟎𝟎 is the grand outcome mean and 𝜸𝟏𝟎 to 𝜸(𝑵−𝟏)𝟎 are the averages withininstitution slope (e.g., a gap of some kind). 𝑼𝟎𝒋 to 𝑼(𝑵−𝟏)𝒋 are error terms at the
institution level unique to each institution, assumed to be multivariate normally
distributed with a full variance-covariance structure. The full variance-covariance
structure is assumed because it is reasonable to allow groups to be correlated (across
institutions). The variance and covariance structure is an n by n (symmetrical) matrix,
which is represented as
𝒂𝟏𝟏 𝒂𝟏𝟐 ⋯ 𝒂𝟏𝒏
𝒂𝟐𝟏 𝒂𝟐𝟐 ⋯ 𝒂𝟐𝒏
[ ⋮ ⋮ ⋱ ⋮ ]
𝒂𝒏𝟏 𝒂𝒏𝟐 ⋯ 𝒂𝒏𝒏
On the basis of this two-level model, variances across the groups can be assumed
to be different, and a structural specification on the variance can be added. The add-on
equation is:
𝝈𝟐 = 𝐞𝐱𝐩 {𝜶𝟎 +𝜶𝟏 𝐆𝟏+𝜶𝟐 𝐆𝟐+𝜶𝟑 𝐆𝟑+ ⋯ + 𝜶(𝑵−𝟏) 𝐆(𝐍 − 𝟏)}
where 𝜶𝟎 is the intercept in estimating the log form of 𝝈𝟐 and 𝜶𝒏 (n = 1, 2, 3, … N – 1)
are the slopes of groups (categories) in estimating the log form of 𝝈𝟐 . The 𝜶 coefficients
are estimated through full maximum likelihood and are tested for statistical significance
by means of z statistic under large-sample theory. The null hypothesis is that the
population variances from which groups are drawn are equal (homogeneity of variance).
The multilevel model with heterogeneous sigma squared can be compared easily
with the multilevel model with homogeneous sigma squared utilizing a likelihood-ratio
test. For each model, a deviance statistic is computed. The higher the deviance, the poorer
the fit (Raudenbush & Bryk, 2002). The difference between the deviance statistics (from
the two models) is then used to test the hypothesis. In sum, the performance of the
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multilevel model with heterogeneous sigma squared is evaluated in comparison with the
performance of the multilevel model with homogeneous sigma squared.
3.2 The Assumptions
All statistical models including multilevel models have assumptions that need to
be met to ensure the validity of the procedures for estimating the model (Raudenbush &
Bryk, 2002). The multilevel model specified above is, by nature, a regular multilevel
model. For a regular multilevel model, according to McNeish, Stapleton, and Silverman
(2016), the basic assumptions speak to the independence of observation at the higher
level (institution in this case) and that each institution shares the same institutional
characteristics. Apart from these basic assumptions, the major assumptions are normality
and homogeneity of variance. Specifically, the multilevel model assumes normal
distribution of both level 1 and level 2 residuals as well as equal variance (level 2
residuals) across institutions. Large sample size may make the multilevel model robust to
the violation of normality, and similar sample size across institutions may make the
multilevel model robust to the violation of homogeneity of variance (Raudenbush &
Bryk, 2002). The present study takes advantages of the PISA data, which are large in size
for the overall sample and similar in size across school samples, making the multilevel
model robust to potential violations of multilevel assumptions.
There are additional assumptions that often draw less attention from the analysts
but may need to be shown in the present study. The errors at the higher level are assumed
to be independent from the errors at the lower level, that is Cov (𝜺𝒊𝒋 , 𝒋 ) = 0. Specific to
the multilevel model in the present study, the predicted categorical variables (𝑮𝒏) do not
covary with the residuals at any other level, which is Cov (𝑮𝒏, 𝜺𝒊𝒋 ) = 0, Cov (𝑮𝒏, 𝒖𝒋 ) =
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0. With the add-on specification, heterogeneous level-1 variance is hypothesized across
categories (groups) and is modeled by the predictor variables of 𝑮𝒏.
3.3 The Estimation
A multilevel model usually can be estimated by either the full maximum
likelihood (FML) or the restricted maximum likelihood (RML). Firstly, the FML
estimator takes in richer information with numerical integration that includes both the
regression coefficients and the variance components in the likelihood function. Compared
to the FML, the RML includes only the variance components in the likelihood function.
Secondly, FML is widely used and strongly preferred when the importance of predictor
variables is assessed (Hox, 2010). Lastly, in practice, the differences between the two
models are usually small if the sample is relatively big (Hox, 1998; Kreft & de Leeuw,
1998). The RML is more realistic, particularly when dealing with small samples in data
analysis (Bryk & Raudenbush, 1992; Longford, 1993). Since, in the present study, the
importance of predictor variables (whether the sex groups have different distributions) is
the primary research focus and the dataset is huge, the FML is more appropriate to be
employed.
3.4 The Application
3.4.1 Model Specification
To illustrate the application of the multilevel model with heterogeneous sigma
squared, the distributional characteristics across two groups are examined in relation to
sex differences in reading achievement. This multilevel model has students nested within
schools. The level 1 model has SEX as the categorical independent variable (dummy
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coded as boys = 0 and girls = 1). Student background variables are added as control
variables.
𝑃

𝑌𝑖𝑗 = 𝛽0𝑗 +𝛽1𝑗 𝑆𝐸𝑋𝑖𝑗 + ∑ 𝛽(𝑝+1)𝑗 𝑋𝑝𝑖𝑗 + 𝜀𝑖𝑗
𝑃=1

where 𝑌𝑖𝑗 is the score of the reading achievement for student i in school j; 𝛽0𝑗 is the
average reading achievement for school j after adjusting for sex differences and other
student-level variables; and 𝛽1𝑗 is the within-school sex gap in reading achievement for
school j. 𝛽𝑝𝑗 is the slope for student-level variable Xpij (p = 1, 2, 3, …, P) measuring the
effects of each student-level variable on reading achievement. 𝜀𝑖𝑗 is the error term at the
student level and assumed to be normally distributed with a common variance.
The level 2 model has two random components, and they are modeled by school
background variables. The equations are:
𝑄

𝛽0𝑗 = 𝛾00 + ∑ 𝛾0𝑞 𝑊𝑞𝑗 + 𝑈0𝑗
𝑞=1
𝑄

𝛽1𝑗 = 𝛾10 + ∑ 𝛾1𝑞 𝑊𝑞𝑗 + 𝑈1𝑗
𝑞=1

where 𝛾00 is the adjusted grand mean of reading achievement; 𝛾0𝑞 is the slope for schoollevel variable 𝑊𝑞𝑗 (q =1, 2, 3, …, Q) measuring the effects of each school-level variable
on the school average reading achievement; and 𝑈0𝑗 is the error term corresponding to
the intercept at the school level unique to each school. Meanwhile, 𝛾10 is the average
within-school sex gap; and γ1q is the slope for school-level variable Wqj (q =1, 2, 3, …,
Q) measuring the effects of each school-level variable on the within-school sex gap in
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reading achievement. 𝑈1𝑗 is the error term corresponding to the slope at the school level
unique to each school.
Finally, the variance specification 𝜎 2 = exp {𝛼0 + 𝛼1 𝑆𝐸𝑋} is added to the
multilevel model so that the heterogenous-sigma-squared procedure can be performed to
compare boys and girls in terms of variance in reading achievement.
3.4.2 Literature Review
Sex Differences in Mean of Reading Achievement. Sex differences in reading
achievement have been commonly studied in means by employing different large datasets
through multiple research methods. Generally, pronounced sex differences in mean of
reading achievement in favor of girls were found in all participating countries in the PISA
surveys carried out in 2000 and 2009 (Langen, Boskers, & Dekkers, 2006; Liu & Wilson,
2009; OECD, 2001, 2010b) and averaging difference was more than 0.3 SDs (OECD,
2009). A meta-analysis on 139 large-scale studies between 1970 and 2002 that applied a
two-level hierarchical linear modeling (HLM) indicated that female secondary students
performed 0.19 SDs above males when taking age and language of instruction into
account (Lietz, 2006). Lynn & Mikk (2009) revealed that the advantages in reading
achievement for 10-year-old girls was 0.23 SDs and that for 15-year-old girls, it was 0.42
SDs, with the analysis of recent international assessment PISA 2000, 2003 and 2006 and
the PIRLS 2001 and 2006 dataset. Compared with the raw scores, Marks (2008)
concluded the average sex gap among these countries was 32 score points higher for girls
in reading, based on evidence from 31 countries. Additionally, sex differences generally
increased over PISA cycles, with the average sex difference across OECD countries
increasing from 20 points in 2000 to 39 points in 2009 (Brozo et al., 2014). Additionally,

43

slight differences in effect size could be found in various large datasets. Solheim &
Lundetra (2018) compared the impact of sex on reading literacy in PIRIL 2011 (10-yearolds), PISA 2009 (15-year-olds) and Program for the International Assessment of Adult
Competencies (PIAAC) 2012 (16 to 24-year-olds) respectively across the Nordic
countries and noticed similar patterns of sex differences, with the largest effect sizes in
PISA and the smallest in PIAAC. However, in general, the findings regarding sex
differences were remarkably similar and complementary in most large-scale assessment
programs, which found that girls perform relatively higher in reading outcomes than
boys.
Sex differences in Variance in Reading Achievement. Sex comparison could not
be directly considered as one sex being superior to the other or equivalent to the other
based only upon the mean differences (Lafontaine & Monseur, 2009; Schwabe,
McElvany & Trendtel, 2015). Monseur (2016) objected to utilizing central tendency
statistics only, saying it was misleading for sex comparisons. It could lead to an overly
optimistic evaluation of the actual sex differences in reading achievement the study
concluded. However, most researchers still viewed the whole picture from a “mean”
perspective (based on gender equality on average).
Multiple empirical benchmarks have been encouraged to interpret the data in a
more comprehensive way and with more insights than just the mean estimate (Hill,
Bloom, Black, & Lipsey, 2008). Looking at the extreme tails and the variability helps to
nuance the outcomes on sex differences, and it is more substantial than the sex
differences at the mean. Comparison of groups at the extreme tails of the distribution
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could be quite different from what is observed with central tendency indices (Bays &
Monseur, 2016).
Though not a core concern in research and development, within-sex variability
was noted more than a century ago in research. In the area of mathematics achievement
research, Ellie (1894) put forward the “greater male variability hypothesis,” whereby, on
one hand, male students possessed greater average math achievement than female
students, but on the other hand, male students dominated both the top and bottom of the
distribution while female students occupied the middle in mathematics achievement
distribution. This hypothesis has been confirmed in other studies in mathematics research
(e.g., Feingold, 1992; Beller & Gafni, 1996; Halpern et al., 2007). Baye & Monseur
(2016) indicated that males’ scores vary more compared to females’ scores, and the
difference was larger between males and females at the lower end of the distribution.
They also indicated that the variability of mathematics achievement between male and
female students depended at least upon age and education system.
Compared to the research on mathematics achievement by sex, the distribution and
the variability of reading achievement has not been extensively researched in literacy
education. It is meaningful and valuable to know the comprehensive distribution and the
variability in reading achievement by sex due to the fundamental role of reading ability
for students.
Factors That Affect Sex Differences. Schools are the key institutions in the lives
of students and critical for overcoming sex differences (Ma, 2008; Marks, 2008;
Walkerdine, 1988). The “added-value” of the schools to the academic achievement of
students cannot be overlooked (Everson & Millsap, 2004; Lee, Zuze & Ross, 2005;

45

Opdenakker & Van Damme, 2006; Willms, 1992). Under school characteristics, school
contextual and climatic variables are two classified types of characteristics. Context
variables describe the “hardware” of the school, with characteristics descriptive of the
material resources of a school, the student body and the teacher body, and climate
variables, while “software” of the school includes characteristics descriptive of the
learning environment, such as how students are organized for instruction, academic
students’ expectations for principals and teachers, principal leadership style, decisionmaking processes, teacher classroom practices, and ways that a school is operated (Ma,
Ma, & Bradley, 2008; Mullis, Martin, Foy, & Drucker, 2012; OECD, 2013). School
context and climate variables have long been used to examine school effects on academic
and non-academic outcomes and how they promote different learning environments for
various students (Ma, 2002).
School climate is usually the main research focus since it is under the direct
control of parents, teachers and administrators, and it could provide more guided
direction for administrators to create, amend or reform school policies and practices to
provide teachers and students with a positive environment. It is imperative that studies of
school effects examine how schools can use climatic characteristics to influence students’
academic performance. The disciplinary climate, academic pressure, and parental
involvement, which were traditionally considered as primary measures of school
climates, affect educational outcomes of students (Ma & Klinger, 2000; Ma et al., 2008;
Ma & Willms, 2004; Willms,1992).
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3.4.3 Research Questions
For the application of this advanced multilevel model, this study aimed to see
what distributional properties exist between boys and girls in reading achievement with
control over student characteristics and school characteristics. Specifically,
1. Does one sex have a higher average reading achievement?
2. Does one sex have a large variance in reading achievement?
3. What are the unique distributional properties concerning reading achievement
for each sex? For example, does one sex tend to occupy both top and bottom
in the distribution of reading achievement while the other sex is sandwiched in
between?
3.4.4 Data Sources
As an international assessment that measures 15-year-old students’ reading,
mathematics and science literacy every three years, the PISA 2009 national sample of the
United States data was employed for the present study, which was the latest PISA cycle
that emphasized reading. The data contained 5,121 students (2,630 boys and 2,491 girls)
enrolled in 165 schools. PISA employed a two-stage stratified random sampling
procedure in each participating country or region (OECD, 2007a). In the first stage, PISA
randomly selected a sample of schools from a national list of eligible schools. In the
second stage, PISA randomly selected a sample of students (35) from sampled schools.
When a school had fewer than 35 students, all students were sampled. All achievement
measures in PISA have a standardized mean score of 500 points and a standard deviation
of 100 points (Adams & Wu, 2002). To make the sample reflective of the population,
PISA used normalized student weights.
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3.4.4.1 Outcome Measure
The outcome variable was student reading achievement, which was defined as the
ability to extract the relevant information from texts and also to understand, use and
reflect on written texts in PISA. To reduce testing time, PISA employed the matrix
sampling technique (i.e., using short and different booklets of items), resulting in five
plausible values for reading (OECD, 2002a). Plausible values are not test scores (in the
traditional sense), and they integrate together to produce a test score for each student
(OECD, 2009). The outcome score has a mean of 500 and a standard deviation of 100.
Regular multilevel models can directly take in plausible values for data analysis.
Nonetheless, due to the software limitation, plausible values and heterogeneous sigma
squared function cannot be specified at the same time.
3.4.4.2 Independent Variables
There were independent variables at both student and school levels in the present
study. Student-level variables included student characteristics of age, socioeconomic
status, family structure (single-parent family vs. both-parent family), immigration status
(yes vs. no), and home language (English vs. others). These student-level variables have
long been used to explain individual differences in academic achievement (see Ma et al.,
2008). Specifically, sex contained two categories, boys and girls. Age was a continuous
variable, measured as the number of months since birth. Socioeconomic status was a
standardized index of family economic, social, and cultural status. Family structure was
used to derive a dichotomous variable of both-parent family versus single-parent family.
Immigration status was used to derive a dichotomous variable of native-born student
versus immigrant student. Home language was used to derive a dichotomous variable of
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English-speaking family versus non-English-speaking family. The only composite
(index) variable at the student level was socioeconomic status, and Appendix A presents
the construction of this composite variable.
School-level variables included school contextual variables and school climate
variables. As school contextual variables, school size was the number of enrolled
students, and school location produced two dichotomous variables with urban schools as
the baseline category against which suburban and rural schools were compared. Other
school contextual variables were proportion of girls and proportion of certified teachers
(measuring teacher quality). Finally, teacher shortage measured the teacher-student ratio
within a school, and quality of educational resources measured school material resources
such as the conditions of buildings (as well as heating, cooling, and lighting systems),
instructional space, instructional resources (computers, instructional materials in the
library, multi-media resources, science laboratory equipment, facilities for the fine arts.)
There were other school climate variables which were used as adjustments for
school reading environment. Teacher participation was a composite variable, measuring
the extent to which the learning of students is supported by teachers’ responsibility for
decisions regarding the management of the school (e.g., admitting students to the school
and determining course content). Teacher behavior was a composite variable, measuring
the extent to which the learning of students is hindered by some behaviors of teachers in
relation to their students, such as holding low expectations for students and having a poor
relationship with students. Student behavior was a composite variable, measuring the
extent to which student learning is hindered by some disruptive behaviors in school (e.g.,
student absenteeism, disruption of classes by students, and student use of alcohol or
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illegal drugs). School leadership was a composite variable, measuring the extent to which
student learning is supported by making and altering school policy (e.g., activities and
behaviors of the principal, principal observation of classroom instruction).
3.4.5 Analytical Procedures
To test the groups (in this case, boys and girls) in both mean and variance in
reading achievement, a two-level HLM model was developed with students nested within
schools. The model would postulate that the two sexes have different means and
variances in reading achievement scores. The first step of data analysis using HLM
constituted a “null” model in which sex was the only independent variable (at the student
level). This null model allowed for heterogeneity of variance between the two sexes. The
corresponding technique for estimation was the heterogeneous sigma squared specified as
a log linear model for testing differences in variance between the two sexes at the student
level. In this model, the statistical significance on the differences concerning variance
between boys and girls would be examined through the z-ratio. In the second step of data
analysis using HLM, especially in the case where heterogeneity could be ascertained, a
“full” model was established to investigate whether the result still held when adding the
covariates from both student-level and school-level characteristics.
Overall, this HLM model would test for the statistical significance of the
differences concerning both the mean of and the variance in reading achievement
between boys and girls. This quantification would be accompanied by graphical
illustration of the score distributions of boys and girls in reading achievement for visual
appreciation. The visualization would reveal which sex had a higher mean and which sex
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occupied the top and bottom distribution of reading achievement, thus creating a fuller
knowledge about sex differences in reading achievement.
The alpha level for all statistical tests was set as .05. The HLM7.03 software
provided the analytical platform for the present study. As mentioned earlier, the full
maximum likelihood estimation procedure was applied for all multilevel analyses. A full
variance-covariance structure was estimated for each multilevel model.
3.4.6 Results
The model would postulate that the two sexes have different means and variances
in reading achievement scores. In the case where heterogeneity could be ascertained, the
analysis proceeded to investigate whether the result would still hold when adding the
controlling variables from both individual-level and school-level characteristics in the
model. Table 3.1 presents the analytical results of this investigation based on three HLM
models.
3.4.6.1 Baseline Model (M0)
It could be seen from the null model that both the mean and the variance are
statistically significantly different for boys and girls. On average, girls scored
approximately 28.42 higher than boys on reading achievement (Effect = 28.42, SD = 2.43,
p < .05); girls were also statistically significantly more variable than boys in reading
achievement (Z= -2.246, p < .05). The final conclusion for the baseline model was that
without any control over student and school characteristics, girls performed significantly
better than boys in reading achievement, and girls varied significantly more than boys in
reading achievement.
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3.4.6.2 Intermediate Model (M1)
After student-level background variables were added to the baseline model, the
mean difference still existed between males and females. On average, girls performed
approximately 26.71 points higher than boys in reading achievement when holding
student-level variables constant in the model (Effect = 26.71, SD = 2.53, p < .05).
However, once student characteristics were controlled, there was no statistically
significant difference in variance between boys and girls (Z = -0.72, p = .47). The final
conclusion for the intermediate model was that, with control over student characteristics,
girls still performed significantly better than boys in reading achievement, but boys and
girls shared similar variance in reading achievement.
3.4.6.3 Full Model (M2)
After school level variables were added to the intermediate model, the mean
difference still existed between males and females. On average, girls performed
approximately 26.71 points higher than boys in reading achievement when holding
student-level variables constant in the model (Effect = 27.31, SD = 2.31, p < .05).
However, once student and school characteristics were controlled, there was no
statistically significant difference in variance between boys and girls (Z= -0.72, p = .47).
The final conclusion for the full model was that with control over student and school
characteristics, girls still performed significantly better than boys in reading achievement,
but boys and girls shared similar variance in reading achievement as seen from the
analysis of PISA 2009 dataset.
Variance components were also estimated from the null, intermediate and full
model. The null model revealed a statistically significant variance at the school level (Z =
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-2.246, p < .05). Variance components at both student and school levels began to drop
once student and school characteristics were added to the null model (see the
intermediate model and the full model). Finally, concerning the full model with control
over both student and school characteristics, 7% of the variance in reading achievement
among students was explained by the full model, and 77% of the variance in reading
achievement among schools was explained by the full model. Overall, the full model was
effective in explaining a total of 31% of the variance in reading achievement.
Logically (concerning reading achievement from 2009 PISA dataset), because
girls had a higher mean than boys but both boys and girls shared similar variance, girls
would show a higher mean and occupied the very top distribution of reading
achievement, while boys would show a lower mean and occupied the very bottom
distribution of reading achievement. To provide a visual appreciation in showing these
distributional properties concerning reading achievement between boys and girls, a
combined violin plot was produced. Each violin plot showed the mean, interquartile
range, and the extreme scores. The visualization revealed the pattern well; that is, girls
had a higher mean and occupied the very top distribution of reading achievement, while
boys had a lower mean and occupied the very bottom distribution of reading
achievement. In addition, the distribution for girls was near normal, but the two peaks for
boys indicated that the distribution for boys was not normal. The mode appeared both
above and below the mean for boys, which dragged down the mean for boys.
3.5 Final Remarks
The description of distributional properties using the technique often referred to
as heterogeneous sigma squared is rare in research literature. This innovative
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advancement of HLM would allow researchers to compare the means and the variances
between groups simultaneously in one HLM model. This is a perfect situation for making
an accurate comparison among groups in terms of distributional properties. The present
study purposefully aimed to explore these analytical potentials as methodological
innovations for research in educational sciences. With such a statistical model,
researchers can not only estimate differences among means, but they can also estimate
differences among variances. The nested HLM models from the null model without any
independent variables to the full model, with both student-level and school- level
variables, are also a good idea to tap into the unique behaviors concerning both means
and variances (as shown in the present study). The distributional characteristics also
could be illustrated through graphics, which provided a fuller picture to the readers.
Practically, the present study intended to provide a more efficient and effective
way to describe and compare the distributional properties of student reading achievement
between boys and girls. One of the possible scenarios would be that one sex achieves
higher but occupies both top and bottom in the distribution of reading achievement while
the other sex achieves lower but is sandwiched in between (as reported in the literature of
mathematics education). This did not happen in the present study. The tentative
conclusion was that sex-related distributional properties of academic achievement can be
quite different between reading and mathematics. The results of similar studies may
promote more credible educational reforms through revisiting educational policies and
practices concerning sex differences in student academic achievement (based on more
robust and precise empirical evidence). The present study has certainly provided a
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credible statistical instrument to investigate sex differences in distributional properties of
academic achievement.
Finally, the present study has also shown that this statistical instrument is easy for
researchers to use and easy for “consumers” to understand. Specifically, it is a relatively
straightforward way to set up the model for researchers. Any researcher with basic
knowledge and skills in HLM can specify the model effortlessly. In addition, for
“consumers,” the final results are easy to understand with the help of the graph showing
the distributional properties (i.e., mean and variance) between groups. Any consumer
with basic knowledge of descriptive statistics can understand the model easily. Overall, it
is the aim of the present study that this statistical instrument may move educational
research to a higher level.
Table 3.1
HLM Models of Heterogeneous Sigma Squared Comparing Means and Variances
between Boys and Girls in Reading Achievement
M0

M1

M2

Effect

SE

Effect

SE

Effect

SE

-28.42*

2.43

-26.71*

2.53

-27.31*

2.31

0.09*

0.04

0.03

0.04

0.03

0.04

Means
Boys (vs Girls)
Variances
Boys (vs Girls)

Note. * p < 0.05. Comparisons on means are based on t test. Comparisons on variances
are based on Z test. M0 = absolute model (without student and school characteristics).
M1 = relative model with student characteristics. M2 = relative model with student and
school characteristics. Student characteristics include age, socioeconomic status, family
structure (single-parent family vs. both-parent family), immigration status (yes vs. no),
and home language (English vs. others). School characteristic include school size, school
location (suburban and rural vs. urban), proportion of girls, proportion of certified
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teachers, teacher-student ratio, teacher shortage, quality of educational resources, teacher
participation, teacher behavior, student behavior, school leadership, and ability grouping
(yes vs. no).
Table 3.2
Estimates of Variance Components and Proportion of Variance Explained for Reading
Achievement
M0
M1
M2
Variance Components
Among Students
6345.07
5931.22
5930.55
Among Schools
3354.86
1879.84
785.79
Proportion of Variance
Explained
Among Students
0.07
Among Schools
0.77
Note. M0 = absolute model (without student and school characteristics). M1 = relative
model with student characteristics. M2 = relative model with student and school
characteristics. Student characteristics include age, socioeconomic status, family structure
(single-parent family vs. both-parent family), immigration status (yes vs. no), and home
language (English vs. others). School characteristic include school size, school location
(suburban and rural vs. urban), proportion of girls, proportion of certified teachers,
teacher-student ratio, teacher shortage, quality of educational resources, teacher
participation, teacher behavior, student behavior, school leadership, and ability grouping
(yes vs. no).

Graphic Illustration
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CHAPTER 4: Summary
4.1 Motivation for Methodological Advancement
To help improve and advance research methodology when examining group
differences in the outcome measure, two advanced multilevel models that would allow a
deeper and more refined look at the issue of sex differences in reading achievement were
set up as examples. It was also the motivation of this dissertation research to understand
the mechanisms behind group differences in the outcome measure so as to achieve better
group equalities in reading education through educational reform in school reading
environment.
The traditional way to study the institutional effect on multiple groups of
individuals is the dummy-coded approach, which takes the group variable, such as sex, as
the dummy variable or groups of dummy variables when there are multiple groups. This
approach has an inevitable disadvantage in that whether or not the same institutional
variable has the same strength across the groups is hidden. If more categorical variables,
such as race, acting as student-level control variables, are added in the first level of the
model, the institutional effect for groups gets more complicated. Therefore, the traditional
model cannot be used effectively to address the issues of institutional effects on the
groups. This lack motivated Study 1 to develop a general multivariate multilevel
framework (model) specifically to estimate the institutional effects on multiple groups of
individuals.
A good understanding of the distributional properties across groups is an essential
part of making group comparisons. The combination of central tendency and variability is
the preferred way to describe (and compare) distributions across groups. Almost all
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previous studies have a solo focus on differences in either means or variances across
multiple groups of individuals. These tests were sometimes performed outside of a
certain statistical model that examined either mean or variance differences as a standalone procedure. As a result, previous statistical models are not adequate to capture the
differences in distributional properties across multiple groups of individuals. There was a
lack of credible statistical models that provided a function for tests to be performed inside
or within a certain statistical model that examined both mean and variance differences.
This lack motivated Study 2 to develop a multilevel model with heterogeneous sigma
squared function to compare distributional properties of multiple groups.
4.2 Methodological Advancement
The first model was a restricted multilevel model for examination of institutional
effects on multiple groups of individuals, which successfully estimated the institutional
effects on multiple groups of individuals. In this restricted multilevel model, the effects
for groups (e.g. male effect and female effect) from the same institutional variable can be
forced to be equal, and the subsequent significance test can be performed to examine if
the restriction held. The same multilevel model can then estimate the amount of the
difference by unrestricting the coefficients if the difference really existed. This general,
multilevel platform can accommodate any number of groups.
There are several advantages that the current restricted multilevel model has over
the traditional multilevel ones. This model is an effective omnibus statistical technique to
examine the institutional effects on multiple groups of individuals, which unmasked the
specific group dynamics concerning institutional effects with a broad applicability as well
as convenient execution. Additionally, it is an easy-to-specify model that employs a
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relatively straightforward way to set up the equation. Lastly, the model result was easy to
show and interpret for any even entry-level statisticians. From the standpoint of a broader
application of the model, firstly, the model can extend the comparison from two to
multiple groups besides the simplified version of the two-group comparison, and
secondly, the constraints can be applied to not only the groups themselves, but also in the
interactions between the level-2 variables so that researchers can examine whether groups
share the same interactive pattern regarding the outcome measure. Such an extension
opens doors to many other research possibilities that would be complex and tricky to
imagine with traditional statistical approaches.
The multilevel model in Study 2 directly provides statistical tests of significance
on key distributional properties including both the central tendency (i.e., mean) and
variability (i.e., variance). The second model was a multilevel model with heterogeneous
sigma squared function to compare the distributional properties of multiple groups. An
advanced multilevel model with an embedded analytic function referred to as
heterogeneous sigma squared was developed to perform statistical tests of significance to
compare means and variances across multiple groups at the same time, which made it
convenient to examine the distributional properties comprehensively and simultaneously.
This innovative advancement of HLM would allow researchers to compare the
means and the variances between groups simultaneously in one HLM model. This is a
perfect situation for making an accurate comparison among groups in terms of
distributional properties. The present study purposefully aimed to explore these analytical
potentials as methodological innovations for research in educational sciences. With such
a statistical model, researchers can not only estimate differences among means, but they
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can also estimate differences among variances. The nested HLM models from the null
model, without any independent variables to the full model, with both student level and
school level variables are also a good idea to tap into the unique behaviors concerning
both means and variances (as shown in the present study). The distributional
characteristics were also illustrated through graphics, which provided a full picture to the
readers.
The two studies of this dissertation research targeted the methodological
weaknesses of the research literature concerning institutional effects and distributional
properties on multiple groups of individuals. For Study 1, the restricted multilevel
modeling rarely has been applied in the research literature on group comparisons. With
the application of this methodology, multivariate analysis combining groups meets the
necessary condition to conduct a credible group comparison concerning institutional
effects. The advantage of carrying out multivariate analysis instead of a series of
univariate statistical tests is to deflate the Type I error rate as well as gain more statistical
power. For Study 2, the comparison of distributional properties using heterogeneous
sigma squared as an integral part of a multilevel model is even rarer in the research
literature. This innovative advancement of multilevel modeling will allow researchers to
compare the means and the variances in outcomes across groups simultaneously. Overall,
it is the hope of the present studies that these statistical instruments may move
educational research to a higher level.
4.3 Applications of Advanced Multilevel Models
Study 1 developed a general multivariate multilevel framework (model)
specifically to estimate the institutional effects on multiple groups of individuals. With
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the employment of 2009 Programme for International Student Assessment (PISA) data, it
was an application to examine whether school reading environment had the same effect
on reading achievement between boys and girls. Overall, this model has two levels with
students nested within schools, and the grouping variable was sex with two categories
(boys and girls). Specifically, level 1 was a multivariate model highlighting students’
average reading achievement for each sex group (two dichotomous variables) and level 2
was two linear regression equations, one for boys and one for girls. The effects of five
school reading environment variables (diversity of reading, enjoyment of reading,
stimulators of reading, daily reading hours, and online reading hours) were constrained
respectively to be the same for both boys and girls across the schools. A significance test
was performed to examine whether this restriction held true. In the latter case, a new
model without restriction was specified if statistically significant results could be
deduced from the restricted model, and the two resulting coefficients showed the extent
of differences in the school effects on reading achievement between boys and girls. Based
on the analysis of the PISA 2009 dataset, it was found that the effect of enjoyment of
reading and online reading hours on reading achievement for boys was statistically
different from the effects of the same ones on reading achievement for girls, with student
background and school characteristics controlled in the model. The other three school
reading environment variables, diversity of reading, stimulators of reading and daily
reading hour, did not show any statistically different effects on students’ reading
achievement between boys and girls.
With the similar PISA 2009 dataset, an application was illustrated to examine the
distributional properties concerning reading achievement for boys and girls in a two-level
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HLM model in Study 2. In the two-level model, level 1 had sex as the categorical
independent variable (dummy coded as boys = 0 and girls = 1) and level 2 had the
random intercept modeled by school background variables. It was found that girls
performed significantly better than boys in reading achievement, but boys and girls
shared similar variance in reading achievement. A violin plot revealed that girls had
higher mean and occupied the very top distribution of reading achievement, while boys
had a lower mean and occupied the very bottom distribution of reading achievement. The
distribution for girls was near normal, but there were two peaks for boys, indicating that
the distribution for boys was not normal. The full model explained a total of nearly a
third of the variance in reading achievement.
4.4 Tentative Practical Contributions
Together, the studies promoted an exploration in the reading literacy field to add
informative insight into the literature of sex differences in reading achievement. For
Study 1, it appeared that enjoyment of reading would associate positively with reading
achievement, and this association would be stronger for girls than boys. Helping students,
particularly girls, enjoy reading is an effective educational strategy to improve reading
achievement. Meanwhile, it showed that online reading would actually harm reading
achievement with a negative association for both boys and girls, but the effects would be
stronger on girls and boys. Because online reading can be irrelevant to schoolwork,
educators and parents are advised to monitor and limit online hours that students,
particularly girls, spend.
For Study 2, one of the possible scenarios will be that one sex achieves higher but
occupies both top and bottom in the distribution of reading achievement while the other
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sex achieves lower but is sandwiched in between (as reported in the literature of
mathematics education). This scenario did not happen in the present study. The tentative
conclusion was that sex-related distributional properties of academic achievement could
be quite different between reading and mathematics. The results of similar studies may
promote more credible educational reforms through revisiting educational policies and
practices concerning sex differences in student academic achievement (based on more
robust and precise empirical evidence). The present study has certainly provided a
credible statistical instrument to investigate sex differences in distributional properties of
academic achievement.
4.5 Limitations and Suggestions
For Study 1, even though the model can specify multiple groups for categorical
variables with categories more than two, the model does not directly generate post-hoc
analyses for researchers who would like to rank order categories based on outcome
measures. In other words, the model can generate an effect for each group and can
perform an omnibus test on whether these effects are all the same. However, when the
omnibus test is statistically significant, the model cannot perform subsequent post-hoc
analysis. The limitation concerns the software, not necessarily the model itself.
Specifically, the current software packages cannot perform post-hoc analysis for
restricted multilevel models with multiple constrained groups. Researchers need to write
program codes (e.g., in R) to extend the analytical function of the restricted multilevel
model presented in this study. Additionally, this study adopted several composite
variables of student reading behaviors created in PISA to generate measures of school
reading environment. These measures were given general labels such as enjoyment of
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reading. As in all educational measurement, related constructs such as enjoyment of
reading are specifically defined by PISA reading education experts, and these constructs
were not intended to be “one-size-fits-all”. Therefore, caution is needed when implied
educational policies and practices based on the results of this study. The items that
formed each construct such as enjoyment of reading must be studied carefully to fully
understand the aspect of, say, enjoyment of reading that PISA intended to measure. In
other words, the labels of related constructs such as enjoyment of reading should be
contextual to PISA but not general without limit.
Study 2 shares a similar situation. In the presence of a number of groups, the
comparison in terms of mean is made between each group with the rest of the groups.
The model is not capable of performing detailed post-hoc analysis to rank the order of the
group means. The same is true for comparison in terms of variance. In the sigma squared
(add-on) equation, it is possible to compare each group with the rest of groups in terms of
variance, but the model is not capable of performing detailed post-hoc analysis to rank
the order of the group variances. Again, this limitation concerns the software, not
necessarily the model itself. Researchers need to write program codes (e.g., in R) to
extend the analytical function of the model.
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Appendix A
Description of Composite Variables
Variables

Descriptions

Diversity of reading

How often do you read these materials because you want to? (1) Magazines; (2) comic books; (3) fiction (novels, narratives,
stories); (4) non-fiction books; (5) newspapers.
Response: (a) Never or almost; (b) A few times a year; (c) About once a month; (d) Several times a month; (e) Several
times a week.

Enjoyment of reading

How much do you agree or disagree with these statements about reading? (1) I read only if I have to; (2) Reading is one of
my favorite hobbies; (3) I like talking about books with other people; (4) I find it hard to finish books; (5) I feel happy if I receive a
book as a present; (6) For me, reading is a waste of time; (7) I enjoy going to a bookstore or a library; (8) I read only to get
information that I read; (9) I cannot sit still and read for more than a few minutes; (10) I like to express my opinions about books I
have read; (11) I like to exchange books with my friends.
Response: (a) Strongly disagree; (b) Disagree; (c) Agree; (d) Strongly agree.

Online reading

How often are you involved in the following reading activities? (1) Reading emails; (2) Chat online; (3) Reading online
news; (4) Using an online dictionary or encyclopedia: (5) Searching online information to learn about a particular topic; (6) Taking
part in online group discussions or forums; (7) Searching for practical information online (e.g. schedules, events, tips, recipes)
Response: (a) I do not know what it is; (b) Never or almost never; (c) Several times a month; (d) Several times a week; (e)
Several times a day.

Stimulators of reading

In your <test language lesson>, how often does the following occur? (1) The teacher asks students to explain the meaning of
a text; (2) The teacher asks questions that challenge students to get a better understanding of a text; (3) The teacher gives students
enough time to think about their answers; (4) The teacher recommends a book or author to read; (5) The teacher encourages students
to express their opinion about a text; (6) The teacher helps students relate the stories they read to their lives; (6) The teacher shows
students how the information in text builds on what they already know.
Response: (a) Never or hardly ever; (b) in some lessons; (c) in most lessons; (d) in all lessons.

Daily reading

How much time do you spend reading for enjoyment?
Response: (a) Zero hour; (b) half hour or less a day; (c) more than 30 minutes to less than 60 minutes one hour; (d) 1 to 2
hours; (e) more than 2 hours.

Teacher participation

Regarding your school, who has a considerable responsibility for the following task? (1) selecting teachers for hire; (2)
firing teachers; (3) establishing teachers’ starting salaries; (4) determining teachers’ salaries increases; (5) formulating the school
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budget; (6) deciding on budget allocations within the school; (7) establishing student disciplinary policies; (8) establishing student
assessment policies; (9) approving students for admission to the school; (10) choosing which textbooks are used; (11) determining
course content; (12) deciding which courses are offered.
Response: (a) Principals; (b) teachers; (c) school governing board; (d)regional or local education authority; (e) national
education authority.
Teacher behavior

In your school, to what extent is the learning of students hindered by the following phenomenon? (1) teachers’ low
expectation of students; (2) poor student-teacher relations; (3) teachers not meeting individual students’ needs; (4) teacher
absenteeism; (5) staff resisting change; (6) teachers being too strict with students; (7) students not being encouraged to achieve
their full potential.
Response: (a) Not at all; (b) very little; (c) to some extent; (d) a lot.

Student behavior

In your school, to what extent is the learning of students hindered by the following phenomenon? (1) student absenteeism;
(2) disruption of classes by students; (3) students skipping classes; (4) students lacking respect for teachers; (5) student use of
alcohol or illegal drugs; (6) students intimidating or bullying other students.
Response: (a) not at all; (b)very little; (c)to some extent; (d) a lot.

School leadership

Below you can find statements about your management of this school. Please indicate the frequency of the following
activities and behaviors in your school during the last school year. (1) I make sure that the professional development activities of
teachers are in accordance with the teaching goals of the school; (2) I ensure that teachers work according to the school’s
educational goals; (3) I observe instruction in classroom; (4) I use student performance results to develop the school’s educational
goals; (5) I give teachers suggestions as to how they can improve their teaching; (6) I monitor students’ work; (7) When a teacher
has problems in his/her classroom, I take the initiative to discuss matters; (8) I inform teachers about possibilities for updating their
knowledge and skills; (9) I check to see whether classroom activities are in keeping with our educational goals; (10) I take exam
results into account in decisions regarding curriculum development; (11) I ensure that there is clarity concerning the responsibility
for coordinating the curriculum; (12) When a teacher brings up a classroom problem, we solve the problem together; (13) I pay
attention to disruptive behavior in classrooms; (14) I take over lessons from teachers who are unexpectedly absent.
Response: (a) Never; (b) Seldom; (c) Quite often; (d) Very often.
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Appendix B
Description of Student and School Characteristics
Description
Student-Level Variables
Sex

Are you female or male? 1) female, 2) male. Dummy: 1) = 1; 2) = 0.

Age

When were you born?

Father (mother)
socioeconomic status (SES)
Single-parent household

Immigration status

What is your father’s (mother’s) job? 1) worker, 2) farmer, 3) self-employed, 4) service sector, 5)
government employee, 6) education or medicine sector, 7) business (management) sector, 8) military sector, 9)
migrant worker, 10) unemployed. Index. Continuous.
What is the composition of your family? 1) both-parent household (biological parents), 2) both-parent
household (stepmother or stepfather), 3) single-parent household (father or mother passed away), 4) single-parent
household (parents divorced). Dummy: 1), 2) = 0; 3), 4) = 1.
In what country were you and your parents born? 1) United States, 2) Other country. Dummy: 1) =1; 2) = 0.

School-Level Variables
School (enrollment) size
School location
Percentage of girls
School mean (parental) SES

What is the total number of students in your school? Continuous (in number of units with 100 as one unit).
Which of the following definitions best describes the community in which your school is located? 1) A
village, hamlet or rural area; 2) a small town; 3) a town; 4) a city; 5) a large city.
Number of girls divided by school (enrollment) size. Continuous (percentage).
Aggregation from students within a school (with father and mother SES averaged for each student).
Continuous.

Percentage of teachers with
at least a bachelor’s degree

What is the number of teachers at each education level in your school? 1) senior high school, 2) vocational
high school, 3) professional college (2 or 3 years), 4) undergraduate and higher education level. Continuous
(percentage).

Teacher shortage

How do you evaluate the adequacy of (physics, biology, and geography) teachers in your school? 1) severe
shortage, 2) not enough, 3) basically enough, 4) full capacity. Continuous.

Teacher quality

How do you evaluate the quality of (physics, biology, and geography) teachers in your school? 1) very low,
2) low, 3) high, (d) very high. Continuous.
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Teacher leadership

Which leadership positions are you in except teaching? 1) leader of a teacher group in a subject, 2) leader of
a teacher group at a grade level, 3) leader of school youth group, 4) director of an office, 5) manager of your school,
6) none. Continuous (count of selected positions).

School leadership

How often do you work on the following tasks? 1) offer opportunities for teachers to express their opinions
and suggestions, 2) treat each teacher fairly, 3) offer opportunities for teachers on decision making, 4) ask for advices
from teachers on problems in school management, 5) promote democratic management of teachers in school
administration, 6) make school affairs transparent. Response: (a) never, (b) seldom, (c) sometimes, (d) often, (e)
always. Continuous (valid average). Cronbach’s alpha is .85.

Principal school
management

Principal support for
teaching

Principal support for
professional development

How often do you work on the following tasks? 1) participate in various meetings on campus and off; 2)
teach students; 3) observe and evaluate teachers’ lessons as well as participate in teaching and research activities; 4)
communicate with teachers and listen to their views and ideas; 5) cope with monitoring and assessments of a school
district; 6) plan and examine educational research, teaching, and allocation of funds. Response: (a) never, (b) seldom,
(c) sometimes, (d) often, (e) always. Continuous (valid average). Cronbach’s alpha is .44.
How often do you work on the following tasks? 1) allow certain autonomy for teachers to make their
instructional decision, 2) support various departments to actively promote teaching and learning, 3) consider teachers’
expertise and abilities when scheduling classes, 4) encourage teachers to organize research group in various subjects,
5) provide sufficient teaching materials for teachers, 6) provide teachers with effective professional guidance and
assistance. Response: (a) never, (b) seldom, (c) sometimes, (d) often, (e) always. Continuous (valid average).
Cronbach’s alpha is .83.
As a principal, how do you do in the following areas? 1) take the initiative to ask teachers about their
training needs and provide information, materials, and channels to meet their needs; 2) give different incentives
depending on the needs of professional development of teachers; 3) operate school-based career planning to promote
professional development. Response: (a) never, (b) seldom, (c) sometimes, (d) often, (e) always. Continuous (valid
average). Cronbach’s alpha is.86.
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Appendix C
Descriptive Statistics of Student Characteristics and Spearman Correlation (N = 5233)
1
1. Age

2

3

4

5

6

1.00

2. Sex (female =1, male =0)

.01

1.00

3. Socioeconomic Status

.01

-.01

4. Both-parent household (yes = 1, no = 0)

.02

.01

-.23*

1.00

5. Native-born student (yes = 1, no = 0)

.02

.01

-.26*

-.02

6. English-speaking family (yes = 1, no = 0)

.01

.01

.28*

.02

-.68*

1.00

15.79

.49

.15

.75

.19

.87

.30

.50

.92

.43

.34

.33

M
SD
Note. * p < .05.

70

1.00
1.00

Appendix D
Spearman Correlation of School Characteristic Variables (N = 165)
1
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

1.00

2

.32*

1.00

3

.07*

.15

1.00

4

.13

-.27*

-.01

1.00

5

-.14

.02

.11

-.24*

1.00

6

.17*

.06

-.03

-.03

-.41*

1.00

7

.01

-.08

-.03

.21*

.04

-.10

1.00

8

-.09

-.07

-.08

.05

-.39*

.26*

-.01

9

-.05

-.12

.09

-.10

-.20*

.15

-.01

.54*

1.00

10

.09

.04

-.06

-.06

-.04

.18*

-.01

.27*

.09

1.00

11

-.08

.19*

-.01

-.09

-.01

.06

-.02

-.02

-.09

.08

12

.01

.17*

.30*

-.07

-.15

.22*

-.05

.08

.06

-.03

.37*

13

.05

.09*

.16*

-.01

-.19*

.17*

.09

.28*

.17*

.06

.36*

.35*

1.00

14

-.04

.17*

.21*

-.05

-.09

.11

-.01

-.03

-.12

-.04

.28*

.67*

.11

1.00

15

.36*

.31*

.11

-.08

-.12

.24*

-.09

.05

.13

.12

.30*

.27*

.40*

.09

1.00

1.00
1.00

1.00

Note. * p < .05. 1 = School (enrollment) size. 2 = School location (city=1, town=0). 3 = Proportion of girls in the school. 4 = Proportion of certified teachers. 5 =
Teacher shortage. 6 = Quality of the schools’ educational resources. 7 = Teacher participation. 8 = Teacher behavior. 9 = Student behavior. 10 = School
leadership. 11 = Diversity of Reading. 12 = Joy of Reading. 13 = Stimulator of Reading. 14 = Reading hours. 15 = Online reading.
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Appendix E
The Data Format of Category Variables in SPSS in Study 1

Note. Different from using one dummy variable indicating two groups, in study 1 two variables were used to indicate the two groups
when working on the data preparation in SPSS.
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