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ABSTRACT
The work in this thesis is motivated by the goal of creating scalable quantumcomputers, and equally by the physical understanding that develops alongsideand follows from this. The fields of physics and technology are symbiotic, and
quantum information processing is a prime example. The field has the potential to test
quantum mechanics in new and profound ways.
Here we approach the technological problem by building upon the foundations laid
by the semiconductor chip manufacturing industry. This architecture is based on the
III-V semiconductors Gallium Arsenide and Indium Arsenide. Combining the two we
can create chip-embedded atom-like light sources—quantum dots—that can produce
quantum photonic states in lithographically etched nanoscale waveguides and cavities.
We demonstrate the integration of quantum light sources and single-mode beam
splitters in the same on-chip device. These are the two primary ingredients that are
needed to produce the entangled states that are the basis of this type of quantum
computing.
Next we look at the quantum light source in more detail, showing that with cavity-
enhancement we can significantly mitigate the detrimental dephasing associated with
nanostructures. The source can be used as a means to produce coherently scattered
photons in the waveguides. More importantly, the on-demand photons obtained from
pulsed excitation are more indistinguishable and thus more suitable for quantum infor-
mation carrying and processing. Through experiments and simulations, we investigate
some aspects of single-photon sources under pulsed excitation, including emission rate,
emission number probabilities, and indistinguishability. A new technique to measure
very short lifetimes is demonstrated and examined theoretically.
Finally we look at preliminary steps to extend the platform further. The inclusion of
photonic crystals and superconducting nanowires provides on-chip filters and detectors,
and etched diode structures enable electrical excitation and tunability of the circuit
components. These show some clear paths that the work can continue to evolve along.
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Part I
Introduction and Background
This part of the thesis contains the motivation and theoretical background for
the research. Chapter 1 briefly explains the goals and motivations of quantum
information processing. Chapter 2 introduces some concepts from quantum
optics necessary for understanding the research in later chapters. Finally, in
chapter 3, we look at how quantum optical components and circuits may be
realized in III-V semiconductor architectures.
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QUANTUM INFORMATION
Much of the work in this thesis is motivated by the goal of demonstrating scalablequantum information processing (QIP) operations, and so in this chapter thesubject is introduced. This research is also motivated by the desire to increase
our undertanding of the physics of quantum dots (QDs) and quantum electrodynamics
(QED).
1.1 Quantum information
The development of computers in the last one hundred (or so) years, along with a theory
of information processing, has produced machines capable of reliably performing incred-
ibly long and complex calculations. All of this success was based on pre-quantum as-
sumptions and classical systems. Following Bell’s theorem [1], the quantum-mechanical
phenomena of interference and entanglement were shown to produce larger correlations
between measurements than was predicted by classical physical theory [2, 3], and it was
subsequently realized [4–6] that some of the limitations of “classical computers” that
were thought to be absolutely fundamental are not so. By exploiting these quantum
phenomena it should be possible to perform algorithmic procedures using entangled
qubits—the quantum analogue of bits—that are not limited to classical information
theory [7–9]. Additionally, as fundamental manufacturing and physical limits of con-
ventional computing are approached in the “death march of Moore’s law” [10], the
3
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quantum nature of computing systems cannot be ignored and may as well be embraced
and exploited [11].
While quantum information theory is still relatively in its infancy, many quantum
algorithms are known [12, 13] which can offer a speed-up on classical methods, such
as Shor’s algorithm for efficient prime factoring [14]. While some of these have been
actually performed, this was using only a few qubits to solve relatively simple and
specific problems (the number 21 has been prime-factored with tabletop optics and
Shor’s algorithm [15], for example), and the construction of a universal quantum computer
of sufficient size to outperform current state-of-the-art universal classical computers
and algorithms remains a significant challenge. Another, and perhaps the first, major
application of quantum computers is likely to be the simulation of quantum systems [4]—
a task which is difficult on conventional computers—and so assist in the understanding
of complex quantum phenomena and the development of new molecules and materials.
In addition to its known potential “real-world” applications, the topic of QIP is also
highly interesting simply for its own sake, given that it explores phenomena at the
cutting edge of quantum physics: large-scale entanglement [16], state teleportation [17],
macroscopic superpositions and the nature of measurement and decoherence [18], and
the transition from quantum to classical regimes as the system size increases. New
insights here will not only increase our fundamental physical understanding, but likely
also lead to many unforeseeable new ideas and applications, and indeed new challenges.
1.2 Approaches to quantum computation
The realization that quantum effects fundamentally change certain aspects of computa-
tion has led to several distinct approaches/architectures that harness the dynamics of
quantum systems in different ways. Some, such as the commercially available D-Wave
[19], operate on the principle of finding the minima in a quantum system, a process
known as quantum annealing [20, 21]. A global minimum is searched for within the
solution space by utilizing quantum fluctuations and adiabatic evolution, and for certain
problems this can find a better solution within a certain time than is possible with analo-
gous classical annealing methods. Another approach is to build quantum logic circuits
analogous to the classical logic circuits of conventional computers, where instead of
the binary basis states, called bits, we use 2-level quantum systems, called qubits. The
information is processed by evolving the states through many few-qubit gates.
Qubit-based quantum computing is also known as the discrete-variable approach,
in contrast to the use of continuous-variable quantum information, where the relevant
4
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FIGURE 11. On-chip linear optical quantum computing draws from the fields of quantum
mechanics, information theory, and photonic integrated circuits.
observables display a continuum of eigenvalues. The fundamental states are respectively
written as:
|ψ〉DV = c0 |0〉+ c1 |1〉 (1.1a)
|ψ〉CV =
∫ ∞
−∞
ψ(x) |x〉dx (1.1b)
The electromagnetic field—an example of a quantum harmonic oscillator—can be
viewed in both ways. Indeed, the two approaches may be combined in hybrid protocols
[22]. We can easily see in this notation the qubit’s relation to a bit: whereas a bit is either
in the state |0〉 or |1〉, a qubit may be in a quantum superposition of these two basis
states, with complex amplitudes c0 and c1 respectively.
Within the various theoretical paradigms there are many varieties of physical quan-
tum systems under investigation as potential stores and processors of quantum informa-
tion [23]. There are, for example, trapped ions [24, 25], superconducting junctions [26,
27], spin qubits [28], and the optical networks in semiconductor chips we are interested
in here.
1.3 On-chip linear-optical quantum computing
The speed and robustness of photons make them obvious candidates for the transfer
of quantum information from one place to another, a task known as quantum commu-
nication [29]. Can they also be used for the processing of the information? A potential
problem is the fact that light fields interact linearly—i.e. the product of two light fields is
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in general the linear superposition of the fields—and information processing is generally
based on nonlinear operations in the form of switches. Although nonlinear optical phe-
nomena have been observed, in general it is very difficult to realize high efficiency single
photon-photon interactions [30]. For this reason a scheme for efficient computation with
linear optics was proposed by Knill, Laflamme & Milburn (KLM) [31]. The realization of
the ability to form a complete set of universal quantum gates, for example the CNOT
gate [32, 33], using only linear optical interactions, revolutionized optical quantum com-
puting and opened the field of universal linear-optical quantum computing (LOQC) [34–
36]. The KLM scheme is an example of measurement-based QIP [37], where the lack of
nonlinearity is circumvented by adaptive measurements (with an effective nonlinearity
in detection).
Scaling up tabletop quantum logic circuits in their current forms would require much
greater resources and would result in impractically large computers. However, if all the
quantum computing elements can be placed on a semiconductor chip, as with current
conventional computer technology, then it should be much more readily scalable. This
is the goal of solid-state LOQC research, where the qubits are realized as the quantum
states of single-photons, and the quantum gates are on-chip nanoscale semiconductor
structures. In this computing architecture, the photons travel around waveguides and
the logic gates are physical components of the photonic integrated circuit (PIC). This is
in the contrast to, e.g. trapped-ion architecture, where the qubits are physically localized,
and entanglement and other operations are performed by directly operating on the
stationary qubits.
In terms of scalability, the size of the individual components is crucial. This is because
consistent fabrication of wafers and structures is limited, for technological reasons, to a
fixed size. In addition, even if larger structures could be made, cooling the system down
to low temperatures becomes more difficult. And as one approaches 0 K, each additional
degree of cooling is increasingly hard to obtain.
Many of the components being developed for LOQC should also be useful in related
optical circuits, where one stores and manipulates qubits in the form of, say, spins in
QDs ("static qubits"), but the quantum information moves around the circuit as the state
of photons ("flying qubits") [38]. The closely related field of photon-based quantum
simulators [39] also matures alongside this work. There the essential difference is a more
focused approach to simulation of quantum systems, rather than universal processing
of quantum information. Boson sampling, for example, is closely linked to LOQC [40,
41]. It uses the same components, but tackles a specific problem which is classically
difficult. Even the state evolution of small linear optic circuits—not of the order of
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complexity required for universal quantum computation—quickly becomes intractable
for a powerful classical computer. It has attracted attention mainly as a demonstration
of “quantum speed-up” that may be achievable in the relatively short-term (or not so
short-term [42]).
1.4 LOQC components
In the original KLM proposal, the linear optical components sufficient for QIP were
single-photon sources (SPSs), beam splitters (BSs), phase shifters, and detectors. We shall
look at each of these in turn below.
1.4.1 Single-photon sources
A LOQC PIC generally creates a many-photon state by interfering many single-photon
states. So the first requirement of the circuit is at least one SPS. These come in two
fundamental varieties: deterministic, and probabilistic. In a probabilistic single-photon
source, a weak single-photon state is produced, so that mostly there are no photons,
and with small probability single photons. This can be managed by heralding – in
both spontaneous parametric down-conversion and four-wave mixing, two photons
are produced, and one is used to herald the arrival of the other, so that it is known
when a single-photon state has been produced in one channel. Deterministic sources, by
contrast, produce a single-photon each time they are triggered. This type of light source
is usually a quasi-atomic system, for example QDs and colour centres, or indeed atoms.
The quality of a SPS can be defined by
QSPS = η · ν ·
[
1− g(2)HBT(0)
]
, (1.2)
where η is the probability of emission into the desired spatial mode per trigger, ν the
indistinguishability of the photons, and
[
1− g(2)HBT(0)
]
the purity of the single-photon
states (see section 2.1.5). Only when all three are unity will we get single indistinguish-
able photons each time we trigger the source. A detailed review of single-photon sources
(and detectors) is given in [43].
1.4.2 Qubits and guiding light
In LOQC, a qubit is usually represented by some bipartite degree of freedom of a photon
[44]. In the dual-rail representation*, the qubit state is determined by the occupation of a
*Some authors use this terminology to refer to representations that use any bipartite degree of freedom
of a photon, so that a polarization qubit, for example, would also be called a dual-rail qubit.
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photon in one of two spatial modes, a and b, so that the logical states are (cf. equation
1.1a)
|0〉= |1〉a ⊗ |0〉b ≡ |1〉a |0〉b (1.3a)
|1〉= |0〉a ⊗ |1〉b ≡ |0〉a |1〉b (1.3b)
Alternatively, and equivalently, a qubit may be represented by the polarization degree
of freedom of a photon, so that
|0〉= |H〉 (1.4a)
|1〉= |V〉 (1.4b)
These representations may be switched between using only a polarizing BS.
In all cases the quantum information is processed by guiding light through a series
of optical elements to an array of detectors. For tabletop experiments, the light travels
in free space via a network of mirrors. However, this guiding is achieved in a PIC by
way of nanoscale waveguides. There are several ways of producing waveguides, and a
couple of these are discussed in more detail in chapter 3.
1.4.3 Beam splitters
The optical modes of the circuit are combined using BSs, which usually are of the 4-port
variety, so that they have two input and two output modes. The required splitting ratio
varies, so that a circuit may require both 50 : 50 and 67 : 33 splitters, for example [45]. In
tabletop experiments, macroscopic semi-reflective surfaces are used, whereas on-chip
the nanoscale waveguides are brought together and coupled, either evanescently as in a
directional coupler, or by self-imaging as in a multi-mode interferometer. In terms of
quantum information all such processes are equivalent and so, for example, any physical
realization of a 50 : 50 BS can be used to implement the Hadamard operation.
1.4.4 Phase shifters
A phase shift is another basic sub-operation in photonic computing. This element of the
circuit varies the phase of one mode relative to another. On-chip this is usually achieved
by varying the refractive index of one path—such as by thermal or electro-optical tuning
[46, 47]—in order to control the total optical path length (OPL). Another possibility is to
use a microelectromechanical systems (MEMS) device that mechanically moves a section
of the path such that the total OPL increases or decreases.
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Property Description
Quantum
efficiency
The probability of registering a count if a photon arrives at
the detector
Jitter
The variation in the time interval between the absorption of a
photon and the generation of an output electrical pulse from
the detector
Dead time
The time interval that follows the absorption of a photon, dur-
ing which the detector is unable to reliably register a second
photon
Dark counts
The probability of producing an output pulse in the absence
of a photon
Spectral range
The wavelength range over which the detector can reliably
detect photons
Photon-number
resolution
The ability to resolve the number of photons that are absorbed
in a given detection event
TABLE 11. Properties of a single-photon detector.
1.4.5 Single-photon detectors
We begin the circuit with SPSs, and at the end we need single-photon detectors. Ideally
these would be of unit efficiency, and produce an electrical pulse with no time delay
variation. The requirements on detectors for scalability are very demanding, and the
development of a robust, scalable detection system is crucial. Table 11 summarizes the
properties relevant to single-photon detectors [48].
1.5 LOQC feasibility
The operations in a LOQC circuit are linear, and because of this the gates can only be
implemented non-deterministically. With some probability a gate will succeed in its
intended operation, and this success is determined by whether or not ancillary photons
are detected. Thus, although we have said that a qubit is represented by the state of
a single photon, hundreds of photons may be needed in practice to end up with the
equivalent of a single functional qubit. However, this overhead is highly dependent
on the exact scheme of computation, and increasingly efficient proposals are still being
described. For example, in [49], less than 20 physical photons are needed per final qubit.
But why bother when a deterministic matter qubit gate does not have this probabilis-
tic overhead? The answer is that in LOQC, the stochastic noise levels should be able to be
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lowered several orders of magnitude below what is achievable with matter-based qubits
[50]. Furthermore, the primary components of PICs are being investigated and improved
continuously for classical computing and other photonic uses anyway. It is therefore not
unreasonable to expect that the technology will continue to improve rapidly, both in the
number and quality of devices on a single chip.
The field of LOQC has been active for over 15 years, and optimism remains over
the possibility to implement advanced linear optical QIP protocols in PICs. The use of
photons for quantum technologies [51] remains a promising field of research.
1.6 LOQC in this thesis
In this thesis we make progress towards LOQC circuits in the III-V semiconductor ar-
chitecture. In chapter 5 we integrate SPSs with waveguides and BSs, demonstrated for
the first time through on-chip Hong-Ou-Mandel (HOM) interference, a key effect in
LOQC. In chapter 6 we improve the quality of the solid-state SPS through its inclusion
in an on-chip waveguide-coupled nanoscale cavity, and so produce highly indistin-
guishable single photons as is required for QIP with photonic states. The single photons
also need to be “on-demand”, a requirement that chapter 7 investigates in more detail.
Finally, in chapter 8, we look at progress towards integrating the remaining components,
demonstrating on-chip detectors and the use of diode wafers to improve reliability and
scalability.
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QUANTUM OPTICS
The field of quantum optics has been developing from the birth of quantum the-ory until the present day. While the discretization of radiation energies and theintroduction of the photon is what started the quantum revolution, in much of
early quantum theory the rigorous application of quantized fields was not required.
Later, after quantum electrodynamics successfully merged electromagnetism and special
relativity, the implications for non-relativistic systems were investigated. The boundaries
and properties of non-classical and classical fields began to be explored, at first theoret-
ically, and afterwards experimentally. Similarly, the implications of a fully quantized
field on light-matter interactions were seen on paper and then in the lab. Today the field
of quantum optics and its application to quantum information continues to develop
[52], with quantum states of light being explored and measured in novel ways, and the
interaction of light with matter are being pushed to greater extremes. In the first part
of this chapter we review some of the work on quantum fields that is relevant to the
research of Part II. We then look at light-matter interactions in the quantum picture, first
examining a bare two-level system, then adding a resonant monochromatic field, and
finally adding a cavity.
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2.1 Quantum optical fields
In optical quantum information processing (QIP), we generally use the single-photon
state as the building block to produce two-photon states, three-photon states, and so on.
So to begin we want to be able to excite the field into the pure number state |1〉, and for
this state not to dephase over the course of the information transfer or processing. The
state of the field can can be analyzed by performing correlation measurements.
2.1.1 Fock states
The quantum optical field is an example of a quantum harmonic oscillator. A single
optical mode of angular frequency ωa has the Hamiltonian
H = h¯ωa
(
N + 12
)
, (2.1)
and the energy eigenvalues
En =
(
n + 12
)
h¯ωa, n = 0,1,2,3..., [J] (2.2)
where N is the number operator and yields the number of photons n that the field
contains. When the field contains 0 photons we see that it still has an energy 12 h¯ωa, the
zero-point or vacuum field energy, and that this is the lowest energy state of a ladder
with equidistant energy spacing h¯ωa. The creation and annihilation* operators, a† and a,
(collectively the ladder operators) move the system up and down the ladder respectively.
The number operator can also be constructed through N = a†a. The Fock states, or
number states, are then |n〉, and form an orthonormal basis for the field. Any state of
the mode can be expressed as a superposition of the number states, and the general
(normalized) state is
|ψ〉=
∞
∑
n=0
cn |n〉 , where
∞
∑
n=0
|cn|2 = 1. (2.3)
For the single-photon state only the complex amplitude |c1| is non-zero, and therefore
its magnitude is unity. States with large |c0|, small |c1|, and vanishing amplitude for
the other terms are sometimes called “weak single-photon states”. However they more
closely approximate a zero-photon state, since the highest probability is to be in the
vacuum state.
*Or “destruction”.
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2.1.2 Coherent states
The coherent states |α〉 are the eigenstates of the annihilation operator – destruction of a
photon leaves the state unchanged and yields the eigenvalue α:
a |α〉= α |α〉 . (2.4)
The coherent states’ expansion in Fock space are given by [53, p. 78]
|α〉= e− 12 |α|2
∞
∑
n=0
αn√
n!
|n〉 . (2.5)
The occupation probabilities in the number state basis form a Poissonian distribution of
mean value α. When α 1, we have an example of the so-called “weak single-photon
state” mentioned above.
2.1.3 First-order correlation measurements
We can probe the quantum states of optical fields through the correlations that we
measure. Correlation measurements of the electric fields produce what are known as
first-order correlation functions*, and are denoted G(1), or g(1) if normalized. As a function
of time t and delay τ between the first detection (on one detector) and the second
detection (on the other), it is given by [54, p. 17]:
g(1)(t, t + τ) =
〈E∗(t)E(t + τ)〉
〈E∗(t)E(t)〉 . (2.6)
where E is the electric field amplitude. This is the quantity that is probed with a Mach-
Zehnder interferometer (figure 21(a)), where the field is split with one beam splitter
(BS) and recombined with another†. By varying the arm length of one path, we vary
the electric field in time. When recombined, the two fields interfere, and if we measure
the resulting field with a single photodetector, we will see the intensity periodically
vary as a function of delay. The decay of the interference contrast as the delay is varied
directly corresponds to the decay of the field coherence in time. For any real source,
g(1)(t, t +∞) = 0.
2.1.4 Beam splitters and photodetectors
A beam splitter (BS) is an optical element that combines four electromagnetic field modes.
If a photon is incident from any one of these modes its amplitude is split amongst two
*Sometimes called first-order coherence.
†Or equivalently with the same beam splitter in a Michelson interferometer.
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Experiment
Source
fields
Beam
splitter
operations
# Photode-
tectors
Correlation
MZ 1 2 1 g(1)(τ)
HBT 1 1 2 g(2)(τ)
HOM 2 1 2 g(2)(τ)
TABLE 21. Comparison of different correlation measurement schemes. MZ = Mach-Zehnder;
HBT = Hanbury Brown & Twiss; HOM = Hong-Ou-Mandel.
corresponding output modes. A photodetector is an element in the field mode that can
absorb a photon’s worth of energy from the field. Photodetectors do not necessarily
distinguish between the absorption of one photon and the absorption of two (or more)
photons, often due to technical limitations.
In regards to Hanbury Brown & Twiss (HBT) correlation measurements described
below (section 2.1.5.1), the BS is useful because in general we do not have number-
resolving detectors that can tell us directly the time-dependence of the number state
of the field. Using a BS, we can divide the field in two and correlate the output of two
detectors. However, in the case of the Hong-Ou-Mandel (HOM) effect (section 2.1.6), the
BS is essential because its operation produces the two-mode superposition state.
2.1.5 Second-order correlation measurements
The correlation of photon number is a second-order correlation measurement—a correlation
of the the electric field to the second power—and is denoted G(2). As a function of time t
and delay τ between the first detection (on one detector) and the second detection (on
the other), it is given by
G(2)(t, t + τ) = 〈a†(t)a†(t + τ)a(t + τ)a(t)〉
= 〈n(t)n(t + τ)〉
(2.7)
When normalized
g(2)(t, t + τ) =
〈n(t)n(t + τ)〉
〈n(t)〉 〈n(t + τ)〉 (2.8)
A lack of second-order correlation yields g(2)(t, t + τ) = 1. For any real source, g(2)(t, t +
∞) = 1.
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FIGURE 21. Typical experimental arrangements for performing correlation measurements. (a)
With this Mach-Zehnder geometry, g(1)(τ) may be determined by looking at how the visibility
of the interference fringes changes as the length of one of the paths between the beam splitters
is varied. (b) In a g(2)(τ) measurement, the physical path difference is often fixed, and a time
correlation circuit electronically determines the difference in the arrival time of two photons. In a
HBT measurement, only one of the input paths is used, whereas in a HOM measurement, both
are used. BS = beam splitter; SPAD = single-photon avalanche diode; TCSPC = time-correlated
single-photon counting.
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2.1.5.1 Hanbury Brown & Twiss: Antibunching
When we divide a single field mode using a BS, and observe the intensity correlations of
the two output modes, we are performing a Hanbury Brown & Twiss (HBT) experiment
[55] (figure 21(b)). The correlations tell us something about the statistical distribution of
photons in the original field. If the field consists only of excitations to the single-photon
state, we should only detect one photon at a time, so that detection of a photon in one of
the output modes should be anticorrelated with the detection of a photon in the other.
This phenomenon is known as antibunching. In contrast to thermal sources, which tend
to produce many photons at the same time—so that a single detection is correlated with
further detections—single-photon and few-photon sources have gaps in the photon
distribution. A field in an n-photon Fock state has [54, p. 163]
g(2)HBT(τ = 0) =
n(n− 1)
n2
. (2.9)
This is 0 for a single-photon state, 0.5 for a two-photon state, and asymptotically ap-
proaches 1 as n→ ∞. A coherent state has g(2)HBT(τ) = 1 for all τ, since, as previously
mentioned, the photon number distribution is Poissonian. This means the separation
between photons is random, and detection of one photon gives no information about
detection of a second photon. For this reason, a system showing g(2)HBT(τ) values be-
low unity is said to produce a “non-classical” sub-Poissonian field. Antibunching and
sub-Poissonian statistics are closely related, but are not equivalent [56]. Antibunching
requires g(2)HBT(τ = 0)< 1, whereas sub-Poissonian implies that g
(2)
HBT(τ)< 1 for some τ.
Super-Poissonian fields are those that show bunching of photons, of which the output
of a thermal source is an example. g(2)HBT(τ) are measured for quantum dots (QDs) and
lasers in chapter 5.
2.1.5.2 Experimental considerations
One obvious concern is that in an experimental situation we will have background light
and imperfect detectors. In the latter case a non-ideal quantum efficiency does not affect
the statistical properties of the data, but rather only increases the time required to collect
them. The detector time response, however, does add an uncertainty in the arrival time
of the photons, and this time broadening is convolved with any feature in the incident
field. Another aspect of real detectors is the production of dark counts—counts even
when no photon is absorbed. As this characteristic is (approximately) spectrally uniform
and temporally random, it behaves as a kind of environmental background light (B),
16
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and so the two can be treated together, and corrected using the formula [57]
g(2)(τ) =
[
c(τ)− (1− ρ2)]/ρ2 (2.10)
where c(t) is the coincidence count rate normalized to the equivalent Poissonian source,
and the signal (S) to total counts (S + B) is given by ρ= S/(S + B).
2.1.6 Hong-Ou-Mandel: Interference
There are a number of ways to produce entangled photonic states, but the method
which is most relevant to scalable linear-optical quantum computing (LOQC) is the
Hong-Ou-Mandel (HOM) effect [58]. Consider a BS with two input modes, a and b,
and two output modes, c and d. What happens when single-photon states are incident
from a and b simultaneously? In the case that they are distinguishable, they always
behave as independent photons, and we are essentially doing two overlapping HBT
experiments, and this will result in a cross-correlation of the input fields. However,
when two indistinguishable photons enter, something more interesting occurs. Because
bosonic states have overall symmetric wavefunctions, and because there is a phase
shift associated with reflection, the two states corresponding to the cases when the two
photons leave via different outputs interfere destructively. The only possibility is that
they exit together through the same output port, forming the superposition:
|1〉a |1〉b BS−→ c1 |2〉c |0〉d + c2 |0〉c |2〉d (2.11)
The output is no longer a combination of single-photon states, but a bi-photon path-
entangled state. For a 50/50 BS, the superposition is equal, i.e. c1 = c2 = 1√2 . In this case
one observes with equal probability either two photons in mode c or two photons in
mode d.
Time-resolved two-photon interference (TPI) was theoretically studied in [59], with
the prediction of quantum beating when the two initial photons have different frequen-
cies. This was subsequently observed [60]. For realistic sources we often have to include
the effect of dephasing in the theoretical analysis [61], although it is the goal of the
fabricator and experimenter to minimize dephasing as much as possible, owing to its
detrimental effect.
Scaling the TPI effect up to many-photon interference is the basis of LOQC and
boson sampling [41]. It is therefore very important to our work and appears throughout
this thesis. In chapter 5 we show HOM interference between QDs and a laser using
an on-chip beam splitter. Chapter 7 shows and discusses a pulsed HOM measurement.
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Finally, a device shown in chapter 8 has been designed with the intention of enabling
fully on-chip g(2)(τ) measurements, in particular those showing quantum interference.
2.1.7 Visibility of interference
The g(1) and the HOM measurements are examples of interferometry of the first and
second power of the electric field respectively. The degree of interference in both cases is
quantified in terms of a visibility V(τ):
V(τ) =
I(τ)max − I(τ)min
I(τ)max + I(τ)min
(2.12a)
V(τ) =
|g(2)HOM(τ)⊥ − g(2)HOM(τ)‖|
g(2)HOM(τ)⊥
(2.12b)
The former is how the visibility is usually defined in a g(1) experiment, where I(τ)
refers to the intensity of interference fringes, and the latter is the usual definition used
for quantifying the success of a HOM. g(2)HOM(τ)⊥ is the second-order correlation ob-
served when modes a and b are purposefully made distinguishable, often by making
the polarizations perpendicular (as in chapter 7). g(2)HOM(τ)‖ is what is observed when
conditions are optimized for interference (often by matching polarizations), and so in
the ideal case the photons are completely indistinguishable. In the numerator we have
taken the absolute value of the difference of the two measurements, since as we will see
in chapter 5, indistinguishability may result in the observation of bunching or antibunch-
ing. Typically the maximum visibility is observed at zero delay, i.e. Vmax =V(τ = 0). A
comparison of relevant g(1) and g(2) measurements is given in table 21.
2.2 Cavity quantum electrodynamics
In this section we ultimately want to understand the dynamics of a resonantly excited
quantum emitter in a cavity, a system which we study experimentally in chapters 6 and
7. We start with a simple two-level system (2LS) spontaneously decaying into free space,
then add a (near-)resonant field, and finally look at the effect of a single-mode cavity.
Mostly this development follows the formalism in [53, 62], with additional clarification
from [54, 63–65].
2.2.1 A 2-level system
Here we look at the description of an isolated 2LS, and the parameters which describe
its evolution. The system is a single charged particle that has two energy eigenstates. We
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will call the lower energy level its ground state, |g〉, and its higher energy level its excited
state, |e〉. When in its excited state, it has energy E2, and may decay to its ground state, of
energy E1, by emission of a photon or through some non-radiative process. The energy
lost in this process is absorbed by a much larger reservoir (of harmonic oscillators), so
that the 2LS is effectively isolated.
2.2.1.1 An unperturbed two-level system
To simplify our quantum description of the 2LS, the zero for energy is set midway
between the energies E1 and E2. Then the Hamiltonian reads
HA = 12 h¯ωaσz, (2.13)
where h¯ωa is the energy difference of the levels, and σz is one of the pseudo-spin
operators:
σz ≡ |e〉 〈e| − |g〉 〈g| (2.14a)
σ+ ≡ |e〉 〈g| (2.14b)
σ− ≡ |g〉 〈e| (2.14c)
For a 2LS in a state described by the density operator ρ, the expectation value 〈σz〉
gives the population difference. The operators σ+ and σ− are the raising and lowering
operators for the system, although so far we have not introduced a mechanism by which
the system may move between energy levels.
The transition dipole moment is given by
~µ12 ≡ q 〈g|rˆ|e〉 , [Cm] (2.15)
where q is the charge and rˆ the co-ordinate operator of the quantum particle. This
vector gives the strength of the 2LS’s interaction with an electric field ~E in the dipole
approximation*[63, p. 149], where we assume that the emitter’s spatial extent is much less
than that of significant variations in the field.
2.2.1.2 Energy decay
Experimentally we know that an atom in an excited state will evolve towards its ground
state. In radiative decay, the system moves to a lower energy configuration through the
emission of a photon. This decay process is spontaneous, that is to say random. However,
*Or long-wavelength approximation.
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repeated measurements produce an exponential decaying probability distribution with
time constant τr — the average time between excitation and emission. The inverse of
this, the spontaneous emission rate*, as given by the Weisskopf-Wigner approximation,
is
Γr =
1
τr
=
n
4pie0
4ω3a |~µ12|2
3h¯c3
[s−1] (2.16)
where n is the index of refraction, e0 is the vacuum permittivity, and c the speed of light
in vacuum. We can see that if we measure the emission rate and energy, we can find the
magnitude of the dipole moment. In chapter 7 we do just this, as well as investigating
the effects of additional levels on the emission rate.
In addition to emitting a photon, the excited state can return to its ground state by,
for example, phonon emission. Such processes are called non-radiative relaxation, and
occur at a rate Γnr. The total lifetime of the state T1 is then given by
1
T1
= Γ1 = (Γr + Γnr) . [s−1] (2.17)
Depending on whether or not the excited and ground states adhere to radiative selection
rules [54, p. 55], and also to what extent non-radiative channels are available, either the
radiative or non-radiative decay channels can dominate.
Now let’s consider the second-order correlation functions of the field produced by
such an emitter. If the 2LS is continuously pumped, then after an emission event the sys-
tem may immediately be re-excited. Thus the detection of a photon only guarantees that
a second won’t be detected instantaneously, with the probability of a second detection
recovering exponentially with the time constant of the excited state. In the simplest case,
the g(2)(τ) is given by
g(2)(τ) = 1− e
−
|τ|
T1 . (2.18)
In chapter 5 we show and discuss situations in which this simple formula does not
completely capture the dynamics of the field.
An emitter that decays exponentially through the processes described above displays
a Lorentzian spectrum, with a full width at half maximum (FWHM) γ1 in angular
frequency (rads−1) equal to Γ1. This superficially simple but non-trivial equivalence of
the inverse lifetime Γ1 and emission linewidth γ1 has been verified experimentally with
atoms to a very high degree of accuracy [66]. However, there are additional processes
that can affect the linewidth without affecting the lifetime, which we will now look at.
*Which is also the Einstein A coefficient.
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2.2.1.3 Phase decay
The emitter may be involved in elastic interaction events that do not cause depopulation
but yet affect the relative phase of the excited and ground states – in other words, they
damp the emitter polarization. Such processes are known as pure dephasing. The pure
dephasing rate γ∗2 , and its inverse, the pure dephasing time T∗2 , capture the total effect
of these processes towards decoherence. However, depopulation also contributes to
dephasing. The total dephasing rate γ2 and total coherence time T2 are then given by
γ2 =
(γ1
2
+ γ∗2
)
[rads−1] (2.19)
and
1
T2
=
(
1
2T1
+
1
T∗2
)
. [s−1] (2.20)
If there are no dephasing processes, or if T1  T∗2 , we see that T2 = 2T1. In this case
the emitter displays lifetime-limited coherence*, i.e. decoherence occurs only through
depopulation, either by spontaneous emission or non-radiative relaxation. For solid-
state emitters, which are housed in a crystal environment, pure-dephasing processes
are a significant concern. Phonons can, for example, significantly disrupt the system
at temperatures not far above 0 K. In the presence of dephasing the linewidth is no
longer the inverse lifetime, but γ2. This is detrimental to photon indistinguishability.
In chapters 6 and 7 we see how, through the use of a cavity and Purcell enhancement
(section 2.2.3.1), we can overcome non-radiative dephasing.
Table 22 summarizes these processes, and figure 22 shows how they manifest them-
selves in the decay and spectrum of the emission.
2.2.1.4 Master equation for a decaying 2LS
The state of any quantum system can be described by a density matrix, in analogy to the
statistical mechanics approach. The following Lindblad-form master equation describes
the time evolution of the system’s density matrix ρ under the decay processes outlined
above [53, p. 43]:
ρ˙=− i
2
ωa
[
σz,ρ
]
+
γ1
2
(
2σ−ρσ+ − σ+σ−ρ− ρσ+σ−
)
+
γ∗2
2
(
σzρσz − ρ
)
.
(2.21)
*Or equivalently, transform- or Fourier-limited coherence, in reference to the Fourier transform. The same
idea may also be referred to, less generally, as radiatively-limited coherence, when appropriate.
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Process
Timescale
(s)
Linewidth
(rad/s)
Description
Spontaneous
emission
1/Γr γr Spontaneous radiative emission
Non-radiative re-
laxation
1/Γnr γnr
System returns to ground state
without emission of a photon
Population decay T1 γ1
Excited system returns to ground
state by any means
Pure dephasing T∗2 γ∗2
Decay of excited-ground coherence
without depopulation
Dephasing T2 γ2
Total decay of excited-ground co-
herence (polarization)
Photoluminescence T1 2γ2 Combined effect of all processes
TABLE 22. Processes and timescales relevant to understanding the coherence of an emitter.
This equation is for 0 K (no thermal photons at optical frequencies affecting the level
populations—the reservoir state is that of the vacuum electromagnetic field), and we
have ignored the (small) frequency shifts of ωa upon inclusion of damping. We assume
γ1 can be modelled as a single exponential decay, so that one process dominates. The
same is true of the γ∗2 term. The reservoirs which absorb the decays are assumed to be
Markovian. This means that correlations in the reservoir decay much faster than that
of the system, so that the system does not influence its future state through lasting
modifications of the reservoir states.
2.2.2 2-level system with a (near-)resonant field
Now we irradiate our system with a monochromatic field. The field may be treated
semi-classically or quantum mechanically, depending on the problem. Classically, a
monochromatic electric field can be described by
~E (t)≡ 2E cos(ωlt + φ)eˆ, [NC−1] (2.22)
where E is a real amplitude, ωl and φ the angular frequency and phase, and eˆ a unit
polarization vector.
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FIGURE 22. 2-level system energy level schematic (inset, middle), and the temporal (left) and
spectral (right) profiles of the emission.
2.2.2.1 Rabi frequency
With the addition of a resonant field, ωl =ωa, the system Hamiltonian becomes
HS = 12 h¯ωaσz − µE
(
e−iωatσ+ + eiωatσ−
)
, (2.23)
where µ≡ eˆ ·~µ12eiφ. We have used the dipole approximation as before, and now what is
known as the rotating-wave approximation (RWA) has been applied. In the RWA, we
discard fast dynamics that occur at (ωl +ωa) frequencies (or timescales of ∼ fs at optical
frequencies), dynamics that are anyway not resolved experimentally [63, p. 151]. We can
define an angular frequency from the energy of the interaction term:
Ω≡ 2µE
h¯
. [rads−1] (2.24)
This is the Rabi frequency. The laser causes the 2LS to cycle between the ground and
excited states at this angular frequency, so that, for an initial ground state, the occupation
of the states may be determined by
〈σz(t)〉= 〈e|ρ(t)|e〉 − 〈g|ρ(t)|g〉=−cos(Ωt). (2.25)
Off resonance the Rabi oscillations occur at the higher generalized Rabi frequency
Ω˜=
√
Ω2 + (ωl −ωa)2, [rads−1] (2.26)
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with a reduced amplitude Ω2/Ω˜2.
2.2.2.2 Pulses
Rabi oscillations are shown and modelled in chapter 7. The oscillations in that case
are only transiently induced, and so the experimental signature is the variation of the
photoluminescence (PL) intensity resulting from different degrees of population transfer.
If the pulse is a Gaussian, it has an electric-field amplitude temporal profile E(t) given
by
E(t) = h¯
2µ
Ω(t) =
h¯
2µ
Θ√
piw2
e
−
( t− tP
w
)2
, [NC−1] (2.27)
where tP is the time corresponding to the arrival of the pulse maximum; w is a measure
of the width of the pulse, related to the FWHM TP through
w =
TP√
4ln(2)
; [s] (2.28)
andΘ is the pulse area. The pulse area is obtained by integrating the Rabi frequencies over
time (equation (7.1)). A pulse area of pi/2 swaps the populations of the levels of the 2LS*.
If the electric field amplitude has a Gaussian profile, the envelope of the corresponding
intensity profile is also a Gaussian, but with a FWHM which is
√
2 smaller. Pulse areas
and the effect of pulse duration are further discussed in chapter 7.
2.2.2.3 Master equation for resonance fluorescence
Now we wish to recover the energy and phase damping. For transitions at optical
frequencies, where Ω ωa, the damping terms for resonance fluorescence (RF) are
approximately the same as for spontaneous emission (SE). Then the master equation
becomes [53, p. 50]
ρ˙=− i
2
ωa
[
σz,ρ
]
+
i
2
Ω
[
e−iωatσ+ + eiωatσ−,ρ
]
+
γ1
2
(2σ−ρσ+ − σ+σ−ρ− ρσ+σ−) + γ
∗
2
2
(σzρσz − ρ).
(2.29)
The second line describes the classical incident field.
*This is because of the factor of 2 in equation (2.24). If the factor of 2 is not used, as is often the case, the
pulse area to swap the populations would be pi. We use the latter convention in chapter 7.
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2.2.2.4 Optical Bloch equations
The expectation values for the operators of equation (2.14) evolve according to
〈σ˙z〉= iΩe−iωat 〈σ+〉 − iΩeiωat 〈σ−〉 − γ1
( 〈σz〉+ 1) (2.30a)
〈σ˙+〉= iωa 〈σ+〉+ i2Ωeiωat 〈σz〉 − γ2 〈σ+〉 (2.30b)
〈σ˙−〉=−iωa 〈σ−〉 − i2Ωe−iωat 〈σz〉 − γ2 〈σ−〉 (2.30c)
These are known as the optical Bloch equations, where here we have included the decay
of energy (γ1) and phase (γ2) – see table 22.
2.2.2.5 Absorption spectrum and power broadening
The linewidth of an emitter may be defined and measured in several different ways.
For example, the emitter may be excited resonantly and the scattered field separated
in energy by a grating, obtaining the emission spectrum. Alternatively, a narrow laser,
much less than the linewidth, may be frequency scanned across the emitter. In the latter
case we obtain the frequency dependence of the absorption cross-section – the absorption
spectrum sabs(ωl) – which is proportional to the excited state population as a function of
laser frequency: ρt→∞ee (ωl). It is then given (semi-classically) by [64, p. 77]
sabs(ωl) ∝ ρt→∞ee (ωl) =
Ω2/(2γ1γ2)
1+ ((ωl −ωa)/γ2)2 +Ω2/(γ1γ2) . (2.31)
The absorption cross-section is a Lorentzian with a power-dependent energy FWHM
equal to 2h¯γ2
√
1+Ω2/(γ1γ2). At low power, Ω2 γ1γ2, this gives the linewidth 2h¯γ2.
However, at high power, Ω2 γ1γ2, the linewidth becomes ∝ 2h¯Ω, and the excited state
attains a maximum average population of 12 .
2.2.2.6 The quantized field and dressed states
We have so far been treating the radiation field in a classical manner. In the quantized
picture, the system Hamiltonian HS is the sum of the Hamiltonians for the 2LS, the field,
and for their interaction [67, p. 190]. A fully quantized version of Hamiltonian (2.23)
then reads:
HS = 12 h¯ωaσz + h¯ωaa
†a + h¯g(aσ+ + a†σ−) (2.32)
where a† and a are the creation and annihilation operators of the field mode, and the
2LS is coupled to the mode with an angular frequency g. This coupling frequency is also
known as the single-photon Rabi frequency, although, comparing with equation (2.23),
we see that under these definitions Ω= 2g.
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uncoupled “bare” states coupled “dressed” statesexcitations
FIGURE 23. The dressed states of the coupled 2LS and resonant field. The splitting of the bare
energy states into pairs gives rise to four possible transitions down the Fock ladder. One of these
transitions is a Rabi energy higher than the bare transition energy, and one is a Rabi energy
lower – this results in the Mollow triplet (figure 24).
We now treat the incident laser field as constructed from n-photon Fock states
|n〉 with energy En = nh¯ωl*. For an uncoupled resonant field the “bare” states |n〉 |g〉
and |n− 1〉 |e〉 are degenerate – they both contain an energy (n− 12) h¯ωa. However the
coupling of the 2LS and the field removes this degeneracy, and an avoided crossing appears
in the structure of the system. At resonance, and for each Fock state of the incident field,
the eigenstates of the coupled system become even and odd superpositions of the
respective “bare” states. These polaritonic dressed states are given by
|n,±〉= 1√
2
(|n, g〉 ± |n− 1, e〉) , (2.33)
with corresponding energies for high n of
En,± ≈
(
n− 12
)
h¯ωa ± 12 h¯Ω. [J] (2.34)
The states of the coupled system are now in pairs for each Fock state of the field, with
the constituents of each pair separated in energy by h¯Ω= 2h¯g, as shown in figure 23.
*The zero for energy is as before.
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FIGURE 24. The incoherently scattered spectrum showing the Mollow triplet for the lifetime-
limited case γ1 = 2γ2, and also for γ1 = γ2. Here the parameters Ω, γ1, and γ2 are given in
units of rads−1, but it is the relative values which are of importance.
2.2.2.7 Scattered spectrum
Now we consider the spectrum of the fluorescence* when a resonant monochromatic
field is incident upon the 2LS. In a quantum mechanical treatment, the scattered light
consists of two parts, namely coherent and incoherent scatter [68], and each component
has a signature spectrum [69]. The incoherent part arises from the SE – a photon is
absorbed and re-emitted. In the case of coherent scattering, also known as resonant
Rayleigh scattering (RRS)†, the 2LS is not excited and the scattered field has the same
coherence as the incident field. However, the statistical properties do change – the
coherent scatter is still antibunched on the time scale of the excited-state lifetime T1.
Incoherent spectrum Although the incoherent scatter arises from ordinary SE, its
spectrum is not simply that of the freely decaying 2LS encountered above. The incident
field is affected by its interaction with the 2LS, which damps both its energy and phase,
*Here by fluorescence we mean all of the scattered field that has interacted with the 2-level system, both
elastically and inelastically. Some authors reserve fluorescence for inelastic processes that involve absorption
and re-emission, e.g. [64].
†Although here mostly the terms coherent scattering and resonant Rayleigh scattering are used interchange-
ably, in other works the same process may also be referred to as elastic scattering or the Heitler regime, e.g.
[70].
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so that [71]
Ωd =
√
Ω2 − 14 (γ1 − γ2)2, [rads−1] (2.35)
gives the damped Rabi frequency. When Ω is large enough that the damped Rabi
frequency becomes real, the coupled system is split into the dressed states as described in
the previous section (and as shown in figure 23). We then have three possible transitions,
of frequencies ωa −Ωd, ωa, and ωa +Ωd. The incoherent spectrum sinc(ω) then consists
of three Lorentzians known as the Mollow triplet:
sinc(ω) ∝
1
2
γs
1
4γ
2
s + (ω−ωa −Ωd)2
+
γc
1
4γ
2
c + (ω−ωa)2
+
1
2
γs
1
4γ
2
s + (ω−ωa +Ωd)2
,
(2.36)
where, with the addition of phase damping we have [65, 72]
γc = 2γ2 [rads−1] (2.37a)
γs = 2γ2 +
( 1
2γ1 − γ∗2
)
[rads−1] (2.37b)
for the FWHMs of the central and side peaks respectively. This suggests that 32 is the
maximum width of the side-peaks relative to the central peak, and for higher rates
of pure dephasing the linewidth decreases (relative to the central). Nevertheless the
side-peaks still contain half the incoherent scatter and thus their relative amplitude
increases as their relative linewidth decreases, so that they may become more prominent.
The Mollow triplet is shown in figure 24 for the lifetime-limited case γ1 = 2γ2, and also
for γ1 = γ2.
Coherent spectrum The coherent spectrum is given by
scoh(ω) ∝ δ (ω−ωa) , (2.38)
i.e. it is a delta function about the central frequency ωa. A real laser is not perfectly
monochromatic, and the coherent scatter is not a delta function but has the linewidth
and coherence of the laser.
Total spectrum The total scattered spectrum is then the sum of the coherent and
incoherent spectra. The relative intensities of the two components is determined by the
degree to which the 2LS is saturated, and as such is a function of Ω, γ1 and γ2, and the
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laser detuning ωa −ωl . For zero laser detuning, the ratio of the coherent scatter intensity
Icoh to the total (coherent plus incoherent) Itotal is given by
Icoh
Itotal
=
γ1
2γ2
1
1+Ω2/ (γ1γ2)
. (2.39)
Recalling that γ1 ≤ 2γ2, with the equality holding in the lifetime-limited case, it follows
that a high fraction of coherent scatter is only possible when the system is close to the
lifetime limit of coherence. At this limit
Icoh
Itotal
=
1
1+ 2Ω2/γ21
, (2.40)
giving an independent measure of γ1, and hence also T1, provided Ω is known.
2.2.2.8 Scattered power
In all cases the scattered power
P = Γ1h¯ωa 〈e|ρss|e〉 , [W] (2.41)
where ρss is the steady state value. This shows that, even in the low Ω regime, where
most of the scattered field is elastically scattered without exciting the 2LS, the total
scattered power is still determined by the excited state’s average occupation and lifetime.
Indeed, the coherent scatter is antibunched just as the SE is, with the timescale given by
Γ1 – a rather interesting and counter-intuitive result.
We investigate the resonant interaction of a field and a QD in a nanocavity in chapter
6. We observe the Mollow triplet at high powers, and at low powers we see a large
fraction of coherent scattering. Together these, along with the equations described above,
allow us to determine T1 and T2 for the system.
2.2.3 2-level system with a (near-)resonant field in a cavity
We now move into the regime of cavity quantum electrodynamics (cavQED), where the
addition of a cavity can enhance the field amplitude to the point where single-photons—
or even the vacuum field—have obvious effects.
A single-mode cavity confines one mode of the electromagnetic field to an effective
volume Vm. The degree of confinement is given by the quality factor Q =ωc/(2κ), where
ωc is the mode’s central angular frequency, and 2κ its linewidth in angular frequency*.
*The factor of 2 is maintained because we are using the convention that there are two loss channels
(ordinarily two cavity mirrors), each with a corresponding κ.
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Recall that the coupling constant g = µE . With the cavity confinement
g =
√
ωc |~e(~r0) ·~µ|2
2h¯ε0n2Vm
[rads−1] (2.42)
where ~e(~r0) is the field at the dipole position
(
~E(~r0)
)
normalized to the cavity field
maximum (~Emax), and we have given the cavity a refractive index n. From this we see
that as the mode volume is reduced the coupling is increased, which is a consequence
of the fact that the electric field amplitude of a photon is enhanced if it is confined
to a smaller region. The qualitative effect of the cavity on the resonant dynamics is
determined by the interplay of three processes: emitter decay (γ1), cavity decay (2κ), and
the coupling between emitter and cavity (g). By looking at the different possible limits
of the relative magnitude of these three variables, we can identify different dynamical
regimes. When [73]
16g2 < (2κ − γ1)2, (2.43)
we say the system is weakly coupled, and when the inequality doesn’t hold we say the
system is strongly coupled. We will now examine these regimes in more detail.
2.2.3.1 Weak coupling regime
In the weak coupling regime, system losses are greater than system interactions. Damp-
ing due to both cavity losses and emitter losses means that the system decays before
the emitter and cavity have time to repeatedly interact. However, the cavity modifies
the electromagnetic field mode by confining it, and this increases its amplitude and
therefore interaction with the embedded dipole. One result of the increased interaction
is an enhanced spontaneous emission rate.
In the small-solid angle approximation, the cavity is assumed to be approximately
one-dimensional, enhancing a single spatial mode but leaving the bare decay rate Γbr
essentially unaffected. Then the enhanced decay rate is Γcavr = Γbr (1+ FP), where FP is the
cavity Purcell factor [74], and in this case is also the spontaneous emission enhancement factor
due to the cavity. This approximation is often acceptable in macroscopic optical cavities.
However in single-mode microscopic cavities, such as the photonic crystal cavities
(PhCCs) that we will study later, the cavity occupies almost all the surrounding space,
and the large-solid angle approximation may be more valid – when the free space modes
are unavailable, we have Γcavr = Γbr (0 + FP), so that FP = Γcavr /Γbr . One consequence of
the latter case is the possibility of an inhibited spontaneous emission rate when FP < 1
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[75–77]. This occurs when the emitter is detuned far from the cavity mode, reducing the
cavity mode interaction.
Including the detuning and spatial overlap of the 2LS with respect to the cavity
mode, the cavity Purcell factor FP is given according to [78]:
FP =
3Q
4pi2Vm
(2κ)2
4(ωa −ωc)2 + (2κ)2
|~µ · ~E(~r0)|2
|~µ|2|~Emax|2
(2.44)
where Vm is given in cubic wavelengths.
At zero dipole-cavity detuning and for perfect dipole positioning and orientation,
the Purcell factor is
FP =
3
4pi2
Q
Vm
=
2g2
κγ1
= 2C, (2.45)
where C the cooperativity. In chapters 6 and 7 we investigate a QD-nanocavity system
that displays a very high coupling with a relatively high cavity loss rate. The result is a
large Purcell factor in the weak coupling regime. We will return to these equations in 7
in order calculate the relevant system parameters.
2.2.3.2 Strong coupling regime
This is also known as the regime of vacuum Rabi splitting [79], since when inequality
(2.43) does not hold, the system is always observed to have a Rabi splitting. Even
the presence of a single-photon splits the excited state and we have emission at the
frequencies ωa + g and ωa − g, giving the vacuum Rabi doublet. If the dipole energy is
tuned across the cavity mode, an avoided crossing will be observed.
2.2.3.3 Saturation photon number
If we are dealing with an enhanced photon interaction with the 2LS, we might ask how
many photons are needed in the cavity, on average, in order to maintain a saturated
transition. The saturation photon number n0, is given by [80, 81]
n0 =
γ2γ1
4g2
. (2.46)
Clearly the higher the coupling rate relative to the dipole decay rates, the lower the
number of photons in the cavity at saturation. It may seem strange that this expression
does not contain the cavity decay rate 2κ. Changing 2κ does not change the average
number of photons at saturation, however a higher 2κ will require a higher photon flux
into and out of the cavity in order to maintain n0. This may be important in terms of the
signal-to-noise ratio, especially for on-chip applications.
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2.2.3.4 Master equation for resonance fluorescence with coherent driving of a
cavity mode
We arrive at the final Lindblad-form master equation that we will consider [62, p. 210]:
ρ˙=− i
2
ωa[σz,ρ]− iωc[a†a,ρ]
+ g[a†σ− − aσ+,ρ]− i[E¯0e−iωl ta† + E¯∗0 eiωl ta,ρ]
+
γ1
2
(2σ−ρσ+ − σ+σ−ρ− ρσ+σ−) + γ
∗
2
2
(σzρσz − ρ)
+ κ(2aρa† − a†aρ− ρa†a).
(2.47)
It is valid for 2LS cavity quantum electrodynamics (QED) with coherent driving of the
cavity mode. It is used to investigate a variety of phenomena in chapter 7.
2.2.4 Other processes
As stated previously, the system is assumed to be at 0 K. We have avoided considering
the effects of phonons on the evolution of the system. Although they can modify the
dynamics in interesting and significant ways not far above 0 K, we will not need to
consider them for the theoretical treatment of the described experiments. In chapter 6,
however, they make clear modifications to the emission spectrum.
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III-V ARCHITECTURE FOR QUANTUM OPTICS & QUANTUM
INFORMATION
L inear optical quantum circuits are but one way of realizing quantum informationcarrying and processing. And the fundamental components of such a circuit canthemselves be realized physically in a number of ways. This chapter concerns
the theory of the components of an on-chip linear optical quantum circuit based on a
III-V semiconductor architecture, and the basic interactions within it. The main results
of the previous chapter—single-photon states, spontaneous emission enhancement [82],
strong-coupling [83], coherent scattering—can all be achieved on the nanoscale with
photonic integrated circuits (PICs), paving the way towards scalable quantum optical
circuits.
3.1 Fitting linear-optical quantum computing on a chip
Although all of the fundamental components of linear-optical quantum computing
(LOQC) were quickly demonstrated experimentally, and even though operational gates
could be constructed, the problem with these early tabletop demonstrations was scala-
bility. Indeed, scalability is the primary issue facing quantum computing in general. In
some cases this may due to difficulties in maintaining quantum coherence as the number
of qubits increases, but in the case of the probabilistic measurement-based LOQC, the
difficulty is in the size, number, and efficiency of components that is needed. Hence the
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Component Implementation In this thesis
Single-photon
sources
In(Ga)As quantum dots Chapters 5, 6, 7, and 8
Waveguides
GaAs ridges and nanobeams; photonic
crystal waveguides
Chapters 5, 6, 7, and 8
Beam splitters
Directional couplers, multi-mode interfer-
ometers
Chapters 5 and 8
Phase shifters
Electro-optic modulators; temperature-
tunable pads; microelectromechanical sys-
tems
–
Spectral filters
1D photonic crystal cavities in waveg-
uides
Chapter 8
Single-photon
detectors
Waveguide-coupled superconducting
nanowire single-photon detectors
Chapter 8
TABLE 31. How the fundamental LOQC components may be realized in this III-V architecture,
and the relevant chapters in this thesis.
move towards integrated waveguide circuits [45], of which the two main wafer materials
are silicon and the III-V semiconductor Gallium Arsenide (GaAs) [84, 85]. Both systems
have relative advantages and disadvantages, with the silicon platform’s most severe
disadvantage being the lack of a direct electronic band gap and the resulting difficulty
in producing on-chip on-demand single-photon sources. GaAs readily supports sources
that produce sub-µm photons, whereas silicon is restricted to > 1.1µm. Thus GaAs is
more compatible with silicon single-photon avalanche diodes (SPADs), while silicon is
more compatible with the best fiber technology.
In the III-V architecture we have quantum dots as single-photon sources, etched
GaAs as waveguides and cavities, and nanowires as on-chip detectors. Table 31 gives
a simple overview of the architecture, and in the rest of the chapter we explore this in
more detail.
3.2 Semiconductor quantum dots
The key advantage of III-V semiconductors is the existence of a direct band gap that
enables efficient photon absorption and generation. When a three-dimensional confining
potential is introduced by embedding a nanoscale amount of some material (InAs)
within another material of larger band gap (GaAs), we create an optically active artificial
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FIGURE 31. (a) A Stranski–Krastanov In(Ga)As quantum dot is a pyramidal island, consisting
of hundreds of thousands of atoms, that sits atop a relatively thin “wetting layer” of InAs. It is
surrounded by GaAs. (b) This structure creates a 3D potential well with quantized atom-like
energy levels.
atom known as a quantum dot (QD).
3.2.1 Growth
The QDs that we will be concerned with are of the Stranski–Krastanov (SK) type. These
are defined by a growth method in which a layer of InAs is deposited slowly onto a GaAs
substrate. The lattice mismatch of the two materials results in a strain, and after no more
than a few complete layers of InAs (the wetting layer), the InAs begins to self-assemble
into nanoscale pyramidal islands. These are then capped with more GaAs. The final
structure is a truncated pyramid consisting of hundreds of thousands of atoms, figure
31(a). In practice, some intermixing occurs so that we end up with InAs/GaAs QDs,
often referred to as In(Ga)As QDs. The advantage of SK QDs is their high emission rate
and coherence. The disadvantage is that the growth method results in random variation
in the size and position of the QDs, creating a challenge for scalability.
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3.2.2 Electronic states
The three-dimensional confinement results in an atom-like potential for the electrons,
figure 31(b). In the electron-hole picture, an electron (e−) excited from the valence to
conduction band leaves behind a positively charged quasiparticle called a hole (h+). If
the two particles are bound by a Coloumb interaction, they are known as an exciton (X).
Because of the small spatial extent of a QD, an electron excited within it predominantly
forms an exciton rather than an unbound electron and hole. Light-holes relax to heavy-
hole states, and so the lowest energy exciton is the electron–heavy-hole exciton. An
alternative way for the QD to become populated is through the creation of high-energy
excitons or (initially) unbound electron-hole pairs, which then lose energy and become
trapped in the potential well. The neutral (electron–heavy-hole) excitonic state |X〉 and
crystal ground state |g〉 are the upper and lower levels of the fundamental radiative
two-level system (2LS) in this architecture.
3.2.2.1 Neutral exciton degeneracies
The system deviates from the ideal 2LS in a number of ways. Firstly, the neutral excitonic
state is composed of two spin-half particles, an electron and a (heavy) hole, and these
can both have spin either up or down. For example, if the hole has spin up and the
electron spin down, we have the state |⇑↓〉. The energy eigenstates are superpositions of
the spin states, so that the four energy states are:
1√
2
(|⇑↓〉+ |⇓↑〉) (3.1a)
1√
2
(|⇑↓〉 − |⇓↑〉) (3.1b)
1√
2
(|⇑↑〉+ |⇓↓〉) (3.1c)
1√
2
(|⇑↑〉 − |⇓↓〉) (3.1d)
The first two states are known as the bright states because they are able to make a
radiative transition to the ground state. The remaining two are known as dark excitons
because they are forbidden from relaxing via such optical emission. These properties
arise from selection rules – only certain sets of quantum numbers for the initial and
final states will result in a non-vanishing electric-dipole matrix element [54, p. 55]. The
bright and dark doublets are split by the dark-bright energy splitting [86, 87]. Because
we are interested in photonic states, we are primarily concerned with the bright states.
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Although the dark and bright states may interact via spin flips, these processes normally
occur on a timescale much longer than that of radiative decay [88–90], and for the most
part we can ignore the existence of the dark states. In typical SK In(Ga)As dots the bright
states have a fine-structure splitting (FSS) of several µeV to several hundred µeV [91, 92].
The degeneracy of the states is lifted by the structural asymmetry of the QD, with the
large range resulting from growth variation. When we talk of the neutral exciton in the
2LS approximation, we generally only consider the ground state and a bright exciton.
3.2.2.2 Other states
In addition to the aforementioned ground and neutral excitonic states, a QD may contain
a single excited electron or hole. This can occur, for example, when an exciton is created
in bulk and the electron and hole relaxation times differ, or in multi-layer structures if
the tunnelling rates differ. Then the electron must wait for the hole to relax, or vice versa,
before recombination can occur [93]. Additional excited charge carriers may be present
alongside a neutral exciton, so that we have a negative trion (X−) when there is an extra
electron, and a postive trion (X+) when there is an extra hole. When two excitons are
present, we have a biexciton (XX) [94–96]. Because of the Pauli Exclusion Principle, the
spin state must be |⇑⇓↑↓〉. The biexciton decays to the exciton and then the ground state.
Thus far we have been considering electrons and holes in the first excited state, which
from atomic physics is often called the s-shell. Just as with electrons in atoms, electrons
and holes in dots may be further excited to p, d, f , etc., shells [97, 98]. These tend to lie
from a few meV to a few tens of meV above the s-shell, until they eventually merge with
the InAs wetting layer.
3.2.3 Carrier dynamics
In addition to knowing the electronic states, we need to be aware of the state dynamics,
i.e. whether the electrons (and holes) can move between the states, what mediates the
transition, and the typical timescales and linewidths of these transitions. For a transition
to occur with significant probability it must be energetically allowed and adhere to
selection rules. The mediator may for example be the optical field, phonons [99, 100],
spin flips [101], or spin precession. In certain cases, tunnelling of carriers may be a
significant source of population change [102].
Normally it is desirable that the carrier dynamics solely consist of fast relaxtion
to the s-shell, and s-shell radiative recombination. In chapter 7 we will see that for
the sample in question, this is not the case, and so there is a clear difference between
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resonant s-shell and non-resonant excitations in the time-resolved photoluminescence
(TRPL). Throughout the experiments we find that the emission rate and coherence under
resonant excitation differs in favourable ways from quasi- or non-resonant methods.
3.2.4 Optical properties
An excitonic state is quasistable, and after a period of time the excited electron will fall
back into the vacant state that it left, a process known as electron-hole recombination.
In radiative recombination, this accompanies the emission of a photon. The two bright
states emit linearly polarized photons that are orthogonally polarized to each other.
If the FSS is smaller than the linewidth, the emission from the degenerate states is
circularly polarized, and the biexciton cascade produces two photons of different energy
but which are entangled [103, 104]. If the FSS is larger than the linewidth, the cascade
may go through either of the bright excitons, and the two photons always share the
same linear polarization. The trions have no FSS, and so when recombination occurs,
circularly polarized light is emitted, leaving the additional excited carrier. The helicity
of the emission is dependent on the spin of the additional carrier, and the degeneracy of
the two spin states (at zero magnetic field) results in (on-average) unpolarized emission
[105, 106].
The temporal and spectral properties of QD emission are well described by the
theoretical treatment given in section 2.2.1. As such, in the ideal case we have monoex-
ponential decay, a Lorentzian lifetime-limited lineshape, and antibunched single-photon
statistics. In chapter 5 we will see the effect of uncorrelated electrons and holes on the
g(2)HBT(τ) resulting from recombination in a trion, and how this varies between wetting
layer and p-shell excitation. The QD investigated in chapters 6 and 7 is a neutral exci-
ton with FSS, with the two linear emission channels each aligned to a linear polarized
nanocavity mode.
3.2.5 Environmental effects
Embedding our single-photon sources (SPSs) in a solid state environment, while crucial
for scalability, presents difficulties. To exploit quantum effects, we need to shield the
system from interactions with its larger environment. Such interactions affect the state
occupations and phases in a random way, and constitute what is known as decoher-
ence – and any quantum information processing (QIP) protocol will fail under severe
decoherence because the quantum state will evolve in an unpredictable and useless
way. Having our light source as part of a macroscopic crystal lattice opens the door to
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lattice interactions (phonons), which may make the source unusable except at extremely
low temperatures. One way to mitigate these effects is by reducing the emitter lifetime
through the Purcell effect to far below that of dephasing timescales – this is explored in
chapters 6 and 7.
3.3 Guiding light
Like an electrical chip, a photonic chip needs to be able to guide its information carriers
around in complex nanoscale networks. Here, this can be achieved by exploiting the
large refractive index contrast between GaAs and the surrounding vacuum, creating
waveguides of sub-wavelength thickness but of arbitrary length and complexity. Ad-
ditionally, they may be evanescently coupled to create beam splitters (BSs) of arbitrary
splitting ratio.
3.3.1 Single-mode nanobeam waveguides
Fundamentally we want to guide light around the circuit in a single mode with a low
loss rate. This can be achieved with a nanobeam waveguide, where the wafer is etched
to leave a freestanding “optical wire” of the material, cladded on all sides by the vacuum.
The high index contrast of GaAs (n∼ 3.4 at 4 K) and the vacuum (n∼ 1) enables efficient
confinement via total internal reflection. If the dimensions are chosen so that only one
polarization mode is supported, then we have a single-mode waveguide. With these
materials, and at (free space) wavelengths of ∼900 nm, this can be achieved using a
waveguide depth of 140 nm and a width of 280 nm, as used in chapters 5 and 8.
Losses may occur through absorption or scattering. The absorption into GaAs is weak
(below its band gap) and realistically a much greater amount of loss occurs through the
sidewalls of the waveguide, especially where fabrication imperfections have produced
roughness and other defects for the light to scatter off.
3.3.2 Directional coupler
A directional coupler (DC) is formed by bringing two waveguides into close proximity so
that the evanescent field modes overlap. When this occurs we no longer have individual
waveguide modes, but two “supermodes” that encompass both waveguides, as shown
in figure 32. The symmetric and antisymmetric supermodes have different amplitudes
inside (and outside) the waveguides, and so have different refractive indices and phase
velocities through the coupled region. A photon incident from one waveguide excites a
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FIGURE 32. When two single-mode waveguides are brought together, so that their evanescent
fields couple, the result is the two “supermodes” of the directional coupler. Optical power transfers
between the individual waveguides.
superposition of the supermode states. If the parameters of the coupling region—length,
separation, depth, thickness—are such that at the end the phase difference between the
two supermodes is pi/2, the device acts as a 50:50 beam splitter. In particular, if the
effective refractive index difference between the supermodes is ∆n, a mode of free-space
wavelength λ0 entering through one input will be in an equal superposition of both
waveguide modes after a length
L50:50 =
λ0
pi∆n
arcsin
(√
0.5
)
. (3.2)
Free-standing single-mode DCs have been integrated with SPSs [107]. Rib waveguide
directional couplers have also been demonstrated [108] with single-mode operation
[109]. The DC is a major component of the devices investigated in chapters 5 and 8.
3.4 Photonic crystals
The previous section examined components which operated on the principle of total
internal reflection. A photonic crystal, in contrast, uses interference to produce the
desired modes and remove undesired modes. The formation of a photonic band gap
means that, in the ideal case, light can be guided without any absorption [110]. For if a
defect is introduced, such as by removing a line of holes, the mode is supported within
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FIGURE 33. An example of a photonic crystal with purposeful defects.
the defect, and forbidden outside it. The use of photonic crystal defects to construct
nanophotonic circuits for a variety of applications is reviewed in [111].
Examples of defects are shown in figure 33. In fact this is the structure that is mea-
sured in chapters 6 and 7. Although here the cavity-coupled waveguides are produced
by creating W1 line-defects in photonic crystals (PhCs), they are interfaceable with the
nanobeam waveguides discussed above and used in chapters 5 and 8. This allows us,
in principle, to combine the cavity system with the DC devices. Additionally, in 8 we
show a device that transitions from nanobeams to W1 waveguides and back again – the
W1s are used as structural support for the suspended nanobeams. Advanced circuits
will likely exploit the capabilities of both systems in these ways.
3.5 Grating couplers
At least at this stage of III-V development, it is often necessary to couple light on and
off the chip. If the QD is to be optically excited, we need to guide a laser onto the
sample, for example. And if the photoluminescence (PL) is in a waveguide mode, then,
in the absence of on-chip detectors, we need to couple it off chip in order to measure
it. Sometimes it is possible to couple light on and/or off chip in the plane of the device,
and this is known as edge coupling – but often this is not possible, or else there are too
many devices to make it practical. The solution is to use surface coupling devices like
grating couplers [112]. These use an in-plane Bragg stack to destructively interfere the
propagating mode and scatter the light in the vertical plane. As the light may equally be
scattered upwards or downwards, a reflective coating may be added to the substrate
beneath in order to gather more light. The sacrificial AlGaAs layer seen in all structures
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FIGURE 34. The grating design used for devices in chapters 5 and 8.
in this thesis has a depth such that constructive interference should occur in the upwards
scattering direction. Such structures are able to produce modes propagating vertically
enabling efficient coupling to lenses and optical fibers.
All of the samples in this thesis make use of semi-circular λ/2n gratings similar
to that in [113]. In chapters 5 and 8, a slightly modified version with an additional
period and expanded waveguide end is used. This design is shown in figure 34. In
measurements not shown, it was found to have approximately double the coupling
efficiency of the standard design, which has a λ/2n waveguide end region and one less
period. Increasing the waveguide end region further to 5λ/2n was found to offer no
further improvement over 3λ/2n, while a second additional period negatively affected
coupling. It should be noted however that the in and out coupling will be affected by the
spot size, objective lens numerical aperture, beam angle, etc., and so it is difficult to state
absolutely a particular design’s superiority. Another consideration is that this modified
design was found to also increase the degree of reflection back into the waveguide,
which could be restrictive for some applications. The device in chapters 6 and 7 uses the
standard design.
3.6 Diodes
Being a semiconductor, GaAs can be positively or negatively doped, and the components
described above can all be fabricated within diode structures. This enables electrical
control of various parameters and functions. Diode structures are used to tune QD
emission energies via the quantum-confined Stark effect (QCSE) in chapters 6 and 7,
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and in chapter 8 we explore some possible future applications of electrical control. One
of these is electroluminescence (EL), where the QDs are excited electrically rather than
optically.
3.7 Hybrid systems
The unit of interest in QIP is the qubit, and what physical form it takes during the
computation is irrelevant. Thus we have the possibility of hybrid systems, where the
qubit may mutate between various forms as it travels the circuit, taking the advantages
that each form offers when appropriate. In GaAs architecture using QDs, one form could
be the spin of the exciton in the QD. Morphing between “flying” photonic and “static”
spin qubits is one avenue of hybridization [38, 114, 115]. In this case it is necessary to
design the structures such that spin states are converted to path states, and vice versa.
Such coupling is possible between QDs and both types of waveguides – nanobeams and
W1s – used in this thesis [116, 117]. Assembling hybrid plasmonic-dielectric components
is also being explored [118].
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Part II
Research
This part of the thesis contains some of the research performed over the course
of the PhD. Chapter 4 introduces computational and experimental methods
which are generally applicable to all of the research. Chapter 5 describes the
interference between a quantum dot and a laser using an on-chip beam splitter.
In chapter 6, coherent scattering from a quantum dot in a cavity is guided on-
chip and demonstrates that the source has lifetime-limited coherence. Chapter
7 then investigates the same waveguide-coupled quantum dot–cavity system’s
performance as an on-chip on-demand single-photon source, with discussion of
general aspects of such sources under pulsed excitation. Finally, chapter 8 looks
at the further integration of essential on-chip linear-optical quantum computing
components, including single-photon sources, beam splitters, filters, and on-chip
superconducting nanowire single-photon detectors.
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METHODS
In this chapter we briefly describe some important computational, fabrication, andexperimental methods that are generally applicable to the work in the chapterswhich follow. We begin with the computational methods used to simulate the
properties and behaviour of the samples. Afterwards we look at how the samples are
fabricated, and finally at how they may be measured.
4.1 Simulation tools
The first step in the experimental work is to perform simulations of the sample to be
studied. This needs to be approached in a variety of ways. The devices are complex
and have functional and behavioural properties that are sometimes best understood in
different theoretical paradigms. For example, some properties of the light emission from
a quantum dot (QD) require a quantum optics approach, but the propagation through
waveguides and photonic crystals of arbitrary dimension cannot easily be simulated
and studied in this way. Instead, we use Maxwell’s equations. Maxwell’s equations,
however, are not very helpful when we consider the collection efficiency through a lens
to an optical fiber mode. So even when considering purely optical properties, we have
to move between theoretical regimes.
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FIGURE 41. Schematic of the FDTD simulation used to estimate the laser coupling efficiency for
the sample in chapters 6 and 7 (Dr Rikki Coles).
4.1.1 Finite-difference time-domain method
Although we wish to study and exploit quantum effects, the basic operation and be-
haviour of nanophotonic structures like waveguides and cavities is understood in
terms of Maxwell’s equations. These equations can be solved numerically for arbitrary
structures and fields using the finite-difference time-domain (FDTD) method. In this
technique, the structure is analyzed using a three-dimensional mesh. Each compartment
defined by the mesh is treated as an individual block, and the solution at the boundaries
is computed and iterated at finite time steps. A smaller mesh gives greater detail in the
structure of the electromagnetic field, but requires greater computational resource.
FDTD was used to simulate the waveguide and directional coupler behaviour for
the sample in chapter 5. These simulations were performed by Dr Nikola Prtljaga. The
waveguide-coupled H1 sample investigated in chapters 6 and 7 was designed with the
aid of FDTD by Dr Rikki Coles. In addition, the coupling into and out of the sample was
also simulated. These simulations were performed using commercial-grade simulators
[119] and commercial-grade eigenmode solvers [120]. Post-fabrication simulation was
also useful to account for fabrication imperfections – in chapter 7 for example, we use
the fabricated mode volume rather than the design.
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4.1.2 Quantum Toolbox in Python (QuTiP)
To model the quantum behaviour of the light-matter system we require a suitable
Hamiltonian. If we want to include dissipation and damping of the system we can for
example solve a suitable Lindblad master equation for the system to find the evolution
of the density matrix. The quantum toolbox in python (QuTiP) [121, 122] is a dedicated
python package for quantum simulations and the solution of Hamiltonians and master
equations.
In section 2.2.3.4 we arrived at the master equation for two-level system (2LS) cavity
quantum electrodynamics (QED) with coherent driving of the cavity mode. To solve
this in QuTiP, we first define the state space as a tensor product of the “atomic” state
space and the field state space. For a 2LS the space is two-dimensional. For the field it is
potentially infinite, so we must choose where to truncate the Fock space. Larger Fock
spaces will be necessary for accurate representation of strong optical fields, but require
more computational resource. Next we define the system Hamiltonian for the evolution
of states in this space. For modelling of pulsed excitation, the Hamiltonian contains a
time-dependent part corresponding to the incident pulse. Decoherence and damping is
added to the system through the inclusion of collapse operators.
Once the state space, system Hamiltonian and collapse operators are provided, they
may be solved with QuTiP’s built-in solvers. The master equation solver calculates the
time evolution of every element of the density matrix, and through that one can obtain
expectation values of specified operators. It also possible to solve via the Monte Carlo
method, where the system is “trialled” a number of times, with each run giving a single
possible quantum trajectory. This may be useful if analytic solutions are not possible, or
to see quantum jumps more directly.
QuTiP was used to model the behaviour of the cavity QED system—comprised of
the single QD and waveguide-coupled H1 cavity—in chapter 7.
4.2 Sample fabrication
After a successful simulation of desired behaviour, the next step is to make the sam-
ple. A key advantage of semiconductor chip based quantum information processing
(QIP) technology is that it borrows manufacturing methods from the well-established
and continually advancing microprocessor industry. This has focused on silicon wafer
growth and patterning for classical computing components, but the design and man-
ufacturing approach is generally applicable to most chip technologies, including III-V
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semiconductors.
4.2.1 Wafer growth
Naturally formed crystals often contain defects due to variable growth conditions and the
presence of contaminants. Such defects are detrimental to the quality and reproducibility
of device structure and performance. For this reason synthetic crystals are grown with an
emphasis on clean conditions and controllable environmental parameters. In addition,
for multi-layered structures like those used here, it is necessary to be able to grow crystals
of different chemical composition on top of one another, often with monolayer precision.
A growth method that meets these requirements is molecular beam epitaxy (MBE) [123,
124], and all the wafers used in this thesis were grown using this method by Dr Edmund
Clarke at the National Epitaxy Facility in Sheffield.
4.2.2 Nanolithography
Once we have a suitable wafer, many nominally identical devices are patterned through
nanolithography techniques. For the creation of the large diode structures, photolithog-
raphy provides adequate resolution, but for the patterning of the nanoscale waveguides
and photonic crystals we require electron beam lithography (EBL). In this case, and after
the wafer is cleaned and heated to remove surface contaminants, it is spin-coated with
an electron beam resist such as ZEP-520A. The sample is subsequently baked to improve
adhesion of the resist to the surface, leaving a film of thickness ∼ 300nm. Then, under
vacuum, the resist is exposed to an electron beam according to a designed pattern. For a
“positive resist”, of which ZEP-520A is an example, the electron beam targets regions
which are to be etched away. A typical dose might be 70 µCcm−2 using a 30 kV beam.
Feature sizes down to ∼ 10nm can be defined in this way. The regions of resist that have
been exposed to the electron beam experience chain-scission and become soluble in the
developer solution o-Xylene. Once developed it is ready to be etched.
4.2.3 Etching
The developed resist protects selected parts of the surface from the subsequent induc-
tively coupled plasma (ICP) reactive-ion etching (RIE) step. In this etching step, ions
bombard the surface vertically from above, carving out the devices with vertical side-
walls. Afterwards, the remaining photoresist is decomposed with ultraviolet light and
removed chemically with N-methyl-2-pyrrolidinone. The freestanding structures are
50
4.3. EXPERIMENTAL
created through the removal of the Al0.6Ga0.4As layer with a 40 % hydrofluoric acid
solution. Lastly, the sample is rinsed with solvents.
4.2.4 Supercritical point drying
If the freestanding structures are of large aspect ratio, then it may be necessary to add
an additional supercritical point drying step at the end. In this procedure, the liquid
solvents used to clean the sample are purged with acetone. This is then diluted under
pressure with liquid CO2, which is subsequently further pressurized and heated to
become supercritical. Upon reducing the pressure by venting the chamber, the CO2
becomes gaseous and is expelled. This method dries the sample without exposing it to
the anisotropic and destructive surface tensions of an evaporating liquid.
4.2.5 Finishing touches
When the wafer patterning has been completed, the final touches can be added. Often
metal contact pads need to be evaporated onto the surface to enable electrical input and
output. Again this is achieved using photoresist masks. The post-growth lithography
and processing of the wafers was primarily performed by Dr Benjamin Royall, Dr Deivis
Vaitiekus and Dr Christopher Bentham. Optical and scanning electron microscope (SEM)
images are taken throughout the process to analyse the success of each step.
4.3 Experimental
4.3.1 Cryostats and optics
All of the experiments to be described were conducted using liquid helium based cooling
systems. The more sensitive measurements were performed with the sample held in a
liquid helium bath cryostat. This includes all of the measurements in chapters 5, 6, and
7. If long term positional stability is not crucial, a flow cryostat can be used – this was
the case for photoluminescence (PL) maps in chapter 8.
4.3.1.1 Bath cryostat
The bath cryostat consists of a 90 l dewar and a 1.4 m long, 10 cm diameter insert tube.
This is pumped to 1 mPa, before a small amount of helium gas is added to mediate heat
exchange between the tube contents and the helium reservoir, and so the sample cools to
approximately the temperature of liquid helium – about 4 K. The helium reservoir boils
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FIGURE 42. (a) Render of the optical breadboard which is mounted atop the dewar (Dr Nikola
Prtljaga). (b) A simplified schematic showing the two excitation paths and two collection paths,
each with a motorized mirror. Except where indicated, the beam splitters are non-polarizing. ND
= neutral density filter; LinP = linear polarizer; HWP = half-wave plate. PBS = polarizing beam
splitter.
off over a period of around 2 weeks, and needs topped up before the system warms to
room temperature. Within the tube, a cage system holds the sample mount, optics, and
ensures alignment with the optical breadboard that sits atop the dewar. The tube optics
consists of the objective, and two relay lenses which effectively remove the tube length
and allow a larger scanning range [125].
The top breadboard is shown schematically in figure 42(b). The dual excitation and
collection paths with motorized mirrors enabled the measurements in chapter 5. A
simpler optical setup was used in the work of chapters 6 and 7, and is shown, along
with further illustration of the setup, in figure 63.
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4.3.1.2 Flow cryostat
The flow cryostat cools the sample using a constant flow of liquid helium through one
end of a copper plate. The other end of the plate supports and cools the sample. Such
cryostats are small, portable and allow relatively easy changing of samples compared to
the bath system. The primary disadvantage is that the mechanical stability is generally
poorer and compromised by the pumping of helium around the system. A breadboard
similar to that shown in figure 42 may be used, although it will require the addition of
an objective lens, which will now be at room temperature. This means that specialized
lenses designed for cryogenic temperatures are not needed.
4.3.2 Measurement techniques
4.3.2.1 Time-correlated single-photon counting
As discussed in chapter 2, a key tool in the investigation of quantum light fields is
the second-order correlation measurement. Experimentally this is realized using time-
correlated single-photon counting (TCSPC) equipment [126]. The photon module accepts
the output pulses from the two detectors. One of the channels is used as the “start” and
the other as the “stop”. When the start signal is received, a voltage is ramped from a
minimum to maximum value over a set period of time. The stop signal halts this process,
and the final voltage therefore indicates the time between start and stop signals. The
time resolution achievable in this way is at the few ps level, and experimentally the
time resolution is more often limited by the timing jitter (response time) of the detectors.
The data is binned in time to produce a histogram, and this histogram is proportional
to the second-order correlation function of the original field. All of the correlation
measurements were obtained in this way. Another mode of operation is first-in first-out
(FIFO), where every event is timestamped so that a correlation can be algorithmically
generated at the end of the experiment, allowing relatively long correlation over µs to
ms ranges.
4.3.2.2 Time-resolved photoluminescence
Time-resolved photoluminescence (TRPL) has many similarities with TCSPC and so
often uses the same equipment. In this case however, a pulsed laser is used to excite the
system of interest, and at the same time a small amount is clipped off to a photodiode.
For every laser pulse, the photodiode outputs an electrical pulse which is used as the
“start” signal in the measurement. The “stop” signals arrive from the single-photon
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detector when it detects photons from the sample. In this way we can map out the
probability of emission as a function of the time delay relative to the excitation pulse.
Examples are found in chapters 5 and 7, with chapter 7 also providing further discussion
and simulations of the TRPL technique.
4.3.2.3 Spectrometry
A fundamental task in optics is the separation of a light field into its constituent energies
via spectrometry. In a spectrometer (spectrograph), a diffraction grating achieves this
spatially, and a pixelated charge-coupled device (CCD) image sensor can then display the
intensity of the field as a function of wavelength. A common spectrometer may achieve
resolutions of 20 µeV or less. When spectral filtering needs to be used in conjunction with
single-photon detectors, a monochromator is needed. This can be achieved by focusing
the diffraction grating output onto an exit slit rather than the CCD. The exit slit selects a
portion of the input spectrum, and this is sent to the detector. Such filtering was used
for all the single-photon avalanche diode (SPAD) measurements in this thesis, unless
indicated otherwise.
4.3.2.4 Photoluminescence excitation spectroscopy
Usually the PL spectra are taken with the excitation laser tuned to an energy above
the band gap of GaAs, or in the InAs wetting layer, so that charge carriers may relax
and excite all states in the QD ensemble. If the excitation laser energy is continuously
scanned, from just below the wetting layer and down to the s-shell emission energy,
the emission intensity will be weak except at some specific excitation resonances. These
correspond to the the energy of higher orbital shells in the QDs, or longitudinal optical
(LO) phonon resonances. This was how the p-shell resonance of chapter 5 was located.
4.3.2.5 Fabry–Pérot Interferometry
Fabry–Pérot interferometry is often used when the resolution afforded by a spectrometer
is not high enough. A Fabry–Pérot cavity has a narrow transmission linewidth, and by
scanning its central transmission frequency (by scanning its length) across the emission
line, it is possible to map out the lineshape. A synchronization signal is used to corre-
late the transmission detection time to cavity length and thus frequency. A scanning
Fabry–Pérot interferometer (FPI) produces a spectrum that repeats every free spectral
range (FSR) of the cavity. Therefore it is best at measuring linewidths greater than its
transmission linewidth, but much smaller than its FSR. Fabry–Pérot interferometry
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was used to measure linewidths of QDs in chapter 5, and underpinned the coherent
scattering work in chapter 6.
4.3.2.6 Raster maps
To map out QD ensembles in an unpatterned wafer, the excitation and collection spots
must be scanned together across the surface. Usually it is easier to keep these fixed in
place and scan the sample underneath by stepping the piezoelectric positioners. For
mapping the propagation of light through the etched nanostructures, however, it is
not possible to move the structure itself, as one spot must be fixed in place, and the
other moved independently. The excitation or collection spot must be scanned across
an area of 1000 µm2 or more. This is enabled by motorized mirrors in the excitation and
collection paths, as shown in figure 42(b). The raster scan results in a PL map if the signal
is filtered at the PL wavelength. Such maps are found in chapters 5 and 8. Alternatively
a laser transmission map can be produced for a device by scanning the collection spot,
with the laser spot fixed at a chosen location on the device. Filtering the collection at the
laser wavelength then gives a map for this specific wavelength.
4.3.2.7 Polarization control
Polarization control of input and output fields is achieved through linear polarizers,
quarter-wave and half-wave plates, and other optics if necessary. This allows us to align
to nanostructures – such as the linearly polarized gratings (figure 54) and cavities (figure
65) – to obtain maximum coupling efficiency. Additionally, when collecting via a non-
polarized channel, such as from directly above a QD, recording the emission intensity
as function of polarizer angle allows us to obtain the polarization of the PL as function
of emission energy. This is useful for identifying specific transitions. For example, as
discussed in chapter 3, a charged exciton (trion) state shows unpolarized emission, and
the neutral exciton (if there is fine-structure splitting (FSS)) shows two orthogonally
linear polarized emission lines with an energy splitting. Emission lines resulting from
cascades may be identified through their energy-polarization relationships, as in the
case of biexciton to exciton to ground decay. The polarization optics used in chapter 5
are shown in figure 42(b), while those used in chapters 6 and 7 are shown in figure 63. In
the latter case they are mainly used to filter out the excitation laser, as discussed in the
next section.
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4.3.2.8 Resonance fluorescence
Exciting a quantum emitter with a resonant field presents significant experimental
challenges. We require that both the laser and the emitter be frequency stable to within
the linewidth of the emitter. When we are studying the field produced by the single-
photon source (SPS), we need to reject the excitation field, which is complicated by the
geometry of planar nanoscale structures. The need to couple light into single modes on-
chip means that spatial separation is often not possible. Where possible, light scattered
from the surface can be rejected by using polarization filtering. Here, the excitation
and collection are cross-polarized, although this has the obvious disadvantage of losing
half the collection signal. The optics used are also strongly wavelength dependent so
that it works much better for narrow continuous-wave (CW) laser fields, and less well
for pulsed excitation. Polarization filtering of the resonant excitation laser was used
throughout the measurements of chapters 6 and 7. In that sample, because of the diode
structure, it was possible to perform differential measurements – detuning the SPS to
quantify the laser background, and then subtracting it.
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ON-CHIP INTERFERENCE BETWEEN A SINGLE-PHOTON
SOURCE AND A LASER
One of the most fundamental operations in linear-optical quantum computing(LOQC) is the interference that occurs when identical photons enter the twoinput ports of a beam splitter (BS). This phenomenon, the Hong-Ou-Mandel
(HOM) effect, was first demonstrated in 1987, and much effort is under way to make
devices that can exploit the effect to create ever larger and more useful entangled states.
In this chapter we show the successful on-chip interference of a quantum dot (QD) and
a laser, marking a step towards this goal. This work is described in [127].
5.1 Towards scalable quantum dot interference
In our LOQC circuit, we want to have on-chip light sources producing single photons
that coalesce through the action of on-chip BSs. This is a challenging goal and therefore
it has been approached incrementally. First, the HOM effect was shown with a single QD
and off-chip beam splitter using pulsed excitation [128]. Later, time-resolved continuous
incoherent [129], resonant (in cavity) [130] and electrical [131] excitation were explored.
An obvious step is to use two different quantum dots located in different wafer chips,
although with the interference still occurring off-chip, as in [132–134]. The next step is to
have both QDs on the same chip [135]. Lastly we would want to perform the interference
on the GaAs chip [46]. In fact, this goal has not yet been achieved with two separate QDs.
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Reference Year Sources Excitation On-chip BS
[128] 2002 1 QD Pulsed N
[129] 2008 1 QD CW N
[136] 2009 1 QD, 1 L CW N
[132] 2010 2 QD∗ Pulsed N
[46] 2014 SPDC CW Y
This work [127] 2016 1 QD, 1 L CW Y
[135] 2016 2 QD∗∗ CW N
TABLE 51. Development towards scalable on-chip on-demand HOM interference with QDs.
*QDs in different chips. **QDs on same chip. BS = beam splitter; CW = continuous-wave; L =
laser; SPDC = spontaneous parametric down-conversion.
In this chapter, however, we make a step towards this by observing HOM interference
between a laser and a quantum dot using a monolithically integrated beam splitter.
Some of this development is summarized in table 51.
5.2 Laser-dot interference
Previously laser-dot interference had been shown off-chip [136–138]. In these exper-
iments the light from the QD is extracted off-chip and interfered with a laser on a
macroscopic cube BS. Building upon the first monolithic integrations of QDs with BSs
[107, 108], we couple the laser onto the same chip as the QD, and the interference occurs
on the chip through the action of a microscopic directional coupler (DC) BS.
5.3 Sample design
The fundamental design of the device is described in this section, and also in [107].
5.3.1 Wafer
Through molecular beam epitaxy (MBE), a GaAs (100) substrate was topped with a
1000 nm thick sacrificial layer of Al0.6Ga0.4As, and this in turn supports a final layer of
GaAs of thickness 140 nm. This top layer contains In(Ga)As QDs at its centre. The wafer
structure is shown schematically in figure 51(a).
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(a)
FIGURE 51. (a) A schematic cross-sectional view of the wafer as seen from the side of a waveguide.
Once the AlGaAs is removed we are left with a suspended layer of GaAs containing quantum
dots. (b) SEM image of a fabricated device.
5.3.2 Etched structures
The selective etching of the top GaAs layer, along with the removal of the sacrificial
layer (as described in chapter 4), forms suspended nanobeam waveguides containing
QDs. The waveguides have a width of 280 nm and a depth of 140 nm, and so carry only
one transverse electric (TE) polarization mode at the QD wavelengths. To improve the
rejection of scattered laser, the input and output arms of the coupler were lengthened
compared to those in [107]. The sample contains devices with 5 µm, 10 µm or 20 µm long
input/output arms, so that the distance between input and output gratings was tens
of microns. Devices have DC coupling lengths L of 6 µm, 7 µm or 8 µm, and coupling
separations s of between 50 nm and 140 nm. Simulations by Dr Nikola Prtljaga, figure
52, show the required coupling region parameters for 50 : 50 splitting as a function of
wavelength. In addition, a slightly modified grating design is used to approximately
double the efficiency of coupling light onto and off of the chip. In total the sample
contains 540 individual DC devices; figure 51(b) shows a scanning electron microscope
(SEM) image of a single device.
For the device investigated in detail below, the input/output waveguides are 10 µm
long, the coupling region has length L of 7 µm and separation s of 70 nm.
5.4 Quantum dot selection
The high density of QDs in the wafer means that each device contains many dots. Even
the reduction in number brought about by the etched waveguides leaves many within
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FIGURE 52. (a) Simulations of the coupling length required for 50:50 splitting as a function of
wavelength and the separation between the waveguides in the coupling region. The waveguide
width is 280 nm and the depth 140 nm. Some specific lengths are labelled. (b) A different view of
the same simulation data, focusing on two wavelengths and the variation between them. As the
separation gets larger, the difference in length required for 50:50 splitting also increases.
the ∼ 1µm diameter excitation laser spot. A suitable QD is one that is spectrally isolated
from others in its spatial region, and so is usually to be found on the edge of the normal
distribution of energies resulting from the Stranski–Krastanov (SK) growth method.
We also want the QD to be relatively bright to make correlation measurements less
time-consuming, and of course this is important for potential quantum information
processing (QIP) applications. Other considerations might be how the dot energy relates
to available excitation lasers and detector efficiencies. In this case we also require that
its emission wavelength is such that it will experience close to 50:50 splitting by the DC
device that it is coupled to.
To find suitable QDs in a device, the wetting layer excitation laser spot could be
stepped along an input/output arm. However it was more efficient to perform a photo-
luminescence excitation spectroscopy (PLE) scan (section 4.3.2.4) by exciting a grating
with a tunable continuous-wave (CW) titanium-sapphire (Ti:S) laser, since this excites
many QDs along the waveguides. In either case the emission spectra from the two
corresponding output arms were simultaneously observed using two spectrometers
(figure 54(b)). These were calibrated so as to provide a good indication of the splitting at
the DC level.
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FIGURE 53. (a) Power dependence of the emission intensity of the QD under CW wetting
layer excitation. The powers used for subsequent measurements are indicated. (b) Time-resolved
photoluminescence measurement. The QD shows a mono-exponential decay with lifetime 1 ns. (c)
Fabry–Pérot interferometry reveals that the QD emission has a Gaussian lineshape with FWHM
11 µeV.
5.5 Power dependence, lifetime and linewidth
The power dependence, lifetime and linewidth of a single QD in an arm of one device
are shown in 53. The QD is excited from directly above, and the emission intensity
saturates at a CW wetting layer excitation power of ∼ 20µW. The time constant of the
photoluminescence (PL) is 1 ns, from which we can infer that the radiative lifetime of
the excited state is also 1 ns – typical for this type of QD. The linewidth, as determined
by Fabry–Pérot interferometry, is 11 µeV. No fine-structure splitting (FSS) splitting is
evident, and this, along with the linear power dependence, indicates a trion state.
The fact that the lineshape is Gaussian rather than Lorentzian tells us that the primary
cause of broadening is not pure dephasing and probably it is due to charge fluctuations
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in the quantum dot environment [139]. This occurs on timescales longer than the excited
state lifetime, and is not uncommon in etched structures, where the surfaces may act as
charge traps [140, 141].
5.6 Waveguiding
Spectra collected from above the QD, from the grating coupler closest to the QD, and
from the two output ports are shown in (figure 54(b)). We see that the spectrum is
reproduced in all locations, with a relative variation in intensity depending on the
wavelength, as expected for the DC. The fields projected from the gratings are linearly
polarized orthogonal to their respective waveguide’s orientation i.e. they preserve the
waveguide polarization. The two output fields are cross-polarized, and so enable a
polarizing beam splitter to efficiently separate the fields on the top breadboard (figure
42(b)).
For the same device, figure 55(a) shows the laser transmission from port a to port
c, relative to the total transmission c + d, as a function of laser wavelength. At the
QD wavelength, the splitting is R : T = 55 : 45, where R is the reflectance and T the
transmittance. In figure 55(b), a raster scan of the collection spot, while filtering at the
QD wavelength, yields a PL map of the device. The two output ports are illuminated
almost equally by the QD, which can also be seen at its position in the waveguide on the
logarithmic colour scale.
5.7 HBTs: First-order correlations
To assess the single-photon purity of the selected QD we perform a Hanbury Brown &
Twiss (HBT) measurement using the on-chip BS. Changes in the excitation parameters
can modify the g(2)HBT(τ) in a number of ways. The g
(2)
HBT(0) value or the antibunching
time constant may change. In addition, there may be bunching with a power dependent
amplitude and time constant. In order to correctly analyse the data we will collect in
the HOM experiment, we excite the dot under the same conditions in both cases. These
conditions are
• Excitation temporal profile: Continous wave.
• Excitation energy: Wetting layer (840 nm).
• Excitation power: 2 µW (well below saturation).
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(a)
5 µm
FIGURE 54. Spectral and polarization measurements of the device. In all cases the QD is excited
from directly above and via the wetting layer. (a) An SEM image of the directional coupler device.
The QD position is indicated by an orange circle midway between the coupler region and an
outcoupler (port a) denoted by a green circle. (b) Spectra of the QD emision from three ports and
when collecting from the waveguide above the QD. The QD wavelength is indicated by an arrow
and a dashed line. (c) Polarization of the emission from the output ports. The emission is linearly
polarized along an axis perpendicular to the corresponding waveguide’s spatial direction. (d)
Polarization of the emission collected from the waveguide above the QD. It is somewhat polarized
along a random axis.
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FIGURE 55. (a) Laser transmission through the device. The laser enters through port a, and
the relative intensity observed at ports c and d varies with wavelength. At the QD wavelength
the splitting ratio is 55:45. (b) Photoluminescence map of the device filtered at the emission
wavelength. The QD is excited from directly above and via the wetting layer. An approximately
equal amount of the emission exits from ports c and d. Note that the colour scale is logarithmic.
• Excitation polarization: Linear (aligned for maximum emission).
The wetting layer excitation energy enables the excitation laser to be easily removed
from the collection path using the monochromator. The g(2)HBT(τ) (without background
subtraction) for the QD under these conditions, g(2)η (τ), is shown in figure 56.
The data is well accounted for by a fit using
g(2)η (τ) =
1− (A + B)e− |τ|τA + Be− |τ|τB
~ R f (τ), (5.1)
where A and B are the amplitudes of the antibunching dip and bunching peak respec-
tively, and τA and τB are the time constants for these two features. R f (τ) is the combined
detector response function of the two detectors. Since the individual detectors have
approximately Gaussian response functions, the combined response function is also a
Gaussian, ad given by
R f (τ) = Ze
−4ln(2)
( |τ|
F
)2
, (5.2)
where Z is the amplitude and F the full width at half maximum (FWHM). In this case
F = 874ps, and we extract A = 0.94, τA = 2.97ns, B = 0.34 and τB = 6.5ns. The relatively
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FIGURE 56. Time-correlated single-photon counting (TCSPC) measurements of the QD and laser
emission, acquired using the on-chip beam splitter. The Hanbury Brown & Twiss configuration
correlates the output fields c and d, and yields a g(2)(τ) that reveals the statistics of the input
fields—the QD mode a is strongly antibunched with a deconvolved g(2)(0) of 0.94; the laser field
b is unity for all τ.
small amount of bunching and its long time-constant mean that the parameters B and
τB are quite dependent on each other, and so these cannot be pinned down with great
accuracy. We also need to characterize the resonant laser, and this is also shown in
figure 56. Ideally, as discussed in section 2.1.5.1, we should have the laser’s second-order
correlation functio g(2)α (τ) = 1 for all τ. This is indeed so, at least to within the noise
limit and time range of the experimental procedure.
5.8 Bunching and antibunching
As a slight digression, but to highlight some finer points of the g(2)(τ) measurements,
we will analyse the results of the HBT in more detail. The antibunching time constant
τA was found to be several times that of the lifetime as measured in the time-resolved
photoluminescence (TRPL) measurement of figure 53(b). This implies the antibunching
is not purely radiative, and that some other process must extend the duration between
emission events. Additionally, this, or another process causes bunching. Figure 57(a)
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shows the HBT under pulsed wetting layer excitation (500 nW), with pulses arriving
every 12.5 ns, and figure 57(b) shows a simple model to explain the observations. Firstly,
the individual peak widths are as expected from the independently measured radiative
lifetime of 1 ns convolved with the detector response. However, the peaks nearest
τ = 0 show signs of suppression, even at 12.5 ns and 25 ns. This can be modelled by
an additional non-radiative antibunching of time constant 14 ns, which implies that
most of the antibunching amplitude arises from this process. These observations are in
agreement with those of [142], who analyzed their system with a random population
model [143], where the QD may capture and lose electrons, holes, and correlated electron-
hole pairs, at different rates. In addition to the expected radiative antibunching, their
model predicts additional non-radiative antibunching for non-resonant excitation, as
here, and an additional bunching component in the case of quasi-resonant or resonant
excitation. Note also that in the experimental data, the baseline level around the central
peak close to τ = 0 is smaller than the baseline between the other peaks. This effect is
explained in [144], and there found to be inversely proportional to Trep/T1, where Trep is
the time between pulses.
Moving to a quasi-resonant CW p-shell excitation, figure 58, we indeed see pro-
nounced bunching. In [145] and [146], similar curves were obtained and explained
by random population models. The inset to the figure shows that the additional non-
radiative antibunching seen under wetting layer excitation is not present.
5.9 Laser-dot Hong-Ou-Mandel
As noted in section 2.1.7, the visibility of Hong-Ou-Mandel interference is usually
defined in terms of two measurements, g(2)HOM(τ)‖ and g
(2)
HOM(τ)⊥. In the former case the
two fields are combined at the beam splitter in such a way as to produce the maximum
possible interference; in the latter case the two fields are purposefully made completely
distinguishable so that no interference occurs. Then comparison of the two eliminates
irrelevant artefacts or confounding variables and gives us a measure of the interference
visibility V(τ).
Since distinguishability can arise through a difference in a single observable, there
are a number of ways to produce the control measurement g(2)HOM(τ)⊥. The easiest
way to make the two input fields completely distinguishable is through cross polariza-
tion. However it is not possible to do this with on-chip single-mode BSs, and so here
we detune the laser in energy to prohibit interference. So to be clear we will refer to
g(2)HOM(τ)‖ as g
(2)
HOM(τ)ON, meaning the laser is on-resonance with the QD, and g
(2)
HOM(τ)⊥
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FIGURE 57. (a) TCSPC measurement of the QD second-order correlation under pulsed wetting
layer excitation. (b) A simple model of how such a g(2)(τ) arises. Notably, although the individual
peak widths are determined by the measured radiative lifetime, the antibunching is mostly
determined by another non-radiative process.
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FIGURE 58. TCSPC measurement of the QD second-order correlation under CW p-shell excita-
tion. Inset: A zoom of the central region close to τ = 0, also showing the data from the wetting
layer excitation measurement. The bunching is more pronounced in the p-shell case, while both
the amplitude and timescale of antibunching are reduced.
as g(2)HOM(τ)OFF, meaning the laser is detuned. In the described measurements we detune
by 29 µeV, far outside the linewidth of the QD of 11 µeV, but still within the filtering
window of 90 µeV – this is important so that the coincidence count rate is not artificially
reduced due to clipping. The tuning/detuning of the laser to and from the QD was
automated to occur every 30 min, so that slow experimental drift would not affect com-
parison of the measurements. The total integration time in each case was typically tens
of hours.
The QD was excited from above with wetting layer excitation, and the laser was
coupled in through the grating of port b. Figure 59 shows the “ON” and “OFF” HOM
measurements for a QD:laser ratio η/α2 of unity, i.e. the total intensity of the laser
(proportional to α2) at the outputs was set to equal that of the QD (proportional to η).
The calculated visibility is shown in the inset, and all three datasets are accompanied by
a theoretical prediction of the respective curves. The theoretical curves arise from the
following equation [136]
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FIGURE 59. Laser-dot HOM with laser/dot intensity ratio of unity. The experimental scheme is
sketched above.
g(2)ηα (τ) =

g(2)SPS(τ)
( η
α2
)2
+
( η
α2
)(T2 + R2
TR
− 2Υ2(τ)
)
+ 1( η
α2
)2
+
( η
α2
)(T2 + R2
TR
)
+ 1
~ R f (τ). (5.3)
where, as before, R f (τ) is the detector response function and R and T are the reflectance
and transmittance of the BS, and
Υ2(τ) = γ2 cos2(φ)cos
(
∆E · τ
h¯
)
e
−
|τ|
T2 . (5.4)
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Here γ, φ and ∆E represent the spatial overlap, relative polarization, and energy differ-
ence of the QD and laser modes. Since we are dealing with single-mode waveguides,
γ and φ are assumed to be unity. T2 is the QD coherence time*. Υ(τ) is then the total
indistinguishability as a function of delay.
Comparable measurements are shown for additional η/α2 ratios in figure 510. The
laser power was adjusted in each case, so the QD excitation conditions did not change.
In general the agreement with equation (5.3) is excellent.
5.9.1 Equation analysis
Figure 511 shows the variation in maximum HOM visibility as a function of several para-
meters that enter into equation (5.3). The values used in the experiments are indicated
by red dots. It can be seen that most parameters are close to optimized for visibility, and
that improvements are mainly to be found through either reducing the detector response
time (jitter) F, or reducing the QD linewidth. This amounts to the same thing, which is to
make the interference resolvable by the detectors – and for infinitely fast detectors, any
finite coherence time will result in “perfect visibility”. So although the linewidths of the
two sources differ by several orders of magnitude, the time resolution of the experiment
is such that we can probe the mutual coherence on a timescale below that even of the
coherence time of the QD, and thus we can observe a high visibility at short delays
due to the strong temporal filtering [60]. If, for example, we were to compare the total
change in coincidence counts between “ON” and “OFF” integrated over a time range
comparable to the coherence time of the laser, we would see that the effect of this dip is
negligible.
The value obtained through equations (5.3) and (2.12b), even for complete interfer-
ence, varies depending on the QD:laser ratio η/α2. For η = α2, for example, the formula
maximally yields 23 . This approaches unity for η α2, assuming g(2)η (0)∼ 0. However,
in doing so, the actual absolute difference between “ON” and “OFF” values decreases,
and may become difficult to resolve. This is reflected in the peak and decline of the visi-
bility in panel 511(a) for increasing QD:laser ratio. Overall, the degree of interference is
proportional to higher values obtained by equation (2.12b), assuming a fixed η/α2, but is
*A difficulty arises in calculating the coherence time, since the result is different for Lorentz and
Gaussian lineshapes, and here we have a Gaussian or Voigt lineshape resulting from the wandering of
a Lorentzian. In the CW HOM experiment, assuming a Gaussian lineshape overestimates the visibility,
and wandering outside of the laser linewidth will reduce the visibility. Here we have converted the total
linewidth to coherence time using the Lorentz formula, and this gives good agreement with the experimental
data. This in turn implies that the Lorentz component contains most of the width, and so is greater than the
Gaussian wandering width.
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FIGURE 510. Laser-dot HOM with various laser/dot intensity ratios. (a) η/α2 = 2. (b) η/α2 = 1.
(c) η/α2 = 0.5. (d) η/α2 = 0.25. Figure (b) is that shown in figure 59. In the case of (a), the
deviation of the “ON” and “OFF” data from the theory may be due to an average η/α2 > 2,
because of experimental drift. The insets show the visibility of interference according to application
of equation (2.12b) to both the data and the simulated g(2)HOM(τ) curves.
not absolutely so. This is related to the fact that, according to equation (5.3), interference
of the laser with the QD leaves the laser and QD coincidence count rates unaffected. The
“1”s in the numerator and denominator arise from the laser g(2)HBT(τ) of unity for all τ.
Figure 511(i) shows that at the detuning of 29 µeV, some interference still occurs,
and so the visibility could be improved slightly by making the “OFF” measurement
more distinguishable. In figure 512 it is shown that with reduced detector timing jitter, it
would be possible to observe evidence of quantum beating in the g(2)(τ) curves at this
detuning. However these features get washed out with slower detectors, and with this
experimental system they were not visible at all.
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FIGURE 511. Laser-dot interference parameter dependence, according to equation (5.3). Unless
the independent variable, the value(s) of a particular parameter (both in these simulations and
in the experiment) is indicated by the red dots. In the case of (i), γ= 0 for the “OFF”, and the
two red dots show the δE values used for “ON” and “OFF”. It is clear that the main gains
are to be found through reducing either the QD linewidth or the detector response time. AB =
antibunching; BS = beam splitter.
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FIGURE 512. Effect of combined detector response F on HOM visibility and beating. (a) With
time resolution (1 ps) far below the QD coherence time, visibility of interference is high close to
zero delay, and beating is readily observed for non-zero δE. (b) As the detector response gets larger
(100 ps), visibility reduces and beats are washed out. (c) For the experimental time resolution
(874 ps), visibility is limited and beats are not observable.
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5.10 Other devices, quantum dots, and observations
The measurement procedure described above was also performed on another QD in
a different directional coupler device. In that case the visibility, again from equation
(2.12b), was ∼ 7% (not shown). This was as expected from the theory, given the beam
splitter ratio of 60 : 40 and, more importantly, the larger QD linewidth of 17 µeV.
Additionally, an experiment was carried out whereby the laser was input through
port d, so that it was combined with this other QD in mode a*. A measurement procedure
analogous to the HOM was then performed on the output from port a, using an off-
chip BS to enable the time-correlated single-photon counting (TCSPC). In this case we
might expect to see no difference between “ON” and “OFF”. However, as figure 513(a)
shows, this is not the case. An increased degree of bunching, or perhaps it is better
to say a reduced degree of antibunching, is observed when the laser transmission is
on-resonance with the QD. As both fields enter a single BS from the same mode, the
bunching cannot be a consequence of the HOM effect (as in [137]). More probably it is
due to the interaction of the laser directly with QD states rather than with its emission.
This is supported by the fact that the visibility of this (relative) bunching reduces as the
QD excitation laser approaches saturation, even while keeping the η/α2 ratio constant
(inset of figure 513(a)). This behaviour implies that the (relative) bunching is not related
to stimulated emission (as in [147]). An alternative explanation might be that at higher
powers the linewidth of the QD emission (or the degree of spectral wandering) increased,
however Fabry–Pérot interferometer (FPI) measurements at these powers (not shown)
show that the linewidth changed by at most a couple of µeV from 1 µW to 5 µW, and
so this is unlikely to be the cause of the decreased visibility of interference. Therefore
this observation is likely related to the charge carrier effects seen in section 5.8. As the
wetting layer power approaches saturation, the resonant laser will contribute less to the
excitation, and so the resonant bunching will be less prominent.
In figure 513(b), which is an experimental configuration analogous to that of [137],
we see bunching as expected from the HOM coalescence into an output mode. It is
interesting that the two configurations of figures 513(a) and (b) give a very similar result
for quite different reasons.
*This was initially performed as part of a QD-laser energy alignment procedure.
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FIGURE 513. g(2)(τ) data for a different directional coupler device with a different QD. The data
was obtained through the same measurement procedure as the previous figures, but with different
experimental configurations, which are shown on top. In all cases, the powers refer to that of the
wetting layer (WL) laser exciting the QD, and the resonant laser intensity is set to match the
QD. (a) The laser passes through the QD before the beam splitter. In this case we see that, unlike
the previous measurements, the “ON” measurement is more bunched than the “OFF”. HOM
bunching is not expected here, and so the observations are probably a consequence of resonant
interaction with the QD. (b) Here the statistics of one output field of a HOM experiment are
measured. The increased bunching is expected due to the coalescence of photons into the output
modes.
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5.11 Conclusion and outlook
In this chapter we have demonstrated the monolithic integration of a QD with a beam
splitter. We have seen the effect of uncorrelated electrons and holes on the g(2)HBT(τ)
resulting from recombination of the trion state, and how this differed for wetting layer
and p-shell excitation. We have demonstrated the device’s capability as both an on-chip
source of single photons and on-chip beam splitter by performing a Hong-Ou-Mandel
interference measurement. The visibility of interference was limited by detector response,
and could be improved with state-of-the-art detectors. Nevertheless, while this is true for
laser-QD interference, the important parameters for QD-QD interference are ultimately
the T2/(2T1) ratio and the long timescale spectral wandering of the single-photon
source (SPS). In the next chapter we look at these and how they both may be optimized
through the Purcell effect. In future, this will allow us to create ideal QD SPSs that are
monolithically interfaceable with on-chip beam splitter devices such as that described
here. In turn this would enable scalable on-chip LOQC circuits, suitable for advanced
quantum photonic processing networks.
However, as mentioned in chapter 3, the growth method of SK QDs results in
variation in QD energies and positions. This complicates matters when we look towards
demonstrating QD-QD interference. One alternative route is to use a train of photons
from the same QD, but with an on-chip delay instead of macroscopic delays as in current
state-of-the-art work [148]. The fabrication of a suitable delay would be greatly facilitated
with shorter QD lifetimes – in the next chapter we also show a very short lifetime through
the Purcell effect.
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ON-CHIP GENERATION AND GUIDING OF
FREQUENCY-TUNABLE COHERENT SINGLE-PHOTONS
The quantum mechanical treatment of the interaction of light and matter [68,69] produced some surprising results, namely that the scattered light can beconsidered partly coherent and partly incoherent, with each component having a
characteristic spectrum. The theory considered the scattering of a monochromatic beam
from an atom, and subsequent experiments with lasers and atoms, and more recently,
quantum dots (QDs), have confirmed the validity of this treatment and its predictions. In
this chapter, we describe and discuss the observation of coherent scattering from a QD
in a photonic crystal cavity (PhCC), which is further coupled to photonic crystal (PhC)
waveguides, enabling the on-chip guiding of the narrow-linewidth and antibunched
coherent scattered field. This work is described in [149].
6.1 Sample design
The sample we will look at consists of QDs embedded in H1 PhCCs [150] that have been
etched out of a p-i-n wafer. The two near-degenerate cavity modes are each coupled to a
PhC waveguide, allowing on-chip guiding of the cavity emission. The sample design,
structure and mounting are described in more detail below, and further information can
be found in [151, 152].
77
CHAPTER 6. RESONANT RAYLEIGH SCATTERING
(a)
(b)
FIGURE 61. (a) Side view cross-sectional schematic showing the wafer layers. Compare with
figure 62. (b) SEM top view. A H1 photonic crystal cavity is visible in the centre and the
polarizations of the primary E-field modes are indicated at the bottom right. M1 couples to the
righthand waveguide, and M2 to the top-left. Inset: Zoomed image of the modified H1 cavity.
6.1.1 Wafer
The wafer construction is shown in figure 61(a). Eleven layers are grown on top of
the GaAs substrate. The first of these is a 1000 nm thick n-doped layer that will enable
electrical connection. This is followed by an n-AlGaAs layer of the same thickness, a
layer which will be selectively etched later so that the supported layers are partially
freestanding. These membrane layers consist of p-GaAs and n-GaAs on the top and
bottom respectively, between which an electric field is produced. The central intrinsic
GaAs layer is 10 nm thick and contains the In(Ga)As QDs at its centre – these layers are
separated from the doped layers by intrinsic AlGaAs barriers, and thin doped AlGaAs
transition layers. The total membrane thickness is 200 nm.
6.1.2 Etched structures
Two-dimensional PhCs were created in the wafer by etching holes in a triangular lattice
with period a = 236 nm, where the hole radii are between 0.31a and 0.34a. In the centre
of each hexagonal PhC membrane, one hole is not etched—producing the H1—and
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two lines of holes near the waveguide are also unetched—giving the W1 waveguides.
The ring of holes closest to the H1 is also modified by shifting their position a further
0.091a from the centre, and also reducing their radii by 0.091a [150]. This improves the
confinement of light within the two transverse electric (TE)–like polarization modes
of the cavity. The waveguides are positioned so as to achieve a balance of efficient
waveguide coupling to the cavity modes and the reduction in cavity Q that results, and
they end with a grating coupler to facilitate the scattering of light into and out of the
plane. Thus a single TE-like cavity mode preferentially couples to one waveguide, and
the light is guided in the waveguide’s single TE-like mode before scattering out of the
plane. An example of the final cavity-waveguide structure is shown in figure 61(b). The
cavity modes M1 couple to the right waveguides, and their primary E-field orientation is
as indicated [151]. This polarization is further strengthened for small to medium angles
in the far-field [153]. Cavity modes M2 have an orthogonal polarization and are coupled
to the top-left waveguides.
6.1.3 p-i-n diodes
The p-GaAs and n-GaAs layers are connected to a voltage source with the aid of contact
pads and gold wire. An applied voltage creates a vertical electric field across the QD layer.
Through the quantum-confined Stark effect (QCSE), the energy of the QD transitions
may be tuned. The usable tuning range is increased through the inclusion of AlGaAs
barriers [154]. These increase the range of electric field strength that can be applied
before tunnelling out of the central QD layer occurs, and therefore they increase the
maximum usable Stark shift. The cavity modes also shift, to a much lesser extent, owing
to a small change of the refractive index with field. This in principle allows QDs to
be widely tuned into and out of resonance with cavity [155] and waveguide cavity
[156] modes. The electric field may also aid the stabilization of the charge environment,
removing the necessity of stabilization through a non-resonant laser. The band structure
under forward bias is shown in figure 62.
6.2 Initial characterization
The sample was loaded into the cryostat as shown in figure 63, and cooled to 4 K. Devices
were initially characterized using excitation above the GaAs band gap, with which it is
possible to see both the cavity modes (at higher power) and individual QDs (at lower
power). In this way we can easily find out whether or not there are bright QD lines
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FIGURE 62. Band structure of the photonic crystal membrane under forward bias, with the
cross-section taken through a QD. The QD confinement results in atom-like energy levels. The
excitation shown here is above the AlGaAs band gap.
present within the cavity, both spectrally and spatially, since the few-µm sized laser
spot ensures we only excite in the region close to the cavity. With the laser spot weakly
exciting the cavity, the bias is scanned across a wide range in order to look for the
brightening of a QD line as it moves into the cavity mode – the first obvious sign of a
coupled QD-cavity system.
Figure 64(a) shows the two cavity modes of one of the devices. Cavity mode M1 has
a Q-factor of 540 (Lorentz fit), and is centred at 1.3545 eV. Mode M2 has Q of 765 and
is located 2.58 meV to higher energy. Often a small energy splitting is present due to
fabrication errors and asymmetries in the structure, but here the large degeneracy was
by design, since the sample was originally fabricated with photon routing in mind [152].
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FIGURE 63. Experimental setup for the coherent scattering measurements. The sample is cooled
to 4 K in a bath cryostat. A continuous-wave (CW) single-mode laser travels through polarization
optics and reaches the sample with a linear polarization 45 degrees to that of the cavity modes.
A linear polarizer (LinP) in the collection path is aligned orthogonal to the excitation in order
to filter out reflected laser from the signal. After spectral filtering, a Fabry–Pérot interferometer
(FPI) scans the spectrum and the transmitted photons are detected with a single-photon avalance
diode (SPAD). GTP: Glan–Taylor prism; HWP: half-wave plate; QWP: quarter-wave plate;
VWP: variable wave plate; BS: beam splitter.
When applying a voltage of approximately 0.85 V to the sample, a bright line appears
in the centre of M1 (figure 64(b)). Investigating further, we find that it is one of the bright
states of a neutral exciton, as we will show in the next section.
6.3 Exciton fine-structure splitting and eigenstate orientation
The charge species of the studied exciton was determined by measuring the exciton
fine-structure splitting (FSS). To make this possible, the QD was Stark-tuned so that its
emission energy was between that of the two cavity modes, and excited with weak above-
bandgap excitation. Figure 65(a) shows the relative peak energy of the QD emission
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FIGURE 64. (a) Independently normalized cavity mode (blue) and quantum dot spectra (red).
The cavity mode spectra are obtained using high power above-bandgap excitation, and are seen
at orthogonal linear collection polarizations (see also figure 65(b)). Although the quantum dot
is excited with resonant laser pulses, there is little laser background (orange). (b) A colour map
of the emission intensity under lower power above-bandgap excitation as a function of bias and
emission energy. The quantum dot can be seen tuning across M1.
as a function of the angle (θ) of the collection polarization. A FSS of 19 µeV is clearly
observed, indicating that we are looking at the two orthogonally and linearly polarized
bright transitions of a neutral exciton.
Figure 65(b) shows high power spectra of the two cavity modes measured when
the polarizer is co-polarized with the M1 (blue line, θ = 168°) and M2 (orange line,
θ = 258°). Importantly, these angles are the same as those that give the maximum and
minimum QD peak energy in figure 65(a). This means that the two QD eigenstates
are co-polarized with the two cavity modes respectively, which is expected since both
the QD eigenstates and the fundamental modes of the H1 PhCCs were intended to be
aligned parallel/perpendicular to the (110) crystal axes.
This explains why we were required to tune the QD to between the cavity modes
in order to see the effect of the FSS – when centred on M1, one transition is greatly
enhanced by the cavity mode interaction, and the other will be difficult to observe. This
is true also in the following measurements, where we excite with linearly polarized
resonant laser at 45° to the cavity mode axes. The fine-structure state aligned to M2 is
detuned in energy from M2 by 2.58 meV. Therefore both the excitation efficiency and
emission enhancement are much reduced compared to the state aligned with M1. Thus
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FIGURE 65. (a) Relative peak position of the QD emission versus the angle (θ) of the detected
polarization. The peak centres are obtained from Lorentz fits. Red dashed line: sine fit. (b)
Photoluminescence spectra of the two cavity modes measured when the collection polarizer is
co-polarized with mode M1 (blue line), and mode M2 (orange line). The spectra are normalized
to the peak intensity of the M1 mode. The polarization axes of the cavity modes correspond to the
polarization axes of the exciton fine-structure states.
we are dealing with an approximately two-level system (2LS) consisting of the crystal
ground state and the bright exciton aligned with M1.
6.4 Experimental procedure for resonant excitation
measurements
The QD was excited resonantly with a continuous-wave tunable titanium-sapphire (Ti:S)
laser, with linewidth < 0.2neV. The excitation was linearly polarized and set at 45°
to the also linearly polarized cavity modes. This allows the collection polarizer to be
orientated orthogonal to the excitation—enabling optimal suppression—and 45° to the
cavity modes—allowing collection of the M1 cavity mode emission.
The emission was collected into a single-mode fiber. From there it was sent to a
spectrometer, where, after dispersing the constituent energies with a grating, it could be
observed on a charge-coupled device (CCD), or by flipping a mirror, sent to an output
slit.
When sent through the output slit, the filtering window was 90 µeV and centred on
the QD line. The beam then passes through the scanning-Fabry–Pérot interferometer
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FIGURE 66. (a) A high power (∼ 10µW) background-subtracted spectrum showing the very
large Mollow splitting. (b) The measured dependence of the splitting on laser power and the
deduced theoretical splitting from equation (2.35). At very low powers the splitting is damped
and no triplet occurs. Inset: Zoomed view of P = 0µW to P = 1µW. The powers used in the
coherent scattering measurements are indicated by vertical green lines.
(FPI), with the transmitted signal then being collected into a multi-mode fiber and
guided to a single-photon avalanche diode (SPAD), as shown in figure 63.
For the FPI measurements, a function generator sweeps the FPI cavity length, with
the start of each sweep cycle accompanied by a trigger pulse to a time-correlated single-
photon counting (TCSPC) module. The photon-counting module then time-tags the
arriving pulses from the SPAD relative to the trigger pulse. By repeating and summing
many sweeps, we produce the transmission spectrum as a function of sweep time. The
sweep amplitude was set such that several free spectral ranges (FSRs) of the cavity were
traversed. Having measured the FSR as 41.3 µeV, we could then convert the sweep times
to relative energies (spectral positions) using the multiple peaks in the FPI spectrum.
In the measurements described, a single sweep took 10 s, and 300 such sweeps were
combined. The resolution of the resulting spectra were ∼ 1µeV.
6.5 Mollow triplet and Rabi frequencies
When the resonant driving field is strong, such that (ΩR)2 γ1γ2, and the damped Rabi
frequency (equation (2.35)) becomes real, a Mollow triplet forms, as shown in Fig. 66(a).
The splitting at high powers is proportional to the square root of the power and allows
us to extrapolate the Rabi frequencies down to the low powers of the resonant Rayleigh
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scattering (RRS) regime, as shown in Fig. 66(b). Indicated in the inset of the same figure
are the excitation powers used in the following coherent scattering measurements. The
Mollow splitting is very large, and as far as we are aware, the largest reported for a
QD-cavity system. The splitting is 54.1 µeV with a continuous-wave (CW) input power
of just 1 µW thanks to a large coupling strength g (calculated in the next chapter, in
section 7.4).
6.6 Resonant Rayleigh scattering
As described in section 2.2.2.7, RRS refers to coherent scattering of single laser photons
by a 2LS, in this case a single QD exciton [70]. The degree of coherent scattering from the
QD, as with any 2LS, is highly sensitive to the T2/(2T1) ratio. The emission from a single
quantum emitter in the small Rabi frequency limit ((ΩR)2 γ1γ2) is dominated by RRS
provided T2 > T1 [70, 157–160]. These coherently scattered photons are antibunched on
the timescale of the emitter lifetime but retain the linewidth (and thus coherence) of the
laser.
6.6.1 Background subtraction
For every excitation power, the FPI measurement procedure described above was per-
formed twice, first with the QD resonant, and again with the QD detuned by about
−1 meV. This allowed us to characterize the amount of background laser. This is impor-
tant because, while the overall signal-to-background ratio (SBR) is very good, the small
amount of reflected laser background is concentrated (by definition) in the same spectral
region of the coherently scattered field. Figure 67 shows how the spectra obtained with
the QD detuned were subtracted from the QD-resonant spectra to obtain the scattered
field*.
6.6.2 Fitting the Fabry–Pérot spectra
The resulting background-subtracted Fabry–Pérot spectra consist of a series of peaks
separated by the FSR. These have two components: RRS and spontaneous emission (SE).
*This procedure would be invalid if the reflected (as opposed to QD-scattered) signal also changed due to
the presence or absence of the QD within the cavity. However separate measurements of the same QD-cavity
system at comparable powers have shown that the amount of reflected signal does not vary whether the
QD is detuned by −0.5 meV, −1 meV or −2 meV. Additionally, when using this background-subtraction
procedure for pulsed excitation measurements, the obtained signal undergoes a Rabi oscillation and is also
antibunched, implying it is indeed a result of interaction with the QD.
85
CHAPTER 6. RESONANT RAYLEIGH SCATTERING
0
500
1000
1500
2000
2500 10 nW
 
In
te
ns
ity
 (a
rb
.)
 Background
 Total
 Signal
25 nW
 
 
0
500
1000
1500
2000
2500 50 nW
 
In
te
ns
ity
 (a
rb
.)
 
100 nW
 
 
150 nW
 
 
-20 -15 -10 -5 0 5 10 15 20
0
500
1000
1500
2000
2500 300 nW
In
te
ns
ity
 (a
rb
.)
dE (µeV)
-20 -15 -10 -5 0 5 10 15 20
500 nW
dE (µeV)
-20 -15 -10 -5 0 5 10 15 20
1000 nW
  
dE (µeV)
FIGURE 67. Fabry–Pérot spectra of the scattered field as a function of excitation power. Two
spectra are taken for each power – a spectrum with the quantum dot (QD) detuned, giving
the reflected laser background (Background), and a spectrum with the QD in resonance (Total).
Subtraction of the former from the latter gives the scattered field arising from interaction with the
QD (Signal). For comparison all spectra are shown on the same linear scale.
A function consisting of the sum of three Lorentzian (for the SE) and three Gaussian
peaks (for the RRS) was fitted to the data. Here the Gaussian was used to approximate
the Fabry–Pérot instrument response function (IRF), from which the sub-IRF linewidth
coherent scatter cannot be distinguished. At low powers the SE component is spectrally
broad with negligible intensity, and the fits are therefore constrained using a linewidth
obtained from higher power measurements. At high powers the Mollow triplet begins to
form and move – this was not clearly resolvable given the large SE linewidth relative to
the FSR. Nevertheless, the fits were able to give a good estimate of the amount of signal
between the narrow RRS peaks. The multi-peak fit is essential in this regard to account
for contributions from neighbouring FSRs.
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FIGURE 68. An example background-subtracted Fabry–Pérot spectrum, showing the multi-peak
fit. The spectrum is repeated every free spectral range.
6.6.3 Coherent and Incoherent scatter
The Gaussian component of the fits corresponds to the coherent scatter (RRS), and the
Lorentz component corresponds to the incoherent scatter (SE). Thus the ratio of the
Gaussian area to the sum of the Gaussian and Lorentz areas gives the ratio of coherent
to total scatter. This is plotted as a function of power and Rabi frequency in figure 69(a).
The 500 nW and 1000 nW SE components were adjusted to account for clipping of
the signal as the Mollow side peaks approach the edge of the filtering window. At
high driving strengths (figure 69(c)), the spectrum consists of a sub-µeV (FPI resolution-
limited) component from RRS plus a broad contribution from SE which is not visible at
lower driving strengths (figure 69(b)). The errors are large at low powers chiefly because
of the difficultly of fitting this weak and spectrally broad SE component. The orange line
in (a) is a fit of equation (2.39) to the extracted ratios, which is sometimes put directly in
terms of T1 and T2 as:
IRRS
Itotal
=
T2
2T1
× 1
1+ T1T2(ΩR)2
, (6.1)
although this is no longer a dimensionless ratio because ΩR still has units of angular
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FIGURE 69. (a) Plot of the ratio of the coherently scattered laser photons (IRRS) to the total scatter
(Itotal = IRRS + ISE) as a function of Rabi frequency and CW excitation power. Orange line: Fit
using equation 6.1. (b) and (c): High resolution spectra of the QD emission under (b) weak and
(c) strong CW resonant driving, measured with a Fabry–Pérot interferometer. Red lines: Fits of
the scattered field with a function that is the sum of Gaussian (G) and Lorentz (L) peaks.
frequency. Nevertheless, it is numerically equivalent* and demonstrates that reducing T1
through a large FP value leads to an improved fraction of RRS.
The fit gives T1 = (24.6± 1.6) ps and T2 = (49.2± 5.4) ps, indicating that the emitter
has very close to lifetime-limited coherence. Figure 610 shows that the theoretical curve
is very sensitive to the values of both these quantities. The high fractions of RRS (∼ 87%)
observed at low power are only possible for an emitter operating close to the radiative
limit, i.e. T2/(2T1) ∼ 1 (figure 610(a)). Therefore the system displays a close to ideal
value of T2/(2T1). The point at which incoherent scattering begins to dominate is very
*A consequence of the relationship between lifetime and linewidth, see section 2.2.1.2.
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FIGURE 610. Experimental IRRS/Itotal (black circles) and fits with equation 6.1 (coloured lines).
(a) Illustration of the effect of reduced coherence. Here the curves have the same T1 value, and
together they show that a high fraction of coherent scatter at low power implies that the emitter
coherence is very close to the lifetime limit. For T2/T1 = 1.5 (blue curve), for example, it is not
possible to reach 80 % IRRS. (b) Illustration of the effect of varying T1 for lifetime-limited curves
(T2 = 2T1). We see that the point at which coherent scattering gives way to incoherent scattering
is strongly dependent on T1. For both (a) and (b) the orange curve is the fit shown in figure 69(a).
sensitive to T1 – with T1 = 14.6 or 34.6 ps this occurs much too late or early respectively
(figure 610(b)). This is a reflection of the fact that shorter lifetimes have higher saturation
powers.
6.6.4 Further analysis
The equation for the ratio of coherent to total scattered field is derived from the formulae
for the coherent and incoherent scatter separately, which are [161, 162]:
Pcoh =
γ1
4γ2
S
(1+ S)2
Γ1h¯ωa [W] (6.2a)
Pinc =
S(γ2 + γ2S− γ1/2)
2γ2(1+ S)2
Γ1h¯ωa [W] (6.2b)
where
S =
(ΩR)2/(γ1γ2)
1+ ∆2/γ22
, (6.3)
and ∆ is the detuning in rads−1 of the incident field from the 2LS transition energy ωa.
These are plotted in figure 611 using the γ1 and γ2 parameters obtained from the
fit in figure 69(a), alongside the values obtained from the individual components of
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FIGURE 611. The scattered field components as a function of incident field power. The coherent
scatter data (Pcoh) follows the expected trend – increasing up to P0, and decreasing thereafter.
The incoherent component (Pinc) appears to continue increasing beyond the expected point of
saturation. Also shown is the amount of laser background that was present and subtracted from
the spectra before the analysis.
the FPI fits. The data is normalized to the saturation parameter P0, which is the power
at which the coherent and incoherent components are equal, and this occurs at one
quarter of the emitter’s saturation power* Psat = 12Γ1h¯ωa [W]. For the lower powers, both
components follow the theory very closely. Above P0 however, the incoherent scatter
does not saturate as expected. It is not clear why, but one possible explanation is the
phonon-assisted excitation and emission of other states at high powers. Also shown in
figure 611 is the amount of laser background that was subtracted in each case before any
analysis was performed (cf. section 6.6.1), which at the lowest powers is negligible (0.5 %
for 10 nW).
The values and properties of the different field components are tabulated in table
61. The reflected laser can of course have incredibly high photon rates, but the statistics
are Poissonian, limiting the use in quantum information processing (QIP) applications.
The RRS retains the coherence of the laser, but with antibunched statistics. However it is
*Because of the CW coherent excitation, the maximum average population of the excited state is 12 .
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Field
component
Scattering
Linewidth
(µeV)
Coherence
time (ns)
Statistics
Max.
photon
rate (GHz)
Laser N/A 0.0002 6400 P  10
SE inelastic 29 0.046 AB ∼ 10
RRS elastic 0.0002 6400 AB  10
TABLE 61. Values and properties of the different field components involved when the CW laser
is incident upon the lifetime-limited In(Ga)As QD. The coherence times are inferred from the
linewidths. SE = spontaneous emission; RRS = resonant Rayleigh scattering; P = Poissonian;
AB = antibunched
limited to photon rates much less than that of the SE rate of the 2LS.
6.6.5 Waveguide signal-to-background and brightness
The measurements just described were obtained by collecting the emission from the top
of the cavity. However the QD-cavity system is intended as a source of on-chip photons.
We are therefore interested in the SBR and brightness in the waveguide. The first of these
can be measured from the grating coupler, since this transmits the waveguide spectrum.
Because in the waveguide no additional filter may be applied, we must look at the wide
spectrum to determine the real SBR that we obtain.
As before, we determine the SBR by comparing the spectra seen when the QD is
resonant with, and detuned from, the laser, which is centred on cavity mode M1. This
is shown for the case of cavity excitation and waveguide outcoupler collection at an
excitation power of 25 nW (ΩR/(2pi)∼ 2GHz) in figure 612. An RRS fraction of 87.4 %
was found at this driving strength. In this case, it is necessary to plot the intensity on a
logarithmic scale for the laser background peak to be visible. Comparison of the areas
of the central peaks gives a SBR of approximately 150 : 1. When the QD is resonant,
weak asymmetric sidebands corresponding to emission (dE < 0) or absorption (dE > 0)
of a longitudinal acoustic (LA) phonon followed by SE can be observed. For typical
In(Ga)As QDs, the phonon sideband may constitute ∼ 10% of the signal [163], with
the rest from the zero-phonon line (ZPL). Here, because of the cavity enhancement, the
phonon sideband is reduced to ∼ 5%. The sideband could potentially be filtered using
on-chip PhC filters (see chapter 8). Otherwise, for interference measurements, the total
spectrum SBR will be limited by its presence, in this case to approximately 20 : 1. In the
detuned case a small amount of SE from the ZPL is still observed as the QD is weakly
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FIGURE 612. Log-linear spectra of the device under weak resonant CW excitation (25 nW,
ΩR/(2pi)∼ 2GHz) when the QD is either resonant (red data) or detuned by −0.77 meV (blue
data) from the laser and M1 cavity mode. The cavity excitation / waveguide collection scheme
was used here. As this spectrum was taken with a spectrometer and CCD (as opposed to the FPI)
it is not possible to resolve the RRS and SE components as they are both resolution-limited by the
instrument.
excited via LA phonon emission [164].
In order to determine the brightness in the waveguide in this regime where RRS is
dominant, we measured the count rate under the same conditions as those in figure
612. To do this, a single SPAD was connected directly to the first collection fiber, and
a count rate of 66.0± 0.8 kHz was observed. The total system collection efficiency of
0.58 % (table 62) leads to an estimated waveguide count rate of 11.5± 0.4 MHz at this
high RRS fraction. Higher count rates are possible at the sacrifice of coherence. However
it should be noted that the CW driving cannot produce on-demand single photons.
6.7 Discussion and summary
Antibunched coherent scattering is a uniquely quantum effect. With QDs, it allows
on-chip generation of antibunched single photons with a coherence time significantly
exceeding the radiative limit of the SE process. The high photon coherence and cavity-
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Element Efficiency Photons (/µs) Notes
Waveguide - 11.50
Extraction 0.14 1.610
FDTD; Amount reaching objective
from outcoupler
BS 0.50 0.805 Measured
LP 0.84 0.676 Measured for co-polarized input
SM fiber 0.23 0.156 FDTD
SPAD 0.43 0.067
Quantum efficiency at QD wave-
length
Total 0.0058 0.067
TABLE 62. Measurements and simulations of optical element collection and transmission effi-
ciencies enable calculation of the waveguide brightness.
enhanced photon emission rate renders these photons ideal for on-chip applications
such as probabilistic logic gates [165, 166] and generating distant entanglement between
spins [167, 168]. However, the RRS limit of (ΩR)2 γ1γ2 means that even if the laser
is modulated to produce optically triggered single photons, the emission probability
per laser pulse is < 10% [169]. On-demand operation is possible only with pi-pulse
excitation (see below).
Here we have observed an RRS fraction of (87.4± 11.1) %, with a calculated waveg-
uide count rate of 11.5 MHz and a SBR > 150 : 1. Thus we have shown how to produce
highly coherent and antibunched on-chip single photons.
The high degree of coherent scattering implies that the emitter SE coherence is
close to lifetime-limited. This is achieved even though the QD is located in a H1 cavity,
close to many surfaces which can negatively affect coherence. The Purcell effect has
mitigated such dephasing by reducing the emission lifetime far below the timescales
of the dephasing processes. In terms of QD-QD Hong-Ou-Mandel (HOM) interference,
a T2/(2T1) ratio of unity is not sufficient. The long-time coherence of the emission is
also important. That is to say that the emission must remain indistinguishable for the
entire time that the train of photons is produced for interference. In this regard, the high
Purcell factor would also be of benefit since it increases the lifetime-limited linewidth,
and therefore decreases the effect of spectral wandering. In the FPI measurements, no
wandering (within the FSR) was resolvable over periods of 50 min, a time corresponding
to > 1014T1. This is discussed further in the next chapter.
This chapter has focused on the coherent scattering from the system. Other measure-
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ments of the same device are in agreement with the conclusions. In the next chapter we
meet the double pi-pulse resonance fluorescence (DPRF) technique, a novel method to
measure ultrashort lifetimes. That obtains a value of T1 = (22.7± 0.9) ps, in agreement
with the value extracted from the coherent scattering fits. Thus we have also been able to
determine a value for T1 which is at the limit of state-of-the-art detectors and methods.
In summary, coherent scattering of laser light from a QD embedded in a H1 PhCC
was observed. The effect of the cavity was to reduce the excited state radiative lifetime
such that the effect of pure dephasing was mitigated. In terms of coherent scattering, the
QD then behaves as a lifetime-limited 2LS with a high emission rate of 1/T1 =∼ 40GHz.
The QD-cavity system is coupled to PhC waveguides, and the coherent scattering is
guided on-chip with low background.
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A WAVEGUIDE-COUPLED QUANTUM DOT–CAVITY SYSTEM AS
AN ON-CHIP SINGLE-PHOTON SOURCE
So far we have looked at the interference of photons produced when a quantumdot (QD) is excited non-resonantly (in chapter 5), and the coherent scatteringthat results from weak resonant excitation (chapter 6). Both of these were under
continuous-wave (CW) operation. In this chapter we examine issues related to pulsed
excitation and thus a QD’s use as an on-demand single-photon source (SPS) [170–172].
We do this through simulations based on the master equation developed in section
2.2. First we look at issues which may affect the measurement of state lifetimes. We
then consider resonant excitation dynamics and a novel technique to measure very
short lifetimes beyond the reach of conventional methods. In doing so we discover the
influence of pulse area and duration on experimental Rabi oscillations and multi-photon
emission. We use the lifetime to calculate the QD-cavity parameters. Lastly we consider
the coherence of the source and its relation to Hong-Ou-Mandel (HOM) interference
visibility.
7.1 Sample
The sample that provides the experimental data in this chapter is the same as that in
chapter 6. In fact we will be looking at the very same QD-cavity system. Again we excite
with a laser spot in the region of the cavity, and collect the scattered field from either the
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cavity or the outcoupler.
7.2 Lifetime of a single-photon source
In the context of single-photon generation, an important quantity of a light source is its
radiative lifetime, since this determines its maximum emission rate. However, a QD is
not the ideal two-level system (2LS) that we looked at in chapter 2. Like electrons in an
atomic system, excitons may be excited up several discrete energy levels before reaching
a quasi-continuum of states. Additionally, phonons in the solid-state environment are on
hand to add or remove quanta of energy, allowing evolution through transient “virtual
states”. We therefore have to be careful when we talk about the lifetime of the emitter,
and be clear whether we mean the lifetime of the radiative state, or the lifetime of an
evolution through several states, should that be applicable.
In the previous chapter we obtained the value of T1 through analysis of the relative
contribution of coherent and incoherent scatter to the signal field. This was possible be-
cause the close to ideal T2/(2T1) ratio made the switch between coherent and incoherent
regimes obvious. In less ideal cases, this may not be so clear, and additionally we would
like independent verification of the T1. Usually T1 is obtained through a time-resolved
photoluminescence (TRPL) measurement, as in chapter 5. We will now examine this
technique and some potentially confounding factors in its application.
7.2.1 TRPL with resonant and non-resonant excitation
If we excite an emitter with a short pulse, and filter the photoluminescence of a specific
transition, we can obtain the TRPL curve for a single transition. In the simplest case
this curve shows a mono-exponential decay with a decay constant τPL = 1/Γr. With the
addition of non-radiative decays the situation becomes more complex. If there is a fast
non-radiative channel, so that Γnr Γr, the decay may still be single-exponential with
τPL = 1/Γnr. This illustrates that, although we measure only radiative events, we don’t
necessarily only measure the radiative lifetime, and so the time-resolved measurement
really probes the time-dependent occupation of the excited state.
The TRPL curve may be further modified by evolution through additional states.
Figure 71(a) shows the TRPL curves obtained when collecting the emission at the QD
wavelength, and exciting either resonantly or above the band gap of GaAs. Also shown
is an ensemble measurement of QDs outside the cavity. Considering first of all the
above-bandgap measurements, the lifetime is reduced inside the cavity, as expected.
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FIGURE 71. (a) TRPL for different excitation energies of the QD in the cavity. A measurement
of a QD ensemble outside the cavity is also shown. (b) Simulations of TRPL for a 3-level system.
When exciting resonantly (orange curve), a fast rise and decay at the Purcell-enhanced rate (here
T1 = 23ps with Fp = 42) is observed. For excitation via a higher energy state | f 〉 (red curve) we
see a slower rise and a decay rate of 100ps, i.e. the decay rate in this case is determined by the
slow filling rate of the state. If we turn off the Purcell enhancement to make the |X〉 decay time
945 ps, and again fill the state via the now relatively fast decaying third higher level (blue curve),
we see a very slow rise but what we measure at long times is again the true |X〉 radiative decay
time. Inset: Energy level diagram.
However the decay is bi-exponential, with approximately equal decay components of
time constants 100 ps and 320 ps, much longer than the T1 determined in the previous
chapter for the same QD-cavity system. Under resonant excitation, we obtain a curve
close to the instrument response function (IRF). The mono-exponential decay (ignor-
ing IRF tail) shows a convolved time constant of 46 ps, and therefore in much closer
agreement to the expected T1.
By considering a simple 3-level system—adding a state | f 〉 above |X〉—we may
illustrate why this occurs. The effect on the time-resolved |X〉 dynamics when exciting
via this third higher energy state | f 〉 is shown in figure 71(b). We use the master equation
(2.47), but with an additional collapse operator to allow | f 〉→|X〉 decay at a rate Γ f1 =
1/T f1 , where T
f
1 is the lifetime of the higher state. The excited population depends on
the rate that it is filled (Γ f1) as well as its decay rate (Γ1). With resonant pulses (exciting
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|0〉→|X〉 directly via the cavity mode), a fast rise and decay at the Purcell-enhanced
rate is observed. When exciting |X〉 via |0〉→| f 〉 with T f1 > T1, the observed decay
rate of the |X〉 population τPL is determined by the filling rate of the state, Γ f1 , rather
than the Purcell-enhanced decay rate Γ1. For T
f
1  T1, the TRPL curve approaches the
resonant case. Also shown is the case without a cavity (FP = 1), which is analogous to
the ensemble measurement. Since T f1  T′1, the filling of the state does not significantly
affect the TRPL curve.
Thus, a TRPL measurement will determine the radiative transition rate and hence
Purcell factor only when the radiative rate is the slowest process in the excitation-
emission cycle. If the population transfer from the excited to ground state is not the
fastest process in the excitation-emission cycle, we may not be able to measure Γ1 at
all, even in the case that it arises from a mono-exponential decay. For slow filling of
the excited state, the radiative emission acts as a probe for the rate at which the state
is filled, and we have τPL = T
f
1 , although a mono-exponential decay would again be
a signature of a special case where one filling channel is dominant. This explains the
observed difference in the TRPL decay rate observed under above-bandgap and resonant
excitation shown in figure 71, in the case of slow carrier relaxation. Although we measure
only radiative events, we observe the time-dependent occupation of the excited state
due to all processes.
7.2.2 Resonant TRPL simulation and convolution
Having determined that the resonant excitation gives the true T1, we can examine the
resonant TRPL curve in more detail. Since the curve is comparable to the IRF, it is clear
that we must deconvolve the system response. The IRF is primarily a Gaussian of width
82 ps. However in this case it cannot not be modelled as a Gaussian because the detector
displays a non-negligible tail, which, while of small amplitude, has a long time constant.
Therefore the master equation simulation (red curve, figure 71(b)) was convolved with
the measured IRF obtained by using a sub-ps pulse (dashed line, figure 71(a)). The
results of this procedure are shown in figure 72, and it is in good agreement with the
experimental data. However this is obviously not ideal, and we would prefer not to
operate so close to the limit of the detector, for reasons of both ease and accuracy of
measurement, and to give more confidence in the result. In the next section we will look
at resonant excitation dynamics and a new technique more suitable to this regime.
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FIGURE 72. TRPL data for a resonant pi-pulse, and a master equation simulation of the system
convolved with a measured IRF.
7.3 Resonant dynamics
In order to investigate the new technique of double pi-pulse resonance fluorescence
(DPRF) it will be necessary to understand more about coherent resonant excitation, and
in particular pi-pulses. We will see that multiple emission events may complicate matters
for non-negligible pulse durations.
7.3.1 Rabi oscillations and pi-pulses
One of the features of resonant excitation is that it is a coherent excitation process. This
means that the excitation field and 2LS are directly coupled such that population may
transfer between the two at the coupling frequency. If the system is without loss, an
initially excited 2LS will transfer all its population to the field, which will then transfer
the population back to the 2LS. These oscillations are known as Rabi oscillations [173,
174]. For CW excitation, the population constantly cycles between the ground and excited
states, giving a time-averaged excited population of 12 . With short pulses the field is
transient, and the oscillation is turned on only for a short time. Thus we can transfer the
populations to whatever state we please by controlling either the power or duration of
the pulse. In other words, all pulses of equal “area” in the parameter space of intensity
and duration affect the populations in an equivalent way. As we will see, this is not
true for systems with finite decay. The pulse area is defined as the integral of the Rabi
frequency (equation (2.24)) over time [54, p. 179]
Θ= 2
µ
h¯
∫ ∞
−∞
E(t)dt. [rad] (7.1)
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FIGURE 73. Experimental Rabi oscillation showing six emission maxima and mimima.
Its units of radians highlight that a particular pulse area causes the system to oscillate
between the ground and excited states, eventually stopping at Θ radians.
An experimental pulsed Rabi oscillation is a series photoluminescence (PL) measure-
ments for different pulse areas*. This is shown for our QD-cavity system in figure 73. We
see that pulse areas of odd-multiples of pi give maximum emission through inversion of
the ground population to the excited state, perhaps multiple times. Even-multiples end
the cycle with the population in the ground state. Interestingly, no excitation-induced
dephasing [175] is observed even for very high areas. Now, it may be assumed that the
first maximum of emission is the pi-pulse in the sense of equation (7.1), i.e. under direct
exciton driving, a pulse of pulse area Θ= pi will produce this maximum of emission. If
this is so, we can simulate the experimental maximum with a pulse area of pi. We will
show that because of the possibility of multiple emission events, this is not necessarily
the case.
First let us look at what happens when we drive the 2LS with a pulse area of pi for
different pulse durations. This was simulated using equation (2.47) and solved via the
Monte Carlo method, with the results shown in figure 74. Pn gives the probability that,
as a result of the pulse, we will count n photons (assuming perfect detection efficiency).
So P0 means the probability that we will see zero photons, P1 one photon, etc. We see in
*Because of the factor of 2 that appeared in equation (2.24), the pulse area to swap the populations is
pi/2, rather than pi, as in the common terminology where the factor of 2 is not used. To avoid confusion, in
this chapter all discussion and values are given in terms of the more common terminology by multiplying
all Θ by 2.
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FIGURE 74. Monte Carlo simulations. (a) Photocount probabilities as a function of pi-pulse
E-field duration TP, given in units of T1. As TP increases, the emission becomes increasingly
dominated by higher photon numbers. (b) Expected photocounts and g(2)HBT(τ = 0), as calculated
from the Pn in (a).
(a) that as the pulse gets longer, we get an increasing probability of multiple emission
events per pulse. The effect of this is shown in (b) – the number of emissions per pi-pulse
E[n] becomes greater than 1, and the g(2)HBT(τ = 0) increases significantly, to the detriment
of the SPS. E[n] and g(2)HBT(τ = 0) are calculated directly from the emission number
probabilities in (a) through [176, 177]
E[n] =
∞
∑
0
nPn, (7.2)
and (recalling equation (2.9)),
g(2)HBT(τ = 0) =
∑∞0 n(n− 1)Pn
E[n]2
. (7.3)
Note that these formulae are in direct correspondence to those for Fock state pho-
ton number distributions. This correspondence is valid because for the experimental
conditions, a 2-photon emission event is not distinguishable from two single-photon
emissions. Now we must question whether the multiple emission events per pulse affect
our analysis of experimental results. In figure 75, in order to see the effect clearly, we
show an extreme case where the pulse duration TP = 1.76T1. Pn, E[n], and g
(2)
HBT(τ = 0)
are plotted as before in (a) and (b), although now as a function of pulse area Θ. E[n] cor-
responds to what would be observed in an experimental Rabi oscillation. We see several
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FIGURE 75. Simulations with pulse duration TP = 1.76T1. (a) Emission number probabilities as
a function of pulse area. (b) Expected number of photo-emissions from the system (E[n]), and
calculated g(2)HBT(τ = 0). (c) Time-dependent state occupations with Θ = 5pi (d) Normalized
E[n] compared to normalized integrated occupations.
deviations from the ideal. The minima are greatly reduced, and the second maximum
is greater than the first. The maxima and minima do not occur at pulse areas which
are multiples of pi, but are shifted to higher areas. Looking at (a), the reason for this is
the increasing multiple emission probability and the divergence of the P1 maxima from
the P0 minima. Experimentally then, for non-negligible pulse durations, it is technically
incorrect to refer to the pulse power which gives the first maximum in the oscillation
as the pi-pulse. In (c) is shown the time-dependent occupation for the the final pulse
power in (a) and (b), i.e. Θ= 5pi. The coherent population transfer cycle is visible, and is
damped by the spontaneous emission of the excited state. Since in these simulations the
2LS is excited directly, it has a larger population than the cavity into which it decays. As
(d) shows, integrating either the exciton or cavity populations is equivalent to calculating
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FIGURE 76. The principle of the DPRF technique shown via master equation simulations of the
system with two 0.26T1 pi-pulses. The total occupation probability is minimum around ∆t = 7 ps
when the pulses just separate and can effectively populate and depopulate the state. The total
population recovers exponentially with a time-constant given by the emitter lifetime.
E[n]. In these models pure dephasing or excitation-induced dephasing was not included,
since experimentally we can observe Rabi oscillations which have no dephasing (figure
73).
7.3.2 Double pi-pulse resonance fluorescence
The very short lifetime of the QD-cavity system necessitated the development of a new
high time-resolution measurement technique. This technique, DPRF, developed by Dr
Alistair Brash, Dr Luis Martins, and Dr Feng Liu, is based on the coherent population
transfer that we have just examined. In order to develop a clearer understanding, the
technique was simulated using the master equation (2.47).
The basic principle is illustrated in figure 76, where the time dynamics of the excited
state |X〉 are shown for several inter-pulse separations ∆τ. The first pi-pulse* has the
effect of moving the population of the 2LS from the ground to the excited state, where it
*For convenience we will continue to refer to the pulses which cause the first maximum in the experi-
mental signature as pi-pulses. However in all cases with pi-pulse simulations, a Rabi oscillation has been
simulated and the power at the first maximum taken as the pi-pulse. For short pulses the discrepancy is
small.
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FIGURE 77. Monte-Carlo simulations of the DPRF technique. The black curve shows the expected
counts E[n]. The other curves show the composition of the expected counts in terms of emission
number probabilities. The simulations reveal that the expected signal recovers on the timescale of
the emitter lifetime, regardless of pulse duration. (a) The pulse duration TP is 0.04T1. (b) TP =
0.26T1, and the red points refer to the pulse separations depicted in figure 76, which was obtained
with the same parameters.
will then decay spontaneously if left alone. A second pi-pulse inverts the populations
when it arrives. If we filter out the reflected excitation field, then, the intensity of the
detected light will be proportional to the total population of the excited state over the
course of the two pulses.
The main features of DPRF are determined by the emitter time-constant T1 =
1/(Γ1FP), the pulse duration TP, and the ratio of the two. The maximum instantaneous
population inversion due to a single pi-pulse is proportional to T1/TP. Thus the max-
imum depopulation due to the second pi-pulse is also proportional to T1/TP, and the
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point at which this occurs is determined by TP, since at ∆τ = 0 the pulses combine to
give a
√
2pi-pulse. However, upon separation of the pulses, the recovery of the signal is
determined only by T1. As such, one can obtain the emitter lifetime even with TP > T1
provided one fits away from the region where the pulses overlap temporally. Experi-
mentally, some additional noise may be seen around ∆t = 0 due to interference between
the pulses as they are combined in the optical setup.
Again using the Monte Carlo method, we simulate the emission number probabilities
as a result of the two pulses. This is repeated for different inter-pulse separations. Figure
77 shows the emission number probabilities for different pulse separations and the
average total number of emissions per trajectory E[n]. Separations indicated by red dots
in (b) refer to those shown in figure 76. Close to ∆τ = 0, P0 dominates, and for ∆τ 0,
P2 is greatest. Except very close to zero, P1 is very low – showing that in general the
pi-pulses either both create a photon each or else cancel each other out. In (a), with a
very short pulse, E[n] = 2 for large ∆τ, as expected for two pi-pulses. For the simulated
pulse duration in (b), where TP = 0.26T1, there is a reasonable probability of multiple
emissions for each pi-pulse, and so the expected count is noticeably larger than two for
large pulse separations.
Figure 78(a) shows the experimental result. The value obtained for T1 is (22.7±
0.9) ps, in agreement with the coherent scattering value, but with less uncertainty.
A simple exponential-dip fit to the experimental data is enough to extract the value.
The measurement was repeated for several QD-cavity detunings, figure 78(b), with
the dependence as expected for cavity Purcell enhancement. The pi-pulse power as a
function of QD-cavity detuning (not shown) has a very similar dependence, showing
that there is a field enhancement for excitation as well as emission, and so is evidence
that we are pumping through the cavity mode. In the next section the system parameters
are further analysed.
7.4 Dipole-cavity coupling strength, position and orientation
Now that we have determined T1, we may calculate the dipole-cavity coupling strength,
position and orientation. For zero QD-cavity detuning and for perfect dipole positioning
and orientation, the Purcell factor is given by equation (2.45). Q (and κ) are known
from the high-power photoluminescence measurement shown in figure 64(a), and Vm is
taken from finite-difference time-domain (FDTD) simulations approximating the real
fabricated system rather than the ideal H1 value (giving 0.63 rather than 0.39 (λ/n)3).
These Q and Vm values give the ideal FP for the fabricated cavity as 65. h¯g can then
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FIGURE 78. (a) DPRF measurement at zero QD-cavity detuning. (b) Lifetime (and Purcell
factor) dependence on QD-cavity detuning.
be calculated to be 169 µeV for the ideal FP (i.e. for ideal coupling), and 135 µeV for
the measured QD-cavity system value of FP = 42. Then, using the ensemble lifetime of
QDs outside the cavity to obtain the emission rate before enhancement Γb1 = 1/T
b
1 , and
rearranging equation (2.16) to get:
|~µ12|=
√
3pih¯ε0
Γb1c
3
nω3
, [Cm] (7.4)
we obtain the QD dipole moment |~µ12|= 27.6 Debye. Combining with equation (2.42),
and knowing that for the measured Purcell factor we have 135 µeV, where the maximum
is 169 µeV, it follows that |~e(~r0) ·~µ|2 /|~µ|2 = 0.82, i.e. the spatial overlap and alignment
of the QD dipole and the cavity mode is ∼ 80% ideal. This high degree of coupling is
supported by both the very short lifetime (and associated relative brightness) and the
very large Mollow splitting, discussed in section 6.5. The large cavity loss does however
prevent the system entering the strong-coupling regime, i.e. vacuum Rabi-splitting.
Recall that this occurs when equality (2.43) holds – a condition not satisfied for this g and
γ until Q > 2500 and FP ∼ 200. The system thus remains in the weak coupling regime
despite the large coupling strength.
In general we want κ/2 > g  γ1 in order to obtain a highly coherent on-chip
single-photon source, for the following reasons:
• g γ1 – cavity draws photon out of the system much faster than it naturally
decays.
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FIGURE 79. Emission number purity versus pulse repetition rate under coherent excitation.
• κ/2≫ γ1 – cavity mode decays much much faster than the free dipole.
• κ/2> g – system remains weakly coupled.
When these conditions are all met, we obtain maximum extraction of coherent single-
photons from the system. The spontaneous emission rate is greatly enhanced, and
the photons escape the cavity rather than being trapped. We avoid the vacuum Rabi
doublet and maintain a 2LS. The device reported here meets these conditions and has
h¯{2κ, g,γ1}= {2510,135,0.7} µeV.
7.5 Emission number purity
The double pulse simulations also highlight a point concerning emission number purity.
As the blue line in figure 77 shows, the probability of two emissions increases with
pi-pulse separation on a time scale determined by the emitter lifetime. For negligibly
short pulses
P2 = 1− e−
∆τ
T1 . (7.5)
For ∆τ = 5T1 the “two-emission” purity is 99.3 %. By extension, very high emission
number purity per pulse under N sequential pi-pulses requires separations much longer
than the emitter time constant. This therefore puts a stronger requirement on emitter
lifetime for high pi-pulse repetition rates. This is shown in figure 79 for a typical QD with
lifetime 1 ns, and for this cavity-enhanced QD with lifetime 22.7 ps. While we have been
considering coherent excitation, it is in general true and a consequence of the random
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nature of spontaneous emission (SE). There is a limit to how much a random emission
process can be made truly on-demand – but it is obvious that a higher emission rate is
better.
7.6 Multi-photon emission and multiple emission events
In the above discussion on lifetimes, the average emission time was determined. For
a single-photon source under CW driving we expect one photon, on average, every
emission lifetime. The single-photon state is shown by a CW g(2)(τ) which is zero at
zero delay. Multi-photon emission is characterized by a non-zero g(2)(τ = 0). However,
under pulsed excitation, as is required for on-demand operation, we have seen that we
may get more than one photon per pulse. This could be true even in the case that the
CW g(2)(τ = 0) = 0, i.e. we may get multiple single-photon emission events. Therefore it
is necessary to use short pulses to avoid multiple emission events*. However this may
lead to other problems, as we will now discuss.
Although we approximate our pulse as monochromatic, a real pulse of finite temporal
width has a finite spectral width. The intensity temporal FWHM ∆t is related to the
spectral FWHM ∆ f through [178]
∆t =
K
∆ f
, [s] (7.6)
where K is a constant that varies depending on the pulse shape. For a Gaussian pulse
K = 2ln(2)/pi ≈ 0.441. Experimentally then, to reduce the pulse duration, we must
increase the spectral width. This means that we have a trade-off between the incident
pulse’s degree of transience Dt and its degree of resonance Dr with respect to the 2LS dipole.
Taking Dt = T1/∆t and Dr = ∆ν/∆ f , where ∆ν is the lifetime-limited linewidth in linear
frequency, we see that
DtDr =
1
4ln(2)
. (7.7)
Thus for a Gaussian pulse with duration equal to the emitter lifetime, so that Dt = 1, the
spectral width is almost three times that of the emitter. If the pulse is spectrally matched
to the emitter, so that Dr = 1, the pulse duration will be almost three times the emitter
lifetime. A spectrally broad pulse may only result in a reduced excitation efficiency,
however it does have the potential to increase the laser background and/or excite other
unwanted states, both of which contribute photons that are detrimental to interference
experiments.
*This has been confirmed by recent and ongoing measurements with this device.
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In the previous chapter, the signal-to-background ratio (SBR) was seen to be very
good, even in the waveguide. This is somewhat surprising, because the excitation de-
pendence on the QD-cavity detuning described above implies we are primarily exciting
through the cavity mode. As the system is weakly coupled, we should therefore expect
to see many cavity photons, but we do not. Work is ongoing to understand how we can
simultaneously operate in the regimes of weak coupling, cavity driving, and high SBRs.
7.7 Coherence and indistinguishability
We determined in the previous chapter that for this system T2/(2T1)∼ 1. This shows that
the coherence of the emission is close to lifetime-limited, or in other words there is little
homogeneous (Lorentzian) broadening beyond the natural linewidth. This is necessary
for the production of indistinguishable photons. We have seen at the beginning of the
chapter that the lifetime of the emission may be dependent on the excitation, since
evolution through additional states may be slow. In fact slow relaxation will also reduce
the indistinguishability of HOM interference, especially for large Purcell factors [179].
Thus for optimum indistinguishability we may require resonant excitation in addition
to the cavity-enhanced radiative decay rate.
A further condition that arises in practice is that the central wavelength of emission
should be stable. Changes in the charge environment can cause the line to move around
in energy, a process known as spectral wandering or spectral diffusion [139–141]. This
results in inhomogeneous (Gaussian) broadening, reducing the energy overlap of photon
wavepackets, and leading to a decreased degree of interference. Spectral diffusion may
also present itself by causing the absorption spectrum (section 2.2.2.5) to display a larger
linewidth than the incoherent emission spectrum, even for weak driving fields.
7.8 Pulsed Hong-Ou-Mandel
The HOM interference measurement is in many ways a good test of an emitter’s merit as
a SPS for linear-optical quantum computing (LOQC), since it is the fundamental building
block of many algorithms. More specifically we mean a pulsed HOM, since we require
on-demand operation. Does an interference visibility of unity then imply an ideal SPS?
In short, no. Recalling equation (1.2), the source quality is the product of the extraction
efficiency per pulse, the indistinguishability, and the single-photon purity. A perfect
HOM tells us nothing of the efficiency, since it is a normalized correlation function. It
does tell us that the single-photon purity is ideal, and that multiple emissions do not
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FIGURE 710. Pulsed HOM with 2 ns pulse separation, every 13 ns. Obtained by Dr Alistair
Brash and Catherine Phillips.
occur during the pulse. As for the indistinguishability, the story is more complicated.
While unity interference visibility implies perfect indistinguishability, it implies so
only between the two photons that interfere. This means that these two photons are
lifetime-limited, i.e. T2/(2T1) = 1, and indistinguishability is maintained over a time
corresponding to the HOM time delay. Typically time delays might be nanoseconds, and
the SPS may be subject to spectral wandering over longer timescales. Even if T2/(2T1) = 1
is maintained, photons compared over these timescales will become distinguishable in
energy [61, 180–182]. Thus the HOM only tells us the degree of indistinguishability on
the timescale of the experimental delay.
A pulsed HOM is shown for the QD-cavity system in figure 710. It is filtered at the QD
wavelength (with bandwidth 55 µeV). The raw visibility is 81.5%. Correcting for interfer-
ometer imperfections we find that the (filtered) visibility at the level of the SPS is 89.4%.
Accounting for multiple photon emissions [128, 183] (mostly from a non-negligible pulse
duration) the visibility is ∼ 94%. This implies that the indistinguishability at 2 ns delay
is ∼ 94%, and that T2/(2T1) ∼ 0.94, in agreement with the value deduced from the
resonant Rayleigh scattering (RRS) in the previous chapter. The filtering in this case re-
moves the phonon sideband, which detrimentally contributes photons to the coincidence
counts. It may also filter out an amount of wandering. The measurement is obtained
from the outcoupler, demonstrating an on-chip, highly coherent, and on-demand SPS.
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Work is ongoing to optimize the excitation parameters in order to improve the HOM
visibility, and learn more about the operation as a source of quantum fields and photons.
7.9 Conclusion
In this chapter we have looked at the QD-cavity system under pulsed excitation. We have
analysed TRPL measurements and seen how complications may arise, and be solved,
when determining the emission rate in this way. A new technique to measure very
short lifetimes beyond conventional methods was investigated. We have simulated how
multiple emission events per pulse might confound simulations and experiments and
how to avoid them. Finally we have looked at the system as an on-chip, highly coherent,
and on-demand SPS through a pulsed HOM. Work continues in order to optimize the
experimental conditions and learn as much as possible about the system’s functioning
as a SPS. When this is complete, we can begin integrating the improved sources with the
other circuit elements, such as the beam splitter of chapter 5. In the next chapter we look
at the preliminary integration of other key components of a LOQC circuit.
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EXTENDING AND SCALING THE ON-CHIP III-V PLATFORM
So far we have looked at a number of experiments integrating on-chip sources, cav-ities, waveguides and beam splitters. In this chapter we will discuss preliminarywork towards integrating the remaining essential components, and other efforts
to improve the scalability of the platform. Firstly we look at the integration of on-chip
detectors in the form of NbTiN nanowires. Then we look at the benefits of creating
directional couplers in a p-i-n diode wafer.
8.1 Superconducting nanowire single-photon detectors
An important addition to the optical computing architecture are on-chip detectors.
At present the quantum light is generally collected off chip by a lens and guided to
standalone tabletop detectors. In the past these have been photo-multiplier tubes, which
were superseded by single-photon avalanche diodes (SPADs), which in turn are in the
process of being superseded by superconducting nanowire single-photon detectors
(SNSPDs). In this section we will look at some efforts to integrate this new technology in
the III-V nanobeam waveguide system.
8.1.1 NbTiN nanowire detectors
Thin films of niobium-titanium nitride (NbTiN) display type-II superconducting be-
haviour [184]. When such a film absorbs a photon, a small resistive hotspot forms. By
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FIGURE 81. A sketch of a superconducting nanowire hairpin single-photon detector on a sus-
pended nanobeam waveguide. Bottom right: A simulation of the amount of light abosrbed from
the waveguide into the detector (University of Glasgow). Top left: A colourized SEM image of a
NbTiN hairpin on a GaAs waveguide.
patterning the film into wires with nanoscale dimensions, and holding the nanowires
well below the critical temperature, but just below the critical current, the hotspots
trigger a sequence of events that leads to a resistive barrier across the entire width
of the nanowire. The change from a superconductive to resistive state can be used to
trigger an output electrical pulse, and in this way the nanowire may be used as a SNSPD
[185]. The time-resolution is typically tens of picoseconds. The critical temperature of
the nanowires reduces relative to the original film, but can still be above liquid helium
temperatures [186], and the devices can display high efficiency at telecommunication
wavelengths [187].
8.1.2 Superconducting nanowire single-photon detectors on waveguides
In our III-V architecture, light is guided along single-mode waveguides. We would like
to detect this with high efficiency at the end of the circuit, rather than scatter it off chip
and incur significant signal losses. For this reason the direct integration of detectors
with waveguides is strongly desirable. One approach is to place a nanowire atop the
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waveguide [188, 189], where absorption from the waveguide into the nanowire as the
light propagates triggers detection events. Simulations indicate that a NbTiN nanowire
threaded just 10 µm into a nanobeam GaAs waveguide results in approximately 100 %
absorption from the waveguide mode, figure 81.
In collaboration with Prof. Robert Hadfield’s Quantum Sensor group at the University
of Glasgow, we investigated the functioning of NbTiN nanowire detectors on suspended
nanobeam waveguides composed of GaAs and containing quantum dots (QDs). The
wafer was grown at the National Epitaxy Facility in Sheffield and a 7 nm thick NbTiN
film was deposited on top by StarCryo. The remaining steps were performed at the
National Epitaxy Facility as well as at the James Watt Nanofabrication Centre in Glasgow.
Several patterning-etching cycles are required – first the NbTiN is patterned and etched,
then the GaAs, and finally the AlGaAs is removed. In practice the alignment of the
nanowire on a waveguide presents a significant fabrication challenge. This is especially
true if they are placed on thin single-mode suspended nanobeams.
An SEM image of one of the completed devices and its wafer structure is shown in
figures 82(a) and (b). In this case the waveguides had a length of 15 µm, and a width of
500 nm to more easily align the detector and waveguide. Four devices were studied—
arbitrarily labelled North, East, South, West—with two having threading lengths of
5 µm (East and South), and two having 10 µm lengths (North and West). In general the
presence of the threaded nanowire caused the nanobeam to bend vertically, possibly due
to strain. This was not found to alter the functioning of the waveguide or detector.
As an initial test, we looked at the optical absorption of the detectors. These measure-
ments were performed in a flow cryostat. Instead of electrical readout, the waveguides
had a grating coupler at each end. One waveguide had a nanowire, the “absorber”
waveguide, and another was a normal waveguide, the “control”. By exciting QDs with a
HeNe laser in the region of the input coupler, as shown in figure 82(c), and performing a
raster scan of the device, we were able to determine the amount of light that was being
absorbed into the detector material. An example series of raster scans is shown in figure
82(d).
A 900 nm longpass filter ensures that the signal is from the QD ensemble, as shown
in 83(a) for one waveguide. Figure 83(b) shows the percentage transmission through
the absorber relative to the control waveguide. The values are first normalized to the
signal seen at the input waveguides. For both 5 µm and 10 µm detector lengths, the
transmission is between 2 and 3 %. Figure 83(c) shows that the signal at the input
is generally slightly higher in the absorber than the control, perhaps indicating that
reflection accounts for a small amount of the decreased transmission. Even allowing for
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FIGURE 82. (a) An SEM image of one of the devices, consisting of three waveguides, two of
which have a NbTiN nanowire, and one of which is a full detector. (b) Wafer structure of the
sample. (c) Sketch of a device, indicating the position of the HeNe excitation used for the raster
scans. (d) QD photoluminescence raster scans of the “East” device waveguides, logarithmic scale.
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FIGURE 83. (a) Spectra of the QD emission from the input and output coupler of the “control”
waveguide of the East group. (b) Transmission through the “absorber” waveguides relative to
their corresponding controls, after normalization of the waveguides’ outputs relative to their
inputs. (c) Signal at the input of the absorbers relative to the corresponding controls.
this, the absorption is >90 %. This analysis uses the maximum values obtained in the
raster scan – if integrated areas are used instead (not shown), the transmission values are
virtually unchanged, falling between 2 and 3.5 %, and there is no indication of reflection
within the uncertainty. The almost total absorption of the waveguide field is in good
agreement with the simulations shown in 81. Additional measurements (not shown) with
a resonant laser confirm the result, and no noticeable difference in the optical absorption
is seen when comparing measurements at “4 K” and “25 K”, temperatures that are at
either side of the superconducting transition temperature of the NbTiN nanowire.
Not every absorbed photon will result in a detector pulse. An important figure-of-
merit is the overall system detection efficiency (SDE), which in this case can be said to
be given by the ratio of photons entering the waveguide to counts from the detector.
In Glasgow, measurements with a laser coupled into the waveguide showed a SDE of
6.7 %, much better than SDEs obtained when coupling off-chip to tabletop detectors (cf.
table 62).
8.1.3 Integration with directional coupler and filters
Next we were interested in utilizing the detectors in a device which would enable a fully
on-chip g(2)(τ) measurement. Building on the design of the device reported in chapter 5,
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we replaced the two output gratings with two NbTiN SNSPD detectors. The device is
shown in figure 84(a). As before, the output arms were elongated to minimize detection
of laser scatter. If the supercritical point drying step of the fabrication is successful,
devices of this size should remain suspended. However, if the drying is non-ideal, or
the sample is subsequently stressed for whatever reason, it helps to have additional
supports. Here we used regions of photonic crystal (PhC) waveguides as supports for
the nanobeams, as shown in figure 84(a) and (b).
In the off-chip detection system, there is typically a filter (such as a monochromator)
which is used to remove light outside the spectral region of interest. Here we required
an on-chip alternative. Zofia K Bishop simulated and measured nanobeam PhC cavities
[190] for use as on-chip waveguide compatible filters. Such filters display a trade-off
between bandwidth and transmission – a higher Q cavity will act as a narrower filter, but
it will also trap and scatter more light into unwanted modes. As such, we used “three-
hole” filters that had a photonic bandgap of several hundred meV, and a transmission
bandwidth in the middle of this of around 5 meV – enough to isolate a single QD, but still
sufficiently transmissive (around 50 %) to be able to perform correlation measurements.
Any loss in transmission would be more than compensated for by the fact that we can
avoid the severe losses associated with extracting light off the chip and through tabletop
optics. A filter was etched into one of the input arms of each device (figure 84(b)). In
principle one could excite the QDs non-resonantly or quasi-resonantly, and the filter
will transmit only a single QD’s emission through to the directional coupler and the
detectors. Of course the QD needs to be sufficently spectrally isolated from the rest of
the QDs, and its emission needs to be resonant with the filter.
In order to readout from the detectors, radio frequency coaxial cable ran from the
outside of the insert tube down to the sample mount. The cables were then linked to the
detector contact pads via gold wires (figure 84(c)). When cooled to ∼4 K, output pulses
could be observed due to stray light, showing that the detectors were below the critical
temperature and biased below the critical current. Unfortunately, problems with the
piezostages required removing the sample, and subsequent attempts failed to recreate
these conditions. It is possible that the sample degraded. It is also possible that the
equilibrium temperature at the sample failed to reach ∼4 K, and so the superconducting
transition could not be crossed. This work, while incomplete, has made steps toward
furthering the capabilities of the GaAs suspended nanobeam architecture with integrated
detectors [191].
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Detectors PhC waveguide PhC lterDirectional coupler Grating coupler
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(c) (d)
FIGURE 84. (a) An SEM image of a device. (b) Zoom of region indicated by the red rectangle in
(a). PhC = Photonic crystal. (c) Photo of the chip. Gold wires extend from the detectors to bond
pads, which are in turn connected to radio frequency cable. (d) Averages of hundreds of output
pulses from one of the detectors (University of Glasgow).
8.2 Diode directional couplers
In this section we look at ways of evolving the directional coupler device of chapter 5
along other directions, by etching the design into a p-i-n wafer. This creates the possibility
of electrically exciting the QDs and also the possibility of tuning the emission energy.
8.2.1 Electroluminescent single-photon source
In the measurements previously described, the single-photon source (SPS) was excited
optically. A laser was focused onto the region of a single QD, and an obvious barrier
to scalability seems to be the need for a bulky laser and external optics for each QD.
One way around this is with on-chip demultiplexing, so that one QD acts as a source for
many interfering photons [148], or alternatively many QDs may be excited with on-chip
microlasers [192].
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(a) (b)
FIGURE 85. (a) Design of the electroluminescent directional coupler devices. (b) Optical image
of fabricated device illuminated solely by the electroluminescence.
Yet another possible solution is to excite the QDs electrically, where the optical
emission is then referred to as electroluminescence (EL). By applying a strong field
across the device, excitons are created that can fall into the potential well. It is in general
much easier to excite locally in multiple locations using electrical contacts rather than
optical beams, meaning many QDs dispersed across a single chip could be harnessed.
The mechanism by which the dots are usually excited is in many ways equivalent
to above-bandgap optical excitation – electrons and holes flow in the conduction and
valence bands of GaAs and cascade down to form the quantum dot exciton state |X〉 –
and so the doorway is open to a variety of decoherence mechanisms. For this reason two-
photon interference (TPI) experiments with electrical excitation, even if cavity-enhanced
[193], have reported relatively low levels of interference.
However it is possible to bias devices such that resonant tunnelling occurs into single
QD states [194]. So although narrow linewidths have been observed with non-resonant
electrical injection [129, 195], in order to attain truly transform-limited dots it may be
necessary to use (quasi-)resonant electrical excitation within a carefully designed and
cleanly fabricated structure.
The electroluminescent directional coupler (DC) device was fabricated using a wafer
of similar composition to that shown in figure 61. Working with Dominic Hallett, EL has
been observed and characterization of the single-photon source and directional coupler
functionality has begun. Figure 85 shows the device design and an optical image of the
device illuminated by its own EL.
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8.2.2 Stark-tunable interference
The work in chapter 5 was presented as an iterative step towards on-chip QD-QD
interference. Another forward step could be to show the same effect but via tuning
of the QD through the quantum-confined Stark effect (QCSE). The tuning of the QDs
is likely to be of high importance when we come to QD-QD interference, where we
must overcome the variability of Stranski–Krastanov (SK) QDs. In chapters 6 and 7 we
investigated a diode system, and the QD was tunable across a range of several meV,
about one hundred times its linewidth. Integrating multiple independent diodes within
a single device will allow the tuning of multiple QDs into resonance.
If the QDs are in relatively low-Q cavities, the Purcell enhancement may be main-
tained over a wide range. This is enabled by the fact that the QDs tune much further than
the cavity modes for a given applied field. However this also means that the cavities may
not be tuned into resonance with one another by this method. One possibility is to use
gas deposition to change the cavity size, however this will not easily be implemented for
multiple cavities on the same chip – without some way of isolating individual cavities
they will all shift together. For this reason it will be highly desirable for the cavities to be
fabricated with little variation in mode energy.
For the sample investigated in chapters 6 and 7, of 19 cavities, with and without
waveguides, 11 show clear cavity modes below the longpass filter threshold of 1.3778 eV.
Of these 11, the higher energy cavity polarization mode has a mean position of 1.3642 eV
with an average absolute deviation from the mean of 7.0 meV. The orthogonally po-
larized lower energy cavity mode has a mean position of 1.3612 eV with an average
absolute deviation from the mean of 7.7 meV. The separation between the two modes has
a mean value of 3.8 meV with an average absolute deviation from the mean of 1.5 meV.
Variation tends to correlate with spatial position, rather than for example between those
with and without waveguides, suggesting that the variation is primarily due to fabrica-
tion gradients. For a cavity adjacent to the one studied in chapters 6 and 7, the mode
energies differ by only 0.3 meV and 0.7 meV respectively, so that both the higher and
lower polarization modes of the two adjacent cavities overlap.
It has previously been shown that it is possible to fabricate photonic crystal cavity
(PhCC) samples where cavities differ on average by no more than a few meV [196]. Here
we have seen that neighbouring QD–cavity systems may differ by less than the mode
linewidths, and as technology advances this consistency will no doubt become more
readily achievable. The mode overlap is made less difficult by the use of relatively low-Q
cavities. However, if post-fabrication cavity tuning is required, then microelectrome-
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chanical systems (MEMS) devices may be employed as a solution [197].
8.2.3 Tuning the splitting ratio
Using MEMS devices, it becomes possible to control the properties of traditionally static
components such as beam splitters and filters. For the work considered here, the primary
advantage of this would be in the ability to compensate for random variations or defects
in fabrication. Then a beam splitter could be adjusted to the required splitting ratio, and
a filter’s spectral and transmissive properties may be tuned exactly to where it is needed.
Additionally, one could use the devices to dynamically switch between two sources or
modes.
8.3 Conclusion
In this chapter we have looked at ways of extending the III-V platform further. The
inclusion of PhCs and SNSPDs can provide on-chip filters and detectors, and etched
diode structures enable electrical excitation and tunability of the circuit components.
This work is not yet complete, but it shows some clear paths towards the goal of on-chip
linear-optical quantum computing (LOQC) in the III-V architecture.
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SUMMARY AND OUTLOOK
In this thesis, we have looked at several experiments to increase the understandingof, and make steps towards, integrated III-V semiconductor circuits for quantuminformation processing. In this chapter we summarize the work, and look at what
can be done in future to make further progress.
9.1 Quantum dots as single-photon sources
The key requirement for any quantum photonic circuit is a means to produce quantum
states of light. As such, much of this thesis has focused on improving and demonstrating
quantum dots (QDs) as on-chip sources. In chapter 6, through observation of coherent
scatter and two-photon interference, we looked at how a cavity may be used to improve
the coherence of the QD single-photon source (SPS). We observed a very short lifetime
due to a large Purcell enhancement, and found that this greatly mitigated the effect of
nanostructure related dephasing. On-demand operation was explored in chapter 7. It
was seen that the lifetime may be dependent on the type of excitation used, a fact which
has important implications for the coherence. Resonant excitation avoids additional
states and their complications, but also introduces a greater experimental challenge. We
have also seen a new technique to measure very short lifetimes beyond the range of
conventional methods, and explored the effect of excitation pulse duration on key SPS
properties.
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9.2 Component integration
Having explored how best to create quantum states of light in a single-mode waveguide
using QD and QD-cavity systems, we then want to integrate the sources with the other
essential components of linear-optical quantum computing (LOQC). In chapter 5 we
integrated a QD SPS with a beam splitter in the form of a directional coupler. We verified
its functionality through Hanbury Brown & Twiss (HBT) measurements and on-chip in-
terference measurements between QDs and a laser coupled into the device. Further steps
towards extending the platform were detailed in chapter 8. Most ambitiously we began
designing, manufacturing and testing devices that should allow completely on-chip
g(2)(τ) measurements. These devices consisted of QD SPSs, directional coupler beam
splitters, nanobeam photonic crystal (PhC) cavity filters, and NbTiN superconducting
nanowire single-photon detectors (SNSPDs).
9.3 Future work
In chapter 8 we also described some preliminary steps towards adjustable and reconfig-
urable III-V circuits. These could include tunable sources, tunable beam splitters, delays
and filters. Having obtained valuable information on how to improve the QDs capabili-
ties as an on-chip on-demand SPS, we can further optimize the QD-cavity system seen
in chapters 6 and 7, and integrate this with the directional coupler devices of chapters 5
and 8. The device would then resemble that shown in figure 91(a), and be a major step
towards scalable LOQC circuits, as sketched in 91(b).
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FIGURE 91. (a) A model of a device that would allow fully on-chip g(2)(τ) measurements to be
performed (Dr Rikki Coles). (b) An artist’s impression of a LOQC circuit, giving some idea of
how the circuits are constructed from a high density of a few base components (23i.co.uk).
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