Abstract. In this paper, we introduce and study an explicit hybrid relaxed extragradient iterative method to approximate a common solution to generalized mixed equilibrium problem and fixed point problem for a nonexpansive semigroup in Hilbert space. Further, we prove that the sequence generated by the proposed iterative scheme converges strongly to the common solution to generalized mixed equilibrium problem and fixed point problem for a nonexpansive semigroup. This common solution is the unique solution of a variational inequality problem and is the optimality condition for a minimization problem. The results presented in this paper are the supplement, improvement and generalization of the previously known results in this area.
Introduction
Throughout the paper unless otherwise stated, let H be a real Hilbert space with inner product ·, · and norm · . Let C be a nonempty, closed and convex subset of H.
Recall that a mapping T : C → C is said to be nonexpansive if T x − T y ≤ x − y , ∀x, y ∈ C. A family ℑ := {T (s) : 0 ≤ s < ∞} of mappings from C into itself is called nonexpansive semigroup on C if it satisfies the following conditions: (i) T (0)x = x for all x ∈ C; (ii) T (s + t) = T (s)T (t) for all s, t ≥ 0; (iii) T (s)x − T (s)y ≤ x − y for all x, y ∈ C and s ≥ 0; (iv) for all x ∈ C, s → T (s)x is continuous.
The set of all the common fixed points of a family ℑ is denoted by Fix(ℑ), i.e., Fix(ℑ) := {x ∈ C : T (s)x = x, 0 ≤ s < ∞} = 0≤s<∞ Fix(T (s)),
where Fix(T (s)) is the set of fixed points of T (s).
Recall that a mapping f : C → C is said to be weakly contractive [15] if
where ψ : [0, +∞) → [0, +∞) is a continuous and strictly increasing function such that ψ is positive on (0, +∞) and ψ(0) = 0. If ψ(t) = (1 − k)t, then f is said to be contractive with constant k > 0. If ψ(t) = 0, then f is said to be nonexpansive.
The fixed point problem (in short, FPP) for a nonexpansive semigroup S is: Find x ∈ C such that (1.1)
x ∈ Fix(S).
Next, we consider the following generalized mixed equilibrium problem (in short, GMEP): Find x ∈ C such that (1.2)
F (x, y) + Ax, y − x + φ(y, x) − φ(x, x) ≥ 0, ∀y ∈ C,
where F : C × C → R and φ : C × C → R, R is the set of all real numbers, be nonlinear bifunctions. The solution set of GMEP(1.2) is denoted by Sol(GMEP(1.2)). If A = 0, then GMEP(1.2) reduces to the generalized equilibrium problem (in short, GEP) of finding x ∈ C such that (1.3)
F (x, y) + φ(y, x) − φ(x, x) ≥ 0, ∀y ∈ C.
The solution set of GEP(1.3) is denoted by Sol(GEP(1.3)). If A = 0 and φ = 0, then GMEP(1.2) reduces to the equilibrium problem (in short, EP) of finding x ∈ C such that (1.4) F (x, y) ≥ 0, ∀y ∈ C, which has been studied by Blum and Oettli [1] . If F = 0 and φ = 0, then GMEP(1.2) reduces to the classical variational inequality problem (in short, VIP) of finding x ∈ C such that (1.5) Ax, y − x ≥ 0, ∀y ∈ C.
An operator B : H → H is said to be strongly positive if there exists a constantγ > 0 such that Bx, x ≥γ x 2 , ∀x ∈ H. In 2006, Marino and Xu [11] introduced the following implicit and explicit iterative methods based on viscosity approximation method for fixed point problem (FPP) for a nonexpansive self mapping T on H:
(1.6)
x t = tγf (x t ) + (I − tB)T x t , and (1.7) x n+1 = α n γf (x n ) + (I − α n B)T x n , where f is a contraction mapping on H with constant α > 0, B is a strongly positive self-adjoint and bounded linear operator on H with constantγ > 0 and γ ∈ (0,γ α ). They proved that the net (x t ) and the sequence {x n } generated by (1.6) and (1.7), respectively, both converge strongly to the unique solution of the variational inequality (B − γf )z, x − z ≥ 0, ∀x ∈ Fix(T ), which is the optimality condition for the minimization problem
where h is the potential function for γf . Recently, Ceng et al. [3] introduced and studied the following explicit iterative scheme for FPP for a nonexpansive mapping T :
where P C is a metric projection on C and µ > 0. In 2008, Plubtieng and Punpaeng [13] introduced and studied the following implicit iterative scheme to prove a strong convergence theorem for FPP(1.1):
where (x t ) is a continuous net and (s t ) is a positive real divergent net. In 2010, Cianciaruso et al. [5] introduced the following implicit and explicit iterative methods for approximating a common solution of EP(1.4) and FPP(1.1) for a nonexpansive semigroup S = {T (s) : 0 ≤ s < ∞}:
where (s t ) and (r t ) are the continuous nets in (0, 1); and
where {α n }, {s n } and {r n } are the sequences in (0, 1). Very recently, Xiao et al. [15] introduced and studied the following implicit iterative scheme and obtained strong convergence theorem for EP(1.4) and FPP(1.1):
Motivated by the work of Ceng et al. [3] , Xiao et al. [15] , Cianciaruso et al. [5] , Kazmi et al. [8, 9, 10] , and by the ongoing research in this direction, we suggest and analyze an explicit hybrid relaxed extragradient iterative method for approximating a common solution to generalized mixed equilibrium problem and fixed point problem for a nonexpansive semigroup in Hilbert space. Further, we prove that the sequence generated by the proposed iterative scheme converges strongly to the common solution to generalized mixed equilibrium problem and fixed point problem for a nonexpansive semigroup. This common solution is the unique solution of a variational inequality problem and is the optimality condition for a minimization problem. The results and method presented here improve and generalize the corresponding results and methods given in [5, 9, 10, 15] .
Preliminaries
We recall some concepts and results which are needed in sequel. The symbols → and ⇀ denote strong and weak convergence, respectively, I denotes the identity operator on H.
For every point x ∈ H, there exists a unique nearest point in C denoted by P C x such that (2.1)
x − P C x ≤ x − y , ∀y ∈ C.
The mapping P C is called the metric projection of H onto C. It is well known that P C is nonexpansive and satisfies
Moreover, P C x is characterized by the fact P C x ∈ C and (2.3)
This implies that
In a real Hilbert space H, it is well known that
for all x, y ∈ H and λ ∈ [0, 1]. It is also known that every Hilbert space H satisfies:
(1) Opial's condition [12] , i.e., for any sequence {x n } with x n ⇀ x the inequality (2.6) lim inf n→∞ x n − x < lim inf n→∞ x n − y holds for every y ∈ H with y = x; (2) (2.7)
x + y 2 ≤ x 2 + 2 y, x + y , ∀x, y ∈ H;
(ii) α-strongly monotone, if there exists a constant α > 0 such that
(iii) β-Lipschitz continuous, if there exists a constant β > 0 such that
Lemma 2.1 ( [7] ). Let C be a nonempty, closed and convex subset of a strictly convex Banach space E and let T be a nonexpansive mapping from C into itself with Fix(T ) = ∅. Then Fix(T ) is closed and convex.
Definition 2.2. Let E be a nonempty subset of a Hausdorff topological vector space X and conv(E) denote the convex hull of E. Then a multivalued mapping G : E → 2 X is said to be a KKM map if, for every finite subset
. Let E be a nonempty subset of a Hausdorff topological vector space X and let G : E → 2 X be a KKM map. If G(x) is closed for all x ∈ E and is compact for at least one x ∈ E, then ∩ x∈E G(x) = ∅.
Lemma 2.3 ([2]
, Demiclosed principle). Let H be a real Hilbert space, C be a closed and convex subset of H and let S : C → H be a nonexpansive mapping. Then I − S is demiclosed at y ∈ H, i.e., for any sequence {x n } in C such that x n ⇀x ∈ C and (I − S)x n → y, we have (I − S)x = y.
Lemma 2.4 ([11]
). Assume B is a strongly positive linear bounded operator on a Hilbert space H with coefficient γ > 0 and 0 < ρ ≤ B −1 . Then I − ρB ≤ 1 − ργ.
Lemma 2.5 ([14]
). Let C be a nonempty bounded closed and convex subset of H and let ℑ = {T (s) : 0 ≤ s < ∞} be a nonexpansive semigroup on C. Then for any h ≥ 0,
Lemma 2.6 ( [16] ). Assume that {a n } is a sequence of nonnegative real numbers such that a n+1 = (1 − γ n )a n + δ n , n ≥ 0, where {γ n } is a sequence in (0, 1) and {δ n } is a sequence in R such that (i)
Then lim n→∞ a n = 0.
Lemma 2.7 ([4]
). Let {λ n } and {β n } be two sequences of nonnegative real numbers and let {α n } be a sequence of positive real numbers satisfying the conditions ∞ n=0 α n = ∞ such that either lim sup n→∞ βn αn = 0 or ∞ n=0 β n < ∞. Let the recursive inequality
be given, where ψ(λ) is a continuous and strict increasing function for all λ ≥ 0 with ψ(0) = 0. Then λ n converges to zero, as n → ∞.
Existence of solution of GEP(1.3)
First, we have the following assumptions.
Assumption 3.1. Let F and φ satisfy the following conditions:
(
is weakly upper semicontinuous; (4) For each x ∈ C, y → F (x, y) is convex and lower semicontinuous; (5) φ(·, ·) is weakly continuous and φ(·, y) is convex; (6) φ is skew-symmetric, i.e.,
Now, we define T r : H → C as follows:
where r is a positive real number. Now, we prove some properties of the mapping T r which lead the existence and uniqueness of solution to GEP(1.3).
Theorem 3.1. Let H be a real Hilbert space; let C be a nonempty, closed and convex subset of H. Let F, φ : C × C → R be nonlinear mappings satisfying Assumption 3.1. Let for each z ∈ H and for each x ∈ C, there exist a bounded subset D x ⊆ C and z x ∈ C such that for any y ∈ C \ D x ,
Let the mapping T r be defined by (3.1). Then the following conclusions hold:
(ii) T r is single-valued; (iii) T r is firmly nonexpansive mapping, i.e., for all z 1 , z 2 ∈ H,
) is closed and convex.
Proof. (i). Let x 0 be any given point in C. It is sufficient to show the existence and uniqueness of solution of the following auxiliary problem (in short, AP) of
For each fixed y ∈ C, we define
We observe that for each y ∈ C, G(y) is nonempty since y ∈ G(y).
We prove that G is a KKM map. Suppose that there exists a finite subset {y 1 , y 2 , . . . , y n } of C and α i ≥ 0, for all i = 1, 2, . . . , n with
By making use of Assumption 3.1, we have
which is a contradiction. Hence, G is a KKM map. Note that G(y) w (the weak closure of G(y)) is a weakly closed subset of C for each y ∈ C. Moreover, for each x 0 ∈ C, there exist a bounded subset D x0 ⊆ C and z x0 ∈ C such that, for any
and hence G(z x0 ) w is weakly compact. Thus, it follows from Lemma 2.2 that
Letx ∈ ∩ y∈C G(y) w . Now, we prove that G(y) w = G(y) for each y ∈ C, i.e., G(y) is weakly closed. Let x ∈ G(y) w and {x m } be a sequence in
Since φ is weakly continuous and F is upper semicontinuous then
This implies that x ∈ G(y). Hence, G(y) is weakly closed. Consequently, x ∈ ∩ y∈C G(y). Therefore,x ∈ C is a solution of AP. Thus T r (z) is nonempty for each z ∈ H.
(ii) Since, for each z ∈ H, T r (z) = ∅, let x 1 , x 2 ∈ T r (z) and hence
Taking y = x 2 in (3.2) and y = x 1 in (3.3) then on adding, we have
Since F is monotone and φ is skew-symmetric, we have 1
Since r > 0, we have
Taking y = x 2 in (3.4) and y = x 1 in (3.5) then on adding, we have
By using the monotonocity of F and the property of φ, we have 1
Since r > 0, therefore
i.e., (3.6)
Thus T r is firmly nonexpansive-type mapping.
(iv) Let x ∈ Fix(T r ). Then we have
and so
Thus x ∈ Sol(GEP(1.3)). Let x ∈ Sol(GEP(1.3)). Then we have
Hence x ∈ Fix(T r ). Thus Fix(T r ) = Sol(GEP(1.3)).
(v) Since T r is firmly nonexpansive, T r is also nonexpansive. Hence, it follows from Lemma 2.1 that Sol(GEP(1.3)) = Fix(T r ) is closed and convex.
Next, we prove the following lemma.
Lemma 3.1. Let F and φ satisfy Assumption 3.1 and let the mapping T r be defined by (3.1). Let x 1 , x 2 ∈ H and r 1 , r 2 > 0. Then
Proof. For any z 1 , z 2 ∈ H and r 1 , r 2 > 0, let x 1 = T r (z 1 ) and x 2 = T r (z 2 ) for some x 1 , x 2 ∈ C, we have
and (3.8)
Taking y = x 2 in (3.7) and y = x 1 in (3.8), then on adding, we have
Using monotonocity of F and skew symmetricity of φ, we have
which implies that
This completes the proof.
Explicit hybrid relaxed extregradient iterative method
We prove the strong convergence of the sequences generated by an explicit hybrid relaxed extregradient iterative scheme for solving GMEP(1.2).
Theorem 4.1. Let H be a real Hilbert space and let C be a nonempty, closed, and convex subset of H. Let F, φ : C × C → R be nonlinear bifunctions satisfying Assumption 3.1. Let f be a weakly contractive mapping with a function ψ on H; let A : H → H be α-inverse strongly monotone operator; let B : H → H be a strongly positive bounded linear operator with coefficient γ > 0, and ℑ = {T (s) : s ≥ 0} be a nonexpansive semigroup on C. Assume that Γ := Fix(ℑ) ∩ Sol(GMEP(1.2)) = ∅. For any 0 < γ ≤ γ, let the sequence {x n } generated by the following iterative schemes:
where {α n }, {β n } are the sequences in (0, 1) and {r n }, {t n } are sequences of positive real numbers satisfying the following conditions:
Then the sequence {x n } converges strongly to z * ∈ Γ which uniquely solves the following variational inequality
Proof. Since α n → 0 as n → ∞, we may assume, with no loss of generality, that
Further, we estimate
Now, we estimate
By induction,
Thus {x n } is bounded and hence {y n }, {z n }, {u n }, {f (x n )}, {B(z n )} are bounded.
Next, we estimate
T (s)u n ds. Now, we estimate
Thus, from (4.9), we have
Using (4.12) in (4.11), we have
Using (4.13) in (4.8), we have
Since lim inf n→∞ r n > 0, ∃ b > 0 such that r n > b. Hence (4.16) reduces to
Thus,
where
and hence by conditions (i)-(iv), we observe that Σ ∞ n=0 ξ n < ∞. By Lemma 2.7, we have (4.17) lim
Next, we show lim n→∞ T (s)x n − x n = 0. First, we estimate
Since lim n→∞ α n = 0, lim n→∞ β n = 0, {x n }, {u n }, {f (x n )} and {T (s)u n } are bounded, therefore (4.18) lim
Thus, by (4.17) and (4.18), we have
Using (4.19) and (4.21) in (4.20), we have
Now, we prove that lim n→∞ u n − x n = 0. Using Lemma 2.4 and (2.7), we estimate
Using firmly nonexpansivity of T r n , we estimate
(using (4.4) and (4.6)) Now, we estimate
(using (4.5))
Hence,
where Again, we have
(using (4.3))
Using 0 < lim inf n→∞ r n ≤ lim sup n→∞ r n < 2α, α n → 0 as n → ∞ and (4.17) in above inequality, we have
From (4.23), we have
(using (4.25)) Therefore,
Taking n → ∞ and using (4.26), (4.17) and α n → 0 in above inequality, we have
Therefore,
Taking n → ∞ and using (4.26), (4.27), (4.17), (4.28) and α n → 0 as n → ∞ in above, we have
Using (4.28) and (4.30) in above inequality, we have
Further, it follows from (4.19), lim n→∞ u n − x n = 0, and lim n→∞ β n = 0 that
Since {x n } is bounded, there exists a weakly convergent subsequence {x n k } of {x n }, say x n k ⇀x. Then it follows from (4.30) that there exists also a weakly convergent subsequence {y n k } of {y n } such that y n k ⇀x. Now, we show thatx ∈ Sol(GMEP(1.2)) ∩ Fix(ℑ). First, we show that x ∈ Fix(ℑ). Assume thatx ∈ Fix(ℑ). Since x n k ⇀x and T (s)x =x, from Opial's condition (2.6), we have lim inf
which is a contradiction. Thus, we obtainx ∈ Fix(ℑ). Next, we show thatx ∈ Sol(GMEP(1.2)). The relation y n = T r n (x n − r n A(x n )) implies that F (y n , y) + φ(y, y n ) − φ(y n , y n ) + 1 r n y − y n , y n − (x n − r n A(x n )) ≥ 0, ∀y ∈ C, φ(y, y n ) − φ(y n , y n ) + 1 r n y − y n , y n − x n ≥ F (y, y n ) + A(x n ), y n − y , ∀y ∈ C, using monotonicity of F .
Hence, φ(y, y n k ) − φ(y n k , y n k ) + y − y n k , y n k − x n k r n k (4.31) ≥ F (y, y n k ) + A(x n k ), y n k − y , ∀y ∈ C.
For t, with 0 < t ≤ 1, let y t = ty + (1 − t)x ∈ C. Then from (4.31), we have A(y t ), y t − y n k ≥ A(y t ) − A(y n k ), y t − y n k − φ(y t , y n k ) + φ(y n k , y n k )
Since A is α-inverse strongly monotone then it is 1 α -Lipschitz continuous and monotone. Again since y n k − x n k → 0 then A(y n k ) − A(x n k ) → 0. Further, since φ is weak continuous and F is weak lower semicontinuous in second argument, then above inequality implies that This implies thatx ∈ Sol(GMEP(1.2)). We claim that z * is the unique solution of the variational inequality (4.1). First, we show the uniqueness of the solution to the variational inequality |t n −t n−1 | t n < ∞; Then the sequence {x n } converges strongly to z * ∈ Γ which uniquely solves the following variational inequality (B − γf )z * , z * − z ≤ 0 for any z ∈ Γ.
Proof. It is on similar lines of proof of Theorem 4.1, and hence omitted.
