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Abstract
Charge density wave (CDW) is a many-body state of matter in which both lattice and
electron density are modulated by a new periodicity. CDW features discrete translational symmetry
breaking, and mostly occurs in low-dimensional materials. Although CDW behaviors have been
found in many materials, the underlying mechanism and the driving forces of CDW transition are
still unclear. In particular, the origin of CDW in two-dimensional materials, especially in layered
transition metal dicalchogenides (TMDCs), may be distinct from that in one-dimensional materials.
In this dissertation, the CDW transition in VSe2, a layered TMDC material, is explored.
Density functional theory (DFT) calculations were performed on bulk VSe2, and the calculated
results of spin-polarized band structure, density of states (DOS) and Fermi surface, along with
phonon dispersion relation and phonon DOS are presented. Experimentally, both single- and poly-
crystalline VSe2 samples were investigated by means of electrical resistivity, Seebeck coefficient,
Hall coefficient/Hall angle, magnetic susceptibility, heat capacity and thermal conductivity mea-
surements. The anomalies of these physical properties across CDW transition temperature are
studied and discussed. The experimental results indicate that the CDW in VSe2 is weak, and only
a small portion of Fermi surface is gapped during the transition. The comparison with three other
CDW materials sheds light on the different origins of CDW formation in TMDCs.
Additionally, anomalies are found at very low temperatures in the heat capacity and electri-
cal resistivity measurements of both single- and poly-crystalline VSe2. The anomaly in heat capacity
is presumably due to Schottky heat capacity caused by the nuclear spin of V atoms.
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At the core of condensed matter physics is the exchange of energy and (both linear and
angular) momentum quanta between the charge, lattice, spin and orbital degrees of freedom in the
spatial and temporal domain. In particular, electron is the fundamental particle of utmost im-
portance for condensed matter physics. The interplay among electrons and the interplay between
electrons and other quantum particles (quasi-particles) give rise to a wide variety of exotic behaviors,
such as charge density waves (CDW) [1–4], spin density waves [5, 6], the Kondo effect [7], super-
conductivity [8–12], polarons [13, 14], and polaritons [15–17]. This dissertation will be focused on
the study of CDW, which is generally a ground state of material that consists of a periodic charge
density modulation as well as a periodic lattice distortion (PLD) [18].
CDW, along with many collective many-body quantum states, can be regarded as a result of
spontaneous symmetry breaking. For instance, liquid to solid phase transition involves infinitesimal
translational symmetry breaking; ferromagnets break rotational symmetry; and the superfluidity as
well as superconductivity are related with the U(1) symmetry breaking. CDW is no different, where
original discrete translational symmetry is broken with the formation of superstructures. In this
dissertation, the CDW transition in a layered transition metal dichacogenides (TMDCs) material,
VSe2, is studied. Firstly, in this chapter, the concept and origin of CDW will be briefly introduced.
1
1.1 The Peierls Transition and the Kohn Anomaly
The origin of CDW is still controversial and under debate. Nevertheless, the concept itself
originates from R. Peierls’ prediction [19] of the instability in the electronic ground state of an
ideal one-dimensional (1-D) metallic chain, namely the Peierls instability. Peierls pointed out that,
a 1-D linear chain of atoms with periodic atomic spacing a is unstable at low temperatures, and
will undergo a lattice distortion. The resulted new periodicity ra then creates energy gaps in the
electronic band structure at the wavevectors k = ρπra , which is analog to the energy gaps at Brillouin
zone boundaries. Here ρ = ±1,±2, ...,±(r − 1) and r is an arbitrary positive number, and could
be either non-integers (for incommensurate CDW) or integers (for commensurate CDW). Fig. 1.1
illustrates the atom chain and electronic band structure before and after the distortion. The average
of the energies across the idstortion induced gap is still the same as the original. Therefore, only
in the case that the band below the gap is filled and above the gap is empty, there will be a net
reduction in the total energy. This condition is satisfied in electronic band structure of metals, in
which the band across the Fermi wave vector kF is always filled with electrons on the side with lower
energy while empty on the other. Thus, the metallic state of an ideal 1-D metal chain is unstable,
and a ground state with opened gap at kF is energetically preferred. Consequently, there will be a
PLD, and the new period is λ = 2π/2kF = π/kF .
Independently, H. Fröhlich [3] suggested that in the 1-D model, interactions between free
electrons and lattice displacement can lead to periodic lattice displacement (of wavevector 2kF ),
which further gives rise to the periodic fluctuation in the electronic density with the same period.
Additionally, at non-zero temperature, the lattice distortion and magnitude of the gap will be
reduced by the electron excitations across the gap [3, 20]. The electron excitions eventually lead
to the (Peierls) transition temprature TCDW , across which the material will experience a transition
from the high temperature normal state to the low temperatures semiconductor/insulator ground
state [1] with temperature dependent energy gap.
The CDW state is stable only when the energy reduction in the electron subsystem (due to
the reformation of band structure) overwhelms the potential increase in the lattice strain (due to
the lattice distortion). Here the energy gain due to band reformation δEband is proportional to the
non-interacting electronic susceptibility χ(q), as δEband ∝ −χ(q), where the negative sign here is
only an indication of energy reduction. The electronic susceptibility, also called Lindhard response
2
Figure 1.1: A 1-D system, in (a) normal state, and (b) CDW state. The lattice of the material
distorts and the modulation has a wavelength of π/kF and thus leads to an energy gap at the Fermi
surface k = ±kF .
Figure 1.2: Electronic susceptibility for 1-D, 2-D and 3-D systems.
3
Figure 1.3: Kohn anomaly in the acoustic phonon branch in 1-D, 2-D and 3-D systems.
function or Lindhard susceptibility, is the parameter that relates the time independent potential φ(q)









where εk, εk+q and fk, fk+q denote the energy and Fermi distribution function at wavevectors k
and k + q, respectively. d is the dimensionality of the system.
Mathmatically, the stability condition can be expressed as δEband + δElattice < 0. Consid-
ering the effects of Coulomb interaction and the Screened exchange interaction, this inequality can








Here −2Uq and Vq are the energy changes considering direct Coulomb interaction and screened
exchange interaction, gq denotes a constant associated with electron-phonon coupling, and ωq is the
phonon frequency at state q.
From the CDW stability condition given above, it is clear that both a large electron-phonon
interaction constant gq, and/or a large electronic susceptibility χ(q) favor the occurence of CDW [22].
The electronic susceptibility is sensitive to the dimensionality d and the electron states in the vicin-
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ity of Fermi level. Fig. 1.2 shows electronic susceptibility as a function of wavevector in different
dimensionality [18]: In 1-D systems, it diverges at q = 2kF ; in two-dimensional (2-D) systems, it
yields a step function; and for three-dimensional (3-D) systems, the function is smooth and continu-
ous across 2kF . In 1-D systems, the divergence of χ at q = 2kF would make
1
χ(q) = 0, ensuring the
stability of CDW state. However, for 2-D materials, the peak at 2kF is not as pronounced as in the
1-D case. Therefore, one would expect the CDW formation in quasi-1-D materials to be easier to
understand, while in 2-D CDW materials (CDWs), the underlying mechanisms will be more subtle.
Another major difference between 1-D and 2-D CDWs is the so-called Kohn anomaly effect.
Pointed out by W. Kohn in 1959 [23], the divergence of χ in 1-D CDW will not only affect the
distribution of charge density, but also affect phonon dispersion relation. A peak in χ at 2kF will










It can be seen that as χ goes to infinity at 2kF in 1-D CDWs, the renormalized phonon frequency
ω̃q of phonon mode 2kF will drop to zero. However, for 2-D CDWs, as χ never reaches infinity, the
phonon softening effect is much weaker. Fig. 1.3 shows the Kohn anomaly in systems with different
dimensionality [18].
Hence, it seems that the CDW in 2-D materials is not as simple as its 1-D counterpart.
In fact, the origin of CDW formation in 2-D systems is still controversial. Several models have
been proposed, including Fermi surface nesting, saddle point model, electron-phonon coupling, and
excitonic condensation. In section 1.3, these models will be briefly introduced. Before that, an
interesting property of CDW, namely the CDW sliding, will be discussed in section 1.2.
1.2 Charge Density Wave (CDW) Sliding
The response of CDW state to an external DC electric field is different from conventional
conductors. It is useful to adopt classical particle model to describe the behavior of density waves
in CDW.
As the lattice distorts in CDW, it forms potential gaps that can be treated as impurities,
those impurities would result in the pinning effect to the charge densities, i.e., the charge is difficult
5
Figure 1.4: Comparision between charge particle model in normal metal and in the CDW state. The
left figures illustrate the response of charge to electric field in a metal, while the right figures show
the response in CDW state [24].
to move under an external electric field. The applied electric field tilts the potential, and for normal
metals and CDWs, the effects are different.
Fig. 1.4 illustrates the effect of external DC electric field on a metal and a CDW material.
For normal metal state, the electrical potential is flat, and the slope is proportional to the strength
of applied field. Thus the resulting current increases linearly with the electric field. For CDWs,
the potential is periodic, thus it requires an electric field that can overcome the potential barrier to
generate the current. And moreover, the current is not linear with the increase in electric field, as
depicited in Fig. 1.5. This non-linear conductivity is also known as the Fröhlich conductivity [25].
One notable feature of the sliding CDW is the broadband and narrow-band noise. It was
first found in NbSe3, which is a quasi-1-D CDW material, by Fleming and Grimes [26]. With an
electric field higher than the threshold field strength, an abrupt increase in noise occurs. This
phenomenon has been suggested to arise from turbulent motion of CDW, moving soliton lattice, or
a drifting CDW [27], but no consensus has been reached. For instance, in 1988, Tritt et al. found
that the narrow-band noise in NbSe3 exists only in certain regions of magnetic-field strength, and
it was suggested to at least partially due to the motion of the CDW instead of due to an increase in
the carrier concentration [28].
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Figure 1.5: Current vs. Voltage curves of normal metal and CDW material. For metals, the current
is proportional to applied voltage. For CDWs, there is no current until the voltage reaches a critical
value, and the current vs. voltage is non-linear. The purple curve shows the behavior of current
in CDW state when the applied external voltage is DC+AC field. The plateaus occurs when the
density waves of CDW matches the AC frequency [24].
1.3 Controversies over the origin of CDW
In section 1.1, the theoretical model of CDW based on Peierls instability has been discussed.
However, there has been controversies over the origin of CDW formation.
A classic explanation is that CDW is the result of the Fermi surface nesting. As discussed
in section 1.1, CDW state is stable when χ is very large at a specific wave vector. In order to have
a large χ, one needs a large numerator, a small denominator, and many such q-coupled states [22].
For a 1-D metal in 3-D space, this can be easily satisfied due to the fact that its Fermi surfaces are
planar, and are parallel to each other and separated by a definite wave vector. Such a topology of
Fermi surface is called Fermi surface nesting. But for 2-D materials, if there is no electron-electron
and electron-phonon interactions, the Fermi surface is a circle, thus no nested surfaces could be
found, and the divergence of χ at 2kF is non-existent. Therefore, one possible way to have CDW
in 2-D systems is to distort its Fermi surface to mimic the 1-D planar topology, that is, to have two
segments of Fermi surfaces that are parallel to each other and separated by a wave vector q. Fig. 1.6
shows the Fermi surface nesting in 1-D, 2-D and distorted 2-D materials.
Indeed, Fermi surface nesting provides a good interpretation of the CDWs in quasi-1-D
materials [18], and also works for some quasi-2-D solids such as layered rare earth tritellurides [29,30].
However, the model was found not able to well explain the CDW in many 2-D CDWs, especially in
some TMDCs. Two notable examples are 2H-TaSe2 and 2H-NbSe2. Inosov et al. [31] report that for
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Figure 1.6: Schematic Fermi surface nesting of (a) 1-D system (b) 2-D system without nesting (c)
2-D with nesting due to Fermi surface distortion.
these two materials, although Fermi surface nesting was found in the spectra of high-resolution angle-
resolved photoelectron spectroscopy (ARPES), the nesting vector and the CDW ordering vector do
not exactly coincide [31]. Moreover, the calculations done by Johannes et al. [32] suggest that Fermi
surface nesting contributes nothing to CDW instability in NbSe2, and the main contribution comes
from an energy range not near EF . Moreover, Johannes et al. [33] demonstrates that even though
the Fermi surface nesting in 1-D and 2-D (Fig. 1.6 (a)(c)) can lead to a logarithmic divergence in χ,
the instability can be easily destroyed by a small deviation from perfect nesting conditions. Thus
they argues that there is only a tiny fraction, if any, of the CDW phases that is true analogs of the
Peierls instability.
Here the 2H-NbSe2 is taken as an example to demonstrate that the conventional Fermi
surface nesting picture is less likely to be the only cause of CDW in the material. Fig. 1.7 shows
both experimental and theoretical evidences. In Fig. 1.7(a) [34, 35], it can be clearly seen that the
qCDW observed in 2H-NbSe2 by neutron scattering does not correspond to any nested Fermi surface,
although there are parts of Fermi surface nested. Panel (b) and (c) [32] illustrate the imaginary and
real part of the electronic susceptibility χ(q) in 2H-NbSe2. Again, there is no peak found at qCDW
in the χ(q) plot, indicating that the Fermi surface nesting description, i.e., χ(qCDW ) enhanced from
Fermi surface nesting stabilizes CDW state, may not be valid in 2H-NbSe2.
Therefore, Fermi surface nesting by itself is no longer valid in some, especially layered TMD
CDWs, such as 2H-NbSe2. Several models then have been proposed, including saddle point/van
Hove singularity model, strong electorn-phonon coupling, and excitonic condensation model, etc.
Saddle point model was first proposed by Rice and Scott in 1975 [36]. In 2-D systems, the
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Figure 1.7: Experimental and theoretical results showing the difference between nesting and CDW
vectors in NbSe2. (a) Fermi surface contour of 2H-NbSe2 [31], the arrow indicates observed
qCDW [34]. The graph is from report by Zhu et al. [35]. (b) Imaginary and (c) real part of the
noninteracting susceptibility of NbSe2. The arrow denotes the CDW vector [32].
electronic band structure features some saddle points below the Fermi level, and these lead to van
Hove singularity which gives a divergence in electronic density of states. It is found that the saddle
point can greatly enhance χ(q) if it is close to EF , thus stabilizes CDW state even without Fermi
surface nesting. However, layered CDWs are known for having only a weak peak at χ(qCDW ), as
shown in Fig. 1.7 (b) and (c). Besides, saddle points were only found in TMDCs that have more
than one layers in a unit cell, such as 2H-TaSe2 [36]. For materials of 1T structure, no saddle point
was found [37].
Both Fermi surface nesting and saddle point model suggest that the CDW in layered TMDCs
originates from the divergence in χ. However, several theoretical investigations [38, 39] predicted a
CDW formation even without singularities in χ. There is another explanation suggests that CDW








it is clear that a strong electron-phonon interaction constant could make the inequality hold even
without a divergence in χ(q). Zhu et al. [35] calculated the phonon dispersion from EPC constant,
and the result is in good agreement with experiments. Band Jahn-Teller effect, which results from
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EPC, can lower the overall energy with a geometrical distortion that removes degeneracy of electronic
ground state. This effect has been proposed to account for the CDW in layered TMDCs [42].
Exciton condensation, a pure electronic effect, has also been suggested as a possible mech-
anism for some of the TMDCs such as TiS2 and TiSe2 [43, 44]. Exciton condensation is driven
by electron-electron interaction. In low-carrier-density systems such as semimetal or semiconduc-
tor, when the binding energy of electron-hole pair, i.e. an exciton, exceeds the energy band gap,
spontaneous formation of excitons will occur. Exciton condensation is usually accompanied with an
electron density wave, a band structure change, and a lattice distortion [22]. Therefore, in exciton
condensation systems, lattice distortion is merely a by-product. And the driving force of CDW
is purely electronic. This explanation has been proposed for some of the layered TMDCs such as
1T-TiSe2 [44].
The arguments about the origin of CDW has been long-standing, and most of the controversy
is on the CDW in layered TMDCs. In fact, there could be more than one mechanism that drives
CDW instability. For instance, Tonjes et al. [45] suggested a combination of Fermi surface nesting
and saddle point mechanism would lead to CDW instability, and a cooperation of the band Jahn-
Teller effect and exciton condensation was also proposed as a possible mechanism [46–48]. Although
further experiments and theories are needed to resolve the controversy, it is unambiguous that the
CDW state in layered TMDCs is peculiar and different from the classic 1-D metal chain model.
1.4 Layered Transition Metal Dichalcogenides (TMDCs): 2-
D Materials
Unlike 3-D materials, in which the composition and structure (including crystal structure
and microstructures) govern the physical and chemical properties, dimensionality plays a key role by
adding another layer of control to the material properties in 2-D systems. Such a control is achieved
via classical and quantum size effects, such as the reduction of mean free path and confinement
induced change in the dispersion relations of relevant quasi-particles [49].
The 2-D materials are particularly interesting in their own right. A famous quote from Wolf-
gang Pauli is ′God made the bulk ; surfaces were invented by the devil ′ [50]. While Pauli’s remarks
refer to the 2-D interface and the 2-D surface of 3-D bulk material, it nonetheless pointed toward
the importance and intrigue of 2-D system. Among numerous 2-D materials, layered TMDCs have
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Figure 1.8: TMDC structures with different symmetries, namely, 2H, 3R and 1T. [52]
been extensively studied as they exhibit various intriguing properties such as superconductivity and
the charge density wave.
The composition of TMDC family can be denoted as MX2, where M denotes transition
metal elements and X is chalcogene atoms. The M and X elements typically form atomic layers that
are separated by the van der Waals (vdW) gap. So even in the bulk form (rather than monolayer or
multilayer), TMDCs can be treated as quasi 2-D materials as their electrical and thermal transport
are largely confined in the atomic layers separated by vdW gap.
The crystal structure of TMDC can be further categorized into: (a) one-layer trigonal form
(1T), (b) two-layer hexagonal form (2H) and (c) three-layer rhombohedral (3R) form, as illustrated
in Fig. 1.8. Despite the simple crystal structures, the physical properties of TMDCs greatly depend
on the chemical compositions and the symmetry of crystal structure. For instance, the electronic
properties of TMDCs vary from insulators (e.g HfS2), semiconductors (e.g. MoS2 and WS2) to
semi-metals (e.g. WTe2 and TiSe2) and true metals (e.g. NbS2 and VSe2) [51].
TMDCs are excellent material templates for research in many aspects. Firstly, this class
of materials is binary compounds and has a relatively simple crystal structure. The small unit
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Figure 1.9: Crystal structure of 1T-VSe2.
cell makes it easier for calculations of both electronic and phononic structure, so as to help us
understand the physical properties of the material. Besides, another feature that TMDCs possess is
the tunability, which arises from several aspects: (a) The vdW gap makes it feasible to intercalate
guest atoms into the system, and there are many elements, even molecules, that could be used as
intercalants. (b) Most TMDC materials are semiconductors, which makes it possible to dope the
system to tailor the electronic band structure. (c) The phase diagrams of TMDCs are complicated,
thus there are lots of control parameters, i.e. temperature, to intentionally manipulate the state of
the system.
1.5 VSe2: A TMDC Material With CDW
This dissertation is focused on a seldom studied TMDC material, the 1T-vanadium dise-
lenides (VSe2), and its CDW transition. Most of the previous studies on VSe2 are done in 1970s-
1980s, and mainly focus on its CDW behaviors and complex electronic structure. However, partly
due to the difficulty in material synthesis, as VSe2 has a natural tendency towards V rich, the stud-
ies on VSe2 are much less numerous comparing with other widely studied TMDCs, such as MoS2,
NbSe2 and TiS2.
Similar to other TMDC family members, VSe2 (which is a group VB TMDC) adopts a
layered quasi 2-D structure. Contrast to the strong covalent bonding within each VSe2 layer (i.e., ab
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Figure 1.10: Coordinations and c/a ratios in TMDCs [53].
plane) is the weak vdW coupling between ab planes, which well explains the anisotropy in physical
properties and also makes ionic or molecular intercalations in the vdW gap feasible. Even though
the 2H form of VSe2 exists theoretically, it is not stable in nature. Therefore, VSe2 is typically in
the 1T form (CdI2 structure), with space group P3m1 , and each V atom is situated in a trigonally
distorted Se octahedron, as illustrated in Fig. 1.9. However, as shown in Fig. 1.10, the c/a ratio
of VSe2 is larger than most typical 1T-TMDCs, and is close to that of the 2H-TMDCs. The large
c/a ratio reveals that the 1T-VSe2 is somehow similar to the 2H polytypes. Electronically, VSe2
features a partially filled 3d band, which is much narrower than the 4d and 5d orbitals. The different
d-bands can greatly affect the physical properties of the material. As illustrated in Fig. 1.11, in In
1T-TMDCs, octahedral coordination (T form) splits d-orbitals and the lowest energy level after
splitting is dxy/dxz/dyz triplet, whereas the corresponding lowest energy level in trigonal prismatic
coordination (H form) is dz2 . However, the comparably larger c/a ratio of VSe2 indicates a trigonal
distortion of the octahedral field around V atoms, which makes dz2 the lowest energy level among
d-orbitals in 1T-VSe2 [54]. The lowering of the dz2 level can be regarded as the driving force of band
Jahn Teller effect [40,54] which is dependent on strong EPC.
The CDW transition(s) is one of the most studied topic in VSe2, but it is still under
many debates. Direct observations of the reduced wave vector q of PLD show inconsistent results:
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Figure 1.11: Schematic representation of d-orbital splittings of TMDCs with (a) trigonal prismatic
coordination and (b) octahedral coordination [55].
In-plane component of q is 2% incommensurate at 140 K and commensurate (1/4)a∗ at 40 K,
while commensurate (1/3)c∗ along c∗, as reported by Williams [56]; q = 0.250a∗ + 0.305c∗ and is
temperature independent, as reported by Moncton et al. [57]; q = (0.246±0.007)a∗+(0.294±0.008)c∗
at 20 K, as reported by Tsutsumi et al. [58]; q = (0.250 ± 0.003)a∗ + (0.307 ± 0.003)c∗ below
85 K and q = (0.250 ± 0.003)a∗ + (0.314 ± 0.003)c∗ above 85 K, as reported by Tsutsumi [59];
q = (1/4)a∗ + (1/3)c∗ (possibly at 10.7 K), as reported by Strocov et al. [60]. The inconsistency in
the literatures is likely to be due to the existence of excess V atoms in sample preparations, which is
quite hard to avoid and will affect the CDW formation [61,62]. Nevertheless, it is generally accepted
that there is a second-order [57,59,62,63] phase transition near 110 K (actual transition temperature
depends on sample conditions), as suggested in the electrical resistivity measurements [59], and this
transition temperature is sometimes refered as the onset transition temperature or TCDW in the
rest of the dissertation. This phase transition is attributed to the transition from normal state
to the (commensurate in a∗ direction and possibly incommensurate in c∗ direction) CDW state.
On the other hand, the existence of an incommensurate-commensurate CDW transition at a lower
temperature (the lock-in transition temerature) in 1T-VSe2, as in some other 1T-CDWs such as
1T-TaS2 and 1T-TaSe2 [4], is still under doubt. In 1979, A.H. Thompson and B.G. Silbernagel [64]
studied VSe2 with nuclear magnetic resonance (NMR) and observed a distinct change in the
51V
hyperfine coupling constant at 70K, and attributed it to the incommensurate to commensurate
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CDW transition. However, some other group(s) [65] claimed there are no abrupt changes in the
NMR parameters near 70 K, and X-ray diffraction measurements showed no further change after
the 110 K transition down to low temperatures [57].
It is of great interest that the reduced wave vector of VSe2 is 3-D, despite the 2-D nature of
the crystal structure. Actually, the qCDW in most 2-D CDWs are 2-D. To the best of the author’s
knowledge, VSe2, TaS2, TiSe2 are the only three TMDCs that manifest 3-D CDW state [60,66,67].
Another rarely found feature in VSe2 is its unusual pressure dependence. In contrast to all the 1T
and 2H polytypes studied, the CDW formation in VSe2 is enhanced under pressure [54]. Friend et
al. [54] reported that the transition temperature in VSe2 moves to higher temperatures as pressure
increases, and they contributed the different pressure dependence between VSe2 and other TMDC
CDWs to the narrower d-band together with larger Coulomb repulsion. It was also noted by Friend
et al. [54] that Coulomb repulsion opposes CDW formation which brings electrons closer on average,
and since the 3d band in VSe2 is about 3-5 times smaller than 4d Nb and 5d Ta, the CDW formation
in VSe2 can be stabilized by applying pressure which broadens the d-band.
For the origin of the CDW in VSe2, some groups attributed it to the Fermi surface nesting
of the V 3dz2 band [60,68], while electronic susceptibility calculated by Yoshida and Motizuki only
gave a weak enhancement at the nesting vector [69]. Johannes and Mazin also argued that even
the Fermi surface is perfectly nested, it could be easily destroyed by even small deviations [33].
Therefore, as in many other layered TMDCs, the origin of CDW in VSe2 is still unclear.
The primary goal of this work is to investigate the nature of CDW in VSe2 via density func-
tional theory (DFT) calculations and experimental measurements. Most experiments conducted
in this work are transport properties measurements. While there are some other techniques that
can probe the CDW formation more directly (cf. Appendix A), transport properties still contain
substantial information on the nature of the CDW transition in VSe2. In this work, it is found that
VSe2 exhibits some interesting features comparing with other CDWs. The most intriguing observa-
tion is the weak anomaly across CDW temperature, indicating only a small number of electrons are
involved in CDW formation.
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Chapter 2
Density Function Theory (DFT)
Calculations
DFT calculations were performed on bulk 1T-VSe2 to serve as a guidance for the expected
experimental results (cf. Chapter 4). The calculations include spin polarized electronic band struc-
ture, density of states (DOS) and Fermi surface topology, along with phonon dispersion relation and
phonon DOS. From the Fermi surface topology, the percentage of nested Fermi surface was plotted
as a function of wave vector, and the results were compared with experimental observed reduced
wave vector q of PLD (qCDW ) [57].
By employing DFT as implemented in Quantum ESPRESSO [70], the equilibrium structure
of bulk VSe2 was fully optimized and the corresponding band structure was calculated. Generalized
gradient approximation (GGA) [71] of Perdue-Burke-Ernzerhof (PBE) was used for the exchange-
correlation function, and the interaction between electrons and ions was modeled by using the
ultrasoft pseudopotential. Considering the influence of vdW gaps in bulk VSe2, the Grimme-D2
method [72] with the inclusion of dispersion energy correction was adopted in this calculation.
The kinetic energy cutoff was set to 60 Ry (1Ry=13.606 eV) for the plane-wave expansion of the
electronic wave functions, and the charge-density cutoff was kept at 600 Ry, while the Methfessel-
Paxton [73] smearing size was fixed at 0.002 Ry. The Brillouin zone integration was performed
using the Monkhorst-Pack scheme [74] with 19 × 19 × 9 meshes. The lattice constant of VSe2 was
optimized, until the total energy converged to at least 10−6 Ry and the forces between atoms became
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Figure 2.1: High symmetry directions in the first Brillouin zone of 1T-VSe2.
Figure 2.2: Electronic band structure of 1T-VSe2.
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Figure 2.3: Electronic DOS of 1T-VSe2
smaller than 10−4 Ry/bohr.
The calculated structure of VSe2 is of 1T form, with space group P3m1, and the lattice
constants a and c are 3.322Å and 6.261Å, respectively. The structure is reasonable and consistent
comparing with results solved from refinements based on X-ray diffraction data (cf. Section 3.2),
while only the value of c is slightly larger.
The corresponding band structure of 1T-VSe2 in high symmetry directions (as illustrated
in Fig. 2.1), is shown in Fig. 2.2. Metallic behavior with multi-band conduction in VSe2 is demon-
strated, with the Fermi level of -7.58 eV. Energy levels of spin up electrons are considerably lower
than those of spin-down electrons, giving a spin polarized band structure. A net magnetic moment of
0.429 µB is calculated, with the magnetic moments possessed by V atom and Se atom are 0.483 µB
and -0.027 µB , respectively. The energies at ferromagnetic state and non-magnetic state are com-
pared, and the ferromagnetic state is 5.7 meV lower in energy, and this value is very close to that
calculated by Fang et al. (5 meV) [75]. Even though the ferromagnetic state is energetically favored,
the energy difference is too subtle to conclude that the ground state of the system is ferromagnetic.
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Figure 2.4: Fermi surface of 1T-VSe2. Fermi surface along for spin up bands are shown in (a),(c)
and (e), along different direction. Spin down Fermi surface along the same directions are shown in
(b),(d) and (f), correspondingly.
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Figure 2.5: Amount of Fermi surface nested at different wave vectors, in both in-plane and out-
of-plane directions. The color bar indicates the percentage of nesting, and the black dots are the
observed qCDW .
For the spin polarized electronic density of state (DOS) calculation, tetrahedron method
with 31 × 31 × 31 denser k-point mesh was used, and the results is given in Fig. 2.3. The gapless
nature across Fermi level confirms the metallic behavior of VSe2. Additionally, it is found that spin
up electrons have larger DOS at Fermi surface.
3-D Fermi surfaces of both polarizations were obtained using the Wannier 90 program [76],
which is also packed in Quantum Espresso, and the result is shown in Fig. 2.4. Compared with
the VSe2 Fermi surface probed by ARPES [60, 68], it is found that the calculated Fermi surface
with spin up polarization in this work is very like the experimental observed Fermi surface in the
MKM’ plane, except that the six ellipsoids are of smaller size. On the other hand, the calculated
Fermi surface of spin down polarization is in good agreement with the observed Fermi surface in the
LHL’ plane. From the calculated band structure and Fermi surface topology, it can be seen that:
(1) the ellipsoidal Fermi surface across Brillouin zone boundaries is attributed to the V 3dz2 band
(electron-like); (2) the entire spin up Fermi surface is from V 3dz2 band, whereas for spin down
Fermi surface, S 4p band (hole-like) contributes to the intensity at Γ(A) point. This agrees with the
ARPES result done by Terashima et al. [68].
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Some earlier reports attributed the CDW formation in VSe2 to Fermi surface nesting. The
ARPES measurment by Terashima et al. [68] suggested that the V 3-d Fermi surface had a straight
portion that satisfies nesting condition. However, neither the spin up nor the spin down Fermi
surface from the DFT calculations in this work reproduces the straight portion. Moreover, since
CDW in VSe2 is 3-D, so the c
∗ direction must be taken into consideration. Strocov et al. claimed
that the nesting vector was in the MLL′M ′ plane based on the ARPES measurement [60], and they
found the qCDW was near a q spot with maximum Fermi surface nesting percentage.
Fig. 2.5 shows the relationship between nesting vector and the percentage of nested Fermi
surface in two directions. The observed qCDW [57] is marked as a black dot. It is apparent that
qCDW doesn’t correspond to the maximum in the correlation map. The color bar shows the amount
of Fermi surface nested, so there is at most only a few percent of Fermi surface involved in the
nesting effect excluding qCDW = 0. It is worth noting that the spin up result (Fig. 2.5(d)) is similar
to the correlation map between Fermi suface nesting intensity and wave vector based on the ARPES
result by Strocov et al. [60], but with an offset in a∗ direction. The spin down result doesn’t show a
specific maximum at particular position. As shown in Fig. 2.5(f), the observed qCDW [57] does not
match the wave vector of maximum Fermi surface nesting, and this result is in contradict with the
conclusion made by Strocov et al. [60]. However, it is worth noting that no specific percentage of
Fermi surface nesting was given by Strocov et al., while the results of this work suggests that even at
the maximum point of Fermi Surface nesting, the percentage of nesting is still very low. Therefore,
based on the results of this work, it is questionable to solely attribute the CDW in bulk 1T-VSe2 to
Fermi surface nesting.
Aside from electronic band structures, phonon dispersion relation was also calculated. The
phonon frequencies, dynamical matrices were obtained using density-functional perturbation theory
(DFPT) [77] with a 4×4×4 q-point grid, which is also as implemented in QUANTUM-ESPRESSO.
That’s the first time phonon dispersion relation of 1T-VSe2 is calculated to the best of the author’s
knowledge. The results are shown in Fig. 2.6 and 2.7. There is no optical phonon modes below
wave number of ∼ 100cm−1.
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Figure 2.6: Phonon dispersion relation of VSe2.
Figure 2.7: Phonon DOS of VSe2.
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Chapter 3
Material Synthesis, Processing and
Characterizations
3.1 Material Synthesis and Processing
3.1.1 Single-Crystalline VSe2 Samples
In this work, VSe2 single crystals were prepared using a vapor transport technique. Stoichio-
metric fine powder of V (99.5%, Alfa Aesar) and Se (99.999%, Alfa Aesar) , with a few micro grams
iodine (99.9985%, Alfa Aesar) was thoroughly mixed and sealed in an evacuated quartz tube. The
quartz tube was then placed in a Lindberg/Blue M single zone tube furnace (Model TF 53055A),
and was heated at 700◦C for 5 days. Most of the as-grown products were formed at the cold end
of the quartz tube, in the form of black shiny thin flakes. Size of the flakes range from 7 × 4mm
to less than 0.5 × 0.5mm. The flakes were then heated at 100◦C for a few minutes to remove the
residual iodine. Finally, the single crystals were again sealed in an evacuated quartz tube with pure
Se powder, and heated at 550◦C for 3 days, to minimize the off-stoichiometry. Fig. 3.1 is a picture
of as prepared VSe2 single crystals.
Due to the different dimension requirements of apparatus and the brittle nature of single
crystals, it is not feasible to perform measurements on the same sample, but all samples measured
were from the same batch. Raman spectrum measurements (with Witec alpha 300R, Germany)
were performed on multiple samples, and there were no noticeable changes among different samples,
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which is an indication of good composition consistency, even though slight difference may exist
among samples and lead to inconsistency in physical properties.
Dimensions of sample were measured by looking through optical microscope with a scale
and known magnification. As the thickness of the single crystal is very samll, it could only be
roughly estimated. The largest piece of sample, with size around 7 × 4 × 0.01 mm, was cut down
to 3 × 0.2 × 0.01 mm needle-like pieces, which was used for electrical resistivity (with Quantum
Design PPMS-6000), Seebeck coefficient (with home made resistivity and Seebeck coefficient mea-
suring system (R&S) [78]), thermal conductivity (with home made parallel thermal conductivity
measurement apparatus [79]) and Hall coefficient measurements (with Quantum Design physical
property measurement system (PPMS) 6000).
It should be noted that uncertainty in the thickness estimation of single-crystalline VSe2
is quite large and couldn’t be ignored. The accuracy of the magnitude measurements of electrical
resistivity, thermal conductivity, Hall coefficient and Hall angle are all influenced, while their tem-
perature trends remain unaffected. That’s why some earlier works only reported electrical resistance
instead of resistivity [80].
The sample used for X-ray diffraction measurement (with Bruker D8 Venture diffractome-
ter) is of smaller size, which is around 0.33 × 0.31 mm. About a dozen of different samples with
length 2-0.5 mm were used for heat capacity measurements (with Quantum Design PPMS-6000),
and magnetic susceptibility was measured with Quantum Design Magnetic Property Measurement
System (MPMS) on a sample around 1× 2 mm.
3.1.2 Poly-crystalline VSe2 samples
Poly-crystalline VSe2 powder was prepared by chemical reaction in a sealed quartz tube
inside a box furnace. Selenium shots (Alfa Aesar, amorphous, 2-4 mm, 99.999%) were firstly ground
into powder, and then mixed with vanadium powder (-325 mesh, 99.5%, Alfa Aesar) at the stoi-
chiometric 2:1 ratio. The mixed powder was sealed in an evacuated quartz tube and placed in a
box furnace (Carbolite CWF1300). The tube was then heated up to 650◦C in 24 hrs, then kept at
650◦C for 3 days, and finally cooled to room temperature in 40 hrs. The as prepared VSe2 powder
was mostly found at the bottom of the quartz tube, with charcoal grey color.
The as-grown powder was then examined with X-ray powder diffraction (XRD) (on Rigaku
Ultima IV X-ray diffractometer with Cu Kα radiation) and details of the result will be given in
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Figure 3.1: Picture of the as-grown VSe2 single crystals.
section 3.2.1.2. To obtain a solid bulk sample, the synthesized powder was further hand ground in
an agate mortar, and then densified into a solid disk disk (with diameter = 12.7 mm and thickness
= 1.93 mm) at 630◦C, using (DR.SINTER 515S) spark plasma sintering (SPS) system. Density of
the sintered disk was measured with the Archimedes method and the result is 5.31 g/cm3, which is
about 92% of the theoretical value.
The disk was cut into a 8.5 × 2.5 × 1.8mm bar for low temperatures thermal conductivity
(with homemade thermal conductivity measuring system [81]), electrical resistivity and Seebeck
coefficient measurements (with homemade resistivity/Seebeck-coefficient apparatus [78]). A portion
of the cut off pieces was ground into powder for XRD measurements (Rigaku Ultima IV X-ray
diffractometer, Cu α-line; Empyrean, Cu α-line, PANalytical, Holland), and the other parts were
used for specific heat (with NETZSCH-DSC 404 & PPMS-9 Quantum Design & 3He cryostat) and
Raman spectrum (Witec alpha 300R, Germany) measurements, respectively.
3.2 Characterizations
3.2.1 X-Ray Diffraction and Structure Solution/Refinement
X-ray diffraction measurements were conducted on both single- and poly-crystalline VSe2
samples. The results are not only crucial for phase purity analysis, but they also provide useful
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VSe2 at 100K VSe2 at 300K
Crystal System trigonal trigonal
Space Group P3m1 P3m1
Unit Cell
Parameters
α = β = 90◦, γ = 120◦ α = β = 90◦, γ = 120◦
a = b = 3.3491Å a = b = 3.3630Å
c = 6.1064Å c = 6.1119Å
Calculated Density (g/cm3) 5.847 5.794
Goodness-Of-Fit on F 2 1.123 1.157
Table 3.1: Results of crystal structure refinement of VSe2 at 100K and 300K, respectively.




0.6667 0.3333 0.2572 0.0023




0.0000 0.0000 0.5000 0.0044
300K 0.0000 0.0000 0.5000 0.0077
Table 3.2: Atomic positions and displacement parameters of VSe2 at 100K and 300K, respectively.
The z-parameter of Se varies slightly with temperatures.
information about crystal structures.
3.2.1.1 Single-Crystalline VSe2
Single crystal X-ray diffraction data were collected on a single crystal VSe2 flake at room
temperature and 100 K respectively, using phi and omega scans on a Bruker D8 Venture diffractome-
ter equipped with a Mo microfocus X-ray tube and a Photon 100 CMOS detector, at the Chemistry
Department of Clemson University. The collected data were processed using SAINT and SADABS
algorithms, as part of the Apex3 software package. Further structure solutions and refinements were
performed using the SHELXTL software suite [82].
The onset CDW transition temperature in VSe2 is generally regarded as 110 K [59, 62, 65].
However, in practical, the temperature varies in different samples [64, 80, 83–88]. Unfortunately,
100 K is the lowest temperature the single crystal X-ray diffraction measurement could reach, even
though it can not be guaranteed that the single-crysal VSe2 sample is under CDW state at this
temperature.
The results solved are presented in Table 3.1 and Table 3.2, and there is no distinct structure
changes observed on the single crystal VSe2 at 300K and 100K. Structures at both temperatures
can be well indexed to a space group P3m1, and the change in unit cell parameters are considered
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Figure 3.2: Solved crystal structure of VSe2 at room temperature.
due to thermal expansion. Fig. 3.2 represents the crystal structure of VSe2 at 300K based on the
solved structure parameters.
X-ray powder diffraction (XRD) patterns of VSe2 at room temperature and 100K were
generated by Mercury software, as shown in Fig. 3.3. It can be seen that, to the limit of resolution,
crystal structures of single crystal VSe2 at 300 K and 100 K are identical to each other. The patterns
will be further used to compare with the measured XRD patterns of poly-crystalline VSe2 in the
following section.
3.2.1.2 Poly-crystalline VSe2
The XRD measurement of poly-crystalline VSe2 samples before and after SPS was firstly
performed with a benchtop X-ray diffraction instrument (Rigaku Ultima IV X-ray diffractometer,Cu
α-line) at room temperature. Data points were taken from 10◦ to 90◦, with a scan speed of 2.5◦/min.
The XRD patterns are presented in Fig. 3.4. To further investigate the fine structure of poly-
crystalline VSe2, a higher resolution X-ray powder diffractometer (Model: Empyrean, Cu α-line,
PANalytical, Holland) was adopted, with Data points taken from 10◦ to 120◦ at a scan speed
0.1◦/min. The corresponding XRD pattern is shown in Fig. 3.5.
From the results in Fig. 3.3 - Fig. 3.5, it is concluded that the main phase of poly-crystalline
sample is VSe2, and there is no discernible secondary phase observed in the XRD patterns (Fig. 3.4)
measured at Department of Chemistry of Clemson University. Two peaks ((003) at 44.5◦ and (113)
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Figure 3.3: Simulated XRD patterns of single-crystalline VSe2.
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Figure 3.4: XRD patterns of poly-crystalline VSe2 before and after SPS at room temperature.
Figure 3.5: XRD pattern of poly-crystalline VSe2 after SPS, at a better resolution.
29
Figure 3.6: Rietveld refinements using GSAS software package: pattern fitting with high resolution
XRD results of poly-crystalline VSe2 after SPS.
at 73.1◦) that are very weak in simulated XRD pattern based on single crystal structure parameters,
are more intense in polycrystal XRD results. However, in the high-resolution XRD results, weak
peaks at 24.15◦, 33.00◦, 36.25◦, 53.94◦ are detected, attributed to trace amount of V2O3 phase.
Based on the results of high resolution XRD, Rietveld refinement [89] for poly-crystalline
VSe2 was performed using General Structure Analysis System (GSAS) software package [90] with the
EXPGUI interface [91]. The agreement factors [92] of the refinement are Rwp = 3.76%, Rp = 2.42%,
χ2 = 7.205 and RF 2 = 8.23%, respectively. The pattern fitting is presented in Fig. 3.6, and the
refinement results are summarized in Table 3.3, which shows no significant difference comparing with
solved single crystal single crystal results. The off-one site occupancies seem to suggest V vacancies
from the original V sites.
3.2.2 Scanning electron microscope (SEM)
SEM image of one of the single crystal flakes from the same batch of the crystals that all
measurements were performed on is shown in Fig. 3.7. The surface looks smooth and layered texture
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Space Group P3m1
a = b = 3.3571Å, c = 6.1085Å
α = β = 90◦, γ = 120◦
x y z Occupancy U11 U22 U33 U12 U13 U23
Se 2/3 1/3 0.24753 1.0186 0.02347 0.02347 0.00200 0.01263 0 0
V 0 0 1/2 0.9540 0.01256 0.01256 0.00532 0.00497 0 0
Table 3.3: Rietveld refinement results of poly-crystalline VSe2.
Figure 3.7: SEM image of a single crystal VSe2 flake.
could be seen at certain spots.
Anisotropic morphology is demonstrated in the poly-crystalline VSe2 disk by SEM. When
poly-crystalline VSe2 powder was densified into a disk in the SPS, current and pressure were applied
along the axis of the disk. Combined with the layer-structure nature of VSe2, it is expected that
the in-plane direction of VSe2 crystal will tend to align more with the upper/lower surfaces of the
disk, and it is confirmed by the SEM images. It could be seen that, in the SEM images taken on a
cross-section perpendicular to the axis of disk (Fig. 3.8), higher amount of VSe2 crystal pieces (with
average size around 100µm) are with their ab-plane face up. In contrast, in a cross-section along
the axis of disk (Fig. 3.9), more crystal pieces are inclined or with their edges up.
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Figure 3.8: A cross-section of poly-crystalline VSe2 disk, in the direction that is perpendicular to
the axis of the disk. (a)(b) and (c)(d) are the SEM images at two different spots.
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Figure 3.9: A cross-section of poly-crystalline VSe2 disk, in the direction that is parallel to the axis




In this chapter, the experimental studies on both single- and poly-crystalline VSe2 will be
presented, by means of electrical resistivity, Seebeck coefficient, Hall coefficient/carrier concentra-
tion/mobilility/Hall angle, magnetic susceptibility, heat capacity and thermal conductivity mea-
surements. The studies are mainly focused on the influences of the CDW transition on magnetic
and transport properties of VSe2. Additionally, low temperature (< 10K) anomalies in electrical
resistivity and heat capacity are firstly reported, and they will be discussed in Section 4.8.
In section 4.7, experimental results conducted on VSe2 will be compared to other CDWs,
mainly including NbSe3, NbSe2, and TaSe2. The goal is to help us have a comprehensive under-
standing of how CDW transition behaves in different systems, and what properties VSe2 shares
with, and differs from, its neighbors.
4.1 Electrical Resisitivity
Electrical resistivity is one of the transport properties that are directly affected by CDW. For
VSe2, earlier reports [64,80,83–88] showed a kink like anomaly in resistivity that is attributed to the
CDW phase transition. The onset transition temperature (judged by the point where the resistivity
starts to deviate from its original trend at higher temperature) varies depending on the sample used,
which is reported to be near 110 K [83–85], 100K [86–88], 110 K-144 K [80] and 85K [64].
In this work, the electrical resistivity of VSe2 single crystal was measured between 2 K and
400 K on a Quantum Design PPMS-6000 along the in-plane direction, while the electrical resistivity
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Figure 4.1: The electrical resistivity of single- and poly-crystalline VSe2.
of poly-crystalline VSe2 was measured between 14 K and 292 K on a homemade resistivity/Seebeck-
coefficient (R&S) apparatus [78]. Resistivity measurements on poly-crystalline VSe2 were all along
the direction perpendicular to the disk axis.
As shown in Fig. 4.1, the temperature dependencies of resistivity for both single- and poly-
crystalline VSe2 are very similar to each other. Metallic behavior is observed on both samples in a
wide temperature range, which is consistent with the results of DFT calculations (cf. Chapter 2). It
is worth noting that the large uncertainty in determining the sample thickness of VSe2 single crystal
makes the magnitude of resistivity less accurate, while its temperature dependence remains reliable,
which is considered to be the reason of higher electrical resistivity found in VSe2 single crystal. On
the other hand, the residual-resistivity ratios (RRR) of single- and poly-crystalline VSe2 are very
different: for single-crystalline VSe2, the RRR = 2.8; and for polycrystalline VSe2, the RRR = 16.
Standard RRR is the ratio of electrical resistivity at 300 K and 0 K, but as 0 K data is not feasibly
accessible, in this calculation the measured resistivities at 2 K (for single-crystallline VSe2) and 14
K (for poly-crystalline VSe2) are used instead, which are the lowest temperatures the samples were
measured. A higher RRR indicates a higher sample purity, so the single crystal is considered to
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Figure 4.2: The electrical resistivity of poly-crystalline VSe2 measured during cooling and warming.
No discernible temperature hysteresis is found.
have more impurities, possibly due to the large temperature gradient applied during single crystal
growth.
At around 110 K, the electrical resistivity of poly-crystalline VSe2 shows a kink, and its
temperature dependence noticeably changes from a linear behavior between 110 K and 300 K to a
mild hump which ranges from 26 K to 100 K. This ∼110 K kink resembles the electrical resistivity
anomaly induced by the CDW transition, as the CDW transition is accompanied with gap formation
in the electronic structure. Below TCDW the resistivity remains metallic, thus only a small fraction
of conduction electrons are affected by the CDW gap.
Temperature dependence of resistivity of single crystal VSe2 shows similar trend, but with a
slightly lower transition temperature (∼100 K). It is known that TCDW is dependent upon impurity
concentration in materials. For instance, in 2H-NbSe2, NMR measurement shows higher TCDW on
samples with higher RRR [93]. However, in 1T-VSe2, the relation of TCDW and RRR has been
quite controversial, possiblily because the CDW in VSe2 has a totally different pressure dependence
comparing to other 1T and 2H polytypes, as the CDW transition moves to higher temperature when
the pressure applied is increased [54]. Mutka and Molinie [88] reported that the CDW in VSe2 is
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suppressed (with lower TCDW ) in samples with lower RRR when defects were induced by electron-
irradiation. In contradiction, in the study from Yadav et al. [80], highest TCDW (∼144K) was found
on samples with the lowest RRR (∼8), while the TCDW in samples with higher RRR (15,16 and 28)
is much lower (∼109 K-115 K). Their results seemed to indicate that impurities would facilitate the
CDW transition like the effect of pressure [54]. In this work, TCDW of single crystal VSe2 (which
has lower RRR compared to poly-crystalline sample) is about 10 K lower than the ∼110 K TCDW
of poly-crystalline VSe2. This result supports the work from Mutka and Molinie [88], but is in
contradiction with the conclusion made by Yadav et al. [80].
In addition, as shown in Fig. 4.2, there is no discernible temperature hysteresis under the
CDW state found in the electrical resistivity of poly-crystalline VSe2, between the values measured
during cooling and warming. This result agrees with earlier reports, in which the hysteresis seems
to appear only when the VSe2 samples are heavily doped (with Fe) [85], of higher RRR (28) [80] or
under higher pressure [54].
4.2 Seebeck Coefficient
Seebeck coefficient, whose definition and detailed explanations will be given in Appendix C,
was also measured on both single- and poly-crystalline VSe2 with the homemade R&S system [78],
at temperature ranges of 10 K - 330 K and 14 K - 292 K, respectively. The single crystal was
measured in the direction parallel to the ab-plane, while the poly-crystalline VSe2 was measured
along the direction perpendicular to disk axis. As Seebeck coefficient measurement is independent
of the dimensions of sample, the measured result is not affected by the inaccuracy in single crystal
size measurement.
As shown in Fig. 4.3, the observed Seebeck coefficients on single- and poly-crystalline VSe2
are generally in good agreement with each other, and the results also agree well with previous reports
from Yadav et al. [80,85,94], except that the Seebeck coefficient in their works were 8%−25% smaller
than that in this work. The magnitude and temperature dependence (except the anomaly around
CDW transition temperature) of Seebeck coefficient are typical for metals, and the sign of Seebeck
coefficient is positive in both single- and poly-crystalline VSe2, indicates that hole conducting is
dominant in the system. The fact that signs of Seebeck coefficient and Hall coefficient (cf. section 4.3)
are opposite to each other is an indication of multi-band conducting behavior in VSe2, which agrees
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Figure 4.3: Seebeck coefficient of single- and poly-crystalline VSe2.
well with the results of the DFT calculations (cf. Chapter 2).
The Seebeck coefficient of poly-crystalline VSe2 reaches a local minimum at around 110 K,
which is the same temperature of electrical resistivity anomaly. As temperature further decreases,
the Seebeck coefficient starts to upturn, and subsequently reaches a local maximum at ∼ 66 K.
At lower temperatures, it decreases again with temperature, but the slope of decreasing is sharper
than it is above 110 K. As shown in Fig. 4.4, a distinct thermal hysteresis appears in the Seebeck
coefficient between 60 K and 115 K, with the values measured during warming up to 1 µV/K larger
than that measured during cooling. The discontinuity observed in the cooling data around 100 K is
artificial and of less importance.
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Figure 4.4: Temperature hysteresis found in the Seebeck coefficient of poly-crystalline VSe2.
Figure 4.5: A hump presumably due to the phonon drag appears in the Seebeck coefficient of poly-
crystalline VSe2 below 35 K.
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The behavior of Seebeck coefficient in VSe2 single crystal is very similar to that in the poly-
crystalline sample, but with the local temperature minimum ∼ 8 K higher than 110 K, and there is
also an additional weak hump centered around 20 K in VSe2 single crystal, as shown in Fig. 4.5. In
contrast, in the Seebeck coefficient of poly-crystalline VSe2, the hump is either non-existed/much
weaker or shifted to much lower temperature that hasn’t been measured. Similarly, in a previous
report from Yadav et al. [80], a similar hump has been observed in the Seebeck coefficient of VSe2
single crystal, but not in the poly-crystalline VSe2. This hump might be attributed to the phonon
drag effect. Generally, the phonon drag effect is weaker in poly-crystalline materials comparing to
their single crystal counterparts, due to the fact that phonon drag effect is sensitive to the electronic
mean free path, which is limited by the grain boundaries [95]. The phonon drag hump observed
in VSe2 indicates the strong electron-phonon coupling in the system, which is considered as the
prerequisite for CDW transition.
The increase of Seebeck coefficient between 118 K/110 K (for single-/poly-crystalline VSe2)
and ∼66 K, along with the rapid drop of Seebeck coefficient below ∼66 K, are regarded as the
results of partially gapped Fermi surface. As mentioned in Appendix C, the sliding density wave
mode carries no entropy, analogous to the situation in superconducting system where Cooper pair
has zero entropy. However, in CDW materials, sliding density wave mode rarely exists, and the
CDW condensates still carry entropy. The impact of CDW on Seebeck coefficient include: (1) The
energy gap formed by Fermi surface nesting introduces gapped excitation into charge transportation.
(2) Electronic band structure change caused by lattice distortion can affect Seebeck coefficient via
multiple channels, e.g., change in DOS, change in the energy dependence of DOS, etc. (3) Possible
change in scattering mechanisms. The increase in Seebeck coefficient below 118 K/110 K is presum-
ably caused by the gap formed in the electron-like band, which is the V 3dz2 band in VSe2. Besides,
the rapid drop of Seebeck coefficient below ∼66 K can be regarded as due to the gap formed in the
hole-like band, which is the Se 4p band in VSe2. The crossover in the Seebeck coefficient across ∼66
K and the thermal hysteresis between cooling and warming found in the Seebeck coeffient starting
at almost the same temperature, are both indications of a possible lock-in CDW phase transition in
VSe2 at ∼66 K, even though the underling origin of the transition is still unclear.
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4.3 Hall Measurements
Temperature dependent Hall coefficient measurement was conducted on the single-crystalline
VSe2 using the Quantum Design PPMS-9, and the result is shown in Fig. 4.6. As VSe2 is a metal
with high carrier concentration, its Hall coefficient is quite small, which makes it more difficult to
be measured, and the accuracy of results is largely affected by the uncertainties in measurements.
Precise Hall coefficient of poly-crystalline VSe2 is even harder to obtain, owing to its larger sample
thickness and a multitude of grain boundaries comparing with single crystal. So in this work, only
the Hall coefficient measured on the single-crystalline VSe2 is represented.
Figure 4.6: Hall coefficient of single- and poly-crystalline VSe2.
For the VSe2 single crystal, the applied external magnetic field was 4 T and 8 T, and
the corresponding results are almost identical to each other. As temperature goes up to around
225 K, the sign of Hall coefficient RH changes from negative to positive, indicating the primary
charge carrier changes from electrons (V 3d) to holes (Se 4p). This observation also confirms that
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Figure 4.7: Carrier concentration of single- and poly-crystalline VSe2.
VSe2 is a multi-band conductor, which agrees with the calculated electronic band structure (cf.
Chapter 2). Unlike the previous literature results [64, 80, 86, 88], the decrease of Hall coefficient of
single-crystalline VSe2 when entering the CDW state is much less sharp, and the temperature with
the most significant change of slope is about 80 K, which is much lower than the temperatures of
observed anomalies in the resistivity and Seebeck coefficient. This inconsistency is likely due to the
off-stoichiometry of samples, which is rather difficult to avoid in VSe2.
The sign of Hall coefficient in VSe2 is opposite to the sign of Seebeck coefficient. The
difference in the sign can be attributed to the presence of two types of carriers with very different
mobility [96,97], as the Hall coefficient is more significantly dependent on mobilities of the carriers.
The change in the sign of the Hall coefficient at ∼225 K is possibly due to the different temperature
dependence of electrons and holes. A similar sign change has also been observed in other CDW
materials.
Fig. 4.7 and 4.8 show the corresponding carrier concentration and mobility of single-
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Figure 4.8: The Hall mobility of single- and poly-crystalline VSe2.
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crystalline VSe2, calculated from the equations n =
1
RHq
and σ = n|q|µ. It is worth noting that
the carrier concentration was calculated with a single band model, thus the calculated carrier con-
centration is merely a semi-quantitative result. As temperature increases, more phonons modes are
excited, resulting in a reduction in the carrier mobility. The dominant scattering mechanism can be
obtained from the temperature dependence of mobility: mobility due to acoustic phonon scattering
behaves as T−3/2, while optical phonon scattering has a mobility of T−1/2 dependence, and charged
defects gives a T 3/2 dependence [98,99]. In this work, the carrier mobility of single-crystalline VSe2
decreases with increasing temperature in almost all temperature range measured, indicating the
dominance of phonon scattering even at very low temperatures.
Hall angle was also calculated based on the Hall coefficient measured (under magnetic field


























Here R, I, σ, L, t, w, RH , jx, Bz are electrical resistivity, current, electrical conductivity, length,
thickness, width, Hall coefficient, current density, and magnetic field strength, respectively. Thus,




= σRHBz = µBz.
Below 145K, cot(θH) changes almost linearly with temperature squared. Fit cot(θH) with
equation






and ms is the effective mass. Here α sets the energy scale for the spinon-spinon
scattering, and C describes in-plane impurity scattering rate [100,102]. In a system with no impurity,
C should be zero. From the fitting result, α = 0.0729K−2 and C = 2.14, indicating the sample
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Figure 4.9: cotθH vs. T
2 plot derived from Hall coefficient and electrical conductivity measurements
of single-crsytalline VSe2, showing a linear relationship
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contains a certain amount of impurities.
Due to the difficulty and uncertainty of the Hall measurement in VSe2, it is hard to quan-
titatively study the CDW phase transition. Nonetheless, the fact that carrier concentration has no
evident anomaly near 110 K is still consistent with the conjecture that only a small portion of Fermi
surface is involved in the CDW transition.
4.4 Magnetic Susceptibility
VSe2 is an interesting candidate for magnetic study. It has a natural tendency to grow V rich,
with excess V taking sites in the van der Waals gap [54], and its macroscopic magnetic properties is
sensitive to the amount of V interstitials. Despite that VSe2 in the monolayers [103], T-nanotubes/H-
nanotubes [104] and nanosheets [105] forms are regarded as ferromagnetic, bulk 1T-VSe2 is generally
considered as non-magnetic, with the energy of ferromagnetic state slightly lower [75]. In addition,
the concentration of V excess can be estimated by the magnetic susceptibility measurements [54],
thus magnetic measurement also provides information about the off-stoichiometry of the material.
In this work, magnetic susceptibility χ of VSe2 single crystals was measured on Quantum
Design MPMS from 2 K to 300 K, under an external magnetic field of 1 T applied both parallel
with and perpendicular to the c-axis of VSe2. Measurement was also seperately performed under
magnetic fields of 0.1 T, but there is hardly any difference found in the magnetic susceptibility when
magnetic field varies.
Temperature dependent magnetic susceptibility χ is illustrated in Fig. 4.10, in directions
parallel to ab-plane and c-axis, respectively. The values measured when the exteranl magnetic
field is along the ab-plane are lower, and the anistropy of susceptibility doesn’t seem to be strong,
which is good agreement with the result from Bruggen and Haas [87]. As suggested in previous
reports [61,83,88,106], low temperature magnetic susceptibility can be adequately fitted as
χ = χ0 +
C
T −Θ
Here the CT−Θ is the Curie paramagnetism contribution, where C is the Curie constant and Θ
is the effective interaction temperature indicating interactions between local moments. The χ0 is
a term that can be approximately treated as temperature independent, which consists of three
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Figure 4.10: Magnetic susceptibility of single-crystalline VSe2. Triangle and cross are the measured
magnetic susceptibility measured with magnetic field applied along the ab-plane and c-axis, respec-
tively. The insect shows the low temperature Curie tail, fitted with a Curie-like term (contributed
to free paramagnetic V interstitials) and a temperature independent term.
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C (cm3K/mol) Θ (K) χ0 (10
−4cm3/mol)
H ‖ ab− plane 0.0055 0.2 0.53
H ‖ c− axis 0.00655 0 1.8
Table 4.1: Calculated Curie constant C, effective interaction temperature Θ and temperature inde-
pendent term χ0 of VSe2.
Figure 4.11: Magnetic susceptibility anomaly of single-crystalline VSe2 near the CDW transition.
(a) The measured magnetic susceptibility shows a bump near 110 K. (b) The magnetic susceptibility
contributed by the layeres (reflected by χmeasured − χCurie) drops smoothly at 110 K.
terms: the Pauli paramagnetic term that arises from the conduction electrons, the Landau and
core diamagnetism term, and the van Vleck term [107]. Parameters derived from the fitting are
summarized in table 4.1.
The small and neglible Θ values indicate almost no inter-local magnetic moment coupling,
as such, spontaneous magnetism phase transition to ferromagnetic state is hardly attainable. The
Curie constant can be used as an indicator to the amount of excess V (the value of x in V1+xSe2).
Assuming the effective moment per interstitial V is 2.5µB [64, 108], x = 0.6% and 0.8% can be
calculated out from the C values with magnetic field along the ab-plane and c-axis, respectively,
following the calculations introduced by Friend and Jerome [54].
The Curie term is assumed to be unaffected by the CDW transition. On the other hand, the
Pauli paramagnetism term is generally regarded as temperature independent, and it is proportional
to the DOS at the Fermi surface, thus it can be stongly affected by the CDW wave transition [106].
As illustrated in Fig. 4.11(a), a bump is observed in the measured magnetic susceptibility when
the temperature decreases to the onset CDW transition temperature 110 K (and the bump is more
obvious when the external magnetic field is applied along the c-axis). Contributions from the Pauli
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paramagnetism, the Landau diamagnetism and the van Vleck paramagnetism are difficult of be
clearly separated, but the difference between the measured susceptibility χmeasured and the Curie
tail χCurie can be used as an indicator to the susceptibility without the contribution from the V
interstitials. As shown in Fig. 4.11(b), the χmeasured − χCurie drops smoothly across the CDW
transition, while in earlier reports [64, 88, 106], the drop is much sharper. The decrease can be
attributed to the change in DOS at Fermi surface due to CDW gap. The small change also indicates
the weak CDW in VSe2.
4.5 Heat Capacity
The heat capacity of VSe2 single crystals were measured from 2 K to 200 K with the
Quantum Design PPMS-6000, and heat capacity of poly-crystalline VSe2 was measured at 0.3 K-15
K, 2 K-300 K and 350 K-600 K using NETZSCH-DSC 404, Quantum Design PPMS-9 (at Wuhan
University of Technology, Wuhan) and a 3He cryostat with thermal relaxation method (at Institute
of Physics, Academia Sinica, Taipei), respectively. The molar heat capacity c vs. temperature data
are ploted in Fig. 4.12. In general, the values of heat capacity of both single- and poly-crystalline
VSe2 coincide well with each other and the only previous report from Yadav et al [80].
The measured high temperature c (only taken on poly-crystalline VSe2) exceeds the Dulong-
Petit limit 74.8 Jmol−1K−1 starting from ∼250 K. The ∼500 K peak in heat capacity of poly-
crystalline VSe2 is considered to be attributed to residual Se, as the melting point of Se is 494 K,
even though there are no Se peaks found in XRD results. Repeating the measurement shows peak
at the same temperature, confirming the existence of residual Se in the sample.
As shown in inset plot in Fig. 4.12, poly-crystalline VSe2 shows a very weak kink in heat
capacity across the CDW phase transition. However, the kink in the heat capacity of VSe2 single
crystal is even weaker, and the position of the hump seems to be shifted down to ∼ 95 K. This
is generally in good agreement with the measurement taken on single crystal flake(s) by Yadav et
al. [80], but the kink in their measurement is more noticeable.
4.5.1 Calculating the Amount of Residual Selenium
The amount of residual selenium inside the poly-crystalline VSe2 sample can be estimated
by calculating the enthalpy change across the 500 K peak of molar heat capacity. As shown in
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Figure 4.12: Molar heat capacity of single- and poly-crystalline VSe2.The dashed line indicates
Dulong-Petit limit.
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Figure 4.13: The heat capacity peak centered at ∼500 K, extracted from Fig. 4.12. The peak is
due to selenium melting, and the shaded area is used to calculate the enthalpy change across the
selenium melting point.
Fig. 4.13, the extracted peak, which is derived by subtracting the fitted baseline without considering
the peak from the measured values, covers an area of 117.2 J/mol, which corresponds to the enthalpy
change of selenium. The latent heat of selenium is 61 kJ/kg, which is 4818 J/mol. Thus the molar
concentration of selenium in poly-crystalline VSe2 is around 2%.
4.5.2 Low Temperature Heat Capacity Fitting
To investigate the electronic contribution to molar heat capacity, the linear part of molar
heat capacity at low temperatures was fitted using Debye-Sommerfeld expression c = celectronic +
clattice = γT + βT
3, where the first and second term represent the electronic and phononic specific
heat, respectively. The fitting results for single- and poly-crystalline VSe2 are close to each other, as
shown in Fig. 4.14. The upturn in c/T at ultra-low temperature region, which is observed in both
single- and poly-crystalline VSe2, deviates from the Debye-Sommerfeld model, and is not considered
in the fitting. The possible origin of this behavior will be further discussed in details in section 4.8.
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Figure 4.14: c/T vs. T 2 for both single- and poly-crystalline VSe2 at low temperatures. The solid
lines are the fitting trendlines using Debye-Sommerfeld equation, and the dashed lines are their
extensions showing almost the same γ value.
For poly-crystalline VSe2, the γ and β derived from the fitting are 10 mJK
−2mol−1 and




D , where n is the number of
atoms in a molecule, the Debye temperature ΘD was found to be 210 K. Similarly, γ, β and ΘD for
VSe2 single crystals are 10 mJK
−2mol−1, 0.53 mJK−4mol−1 and 220 K, respectively.
4.5.3 Heat Capacity Anomaly Near TCDW
As shown in Fig. 4.12, a weak but discernible hump is found in the heat capacities of single-
and poly-crystalline VSe2, near the CDW transition temperature. In the single-crystalline sample,
the hump appears to be weaker and at lower temperature (∼ 95K), and the entropy change across
the CDW transtion is difficult to be obtained. In poly-crystalline VSe2, the hump is more distinct.
The heat capacity change ∆c is derived by subtracting the fitting baseline (illustrated as a red spline
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Figure 4.15: Excess molar heat capacity around 95K.
in Fig. 4.15(a)) from the measured heat capacity. The ∆c features a wide hump centered at ∼ 106
K, as illustrated in the inset of Fig. 4.15(a), which is consistent with the conclusion of second-order
phase transition of VSe2 from the normal state to the incommensurate CDW state [57, 59, 62, 63].
∆c/T vs. T is plotted in Fig. 4.15(b), in which the shaded area is regarded as the entropy change
∆S involved in the CDW transition. The derived ∆S is ∼ 0.081 JK−1mol−1. On the other hand,
with the obtained γ value, the expected entropy change is S = γT ∼ 1.1 Jmol−1K−1. Thus there is
about ∆S/(∆S + S) ∼ 7.6% of the total Fermi surface involved in the CDW phase transition, and
this value is relatively very small in CDWs. Nonetheless, the heat capacity measurements of both
single- and poly-crystalline VSe2 show that the CDW in VSe2 is very weak.
4.6 Thermal Conductivity
The total thermal conductivity of single crystal VSe2 measured along the ab-plane, at tem-
peratures from 10 K to 305 K, by the custom designed parallel thermal conductance (PTC) ap-
paratus [79]. Correspondingly, total thermal conductivity of poly-crystalline VSe2 from 26 K to
322 K was measured in a direction perpendicular to the disk axis, by a custom designed thermal
conductivity measurement system [81]. Both systems are based on a steady state method.
The total thermal conductivity κ is contributed by both lattice and electrons, which could
be expressed as κ = κl + κe , where κl and κe are the lattice and electron parts of thermal con-
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Figure 4.16: (a) Total thermal conductivity and (b) lattice thermal conductivity of single- and
poly-crystalline VSe2 below room temperature.
ductivity, respectively. The electronic contribution of thermal conductivity κe was estimated using





2 , and σ is the elec-
trical conductivity, which is the inverse of electrical resistivity that was introduced in section 4.1.
The Wiedemann-Franz relation was originally used to describe the electronic thermal conductivity
in Fermi liquids, and is violated in various materials such as optimally electron-doped cuprate [109].
Despite that VSe2 shows a metallic behavior, the validation of Wiedemann-Franz relation in such
system still needs to be justified. Nonetheless, the estimated lattice thermal conductivity was de-
rived by subtracting the electron contribution from the observed total thermal conductivity. To
eliminate the radiation effect, corrections were conducted on the total thermal conductivity and
lattice thermal conductivity presented, following procedures given in ref. [79, 81].
The total thermal conductivity and lattice thermal conductivity of both single- and poly-
crystalline VSe2 are shown in Fig. 4.16. Some noteworthy features are: (1) Poly-crystalline VSe2
shows a higher thermal conductivity for both total and lattice. (2) Both samples exhibit low thermal
conductivity, comparing with typical metals. (3)In the total/lattice thermal conductivity of both
samples, there is a very asymmetric peak at 35K, which is a characterization of crystalline materials,
caused by crossover of dominant scattering mechanisms. (4) Around 110 K, both the total and lattice
thermal conductivity show anomalies at around 118 K, which could be possibly due to the phonon
softening caused by Kohn anomaly effect. This behavior resembles other CDWs, as will be discussed
in section 4.7.
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4.7 In Comparison with Other CDW Materials
In this section, the experimental results of 1T-VSe2 will be compared with three other
selected materials: NbSe3, 2H-NbSe2, and 2H-TaSe2. The goal is to develope a comprehensive
understanding of how CDW transition behaves in different systems, and what properties VSe2
shares with, and differs from, its neighbors. These three materials are selected owing to the facts
that: (1) NbSe3 is one of the most intensively studied quasi-1-D CDW materials, while the other
three are all 2-D structured; (2) NbSe2 and TaSe2, together with VSe2, are the only three in chemical
table group VB di-selenide materials. All these three materials have CDW transitions below room
temperature, and have been intensively studied. It is worth noting that NbSe3 and TaSe2 both have
two CDW transitions (for NbSe3, TCDW = 58 K, Tlock−in = 142 K; for TaSe2, TCDW = 90 K and
Tlock−in = 120 K), so both transitions will be taken into account. Here the Tlock−in indicates the
temperature for lock-in CDW transition. Also, for NbSe3, it was found that about 20% of the Fermi
surface at room temperature is destroyed by the 142 K CDW transition and approximately 60% of
the remaining part by the 58 K transition [110].
From all comparisons in electrical resistivity, Seebeck coefficient, Hall coefficient, heat capac-
ity and thermal conductivity, it can be seen that the CDW transition in TMDC materials behaves
quite differently from NbSe3, which is a typical quasi-1-D CDW material. Moreover, among the
three group VB di-selenides, the behavior of CDW transition in VSe2 is very different from the
other two compounds.
4.7.1 Electrical Resistivity
Fig. 4.17 compares the change in electrical resistivity near CDW transitions in the selected
materials. It can be clearly seen that the quasi-1-D CDW material NbSe3 has a much more distinct
anomaly across transition point, while in the other three quasi-2-D materials, the hump below TCDW
is either very mild, or even not discernible. Similar phenomena have been observed in other CDW
materials. Moreover, among the three group VB di-selenides, VSe2 seems to have the more distinct
anomaly than the other two materials. From the results it is plausible to argue that the mechanism
of CDW transition in the three group VB TMDCs might be different from that in NbSe3, which is
a typical quasi-1-D CDW. Indeed, X. Zhu et. al. [35] suggested to classify CDW into at least three
types: Type-I is quasi-1-D systems originating from Peierls instability (Fermi surface nesting); type
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Figure 4.17: Electrical resistivity near CDW transition temperature of (a) single and poly-crystalline
1T-VSe2, (b) 2H-NbSe2 [111], (c) 2H-TaSe2 [111] and (d) NbSe3 [112]. Note that TaSe2 and NbSe3
both have two CDW transitions at different temperatures.
II CDWs are driven by electron-phonon coupling, and NbSe2 was used as an example in their paper;
type III CDWs are systems with no indication of Fermi surface nesting or electron phonon coupling,
such as cuprates which exhibit charge modulation phenomena. While there are still controversies
over the origin of CDW transitions, the resistivity results may suggest the different mechanisms in
quasi-2-D (Nb,V,Ta)Se2 and some quasi-1-D CDWs.
4.7.2 Seebeck Coefficient
Fig. 4.18 shows the Seebeck coefficients of the four CDW materials near their transition
temperatures. There are several differences between VSe2 and the other three systems.
Firstly, among the three group VB TMDCs, VSe2 has the highest Seebeck coefficient, about
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Figure 4.18: Seebeck coefficient near the CDW transition temperature of (a) single- and poly-
crystalline VSe2, (b) NbSe2 [113], (c) TaSe2 [114] and (d) NbSe3 [115]. The vertical dashed lines
indicate CDW transition temperatures.
ten times greater than NbSe2 and TaSe2, and is close to that in NbSe3. As the Seebeck coefficient
usually indicates heavier electron effective mass (see Appendix C), so the carriers in VSe2 are likely
much heavier. Another possibility is that the holes in VSe2 are predominant, while in NbSe2 and
TaSe2, the contribution from electrons is nontrivial, as the signs of Seebeck coefficient for electrons
and holes are opposite. This can be also seen from the fact that only VSe2 doesn’t show a sign
change below room temperature. Additionally, all three materials (Fig. 4.18(a)(c)) show a quasi-
linear temperature dependence, consistent with the metallic nature of the systems.
More importantly, the behaviors of the CDW anomaly of the four materials are quite dif-
ferent. For CDW transitions in VSe2 and NbSe3 (the one at 142K), there is an upturn followed by
a hump below TCDW (note that Seebeck coefficient of NbSe2 is negative). For CDW transitions in
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NbSe2, TaSe2 (the one at 120 K) and NbSe3 (the one at 58 K), Seebeck coefficient reaches a local
maximum at TCDW . This could be interpreted by the fact that during CDW transitions, part of
the charge carriers are gapped, leading to a increase in Seebeck coefficient in the type of the gapped
carriers. The mechanism resembles the Seebeck coefficient in semiconductors, the details can be
found in Appendix C. For instance, as elaborated by P.M. Chaikin et al. [115], the increase at 142 K
in NbSe3 (Fig. 4.18 (d)) is due to a gap with hole-like carriers, while the drop at 58 K is the result
of a gap with electron region on Fermi surface. The anomaly of Seebeck coefficient change in the
other three materials could be explained similarly.
4.7.3 Hall Coefficient
Fig. 4.19 shows the comparison of Hall coefficients of the four selected CDWs. It can be
seen that: (1) Group VB TMDCs have similar order of magnitude in Hall coefficient, much lower
than that of NbSe3. This agrees with the metallic nature of these three materials. (2) There is a sign
change in all three TMDCs Hall coefficients (even though the sign change in VSe2 is less convincing
due to the small magnitude of Hall coefficient near room temperature), but is not observed in NbSe3.
The change in sign is consistent with the presence of multi-band conducting in the three TMDCs.
(3) The change in VSe2 is similar to the 120 K CDW in TaSe2, and is less distinct the others.
4.7.4 Heat Capacity
Fig. 4.20 compares the heat capacity of the four CDW materials. For NbSe3, only the
specific heat data around TCDW = 58K was reported. Nonetheless, it is clear that the anomalies
across transition temperature among the other three CDW materials are more abrupt than VSe2,
which indicates that fewer electrons are involved in the CDW transition in VSe2 than the other
three CDW materials.
Indeed, Fig. 4.21 gives a summary of the anomaly across CDW transitions in NbSe2, TaS2,
TaSe2, and VSe2, reported by J.M.E. Harper et al. in 1977 [117]. It can be clearly seen that
the changes in entropy during the transition, ∆S, in the other TMDCs are higher than in VSe2(see
section 4.5). Moreover, in the original paper of Fig. 4.21 [117], it was claimed that the measurements
of 3 mg VSe2 crystals found no thermal anomaly to a level of ∆c/c = 1%. Although an anomaly
in the specific heat of VSe2 was observed in this work, the fact that the CDW transition in VSe2 is
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Figure 4.19: Hall coefficient of (a) single- and poly-crystalline 1T-VSe2, (b) 2H-NbSe2 [111], (c)
2H-TaSe2 [111] and (d) NbSe3 [116]. The dashed vertical lines indicate CDW temperatures.
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Figure 4.20: Heat capacity of (a) 1T-VSe2, (b) 2H-NbSe2 [117], (c) 2H-TaSe2 [117] and (d)
NbSe3 [118].
Figure 4.21: Analysis of specific heat anomaly near CDW transition in different TMDC materi-
als [117]. γ and β are the two coefficients of low tempereature cp; ΘD is the Debye temperature; T0
is the onset of CDW transition; order stands for the thermodynamic order of the transition; ∆c/c and
∆ρ/ρ are the fractional heights of the specific heat anomaly and resistivity anomaly, respectively;
∆H is the integrated heat of the transition; ∆S is the entropy of the transition.
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much weaker than other TMDCs is unambiguous.
4.7.5 Thermal Conductivity
Figure 4.22: Thermal conductivity in typical CDW materials: K0.3MoO3 [119], (TaSe4)2I [119] and
(NbSe4)10I3 [120].
Due to the lack of previous measurements of the thermal conductivity in TMDCs, results
of this work will be compared with some typical CDW materials, including K0.3MoO3, (TaSe4)2I
and (NbSe4)10I3. As shown in Fig. 4.22, similar anomalies in thermal conductivity were found in
those materials near the CDW transition temperatures. However, in VSe2, the anomaly is less
prominent than the sharp peaks in the thermal conductivity of conventional CDW materials. This
weak anomaly is consistent with the smaller specific heat kink measurement at the transition, which
is discussed in section 4.7.4. Basically, the enhanced thermal conductivity could be attributed to
the extra heat carried by soft phonons, due to Kohn anomaly effect [121].
4.8 Anomalies at Very Low Temperatures
In this section, investigations on the electrical resistivity and specific heat of VSe2 at very low
temperatures will be presented. Despite not directly related to the CDW transition, the properties
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Figure 4.23: Plot of cT 2 vs. T 3 at very low temperatures, showing a sub-linear relationship.
at a few Kelvins can help us understand the ground state of VSe2. Surprisingly, VSe2 exhibits some
interesting properties at very lower temperatures, which haven’t been reported before: the heat
capacity of both sinlge- and poly-crystalline VSe2 deviates from the expected c = γT +βT
3 relation.
Besides, the electrical resistivity measurement shows an weak upturn below 10 K.
The results of low temperature heat capacity measurements are shown in Fig. 4.14 as a
diagram of c/T vs. T 2, which show distinct derivation from the the common c = γT +βT 3 behavior.
A sharp upturn is found in the the c/T of poly-crystalline VSe2 below ∼ 1.5K. Similarly, an upturn
is also present in the single-crystallien VSe2 below ∼ 5K, even though the sample was only measured
down to 2 K so the majority of the anomaly is actually positioned below the temperature region
measured.
The anomalous heat capacity of VSe2 is most likely to be due to Schottky heat capacity,
which is the most widly found origin of heat capacity anomaly. The schottky heat capacity anomaly
occurs when there are two or multiple energy levels separated by energy on the same order of kBT .
The Schottky anomaly may arise from different origins, such as the interactions of crystal field of
paramagnetic ions on the electron magnietic dipoles, and the coupling between nucleus spins and
electron dipoles [122]. The Schottky anomaly is featured by a sharp peak in heat capacity, which is
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sometimes at very low temperatures (especially for those caused by nucleus spin) that only the high
temperature tail (∝ T 2) could be experimental observed. Details of the the Schottky heat capacity
are given in Appendix D.
Therefore, taking the Schottky heat capacity into consideration, the low temperature molar
heat capacity could be written as c = AT−2 + γT +βT 3, where A is the parameter of T−2 Schottky
term. In the heat capacity of poly-crystalline VSe2, data at higher temperature (3.5 K - 6 K) is
fitted assuming the Schottky term could be neglected in this tempearture range, and the resulting
coefficients are γ = 10mJK−2mol−1 and β = 0.65 (shown in Fig.4.14). The heat capacity at very
low temperatures is ploted as cT 2 vs. T 3, which is shown in Fig. 4.23. Assuming the βT 3 term is
negligible at such a low temperatures, the cT 2 is supposed to be linear depend of T 3, with γ and A
the slope and y-intercept of the plot, respectively. The measured values, however, look sub-linear,
with γ = 23 mJK−2mol−1 and A = 0.63 mJK/mol at 0.3 K - 0.8 K, and are γ = 18 mJK−2mol−1
and A = 0.99 mJK/mol at 0.3 K - 0.8 K. This derivation from linear behavior could be of different
sources. It is possible that there is additional unknown term in heat capacity that is involved, or the
heat capacity anomaly found in the VSe2 is not exactly Schottky-like, so it doesn’t obey the T
−2
temperature dependent.
The contribution from V2O3 impurities in the poly-crystalline VSe2 sample should also
be taken into consideration. From the results of XRD measurements done at Wuhan University
of Technology (Fig.3.5), there is a small amount of V2O3 impurities in the poly-crystalline VSe2
sample. V2O3 is an insulator at low temperatures (it has a metal-insulator transition at ∼ 150 K),
and there is a Schottky anomaly in its heat capacity peaked at ∼ 10 mK [123–125], which is due
to nuclear spin of 51V atom. However, the amount of V2O3 impurity in the poly-crystalline VSe2
sample is very small: the highest V2O3 peak is about 1% the intensity of the highest VSe2, which
is a roughly reflection of the low concentration of V2O3. The parameter of the T
−2 term in the
heat capacity of V2O3 is reported as 3.7 − 9.0mJK/mol from different groups [123–126]. In that
case, assuming the heat capacity anomaly found at very low temperatures is contributed all to V2O3
instead of VSe2, at least 7 molar percent V2O3 is needed to produce such an intense anomaly, which
is totally in contradict with the weak V2O3 peaks found in the XRD patterns. Besides, the VSe2
single crystal also shows an similar trend of deviation from the c = γT + βT 3 behavior, but there is
no evidence that V2O3 impurity is involved in the single crystal sample. However, it is worth noting
that at least a minority portion of the heat capacity anomaly found in poly-crystalline VSe2 sample
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is indeed from the nuclear spin of V atom in V2O3 impurities.
Besides the Schottky heat capacity, there are other sources that could give rise to an anomaly
in heat capacity. Firstly, non Fermi liquid behavior in heavy fermion systems can also have an upturn
in low temperature heat capacity [127]. For instance, in both CeNi4Cu and YbNi4Cu, an upturn
in Cp was found, and external magntiec field can suppress the anomaly [128]. But most heavy
fermion systems have 4f or 5f atoms (such as Ce or U), while V has an electron configuration of
3d34s2. Hence the anomaly in V is unlikely due to the non-Fermi liquid behavior. On the other
hand, many quantum spin liquid materials feature a 2-D triangular lattice. In 1950, G.H. Wannier
calculated the spin configuration in a 2-D infinite trigangular set of Ising spins, and found out the
system is disordered at all temperatures and possesses no Curie point [129]. In 1973, P.W. Anderson
proposed a so-called resonating valence bond (RVB) model to describe the ground state, which is
the superposition of all possible pairing between the spins. There are a few candidates of this type
of material. One example is EtMe3Sb[Pd(dmit)2]2, the specific heat of which at low temperatures
shows a sharp upturn [130]. Another example is NiGa2S4, in which a hump in specific heat was
observed [131]. It is worth mentioning that NiGa2S2 adopts the same P 3̄m1 symmetry as VSe2. In
the former crystal, Ni atoms form a triangular 2-D lattice while in VSe2, a similar layer consists of
V atoms, as shown in Fig. 4.24.
Nonetheless, to identify the anomaly in the specific heat of VSe2, further experiments are
needed. For example, magnetic susceptibility at lower temperatures, and magnetic field dependence
of specific heat can help us understand the nature of the upturn. Specific heat measurement to even
lower temperature is also helpful, as the entropy calculation is feasible if the whole peak could be
measured.
On the other hand, there is also a weak but distinct upturn in the electrical resistivity of
VSe2 single crystal. As it is shown in (Fig. 4.25, the resistivity increases about 0.2% when the
temperature decreases from 10 K to 2 K. The origin of this upturn is still to be determined.
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Figure 4.24: 2-D triangular lattice plane formed by (a) Ni atoms in NiGa2S4 (b) V atoms in VSe2
[131].
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Conclusions and Future Works
5.1 Conclusions
The first conclusion we can make is that 1T-VSe2 has relatively strong electron-phonon
coupling, which could be confirmed from the experimental results: (1) In electrical resistivity mea-
surement, the slope of ρ/T is large, indicating a strong e-ph interaction; (2) also, in the Seebeck
coefficient of single-crystalline 1T-VSe2, the weak hump centered ∼20 K is possibly due to phonon
drag effect, which also implies the coupling between electrons and phonons is indispensable. Thus,
VSe2 is a quasi-2-D material with strong electron-phonon coupling, which favors the formation of
CDW state in the system. In addition, the correlation map of Fermi surface nesting and wave vector
derived from DFT calculations doesn’t show a maximum at the observed qCDW , implying that the
CDW formation in 1T-VSe2 may not be solely contributed to Fermi surface nesting.
Besides, it is suggested that the CDW formation only gaps a small portion of Fermi surface,
and the CDW is very weak. It is deduced from the facts that: (1) Electrical resistivity, Seebeck
coefficient, thermal conductivity and heat capacity measurements all show anomalies at around
TCDW , similar to other CDW materials, but with a much weaker magnitude; (2) calculation of the
entropy change derived from specific heat measurement indicates that only a small amount of Fermi
surface is involved in the CDW transition.
The comparison of CDW in VSe2 and some other CDWs indicates that the mechanisms of
the CDW in these materials might not be the same. Even in one material, there could be multiple
driving forces that lead to the CDW formation.
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Other than the CDW phase transition, there are some other notable features at very lower
temperatures. The heat capacity of VSe2 deviates from the Debye-Sommerfeld equation at temper-
atures < 10 K for single-crystalline VSe2 and < 1.5 K for poly-crystalline VSe2, and the deviation
is very significant in poly-crystalline VSe2 as it was measured down to lower temperatures. In the
electrical resistivity measurement of VSe2 single crystal (while polycrystalline VSe2 was not mea-
sured down to that low temperatures), a weak upturn is also found at temperatures below 10 K. The
nature of the anomaly in heat capacity is considered to be related with the Schottky heat capacity,
which is most likely to be caused by nuclear spin in V atoms. Real origin of the low temperature
anomalies still needs to be clarified in the future work.
5.2 Future Works
More works are needed to further investigate the CDW and low temperature anomalies in
VSe2. Here are some proposed future works:
(1) Growth of a larger single crystal with less defects.
(2) Measuring electrical resistivity (at lower temperature) and magnetic susceptibility of
polycrystalline VSe2. Applying external magenetic field when measuring the resistivity and heat
capacity, and see if there is any change in the low temperature anomalies.
(3) Most of experiments in this work are about the transport properties. Other techniques
that can directly probe the lattice symmetry are suggested, e.g., electron diffraction, TEM, with
which we can directly observe the super-lattice formed during CDW transition, if there is.
(4) Also, we can probe the band structure and DOS, for both electrons and phonons. Tech-
niques to be adopted include: neutron scattering, STM, ARPES, etc. With these measurements, we
can understand the change in band structure of the CDW transition, so as to determine the shape and
direction of nested Fermi surface, also to determine whether it is commensurate or incommensurate.
Although the results in this work suggests that the CDW transition in VSe2 is weak, the
conclusion is merely qualitative, and more experimental and theoretical works are needed to further




Appendix A Characterization of CDW
There are various techniques to experimentally probe the CDW state in the material, in-
cluding: (i) X-ray, electron scattering, neutron scattering to determine the lattice distortion; (ii)
angle-resolved photoemission, scanning tunneling and optical spectroscopy to probe the electronic
band structure; (iii) specific heat and transport measurements to characterize the change in elec-
tronic and phononic properties during CDW transition. In this section, we give some examples of
CDW characterization with different techniques.
A.1 Scanning Tunneling Microscopy (STM)
As most CDW transitions involve lattice distortion, the most intuitive method we can adopt
is observe the image of the structures directly, as shown in Fig. 1. Moreover, STM can also detect
the gap opening in CDW state. An example is shown in Fig. 2.
Figure 1: STM topographic image of 2H-NbSe2. The dash-dotted circle shows the patch with
well-defined CDW structure in the sample [132].
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Figure 2: STM spectrum of CDW material TbTe3. A depressed density of states is found at zero
bias [133].
A.2 X-Ray Diffraction and Electron Diffraction
Instead of imaging, XRD and electron diffraction can probe the formation of super lattice
via diffraction. Fig. 3 shows two examples of detecting superlattice in CDW state. In electron
diffraction, CDW peaks are weaker and away from Bragg peaks.
Figure 3: (a) Representative X-ray Diffraction Patterns for TbTe3 along (11L) and (24L) at room
temperature. Open circles are Bragg peaks and are scaled down by a factor of 1000; CDW modulation
is marked by blue and red arrows [29]. (b) TEM image of SmTe3, the weak satellite peaks correspond
to CDW phase [134].
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A.3 Angle Resolved Photoemission Spectroscopy (ARPES)
ARPES can be used to directly probe the electron band structure and thus the Fermi surface
nesting vector can be directly measured.
Figure 4: Fermi surface measured of TbTe3 with ARPES at 100K and 300 K. The segments of Fermi
surface that are gapped by CDW are shown [135].
A.4 Transport Measurements
Most transport properties can be affected by CDW, including resistivity, Seebeck coefficient,
thermal conductivity, etc.. In most CDW materials, anomalies can be observed when entering CDW
state, e.g., an increase in resistivity with decreasing temperature. Despite the fact that the cause of
these anomaly could be different, in some systems, especially low dimensional materials with strong
e-ph coupling, the possibility of CDW cannot be excluded without further investigation.
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Figure 5: Temperature dependence of resistivity of NbSe3. Two CDW transitions are found at 59K
and 145K [110].
Appendix B The Nature of Seebeck coefficient
The Seebeck coefficient, also called thermopower, is defined as S = −∆V∆T . When a tempera-
ture difference ∆T is applied to the two ends of a material, an electrical voltage difference ∆V will be
observed, and the ratio of voltage and temperature differences is Seebeck coefficient of this material.
A negative sign is added here so that the sign of Seebeck coefficient can also represents the sign of
charge carrier, i.e., the type of the conductor. The Seebeck coefficient is a 3×3 tensor, as the action,
the temperature difference, and the reaction, the voltage difference, could be in different directions
in a material. However, in most cases, the main concern is the diagonal value of the Seebeck tensor,
which means the directions of ∆T and ∆V are the same. The typical Seebeck coefficient of metal
ranges from 1 to 10 µV/K, whereas for semiconductors, it is around hundreds of µV/K. One of the
most popular applications of Seebeck effect is thermal couple.
Other than from the definition equation, there is another way to understand Seebeck coef-
ficient: the entropy carried per charge carrier. In 1990, P. M. Chaikin [136] pointed out that the
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The idea is simple and intuitive, but reveals very important information of the charge carrier:
the characteristic energy associated with it. For example, in metals, the heat per carrier is ≈ celT ,
where cel is the electronic specific heat, which is proportional to the temperature and the density of



















while in semiconductors with only one type of carrier. The heat carried by a particle is the difference
in the energy from the chemical potential, as








For semiconductors, the Seebeck coefficient is inversely proportional to temperature, and directly
proportional to the energy gap. With the presence of disorder, however the Seebeck coefficient could
behave quite differently. Disorder can lead to localization effect which can be described by variable
range hopping model [137]. P.M. Chaikin pointed out that in such case, there is a finite density
of states at the Fermi level, but the energy spread of the carriers is the energy difference between
adjacent sites δE, not kBT :
”heat” ∼ celT ∼ kB2T 2N(εF )→ N(εF )kB2δE2






where d is the dimension of the material. Therefore, from Seebeck coefficient one can distinguish
between a mobility gap and an energy gap [138].
Fig. 6 gives a summary of Seebeck coefficient behaviors in different systems. It is worth
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Figure 6: Summary of Seebeck coefficient behaviors [136].
noting that the sliding density wave has a zero Seebeck coefficient. Therefore, in charge density
wave materials, the sliding conduction mode carries no entropy.
In a crystalline material with band conduction, the Seebeck coefficient is closely related
to the electronic band structure of the material. If the relaxation process is much faster than the
transport process, and if local deviation from equilibrium is very small, the Boltzmann equation can










where σ(E) is energy-dependent electrical conductivity, feq is Fermi-Dirac distribution function.
The σ(E) is given by
σ (E) = q2τ (E)
∫ ∫
υx
2 (E, ky, kz) dkydkz ∼= q2τ (E) ῡ2x (E)D (E) ,
where q is the unit charge, υ(k) is the carrier shift velocity, and D(E) is the density of states. τ(E)
is the energy dependence of electronic relaxation time, which strongly depends on the scattering
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mechanism. The two equations above clearly elaborate the two origins of the entropy flow: (i)
different DOS between the initial and final state, and (ii) scattering through different intermediate
states (i.e., the entropy created).
Furthermore, in a system where charge carriers are independent with each other, i.e. weak
electron-electron interaction, the linear response conductance σ and Seebeck coefficient S were given






















which are also known as Mott relations. The equations also indicate that Seebeck coefficient is
sensitive to the asymmetry of band structure in the vicinity of Fermi level. It is worth noting
that, similar to the Wiedemann-Franz relation, Mott relations are only valid in the systems of weak
interactions. Thus if the Wiedemann-Franz relation fails in a material, the Mott relations are usually
also no longer valid [142].
With Mott relations, an estimate can be made for the Seebeck coefficient in different ma-
terials. The two most intuitive situations are (1) metals, where the conduction occurs near the
Fermi level, and (2) semiconductors, where thermal excitations facilitate electrical transport. To
understand the behaviors of the Seebeck coefficient in these two systems, we can first rewrite the




















is the Fermi-Dirac integral, η = µ/kBT , and r describes scattering mechanism as τ = τ
0Er.
In metals, the energy of charge carriers is in the range of µ±kBT . The Fermi-Dirac integral






















Some important features can be obtained from the above expression. Firstly, the (3/2 + r)
term, i.e. the energy dependence of scattering rate, determines the sign of Seebeck coefficient in
metals, which explains why some metals exhibit positive Seebeck coefficient. Secondly, in metals
usually µ is much greater than kBT , thus the Seebeck coefficients of metals are relatively small. Last
but not least, the Seebeck coefficient in a metal is linearly proportional to temperature.
In semiconductors, however, the Seebeck coefficient behaves much differently. Now µ is
inside the band gap between conduction and valence bands. In this case, if we assume E − µ  1,









dξ = eηΓ(n+ 1),

























Here q is the unit charge of the material, and it can be either positive or negative. And µ is negative
for electrons and positive for holes. For electrons and holes, the Seebeck coefficients are
Se = − 1eT
(












where EC and EV are the band edge of conduction band and valence band, respectively. If both






Figure 7: The relationship between the accuracy of Goldsmid-Sharp estimation and the maximum
value of Seebeck coefficient [143].
Therefore, unlike in metals, the behavior of Seebeck coefficient in semiconductors is more
complicated. The temperature dependence is not linear, and both electron and hole can contribute
to the total Seebeck coefficient.
In semiconductors, the Seebeck coefficient is related to the carrier concentration n and the









where kB is the Boltzmann constant, T is absolute temperature, q is carrier charge, h is the Plank
constant, m∗ is the effective at Fermi level, and n is the carrier concentration. The equation indicates
that in single band semiconductors, S is inversely proportional to n2/3.
Another important feature in semiconductors is the bipolar effect. In doped semiconductors,
the total Seebeck coefficient is largely determined by the energy level of the dopant. But as the
temperature goes higher, the intrinsic band gap of the host semiconductor matrix can be overcomed
by thermal excitation, thus the other type of charge carrier starts to play a role. As electron and
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hole have opposite signs of the Seebeck coefficient, the total Seebeck coefficient will degrade, and
experimentally, we will observe a maximum in S vs. T plot. Evidently, the position and magnitude of
the peak depends on the band gap of the material. The relationship is given by the Goldsmid-Sharp
formula [145]
Eg = 2e|S|maxTmax.
One can thus estimate the band gap width from the Seebeck coefficient peak. Note that this equation
is only a rough estimation, and in some materials the calculated result deviates from the experiments,
as shown in Fig. 7 [143].
Another notable effect in the Seebeck coefficient is phonon drag. Phonon drag is an effect
where an increase in Seebeck coefficient is observed as temperature goes down. As electron/holes
move along the lattice, the effective mass of charge carriers will increase due to electron-phonon
interaction. Thus phonon drag often occurs in a material where e-ph coupling is predominant. The
magnitude of Seebeck increase is usually weak, and it happens at temperatures close to ∼ 15θD [95].
Appendix C The Schottky Anomaly
In some materials, the heat capacity shows a hump at low temperatures. Such an anomalous
behavior is presumably due to the Schottky anomaly, named after Walter H. Schottky. The Schottky
anomaly usually occurs when an ion in the crystal consists of two or more energy levels, and the
energy splitting is very small [122]. At zero temperature, lowest energy levels are occupied, and
there is no further excitation. As temperature gets higher, the probability of excitation to higher
energy levels increases, and so does the specific heat. But at high temperatures, all energy levels
are evenly populated and there is no further excitation. Hence the maximum in Cp occurs at the
temperature T ′ that satisfies kBT
′ ∼ ∆, where kB is Boltzmann constant, ∆ is the energy gap
between two levels. For a two level system, the Schottky anomaly contribution to the specific heat
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.
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Figure 8: Theoretical calculated temperature dependence of Schottky specific heat. Specific heat
and temperature here are in arbitary unit.
From the equation, it can be seen that at low temperatures where ∆ kBT , the Schottky
term reduces to cSchottky = R(
∆
T )
2e−∆/T . And at high temperatures where ∆ kBT , the term takes
the form cSchottky = R(
∆
T )
2. Therefore, at very low temperatures, Schottky specific heat increases
exponentially with temperature, and at high temperatures, it decreases with a T−2 dependence.
The calculated result is shown in Fig. 8.
Although the concept of Schottky anomaly of multiple energy levels with small gaps is not
complicated, in real materials several mechanisms can cause the splitting. The most common scenario
is paramagnetic ions interacting with the surrounding crystal electrical field. At low temperatures,
the interaction between the electron magnetic dipole of the paramagnetic ion and its crystal field
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will cause a preferential alignment which lowers the energy. The magnitude of the energy splitting
gap is very small and the excitations can occur at very low temperatures.
The Schottky anomaly has been found in various systems. One example is antiferromagnetic
(AFM) phase transition, such as Ca3Mn2Ge3O12 at ∼ 14K [147], and EuNi5P3 at ∼ 8K [148]. In
such systems, specific heat forms a λ-anomaly at Neel point, and the peak can be smeared by
applying external magnetic field.
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