The availability of multiple orthogonal channels in a wireless network can potentially lead to substantial performance improvement by alleviating contention and interference. However, this also gives rise to non-trivial channel coordination issues. The situation is exacerbated by variability in the achievable data-rates across channels and links. Thus, scheduling in such networks may require substantial information-exchange and lead to non-negligible overhead. This provides a strong motivation for the study of scheduling algorithms that can operate with limited information, while still providing acceptable worst-case performance guarantees. In this paper, we make an effort in this direction, by examining the scheduling implications of multiple channels, and heterogeneity in channelrates. We establish lower bounds on performance of a class of maximal schedulers, and describe a scheduler that require limited information-exchange between nodes. We first demonstrate that when the underlying scheduling mechanism is "imperfect", the presence of multiple orthogonal channels can help alleviate the detrimental impact of the imperfect scheduler, and yield a significantly better efficiency-ratio in a wide range of network topologies. We then establish performance bounds for a scheduler than can achieve good efficiency-ratios in the presence of channels with heterogeneous rates without requiring explicit exchange of queue-information. Our results indicate that it may be possible to achieve a desirable trade-off between performance and information.
scheduled on channel c. We assume that r c l > 0 for all l ∈ L and c ∈ C 1 . We also deifne the following terms: r max = max l∈L,c∈C r c l , and r min = min l∈L,c∈C r c l When two conflicting links are scheduled simultaneously on the same channel, both achieve rate 0.
• β s denotes the "self-skew-ratio", defined as the minimum ratio between rates supportable over different channels on a single link. Therefore, for any two channels c and d, and any link l, we have • β c denotes the "cross-skew-ratio", defined as the minimum ratio between rates supportable over the same channel on different links. Therefore, for any channel c, and any two links l and l ′ , we have that . Note that σ s ≥ 1 + β s (σ s − 1). Moreover, typically σ s will be much larger than this worst-case bound. σ s is largest when β s = 1, and then σ s = |C |.
• b(l) and e(l), respectively, denotes the nodes at the two endpoints of a link. In particular, link l is directed from node b(l) to node e(l).
• E(b(l))and E(e(l))denote the set of links incident on nodes b(l) and e(l), respectively. Thus, the links in E(b(l))and E(e(l))share a node with link l. Since we are focusing on single-interface nodes, this implies that if link l is scheduled in a certain time slot, no other link in E(b(l))or E(e(l))can be scheduled at the same time. This is referred to as an interface conflict. As noted previously, our results (and the notion of interface conflict) can also be extended to the multi-interface case, but the space limitations prevent discussion of this case.
• I(l) denotes the set of links that conflict with link l when scheduled on the same channel. I(l) may include links that also have an interface-conflict with link l. By convention, l is considered included in I(l). Let
A(l) = A(l). Note that l ∈ A(l).
Links that have an interface conflict with link l are those that belong to E(b(l)) ∪ E(e(l)) − {l}; they are also said to be adjacent to link l. The subset of I(l) comprising interfering links that are not adjacent to l is denoted by I ′ (l). Let I max = max l |I ′ (l)|, and let A max = max l |A(l)|.
• K denotes the maximum number of non-adjacent links in I ′ (l) that can be scheduled on a given channel simultaneously if l is not scheduled on that channel. K l (|C |) denotes the maximum number of non-adjacent links in I ′ (l) that can be scheduled simultaneously on any of the |C | channels (without conflicts) if l is not scheduled for transmission. Note that here we exclude links that have an interface conflict with l.
• K |C | is the largest value of K l (|C |) over all links l. That is,
hard to see that for single-interface nodes:
We remark that the term K as used by us is similar, but not exactly the same as K in [6] . In [6] , K denotes the largest number of links that may be scheduled simultaneously if some link l is not scheduled, including links adjacent to l. We exclude the adjacent links. For future reference, we will refer to the quantity defined in [6] as κ instead of K.
• Let γ l be 0 if there are no other links adjacent to l at either endpoint of l, 1 if there are adjacent links at only one endpoint, and 2 if there are adjacent links at both endpoints.
• γ is the largest value of γ l over all links l. That is, γ = max l γ l .
• Load vector: We consider single-hop traffic flows. That is, each flow originates at one node and ends at an adjacent node, using the link between the two nodes to transmit the traffic (all traffic on a link is clubbed together as one flow). The traffic arrival process for link l is denoted by {λ(t)}.The arrivals in each slot t are i.i.d. with average λ l . The average load on the network is denoted by load vector
, where λ l denotes the arrival rate for the flow on link l. The load on some links may possibly be 0.
• Queues: The packets generated by each flow are first added to a queue maintained at the source node (depending on the algorithm, there could be a single queue for each link, or a queue for each (link, channel) queue).
• Feasible load vector: In each time slot, the scheduler used in the network determines which links should transmit and on which channel (recall that each link is a directed link, with a transmitter and a receiver). In different time slots, the scheduler may schedule a different set of links for transmission. A load vector is said to be feasible, if there exists a scheduler that can schedule transmissions such that each of the queues in the network remains stable (or, bounded in size) when using that load vector.
• Link rate vector: Depending on the schedule chosen in a given slot by the scheduler, each link l will have a certain transmission rate. For instance, using our notation above, if link l is scheduled to transmit on channel c, it will have rate r c l (here we assume that, if the scheduler schedules link l on channel c, it does not schedule another conflicting link on that channel). Thus, the schedule chosen for a time-slot yields a link rate vector for that time slot. Note that link rate vector specifies rate of transmission used on each link in a certain time slot. On the other hand, load vector specifies the rate at which traffic is generated for each link.
• Feasible rate region: The set of all feasible load vectors constitutes the feasible rate-region of the network, and is denoted by Λ. A throughput-optimal scheduler is one that is capable of maintaining stable queues for any load vector − → λ ∈ Λ.
• TO-scheduler: It has been previously shown [1] that a scheduler that maintains a queue q l for each link l, and then chooses the schedule given by argmax− → r ∑ q l r l , where the max is taken over all possible link rate vectors − → r is throughput-optimal. We will refer to this particular scheduler as TO-scheduler. Note that q l is a function of time, and queue sizes at the start of a time slot are used above for computing the schedule (or link-rate vector) for that slot.
• Imperfect scheduler: It is usually difficult to determine the throughput-optimal link-rate allocations above since the problem is typically computationally intractable. Thus, there has been significant recent interest in "imperfect" scheduling policies that can be implemented efficiently. In [2] , cross-layer rate-control was studied for an imperfect scheduler that chooses (in each time slot) link-rate vector − → s such that ∑ q l s l ≥ δ argmax− → r ∑ q l r l , for some constant δ (0 < δ ≤ 1). It was shown [2] that any scheduler with this property can stabilize any load-vector − → λ ∈ δΛ -note that if a rate vector − → λ is in Λ, then the rate vector δ − → λ is in δΛ. δΛ is also referred to as the δ-reduced rate-region. If a scheduler can stabilize all − → λ ∈ δΛ, its efficiency-ratio is said to be δ.
• Maximal scheduler: Under our interference model, a schedule is said to be maximal if (a) no two links in the schedule conflict with each other, and (b) it is not possible to add any link to the schedule without creating a conflict (either conflict due to interference, or an interface-conflict). The performance of maximal schedulers under various assumptions has been studied in much recent work, e.g., [6] , [4] , [5] , [8] . However, the focus has largely been on single-channel wireless networks. Scheduling in multi-channel networks has been examined in [6] , and a queue-loading algorithm has been proposed, using which a maximal scheduler can stabilize any vector in 1 κ+2 Λ, for arbitrary β c and β s values. This paper improve on the prior result, in addition to presenting a new scheduler.
III. SCHEDULING IN MULTI-CHANNEL WIRELESS NETWORKS
As has been stated in the previous section, throughput-optimal scheduling is often an intractable problem even in a single-channel network, though imperfect schedulers that achieve a fraction of the stability-region can potentially be implemented in a reasonably efficient manner. When there are multiple channels, but each node has one or few interfaces, an additional degree of complexity is added, in terms of channel coordination. In particular, when the 000000 000000 000000 000000 000000 000000 000000 link-channel rates r c l can be different for different links l, and channels c, the scheduling complexity is exacerbated by the fact that it is not enough to assign different channels to interfering links; for good performance, the channels must be assigned taking achievable rates into account, i.e., individual channel identities are important. In [6] , it was argued that if a simple maximal scheduler is used in such a network, there could possibly be an arbitrary degradation in efficiency-ratio (assuming arbitrary variability in rates) compared to the efficiency-ratio of a maximal scheduler with identical channels. Thus, they proposed a queue-loading rule to control the channels on which a link competes. This rule requires knowledge of of the length of queues at all interfering links, and achieves an efficiency-ratio
Variability in channel gains over different links is very much a characteristic of real-world wireless networks, and must indeed be handled by protocols and algorithms. However, if the solutions require extensive informationexchange, the resultant good performance may be offset by the increased overhead. Thus, it is crucial to consider various points of trade-off between information and performance. In this context, the quantities β s , β c and σ s defined in Section II prove to be useful. The quantities β s and β c can be viewed as two orthogonal axes for worst-case channel heterogeneity (Fig. 1) . The quantity σ s provides an aggregate (and thus averaged-out) view of heterogeneity along the β s axis. β s = 1 corresponds to a scenario where all channels have identical characteristics, viz., bandwidth, modulation/transmission-rate, etc., and the link-gain is a function solely of the path-loss. β c = 1 corresponds to a scenario where all links have the same gain, but the channels may have different characteristics, e.g., an 802.11b channel with a maximum supported data-rate of 11 Mbps, and an 802.11a channel with a maximum supported datarate of 54 Mbps. In this paper, we show that in a single-interface network, a simple maximal scheduler augmented with local traffic-distribution and threshold rules achieves an efficiency-ratio 2) The performance degradation (compared to the scheduler of [6] ) when rates are variable, i.e., β s , β c = 1 is not arbitrary, and is at worst
Thus, even with a purely local information based queueloading rule, we are able to avoid arbitrary performance degradation even in the worst case. On average, the performance would be much better.
3) In many network scenarios, . This is particularly likely to happen in networks with single-interface nodes, e.g., suppose we have three channels a, b, c with r a l = 1, r b l = 1, r c l = 0.5 for all links l. Then, in the network in Fig. 2 (where the link-interference graph is a star with x radial vertices, and there are no interface-conflicts), we obtain a bound of The multi-channel scheduling problem is further complicated if the rates r c l are time-varying, i.e., r c l = r c l (t). However, handling such time-varying rates is beyond the scope of this paper, and we address only the case where rates do not exhibit time-variation.
IV. SUMMARY OF RESULTS
For multi-channel wireless networks with single-interface (or single-radio) nodes, we present lower bounds on the efficiency-ratio of a class of maximal schedulers (including both centralized and distributed schedulers), which indicate that the worst-case efficiency-ratio can be higher when there are multiple channels (as compared to the single-channel case). More specifically, we show that:
• The number of links scheduled by any maximal scheduler are within at least a max{
,K+γ} } fraction of the maximum number of links activated by any feasible schedule.
• A centralized greedy maximal (CGM) scheduler achieves an efficiency-ratio at least max{
,K+γ} } This constitutes an improvement over the lower bound for the CGM scheduler proved in [6] . Since K |C | ≤ K|C | ≤ κ|C |, this new bound on efficiency-ratio can often be substantially tighter.
• We show that any maximal scheduler, in conjunction with a simple local queue-loading rule, and a thresholdbased link-participation rule, achieves an efficiency-ratio of at least
This scheduler is of significant interest as it does not require information about queues at all interfering links.
In the rest of the paper, we elaborate on the results. Most of the proofs are presented in the Appendix.
Note that the text below makes the natural assumption that two links that conflict with each other (due to interference or interface-conflict) are not scheduled in the same timeslot by any scheduler discussed in the rest of the paper.
V. MAXIMAL SCHEDULERS
We begin the presentation of the results with a result that applies to all maximal schedulers.
Theorem 1: Let S opt denote the set of links scheduled by a scheduler that seeks to maximize the number of links scheduled for transmission, and let S max denote the set of links activated by any maximal scheduler. Then the following is true:
Although we do not use this result directly to prove any of the remaining results, this result makes the interesting point that the availability of multiple channels can potentially improve the ratio of number of scheduled links compared with the optimal scheduler.
VI. CENTRALIZED GREEDY MAXIMAL SCHEDULER
A centralized greedy maximal (CGM) scheduler operates as follows in each timeslot: (i) Calculate link weights w c l for all links l and channels c.
(ii) Sort the link-channel pairs (l, c) in non-increasing order of w c l . (iii) Add the first link-channel pair in the list (with highest weight) to the schedule for the timeslot, and remove from the list all link-channel pairs that are no longer feasible (either due to interface or interference conflicts). (iv) Repeat step (iii) until the list is exhausted (thus no more links can be added to the schedule).
In [6] , it was shown that this centralized greedy maximal (CGM) scheduler can achieve an approximation-ratio at least 1 κ+2 in a multi-channel network, where κ is the maximum number of links that may possibly be scheduled concurrently as a result of removing another link from the schedule. This bound holds for arbitrary values of β s and β c , and variable number of interfaces per node. Though it is tight in that there exists at least one network in which the efficiency-ratio does not exceed the bound, it can be quite loose on average, particularly in networks where there are multiple channels but single-interface nodes. In this section, we prove an improved bound on the efficiency-ratio achievable with the CGM scheduler. Recall that w c l = q l r c l .
Theorem 2: Let S opt denote the set of links activated by an "optimal" scheduler that maximizes ∑ w c l by choosing appropriate link-channel pairs (l, c) for transmission. 2 Let c * (l) denote the channel assigned to link l ∈ S opt by this optimal scheduler. Let S g denote the set of links activated by the centralized greedy maximal (CGM) scheduler, and let c g (l) denote the channel assigned to a link l ∈ S g . Then the following is true:
The appendix present the proof. The above theorem implies the next result:
Theorem 3: The centralized greedy maximal (CGM) scheduler can stabilize the δ-reduced rate-region, where:
We earlier discussed a result from [2] that any scheduler, which chooses rate-allocation − → s such that ∑ q l s l ≥ δ argmax ∑ q l r l , can stabilize the δ-reduced rate-region. Invoking this result, and Theorem 2, we obtain the above result. Interestingly, the above bound is independent of β c .
A. Extension to multiple interfaces per-node
We now describe how the result can be extended to networks where each node may have more than one interface. (u,v) . Set the achievable channel rate appropriately for each edge in E ′ and each channel. For example, if channel-rate is solely a function of u, v and c, then: for each channel c, set r c (u i ,v j ) = r c (u,v) . The transformed graph G ′ comprises only single-interface links, and thus Theorem 2 applies to it. Moreover, it is not hard to see that a schedule that maximizes ∑ q l r l in G ′ also maximizes ∑ q l r l in G. Thus the efficiency-ratio from Theorem 2 for network graph G ′ yields an efficiency-ratio for the performance of the centralized GM scheduler in the multi-interface network.
Given the original network node-graph G = (V, E), construct the following transformed graph
Let us briefly touch upon how one would expect the ratio to vary as the number of interfaces at each node increases. Note that the efficiency-ratio depends on β s , |C |, K |C | , γ. Of these β s and |C | are always the same for both G and G ′ . γ is also always the same for any G ′ derived from a given node-graph G, as it depends only on the number of other node-links incident on either endpoint of a node-link in G (which is a property of the node topology, and not the number of interfaces each node has). However, K |C | might potentially increase in G ′ as there are many more non-adjacent interfering links when each interface is viewed as a distinct node. Thus, for a given number of channels |C |, one would expect the provable efficiency-ratio to initially decrease as we add more interfaces, and then become static.
While this may initially seem counter-intuitive, this is explained by the observation that multiple orthogonal channels yielded a better efficiency-ratio in the single-interface case since there was more spectral resource, but limited hardware (interfaces) to utilize it. Thus, the additional channels could be effectively used to alleviate the impact of sub-optimal scheduling. When the hardware is commensurate with the number of channels, the situation (compared to an optimal scheduler) increasingly starts to resemble a single-channel single-interface network.
B. The special case of |C | interfaces per node
Let us consider the special case where each node in the network has |C | interfaces, and achievable rate on a link between nodes u, v and all channels c ∈ C is solely a function of u, v and c (and not of the interfaces used). In this case, it is possible to obtain a simpler transformation. Given the original network node-graph G = (V, E), construct |C | copies of this graph, viz., G 1 , G 2 , ..., G |C | , and view each node in each graph as having a single-interface, and each network having access to a single channel. Then each network graph G i can be viewed in isolation, and the throughput obtained in the original graph is the sum of the throughputs in each graph. From Theorem 2, in each graph we can show that the CGM scheduler is within max{1, 1 K+γ } of the optimal. Thus, even in the overall network, the CGM scheduler is within max{1, 
VII. A SIMPLE MAXIMAL SCHEDULER WITH THRESHOLDS
In this section we present a simple extension to multiple channels of the result of [4] for a maximal scheduler with threshold-based participation. This serves as a precursor for the results of the next section.
The set of all links in denoted by L. The arrival process of each link l is denoted by {λ l (t)}. For a given link l, the arrivals λ l (t) are i.i.d., and E[λ l (t)] = λ l . However, we make no assumptions about independence of arrival 
In time-slot t, only links l with q l (t) ≥ r l participate, and a maximal schedule is computed. The proof is presented in the Appendix.
VIII. A RATE-PROPORTIONAL MAXIMAL MULTI-CHANNEL (RPMMC) SCHEDULER
The set of all links in denoted by L. The arrival process for link l is i.i.d. over all time-slots t, and is denoted by {λ l (t)}, with E[λ l (t)] = λ l . We make no assumption about independence of arrival processes for two links l, k. However, we consider only the class of arrival processes for which
where η is a suitable constant.
Consider the following scheduler:

Rate-Proportional Maximal Multi-Channel (RPMMC) Scheduler
Each link maintains a queue for each channel. The length of the queue for link l and channel c at time t is denoted by q c l (t). In time-slot t: only those link-channel pairs with q c l (t) ≥ r c l participate, and the scheduler computes a maximal schedule. The new arrivals during this slot, i.e. λ l (t) are assigned to channel-queues in proportion to the rates, i.e., λ c l (t) = The proof is presented in the Appendix.
Corollary 1: When β s = 1, the RPMMC scheduler achieves an efficiency ratio of
IX. CONCLUSION
We have presented bounds on the efficiency-ratio achieved by certain maximal multi-channel schedulers. In particular, we have proposed a scheduler that can achieve acceptable performance with limited information. Promising directions for future research include designing low-overhead algorithms for computing maximal schedules in multichannel networks, and further exploring the trade-off between information-exchange and performance.
APPENDIX
Recall that S max is defined in the statement of Theorem 1 as the set of links scheduled by any maximal scheduler. Also recall that S g is defined in the statement of Theorem 2 as the set of links scheduled by the CGM scheduler. Also, S opt is defined as the set of links scheduled by the optimal scheduler, where the notion of optimality is as defined in each of Theorem 1 and Theorem 2. In the following proofs, we may use the term S both , which is a concise way to refer to either S g ∩ S opt or S max ∩ S opt , depending on the context of that particular proof.
Proof: (Proof of Theorem 1) Consider l ∈ S opt ∩ S max . Denote by c m (l) the channel on which l is scheduled in S max . Since l was not scheduled by the maximal scheduler, this implies that at least one of the following events must be true: A i f = {l : l ∈ S opt ∩ S max and Condition 1 holds}. A in = (S opt ∩ S max ) − A i f Thus A i f comprises the set of links in S opt ∩ S max that are blocked in the maximal-schedule by interface-conflicts, while A in comprises the set of links in S opt ∩ S max that are blocked in the maximal-schedule purely by channelinterference conflicts.
Any link l ′ ∈ S max can occur in the Y l of at most K |C | non-adjacent links l ∈ S opt . Thus, it follows that:
Any interface-conflicts experienced by links in S opt ∩ S max must necessarily be caused by links in S max ∩ S opt . Since a link can only cause up to γ interface-conflicts, we obtain that:
Thus we obtain the following:
We now prove another bound, viz.
Consider a link l that is scheduled on some channel c in S max . Either l is scheduled on channel c even in S opt , or if l is not scheduled in S opt , at most K links in I ′ (l), and γ links in A(l) − {l} could have been scheduled on channel c in S opt . Thus:
Thus:
Proof: (Proof of Theorem 2)
Denote by c * (l) the channel on which l ∈ S opt is activated by the optimal scheduler. c g (l) is the channel on which l ∈ S g is activated by the CGM scheduler.
Consider l ∈ S opt ∩ S g . Since l was not scheduled by the CGM scheduler, this implies that at least one of the following two conditions must be true: 
Then S both,more and S both,less constitute a partition of S g ∩ S opt . Let A i f ,1 = {l : l ∈ A i f , c * (l) was not available to l when l's first interface got used up during CGM scheduling} Let A i f ,2 = {l : l ∈ A i f , c * (l) was still available to l when l's first interface got used up during CGM scheduling} From the greedy nature of the scheduler, if a link l ′ ∈ I ′ (l) was scheduled on some c ∈ C in S g while l was still schedulable on some subset of channels D l ⊆ C , this implies that w c
Note that for all l ∈ A i f ,1 , and S both,less , it must be true that some link l ′ ∈ I ′ (l) was assigned c * (l) in S g while l was still schedulable on c * (l), i.e., c * (l) ∈ D l , where D l is the set of channels on which l was still schedulable when c * (l) was first assigned to some link in I ′ (l).
Moreover, it is true that at the time when l ∈ S both,less was assigned c g (l), all other c ∈ C with r c l > r c g (l) l were already assigned to some other l ′ ∈ I ′ (l), with w
, and
Let us denote by f (l) the link l ′ in S g ∩ S opt that is the cause of blocking the first interface of link l ∈ A i f .
, and resultantly
In light of this, and the definition of A in and σ s : 
Furthermore, if a link l ′ adjacent to l was scheduled in S g ∩ S opt at a time when l was still schedulable on c * (l), as is the case for links in A i f ,2 , then it implies that w 
