ABSTRACT Recently, active matrix organic light-emitting diode (AMOLED) displays have widely been used for user-interface applications on smartphones. Since frequent interactions between a user and a display which come from such applications tend to incur big display power consumption, the display power efficiency should be managed exactly and fast. For this purpose, a high-accurate and fast power model for AMOLED displays is greatly required for efficient power management. In this paper, we propose a novel high-accurate and fast power model for AMOLED displays, which is developed using a multiple regression technique to account for the dependency between R, G, and B channels and is polished using various performance optimization techniques. Then, the proposed model is applied to five AMOLED display panels of a CHIMEI panel and Galaxy S1, 3, 5, and 7 panels from SAMSUMG. The average error rates are obtained on these panels for four well-known image datasets. The proposed model shows the lowest error rate of 1.29% on Galaxy S7, while the simple model and Park's model show the error rates of 6.91% and 6.57%, respectively. In addition, in order to guarantee the fast execution time of the proposed power model on smartphones, we implement performance optimizations to the model. For runtime application, the proposed power model is implemented at the operating system level of the Android smartphone equipped with Exynos 4412. The optimized power model shows an average execution time of approximately 7.77 milli-seconds per image displayed on the panel with 720x1280 resolution. Consequently, the proposed power model is shown to be very fast and accurate, and thus it is highly useful in smartphones with AMOLED displays.
I. INTRODUCTION
Organic light-emitting diode (OLED) displays have significant advantages in structure and operating principles compared to liquid crystal display (LCD) displays. Fig. 1 shows that the LCD is composed of multiple layers consisting of glass and polarizers but the latest OLED display is composed of a simple structure consisting of OLED elements and a polarizer together with plastic instead of a glass which is difficult to bend. In addition, the LCD uses a backlight to pass the required amount of light through the polarizer. On the other hand, the OLED can control light by providing different currents to each element without backlight because each element of the OLED is possible to emit the light. Fig. 2 (a) shows the driving circuit of the most representative active matrix OLED (AMOLED) display among OLED displays. In this figure, when the scan line is selected, the selected pixel will continue to emit until the other signal (i.e., the next frame) is input according to the data line signal. Therefore, the AMOLED display is driven dynamically because each OLED element emits light individually according to a control signal. As a result, the AMOLED display has great advantages in design and image quality because it enables fine-grained adjustment of the pixel of an image content according to resolution when displaying the image content on an AMOLED display panel and enables a flexible display, which is one of its major features. display is much larger than before. Thus, it is very necessary to efficiently manage power consumption because the battery capacity is limited in smartphones. Fig. 3 shows the ratio of power consumed by key components in the Galaxy S3 while running game and camera applications. When running game and camera applications on the smartphone, the power consumption of the AMOLED display accounts for 18% and 34% of the total power consumption, respectively. This means that while a user interface-based application runs continuously on the smartphone, the power consumption of the AMOLED display is a large portion of the total power consumption. It should also be noted that the graphics processing unit (GPU) is used to accelerate the display and thus the power consumption of the display is higher than the display power itself when running applications. [14] , [15] .
In order to efficiently manage the power consumption of the AMOLED display, it is essential to design a highaccurate and fast power model that estimates the power consumption of the AMOLED display accurately while it is being performed in real time on the smartphone. The simple power model proposed by Dong et al. [16] considers that the RGB subpixels of the OLED display operate independently. However, since the R, G, and B channels of an AMOLED display panel use the same power supply [17] , their dependencies must be considered. Thus, a major disadvantage of the simple model is that it does not take into account their dependencies between subpixels when designing the model. As a result, the estimated power value of the simple model is very inaccurate when compared with the real measured power value. In order to solve this problem, Park et al. proposed an upgraded power model considering their dependencies between subpixels [18] . However, this model has similar problems because it only considers their dependencies between two channels. Thus, Park's model has a limitation that the power compensation is not considered properly when all subpixels in a pixel are simultaneously used.
Kim et al. [19] suggested a new power model which is built using a linear regression between the aggregated normalized RGB values and error rates. These error rates were extracted from the gaps between the real power measurement and the estimated power by the simple power model [16] . This model based on the simple model included both the brightness level and the sum of the RGB values obtained from the linear regression. Thus, as with the limitations of the simple model, there is a limitation not considering the dependencies between subpixels.
In this paper, a high-accurate and fast power model is proposed for efficient power management as well as overcoming the limitations of the existing power models. The proposed model considers the dependencies between R, G, and B channels for high accuracy. Also, the performance optimization techniques are applied to the model for fast execution time of the power model. In order to evaluate the general usefulness and accuracy of the proposed model, it is applied to five AMOLED display panels. Experiments with Galaxy S7 which has a recent AMOLED panel show that the proposed model represents an error rate of 1.29% and the existing models represent the error rate of 6.91% and 6.57%, respectively. When we apply the proposed model with performance optimizations to Galaxy S3, an average error rate of 1.63% and an average execution time of 7.77 milli-seconds are achieved. Finally, we develop a runtime implementation of the proposed model at the hardware abstraction layer (HAL) level of the Galaxy S3 smartphone to show the real-time execution and high accuracy of the proposed power model. The rest of this paper is organized as follows. Section II describes related work and limitations of the prior power models for AMOLED displays. Section III presents the motivations of this work and remarks the problems of the prior power models. Section IV explains the proposed power model in detail. Section V describes the performance optimization methods applied to the proposed power model. Section VI describes the experimental environment and results. Finally, Section VII concludes the paper.
II. RELATED WORK
In recent years, smartphones are rapidly becoming popular and used by users. Power saving is very important because the smartphone operates on a limited battery basis. Therefore, power measurement, modeling, and reduction research of various devices of the smartphone as a base for optimal power saving have been continuously carried out.
Among the power-saving studies using sensors and applications embedded in the smartphones, Pérez-Torres et al. [20] performed a survey on various techniques to solve the power consumption issue of mobile platform. Kim et al. [21] also reduced energy consumption of GPS in smartphones through a new positioning scheme by using the movement pattern and battery capacity. In addition, Yu et al. [22] used the light sensor of the smartphone to save the power consumption by performing color transformation in consideration of ambient light. And Kim et al. [23] studied the energy management that eliminates redundant display updates when the contents of display on the smartphone were not changed. Li et al. [24] proposed a scheduling algorithm based on the dynamic voltage scaling (DVS) technique, which is one of the typical power-saving techniques in smartphones, to reduce the power consumption. In addition, Chon et al. [25] predicted smartphone battery usage by using Markov predictor and proposed a low-power mobility monitoring system. Peltonen et al. [26] has proposed energy models that show the energy status of smartphones using crowdsourced battery discharge measurements and analyzed the effects of different system settings on battery consumption.
AMOLED displays are increasingly being used for mobile devices with limited battery such as the latest smartphones, tablet PCs, and wearable devices. As extensive research has been conducted on technology issues that reduce power consumption on AMOLED displays, there is a growing need to accurately evaluate power saving techniques. Thus, the importance of having an accurate power model for evaluation purposes has increased.
Duan et al. [27] employed gamma correction and saturation scaling to reduce power consumption of OLED displays, minimized image distortion using mean structural similarity (MSSIM), and used a power model based on both pixel values and luminance for evaluating power savings. However, the power model did not take into account the dependencies between the pixels of an image. As a result, their algorithm cannot assure that it obtains accurate power savings.
Lin et al. [28] conducted a power-saving study on mobile OLED displays on the basis of visual attention by varying pixel values. In this work, no power model was employed for the evaluation and the real measurement was used to measure the power-saving ratio. As a result, it is inefficient to apply the power measurement equipment to mobile devices such as smartphones. Thus, it may not be practical for mobile OLED displays.
Park et al. [29] suggested a low-power algorithm that combined DVS with color transformation for mobile AMOLED displays. However, when performing color transformation, the simple power model that does not take into account dependencies between the image pixels was used. Consequently, the DVS algorithm cannot accurately assess the performance at low power. Qiang et al. [30] proposed a lowpower approach using contrast enhancement for AMOLED displays. Their work used histogram segmentation to dim the brightness of less important areas such as the backgrounds of images and videos. Their work also used the simple model to evaluate the power savings.
As an initial study of the OLED display power model, Dong et al. [16] introduced the simple model in which the RGB components of the OLED display were considered independently. The OLED display power was estimated by summing the power consumed by the independent R, G, and B values. However, as can be seen in the typical mobile AMOLED hardware interface in Fig. 4 , an AMOLED display panel shares the same power supply for each of the R, G, and B channels. Therefore, since these channels are not independent, this model has limitations in measuring accurate power consumption.
Park and Kim [18] suggested a power model which reflects the dependencies between the R, G, and B subpixels in OLED displays. This model takes into account the two-channel dependencies between R and G, G and B and R and B subpixels in order to overcome the limitations of the simple model. However, this model still showed low accuracy because it does not take into account the three-channel dependencies between the R, G, and B subpixels in terms of general images. Moreover, this model must be modified to apply it to any AMOLED display panel because it was designed to only reflect the efficiency of the DC-DC converter connected to the display panel.
Kim et al. [19] proposed a power model which enables runtime power estimation. This model combined the brightness level with the sum of RGB values based on the simple model. In addition, since the existing power models that estimate the power consumption using all the pixels in the image lead to high computational complexity, this model used gridbased partial scanning for runtime estimation. However, since the accuracy of the estimated power decreased as the grid size increased, this model has a problem in that the power consumption cannot be accurately estimated and it loses the pixel information.
In terms of practical application of the power model, realtime performance in the system is an essential part. Among power models, Dong et al. [16] and Park and Kim [18] did not consider real-time performance in the system at all. Kim et al. [19] proposed a power model which enables runtime power estimation. However, as shown in [19, Fig. 5 ], since it takes at least 1 second to measure once, it seems limited to be performed in real-time. On the other hand, we applied instruction-level parallelism (ILP), thread-level parallelism (TLP), and approximate computing to the proposed power model to enable real-time performance while maintaining high accuracy. [16] . However, the difference between the R+G+B line and the White line becomes bigger when the pixel value increases. This is because the simple model does not consider the dependency between subpixels and induces large error rates when this model is applied to a real image.
III. MOTIVATION
Park's model [18] compensates for the difference between the real measured power and the power estimated by the simple power model [16] to improve accuracy. However, this model has a problem that it is difficult to find the optimal compensation value. Also, this model may not be able to compensate for differences since it considers only the dependencies between the two channels and does not consider the dependencies between the three channels required when using R, G, and B subpixels at the same time. Moreover, this model should be updated to reflect recent embedded mobile devices using the power management IC (PMIC) because it estimates the power consumption of panels using the efficiency of the DC-DC converter.
Fig . 6 represents the error rates between the real measured power and the power estimated by the simple and Park's power models when displaying 18 single color images selected as samples on a Galaxy S1 panel. As can be seen from this figure, the error rate of Park's model is lower than that of the simple model. This comes from that the simple model does not consider the dependencies between RG, GB, and RB channels. In addition, the simple model shows high error rates as a whole for single color images using threechannels. Park's model showed a very low error rate for twochannel images. However, since Park's model considers only VOLUME 6, 2018 partial dependencies between the RG, GB and RB channels, it represents a relatively large error rate for three-channel images. Another reason is that the dependency between the two channels reflected in the power model has not been accurately modeled. Therefore, it can be seen that its error rate is reduced very slightly over the simple power model when the pixels are R=50 and G=50 (i.e., R50G50) in Fig. 6 . Also, in the single color image of G150B150, only a certain portion is compensated, and the error rate is slightly reduced. Thus, although Park's model is modeled by reflecting the dependencies between two channels, it does not reflect all possible dependencies between three channels, and has a limitation in that only a partial compensation is performed on the simple model due to inaccurate modeling. As a result, the error rate is often high. Table 1 represents the averages and standard deviations of the error rates between real measured power and power estimated by the above two models when displaying the images of the CSIQ and LIVE image datasets on the Galaxy S3 panel. Nontrivial deviations mean that the accuracy of the existing power models is reduced since the general images in the dataset have three channel dependencies. Because the existing power models are modeled based on the measured power consumption value in single color images, these power models having high error rates in single color images have a problem of showing high error rates in general images as shown in the table. Therefore, the existing models have limitations in accurately estimating the power estimating the power consumption for both single color and general images. Kim's model [19] attempted to improve the simple model by using regression. However, there was still a limitation because there was insufficient compensation for all the dependencies between subpixels. In addition, since it scanned in a grid-based way partially during runtime execution, this model did not accurately reflect all the pixel information in the images. Therefore, as the grid size increases, the accuracy of the estimated power is significantly reduced. As a result, this model has limitations in obtaining accurate estimated power for reasons similar to the simple and Park's models. And it takes about 1 second to measure once, which limits the real-time performance.
Based on these motivations, we are now committed to developing a new power model that is fast and high-accurate. It should consider both the two-channel and three-channel dependencies between the R, G, and B subpixels. In addition, optimization methods such as ILP, TLP, and approximate computing are applied to the proposed power model for performance optimization to enable real-time performance in the system.
IV. HIGH-ACCURATE POWER MODEL BASED ON CHANNEL DEPENDENCY A. PROPOSED POWER MODEL
As mentioned in the previous section, the simple model does not consider dependencies at all and Park's model takes into account only the two-channel dependencies. We propose a power model that satisfies the characteristics of all the possible power dependencies in order to overcome these limitations. Fig. 7 represents the current values of the Galaxy S1 panel according to the R and G pixel values when the B pixel value is 50, 150, and 255. In this figure, as the R and G pixels increase the current value increases, and this phenomenon deepens as the B pixel value increases. That is, the power depends on the pixel values from the three channels in a combined way. Therefore, all the possible channel dependencies must be considered to derive an accurate power model. To this end, we propose a new power model that can reflect all the possible channel dependencies as follows.
Considering the power consumption of an AMOLED panel only, C P represents the static power consumption of the panel when the screen is black. In order to strengthen the compensation for all the possible channel dependencies between the three channels, the I Panel I model is designed as follows.
Where n is the total number of image pixels, f (R i ), h (G i ), and k (B i ) are the consumed current functions of the R, G, and B subpixels, respectively, and C I Panel is the static current consumption of the panel measured at a black screen.
, and b k (B i ) that are equations that consider only one channel. For formulation of these equations, we use a regression to the differences between the measured R, G, B current values and the static current consumption value. Also, l is the accuracy control parameter which is directly related to the accuracy of the estimated power. D 2 (R i , G i , B i ) represents a new current compensation term that considers a more accurate dependency between the two channels in order to compensate the current values in the driving circuits, as follows. Where α(R i , G i ), β (R i , B i ) and γ (G i , B i ) represent all the possible two-channel current dependencies between R and G, R and B, and G and B channels as follows.
Where a k (R i ), b k (R i ) and c k (G i ) represent the fitting formulas that relate the pixel values on each channel to the current errors, and m is the accuracy control parameter in the power model. The larger this value is, the more accurate the power model is.
Finally, we designed a new current compensation term to solve insufficient compensation and duplicate compensation that occur when only two channel dependencies are considered. The duplicate compensation can lead to lower estimates of power, which can reduce accuracy. Therefore, a new term that takes into account all dependencies between R, G, and B channels is essential to increase accuracy. The term D 3 (R i , G i , B i ) , which is the three-channel dependency compensation term, is as follows.
Where z k (R i , B i ) represents a fitting formula that associates the R and B pixels with the current value for a fixed G pixel. Also, m is the accuracy control parameter in the proposed power model. In (7), x u (B i ) represents a fitting formula that associates the B pixel with the current value for a fixed R pixel, and p is a newly introduced parameter for controlling the accuracy of the power model formulas.
B. DESCRIPTION OF THE POWER MODELING ALGORITHM
The power model is constructed based on measured values in single color images. Therefore, in order to accurately estimate the power consumption of an AMOLED display panel through the power model, the measured value and the estimated value based on the model should be the same. In this paper, we propose a multiple regression algorithm [31] - [33] for modeling the most similar to the measured value. Table 2 shows the multiple regression algorithm used to build the proposed model. By using this algorithm, we can accurately model the power consumption of an AMOLED display panel and obtain two-channel and three-channel fitting equations as shown in (4) and (6) .
The multiple regression algorithm in Table 2 follows the following procedure. First, the R, G, and B pixel values and measured current values of the single color images are received as the input of the algorithm. Next, the initial values of B pixels are set to 0, and the initial values of m and p, which are measures of the control parameters in the power model, are all set to 5 (line 1). Then, while the initialized B pixel value is increased from 0 to 255 by 1 the regression_for_channel function is called continuously (lines 2-5). As a result, the resulting two-channel fitting equations returned by the multiple regression technique in the called function are obtained (line 6). Next, the B pixel value is reinitialized to zero (line 7). Finally, in order to obtain the three-channel fitting equation, the regression is applied to the coefficients of the same order of the two-channel fitting equations that are returned when the B pixel value is increased by 1 to 255 (lines 8-13). As a result, we can obtain the twochannel and three-channel fitting equations of the proposed model as shown in (4) and (6) (lines [14] [15] .
The regression_for_channel function shown in Table 2 receives the m value, pixel values, and measured current values of the single color images as input, and returns a two-channel fitting equation made by the multiple regression technique as output. First, the B pixel value is set to the value received as a parameter and the R pixel value is initialized to zero (line 1). Next, the regression technique is applied to the G pixel and current values when the R pixel value is increased by 1 to 255 (lines 2-5). As a result, one-channel fitting equations for the G pixels are obtained (line 6). And the R pixel value is initialized to zero (line 7). And then, to obtain the two-channel fitting equation, we increase the R pixel value by 1 to 255 and apply the regression technique to the coefficients of the same order of the one-channel fitting equations (lines [8] [9] [10] [11] [12] [13] . Finally, the two-channel fitting equation like (4) obtained through multiple regression is returned as a result (lines 14-15). Fig. 8 represents the relationship between the G pixel value and the current when the R and B pixel values of the single color image increase independently for a Galaxy S1 panel. We observe that the current value increases as the G pixel value increases with different dependencies of the R and B pixel values. The proposed model aims at dealing with all the possible channel dependencies by modeling using multiple regression techniques for accurate power estimation in consideration of such dependencies between R, G, and B channels. 9 shows that an illustration of the multiple regression algorithm in Table 2 . In this figure, the fitting equations for the first three G pixels are based on the m, R pixel, and B pixel values of 3, 255, and 100, respectively. a 100,3 (R), which is generated by using coefficients of the same order for the three trend equations, is a fitting equation's coefficient of the third order when the value of the B pixel is 100, and a 100,2 (R) is a fitting equation's coefficient of the second order when the value of the B pixel is 100. And also, a 100,1 (R) is a fitting equation's coefficient of the first order when the value of the B pixel is 100. In addition, using a 100,3 (R), a 150,3 (R), and a 255,3 (R) fitting equations, x 3 (B) for the third order, x 2 (B) for the second order, and x 1 (B) fitting equations for the first order are made based on the general B pixel using multiple regression through the same order.
In conclusion, the proposed model is possible to model accurately the measured current value through the multiple regression algorithm and thus can make formulation about all the possible channel dependencies by combining each of the fitting equations obtained from the multiple regression algorithm.
V. PERFORMANCE OPTIMIZATION
This section describes how to optimize the performance of the power model for real-time performance on mobile devices. Mobile devices such as smartphones have lower CPU and GPU performance than general-purpose computers, so performance optimization is very important. Therefore, there is a need for performance optimization methods that can reduce the execution time while maintaining the accuracy of the power model. We use three optimization methods to optimize the performance of the power model. The first is the ILP method using the NEON technology [34] , an ARM advanced single instruction multiple data (SIMD) extension architecture. The second is the TLP method using POSIX threads [35] . Finally, we use approximate computing to optimize to reduce the amount of computation required. We apply three approximate computing methods: lowering the order of the power model equations, applying downsampling to the image, and dividing the image into multiple grids and using a look up table (LUT).
A. INSTRUCTION -LEVEL PARALLELIZATION OPTIMIZATION
In the proposed power model, NEON instructions are used to implement the SIMD architecture to minimize the number of instructions required for calculation. NEON is a 64/128-bit SIMD instruction set that can be used in mobile application processors with ARM core. Therefore, NEON can be used on Galaxy S3 with the ARM Cortex-A9 architecture. Since there are many operations in the loop that are performed in the power model as many as the number of pixels, the execution time can be optimized by applying the NEON instructions to all the loops used for the power calculation. As shown in Fig. 10 , the NEON instruction is executed in the loop where the loop unrolling degree is set to 4, and four values (β (R i , B i ) ∼ β(R i+3 , B i+3 )) are obtained in one iteration. The execution time can be greatly reduced by applying optimization of the instruction parallelism level to all the formulas of the proposed power model.
B. THREAD-LEVEL PARALLELIZATION OPTIMIZATION
In the proposed power model, POSIX threads are used to implement multithreading to increase the computational efficiency of 11 fitting formulas with higher order. POSIX threads are standard APIs provided for the implementation of software running in parallel on Unix-like operating systems. In addition, POSIX threads are the only way to implement multithreading at the operating system level of mobile devices. The target device, the Galaxy S3 smartphone, is equipped with a 1.4GHz quad-core Cortex-A9, so it can be configured with up to four threads in this device, and using all possible threads can increase the calculation efficiency up to 72.7%. As shown in Fig. 11 , the display power is estimated in a shorter time by appropriately distributing the 11 equations
i ) to four threads in parallel. 
C. APPROXIMATE COMPUTING 1) LOWERING THE ORDER OF THE EQUATIONS
To reduce the execution time of the proposed power model, a method of lowering the order of the equations used in power estimation is used. The order of the equations can be set up to five, but there is a problem that the execution times of the two-channel and three-channel equations, which are computationally complicated, increase greatly. As shown in (2) , since all equations perform calculations for all the pixels in an image, high-order equations increase the execution time as the amount of computation increases in each iteration. Therefore, by lowering the highest order of the equation from 5 to the 3, the amount of computation generated in each iteration is reduced, so that the total calculation amount can be reduced by up to 55%. Also, since higher-order equations have overfitting problems for single color images, they do not always have low error rates for general images. Thus, we have set the highest order of two-channel and threechannel equations to 3 for optimal performance time and error rates. As shown in Fig. 12 , we have lowered the highest order of α(R i , G i ), β(R i , B i ), and γ (G i , B i ) in (5) from 5 to 3, and lowered the highest order of z k (R i , B i ) and x u (B i ) · R u i in (6) and (7) from 5 to 3. Finally, in the case of one-channel equations in (3) we use the values from the LUT, which are calculated previously for all the pixel values and stored to the LUT. Thus, there is no need of lowering the order of the equations for performance optimization in this case.
2) IMAGE DOWNSAMPLING
To reduce the execution time of the proposed power model, we also use a method of downsampling the size of an HD (720 × 1280) image. When power calculation is performed on all pixels of an image, an extremely large amount of computation is generated, thereby increasing the execution time. Because adjacent pixels have similar values, we apply 1/4 downsampling or 1/8 downsampling by grouping the nearest 4 or 8 pixels in all pixels of the image. In addition, averaging and simple selection are used to extract the representative pixel values of each group. Averaging is a method of using an average value of all the pixels in a group as a representative value, and simple selecting is a method of simply selecting a pixel among groups of pixels to use as a representative value. Applying 1/4 and 1/8 downsampling to the input image, it is expected that the total computation amount of the power model can be reduced to 63.9% and 76.4%, respectively, thereby greatly reducing the execution time. Also, set the loop unrolling degree to 8 for the efficiency of the ARM instruction executed in the loop during the downsampling process.
3) DIVIDING THE IMAGE INTO MULTIPLE GRIDS
To reduce the execution time of the proposed power model, we divide the image into N × M grids as shown in Fig. 13 . The RGB values of each grid are transformed into index values by a hashing process, and the LUTs containing the estimated power values are accessed using the index to obtain the display power of the input image. This method should consider the memory usage aspect in that the size of the LUT must be set to the size of three subpixels. Since the 
4) PUTTING ALL TOGETHER
By combining the optimization methods 1) ∼ 3) described previously, the execution time can be reduced to the maximum. First, the LUT is implemented in advance with the power value estimated by the equation lowered in order. When an image is input to the display, the input image is reduced in size by applying a 1/4 or 1/8 downsampling. The reduced size image is partitioned into N × M grid, and the RGB values of each grid are transformed into index values through hashing. The total display power is estimated by accessing the LUT using the index of each grid. The advantage of approximate computing is that it provides the best performance in terms of real-time performance of the power model. Through this method, the proposed power model can be performed in real time on mobile devices with high accuracy.
VI. EXPERIMENTS AND RESULTS
In this section, we validate the proposed model and evaluate its performance through extensive experiments. The first subsection describes the experimental environment and the five AMOLED display panels used in the experiments. The second subsection remarks how to validate the accuracy of the proposed model and compare it with the existing models. The third subsection describes the error rate and real-time execution results from the power model with performance optimization methods. The fourth subsection describes a runtime implementation of the algorithm running on the Android smartphone.
A. EXPERIMENTAL ENVIRONMENT
We used five different AMOLED display panels in order to validate the proposed model: a 2.4 inch CHIMEI C024QGLA-T supporting a resolution of 240 × 320 [36] [40] .
Two experimental environments were constructed to test five different AMOLED display panels. Fig. 14 (a) represents the experimental setup constructed to measure the power consumption of the CHIMEI and Galaxy S1 panels. In the base board, the initializing module sets the register value of a driver IC through a SPI driver, and the RGB_Sync module sets the value of the member variable of the structure used in the framebuffer driver which is the Linux device driver, and the Display_Image module generates RGB interface signals through memory mapping to the framebuffer driver. We measured the power consumption by using the NI DAQ board [41] . Fig. 14 (b) represents the experimental setup for the panels of the Galaxy S3, Galaxy S5, and Galaxy S7 smartphones. In these cases, we measured the power consumption using a Monsoon Power Monitor [42] .
In order to validate the proposed power model, various images are used for tests. First, the power consumption was measured when displaying a wide range of single color images on five display panels. Then, we measured the power consumptions of images from several well-known image datasets, which include Caltech-256 [43] , CSIQ [44] , TOYAMA [45] , and LIVE [46] . Each dataset included 60, 30, 14, and 29 images, respectively. In order to validate the accuracy of each power model, we compared the measured power consumption with the power consumption estimated by each model.
B. ACCURACY RESULTS WITH NO PERFORMANCE OPTIMIZATION
In order to verify the accuracy, we implemented the simple, Park's, and proposed models using MATLAB m files. We evaluated the power consumption of the simple and proposed model and measured the power while displaying 217 single color images on panels for comparison purposes. The selected single color images included 216 sampled triples of R, G, and B subpixels with independent intervals of 50 pixels and (255, 255, 255). Table 3 represents the error rates obtained when displaying images on a Galaxy S3 panel. We included the error rates between the real measurements and estimates provided by the proposed model as well as those shown in [19] . As shown in the table, the average error rate of the proposed model is 0.40%, which is the smallest among those of all models. It also can be seen that the proposed model is much more accurate for a white image (i.e., R = G = B = 255) than the simple model. For a white image, the error rate of the proposed model is about twice lower than the error rate of the regression model. In addition, the proposed model shows the similar error rate when comparing the error rate of a white image and the average error rate of single color images, while other power models represent the significantly different error rates of white image and single color image. This is because other power models are incorrectly modeled for the measured value.
The power model is typically modeled based on the measured power consumption in single color images. Since the proposed model has a very low error rate for single color images due to the fact that this model is verified to provide accurate power modeling for measured values of single color images, it is highly expected to have low error rates TABLE 4. Average error rates of the simple, Park's, and proposed models for five AMOLED display panels (unit: %) on the general images. However, existing models are not expected to accurately estimate the power consumption for the general images displayed on the panel because their error rates of single color images are already high. Table 4 represents the average error rates between the measured power and the power estimated by each power model when displaying images in four image datasets on five AMOLED display panels. The proposed model in this table performed significantly better than the existing models for all the panels tested and the image datasets used. Even in the worst case, the proposed model has only 2.58% error rate for the CHIMEI panel using the Caltech-256 dataset, while the error rates for the simple and Park's model are 20.02% and 9.19%, respectively. For the Galaxy S7 panel, the latest among five panels, the proposed model showed an error rate of 0.95% with the LIVE dataset, which was 9.71 and 9.27 times lower than that of the simple model and the Park's model, respectively. Here, we omitted the regression model due to a reproducibility problem stemming from the veiled parameters.
In Table 4 , the reason why the proposed model shows very low error rates with respect to the power consumption of the AMOLED display panel is that it is possible to model precisely the measured values through the proposed model equation. As a basis, the proposed model shows the error rate of 0.40% by comparing the measured values and the estimated values of the proposed model for single color images, which are the standard of modeling, as shown in Table 3 . Another reason is that the proposed model considers three-channel dependencies of image contents which are not reflected in the existing power models. As a result, as shown in Table 4 , the proposed model shows very low error rates because it can estimate accurate power consumption even in general image datasets with various three-channel dependencies. Fig. 15 represents the weighted average error rates of each panel for 133 images in four datasets. For each of the CHIMEI, Galaxy S1, S3, S5, and S7 display panels, the error rates of the simple model are 16.64%, 11.24%, 11.21%, 9.69%, and 6.91%, and the error rates of Park's model are 8.14%, 7.49%, 6.91%, 5.53%, and 6.57%, respectively. On the other hand, the error rates of the proposed model amount to only 3.36%, 1.86%, 0.94%, 1.13% and 1.29%, respectively. We demonstrated that the proposed model has a far higher accuracy than the simple and Park's models for all tested panels. In addition, the error rate are shown lower when testing more recent panels. This is because more recent panels have a higher resolution and larger size (i.e., more pixels) and the power of the pixels has a greater effect than the power consumption of the driving circuit in terms of the overall power consumption of the display panel. Also, because recent panels use two-channel and three-channel dependencies, the proposed model dealing with all the possible dependencies achieves a lower error rate than existing models. Therefore, we believe that the proposed model is generally useful and correct for both single color images and general images.
C. ACCURACY RESULTS WITH PERFORMANCE OPTIMIZATION
In this section, the results of applying performance optimization methods to the proposed model are described. For the purpose of comparison, the proposed model, which does not apply the optimization method, is named the original model and is divided into optimized model A and B according to the combination of optimization methods. The optimized model A improves computation efficiency by optimizing with ILP and TLP, and reduces computation by applying downsampling to the input image and lowers the order of the equation in approximate computing. The optimized model B is optimized by applying only approximate computing methods. In optimized model B, the amount of computation is reduced by lowering the order of the equation, applying downsampling to the image, and reducing the amount of computation by fetching the previously-calculated power values from the LUT using the multiple grids. We compare and analyze the execution time and the error rates of the above three models to find out which models are most suitable for power-aware AMOLED display-based mobile devices requiring real-time behaviors. Table 5 The optimized model A is difficult to shorten the execution time to less than 0.11 seconds due to the load that occurs when calculating the power of the model. In addition, there is a limitation in that additional CPU power is generated due to multithreading in the calculation. On the other hand, the optimized model B uses the LUT composed of the power calculation value of the model, so the execution time can be greatly reduced because there is no load generated in the power calculation. Moreover, since the multithreading is not used, the additional CPU power of optimized model B is also smaller than that of optimized model A.
On the other hand, the optimized model A shows an error rate similar to that of the original model, but the optimized model B shows an error rate larger than the original model by the amount of about 0.7%. In the case of optimized model B, since the input image is partitioned by N × M grid and LUT is used, the error rates can be largely changed according to the sizes of N and M , which determine the size of grid, and h, which determines the size of the sampling interval between pixels and thus affects the size of LUT. The smaller N and M and the larger h, the larger the error rates. In the opposite case, the error rate becomes small. That is, when N × M is 720 × 1280 and h is 1, the same error rate as the original model is obtained. The average error rates of the simple model and Park's model are 11.21% and 6.91%, respectively, for 133 images in four datasets on a Galaxy S3 panel. They are much bigger than 1.63%, which is the average error rate of optimized model B in Table 5 . This means that the error rates of optimized model B is significantly lower than those of the simple model and the Park's model and shows good performance in terms of accuracy.
When the power model is applied to applications such as DVS and battery model, the screen refreshes at 60Hz. Thus, in order to calculate the power accurately, the system must be operated within 10 milli-seconds. In the case of the original model and optimized model A, the error rate is the lowest, but it is not suitable for real-time execution because the average execution time is 2.96 seconds and 110 milli-seconds, respectively. Optimized model B is implemented with a low error rate of 1.63% and an average of 7.77 milli-seconds, so it may be the most suitable model for real-time performance in the system. Fig. 16 shows the average execution times of optimized model B for four datasets when the configurations of image downsampling and N × M multiple grids are changed. In this case, since the LUT changed according to the h value is not related to the execution time, the LUT10 with h set to 10 was used. N × M is set to 5 × 4 or 15 × 15, and the change of execution time according to 5 × 4 grid and 15 × 15 grid is not large, so it can be seen that it does not have a great influence on improvement of the execution time.
The slowest case is no sampling because the size of the input image (720 x 1280) is intact and the amount of computation increases proportionally. The fastest case is a 1/8 downsampling with simple selecting and a loop unrolling degree of 8. The average execution time is 7.80 milli-seconds for a 5 × 4 grid and the average execution time is 7.77 milli-seconds for a 15 x15 grid. Here, we had three observations through extensive test. First, 1/8 downsampling is faster than 1/4 downsampling because it can reduce the amount of computation by more than 1/2 times. Second, averaging is a slower method than simple selecting because averaging takes a longer time. Finally, increasing the efficiency of the instruction using loop unrolling degree can shorten the time by up to 2 times. Fig. 17 represents the error rates for LUT30, LUT10 and LUT5, which are implemented differently according to h. The input image is tested with 4 combinations of N × M grids and 1/8 downsampling. The results show that the lowest error rate is obtained with LUT10 and the highest error rate is obtained with LUT30. In the case of LUT30, since the sampling interval h between pixels is set to 30 to implement the LUT, the sampled pixel granularity is lower than those of LUT10 and LUT5, which are more finely implemented. Thus, LUT30 shows the worst error rates among three. In the case of LUT10, since the sampling interval between the pixels is 10, the error rate of the estimated power is not large and a good result is obtained. In the case of LUT5, the sampling interval between the pixels is the smallest, but since the LUT contains the power estimated by the proposed model, it seems to be slightly higher than LUT10 due to the influence of the error rate from N × M grid-based power model calculation. In addition, the error rate appears low when the input image is divided by 15 × 15 grid, and it does not seem to affect the error rate even if downsampling is applied. Through extensive tests applying various optimization methods to the proposed model, we can confirm that optimized model B is the best model for real-time performance in the system while maintaining good accuracy. Optimized model B is based on the original model, so it takes into account dependencies of all channels and shows lower error rate than the simple model and Park's model. It also shows execution time within 10 milli-seconds suitable for power model application.
D. RUNTIME IMPLEMENTATOIN
The Galaxy S3 smartphone was used for a runtime implementation of the proposed model. Galaxy S3 adopts an Exynos 4412 application processor (AP) that embeds a Cortex-A9 CPU with quad cores. We built a custom rom image using CyanogenMod 13.0, which is an enhanced open source firmware distribution for smartphones and tablet computers based on the Android mobile operating system, and Android Marshmallow 6.0.1 and flashed it on Galaxy S3. Fig. 18 represents the runtime implementation scheme for Galaxy S3. First, the images to be displayed are transferred from the Application layer to the Surface Flinger. Then, it generates the surfaces and builds the image data in preparation for displaying the images on the screen. Surface Flinger is a core program on Android, which synthesizes and exports screens. It also processes surfaces created by applications using Binder. And then it composites them appropriately and transfers them to the framebuffer. While the current displayed image is transferred from the front buffer to a framebuffer, the Surface Flinger generates the data to display the next image in the back buffer. It then transfers the updated data to the HAL. Then, the fb_post() function in the HAL flips the front and back buffers and writes the data in the buffer to the framebuffer in the Linux kernel. Finally, the image is displayed on the panel by a framebuffer driver. The proposed model implemented in the fb_post() function can be executed at runtime to enable the automated execution of the model. And we used floating-point operations to estimate the accurate power consumption. In addition, we optimized the performance by applying performance optimization methods such as ILP, TLP, and approximate computing to the proposed model, and made it possible to perform real time in the system.
The regression model evaluated 10 images for 40 seconds based on a 40 × 40 grid and the average error rate was 5.6% and takes about 1 second to measure once [19] . This model deals with runtime display power estimation, but it does not consider performance optimization to achieve real-time behaviors. In our work, the optimized model B with performance optimizations evaluated images for 7.77 milli-seconds per image for 133 images in four datasets on Galaxy S3 and the average error rate was 1.63%. This means that the proposed model is executed more accurate and faster than the regression model. Thus, we believe that the proposed model is more suitable to real-time applications on the smartphone than the regression model.
As shown in Fig. 3 , CPU and GPU are big power consumers for the total power consumption in the smartphones. Thus, in the aspect of the system power, power saving considering these components is fairly required. As a future work, we plan to develop a real-time battery usage prediction model by combining the proposed power model with proper CPU and GPU power models, and develop a new power saving technique using it.
VII. CONCLUSION
In this paper, a fast and high-accurate power model running in real-time on AMOLED display-based smartphones has been proposed. For high accuracy of the power model, the dependency between R, G, and B channels is recursively defined using a multiple regression technique. The results of extensive experiments with four image datassets and five panels represented that the proposed model showed the lowest error rate among the existing models. In particular, the proposed model for Galaxy S7, which has a recent panel, showed an average error rate of 1.29%, while the simple model and the Park's model showed average error rates of 6.91% and 6.57% respectively. In addition, for fast execution time of the power model on smartphones, performance optimization techniques were applied to the model. Experimental results for Galaxy S3 show that the proposed model has an average execution time of 7.77 milliseconds and an error rate of 1.63% for 133 images of four datasets. As a result, the proposed model has shown high accuracy for diverse AMOLED displays and fast execution time to enable realtime performance on the Android smartphone.
