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ABSTRACT. We consider a one parameter family of flows generated by x = f(x,X), where A 6 [0,1]. We, also, assume that there exists an isolated invariant set, S, which continues across the interval [0, 1] , and that we know the connection matrices for x = f(x, 1) and x = f(x,0). We then give conditions under which a Morse decomposition of S cannot continue across [0,1]. Furthermore, using the language of chain recurrence we define a generalized homoclinic orbit and give conditions under which such objects exist.
Introduction.
Often, when dealing with a parametrized family of differential equations, x = f(x, A), one has an understanding of the system for various parameter values, say A = 0,1. The question then arises, what can one say about the behavior of solutions for the parameter values A G (0,1)? In [7] , Reineck discusses this problem under the assumptions that one has an isolated invariant set and a Morse decomposition, thereof, which continue across the interval [0,1]. There are, however, many examples for which these hypotheses are too strong. The purpose of this paper is to give conditions under which the Morse decomposition cannot continue across the interval and then describe the behavior of solutions at these global bifurcation points.
The archetype of such behavior is the following example. Let c: [0,1] -> R". Assume that c(A) is a hyperbolic critical point for each value of A, then c(A) is an isolated invariant set. Now assume that for A = 0,1, c(A) is also a Morse set for the global isolated invariant set, but that for a unique value, A G (0,1), c(A) is the critical point for a homoclinic orbit. In this case c(X) cannot be a Morse set of the global isolated invariant set and hence the original Morse decomposition at A = 1 cannot be continued across [0, 1] .
The techniques we shall employ involve the Conley index, the connection matrix, and transition systems. The type of assumptions we make can be roughly stated as follows. There exists an isolated invariant set Sx of x -f(x,À) which continues across the interval [0,1], we know the connection matrix associated with S°, S1, and the transition system from S1 to S°, c: [0,1] -> Rn is a parametrized family of hyperbolic critical points associated with a repeller (or an attractor), and finally the connection matrix entry describing connections from c(l) to c(0) in the transition system is 0. The conclusion we would like to draw is that there exists a value A at which there exists a homoclinic orbit to c(A). This, however, is unrealistic since we are only making global assumptions and, hence, the behavior of the vector field can be changed in a neighborhood of any one orbit without affecting the hypothesis. Thus, we can only conclude that there exists a generalized homoclinic orbit, where this orbit is defined in terms of the chain recurrent set for x = f(x, A).
In §1 we introduce the notation and basic concepts which will be used throughout this paper. Since this is just a cursory review we expect the reader to be familiar with the Conley index (see [1, 8, 9] ), the continuation of isolated invariants sets [8] , the connection matrix [3, 4, 7] and transition systems [7] .
In §2 we obtain specific results concerning the connection matrices for transition systems in which the Morse decomposition continues across the interval. This relies to a large extent on the results of [7] .
§3 discusses chain recurrence and introduces the concept of a generalized homoclinic orbit. Most of the result's can be found in [1 or 2] .
Finally, §4 contains the theorems concerning the noncontinuation of the Morse decomposition and the existence of generalized homoclinic orbits for some parameter value. We also discuss some applications of these theorems. For a definition of connection matrices the reader is referred to [3, 4, or 7] . We will, however, state some of the properties satisfied by connection matrices. To do so, we need to introduce some more notation. On occasion it will be more convenient to write the connection matrix entries in terms of the Morse sets instead of the indices of the Morse sets, i.e. A(M(i), M(j)) = A(i,j), etc. This should not lead to any confusion.
Another property of a connection matrix is that if (A, A*) is an attractor-repeller pair in S, then the following is a long exact sequence.
For any collection of Morse sets {M(i)\i e P} there is a minimal partial order on P defined by taking the transitive closure of the relations i > j if C(M(i), M(j)) 0 . This partial order is called the flow defined partial order on P.
As was mentioned in the introduction we are interested in analyzing a parametrized family of differential equations The topology on S is generated by the sets {<tn(U)\N c X compact, U C A(TV) open}.
We say that Sx° and SXl are related by continuation if there exists a continuous map a: [Ao, At] -► S such that íx(Ao) = Sx°, cr(Xi) = SXl and w^o a = 1a-On the other hand, given SXl and the map a we say that Sx' continues across the interval [Ao,Ai].
2. Transition systems.
We now turn to a definition and discussion of transition systems, their connection matrices, and their relationship to the flow, $, defined in §1. A general reference for these systems is Reineck [7] however we shall extend his results to a slightly more general global isolated invariant set.
We begin with a continuous map a: A2<? -► 5 satisfying tta o a -1a-Define S = \J\e\aW-Then S is an isolated invariant set in X x A under $ (see [8, Then for n sufficiently large, a*(0) and a*(l) are adjacent under the flow defined partial order. The same holds true for a(0) and a(l).
PROOF. Since both cases are proved in a similar manner we shall only show that a(0) and a(l) are adjacent. From (r") it is clear that in the flow defined partial order a(0) p a(l).
By the definition of a and a*, a(i) p a*(i), i = 0,1, thus a(0) and a(l) are adjacent unless a(l) > a*(0) > a(0). So assume this is the case. Then under <ï>" there exists a connection from a(l) to a*(0). Hence by [7 Given (x, y) G X x X and e, t > 0 an (e, i, A) chain from x toy means a collection {x = xi,... ,a:n+i = y;ti,-■ ■ ,tn} such that í¿ > í and d(px(xi),Xi+i) < £, for all i-1,.... ,n.
Define:
T-'(A) = {(x, y)\for any e, t > 0 there exists an (e, t, X) chain from x to y}. Ü(K, X) = {y G AT|there exists iS/í such that (x,y) G /'(A)}. n*(/f, A) = {y e X|there exists xeK such that (y, x)eP(X)}. R(X) = {x\(x,x)eP(X)}. R(X) is called the chain recurrent set of the flow <px. We can define an equivalence relation on R(X) by setting x ~ y if and only if (z,2/) G P(X) and (y,x) G P(X). (c) Ifxe We say that an invariant set K is a chain recurrent set if for every x,y G K and every e, t > 0 there exists an (e, t, X) chain from x to y which is a subset of K, i.e. each Xi in the (e, t) chain is an element of K. Let ZT be a compact isolated invariant chain recurrent set. Assume that K C R'(X) a component of /2(A). If K ^ R'(X) then we say that there exists a generalized homoclinic orbit to K.
Results.
We are now in a position to state and prove the major results of this paper. Let a, a, and a* be defined as in §2. For every A G A, let M(a(X)) be a Morse decomposition for a(X). Define c: K x A -+ X x A, an imbedding, such that 7Ta oc(x,X) = A. To simplify the notation we will write K(X) -c(K,X). Finally, let AT" denote a connection matrix for (rn). (iii) IfM(ix)e M(a(X)), ix ¿px thenC(M(ix),M(px))=0.
(iv) There exists k such that AT/il(p1,p°) is not an isomorphism. Then, there exists X e (0,1) such that K(X) is not a Morse set for any Morse decomposition of o-iX).
PROOF. First, from (ii) we can restrict our attention to A C S, i.e. for each A we need only consider a(A). So assume that for every A, K(X) is a Morse set of a(X). Now define ß*:A -* S by ß*(X) = K(X). Since K(X) is isolated for every A, ß* is continuous. By (iii), /3*(A) is a repeller in a(X) for every A. Define ß:A -> S by letting /3(A) be the complementary attractor of ß*(X) in a(A). Then by a variation of Lemma 2.5, ß is continuous. We are now in the situation described in Proposition We conclude with remarks on the applicability of these results. Corollary 4.4 is motivated by [6] where 2-dimensional predator-prey with group defense models are considered. In these cases K(X) is a hyperbolic critical point. Furthermore, there are no degenerate critical points under <px, thus Poincare-Bendixson is applicable. If we denote by R'(X), the component of K(X) in /2(A) then simple analysis of the equations shows that K(X) is the only critical point in /2(A). Thus the generalized homoclinic orbit to K(X) is in fact a homoclinic orbit to K(A).
Corollary 4.7 arises in [5] where the following system is studied:
x = y, y = 9y-VV(x) and x,y e R". 0 G R is taken to be the parameter value and when 0 = 0 we have a Hamiltonian system. This is a case where the Morse decomposition collapses completely at the special value A = 0 = 0. Nevertheless one can draw weak conclusions about the existence of bounded solutions to the Hamiltonian system by studying the gradient-like systems when 0/0.
