Abstract. Sensor network based on-line fault diagnosis for rotating parts of the train bogies is a significant technology that is making a great impact on rail transit operation. But the signal sampling method conforming to Nyquist theorem can cause great trouble because it will produce too large amount of data to be transmitted and stored via the poor bandwidth sensor network. Aiming to this, this paper proposes a novel distributed sampling method of vibration signal from train rotating parts based on compressed sensing theory. The system consists of two parts: analog-to-information converter based signals sample and orthogonal matching pursuit algorithm based signals reconstruction. The experiment results show that the proposed method can recover signal over 0.9 correlation degree while the compression ratio is over 5. This mean that the method proposed in this paper will great reduce the transmission bandwidth and storage. At the same time, the compressive signal also contains all the failure feature information as the original signal. The experiments also show that the proposed method is better than traditional method in the robustness to noise and packet loss.
Introduction
Network based on-line fault diagnosis technology (NOD) for rotating parts of the train bogies is a significant technology that is making a great impact on rail transit operation. An effective NOD system for train bogies can not only avoid traffic accident but also can greatly reduce the cost of rail transit operation [1] . However, the signal sampling method conforming to Nyquist theorem used in the NOD system causes great trouble because it will produce too large amount of data to be transmitted and stored. Taking CRH380BL, the 350Km/h high speed train in China, as the example, at least 192 vibration sensors are needed to monitor all the 160 bearings and 32 gear boxes. According to Nyquist theorem, at least 100ksps and 24bits ADC can meet the task, and thus produces about 450 Mb/s monitoring data. So, the cost for developing a NOD system based on traditional sampling method to monitor all rotating parts of the train will be great high.
To solve above questions, this paper proposes a compressed sensing (CS) based NOD system for health status monitoring of train bogies rotating parts according to the sparsity of the signals. In the access nodes of the system, a random demodulation (RD) based Analog-to-Information Convertor (AIC) is used to instead of traditional analog-to-digital convertor (ADC). The AIC consist of high-rate random demodulator, low pass filter and low-rate ADC, whose sampling rate is much lower than traditional system [2] [3] [4] . By this way, the monitoring data quantity can be great reduced, and the transmission bandwidth and hardware cost are also great reduced too.
Related Work

Compressed Sensing
Compressed sensing (CS) is a theory framework for simultaneous sensing and compression of finite-dimensional vector. Unlike the Nyquist sampling theory, the CS requires the number of measurements based on the sparsity rather than bandwidth of signals, which offers a possibility to reduce the sampling rate of the sparse signal [5, 6] .
For a k-sparse signal with a length of N, which means the number of non-zero coefficients of the signal is less than k, describing it only needs to know the positon and value of the k non-zero coefficients rather than all the N coefficients, which is the difference between CS method and traditional sampling method.
According to CS theory, sparse signal can be recovered from a small amount of non-adaptive random linear projection samples so that the sparse signal can be take place by the projection samples. In the theory, the process of compressive sensing is divided into two steps, as Figure 1 illustrates, namely linear projection sampling and signal recovery. (1) However, many real-world signals are not sparse, but can be represented sparsely in a dictionary Ψ as:
(2) Bring (2) into (1), and get:
(3) Because equation (3) is an underdetermined system of equations, the signal S cannot be calculated from Y and Θ directly. However, the sparsity of S makes it possible to get the sparse signal by solving the following optimization problem: 0 arg min .
If considering the reconstruction error ε, the problem could be changed to:
To solve the question, there are two ways in general. One is the greedy algorithm represented by match pursuit (MP) algorithm, another is convex optimization method by using 1 S taking place 0 S [7] . This paper will use orthogonal matching pursuit (OMP) algorithm, which is an optimized MP algorithm and has good performance in both accuracy and rate of signal recovery. Details of the OMP algorithm will be given later.
At last, the recovery signal X′ can be reconstructed by multiplying dictionary Ψ and sparse signal S as equation (2).
Analog-to-Information Converter
To implement non-adaptive random leaner projection for one-dimensional signal with hardware, some scholars have proposed several analog-to-information converter (AIC) models [2] . Literature [5] proposed a uniform sampling type AIC based on random demodulation (RD), which has good stability in signal sampling and strong robustness for signal recovering. This paper adapts it as the front end of signal sampling.
The AIC is mainly divided into three parts: random demodulating, low-pass filtering and low-rate sampling [5, 6] , as shown in Figure 2 . Random demodulating is multiplying the original signal X (t) and pseudo-random signal p(t) together. The p (t) is a ±1 sequence and it must alternate between values at or faster than the Nyquist frequency of the input signal. The purpose of random demodulating is to spread the frequency content of X (t) so that the high-frequency information can be obtained from the low-frequency part.
After demodulating processing, the high-frequency part of the signal becomes interference instead, then a low-pass filter is used to eliminate the high-frequency interference, the signal after being demodulated and filtered is:
Finally, the signal is sampled by a low-rate ADC. The sampling period of the low-rate ADC is ∆t. Thus, the projection matrix Θ is generated as:
where the m ⊂ [1, M ], M is the total number of samples, also called as measurement times.
Orthogonal Matching Pursuit Algorithm
This paper uses orthogonal matching pursuit (OMP) algorithm to recover the sparse signal. The specific steps are as follows: Input: Measured signal y , projection matrix Θ , and sparsity k . Output: Recovered k-sparse signal S. Here the dagger symbol † indicates the pseudo-inverse. OMP algorithm is a kind of improved match pursuit (MP) algorithm. It searches for new atom which has the largest correlation coefficient with the residual of the signal in each iteration and then separates the component of all the selected atoms from the original signal to get new residual, which is orthogonal to all the selected atoms. As a result, OMP algorithm can find a new atom in each iteration, avoid repeated search and improve the efficiency. Moreover, the fixed number of cycles also allows the algorithm to be implemented with logic circuits [7, 8] .
Test System Architecture
This paper proposes a system to test the method. As shown in Figure 3 , the system can be divided into three parts: AIC subsystem, signal communication subsystem and signal reconstruction and diagnosis subsystem. In the AIC subsystem, the vibration signal is collected and amplified by the acceleration sensor, and then being modulated with pseudo-random signal p(t) by an analog multiplier. The pseudo-random signal can be generated by a Maximal-Length Linear Feedback Shift Register (MLFSR). After demodulated, the signal is filtered by a low-pass analog filter to remove high frequency interference. At last, the filtered signal is sampled and digitized by a low-rate ADC, which is the compression signal.
In the signal communication subsystem, the data from AIC is sent to the diagnosis server by train network. In this system, the communication module does not need very high transmit bandwidth and robustness.
In the diagnosis server, the received compression signal is reconstructed by the orthogonal matching pursuit (OMP) algorithm and form the sparse spectral signal which is an approximation of the original signal. Then the fault diagnosis system will give the health status of train bogies according to the reconstructed sparse spectral signal.
Simulation Test Compressive Sensing for Train Vibration Signal
According to the spectral characteristics, the vibration signal is a mixture of fundamental frequency, harmonic, shock, amplitude modulation and the noise and so on [9] . the fault position would produce periodic shocks during the train moving, which would produce a larger amplitude in a frequency. At the same time, the fault can be judged by time domain characteristics. Figure 4a) is an example signal from a bearing with rolling ball failure, b) is corresponding spectrum. Figure 4d) is the 50-spare spectrum and c) is the reconstruction signal recovered by the sparse spectrum. Table 1 is the comparison of some common time-domain statistical parameters [10] of the original signal and reconstructed signal. These are little difference between these parameters. Similar results can be gotten by the proposed method with other failure parts of the bogie, which means that it is effective to find failure parts by using sparse signal instead of original signal. In CS theory, the size of measurement matrix Φ is closely related to the recovery accuracy. The purpose of the CS method is to use the least measurement times to ensure that the reconstruction signal can identify the fault, where the "measurement times" is the length of the compression signal. The correlation degree (Corr) is used as the evaluation index of the reconstruction effect, which is calculated by:
Where , Figure 5 shows that the correlation degree of all the working conditions can reach to 0.9 with M=800, whose compression ratio is 5.12, and to 0.95 at about M=1800, whose compression ratio is 2.28. Where the compression ratio (CR) is defined as:
The Robustness to Noise and Packet Loss
The Robustness to Noise. To test the influence of noises on the method proposed in this paper, different levels of noise are added to the original signal, and the results are gotten by calculating correlation degree between output signals and original signal. For CS method, the noises are added to the compressed signal, while noises are added into original signal for high-rate ADC method. The signal-noise ratio (SNR) of noises are range from -45dB to 50dB, and test over 10 times for each noise degree. The results of the experiment are shown in Figure 6 , in which the red points are the correlation degree of each test and the blue line is the average. From Figure 6 can see that the robustness of CS method to input noise is much better than traditional ways for when the correlation of traditional ways is down after the SNR is 20dB while the CS method is not till -10dB.
The Robustness of Data Loss. Theoretically, the CS method is better than traditional ways in the robustness of data loss. For the traditional ways, the importance of each coefficient is different, but it is not clear that which is more important. As a result, all the coefficients are equally important. If one or more coefficients are lost during transmission, the system has to discard all the data packet. On the contrary, the coefficients of CS method are equally unimportant. For CS method, the necessary condition to recover the signal is to have adequate measurement times, the loss of measurement data is as to reduce the measurement times. The relationship between measurement times and correlation degree is as Figure 5a) showing, which illustrates that a small amount of date loss would not affect the reconstruction of the signal.
Conclusion
This paper proposes a novel distributed vibration signal sampling system model which samples signal by RDAIC and recovers signal by OMP algorithm. The results of experiments show that CS method can recover signal over 0.9 correlation degree while the compression ratio is over 5. This mean that the method proposed in this paper will great reduce the transmission bandwidth and storage. At the same time, the compressive signal also contains all the failure feature information as the original signal. The experiments also show that CS method is better than traditional method in the robustness to noise and packet loss.
