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Abstract
Despite extensive research, visual detection of objects in natural scenes is still
not robustly solved. The reason for this is the large variation in appearance in
which objects or classes occur. A particularly challenging variation is occlusion,
which is caused by the constellation of objects in a scene. Occlusion reduces
the number of visible features of an object, but also causes accidental features.
Current object representations yield acceptable results during a low to medium
level of occlusion, but fail for stronger occlusions.
This thesis addresses single image-based object recognition during occlusion
and proposes different occlusion-handling strategies. Initially, it depicts a holistic
discriminative car detection framework, which several chapters use as reference
system. Motivated by a label analysis of hand-annotated video traffic scenes,
it then presents a car detector, taking car-car constellations into account. The
following chapter illustrates a modification of the reference system to cover with
more general occlusion constellations. Inspired by the fact that parts-based de-
tection approaches are more robust against occlusion, the next chapter discusses
a parts-based car detector with active occlusion-handling at the detection step.
At first, this exploits a strategy using the mask of the occluding object to re-weight
the score of possible car hypotheses. This is followed by the presentation of an
extended version, which especially targets strongly occluded cars.
Due to the fact that hand-annotated video streams do not provide pixel-level
information about the object instances, this thesis presents a rendered bench-
mark data set to resolve this issue. The pixel-level information permits intensive
evaluation of occlusion-handling strategies. An eye-tracker study also uses this
rendered data set to explore how humans cope with the absence of visual object
features, and which information they use to deal with occlusion.
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1 Introduction
Chapter overview This chapter motivates the topic of the thesis and presents a structural
overview.
In daily life, humans make decisions based on image information. Therefore,
they have to recognize objects in highly complex scenes in order to interpret their
interactions. For example, while driving a car, a person is able to recognize and
classify other traffic participants, such as cars, pedestrians, bicycles, traffic signs,
and traffic lights. Within a short time, the person understands the meaning of an
object, as well as achieving its localization. This also works if object information is
lost or the appearance of an object is modified. Because it is so easy for humans
to do this, it might be assumed that it is not difficult to define algorithms that can
perform this recognition. However, despite various biological and psychophysical
studies, it is not fully comprehendible how human beings solve such challenging
tasks. Occlusion-handling at recognition in particular is not well understood.
Object recognition is a key function for many systems, such as driver assis-
tance, image-based localization, visual perception in robotics, industrial quality
proofs, and face recognition at security checks. Current object recognition ap-
proaches in these domains show acceptable detection performance at low rates
of occlusion, but fail at moderately to strongly occluded object views.
Innovations in hardware and software are decreasing the prices of components
that are necessary for object recognition systems and encourage development in
this area. Currently, there are many different strategies to improve the perfor-
mance of object recognition systems and make them more suitable for daily-use
systems, such as driver-assistance systems. Thereby, these use a variety of sen-
sors, such as radar, laser, or cameras. Radar provides a narrow lateral resolution,
but is also able to support information of visibly occluded objects by using so-
called “tunneling.” This enables the radar waves to find a path around an object
to capture other objects behind it. Laser provides three-dimensional (3D) infor-
mation, but with limited resolution. Both radar and laser sensors are expensive.
In contrast, vision-based systems such as cameras are quite cheap and pro-
vide pixel-level and multi-channel information, such as color. This multi-channel
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information can be used for grouping objects, which can improve detection perfor-
mance. The use of visual information is also biologically inspired since humans
strongly rely on it to recognize objects. Driver-assistance systems often employ a
combination of multiple sensors. For example, ultra-sonic sensors can determine
the distance of objects in a near range of 1.2 to 4 meters. This type of sen-
sor works only at close range, but provides highly accurate distance estimations.
In order to capture objects at mid-range distances, a short-range radar is often
used. This sensor works for a maximum distance of 30 meters.1 By decreasing
the opening angle, radar systems can also work for higher distances.
Visual stereo systems utilize disparity to obtain depth information. Multiple
vision sensors are necessary to acquire the disparity information. However, ac-
curacy decreases as the object’s distance increases. Sensor suppliers of stereo
systems state that depth information can be accurately obtained for distances up
to 80 meters.2 However, the operation range for the distance estimation strongly
depends on the used components for the camera, e.g. photo sensor size and
focal length. Due to the aforementioned highly encouraged developments in this
area, the accuracy of the sensors is approaching the physical limitations. Clearly,
different sensors have unique advantages and limits; therefore, a fusion of multi-
ple sensors is often used. This provides substantial redundancy, which can serve
as a backup mechanism in the case of a failing sensor. Fig. 1.1 presents an ex-
emplary fusion of some sensors.
Some actual premium car models incorporate no fewer than 22 sensors.2 They
use 12 ultrasonic sensors - six at the front and six at the rear. At each of the four
corners, a multi-mode radar is installed. Cameras are installed at each window,
including the front, rear, and door windows. A long-range radar is installed at the
front, and a stereo camera at the top of the windshield. These sensors all provide
information about the distance or physical size of the objects.
The obtained camera images can be used for classification and color segmen-
tation, as well as to generate depth information, if used in stereo. This thesis
solely focuses on object detection by using visual information for object recogni-
tion during occlusion.
As mentioned, occlusion substantially decreases the performance of object
recognition models. In many application areas, such systems must contend with
many variations of occlusion, especially when used in driver-assistance systems.
Fig. 1.2 depicts two daily traffic scene examples with numerous occlusion constel-
1The operating ranges of the sensors are taken from https://www.continental-automotive.
com/de-DE/Passenger-Cars/Chassis-Safety/Advanced-Driver-Assistance-Systems/
Radars/Long-Range-Radar/Advanced-Radar-Sensor-ARS441
2The operating ranges of the sensors are taken from https://www.mercedes-benz.com/de/
mercedes-benz/innovation/mercedes-benz-intelligent-drive/
3Short Range Radar
60m / opening angle 56°
Camera
130m / opening angle 90°
Stereo Camera
80m / opening angle 45°
Long Range Radar
200m / opening angle 18°
Figure 1.1: Sensor Fusion of a Driver-Assistance System: The blue-filled cones
illustrate the working range of short-range and long-range radar systems. Cones
with blue dotted outlines indicate the working range of four cameras to build a 360-
degree view. The orange-colored outlines depict the working range of a stereo
camera system. The small white-colored cones signify the working range of 12
ultrasonic sensors.
lations. Most cars are occluded by other traffic participants or stationary objects.
The influence of the occlusion on the recognition system varies depending on
the object representation that is used. This thesis examines two kinds of object
representations: holistic discriminative approaches and parts-based approaches.
Holistic discriminative approaches employ a global template for the object rep-
resentation. Their detection performance significantly diminishes with an increas-
ing rate of occlusion.
Parts-based approaches accumulate the pure response of single features in
order to build the object representation. They can more effectively handle occlu-
(a) (b)
Figure 1.2: Typical Traffic Scene: (a and b) show daily street scenes with strongly
occluded car views.
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sion, as the loss in score of a possible object hypothesis is proportional to the
rate of occlusion.
In general, both object representations fail at medium to strong occlusion and
require additional occlusion-handling strategies. This can be improved by ap-
proaches with explicit occlusion-handling that utilize the mask information of oc-
cluded objects in order to tackle the decreasing detection performance for oc-
cluded object views.
This thesis first presents a holistic discriminative approach, which is then adopted
to generate a reference detection performance for later comparison. To manage
the numerous car-car occlusion constellations, this constellation information is
used to improve the detection performance. To address more general occlusion
constellations, a framework is presented that uses typical object-car occlusions
during training.
The second step demonstrates how depth information can be used as a plausi-
bility check to improve the detection performance for strongly occluded car views.
Since parts-based detection approaches indicate a better ability to resolve lim-
ited occlusion, several strategies are proposed to improve their detection of oc-
cluded cars.
The quality of the ground truth data is important for a meaningful evaluation
of an occlusion-handling strategy. The ground truth is often not precise because
there is no pixel-level information available. Additionally, it is manually annotated
and therefore prone to human mistakes. To overcome these issues, a newly
rendered benchmark data set is illustrated, which provides pixel-level labeling
and controlled levels of rotation and occlusion rates.
1.1 Scope of this Manuscript
Chapter 2 offers an overview of current object detection systems, with interest in
how they address occlusion. Thereby, the focus is on the part-based approaches
and the holistic discriminative approaches
Chapter 3 details a detection framework originally presented by Hasler et al.
[2009]. This framework is applied for object detection in complex traffic scenes
and is used in the following chapters as reference system.
Motivated by a label analysis of ground truth data, which reveals that most
cars are occluded by other cars, Chapter 4 first presents promising results for
occlusion-handling. The framework features separate classifiers for unoccluded
and occluded cars and takes their mutual response characteristic into account.
With this, the car-car relation is used to handle occlusion.
In order to handle general occlusion constellations, Chapter 5 discusses a
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framework that focuses on a more general concept to handle vertical occlusion
patterns. It also describes a two-stage classifier architecture that detects vertical
car parts in the first stage and combines the local response in the second stage.
As an extension, depth information is provided for the individual car parts, helping
the classifier to reason about typical occlusion patterns.
A fundamental problem for the development and analysis of occlusion-handling
strategies is that occlusion information can not be labeled accurately enough in
real-world video streams. For this reason, Chapter 6 illustrates a rendered car
detection benchmark data set. This data set provides pixel-level information of
object instances, which is instrumental for the evaluation of occlusion-handling
strategies.
Because of the limitations of a holistic discriminative approach to dealing with
untrained occluded object views, a switch to a parts-based car detector is moti-
vated in Chapter 7. This chapter presents an occlusion-handling strategy for such
a parts- based detection approach. Thereby, this uses the mask information of
the occluding object, taking into account knowledge about the visibility of features.
In particular, the limitations and optimal parameter settings of this framework are
indicated. These findings and the evaluation results motivate a later proposal
of an occlusion-handling strategy that is especially helpful for strongly occluded
views.
Another key step of each classifier is the feature extraction. Chapter 8 demon-
strates that the used feature descriptor outperforms other state-of-the-art ones.
For this, an analysis of the stability under rotation and illumination changes of two
state-of-the-art feature descriptors is presented.
Chapter 9 presents a psychophysical study with human participants. The study
evaluates which information humans use to adapt to the absence of features by
recording eye movements with an eye tracker.
Chapter 10 concludes the thesis and briefly evaluates the results of the previ-
ous chapters.
6 1. Introduction
1.2 Publications in the Context of this Thesis
The following articles have been published in the context of this thesis:
Conference articles
[C15a] M. Struwe, S. Hasler, and U. Bauer-Wersing. Rendered Benchmark Data Set for
Evaluation of Occlusion-handling Strategies of a Parts-based Car Detector. In
Pacific-Rim Symposium on Image and Video Technology 2015, pages 99–110,
2015.
[C14a] M. Struwe, S. Hasler, and U. Bauer-Wersing. A Two-stage Classifier Architec-
ture for Detecting Objects under Real-world Occlusion Patterns. In International
Conference on Artificial Neural Networks 2014, pages 411–418, 2014.
[C13b] M. Struwe, S. Hasler, and U. Bauer-Wersing. Using the Analytic Feature Frame-
work for the Detection of Occluded Objects. In International Conference on Artifi-
cial Neural Networks 2013, pages 603–610, 2013.
[C13a] M. Struwe, S. Hasler, and U. Bauer-Wersing. Combining Multiple Classifiers and
Context Information for Detecting Objects under Real-world Occlusion Patterns. In
New Challenges in Neural Computation Workshop 2013 at the German Confer-
ence on Pattern Recognition, pages 35–42, 2013.
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Chapter overview This chapter reviews some promising directions for the detection of oc-
cluded objects. It discusses different state-of-the-art approaches and groups them by taking into
account their classification methods.
2.1 Introduction
This chapter distinguishes between several main directions that have been found
during the literature review: object representation, object relation, global context,
and motion features.
2.2 Object Representation
The object representation is the way an object is stored in memory and matched
for recognition. There are numerous object representations and each deals with
occlusion differently. Here, there is a detailed focus on two methods: parts-based
and holistic discriminative approaches. Both approaches employ a spatial rep-
resentation whereby those that are holistic use a fixed template of the learned
object, while parts-based approaches make use of sets of features.
2.2.1 Holistic Discriminative Approaches
Holistic discriminative approaches form a substantial part of prior work on object
representations for recognition. Holistic means that a fixed template of an ob-
ject is learned during training. Additionally, some approaches learn to represent
differences between positive and negative examples of a class with a template
covering the whole object. For example, methods like [Dalal and Triggs, 2005]
train a holistic object template in a discriminative manner and focus resources
on differences between classes. This strong specialization on the training prob-
lem results in a more drastic decrease in performance for occluded objects when
trained on unoccluded views.
Hasler et al. [2007] have computed SIFT [Lowe, 2004] descriptors and matched
them to a set of analytic features. After a spatial MAX pooling, a single-layer
perceptron (SLP) is trained on top of the features. The SLP uses negative
and positive examples to calculate an optimal pattern of negative and positive
weights. Hence, the discriminative classifier can more easily separate these
classes, which improves the detection performance. However, this ability leads to
diminished detection performance if the test set differs from the training set, which
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is the case if the classifier is trained on unoccluded object views and tested on
occluded views. The reason for this is that the simple SLP cannot compensate
for missing occluded features that would make a positive contribution.
Heisele et al. [2001] have presented a similar approach, but instead of a large
set of analytic features, they train few linear support vector machines (SVMs) to
detect dedicated face parts, and on the top, one SVM that combines the part
responses (Fig. 2.1). In this way, a holistic template is generated discriminatively.
Figure 2.1: Holistic Approach by Heisele et al. [2001]: A linear SVM is trained for
each face’s part and used to generate a topographic response map. On top, a
single SVM combines these maps to a “face” response.
Compared to parts-based approaches, which conduct a purely positive accu-
mulation, holistic approaches can better learn how to separate positive and nega-
tive examples by using positive and negative weights, and usually exhibit a higher
classification performance on the trained scenario.
However, the approaches do not generalize well to occluded test scenarios.
This is because both the missing of object features and the accidental non-object
features reduce the score of the object hypothesis (Fig. 2.2).
[Wersing and Ko¨rner, 2003] have also used a holistic approach. However,
rather than applying discriminative training on top of a feature hierarchy, they have
directly stored the training examples as templates (Fig. 2.3). During occlusion,
this approach has advantages compared to [Hasler et al., 2007] and other dis-
criminative approaches because there is only a positive contribution of features,
like in parts-based voting methods. Nevertheless, for unchanged scenarios, ap-
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?
Figure 2.2: Occlusion-handling of Holistic Discriminative Approaches: Usually
holistic discriminative approaches are trained with non-occluded cars. The holistic
model has no explicit model of missing features.
proaches like [Hasler et al., 2007] demonstrate better detection performance than
[Wersing and Ko¨rner, 2003].
Figure 2.3: Holistic Approach by Wersing and Ko¨rner [2003]: The first feature
layer S1 computes Gabor features. After a pooling stage, to reduce the resolution
of the image in C1, the second feature layer S2 searches for combination of the
features. C2 applies a pooling again. The resulting C2 feature activations are
stored as templates in the last layer, S3.
2.2.2 Parts-Based Approaches
Parts-based approaches infer the position of an object from the position of de-
tected parts. [Leibe et al., 2004] have used a so-called “code-book,” which is the
result of a clustering step and where every feature is stored with the relative posi-
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tion to the object’s center. During training, an “interest point detector” defines the
positions for the feature extraction. During detection, an interest point detector
is used again, and for each point, the corresponding image region is matched to
the code-book. The entry with the highest activation votes for possible positions
of the object’s center. To refine an initial hypothesis, [Leibe et al., 2004] have
determined which interest points contribute to the local maximum and searched
within a small vicinity for additional weakly activated features. In this way, they can
increase the number of image regions contributing to the hypothesis (Fig. 2.4).
Figure 2.4: Parts-based Approach by Leibe et al. [2004]: An algorithm first se-
lects some interest points. The features in a code-book are matched on these
points, and the winners vote for the object’s center. In the voting space, the
maxima represent possible object locations. These maxima are used for a back-
projection step to refine the object hypothesis.
A similar approach by Lowe [2004] has also determined interest points and
used scale-invariant feature transform (SIFT) descriptors. In contrast with [Leibe
et al., 2004], it uses no feature alphabet, but all SIFT descriptors of the training
images are stored together with the relation to the object’s center, the scale, and
the planar orientation.
In general, the parts-based approaches accumulate the weak evidence of many
detected features, as Fig. 2.5 illustrates. Still, this object representation is also
affected by occlusion. The percentage of occlusion is usually proportional to the
loss in score. Also, when trained with un-occluded views, these methods can
handle arbitrary occlusion patterns, but require that a sufficient amount of fea-
tures can still be detected. During strong occlusion, only certain parts of a car
are visible, and therefore only a small score can be gained, which usually results
in a false negative detection. However, because every feature votes individually in
a purely positive manner and accidental features generate no negative contribu-
tion, parts-based approaches are less affected by arbitrary occlusion. However,
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in general, the voting methods perform more poorly than those that are discrimi-
native whenever test and training set does not show such systematic differences,
as [Yi-Hsin et al., 2010] have discussed and the detection results in [Dolla´r et al.,
2009] have confirmed.
Figure 2.5: Parts-based Voting Approaches: Parts-based voting approaches ac-
cumulate the weak evidence of many detected features. The features are marked
in red with their votes for the object’s center. In general, the percentage of occlu-
sion is proportional to the loss in score.
To improve the approaches for strong occlusion as well, “specialized features”
(Fig. 2.6a) can be used. Accordingly, some kind of strength of the features has
to be labeled. Features that are highly specific to cars, like floodlights, are strong
features. Features that are also common among other objects, such as the edge
of the roof, are weaker. By detecting only a few specific features with high confi-
dence, it can be assumed that the detected features belong to a strongly occluded
car (Fig. 2.6b). During strong occlusion, only small parts of a car are visible. In
such cases, information from these visible parts must be used as much as pos-
sible. Increasing the feature’s size also increases the contribution of the feature’s
(Fig. 2.6c) visible parts. Moreover, the relative position from one feature to a
neighboring feature can be exploited more strongly.
(a) (b) (c)
Figure 2.6: Weak and Strong Features: (a) Features are labeled with different
strength for each feature separately. Green arrows represent weak and non- spe-
cific features. Orange arrows represent more specific features, and red arrows
represent highly specific features. (b) Strong occlusion results in the loss of fea-
tures. (c) Making use of the relative position of neighboring features.
[Collet et al., 2011] have presented an interesting approach in this direction.
First, nearby features are clustered together into object parts. Afterwards, the
relation of parts is exploited in order to group them to objects. The first step puts
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more emphasis on local relations; with this, the approach might be less affected
by occlusion (Fig. 2.7).
Figure 2.7: Parts-based Approach by Collet et al. [2011]: First, nearby features
are clustered together into object parts. Then, the relation of parts is exploited to
group them to objects. The first step puts more emphasis on local relations; thus,
the approach might be less affected by occlusion.
One drawback of the parts-based methods discussed in this section is their
dependency on the interest point detector. This can result in a missed detection
if too few interest points or interest points that are not the same as in the trained
example are found. Chapter 7 details how to use a regular grid to define the
position of the interest points in order to fix this.
2.3 Object Relation
As the previous section has described, the object representation uses the infor-
mation of a single object. It can be beneficial for the recognition to also utilize
the relations between objects in a scene, e.g. the relative position of two objects
or a segmentation mask of objects. The segmentation and object relation can
help to differentiate between objects in the foreground and the background, and
consequently to handle the problem of occlusion during detection. This section
elaborates upon some approaches that can use this information to improve the
detection performance.
The previous section has illustrated the parts-based object representation ap-
proach by Leibe et al. [2004]. In [Leibe and Schiele, 2006], the authors have
described how the method can be applied to generate a segmentation mask by
using a back projection step to refine the object hypothesis. In further steps, this
segmentation mask could be utilized to reason about occluded objects.
The approach by Torralba et al. [2004] optimizes the detection performance of
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occluded objects by using an object-object relation. [Torralba et al., 2004] have
combined object detection and segmentation by labeling every pixel in the image.
The algorithm learns to first recognize large and easy-to-detect objects. The in-
formation from the detected objects is then used to locate hard-to-detect objects.
For example, in an office scene, computer screens can be easily detected. The
vicinity of these detections is used to find objects with more challenging condi-
tions, such as a keyboard or mouse (Fig. 2.8). This approach can improve the
detection performance on occluded objects by first searching for the easily de-
tectable non-occluded objects, and then searching for less detectable occluded
objects in the vicinity. Chapter 5 demonstrates an implementation of object-object
relation by utilizing [Hasler et al., 2007] as initial system. To address more general
occlusion, Chapter 5 determines a later split of the holistic car template.
Figure 2.8: Use of Object-Object Relation by Torralba et al. [2004]: Torralba et al.
[2004] first searched for easily detectable objects, and then searched in the vicin-
ity for objects with more challenging conditions. In the example, the monitor is
detected first. After this step, the approach searches for more difficult-to-detect
objects in the surroundings of the detected monitor (in this example, the mouse
and the keyboard) and generate the output labeling.
The detection approach by Gao et al. [2011] learns about typical occlusion
constellations. Therefore, bounding boxes are sub-divided into a number of cells,
and the approach determines for each cell if the underlying pixels belong to the
object (Fig. 2.9). The activation of the cell can enable the generation of a depth
ordering and the identification of typical occlusion patterns, e.g. pedestrians are
usually occluded by an object at the bottom, not at the top.
In [Winn and Shotton, 2006], a layout consistent random field is used to infer
which object class and which instance are present at a certain pixel. For each in-
stance, they use a hidden random field to mark parts as belonging or not belong-
ing to the object. So, neighboring pixels with labels that are not layout consistent
are not part of the same object. Winn and Shotton [2006] have evidenced that
recognizing several parts can help detect objects under partial occlusion. Local
spatial interaction between parts is used to make a hypothesis where neighboring
pixels can be found. Long-range spatial dependencies are used to find the rest
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(a) (b)
Figure 2.9: Implicit Occlusion-handling by Gao et al. [2011]: (a) Some cropped
bounding boxes of detected objects are shown. Green cells mark pixels belonging
to the object centered in the bounding box. (b) Example for the depth ordering.
of the object.
The approaches of [Winn and Shotton, 2006] and [Gao et al., 2011] can both
manage a low percentage of occlusion and provide a kind of mask information
through pixel-wise labeling. The drawback is that they make a parallel full-image
search and use a time-consuming iterative approach. Also, they cannot manage
moderately to strongly occluded object views.
[Makris et al., 2013] has demonstrated a parts-based detection approach that
makes use of object relations and mask information. Like in [Leibe et al., 2004],
this approach builds a code-book during training. During testing, the input image
is filtered with the stereo signal, as Fig. 2.11a illustrates. As a result, a disparity
map is calculated, and pixels that cannot belong to a car object are filtered out
(e.g. road surface, sky, buildings, etc.). In this filtered image, intensity and depth
information are fused for the code-book matching step. After an accumulation
step, a re-weighting of the score from the un-occluded regions of a car hypothe-
sis is performed by taking into account the rate of occlusion. For the occlusion-
handling, a possible detection is sub-divided into 10 patches. The sub-patches
can be considered either visible, occluded considering stereo depth information,
occluded considering another detection nearer to the sensor, or occluded con-
sidering both of the above (Fig. 2.11b). With this, they generate a kind of mask
of the occluded regions. After this, the evidence of a detection is multiplied by
the reciprocal of the predicted occlusion in order to normalize its evidence with
respect to a detection that is fully visible.
Inspired by this concept, Chapter 7 depicts an extended occlusion-handling,
which makes also use of mask information. Furthermore, it presents an improved
occlusion-handling, which takes the contribution of the features of the learned car
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Figure 2.10: Implicit Occlusion-handling by Winn and Shotton [2006]: (a) A hid-
den random field is used to infer local presence of certain objects x. h is used
for the part labels, y for the instance labels, and T for the instance transitions.
(b) illustrates the types of transitions between objects. (c) shows the result of the
detection approach for a street scene.
model more precisely into account.
[Hoiem et al., 2007] have also used an iterative segmentation approach to
extract the occlusion boundaries and depth ordering. In comparison to [Gao
et al., 2011] and [Winn and Shotton, 2006], their approach is based on three-
dimensional (3D) information and learns to identify boundaries based on a wide
variety of cues, such as color, position, surface orientation, and depth estimation
(Fig. 2.12).
In general, occlusion is related to the 3D relation of objects. A common cue of
3D information is depth, which can be used to check the physical plausibility of
an object’s position and size [Gould et al., 2008].
Other strategies make use of 3D annotated data of car views. A popular strat-
egy is the use of the deformable part model (DPM) [Felzenszwalb et al., 2010].
In [Pepik et al., 2013], the 3D annotated data of the KITTI dataset [Geiger et al.,
2012] is used to generate bounding boxes of the occluder, the occluding object,
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(a)
(b)
Figure 2.11: Explicit Occlusion-handling of Parts-based Approach by Makris et al.
[2013]: (a) The authors first filter out irrelevant regions. Then, they fuse the inten-
sity and depth information before the code-book matching. At the end, possible
car hypotheses are computed. (b) An occlusion-handling is included at the detec-
tion step. The patch of a detection is sub-divided into ten sub-patches to estimate
the rate of occlusion for a later re-weighting of the activation score.
Figure 2.12: Iterative Segmentation by Hoiem et al. [2007]: First an initial seg-
mentation is determined by using 3D information. After this occlusion cues help
to determine a soft boundary map which is used for a refined segmentation. This
refinement is usually repeated several times.
and their union. For each of the three types, a separate DPM is trained. In con-
trast to this, a system that does not need any labeled information of the occluder
during training is presented in Chapter 5. In [Zia et al., 2013], the authors have
used hand-annotated 3D computer-aided design (CAD) models and generated
part models in addition to the full car view. A single component DPM detector
is trained for each part configuration. To handle occlusion, 288 artificial occluder
masks are generated for the training data. The approach does not work in real
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time, and can handle only occlusion cases that somehow match with the gener-
ated occlusion masks. Chapter 5 proposes a way to use the occlusion pattern in
real-world scenes without generating artificial masks. Here, the training data is
used to learn typical occlusion constellations.
2.4 Global Context
The approaches described in the previous section make use of object relations
to improve the detection or recognition of an object. This section focuses on
methods that exploit the global or unspecific context in a scene.
Many approaches use physical size estimation and ground plane assumption
to exclude some false positives (FPs). For example, if the classifier detects a car
directly in front of the camera, it is possible to use the physical size estimation to
check the size in relation to the distance. If the object is too small for a car at the
calculated distance, it can be excluded and does not cause an FP.
There are also approaches that contend with the problem of occlusion by us-
ing some global context. Vedaldi and Zisserman [2009] have analyzed how to
handle occlusion by the image border (Fig. 2.13). Mask information represents
the image border at the detection step. Because occlusions caused by truncation
by the image border are numerous, this approach can substantially improve the
recognition. This thesis uses more general global context to find more candidates
for occluded objects.
Figure 2.13: Occlusion-handling at the Image Border by Vedaldi and Zisserman
[2009]: Vedaldi and Zisserman [2009] model occlusion at the image borders.
Occlusion often appears by truncation from the image border.
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2.5 Motion Features
This thesis focuses on single-view based object recognition models. Neverthe-
less, this section gives an example of a method that makes use of so-called
“motion features.” Motion features are features that include temporal information.
One approach by Liu et al. [2009] uses a contour-motion feature (CMF) to
simulate a type of short-time memory called space-time volume (STV). Fig. 2.14
illustrates the approach in detail. First, an edge detection and distance transform
is applied to the STV to generate the distance transform volume (DTV), which is
sensitive to motion. Haar-like filters extract the features. This approach improves
the detection or recognition of pedestrians, but is not robust enough to handle the
problem of occlusion.
In general, motion features can detect some fast moving parts that a classifier
cannot, and can also refine the segmentation of objects. This thesis focuses on
object recognition on single images and does not use such information for the
presented detection approaches.
Figure 2.14: Overview of the Approach by Liu et al. [2009]: A kind of short-time
memory, called space-time volume, builds the distance transform volume, which
is sensitive to motion. Haar-like filters extract features.
Additionally, tracking is not taken into account. However, for later develop-
ments, it is possible to integrate a tracking at the post-processing, which might
improve the detection performance to recognize occluded objects what is already
mentioned by approaches like [Pourtaherian et al., 2013, Schmaltz et al., 2007,
van Gastel et al., 2015].

3 Analytic Feature Framework
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Chapter overview This chapter details the adaption of the analytic feature framework ([Hasler
et al., 2009]) for object detection in complex traffic scenes. Originally, the framework was proposed
for the large-scale identification of segmented objects. Besides the necessary adaptations, it also
presents the result of an evaluation of the competitiveness of the framework on different real-world
datasets. Additionally, it provides a numerical analysis of typical occlusion cases for a car detection
task, as well as some examples.
Parts of this chapter are based on:
[C13b] M. Struwe, S. Hasler, and U. Bauer-Wersing. Using the Analytic Feature Framework for the Detection
of Occluded Objects. ICANN, pages 603–610, 2013.
3.1 Introduction
Currently, the best detection approaches usually extract unspecific local features
and apply a powerful classifier directly on top. For example, the combination of
histograms of oriented gradients (HOG) [Dalal and Triggs, 2005] with an SVM is
reported to yield reliable performance in various detection benchmarks. In con-
trast with [Dalal and Triggs, 2005], there are methods that strive to learn a more
problem-specific feature representation, wherein a very simple classifier can be
used on top for discrimination. An example of such a method is the analytic fea-
ture architecture proposed in [Hasler et al., 2009], which evidences high perfor-
mance for large-scale identification of segmented object views but has not been
applied to detection tasks at full scenes. This chapter demonstrates that such
an architecture can also provide competitive results in detection tasks. Sec. 3.2
outlines the adaptation of the analytic feature framework for detection tasks. Af-
ter briefly describing the traffic scene data used in this study, Sec. 3.5 presents
an evaluation of the performance of a car detection task. For this purpose, the
focus is on the detection performance during occlusion. The adapted system is
referred to in the following as the reference system.
3.2 Analytic Feature Framework
The appearance-based detector is based on the real-time object identification
framework in [Hasler et al., 2009], which uses an attention mechanism to gen-
erate size-normalized segments of the input object. First, over the gray-scale
segment, SIFT descriptors [Lowe, 2004] are computed on a regular grid. Each
descriptor is then matched to a set of 421 analytic features, which are the result
of the supervised selection process proposed in [Hasler et al., 2009]. Second, for
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each feature, the global maximum is computed over the segment, thus removing
all spatial information. Finally, an SLP (according to [Minsky and Papert, 1969,
Rosenblatt, 1958]) separates the 126 objects in the 421-dimensional space. This
approach works robustly for full 3D rotation, even for untextured objects, which
are notoriously difficult for the standard SIFT approach [Lowe, 2004].
3.3 Adaptation of the Analytic Feature Framework to Car
Detection
The application of the existing framework requires several adaptations for full-
scene object detection. The rotation normalization of the SIFT descriptors is
switched off because cars usually occur only upright. To expedite processing,
only 96 analytic features are used, where only features of the car class and not
the background class were selected (see some examples in Fig. 3.1b). On the top
layer, the local SLP template is shifted over the input image. This convolutional
step generates the car response map producing broad activation blobs for a car.
Fig. 3.1a illustrates the resulting feature architecture.
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Figure 3.1: Analytic Feature Hierarchy: (a) SIFT descriptors are computed on a
regular grid and matched to 96 analytic features. After a local maximum filter per
feature, the SLP templates are used in a convolutional step. Maxima in the final
response map denote possible car locations. (b) Some analytic features for two
template sizes.
To process cars recorded at different distances, analytic features and SLPs on
three different segment sizes are trained and used on the largest image resolu-
tion, while the largest template is also used on successively reduced resolutions.
This combined strategy improves detection performance because no compro-
mise between the minimal template size and most discriminative template size
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needs to be found, which is a common drawback of other detection approaches.
3.4 Datasets
The framework that the previous section has proposed supports locating cars
in real-world traffic scenes. To evaluate the detection algorithms, a car was
equipped with a stereo camera, and different streams were acquired with a to-
tal length of 45 minutes. The streams covered various weather conditions, such
as sunny, rainy, and overcast weather, as well as several scene types, such as
city, rural, industry, and highway. For each first frame per second, typical traffic
participants were labeled with a region of interest (ROI) and a roughly estimated
percentage of occlusion. Fig. 3.2 displays an example of a labeled street scene.
The dataset and the annotations were already generated by other engineers and
only some slight corrections for some annotations were necessary for the pro-
posed usage.
Figure 3.2: Example Image of the Annotated Video Stream: Street scenes are
hand-annotated by using 2D bounding boxes for important objects or areas. A
label tool labels objects such as cars, obstacles, pedestrians, road terrain, etc.
For simplicity, the example image only shows the car objects. Some detailed
information, such as the rate of occlusion, is also stored for each object.
To evaluate the car detection performance, the image streams were divided into
30-second segments. The odd segments were used for the training of analytic
features and SLP templates, and the even segments for testing. Car ROIs with
a width greater than twice the height (roughly 10% of the data) were excluded
from training. In this way, the use of smaller and squared SLP templates was
sufficient. Thus, the templates were trained on segments of 42 × 42, 66 × 66,
and 90 × 90 pixels (plus 18 pixels border at each side), depicting the car in the
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center. Initially, the SLPs were trained to separate a few thousand segments
of un-occluded cars from a larger set of randomly chosen non-car segments.
During five bootstrapping 1 steps, more negative examples were generated on
the training data.
3.5 Detection Results
Please note that the disparity information available for the image data was used
to reject implausible car candidates with simple hand-tuned heuristics on height
above ground and physical size. Finally, a local competition removed further weak
hypotheses if they overlapped too strongly with more confident ones. For the in-
put images sized at 800×600, the graphics processing unit (GPU) implementation
of the framework ran at 10 frames per second on a mobile Geforce GTX580M.
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Figure 3.3: Detection Results: (a) Receiver operating characteristic (ROC) for the
car detection scenario. The performance decreases strongly with the percentage
of the car’s occlusion. (b) ROC for pedestrian benchmark [Dolla´r et al., 2009] (un-
occluded, 50 pixels or taller). The analytic approach is on par with state-of-the-art
approaches.
The detection performance on the previously described car scenes is visible
in Fig. 3.3a. The miss rate is plotted over the false positive per image (FPPI)
rate. A miss rate of e.g. 10−1 means that 10% of the cars were not detected.
The FPPI rate indicates the amount of false detections that are generated at the
1Bootstrapping is a method to improve the detection performance of a machine learning algorithm.
First, the false positives of the classification output of a classifier are added to the training
examples. After this the classifier is trained again. These steps can be repeated several times
until the classifier shows acceptable or converged detection results.
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corresponding recall value. The curves reveal a strong dependency between the
car’s occlusion and detection performance. For an FPPI of 10−1, 70% of the cars
with an occlusion between 0–40% are detected. This pure detection performance
is usually sufficient for a system that applies some form of temporal integration
(tracking). However, the recall drops severely for higher percentages of occlusion,
which can no longer be compensated for at the system level. During testing, cars
with a height below 35 pixels are excluded, and a 50% mutual overlap criterion
between labels and detections is used.
In order to compare it with state-of-the-art methods, the reference system was
applied to the pedestrian detection benchmark proposed in [Dolla´r et al., 2009].
To evaluate the performance, a six-fold cross-validation over the six streams in
the dataset was completed and the results were averaged. In contrast with this,
the competitors in Fig. 3.3b used all streams for testing and trained on other
pedestrian data. So, the results are not 100% comparable. However, because
the streams are significantly different from each other and the overall label quality
is not particularly high, there is no obvious advantage to using the streams for
training. Fig. 3.3b roughly demonstrates that the reference system is competitive
with the popular HOG approach [Dalal and Triggs, 2005] for an FPPI greater than
10−1, and more effective for a smaller FPPI. The main conceptual difference from
HOG is that it applies an SVM directly on top of the local gradient histograms,
while the reference system uses an additional projection to the analytic features
and a simple SLP as classifier. Please note that only the mutual overlap heuristic
was used here because of the missing stereo information.
To more thoroughly understand occlusion of cars in traffic scenes, the number
of typical occluders and types of occlusion for ground truth data were counted.
In total, the traffic scene included 15,514 labeled cars. Of these, 8,796 were
occluded. The result in Tab. 3.1 reveals that almost all cars were occluded by
other cars, but many cars are also occluded by the image border.
Fig. 3.4 offers some examples of occluded car views. The occluding objects
are other cars, pedestrians, bicycles, obstacles, and the image border.
3.6 Conclusion
This chapter has presented the reference framework for this study. This frame-
work is based on the analytic feature representation originally proposed for object
identification, so the chapter has also described the necessary adaption of the
framework. It has demonstrated the detection performance on a public pedestrian
detection benchmark and another benchmark in order to evaluate how strong
occlusion affects car detection performance. Furthermore, this chapter has pro-
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Table 3.1: Label Analysis of Ground Truth Data: Counts of car occluders and
occluded car parts for the ground truth data. In total, 8,796 of the 15,514 cars
were occluded, most of them by other cars.
Occluding object #
Another car 7,061
Image border 2,137
Motor bike 82
Pedestrian 70
Traffic sign 31
Other/non-labeled 1,125
Occluded part #
Left 3,730
Right 3,124
Middle (only) 90
Figure 3.4: Examples of Occluded Car Views: Several occluded car views are
shown with different types of occluding objects.
vided a numerical analysis of typical occlusion cases for a car detection task by
using the presented ground truth data. The next chapter illustrates a car detec-
tor, which takes car-car occlusion constellation into account in order to improve
detection performance on occluded car views. This approach is motivated by the
fact that most cars are occluded by other cars.

4 Use of Object-Object Relations with
a Holistic Discriminative Classifier to
Handle Typical Occlusion
Constellations
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Chapter overview This chapter applies an occlusion-handling strategy to the analytic feature
framework. Similar to the current state-of-the-art strategies, the reference system shows a strong
degradation of performance with increasing occlusion of objects. A brief discussion identifies pos-
sible steps to address this problem. Motivated by the fact that most cars are occluded by other
cars, this chapter first presents promising results for a framework that uses separate classifiers
for un-occluded and occluded cars, and it takes their mutual response characteristic into account.
This training procedure is applicable to many other trainable detection approaches.
Parts of this chapter are based on:
[C13b] M. Struwe, S. Hasler, and U. Bauer-Wersing. Using the Analytic Feature Framework for the Detection
of Occluded Objects. ICANN, pages 603–610, 2013.
4.1 Introduction
The previous chapter has demonstrated the decreasing detection performance of
the reference system during occlusion.
To exploit the benefits of discriminative approaches for occluded objects, one
could simply train them with occluded and un-occluded views. However, this will
likely reduce performance for un-occluded views during testing, which Section 5.2
discusses in detail. So, more advanced processing is necessary.
One possibility is to exploit the relation between occluding and occluded ob-
jects, which typically exhibits rather systematic patterns for natural scenes. The
aforementioned detection approach by [Torralba et al., 2004] first searches for
larger, more easily detectable objects, and later exploits spatial relations to im-
prove the detection of smaller, more difficult objects. This concept can transfer to
the occlusion problem. So, one could train special detectors for different types of
occlusion and exploit their mutual response characteristics in a scene.
Instead of using a demanding iterative processing over the full scene, such
as in the approaches by [Winn and Shotton, 2006] and [Gao et al., 2011], this
chapter proposes a more directed search for occluded objects.
Additionally, convolutional neural architectures were recently applied with great
success to current recognition [Ciresan et al., 2010] and segmentation bench-
marks [Schulz and Behnke, 2012]. The problem of occlusion, however, was not
actively treated in these models so far. This chapter proposes a particular training
procedure for occluded and un-occluded detectors that can be applied for these
architectures in a similar way.
Motivated by the label analysis in the previous chapter, the consideration of car-
car constellation illustrates a possible way to improve the detection of occluded
cars. Thereby, this chapter provides a first proof of concept on segmented car
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images. Section 4.2 explains the architecture of the detection framework and
details how the training and test data are prepared before reporting the training
and the detection results. Sec. 4.3 concludes the chapter.
4.2 Occlusion-handling Using Object-Object Relations
This section proposes a method to increase detection performance for occluded
cars. After the discussion in the introduction, the object-object relations are ex-
ploited. Taking into account that most cars are occluded by other cars, as the
analysis of the ground truth shown in Tab. 3.1 has revealed, the following sim-
ple strategy is implemented: A special classifier on occluded cars is trained in
order to avoid decreasing the performance for un-occluded cars, which would
be the case if a single classifier for occluded and un-occluded car views was
trained. The additional variation in the occluded training examples would con-
fuse the representation of the un-occluded views. The new classifier, which is
only trained on occluded car views, is applied only in the vicinity of already de-
tected cars (Fig. 4.1). In a scene, the detection framework generates these initial
car hypotheses, as Chapter 3 has described, using the classifiers trained on un-
occluded cars. The conditional application rule is necessary to avoid a strong
influx of FPs, which would be a result of the independent usage of both classi-
fiers.
75% 
80% 90% 
60% 
55% 
Figure 4.1: Two Individual Classifiers for Non-Occlusion and Strong Occlusion:
The classifier for the detection of occluded objects searches only in the vicinity
of already detected occluding objects. The exclusive use of the classifier trained
for occluded cars generates too many FPs. The combination of both classifiers
avoids this problem.
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Fi Bi
car car
1. Car Occluding Car: The occluding car is
inserted as positive to F, and the occluded car
as positive to B.
car no car
2. Car not Occluding Car: The car is put as
positive to F, and a randomly chosen car-free
region in its vicinity as negative to B.
no car no car
3. Car-free Pairs: In a real scene, the initial
detector produces FPs. The FPs of the detec-
tion framework are inserted as negatives to F,
and a randomly chosen car-free region next to
each FP as negative to B.
Figure 4.2: Segment Pair Types: Each pair has a foreground segment Fi and
a background segment Bi. The positive examples (in gray) are generated from
ground truth. For simplification, only samples with occlusion at the left side and
mirrored examples with right occlusion are used to get more data. The classifier
views the marked inner 42 × 42 pixel region of the segments into which the cars
are fitted.
4.2.1 Datasets
For a fast proof of concept, this strategy was tested on segmented car and non-
car views first. So, data pairs i were generated, each having a Foreground seg-
ment Fi, containing the occluder, and the corresponding Background segment
Bi, containing an occluded item. The set of all foreground/background segments
are referenced with F = {Fi} and B = {Bi}, respectively. Fig. 4.2 describes the
types of pairs that represent all possible constellations in a scene.
4.2.2 Training of the Car Classifier
For the segment scenario, the already trained SLP for a car size of 42× 42 pixels
was simply used as initial classifier, which is referred to as CStd, and the new
classifier COcc was trained on the background segments B of same size using
cars with an occlusion up to 80%. The logic CCom combines CStd and COcc in a
conditional manner and predicts the labels LFi and LBi for each pair using the
following code:
LFi = ’no car’
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Figure 4.3: Comparison of CCom with CStd and COcc: (a) CStd indicates a strong
performance for the foreground segments F, while the result for the occluded
cars B is significantly weaker. On the combined data set F∪B, CCom is generally
significantly better than CStd. (b) COcc performs very well onB, but exhibits strong
problems on the unfamiliar occluders F. CCom also clearly outperforms COcc on
F ∪B.
LBi = ’no car’
if CStd(Fi) ≥ TStd then
LFi = ’car’
if CStd(Bi) ≥ TStd then
LBi = ’car’
else if COcc(Bi) ≥ TOcc then
LBi = ’car’
So, Bi is predicted as car if either CStd or the new classifier COcc reaches its
corresponding threshold, and only if a car was already found in the foreground
segment Fi.
4.2.3 Detection Results
To highlight the benefit of the combined logic, the performance of CCom is com-
pared with CStd in Fig. 4.3a, and with COcc in Fig. 4.3b.
Please note that the combined approach depends on the two thresholds TStd
and TOcc, and thus the performance of CCom for each combination requires evalu-
ation. TStd was increased in 1,000 steps from zero to one, and for each TStd, TOcc
was increased in 1,000 steps from zero to one. In the end, a set of 1,000,000
points in the ROC plot was generated. However, most of the resulting points in
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the ROC curve are dominated by a small set of other points. Fig. 4.4 displays a
plot with 10 exemplary values for TStd. The amount of the points is reduced, and
only a so-called “Pareto Front,” which describes the set of optimal combinations,
is shown in Fig. 4.3 (curve CCom).
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Figure 4.4: Two Individual Thresholds: This image illustrates the detection per-
formance for 10 unique values for TStd as well as the detection performance of
CStd and COcc on F ∪B.
Figure 4.3a confirms again that CStd can cope substantially better with the
familiar foreground segments F than with the occluded segments in B. The clas-
sification on the combined data set F ∪B has somewhat an intermediate quality,
but is clearly dominated by CCom. For example, at a recall of 0.8, CStd has an FP
rate of 0.13, while that of the combined curve is 0.04. This is a threefold reduction
in the number of FPs.
In Figure 4.3b, COcc indicates an excellent detection performance on the oc-
cluded segments B, for which it was trained. However, the performance for the
un-occluded cars in F is much worse. One reason for this might be that COcc spe-
cialized too strongly on the edge caused by the occluder, which was not present
in the un-occluded examples. Also, in comparison to COcc, CCom evidences a
substantially improved performance on the full data ensemble. In view of this, the
combined approach clearly outperforms the reference system.
A low FP rate of 0.1 is chosen to avoid disturbing false alarms, which accompa-
nies a recall of 0.84. For this FP rate, TStd is set to 0.37 and TOcc to 0.34. Fig. 4.5
presents some classification examples.
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Fi
Ground truth car car car no car car no car
CStd ≥ TStd yes yes no no yes yes
CCom result TP TP FN TN TP FP
Bi
Ground truth car car car no car no car no car
CStd ≥ TStd yes no no no no yes
COcc ≥ TOcc yes yes yes yes yes no
CCom result TP TP FN TN FP FP
TP - true positive
TN - true negative
FP - false positive
FN - false negative
Figure 4.5: Pair Classification Examples: For each foreground sample Fi the
ground truth label, the decision of CStd, and the result of the combined approach
CCom are reported. For Bi additionally, the decision of COcc is included because
CCom depends on both classifiers and on the result for Fi. Dark gray is used for
“no car” labels and responses below threshold, while light gray is used for the
opposite. The conditional logic can correct FPs of COcc (4th column), but in rare
cases also prevents correct detections (3rd column). The classifiers look at the
marked inner 42× 42 region.
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4.3 Conclusion
Motivated by an analysis of typical occlusion cases, this chapter has presented
a new combination of detectors that takes into account the occlusion of cars by
other cars. It has also revealed that the system clearly outperforms the original
reference system. However, the approach was specifically trained for the ex-
plained car-car constellations and suffers from the same drawback as the holistic
discriminative framework if the test scenario is different from the trained scenario
(as already mentioned in Sec. 2.2.1). This means that the system exhibits im-
proved detection performance only for car-car constellations, and will likely fail
for other occlusion constellations. In general, the concept can transfer to other
constellations, as well as to other detection tasks. Because it is difficult to antici-
pate all possible occlusion constellations at the training step, the goal in the next
chapter is to identify a more general approach to handle more variable object
constellations.
5 Split of the Holistic Car Model
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Chapter overview This chapter investigates a strategy to improve the detection performance
of occluded objects based on the analytic feature framework presented in Chapter 3.3, and com-
pares the results in a car detection task. Motivated by an analysis of annotated traffic scenes, the
focus is on a general concept to handle vertical occlusion patterns. For this, the chapter describes
a two-stage classifier architecture that detects vertical car parts in the first stage and combines the
local responses in the second. As an extension, it provides depth information for the individual car
parts helping the classifier in the second stage to reason about typical occlusion patterns.
Parts of this chapter are based on:
[C14a] M. Struwe, S. Hasler, and U. Bauer-Wersing. A Two-stage Classifier Architecture for Detecting Objects
under Real-world Occlusion Patterns. ICANN, pages 411–418, 2014.
5.1 Introduction
The previous chapter demonstrated an improved detection performance by tak-
ing car-car constellations into account. However, it has also explained that the
framework evidences improved performance for these car-car constellations, but
fails for others. This chapter concerns more general car-object constellations.
Occlusion is linked to the 3D relation of objects. A general cue of 3D informa-
tion is depth, which can be used to check the physical plausibility of an object’s
position and size [Bo et al., 2014, Gould et al., 2008] or to segment a scene and
direct attention to individual scene elements [Caron et al., 2014, Stu¨ckler and
Behnke, 2013].
As mentioned, other strategies incorporate 3D annotated data of car views. A
common strategy is the use of the deformable part model (DPM) [Felzenszwalb
et al., 2013, 2010, Pepik et al., 2013, Yan et al., 2014, Zia et al., 2013]. However,
all these approaches make use of annotated information of the occluding object
or use some artificially generated occluder masks. This chapter details a way to
handle occlusion without using any labeled information of the occluder. With this,
each type of car-object constellation can be taken into account. Instead of using
artificial occluder masks, it presents the use of occlusion patterns in real-world
scenes.
Chapter 4 has illustrated a framework for detecting front and back views of cars
in real-world traffic scenes. For this, image streams were taken under various
weather conditions (sunny, rainy, overcast) and in different scene types (city, rural,
industry, highway), and contained cars under all levels of occlusion. The final
SLP car template was trained on un-occluded views only. This reference system
is referred to as CStd throughout the chapter.
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Sec. 5.2 motivates a two-stage architecture for vertical occlusion-handling where
the responses of discriminative vertical part detectors are integrated in a second
stage. Finally, Sec. 5.3 identifies a means of exploiting depth information in the
two-stage architecture before Sec. 5.5 presents conclusions.
5.2 Split of the Holistic Car Template
Inspired by the result in Tab. 3.1, Chapter 4 has exploited car-car occlusion.
An additional classifier COcc on occluded cars was trained and was applied only
in the vicinity of cars already detected by CStd. The segment dataset used in
Chapter 4 was simple in its normalization of the position and size of the occluded
car, whereas in a real scene, a strong variance can be expected relative to the
position and size of the un-occluded car. Because the concept focused on car-car
occlusion, it neglected general occluders. Thus, the following chapter proposes
other new strategies to contend with a variation of occluder types.
Tab. 3.1 illustrates that most cars are occluded on either the right or left side.
This vertical occlusion is due to other cars, unlabeled walls, or the image border,
and results in a mismatch of the holistic car template used in CStd. In order to
improve the detection of this type of occlusion, the following strategy is used: The
holistic classifier is sub-divided into three vertical parts, and each part-classifier
is trained with un-occluded car views. With this, each classifier is forced to make
a more local decision about the presence of the car, and is later not affected by
occlusion of a different part. To integrate the responses of the part-classifiers,
their confidence values serve as input for an additional SLP, which is trained
with cars with occlusion rates of 0–80%. Fig. 5.1b depicts the resulting two-
stage architecture, which is referred to as C3Split. The structure is equivalent to a
multilayer perceptron 1 (MLP), but instead of back-propagation learning for each
stage, it uses a different training set. In this way, the second stage is forced to
deal with occlusion in a more symbolic way.
The comparison of CStd and C3Split in Fig. 5.2a indicates an improved detection
performance for occlusion rates of 1–40%, while there is no gain for occlusion
rates of 41–80%. A possible reason for the strong gain for un-occluded cars might
be that each vertical part template of C3Split is forced to make more effectively use
of its local information, and thus finds a more general car concept. An analysis of
the weights learned by the holistic SLP CStd reveals a rather sparse contribution
1A multilayer perceptron is a feed-forward artificial neural network. The networks consist of mul-
tiple layers of computational units, usually interconnected in a feed-forward way. The most
popular training technique for an MLP is back-propagation. In contrast to an SLP, an MLP is
capable of solving the XOR-problem.
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Figure 5.1: Different Detection Architectures: (a) Architecture of CStd: A holistic
SLP template is trained on non-occluded car views. (b) Architecture of C3Split:
The three vertically sub-divided SLP templates are trained on the same exam-
ples as (a). In the second stage, a separate SLP learns to combine the three
confidence values of the first stage using non-occluded and occluded car views.
(c) Architecture of C3SplitDepth: The SLP on the second stage uses the quadratic
combination of median depth for each vertical car part and the three confidence
values of the first stage. Thereby, non-occluded and occluded car views are used.
of a small set of analytic features at specific locations, while each part-classifier
of C3Split integrates all features at all positions in a much broader manner.
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Figure 5.2: (a) Performance of C3Split: C3Split generally dominates CStd at occlu-
sion rates up to 40%, with an unexpected strong gain for un-occluded views. (b)
Performance of CAllOcc: For un-occluded views, the performance is worse than
CStd. However, CAllOcc outperforms CStd on strongly occluded car views.
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Because of the improved detection performance of C3Split, each vertical part is
further divided into two horizontal regions. However, this C6Split exhibits a much
worse performance compared to C3Split in a similar range as CStd. So, the pure
vertical split seems to more accurately reflect the occlusion constellations in the
data.
Besides the adapted classifier architecture, C3Split also differs from CStd in
training procedure by using additional occluded training examples in the second
stage. In order to demonstrate that the improved performance of C3Split is not
simply caused by using different training data, a holistic detector that is similar
to CStd, but which uses the training data of the second stage of C3Split with oc-
clusion rates of 0–80%, is trained. This classifier is referred to as CAllOcc. The
worse performance of CAllOcc (Fig. 5.2b) for un-occluded cars indicates that the
additional variation in the occluded training examples confuses the representa-
tion of un-occluded views. However, for 41–80% occlusion, CAllOcc outperforms
C3Split and CStd, so the holistic approach can better employ the remaining infor-
mation in case of strong occlusion, maybe by directly representing the effect of
the occlusion edge.
5.3 Additional Use of Depth Information
C3Split demonstrates an improvement in detection performance for cars with an
occlusion rate of 0–40%. For cars with an occlusion rate of 41–80%, the perfor-
mance is nearly the same as CStd. The confidence values of the sub-segments
seem to be insufficient information for the SLP in the second stage.
An analysis of the results reveals that very low confidence values in two of
three sub-segments can result in a low confidence value at the top, regardless
of the quality of the confidence value of the third sub-segment. There are two
noticeable scenarios where this constellation occurs. First, some non-car objects
accidentally generate a high confidence value in one sub-segment (clutter exam-
ple in Fig. 5.3 top). This potentially happens often. Second, a strongly occluded
car is only visible in one of three sub-segments (car example in Fig. 5.3). Unfortu-
nately, it is not possible to distinguish both patterns by using only the confidence
values. Therefore, additional context cues, e.g. stereo disparity, are needed to
overcome this limitation. For example, the fact that the occluded part of a car is
closer to the camera than the visible part could be exploited.
One idea is to calculate the median depth of each sub-segment and provide
it as additional input to the SLP at the second stage. The depth values are di-
vided by 100 in order to scale them to a similar range as the confidences. The
resulting architecture is shown in Fig. 5.1c, and referred to as C3SplitDepth. The
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Figure 5.3: Strongly Occluded Car Views: (Top line) The green rectangles in-
dicate the sub-segments of the divided car template. High confidence values
are generated only at sub-segments that include visible car parts. So, only one
sub-segment generates a high activation. The same effect is visible at non-car
objects, as the clutter example demonstrates. Both cases generate the same
output. (Bottom line) In addition to the confidence values for each sub-segment,
the median depth information is shown. The classifier can use this to distinguish
between both cases.
absolute depth values exhibit a wide range of variation, which might be too difficult
to handle with an SLP. It is assumed that only the relative distance between the
car and a possible occluding object contains the significant information. There-
fore, the smallest depth value is simply subtracted from all other segments. The
bottom line of Fig. 5.3 displays the two same constellations as the top line, but
now the corresponding depth values of each sub-segment are included. Each
sub-segment of the clutter example shows the same depth value, while the sub-
segments of the car example show lower values if an occluding car is inside the
sub-segment. Therefore, an edge in the depth information distinguishing between
both cases can be seen.
To better comprehend the data in the resulting feature space, the difference
between left and right depth over the difference between left and right confidence
have been plotted. Fig. 5.5a demonstrates that there is no way to separate the
car and clutter linearly. To solve this, the information was transformed as follows.
Instead of the six features (three confidence and three relative depth values), the
quadratic combinations of these six features as input-dimensionality were used.
Use of all combinations generates 36 features. Some of these feature combina-
tions occurred twice at a time, which is no benefit for the detection performance.
Because of this, the double feature combinations were deleted. Finally, the SLP
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on the second stage of C3SplitDepth was trained in the resulting 21-dimensional
feature space.
The results in Fig. 5.4a reveal a significant gain compared to C3Split for all
occluded car views, so the detector can exploit the additional information. Only
for non-occluded car views does C3SplitDepth evidence some loss in detection at
high or low FP rates per image. However, it is at least still superior to CStd.
Fig. 5.4b illustrates that C3SplitDepth outperforms CStd at all rates of occlusion.
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Figure 5.4: Performance of C3SplitDepth: (a) C3SplitDepth shows a significant gain
for occluded views compared to C3Split. (b) C3SplitDepth generally dominates CStd
at all rates of occlusion.
Fig. 5.5b visualizes the learned weights in order to facilitate a better estima-
tion of which feature combinations are exploited by the SLP. In general, the SLP
seems to use the confidence values more than the depth values. The weights
for c2left and c
2
right have the highest positive values, which suggests that a high
activation in one of these sub-segments can generate a high final confidence. In
contrast, the weight for the combination of cleft ∗ cright indicates a high negative
value, so the classifier tries to limit the confidence if cleft and cright are activated
strongly together.
5.4 Detection Examples
This section presents some detection examples of the classifiers. It uses a fixed
FPPI of 10−1 for the evaluation. Fig. 5.6 and Fig. 5.7 show generated false neg-
atives of CStd (top line), CAllOcc (middle line), and C3SplitDepth(bottom line). False
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Figure 5.5: (a) Visualization of Confidence and Depth Values: Blue dots denote
car segments, and red dots denote clutter. (b) Visualization of the SLP’s weights:
Blue boxes denote positive weights, while red boxes denote negative weights.
The color’s saturation indicates the absolute value of the weights.
negatives are marked with red rectangles for CStd and with green rectangles for
CAllOcc. By using CStd, numerous generated false negatives can be seen in
both figures. The most false negatives were generated at occluded car views.
Thereby, non-occluded and weakly occluded cars were also not detected. The
second line in both figures represents the generated false negatives by using
CAllOcc. The classifier can deal with occlusion more effectively than CStd, but
also produces some new false negatives at non-occluded car views. In gen-
eral, CAllOcc displays a significant decrease of generated false negatives, but
also more FPs (not shown). The bottom line in both figures indicates the results
of C3SplitDepth. In both test images, no false negatives are generated. In general,
C3SplitDepth presents significantly fewer FPs compared to CStd and CAllOcc.
5.5 Conclusion
This chapter has presented a two-stage architecture to improve the detection of
occluded objects. It has demonstrated a vertical three-part split of the holistic car
template in the first stage to deal with vertical occlusion. Thereby, each part was
trained on un-occluded car views. In the second stage, the typical combinations
of these part responses were learned on occluded examples. This contrasts with
a MLP, where each stage is trained with the same data and this split helps the
architecture deal with occlusion on a more symbolic level. The prototype out-
performed the reference system for different levels of occlusion. However, there
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Figure 5.6: Detection Examples I: The figure depicts a detection example of
CCStd (top), CAllOcc (middle), and C3SplitDepth(bottom). The false negatives are
marked in red at the top and in green in the middle. C3SplitDepth produces no
false negatives.
was no gain for strongly occluded cars. It was argued that, based on a high confi-
dence in only one sub-segment, the classifier cannot distinguish between car and
clutter. Therefore, depth information was integrated into the vertical occlusion
prototype to give the classifier an independent cue to reason about typical occlu-
sion patterns. It was demonstrated that the additional information improves the
detection performance for occluded car views. Fig. 5.4b indicates that C3SplitDepth
outperforms CStd at all rates of occlusion.
In general, the model can also transfer to other application areas that include
structured occlusion that the sub-division of a holistic template can model. De-
spite improvements, there is a persisting limitation of a holistic discriminative
approach that the detection performance decreases if untrained occlusion con-
stellations occur. The next chapters establish a motivation to switch to a parts-
based classifier and discuss some occlusion-handling strategies that are espe-
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Figure 5.7: Detection Examples II: The figure shows a detection example ofCCStd
(top), CAllOcc (middle), and C3SplitDepth(bottom). The false negatives are marked
in red at the top and in green in the middle. C3SplitDepth produces no false nega-
tives.
cially helpful for strongly occluded car views.
6 Rendered Benchmark Dataset
47
48 6. Rendered Benchmark Dataset
Chapter overview A fundamental problem for the development and analysis of occlusion-
handling strategies is that occlusion information cannot be labeled accurately enough in real-world
video streams. Often, these video streams provide only rectangles for the object instances in the
scene, regardless of whether hand-annotation or sensor-based annotation is used. This chapter
presents a rendered car detection benchmark with pixel-level information of the objects and with
controlled levels of occlusion.
Parts of this chapter are based on:
[C15a] M. Struwe, S. Hasler, and U. Bauer-Wersing. Rendered Benchmark Data Set for Evaluation of Occlusion-
handling Strategies of a Parts-based Car Detector. PSIVT, pages 99–110, 2015.
6.1 Introduction
The previous chapters have engaged with various occlusion-handling strategies
for a holistic discriminative detection framework. The first framework presented
the use of car-car constellations and demonstrated that the system clearly out-
performs the reference system. There was also the illustration of an extended
framework that takes into consideration more general occlusion patterns during
training and makes additional use of depth information as a plausibility check.
The system also clearly outperforms the reference system. For each classifier,
the detection performance was evaluated by taking different rates of occlusion
into account. This is important in order to see the limitations of the classifiers
for occluded object views. The previous experiments used hand-annotated video
streams, which contain 2D bounding boxes as labels for the objects and addi-
tional information, such as orientation and rate of occlusion. However, there are
more public available datasets like [Everingham et al., 2010] and [Dolla´r et al.,
2009] that are often used for benchmarking but do not provide detailed occlu-
sion information of the object instances. Some benchmark datasets like KITTI
([Geiger et al., 2012]) use 3D bounding boxes for objects, but do not provide
pixel-level information on the constellation of occlusions. Implementing a ren-
der framework to generate a new dataset especially tailored for the evaluation
of occlusion-handling strategies can facilitate more accurate labeling and a more
effectively control of the scene conditions. Hence, pixel-level mask information
about the object instances can be generated. Also, the rate of occlusion can
be defined more precisely if hand-annotated data is used. The strategy of using
synthetic or artificial data for the training is also followed by other publications
like [Rozantsev et al., 2015], [Peng et al., 2014], [Jaderberg et al., 2014], [Zhang
et al., 2015], and [Yu et al., 2010].
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6.2 Rendered Benchmark Dataset
With a rendering framework, it is possible to define the position of a car, the po-
sition of the light source, the intensity of the light, and the angle of rotation of
the car. Moreover, it is possible to estimate which pixels of the rendered image
belong to which object instance, and this information can be stored in a mask
that is more precise than a usual bounding box. For the rendering, a frame-
work called Blender1 was used. Blender supports the programming language
Python for scripting, which offers the possibility to generate complex scenes au-
tomatically. With such a script at hand, many scene parameters, e.g. rate of the
object’s rotation, can be set randomly. The scene is built in the so-called “object-
view.” In addition to the object-view, the “node-editor” is used, which allows for
defining which information has to be generated from the scene. Since the mask
information is important for the occlusion-handling, the pixel-level information for
each object instance is generated with the alpha channel (Fig. 6.1). The result
is the mask information of the object instances. Also, occluding objects can be
set as invisible to obtain the full mask information of the occluded object. Overall,
it is easy to generate each possible mask information of an occlusion constella-
tion for later evaluation. The pixel-level information can help determine the exact
rate of occlusion of an object constellation, which is an immense advantage in
comparison to hand-annotated video streams.
For the dataset, the minimum and maximum border of a parameter were de-
fined, then randomly generated inside these ranges. For example, the position
and illumination intensity of the light source were generated randomly at a trans-
parent dome around the centered car. In total, 88 car models were used. Fig. 6.2
offers an overview of the various car models with the changing scene conditions.
The size of each rendered segment was set to 175 × 70 pixels, which corre-
sponds to the template size of the car detector plus a border. The size of each
car model was normalized so that the side view covered a given width of the
segment. In general, a parts-based model is trained to a limited rotation change.
Multiple detectors have to be trained for full rotation. Since this thesis concen-
trates on the evaluation of occlusion-handling strategies, it used only side views of
cars to omit full rotation-handling. Therefore, it used only small rotation changes.
The views were randomly rotated in a range of 30◦ in both directions. Since most
recognition models use a regular grid for feature extraction at the detection step,
the car template does not always fit to the car at the test image. To cope with
this, the center position of the car was randomly shifted in a range of five pix-
els to the top, the bottom, the left, and the right. After rendering, the car models
1Blender is an open-source rendering framework. https://www.blender.org
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Figure 6.1: Node-Editor for Alpha Channel Extraction: The node-editor is used
to filter out the alpha channels of each object instance in the scene. The result is
a separate mask for each object instance.
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Figure 6.2: Dataset with Different Scene Conditions: A dataset using all available
car models with randomly chosen conditions for light position, light intensity, and
angle of rotation is generated.
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Figure 6.3: Example of Training Segments: The upper line depicts some car
segments with a cluttered background, while the bottom line presents the corre-
sponding masks.
were pasted in segments of car-free street scenes in order to incorporate realistic
clutter in the background. The top row of Fig. 6.3 depicts some segments with
cluttered background for the training. The bottom row presents the corresponding
masks.
A total of 400 views for each car model were used for the dataset. Segments
of 44 car models were used as the training set, while the other 44 car models
served as the test set. The training set included non-occluded car views with a
segment size of 175× 70 pixels.
Different test sets with changing rates of occlusion were generated. The set
with 0% occlusion portrayed a car object in the center of a car-free street scene.
These images were then combined with an occluding object to generate test sets
with 20, 40, 60, and 80% of occlusion. A car-like shape was used to avoid feature
activation at the occluding object, which is the case when just using car objects as
occluding objects. An ellipse-shaped patch was used to achieve a car-like shape
for the occluding object. This enabled a stronger analysis of how the occlusion
strategies affect the activation of the features at the occluded object. Instead of
a simply black-colored ellipse, occluding object patches of car-free street scenes
were cropped out. A black-colored shape generated artificial edges at the im-
age, which led to feature activation at these areas and influenced the evaluation
results. The black-colored area itself also produced no feature activation, which
might be unfair because no FPs can be generated at this area. Fig. 6.4 offers
an example for a generated test image and the corresponding mask. Occluding
constellations without any cars were also generated for a consistence evaluation
of the investigated occlusion-handling approach. So, the car-like shape occluded
the background image. A total of 17,600 segments of un-occluded car views
were generated for the training set, and 105,600 images with different rates of
occlusion were generated for the test set.
The following chapter employs this dataset for an evaluation of occlusion-handling
strategies for a parts-based car detector. Thereby, it uses the generated mask
information of the occluding object to predict the occlusion rate of some occluded
objects. This occlusion rate is used to re-weight the score of the visible object
parts.
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Figure 6.4: Example of the Test Set: At the left, a test image with an occluding
ellipse is shown. The right image displays the mask of the occluding object.
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Chapter overview Chapter 4 and 5 have discussed several strategies to improve the detec-
tion performance for holistic discriminative approaches. Even with occlusion-handling strategies,
the detection performances of the holistic discriminative approaches decrease with the appear-
ance of an occlusion constellation that is not learned during training, or if the objects are strongly
occluded. In contrast, parts-based detection approaches can deal implicitly with occluded or un-
trained object views. This chapter presents a parts-based car detector and evaluates several
occlusion-handling strategies on the aforementioned rendered dataset.
Parts of this chapter are based on:
[C15a] M. Struwe, S. Hasler, and U. Bauer-Wersing. Rendered Benchmark Data Set for Evaluation of Occlusion-
handling Strategies of a Parts-based Car Detector. PSIVT, pages 99–110, 2015.
7.1 Introduction
Chapter 2 has presented several detection approaches, focusing on how they ad-
dress occlusion. These approaches reveal insufficient detection results for mod-
erately to strongly occluded object views. Chapter 4 and 5 have discussed some
strategies to improve the detection performance of these holistic discriminative
approaches. The results showed that these approaches clearly outperform the
reference system. However, if an occlusion constellation was not learned dur-
ing training or the objects are strongly occluded, the detection performance de-
creases, regardless of which occlusion-handling strategy was used. Motivated by
research findings that suggest that parts-based detection approaches are more
flexible in handling occlusion strategies, this chapter presents a novel parts-based
detection framework.
As mentioned, there are some approaches that make use of mask information
to deal with occlusion. Various methods can generate this mask information, e.g.
using depth information, as in [Makris et al., 2013], or object segmentation, as
in [Fidler et al., 2013], [Borenstein et al., 2004], [Serre et al., 2007] or [Torrent
et al., 2011]. Serre et al. [2007] differentiate between shape-based and texture-
based objects ( Fig. 7.1 ). Texture-based objects are used for the segmentation,
and shape-based objects are found through a windowing process. At the end,
the results of both, the segmentation and the windowing process, are used to
generate a fully segmented scene output.
The approach by Torrent et al. [2011] is based on a boosting procedure that
automatically decides - according to the object properties - whether it is better to
give more weight to the detection or segmentation process to improve the result.
One idea is to use the segmentation mask by Serre et al. [2007] and Torrent et al.
[2011] to find typical areas for occluded objects.
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In our framework, the ground truth data of the rendered data set is utilized to
demonstrate the best use of mask information to improve the detection perfor-
mance during occlusion. The ground truth data of the rendered dataset provides
optimal mask information, which seems to be unrealistic to obtain if, for exam-
ple, stereo images are used to generate the mask. Because the focus is on
using mask information, the following discussion neglects its extraction. At a later
stage, mask information can be generated from depth information, generated by
a stereo vision system. Of course, this information will be less optimal and more
noisy than the rendered ground truth data.
The parts-based detection approach by Makris et al. [2013] presented earlier
uses depth information to determine the visibility of a car hypothesis. This infor-
mation functions as a kind of mask for re-weighting the score of an object candi-
date. This chapter evaluates some occlusion-handling strategies and illustrates
ways to improve the detection performance, especially for strongly occluded ob-
ject views.
Figure 7.1: Shape-based and Texture-based Segmentation by Serre et al. [2007]:
Shape-based and texture-based channels are processed in separate ways. The
green arrows mark the segmentation based on the texture information of the ob-
ject. The lower red arrows mark the windowing process for the classification of
the shape-based objects.
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7.2 Parts-based Car Detector
A parts-based detection framework contains several steps at training and de-
tection: extraction of texture descriptors, learning the parts-based object repre-
sentation, feature matching, and accumulation of single-feature activations. This
chapter explains all steps in detail and shows how they are integrated in the car
detector.
7.2.1 Extraction of Texture Descriptors
Texture descriptors are used at a defined position in an image to transfer the pixel
information to another representation. Thereby, in most cases, gray-value pixel
information at a defined patch is transformed to a gradient-based vector represen-
tation. Popular texture descriptors are SIFT [Lowe, 2004] and speeded up robust
features (SURF, [Bay et al., 2006]). Chapter 8 presents a comparison and eval-
uation of both descriptors and highlights that SIFT descriptors are more robust
against changing scene conditions and more suitable for parts-based detection
methods. Therefore, SIFT descriptors are used in this chapter.
Voting methods such as [Calonder et al., 2010, Higa et al., 2013, Leibe and
Schiele, 2006] use a key-point detector to define positions for the extraction of
texture descriptors in the input image. These positions are often called interest
points. Please note that these points are mainly generated in highly textured ar-
eas, which in turn leads to a sparse distribution of the interest points over the
object’s surface. Fig. 7.2 illustrates some detected interest points at the back-
ground in addition to the sparse distribution. Instead of a key-point detector, a
regular grid is used to create more interest points. Therefore, a dense grid over
the input image is used to define possible interest point positions. A closely
meshed grid delivers a high number of interest points, and consequently a higher
chance of finding similar features after position shift. However, increasing the
number of interest points also increases the computing time at all further steps
of the framework. A gap of 5 pixels is used both horizontally and vertically for the
framework, which is the best compromise. To limit the number of interest points,
the extraction of descriptors from low-textured areas is avoided because these
areas result in non-discriminative code-book entries. Therefore, an edge detec-
tion with field same the size as the patches is performed. A patch is selected if
the edge detector indicates a minimum response above a predefined threshold.
This filtering step yields a threefold reduction in the number of features. The com-
bination of the grid and the edge detector generates more interest points than the
default key-point detector of SIFT, but also takes the computing time into account.
Fig. 7.3 displays all described steps for the interest point selection. Motivated by
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Figure 7.2: SIFT Key-Point Detector: The detector delivers a low number of inter-
est points sparsely distributed on the object’s surface. Also, some interest points
in the background are generated.
Figure 7.3: Extraction of Texture Descriptors: A regular grid is used to define pos-
sible positions for texture extraction. The edge map of the descriptor extraction
layer is used to reject points that do not provide enough pixel information. The
resulting positions for the texture extraction can be seen in the right-most panel.
the feature descriptor analysis in Chapter 8, SIFT descriptors are used at the
selected interest points. For the feature extraction, the rendered training dataset
with segments that was already presented in Chapter 6 was used. The segments
in the rendered training dataset have a resolution of 175× 70 pixels.
7.2.2 Learning of Parts-based Object Representation
The object representations of a parts-based detector are stored in a so-called “vi-
sual code-book.” The code-book includes the features and their relative position
to the object’s center. One method to build the code-book is to use a clustering
method. The resulting clusters are the features or the entries of the code-book.
Annotated video streams usually provide bounding box information for object in-
stances. During training, these bounding boxes are used to extract patches. The
resulting patches have only partial car information, but also include information
from the background. The background information interferes with the object that
has to be learned. These accidental non-car features must be filtered out after-
wards, which is a challenging task by itself. By using the rendered data, the mask
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Figure 7.4: Use of Mask Information for the Extraction of Texture Descriptors:
During training the mask information is used to avoid the extraction of features at
the background.
information of the object is utilized to limit the extraction of features to the object
to be learned. Interest points are selected only if the center of the patch is located
at the object, as can be seen in Fig. 7.4.
For training, segments without occlusion are used. Parts-based detection ap-
proaches like [Makris et al., 2013] use a code-book to store the generalized model
of the object that has to be learned. Here, a MiniBatchKMeans1 clustering is per-
formed to build such a code-book. MiniBatchKMeans splits the data into chunks,
making the clustering much faster and more memory efficient. Unlike the origi-
nal Kmeans, this ensures that there is no limitation in the amount of data used
during training. Fig. 7.5 illustrates two exemplary features from the learned code-
book. The left side shows the “occurrence maps,” which describe the distribution
of occurrence for each stimulus of the code-book cluster. The activations in the
occurrence maps indicate the relative position of the stimuli to the center position
of the car. The use of a regular grid at the feature extraction step, as described in
Sec. 7.2.1, results in a map size of 36× 7 pixels by using a gap width of 5 pixels
and the initial size of the training segment. To obtain a probability distribution,
the sum of each occurrence map is normalized to one. The right side shows
corresponding stimuli of the descriptor clusters.
The next section describes how the code-book is used for detection.
7.2.3 Parts-based Detection Framework
This section introduces the parts-based framework for car detection. The first
step was the extraction of descriptors on the full test image dataset described in
Sec. 7.2.1. This performed a fivefold reduction in both directions in the resolution
of the input image. For each descriptor, the best-matching feature is determined
1MiniBatchKMeans is an extended version of the KMeans clustering. In contrast to KMeans, the
method splits the data into chunks to save memory and computing time. More information can
be found at http://scikit-learn.org/stable/modules/clustering.html
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Figure 7.5: Examples of Code-Book Features: The left images show the occur-
rence maps, which describe the distribution of the occurrence of each stimulus of
the code-book cluster. The right images show some corresponding stimuli of the
descriptor cluster.
Figure 7.6: Detection Framework: The winning feature map shows the best-
matching feature for each pixel. Each feature votes with its occurrence map for
the object’s center. An accumulation of all features is used to build the activation
map.
by using the response of an activation function. To get a confidence value be-
tween zero and one, the following activation function is used:
act(fi|I) = exp{−||fi − fci||
2
o
} (7.1)
Here, I is the input image. The Euclidean distance of the current feature fi
to each feature of the code-book fci is iteratively calculated. The denominator o
controls the intensity of the activation.
The winning feature votes with its occurrence map for an object’s center. An
accumulation of the votes of all features on the test image supportes the con-
struction of an activation map (Fig. 7.6). The accumulated score map is referred
to as γ.
During detection, simple thresholding was used to define the FPs per image.
Fig. 7.7 reports the detection performance of this parts-based car detector for 0,
20, 40, 60, and 80% occlusion. Car center hypotheses that indicated a minimum
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Figure 7.7: Detection Performance: The ROC plot shows the detection result
of the visibility-based parts-based car detector for five rates of occlusion. For
the evaluation, 17,600 test images are used for each occlusion rate, separately.
Additionally, 17,600 test images with occluding ellipses but without any cars are
utilized. So the occluding objects occlude the background. In total, 105,600 test
images are used.
overlap of 80% in height and 60% in width with the ground truth were counted
as detected cars. A loss in detection performance corresponds with increasing
occlusion.
7.2.4 Analysis of the Detection Performance and Computation Time
of the Code-book
For MiniBatchKMeans, the number of used clusters has to be initialized and is
decisive for the detection performance at test time. An insufficient amount of
clusters generates widely dispersed occurrence maps, which in turn results in an
inaccurate hypothesis for the position of the car’s center. An excessive number
of clusters increases computing time significantly and generates a poorly gener-
alizing model of the trained car model. Spatially-specific occurrence maps are
not widely spread and vote for a defined object center, which yields an improved
detection performance.
To find the optimal amount of clusters, the computing time is checked and a
quality value for the generated clusters is calculated with a self-defined function.
This quality is calculated using a pixel-wise squaring, as shown in the following.
quality(All) =
∑k≤K
k=0
(
Ok∑i≤x
i=0
∑j≤y
j=0 Ok(i, j)
)2
K
(7.2)
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Table 7.1: Quality of the Occurrence Maps: This table presents the calculated
quality value, which is the result of a quality function. The quality value increases
as the number of clusters increases. High values denote a dense spatial distribu-
tion of stimuli in the occurrence maps, which results in a more accurate hypothesis
for the position of the object’s center.
# clusters 50 100 150 200 250
Quality 0.012 0.014 0.015 0.016 0.016
# clusters 300 350 400 450 500
Quality 0.017 0.017 0.018 0.018 0.018
Table 7.2: Computation Time for Changing Number of Clusters: The table speci-
fies the computing time during detection by changing the number of used clusters.
# clusters 50 100 150 200 250
Time in s 1.291 1.436 1.893 2.277 2.464
# clusters 300 350 400 450 500
Time in s 2.801 3.279 3.751 4.491 5.414
Here, K is the total number of clusters or code-book entries, and Ok is the
occurrence map of the corresponding code-book entry k. High values denote
a dense spatial distribution of stimuli in the occurrence maps, which generates
a more accurate hypothesis for the position of the object’s center. Low values
correspond with unreliable clustering results. For evaluation, the quality was cal-
culated for 50–500 clusters by iteratively increasing the number of clusters by 50.
The results in Tab. 7.1 indicate the calculated quality value, which is the result
of the quality function. High values represent a more balanced distribution of the
used features. The quality value increases as the number of clusters increases.
However, at 200–250 clusters, the increase saturates.
For evaluation, the computing time of 50 test images was calculated in ad-
dition to the quality value. The test was performed on a single-core CPU and
implemented in Python. Tab 7.2 demonstrates a significant increase in computa-
tion time as the number of clusters increases, as expected. With respect to the
computation time and the results in Tab. 7.1, 220 clusters were used, which is a
reasonable compromise between both criteria.
It was investigated how the number of clusters influences the computing time
and the quality of the clustering result. In order to additionally visualize how the
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Figure 7.8: Detection Performance at Changing Numbers of Clusters: A total of
17,600 non-occluded car views and 17,600 test images with occluding constella-
tions without any car are utilized for each cluster configuration. In total, 35,200
test images are used per curve.
number of clusters influences the detection performance of the parts-based car
detector, a code-book in a range of 50–500 clusters was built by iteratively in-
creasing the number of clusters by 50. The resulting detection performance is
plotted in Fig. 7.8. At an FPPI rate of 10−2, increasing the number of clusters
to 200 reveals a significantly improved detection performance. However, for a
higher number of clusters, only a slight gain is evident. For example, at an FPPI
of 10−2, the detection performance for 200 and 500 clusters is nearly the same.
Please note that the curve for 0% occlusion and 250 clusters shown in Fig. 7.7
reflects a superior detection performance compared to the curve in Fig. 7.8. The
reason for this is the arrangement of the dataset for testing. In both cases, the
same amount of negative examples was used, while the number of positive ex-
amples was changed. The evaluation in Fig. 7.7 utilized 17,600 test images for
each single occlusion rate. Additionally, it applied 17,600 test images with oc-
cluding constellations without any cars. This resulted in 105,600 test images.
The evaluation in Fig. 7.8 utilized 17,600 test images of car views with 0% oc-
clusion, as well as 17,600 test images with occluding constellations without any
cars. This resulted in 35,200 test images. The total number of test images directly
influences the FPPI rate in the ROC plot.
7.3 Occlusion-handling of the Parts-based Car Detector
Motivated by the approach of Makris et al. [2013], a visibility-based occlusion-
handling strategy that predicts the occlusion of an object by using the mask of
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Mask of Occluding Object Feature Contribution Map Predicted Score Reduction β
e.g. 23.0 %x =
e.g. 23 % occluded
Figure 7.9: Uniform Contribution of β Calculation: On the left, the mask of the
occluding object covers 23% of a support window. The feature contribution map
indicates a uniform contribution that results in a predicted score reduction of 23%.
an occluder is built. The mask information is used in two ways: First, the ac-
cidental features of the occluding object are deleted at the accumulation step.
This ensures that no features of the occluding object would influence the score
of the object hypothesis. Second, it is used for the re-weighting of the score of
the possible car hypothesis. The re-weighting of the score γ is done by taking the
predicted score reduction β into account, which is determined by the predicted
occlusion. A so-called “support window” is used to calculate the percentage of
the occlusion. The support window has the same size as the occurrence maps
and covers the area of features that potentially contribute to the car hypothesis
at the center of this window. During detection, the support window is shifted over
the input image. In order to calculate β, a uniform distribution of the features over
all pixels of the support window is assumed (Fig. 7.9). Consequently β is defined
here as the ratio of the area covered by the mask divided by the overall feature
contribution map area.
As previously mentioned, the predicted occlusion of the support window can
be used to reject detected features inside the occluding area before accumu-
lating the score. This score excludes occlusion-handling, but includes rejected
features, and is referred to as γ′. The final score γ′′ is then calculated by using
the predicted score reduction β of the supporting window (Fig. 7.10 with [A] for
the re-weighting),
γ′′ = γ′/(1− β) (7.3)
If β is zero, re-weighting has no effect. By increasing β, re-weighting increases
the score while the influence of γ′ diminishes. This can generate FPs at high
values of β while fewer features are detected. The goal is to avoid this case with
a βmax. For this, it is necessary to find the maximum value for β that improves
detection performance, which requires a limitation of β up to a defined maximum
score reduction. So, β is defined as follows:
β := min(β, βmax) (7.4)
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Figure 7.10: Detection Framework with Occlusion-handling Strategy: The mask
of the occluding object is used to calculate the activation score by deselecting the
winning features inside the occluding area. For uniform occlusion-handling, the
re-weighting [A] is used to generate the final score. For the contribution-aware
occlusion-handling, the re-weighting [B] is used, which is explained in Sec. 7.4.
The optimal value βmax is found by evaluating the detection performance of the
car detector with values from 0.1 to 0.9, in increments of 0.1. Occlusion rates of
20, 40, 60, and 80% were utilized in order to study the effect of βmax at different
rates of occlusion. Fig. 7.11 presents the detection results.
In a driver-assistance system, a high number of FPs would generate many
warnings, which can disturb the driver. Therefore, a relative low FPPI of 10−2
was chosen as a reference point. Given this FPPI, a βmax of 0.2 shows the best
detection performance for 20% occluded car views, while for 80% occlusion, a
βmax of 0.5 yields the best results.
However, the results indicate that a single best value for βmax that works equally
well for all occlusion rates cannot be found. Because the presented data base
provides only mask information of the occluding object, a fixed βmax has to be
used, which is discussed in detail in Sec. 7.4. To find a βmax value that op-
timizes overall performance, result for the full data set, including all occlusion
rates for each βmax, was plotted. Fig. 7.12(Left) displays the most significant
improvements at the reference point (FPPI of 10−2) by using a βmax of 0.2.
Fig. 7.12(Right) demonstrates an improved detection performance at all occlusion
rates by using the determined optimal βmax. The dotted lines signify the detec-
tion performance of the car detector without occlusion-handling, while the solid
lines indicate the detection performance of the detector with occlusion-handling.
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Figure 7.11: Evaluation of the Detection Performance: The plots reflect the de-
tection result for 0, 20, 40, 60, and 80% occlusion and different values of βmax.
Each curve shows results for 17,600 test images of the corresponding occlusion
rate and 17,600 test images with occluding constellations without any cars. In
total, each curve use 35,200 test images.
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Figure 7.12: Optimal Parameter Setting for Occlusion-handling: (Left) Detection
results for the full dataset, including all occlusion rates for each βmax. Each curve
used 17,600 test images of the corresponding occlusion rate and 17,600 test
images with occluding constellations without any cars. In total, each curve used
35,200 test images. (Right) Detection performance for different occlusion rates
using the optimal value of 0.2 for βmax. The evaluation used 17,600 test images
for each occlusion rate separately. Additionally, it used 17,600 test images with
occluding constellations without any cars. So, the occluding objects occlude the
background. In total, 105,600 test images were used. The dotted lines show
results for the parts-based car detector without occlusion-handling, while the solid
lines indicate the results of the detector with occlusion-handling.
For the reference point, the most gain is apparent at 40 and 60% occlusion,
while there is a weaker gain for 20 and 80% occlusion. The weaker gain at 20%
occlusion can be explained with the intrinsic ability of parts-based detection ap-
proaches to deal with occlusion. Because βmax is chosen the same for all rates
of occlusion, the occlusion-handling improves the detection performance at 80%
occlusion less significantly than for the other rates. The next section illustrates
an occlusion-handling strategy that makes use of the occurrence maps of the
code-book in order to predict the percentage of missing features for a possible
car hypothesis.
7.4 Contribution-aware Strategy for Occlusion-handling
of a Parts-based Car Detector
The previous section has demonstrated an improved detection by predicting the
score reduction of a car hypothesis and re-weight the score of activation. How-
ever, this concept is based on the assumption that the learned features are uni-
formly distributed inside the support window. In order to get a more correct esti-
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Figure 7.13: Contribution-aware Calculation of β: On the left, the mask of the
occluding object for a support window can be seen. The feature contribution map
shows a realistic contribution of the learned features. This results in a predicted
occlusion rate of 36% if 23% of the supporting window is covered at the shown
area.
mation of the missing amount of features, a so-called “feature contribution map”
is used. This map is a representation of the contribution of all features at the
car template that are stored in the code-book. For this, the occurrence maps
of the various features in the code-book are summed, and a pixel-wise division
by the total number of clusters is performed. The resulting map is stored in the
feature contribution map. The contribution map is used for calculating γ′ and β
instead of assuming a uniform distribution of features. Now, γ′′ takes into account
the amount of missing car features (Fig. 7.10 with [B] for the re-weighting), and
the parameter β reveals the percentage of missing features of the car hypothesis
(Fig. 7.13).
As in Sec. 7.3, the detection results of all occlusion rates for varying βmax are
plotted. In Fig. 7.14(Left), the use of 0.4 for βmax produces the best result by
again using an FPPI of 10−2 as a reference point. This βmax is utilized for the
car detector with the contribution-aware occlusion-handling. The detection per-
formance is presented in Fig. 7.14(Right), whereas the new occlusion-handling
is referred with the name extended. The plot indicates an improved detection
performance at the reference point at occlusion rates of 40, 60, and 80%, while a
slight loss is evident at 20% occlusion. The reason for this is the aforementioned
overlap criteria. The contribution aware occlusion-handling strategy amplifies the
score of car hypotheses that are located in the surroundings of possible car hy-
potheses at a low level of occlusion. The overlap criteria count these shifted car
hypotheses as false FPs, which results in a weak loss in detection performance
at 20% occlusion. For example object instance information of the scene can be
used to overcome this drawback.
Using depth from stereo or other sensors, such as radar or laser, can generate
the mask information of the occluding object, thus also provide instance informa-
tion about the occluded object. This information can facilitate a plausibility check
to reject the FP detection at 20% occlusion. Additionally, this information is help-
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Figure 7.14: Optimal Parameter Setting for Contribution-aware Occlusion-
handling: (Left) Detection results for the full dataset, including all occlusion rates
for each βmax. Each curve used 17,600 test images of the corresponding occlu-
sion rate and 17,600 test images with occluding constellations without any cars.
In total, each curve used 35,200 test images. (Right) illustrates the detection
results using the determined optimal value of 0.4 for βmax. The evaluation used
17,600 test images for each occlusion rate separately. Additionally, it used 17,600
test images with occluding constellations without any cars. So, the occluding ob-
jects occlude the background. In total, it used 105,600 test images. The dotted
lines signify the detection performance by using the uniform occlusion-handling,
while the solid lines indicate results of the contribution-aware occlusion-handling.
ful for defining a variable βmax for each object-object constellation in a scene,
which can improve the detection performance of strongly occluded car views. In
general, the contribution-aware strategy does significantly improve the detection
performance for occluded objects.
7.5 Detection Examples
The previous section has presented some detection examples by using the parts-
based car detector with contribution-aware occlusion-handing. Fig. 7.15a offers
an example of some generated FP detections. Strongly occluded car views sig-
nificantly decreased the number of remaining features. In both examples, the
only features that remain could not be clearly identified as features that belong to
the front or back part of a car, e.g. the wheel. A wheel feature votes at the accu-
mulation step for two completely different center positions for the car hypothesis.
In strongly occluded car views, the score was not reinforced due to the limitation
of βmax. Fig. 7.15b depicts an example of a precisely detected car object.
In contrast with [Makris et al., 2013], the missing amount of features was es-
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(a) (b)
Figure 7.15: Detection Examples: The figure presents two detection examples of
the parts-based car detector with contribution-aware occlusion-handling. (a) por-
trays two FP detections (marked in red) beside a correctly detected car (marked
in green). These FPs can appear if the right part of a car is strongly occluded
and the remaining features cannot be clearly assigned as front or rear car parts.
In this case, car hypotheses to the left and right of the remaining features are
generated. (b) depicts a true positive detection.
timated. The occlusion-handling in [Makris et al., 2013] calculates the predicted
occlusion by taking into account the occlusion of 10 sub-parts of the car template
(Fig. 7.16). With this, the authors estimate a uniform contribution of the features
that are stored in the code-book. The occlusion-handling presented here takes
into consideration the distribution of the features stored in the code-book in order
to predict the amount of missing features. Therefore, a more precise re-weighting
of the possible car hypothesis can be applied. This decreased the number of FPs
that demonstrate less occlusion of features than the visible occlusion of the sup-
port window. Furthermore, it recognizes more cars exhibiting strong occlusion of
features but less occlusion of the supporting window.
In [Makris et al., 2013], a filtering step is used to reduce the potential areas
where a car hypothesis can occur. Because the filtering produces varying out-
put, it is not possible to predict the computing time for one test image. A re-
implementation of Makris et al. [2013] was used to calculate the computing time
of one complete input image, which was the worst-case scenario, using the fil-
tering. The re-implemented version requires more than 12 seconds2 per frame,
and also produces many FPs. Please note that this comparison is not com-
pletely fair, as it is partially unclear which parameter settings were used for the
results presented in [Makris et al., 2013]. To conclude, Fig. 7.17 reports the over-
all detection performance of the visibility-based parts-based car detector without
occlusion-handling compared to the contribution-aware occlusion-handling. The
2The evaluation was done on a single-core CPU and was implemented in Python.
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Figure 7.16: Comparison of the Occlusion-handling Strategy presented in [Makris
et al., 2013] to the Contribution-aware Occlusion-handling: (a) Makris et al. [2013]
first split the car template into 5 × 2 sub-parts. Depth information is used to
mark at which sub-parts of the possible car hypothesis are visible. The predicted
occlusion is used to reinforce the activation score of the car hypothesis. With this,
the authors estimated a uniform contribution of the features that are stored in the
code-book. (b) Here, 36 × 7 sub-parts are used. Additionally, the distribution of
the features stored in the code-book is taken into account in order to predict the
amount of missing features.
new detector outperforms the initial detector at 40, 60, and 80% occlusion. How-
ever, the results in Fig. 7.14 indicate that the detection performance cannot be
improved for 80% occlusion as much as for 40 and 60% occlusion. Of course, this
is due to the relatively low βmax used in this chapter, but also to the low amount
of remaining features at a strongly occluded object view.
7.6 Conclusion
This chapter has discussed several occlusion-handling strategies for a parts-
based car detector. Hence, it determined the limitations and optimal parameter
settings of a parts-based car detector by evaluating a visibility-based occlusion-
handling strategy. For this, it used the rendered data set described in Chapter 6
with pixel-level labeling information, including the mask information of the occlud-
ing object.
The result of this evaluation was used to configure the occlusion-handling of the
car detector, which evidenced an improved detection performance at all occlusion
rates. Therefore, it included a re-weighting of the score of possible car hypothe-
ses by taking their occlusion rate into account. The proposed occlusion-handling
strategy is applicable to other detection approaches that include an accumulation
step and provide mask information about object instances, e.g. [Felzenszwalb
et al., 2010, Pepik et al., 2013]. An improved strategy for occlusion-handling that
boosts the detection performance, especially for higher occlusion rates, was also
presented. The occlusion-handling considers the distribution of learned features
at the car template in order to predict the score reduction. With this, a better
re-weighting of the score of the possible car hypothesis can be calculated.
For the parts-based car detection framework, it is possible to build only one
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Figure 7.17: Detection Performance: The ROC plot illustrates the improved de-
tection performance of the extended occlusion-handling strategy compared to the
initial system. The evaluation used 17,600 test images for each occlusion rate
separately. Additionally, it utilized 17,600 test images with occluding constella-
tions without any cars. So, the occluding objects occlude the background. This
resulted in a total of 105,600 test images.
code-book to recognize full-rotation views. This requires the use of some addi-
tional label information θ, which provides information about the angle of rotation
for the object. The rotated views can be divided into groups of defined rotation
angles. For example, the full-rotation view is divided into 12 groups, with each
containing a rotation range of 30◦, e.g. the first group ranges from 0 to 30◦ of rota-
tion, the second group from 31 to 60◦, and so on. At the code-book building step,
the θ has to be stored. During detection, several car hypotheses are generated for
the different θ. The winning hypothesis votes for the object center and the rotation
view. Another possible extension of the occlusion-handling of the parts-based de-
tection framework can incorporate a variable βmax, which takes the mask of the
occluded object into account. For this, a segmentation of the complete scene is
necessary to obtain the mask information for all object instances. By using the
mask of the occluded object, the re-weighting of the score of the car hypothesis
can be controlled. The current framework strongly re-weights the score around
the occluding object. This is also the case if some parts of the occluded object
are already outside of the support window. This can cause FPs if the center of
the car hypothesis does not exactly match the ground truth after the re-weighting.
The use of the mask of the occluded object can help to prevent this effect.

8 Rotation and Illumination Stability of
Texture Descriptors
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Chapter overview The previous chapters have demonstrated several strategies for occlusion-
handling. For all detectors, SIFT texture descriptors have been used for the feature extraction. SIFT
was originally presented in 2004 by Lowe [2004]. Since this time, several authors have presented
many other feature descriptors. Bay et al. [2006] have developed one extended version of SIFT,
called SURF, which was unveiled as competitive to SIFT, but much faster. This chapter justifies the
usage of SIFT descriptors within the presented detection frameworks. For this, it compares SIFT
descriptors to SURF descriptors in terms of robustness against rotation and illumination changes.
Additionally, it investigates the variance of extracted feature vectors depending on their surface
location.
8.1 Introduction
Object recognition systems consist of a sequence of processing steps. One of the
first steps is the feature extraction. Here, feature descriptors are computed at de-
fined positions of an image. This is a crucial part of the procession pipeline since
all subsequent steps depend on the extracted information. Hence, the recogni-
tion performance strongly depends on the quality of the extracted features. Good
features have to fulfill the following criteria:
1. A high robustness against rotation and illumination changes is required.
Otherwise, an accurate matching is not possible.
2. In order to obtain a clear allocation of the object’s center, each feature has
to vary depending on its surface location.
Lowe [2004] initially presented the SIFT descriptor, which current detection ap-
proaches frequently use. Another descriptor is SURF, originally presented by Bay
et al. [2006]. SURF is similar in many regards to SIFT, but has a lower computa-
tional complexity. Both descriptors focus on the distribution of gradient informa-
tion. One difference is that SURF integrates the gradient information within each
sub-patch, whereas SIFT depends on the orientation of the individual gradients.
The inventors of SURF have stated that this leads to a higher robustness against
noise.
Within the detection system presented in Chapter 7, it is possible to switch
between SIFT and SURF descriptors. However, the usage of SURF did not yield
satisfactory results. The occurrence maps revealed a broad stimuli distribution,
precluding a reliable determination of the object center. This chapter analyzes the
robustness of SIFT and SURF against rotation and illumination changes. It uses
the squared Euclidean distance to measure the feature similarity in the same
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way as for the feature matching in Chapter 7. Additionally, it investigates whether
extracted features can be reliably assigned to different locations on an object’s
surface.
8.2 Datasets
Chapter 7 proposed some strategies for improving the detection performance of
occluded cars. The occlusion-handling was based on an estimated score reduc-
tion, which crucially depends on an accurately matched position. Rotation and
illumination changes can influence the feature representation, and consequently
the feature matching. Features that are robust against rotation and illumination
changes can drastically simplify the matching. The position of a preselected fea-
ture is needed to analyze the rotation robustness. The idea is to apply a texture
descriptor at this position during rotation and analyze how the feature represen-
tation changes. Once again, the render framework was used to acquire a precise
position of the feature. The simplest way is to use the so-called “faces” of a 3D
object as markers and track them during rotation. A face is the clamping surface
between four points of a polygon skeleton. On average, the used car models
were built of 15,000 faces. Using all these features resulted in an immensely
high time-complexity. A uniform distribution of the faces on the object’s surface
was provided for complexity reduction, and k-means clustering was performed to
locate these faces. The total number of faces divided by 10 defined the number
of clusters. Each face was encoded by its center of gravity position. Fig. 8.1a
highlights the corresponding faces of all clusters for an exemplary car. The face
with minimum Euclidean distance was assigned to each cluster. An alpha mask
was used to generate a mask that indicated the visibility of the selected feature
in the scene. Fig. 8.1b displays the mask after rendering of the marked faces of
Fig. 8.1a.
A mask at a full rotation was generated for each marked face. Therefore, the
car could be rotated in a step-width of 10◦. At each rotation step, the illumination
conditions were randomly changed to see the robustness against these changes.
Fig. 8.2 presents exemplary masks of a car’s front light. The example depicts the
generated masks for the feature.
In addition to the masks, pixel coordinates for the world coordinates of the bal-
ance point of the faces were stored to identify the exact position at the rendered
image. Rotation views with masks that did not cover the balance point were
filtered, leaving only rotation views of the marked features that included pixel in-
formation of the feature. The remaining views of the marked feature were stored
at a segment.
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(a) (b)
Figure 8.1: Face Selection after the Clustering Step: (a) depicts faces matched to
the cluster centers marked in blue. The cluster centers are uniformly distributed
over the object’s surface. (b) displays the masks generated by the render frame-
work.
Figure 8.2: Mask Generation of a Single Face: The exact position of a marked
feature can be determined with the render framework.
8.3 Proof of Rotation and Illumination Robustness of
Texture Descriptors
The segments of the feature representation that are generated by the texture
descriptors were utilized to analyze robustness against rotation and illumination
changes. This entailed using the segments from the previous section and com-
puting the feature vector with SIFT and SURF as texture descriptor, respectively.
The generated feature vector of a single-feature view was used to compute the
quadratic Euclidean distance to all other rotation views of this feature. This was
done for each rotation view of the feature. The result was plotted in a diagram,
which illustrated the quadratic Euclidean distances of all features separately from
the other rotation views. Fig. 8.3 reports the evaluation of two characteristics of
around 1,500 features. The other features exhibit similar results. The evaluation
was completed for 15 distinct cars models, all evidencing the same resulting char-
acteristics. The top line of Fig. 8.3 shows the patterns of the different features at
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various rotation views. The left side depicts a feature at a front light, while the
right side illustrates a feature located at the rear window. Of the 36 total rotation
views, the front light feature is visible in 13 views, while the other feature is visible
in 14 views. As mentioned, the quadratic Euclidean distance was utilized to proof
the robustness of the extracted features. 8.3a presents the distance plot of the
front light feature by using the SIFT texture descriptor. For example, the first top
line in the plot signifies the quadratic Euclidean distances of the feature extracted
at 50◦ of rotation compared to all other selected rotations. Low distances are
marked in red, while high distances are marked in blue. In other words, a line in
the plot with a high number of red-marked values corresponds to rotation-stable
features. These features are also robust against illumination changes, because
the illumination at the rotation also changed. Fig. 8.3a demonstrates a rotation-
and illumination-stable feature by using SIFT as the descriptor. Fig. 8.3c dis-
plays the results of the same feature using SURF as the descriptor, which seem
to be more affected by the rotation and illumination changes. Fig. 8.3b reports
the same analysis using SIFT for a feature located at the rear window of a car.
Features extracted at a range of 260 − 330◦ of rotation are robust against this
rotational change, which is represented by the red-marked boxes in the plot. At
other rotations, the extracted feature representation exhibits high distances to
other features. However, the mentioned range of 260 − 330◦ is sufficient to build
a detector that recognizes car objects at side views. Fig. 8.3d presents the eval-
uation using SURF. The extracted features seem to be more stable compared to
SIFT.
In sum, both descriptors evidence nearly the same robustness to rotation and
illumination changes. In few cases, the SURF descriptor generates less robust
feature representations compared to SIFT, but they are still sufficiently robust for
detection. This result does not explain the complete failure of the car detector
using SURF as the texture descriptor. However, it is important that the generated
descriptors are unique for different locations on the surface. The next section an-
alyzes the variation of generated descriptors at different positions on an object’s
surface.
8.4 Discriminative Features
As mentioned, in addition to robustness of rotation and illumination changes, the
extracted features located at different positions of an object have to differ from
one another. This is imperative for a precise voting of the position of the object’s
center. This section offers an analysis to proof this condition. For the sake of
simplicity, a feature with a fixed position on the object surface is referred as an
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Figure 8.3: Rotation Stability of a Feature: The upper line signifies the receptive
field of the feature descriptor following the selected face during rotation. The
rotation changes from the left to the right by adding 10◦ of rotation. (a) and (b)
display the quadratic Euclidean distance of each combination of SIFT features of
the trajectory. A low value for the distance is marked in red, while a high value is
marked in blue. (a) represents a stable feature, while (b) represents a less stable
one. (c) and (d) present the same analysis using SURF as the descriptor. (c)
seems to be more affected than (a) by illumination and rotation changes, while
(d) seems to be more robust than (b).
object feature, e.g. an object feature can be the front light feature at different
rotation views.
The evaluation used the most stable rotation view of each single object. For
example, Fig.8.3a and c display rotation stability of the front light feature. The
row with the lowest sum indicates the most stable rotation view of this feature. Af-
terwards, the Euclidean distance among all most stable features was calculated.
Fig. 8.4 depicts the result for the SIFT descriptors. For example, the first line
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illustrates the front light feature. The higher the value, the more distinguishable
an object feature is from the others. The plot reveals many discriminative object
features. This means that the SIFT descriptor generates feature vectors that can
be clearly matched to an object feature. So, a precise vote for the object’s center
after the feature matching is possible.
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Figure 8.4: Discrimination of SIFT Features: The quadratic Euclidean distance
was used to calculate the differences of the features. Low values are marked
in black or violet and correspond to non-discriminative features, whereas orange
and yellow correspond to highly discriminative features.
Fig. 8.5 presents the same evaluation for the SURF descriptors. Please note
that the scale of the values was drastically reduced and ranges between 0.0 and
1.8, whereas the values for SIFT descriptor ranged between 0.0 and 4.8. Over-
all, the differences are significantly lower in comparison to the SIFT descriptors.
Thus, the determination of the object’s center is less precise.
The results indicate that the SIFT descriptor is a better choice for the parts-
based car detector. The quality of the occurrence maps that were generated
for the car detector using SURF as a texture descriptor are encouraging of this
observation. The maps evidence a widespread distribution of the cluster stimuli.
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Figure 8.5: Discrimination of SURF Features: The quadratic Euclidean distance
is used to calculate the differences of the features. Low values are marked in
black or violet and correspond to non-discriminative features, whereas orange
and yellow correspond to highly discriminative features.
With these maps, it is impossible to vote for a clear position of the object’s center.
8.5 Conclusion
This evaluation has demonstrated that both feature representations are stable
against rotation and illumination changes. However, the center of the object can
be more precisely determined with the SIFT descriptors. SURF descriptors can-
not be robustly assigned to a position of an object, and therefore lead to an inac-
curate center estimation. This was the main motivation to use SIFT descriptors
for the parts-based car detector.
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Chapter overview This chapter investigates how human beings deal with occlusions by de-
tailing a small-scale eye-tracker study1 completed for this research.
9.1 Occluded Object Recognition by Humans
The previous chapters have discussed several strategies to improve the detection
performance of object recognition models, especially for strongly occluded object
views. However, conceptualizations of these models were motivated by the de-
tection results of an initial system without analyzing how humans deal with the
challenging task. Human beings are able to recognize objects in complex scenes,
and are especially adept at detecting occluded objects. Psychophysical studies
have reported that the information of the occluding object significantly influences
the detection time. In [Fukushima, 2001], the authors performed a psychophysi-
cal study on the recognition of occluded objects. In this study, participants viewed
letters with erased parts (Fig. 9.1 upper-line) and occluded parts (Fig. 9.1 under-
line). The authors observed that the participants required more time to recognize
the letters with erased parts. Based on this findings, they constructed a neural
network model. During recognition, the model struggles to distinguish which fea-
tures belong to the original pattern if the occluding object is erased. However, the
network easily identifies the object features if the occluding object is visible. With
this, the system simulates the observed behavior of the participants.
Another study by Johnson and Olshausen [2005] has identified a similar effect.
In this study, the authors validated this effect with a simple test image configura-
tion and used an electroencephalography (EEG) to measure the recognition time.
They presented two different occlusion constellations to analyze the use of the
occluding object. The occluding object is visible in the first constellation, whereas
in the second constellation, the occluding object is replaced with background clut-
ter. Fig. 9.2 offers two examples of objects that had to be recognized. At the left,
the objects are depicted with some occluding shapes, while at the right, the oc-
cluding shapes are replaced with some cluttered background information. The
participants were able to recognize occluded objects faster when the occluded
object was visible.
During the experiment, the participants were required to recognize an object on
an artificial cluttered background filled with ellipses. The ellipses were complex
enough as distractors, but included no accidental features. Before each trial, a
1The study was performed at the University of Bielefeld. I want to thank Lukas Twardon, Dennis
Wobrock, Andrea Finke, and Stefan Genster for supporting me at the eye-tracker study.
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Figure 9.1: Psychophysical Study by Fukushima [2001]: (Upper-line) illustrates
some patterns in which parts are cropped out and no occluding objects are vis-
ible. (Bottom-line) The same patterns with occluding objects are depicted. Test
persons recognized the objects with visible occluders more quickly than the ob-
jects with cropped out parts.
Figure 9.2: Psychophysical Study by Johnson and Olshausen [2005]: Both ob-
jects - the violin and the chair - are first presented with some occluders, then
subsequently with some cropped parts. Test persons recognized the objects with
visible occluders more quickly than the objects with cropped out parts.
word cue informed participants about the target object. After viewing the test
image, the participants were prompted to respond as quickly as possible whether
or not the object in the test image corresponded to the target cue. The results
indicate that, in both cases, the time until recognition increased as the amount of
missing pixels increased.
One possible explanation for this effect is the use of the so-called “occlusion
boundary.” Occlusion boundaries are the parts of the contour of an occluding
object that cover the occluded object. If this occlusion boundary can be clearly
identified, then the occluded object can be recognized more quickly.
Bushnell et al. [2011] have evidenced that occlusion in daily scenes also pro-
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duces “accidental” contours at the junction between the occluded and the occlud-
ing object, as well as that the brain is able to suppress these contours. If there
is a small gap between the objects, the observed suppression is reduced. In
Chapter 7, an improved detection performance by suppressing these accidental
features of the occluding object was revealed by calculating the activation γ′. The
presented approach could also benefit from the suppression of accidental con-
tours because the shapes utilized in the experiments might negatively influence
the result of the detector.
Meng and Potter [2008] have reported that occlusion affects detection and
recognition differently. In their experiments, the participants were assigned to
one of two groups. The first group, named the detection group, was instructed
to look for a named target picture (e.g. “businessmen at table”). After viewing a
picture sequence, the participants had to decide if they had seen a picture that fit
the target description. The same picture sequences were presented to the partic-
ipants in the second group, named the recognition group, but without any target
description. After the test sequence, they received the test picture and had to
decide whether they had seen the picture in the sequence. Both groups viewed
the same picture sequences with and without occlusions. The performance was
consistent between both groups regarding un-occluded pictures. In contrast, the
performance of the recognition group was significantly lower for occluded pic-
tures. The results of the experiments confirm that a top-down approach, e.g. to
first search for easy-to-detect objects, and afterwards for the difficult ones, can
improve the detection performance of occluded objects.
This chapter describes a psychophysical detection study that was conducted to
determine which information human beings use for the detection of occluded and
un-occluded objects. An eye-tracker was used to determine the explored areas
of the image viewed by participants. Participants had to count car objects in a
test image with un-occluded and occluded views of cars and non-car objects.
9.2 Dataset
This section describes the characteristics of the dataset that was presented to
participants during the study. For the experiment, the rendered car segments
specified in Chapter 6 were used as recognition objects. Additionally, a data
set with views of non-car objects was created. Fig. 9.3 depicts some non-car
examples.
The car and non-car objects used as potentially occluded objects were placed
on top of a cluttered background image with a size of 1680× 1050 pixels, which is
the maximal resolution for the screen that was used at the experiment. The total
9.2. Dataset 87
Figure 9.3: Dataset with Non-Car Objects: A data set with randomly chosen
condition for light position, light intensity and angle of rotation is generated.
number of possibly occluded objects varied between two and five. Thereby, the
object type was randomly chosen with the restriction that at least one had to be a
car. Also, the positions of the objects were generated randomly. Although the ob-
jects were randomly placed, it was ensured that only configurations in which the
objects did not overlap each other were selected. For each potentially occluded
object, it was randomly decided if the object would be occluded by another object
or not. Only non-car objects served as occluding objects. Taking into account
the accuracy of the eye-tracker and the size of the so-called “foveal” area, a min-
imum object width of 450 pixels and a minimum height of 400 pixels was used.
The foveal vision area is the surrounding area of a fixation. Inside this area,
human beings are able to recognize objects.
Inspired by Galerne and Gousseau [2012], the cluttered background included
artificial constellations of filled ellipses. Ellipses avoid incorporating any acciden-
tal features without oversimplifying the detection task. The ellipse shapes were
randomly generated with regard to their color, width, aspect ratio, rotation, and
position. The length varied from 10 to 100% of the size of a car object. The arti-
ficial background was necessary because a simple background would make the
recognition task too easy for participants.
Experiments with eye-trackers require focused participants. A lack of focus sig-
nificantly influences the results and is especially likely to occur when participants
become exhausted. Therefore, the experiment was limited to 100 test images.
Each object constellation was included twice during the experiment. The oc-
cluded objects were visible the first time (Fig. 9.4a), whereas the second time, the
background was simply used to occlude the objects. Additionally, the position of
the objects and their orientation along the vertical axis (Fig. 9.4b) were reversed,
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to prevent participants from utilizing previously seen constellations. Fig. 9.4c and
Fig. 9.4d present the corresponding mask information.
(a) (b)
(c) (d)
Figure 9.4: Test Images for the Eye-Tracker Study: (a) depicts one occluded car
with a non-car object as the occluding object, and a non-car object occluded by
another non-car object. (b) displays the same objects, but instead of the features
of the occluding object, it shows the cluttered background. The objects and their
positions are reversed to avoid having participants recognize the same constel-
lations. (c) presents the mask information for all object instances in the image,
while (d) shows the mask information of the occluded objects.
The mask information is necessary in order to count the number of fixations on
the object. Exemplary masks are visible in Fig. 9.5.
9.3 Experimental Setup
9.3.1 Physical
During the experiment, the test images were displayed at a resolution of 1680 ×
1050 pixels on a light-emitting diode (LED) screen. The distance between the
screen and the participants was approximately 60–70 centimeters. The exper-
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(a) (b) (c)
Figure 9.5: Additional Mask Information: (a) shows the mask of the occluded
objects. (b) shows the mask of the occluding objects while (c) shows the car
object only.
iment used the eye-tracker EyeLink II, from SR Research,2 a head-mounted
video-based system consisting of three cameras. The cameras were used as
follows: (i) a separate camera was used for each eye to record the movements
of the pupil (Fig. 9.6a). (ii) the third camera was used for optical head tracking
and was directed at the screen and (iii) LED lights were used as markers for the
calibration because they are easy to detect in video-signal images. These LED
lights were fixed at each corner of the LED screen (Fig. 9.6b). The experiment
was conducted in a darkened room, and the eye-tracker was calibrated for each
participant in order to track the position of the pupil. For the sake of simplicity,
only the left eye was used for the tracking. Fig. 9.7 offers a screenshot of the
calibration software. The blue circle highlights the detected pupil.
(a) (b)
Figure 9.6: Experimental Setup: (a) depicts the EyeLink II with its three cameras.
The cameras are marked with red circles. (b) portrays the experimental setup.
The LEDs at each corner of the screen are marked with green circles.
2http://www.sr-research.com/eyelinkII.html
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Figure 9.7: Eye-Tracker Calibration: Before beginning the test process, a cali-
bration was performed for each participant. For this, the threshold for the pupil
detection was adjusted for each participant prior to the test. The blue circle de-
picts the detected pupil.
9.3.2 Participants
Twelve students within the age span of 20 to 30 years participated in the study.
Seven were female and five were male. Despite the calibration of the eye-tracker,
the pupil detection repeatedly failed for two female participants. Hence, their
recordings were excluded from the evaluation.
9.3.3 Test Procedure
A simple task was define in order to avoid effects in the measured data from
the test sequence itself. The participants were requested to count the number
of cars in several images without any time limitation. During the experiment, the
participants received no feedback about their reported number of counted cars.
They also received no reward or punishment. The experiment was designed as
follows:
1. A welcome screen showing the task and the control setup was displayed.
2. Before each image, a shift correction was performed by displaying a white
cross in the middle of a black screen. The participants had to press the
space bar while looking at the cross.
3. A test image was shown. The participants had to press the space bar before
they were able to enter the number of counted cars.
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4. A screen with buttons from one to five was shown. The participants had to
click on the button with the detected number of cars, and had to click on a
confirmation button to confirm the selection..
5. Steps two through four were repeated until the end of the study. In total,
100 images were shown in a random sequence to each participant. One
experiment was completed for each participant.
A log file was generated per experiment, including the time stamp of appear-
ance and disappearance for each test image. Furthermore, the duration and po-
sition of the fixations and saccades were stored. A visualization of an exemplary
eye trajectory can be seen in Fig. 9.8.
The next section demonstrates how the recorded information was used for the
evaluation.
9.4 Evaluation
During the experiments, all participants counted the cars correctly. For evalua-
tion, it was necessary to count the number of fixations on car and non-car objects,
on the background, on the intersection area, and on the occluding object. This
was done for each test image. Fig. 9.9 presents an example of an occlusion con-
stellation. The orange-marked areas indicate the visible parts of an occluded car,
while the occluded parts are marked in green. The green areas are referred to as
intersection areas. The combination of the blue and green areas is the shape of
the occluding object. The background is marked in black. A calculation was made
of the average detection time of the 50 images for all 10 participants divided by
the number of occluded objects.
The results in Tab. 9.1 reveal that, in both occlusion constellations, the partic-
ipants required the same amount of time for the detection of all cars. The con-
stellation in which the occluding object was visible is referred to as V S, whereas
NV S is used for the constellation that utilized the background as the occluding
object. In case of the NV S, there were less fixations on the occluding object and
more on the background compared to V S. This means that the participants ex-
plored the scene more broadly when the occluding object was not visible. Partici-
pants focused more on the occlusion itself when the occluding object was visible.
Therefore, they seemed to use the occluding object. However, the recognition
time was the same for both constellations.
The duration of the fixations was also analyzed. Tab. 9.2 displays the average
fixation time per occluded object for both constellations. The total duration was
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(a)
(b)
Figure 9.8: Exemplary Eye Trajectories of the Study.: (a) shows the saccades and
the fixations on a test image while (b) shows the corresponding mask. Saccades
are marked with green lines while the fixations are marked with circles. The blue
circle shows the first fixation while the yellow circle shows the last fixation. All
other fixations are marked in red. The size of the circle reflects the time of the
corresponding fixation.
nearly the same, regardless of whether the occluding object was visible or not.
Hence, the results do not confirm the effect described by Johnson and Johnson
and Olshausen [2005] and Fukushima [2001]. In both of these publications, the
9.4. Evaluation 93
Figure 9.9: Occlusion Constellation of Objects: The orange areas are the vis-
ible areas of the occluded car. Blue and green areas combined represent the
occluding object. The occluded area of the car is marked in green.
Average Number of fixations per Object
Sum Fix Cars NCars Bg Occluder Intersec
NVS 4.40 0.54 0.24 2.31 1.32 0.59
VS 4.42 0.56 0.27 1.97 1.62 0.68
Table 9.1: Number of Fixations: The table displays the fixations at car objects
(Cars), non-car objects (NCars), the background (Bg), the occluding objects (Oc-
cluder), the intersection area (Intersec) - which belongs to the occluding object
- and the total sum (Sum Fix). The number of fixations is specified for each oc-
clusion case separately. Visible occluding objects are referred to with V S, while
NV S is used when background information was shown instead of the occluding
object.
authors noted a longer recognition time for non-visible occluding objects. How-
ever, also evidence of an increased fixation time on the background for non-visible
occluding objects, is reported.
The results suggest that the participants made use of the occluding object to
focus on object constellations. A more detailed analysis of the fixations within
the occlusion boundaries can impart a deeper understanding of this effect. The
eye-tracker returned one pixel coordinate for each fixation. This pixel coordinate
did not cover the complete receptive field of humans. In order to overcome this
limitation, the foveal area was taken into account. The thickness of the occlusion
boundary was iteratively increased from 1 to 250 pixels in order to simulate differ-
ent sizes of the foveal area. Fig. 9.10 depicts examples of the occlusion boundary
with increasing thickness.
The graph in Fig. 9.11 illustrates the fixation time for a corresponding bound-
ary thickness for both constellations. An increased thickness clearly leads to an
increased fixation time, because the number of fixations at the occlusion bound-
ary also increases (Fig. 9.11a). It is evident that both curves are nearly identical
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Average Fixation Time in ms of Fixation per Object
Sum Fix Cars NCars Bg Occluder Intersec Sum Sac
NVS 710.97 86.50 35.92 375.70 212.85 98.51 339.87
VS 749.41 99.39 48.78 326.35 274.90 99.39 300.52
Table 9.2: Overview of the Average Number of Fixations: Fixations are counted
for car (Cars), non-car objects (NCars), the background (Bg), the occluding ob-
jects (Occluder), and the intersection area (Intersec). The number of fixations on
the occluding object always contains those on the intersection area. The time is
specified for each occlusion case separately. V S refers to the constellation with
the visible occlusion object, whereas NV S represents the non-visible one.
(a) (b)
(c)
Figure 9.10: Masks of the Occlusion Boundary: (a) shows the occlusion bound-
aries with a thickness of 10 pixels. (b) shows the use of 100 pixels and (c) the
use of 250 pixels for the thickness of the occlusion boundaries.
until a border size of 80 pixels. However, for a higher boundary thickness, the
V S curve rises more strongly compared to that of NV S since the participants
explored the whole scene more thoroughly in case of NV S. The same effect is
apparent in the number of fixations, as shown in Fig. 9.11b.
The difference of both curves is also specified in Fig. 9.12a and Fig. 9.12b.
In order to calculate the delta, NV S was subtracted from V S. A peak is visible
for a thickness of 52–58 pixels. The foveal vision area can explain this effect,
which leads to the conclusion that the participants did not directly focus on the
boundary, but rather recognized it within their foveal areas. Afterwards, the dif-
ference between V S and NV S increases in both plots. This is because the area
of the occlusion boundary covers fixations at the occluding object in case of V S,
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Figure 9.11: Fixations along the Occlusion Borders: (a) depicts the summed
fixation time for V S and NV S. (b) indicates the corresponding number of fixation.
whereas fewer fixations are located within this area for NV S.
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Figure 9.12: Fixations along the Occlusion Borders: (a) charts the difference of
time of the fixations for V S and NV S. (b) represents difference in number of
fixations for V S and NV S.
The evaluation of the recorded data reveals that the participants made use of
the occluders in the scene. If participants recognized an occluding object, then
they focused on the area surrounding this object, as evidenced by the increased
number of fixations on this area. In contrast with this, participants explored the
scene more extensively if the occluder was not visible, which is deduced from
the increasing number of fixations on the background. Although the number of
fixations on the car was consistent, it is apparent that the number of fixations on
the intersection area decreased. This suggests that the participants had some
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difficulties with combining the visible parts of the occluded object and system-
atically searching in the vicinity for more object information. If the occluder was
visible, then the participants made a targeted search. The described effects are
also demonstrated by the summed time of fixations for the different object types.
In general, the simple presence of an occluder led participants to engage in a
more systematic search and made it easier to join objects parts together.
9.5 Conclusion
This chapter has presented the design, experimental setup, and results of an
eye-tracker study with 10 participants. Additionally, it has mentioned the incorpo-
rated restrictions for the dataset generation. The observed use of the occluder
can be integrated into occlusion-handling strategies. One idea is to take into ac-
count occluded objects in the surroundings of occluding objects. Thereby, it is not
necessary to recognize the occluding object. Such strategies can also be found
in literature in which depth information serves an important role (Makris et al.
[2013], Stu¨ckler and Behnke [2013]). Chapter 7 has demonstrated that the use
of the mask information of an occluding object can significantly improve detection
performance.
However, it is not possible to confirm the observation of Fukushima [2001] and
[Johnson and Olshausen, 2005] that participants need more time for the detection
task when the occluder is not visible.
10 Conclusion
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This thesis has presented several methods to improve the recognition perfor-
mance of car detectors during occlusion. The approaches can be distinguished
according to two main directions. The first type of approaches for handling oc-
clusion integrate occlusion-handling strategies at the training step or in the fixed
compositional structure of the classifier. Such solutions exhibit limited general-
ization if new occlusion constellations appear during testing. However, it is the
only way to integrate occlusion-strategies in holistic discriminative approaches.
The second direction uses an explicit modeling of the occluder influence on the
detection and is thus independent of the trained occlusion constellations. Hence,
the system does not have to be trained again if new occlusion constellations must
be recognized. Such occlusion-handling can be most easily integrated in parts-
based detection approaches.
At the beginning of this thesis, the focus was on holistic discriminative detec-
tion approaches. The reference model in Chapter 3 indicates superior detec-
tion performance for non-occluded car views, but fails for more occluded views.
Motivated by an analysis of the occlusion configurations of the annotated video
streams, Chapter 4 presents a new hybrid approach combining detections trained
on unoccluded and occluded cars. This approach can exploit the strong domi-
nance of mutual car-car occlusions. It was shown that the classifier improves the
detection performance. However, the framework is strongly specialized to one
class of car-car constellations. Although, the framework can in principle be ex-
tended to any other object-object constellation that is known during training, the
framework requires taking into account all possible configurations during training.
In view of this limitation, Chapter 5 develops a two-stage detection framework
that can make use of more general occlusion patterns. A vertical split of the
receptive field of the holistic car template was performed, and each resulting
part-classifier was trained with un-occluded car views. With this, each classifier
is forced to make a more local decision about the presence of the car, and is
later not affected by occlusion of another part. It was demonstrated that the clas-
sifier improves the detection performance for non- to medium occlusion rates.
However, for strongly occluded car views, no improvements have been seen.
A performance increase for this most difficult condition could be reached only by
taking a complementary feature like stereo depth into account. Using mean depth
values as features enabled the detector to reject more implausible feature config-
urations. The framework can transfer to other application areas that exhibit struc-
tured occlusion that can be modeled by a sub-division of the holistic template.
Despite the integration of all described occlusion-handling strategies, holistic dis-
criminative approaches suffer from bad generalization to occlusion constellations
not seen in the training data. Because of this insight, the second half of this thesis
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concentrates on parts-based detection approaches.
One big problem with available ground truth training data is that the labeling
of hand-annotated video streams often does not deliver accurate object instance
information for a scene, which is a drawback if occlusion-handing strategies must
be analyzed. To address this, Chapter 6 has presented a rendered benchmark
data set. The data set provided pixel-level object instance information.
Chapter 7 first presented all detection results of a parts-based object detector.
The framework exhibited some detection problems at higher rates of occlusion.
A simple occlusion-handing strategy that makes use of the mask of the occluding
object to reinforce possible object hypotheses was reviewing in order to overcome
this limitation. The occlusion-handling improved the detection performance at all
rates of occlusion. Furthermore, the chapter presented an extended occlusion-
handling strategy, which especially indicated an improved detection performance
for strongly occluded car views by taking the amount of missing features into ac-
count. Therefore, mask information of the occlusion constellation was integrated
in the accumulation step of the framework. For the two parts-based approaches
with occlusion-handling, no re-training of the classifiers was necessary because
the occlusion-handling strategies were integrated at the detection step. This is a
substantial benefit compared to holistic discriminative approaches, which require
re-training to include occlusion-handling. Due to this flexibility, occlusion-handing
can transfer to any other object recognition model that includes an accumulation
step.
The quality of the feature descriptors is essential for parts-based models of
recognition. Therefore, Chapter 8 performed an in-depth an analysis of two state-
of-the-art feature descriptors. Thereby, the focus was on robustness against rota-
tion and illumination changes. This chapter has also provided an analysis of how
discriminative the features are in comparison. This revealed that SIFT [Lowe,
2004] features are more suitable for generating a car template than SURF [Bay
et al., 2006] features.
In order to understand the strategies that humans use for their superior recogni-
tion performance also for occluded objects Chapter 9 described a psychophysical
study to explore how human beings deal with occlusion during recognition. The
results suggest that humans make use of the presence of an occluding object to
reason about object parts during detection.
Overall, the novel work in this thesis has shown that standard recognition meth-
ods can be enhanced by an explicit reasoning about objects and their occluders.
This is also in good agreement with findings about human recognition in cluttered
conditions. The greatest remaining challenges are the considerable variability of
objects under threedimensional rotation and illumination changes, which was not
100 10. Conclusion
covered in this thesis.
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