Conditional Generative Adversarial Networks (cGANs) are finding increasingly widespread use in many application domains. Despite outstanding progress, quantitative evaluation of such models often involves multiple distinct metrics to assess different desirable properties such as image quality, intra-conditioning diversity, and conditional consistency, making model benchmarking challenging. In this paper, we propose the Fréchet Joint Distance (FJD), which implicitly captures the above mentioned properties in a single metric. FJD is defined as the Fréchet Distance of the joint distribution of images and conditionings, making it less sensitive to the often limited per-conditioning sample size. As a result, it scales more gracefully to stronger forms of conditioning such as pixel-wise or multi-modal conditioning. We evaluate FJD on a modified version of the dSprite dataset as well as on the large scale COCO-Stuff dataset, and consistently highlight its benefits when compared to currently established metrics. Moreover, we use the newly introduced metric to compare existing cGAN-based models, with varying conditioning strengths, and show that FJD can be used as a promising single metric for model benchmarking.
Introduction
Generative models are finding progressive widespread use in many domains [6, 19, 46, 35, 44] . Among the most promising approaches, Variational Auto-Encoders (VAEs) [20] , auto-regressive models [43, 42] and Generative Adversarial Networks (GANs) [9] have been driving significant progress, with the latter at the forefront of a wide-range of applications [24, 52, 32, 46, 1, 38, 34] . In particular, significant research has emerged from practical applications, which require the generation to be conditioned on prior information. For example, tasks such as image inpainting, super-resolution or text-to-image synthesis have been successfully addressed within the framework of conditional generation, with conditional GANs (cGANs) among the most competitive approaches. Despite these outstanding advances, quantitative evaluation of GANs remains a challenge [41, 5] .
In the last few years, a significant number of evaluation metrics for GANs have been introduced in the literature [30, 50, 16, 12, 2, 33, 11, 55, 49, 37, 18] . Although there is no clear consensus on which quantitative metric is most appropriate to benchmark GAN-based models, the Inception Score (IS) [33] and Fréchet Inception Distance (FID) [12] have been extensively used. However, both IS and FID were introduced in the context of unconditional generation and, hence, focus on capturing certain desirable properties such as visual quality and sample diversity, which do not fully encapsulate all the different phenomena that arise during conditional image generation.
In particular, in conditional generation, we care about visual quality, intra-conditioning diversityi.e. sample diversity per conditioning, and conditional consistency -i.e. verifying that the generation respects its conditioning. Although visual quality is captured by both metrics, IS is agnostic to intra-conditioning diversity and FID only captures it indirectly. 2 Moreover, neither of them is able to capture conditional consistency. In order to overcome this shortcoming, researchers have resorted to reporting conditional consistency metrics in conjunction with FID [54, 29] . Consistency metrics often use some form of concept detector to ensure that the requested conditioning appears in the generated image as expected. Although intuitive to use, these metrics require pre-trained models that cover the same target concepts in the same format as the conditioning (i.e. classifiers for image-level class conditioning, object detectors for bounding box conditioning, semantic segmentation for mask conditioning), which may or may not be available off-the-shelf. Moreover, using different metrics to evaluate different desirable properties may hinder the process of model selection, as there might not be a single model that surpasses the rest in all measures. Alternatively, researchers have proposed to calculate FID per conditioning [26] , which should in principle capture all desirable properties. However, it is worth noting that FID is strongly affected by the number of samples [4] and in conditional generation, only a few samples are usually available per conditioning (e.g. in the case of mask conditioning, we only have a single sample per unique conditioning).
In this paper we introduce a new metric called Fréchet Joint Distance (FJD), which is able to implicitly assess image quality, intra-conditioning diversity, and conditional consistency, while scaling gracefully to scenarios where each unique conditioning has a limited number of samples. FJD computes the Fréchet Distance (FD) on an embedding of the joint image-conditioning distribution and, thus, inherently has access to a larger sample size, while introducing only small computational overhead over FID. We evaluate the properties of FJD on a variant of the synthetic dSprite dataset [23] as well as the large scale COCO-Stuff dataset [7] . We provide an analysis on the behavior of both FID and FJD under different types of conditioning and evaluate existing cGAN models with the newly introduced metric. Our experiments show that (1) FJD captures the three highlighted properties of conditional generation; (2) it can be applied to any kind of conditioning (e.g. class, bounding box or mask conditioning); and (3) when applied to existing cGAN-based models, FJD demonstrates its potential to be used as a promising unified metric for cGAN benchmarking.
Related Work
Conditional GANs have witnessed outstanding progress in recent years. Significant effort has been devoted to improving training strategies and enhancing architecture designs. Training stability has been improved through the introduction of techniques such as spectral normalization [25] and the two time-scale update rule [12] . Architecturally, conditional generation has been improved through the use of auxiliary classifiers [27] and the introduction of a projection-based conditioning for the discriminator [26] . Image quality has also benefited from the incorporation of self-attention [52] , as well as increases in model capacity and batch size [6] .
All of this progress has led to impressive results, paving the road towards the challenging generation of more complex scenes. To this end, new forms of conditioning have been explored in the literature. A flurry of works have tackled the problem of image-to-image translation, either from a deterministic perspective [16, 57, 47] , or from that of conditional generation [58, 1, 15, 22, 29] , to account for the multimodal nature of the problem. Image-to-image conditional generation has also been framed as a mask-to-image or bounding box-to-image task [14, 13, 29, 54] . The vast majority of these methods are compared in terms of qualitative assessment (e.g. user preference studies), visual quality metrics such as IS or FID as well as conditional consistency metrics such as objection detection/segmentation mean Intersection over Union (mIoU), per pixel-accuracy or, in the case of style transfer applications, image similarity metrics such as Mean Squared Error (MSE) or Structural Similarity (SSIM). Additionally, diversity of the models is often evaluated by way of the Learned Perceptual Image Patch Similarity (LPIPS) [53] . Text-conditioned image generation has also been enjoying increasing attention [32, 51, 52, 40, 14, 17] . These methods follow image-to-image evaluation in the use of IS and FID to estimate visual quality, and also apply pre-trained image captioning models paired with text-based metrics such as BLEU [28] , METEOR [3] or CIDEr [45] to measure conditional consistency. More recently, dialogue-conditioned image generation has also been introduced [8, 36] . In these cases, metrics evaluating object location and relational similarity are included to assess conditional consistency.
One major limitation of commonly used conditional consistency and diversity metrics is that they require having access to pre-trained models for each given task (e.g. a classification model to test class consistency). As an alternative, Intra-FID [26] has been proposed in the context of class-conditioned image generation. Intra-FID calculates an FID score separately for each conditioning and reports the average score over all conditionings. This method captures intra-class variability without requiring a dedicated pre-trained model for the dataset. However, it scales poorly with the number of unique conditions, as the computationally intensive FID calculation must be repeated for each case, and because FID behaves poorly when the sample size is small [4] . Furthermore, in cases where the conditioning cannot be broken down into a set of discrete classes (e.g. pixel-based conditioning), Intra-FID is intractable. As a result, it has not been applied beyond class-conditioning.
Beyond IS and FID, a number of GAN evaluation metrics have emerged in the literature. Most of these metrics either focus on the separability between generated images and real images [21, 30, 50, 16] , compute the distance between distributions [10, 12, 2] , assess sample quality and diversity from conditional or marginal distributions [33, 11, 55] , measure the similarity between generated and real images [49, 48, 37, 18] or are log-likelihood based [41] . Despite this progress, there is still no clear consensus on which metrics are most appropriate to use, and the vast majority of available metrics are only concerned with unconditional generation. We refer the reader to [5] for a detailed overview and insightful discussion of existing metrics.
Review of Fréchet Inception Distance (FID)
FID aims to compare the statistics of generated samples to samples from a real dataset. Given two multivariate Gaussian distributions N (µ, Σ) and N (μ,Σ), Fréchet Distance (FD) is defined as:
When evaluating a generative model, N (µ, Σ) represents the data (reference) distribution, obtained by fitting a Gaussian to images from a reference dataset and N (μ,Σ) represents the learned (generated) distribution, a result of fitting to samples from a generative model.
In FID, both the real images and model samples are embedded in a learned feature space using a pre-trained Inception v3 model [39] . Thus, the Gaussian distributions are defined in the embedded space. More precisely, given a dataset of images {x
, a set of model samples {x
and an Inception embedding function f , we estimate the Gaussian parameters µ, Σ,μ andΣ as:
4 Fréchet Joint Distance (FJD)
In conditional image generation, a dataset is composed of image-conditioning pairs {(
, where the conditioning can take variable forms, such as image-level classes, bounding box annotations or segmentation masks. The goal of conditional image generation is to produce realistic looking, diverse imagesx that are consistent with the conditioningŷ. Thus, a set of model samples with corresponding conditioning can be defined as:
As discussed in Section 3, the Fréchet distance compares any two Gaussians defined over arbitrary spaces. In FJD, we propose to compute the FD between two Gaussians defined over the joint imageconditioning embedding space. More precisely, given an image Inception embedding function f , a conditioning embedding function h and a merging function g that combines the image embedding with the conditioning embedding into a joint one, we can estimate the respective Gaussian parameters µ, Σ,μ andΣ as:
Note that by computing the FD over the joint image-conditioning distribution, we are able to simultaneously assess image quality, conditional consistency, and intra-conditioning diversity, all of which are important factors in evaluating the quality of conditional image generation models.
FJD uses the same image embedding function as the FID score, namely a pre-trained Inception v3 model [39] . The choice of h and g are discussed in the remainder of this section.
Conditioning embedding function: h. The purpose of the embedding function h is to reduce the dimensionality and extract a useful feature representation of the conditioning. As such, the choice of h will vary depending on the type of conditioning. As the majority of the conditioning used in our experiments contains spatial information, we use a pre-trained Inception v3 model 3 to embed all class, bounding box, and mask conditioning into a single unified space for our experiments. Class labels are tiled spatially so that they have the same height and width as the images.
To match the required dimensionality of the image embedding with that of the conditioning, we apply a fixed linear random projection r to the conditioning tensor y ∈ R H,W,C , where H, W and C represent tensor height, width and number of channels, respectively. As a result, we obtain an embedded conditioning matching the dimensionality of the image space r(y) ∈ R H,W,3 . An example of the conditioning after random projection can be found in Figure 1 . After projection, we feed r(y) through an Inception v3 network to extract a 2048-dimensional embedding f (r(y)) from the final pooling layer. Finally, we multiply the conditioning embedding by a scaling factor α, where α allows us to control for the relative importance of f versus h. Note that if the magnitude of the image embedding is much greater than that of the conditioning embedding, then a generative model that produces good quality images without regard for the conditioning may score the same as a model that does properly respect conditioning, reducing the effectiveness of the metric.
We do not scale the image embedding so that it can act as a reference magnitude comparable with FID. As a recommendation we suggest setting α to be equal to the ratio between the average L 2 norm of the image embedding and the conditioning embedding. We note that α should be calculated on data from the reference distribution (real data distribution), and then applied to all conditioning embeddings thereafter. Thus, h(y) = αf (r(y)).
Merging function: g. We consider and evaluate four different merging strategies:
, where r is a linear random projection. Although all discussed merging strategies are suitable to represent joint image-conditioning embeddings, we recommend using concatenation due to it providing the best correlation with conditional consistency in our experiments. We refer the reader to the supplementary material for a detailed ablation study.
Evaluation of Fréchet Joint Distance
In this section, we start by introducing the datasets used in our analysis. we then demonstrate that FJD captures the three desiderata of conditional image generation, namely image quality, conditional consistency and intra-conditioning diversity. Figure 1 : Image, class, bounding box, and mask samples: dSprite-textures (left), COCO-Stuff (right). dSprite-textures. The dSprite dataset [23] is a synthetic dataset where each image depicts a simple 2D shape on a black background. Each image can be fully described by a set of factors, including shape, scale, rotation, x position, and y position. We augment the dSprite dataset to create dSpritetextures by adding seven texture patterns for each sample. Additionally, we include class labels indicating shape, as well as bounding boxes and mask labels for each sample (see Figure 1 (left) ). In total, the dataset contains 5,160,960 unique images. This synthetic dataset allows us to exactly control our sample distribution and, thereby, simulate a generator with desired image-conditioning inconsistencies.
Datasets
COCO-Stuff. The COCO-Stuff dataset [7] consists of 164,000 natural images with pixel-level annotations, including 80 "thing" classes and 91 "stuff" classes. Following [17] , we select only images containing between 3 and 8 objects, and also ignore any objects that occupy less than 2% of the total image area. After filtering the dataset we are left with 74,121 training images and 3,074 validation images. Similar to our dSprite-textures dataset, COCO-Stuff provides image-level class labels, as well as bounding boxes and mask annotations. Examples of images together with available annotations are depicted on Figure 1 (right). In this subsection, we aim to test the sensitivity of FJD to image quality perturbations. To do so, we use either a random draw of 10k dSprite-textures samples, or the entire COCO-Stuff training set. By duplicating each set of samples, we build a reference dataset and a generated dataset. Then, we simulate a generative model that produces low quality images by adding Gaussian noise drawn from N (0, σ) to the generated dataset images and then clipping to the data range, where σ ∈ [0, 0.25] and pixel values are normalized to the range [0, 1]. We repeat this experiment for both dSprite-textures and COCO-Stuff datasets and all three types of conditioning: class, bounding box, and mask.
Image Quality
Results are shown in Figure 2 , where we plot both FID and FJD scores as a function of the added Gaussian noise (σ is indicated on the x-axis as Image Noise Level). We find that, in all cases, FJD tracks FID very closely, indicating that it successfully captures image quality. Interestingly, we note that FJD increases slightly compared to FID as image quality decreases, likely due to a decrease in perceived conditional consistency. 
Conditional Consistency
In this subsection, we aim to highlight the sensitivity of FJD to conditional consistency. In particular, we target specific types of inconsistencies, such as incorrect scale, orientation, or position. For these experiments, we use only the dSprite-textures dataset, where we can control the degree to which conditional consistency is violated. We draw two sets of 10k samples from the dSprite-textures dataset: one to represent a reference dataset, and another to represent a generated dataset. For 30% of the generated dataset samples we swap conditionings of pairs of samples that are identical in all but one of the attributes (scale, orientation, x position or y position). For example, if one generated sample has attribute x position 4 and a second generated sample has attribute x position 7, swapping their conditionings leads to generated samples that are offset by 3 pixels w.r.t. their ground truth x position. Swapping conditionings in the this manner allows us to control for specific attributes' conditional consistency, while keeping the image and conditioning marginal distributions unchanged.
As a result, all changes in FJD can be attributed solely to conditional inconsistencies. Figure 3 depicts the results of this experiment for four different types of alterations: scale, orientation, and x and y positions. We observe that the FID between image distributions (blue dashed line) remains constant even as the conditional inconsistencies increase. For class conditioning (solid orange line), FJD remains constant, as changes to scale, orientation, and position are independent of the object class. Bounding box and mask conditionings, as they contain spatial information, produce variations in FJD that are proportional to the offset. Interestingly, for the orientation offsets, FJD with mask conditioning fluctuates rather than increasing monotonically. This behaviour is due to the orientation-masks partially re-aligning around 90
• and 180
• . Each of these cases emphasize the effective sensitivity of FJD w.r.t. conditional consistency.
Intra-conditioning Diversity
In this subsection, we aim to test the sensitivity of FJD to intra-conditioning diversity. To do so, we experiment with the dSprite-textures dataset, as it allows us to simulate intra-conditioning diversity. 4 We create our reference dataset by randomly drawing 10k samples using only three textures. Subsequently, we create less diverse generated datasets by duplicating the reference dataset and then reducing the texture variability by increasing the proportion of points that are assigned to an unique texture type. Moreover, we associate the choice of unique textures with different subsets of the dataset, partitioned by attributes (shapes, scale, orientation, position); this allows us to study the effect of conditioning type on the metric's sensitivity to changes in diversity. Finally, we make these modifications in such a way that the marginal distribution of textures over the entire dataset is still roughly uniform.
The results of these experiments are shown in Figure 4 , which plots the increase in FID and FJD, for different types of conditioning, as the diversity of textures decreases. Here, diversity of 1 means that all combinations of textures/attributes are possible, while diversity of 0 means that each texture is associated to an unique subset of attribute values. Not surprisingly, since a change in the joint distribution of attributes and textures also implies a change to the image marginal distribution, we observe that FID increases with reduced diversity. However, the increase in FJD is larger than the increase in FID, suggesting that FJD is more sensitive to changes in intra-conditioning diversity than FID. It is interesting to note that FJD only increases over FID when the conditioning contains information related to the attribute that is losing internal diversity. For example, as the textural diversity within the shape attribute is reduced, FJD with all conditioning types increases over FID, as they all contain class information about the shape. However, in cases when such information is not present in the conditioning, such as in the case of scale, orientation, or position, FJD of class conditioning is similar in magnitude to FID.
6 An analysis of conditioning strengths In this section, we aim to analyze how different conditioning strengths (class, bounding box, and mask) may influence image quality. To this end, we train three generative models, one for each conditioning type, on COCO-Stuff. Two image resolutions are considered: 64 × 64 and 128 × 128. We adopt a BigGAN-style model [6] , but modify the design such that a single fixed architecture can be trained with any of the three conditioning types. We do not fix the architecture across image resolutions: the 128 architecture has more capacity than the 64 one. Architecture details are provided in the supplementary material. We train each model 5 times, with different random seeds, and report mean and standard deviation of both FID and FJD in Table 1 . As shown in the table, as we increase the conditioning strength (from class conditioning to mask conditioning), we notice a substantial increase in FJD score. We argue this is due to the information content present in each conditioning type. On the one hand, stronger conditionings (masks) present more information content, which in turn is easier to violate. On the other hand, weaker conditionings capture less information content and, hence, become easier to satisfy. When it comes to FID, we observe that the model with the strongest conditioning (mask-conditioned model) achieves the best results (lowest FID). We argue that stronger conditionings limit the degrees of freedom of the generation, and hence should be able to provide more plausible-looking images. Samples of conditional generations from all models are available in the supplementary material.
Comparison of existing conditional generation models
In this section, we seek to evaluate existing cGAN-based models in terms of FJD, and to contrast these results to the ones provided by FID and standard conditional consistency metrics. In particular, we focus on testing class-conditioned and image-conditioned image generation as they deal with different conditioning strength and have been the focus of numerous works. 154.3 ± 2.3 97.5 ± 2.3 17.7 ± 6.6 273.4 ± 2.0 152.0 ± 2.0 10.9 ± 7.5
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Class-conditioned cGANs. Table 2 presents FJD, FID, and classification accuracy results for three state-of-the-art class-conditioned models trained on ImageNet 5 . Accuracy is computed as the Inception v3 accuracy of each model's generated samples, using their conditioning as classification ground truth, and is presented as conditional consistency metric. Results are reported for an image resolution of 128 × 128 on the validation set. We find that FJD follows the same trend as FID for class-conditioned models, preserving their ranking and highlighting the FJD's ability to capture image quality. However, it is worth noting that all models exhibit a slightly higher FJD as compared to FID, emphasizing each model's potential conditional inconsistencies. When comparing FJD to accuracy, we observe that FJD is also coherent with the conditional consistency metric (higher FJD values correlate with lower accuracies), confirming its ability to properly assess conditional consistency. Overall, BigGAN seems to demonstrate the best trade-off between image quality and conditional consistency, followed by SN-GAN (projection), while SN-GAN (concatenation) exhibits the weakest performance among compared models.
Image-conditioned cGANs. Table 3 provides the FJD, FID, and SSIM scores for state-of-the-art models on four different image-to-image datasets: Facades [31] , Maps [16] , Edges2Shoes and Edges2Handbag [56] . 6 We consider the validation set associated with each of the datasets and obtain one sample per conditioning for each model. We repeat this experiment 50 times and report the mean and standard deviation for the three metrics. This experiment highlights the difficulty of ranking models when using two independent metrics for image quality and conditional consistency. In all datasets except Edges2Shoes, ranking the models in terms of average FID leads to a different outcome than ranking them based on their average SSIM. Although FJD follows a similar ranking to FID, we have seen in Section 5 that the metric is sensitive to image quality, conditional inconsistencies and intra-conditioning diversity, simultaneously. When considering Facades and Edges2Handbags datasets, we observe that pix2pix achieves better conditional consistency as measured by SSIM. However, its FJD is higher than that of BicycleGAN, suggesting that it may be penalized for lower image quality or lack of intra-conditioning diversity. Similarly, in the Maps dataset, MSGAN shows better average FID, whereas BicyleGAN achieves better conditional consistency. When it comes to comparing their FJD values, we note that, on average, MSGAN is better (although not significantly).
Conclusions
In this paper we introduce Fréchet Joint Distance (FJD), which is able to assess image quality, conditional consistency, and intra-contioning diversity within a single metric. We compared FJD to FID on the synthetic dSprite-textures dataset and on the large-scale COCO-Stuff dataset, validating its ability to capture the three properties of interest across different types of conditioning, and highlighting its potential to be adopted as unified cGAN benchmarking metric.
Looking forward, FJD could serve as valuable metric to ground future research, as it has the potential to help elucidate the most promising contributions within the scope of conditional generation. A possible future direction would be to adapt the metric to other types of conditioning such as text, graphs or dialogue. Finally, with this metric, we have reinforced a known limitation of current datasets, namely that in the case of strong conditionings, datasets only contain a single instantiation per conditioning that we hope to see addressed in the near future.
Supplementary Material: On the Evaluation of Conditional GANs

A Illustration of FID and FJD on two dimensional Gaussian data
In this section, we illustrate the claim made in Section 1 that FID cannot capture intra-conditioning diversity when the joint distribution of two variables changes but the marginal distribution of one of them is not altered.
Consider two multivariate Gaussian distributions, (X 1 , Y 1 ) ∼ N (0, Σ 1 ) and (X 2 , Y 2 ) ∼ N (0, Σ 2 ), where If we let X i take the role of the embedding of the conditioning variables (e.g., class labels) and Y i take the role of the embedding of the generated variables (i.e., images), then computing FID in this example would correspond to computing the FD between f Y1 and f Y2 , which is zero. On the other hand, computing FJD would correspond to the FD between f X1,Y1 and f X2,Y2 , which equals 0.678. But note that Dist1 and Dist2 have different degrees of intra-conditioning diversity, as illustrated by Figure 5 (right), where two histograms of f Yi|Xi∈(0.9,1.1) are displayed, showing marked differences to each other (similar plots can be constructed for other values of X i ). Therefore, this example illustrates a situation in which FID is unable to capture changes in intra-conditioning diversity, while FJD is able to do so. 
B Evaluation of merging functions
To compare different merging functions, as described in Section 4, we evaluate how well the FJD of each joint distribution correlates to conditional consistency. To do so, we start by drawing 10k dSprite-textures samples, or the entire COCO-Stuff training set. By duplicating those samples, we build a reference dataset and a generated dataset. Then, we simulate a generative model that produces images that are inconsistent with the conditioning by randomly permuting a subset of the conditionings of the generated dataset, affecting the degree of conditional consistency. As a result, neither the image distribution nor the conditioning distribution of the generated dataset are changed, and the perturbation is only visible in the joint image-conditioning space. Thus, any change in FJD can be attributed solely to changes in conditional consistency, resulting in high correlation between the FJD score and the conditional consistency. Note that this experiment is repeated for three different types of conditioning: class-conditioning, bounding box-conditioning and mask-conditioning. Following standard practice, we measure conditional consistency in terms of classification accuracy between the original class labels and the ones in the generated dataset, in the class-conditioned case. Analogously, we measure conditional consistency in terms of mIoU between the original bounding boxes/masks and the ones in the generated dataset. As shown in the figures, all considered merging functions are sensitive to conditional inconsistencies and they exhibit comparable behavior across both datasets. In particular, summation seems to consistently yield the highest FJD values across different conditioning types (except for the mask-conditioned case of dSprites-textures), followed by projection, concatenation and then multiplication. It is worth noting that, for the sake of comparison, the embedding dimensionality is preserved across merging functions. Table 4 reports the correlation between FJD and conditional consistency for all merging funcions and conditioning types on dSprites-textures and COCO-Stuff. As shown in the table, there is a strong negative correlation between FJD and conditional consistency for all candidate merging functions, highlighting that FJD effectively captures conditional consistency. Of the four strategies, simple embedding concatenation consistently demonstrated the best correlation (although by small margin) between FJD and conditional consistency across both conditioning types and datasets considered. As such, we recommend to use the concatenation as merging approach in FJD, and do so in our experiments. 
C COCO-Stuff GAN Architecture Details
In order to modify BigGAN [6] to work with multiple types of conditioning we make two major changes. The first change occurs in the generator, where we replace the conditional batch normalization layers with SPADE [29] . This substitution allows the generator to receive spatial conditioning such as bounding boxes or masks. In the case of class conditioning with a spatially tiled class vector, SPADE behaves similarly to conditional batch normalization. The second change we make is in the discriminator. The original BigGAN implementation utilizes a single projection layer [26] in order to provide class conditional information to the discriminator. To extend this functionality to bounding box and mask conditioning, we add additional projection layers after each ResBlock in the discriminator. The input to each projection layer is a downsampled version of the conditioning that has been resized using nearest neighbour interpolation to match the spatial resolution of each layer. In this way we provide conditioning information at a range of resolutions, allowing the discriminator to use whichever is most useful for the type of conditioning it has received. Aside from these specified changes, models are trained with the same hyperparameters and training scheme as specified in [6] .
D Samples of generated images
In this section, we present some 128 × 128 samples of conditional generation for the models covered in Section 6. In particular, Figures 8-10 show class, bounding box and mask conditioning samples, respectively. Each row displays a conditioning, followed by 4 different samples, and finally the real image corresponding to the conditioning. As shown in Figure 8 , conditioning on classes leads to variable samples w.r.t. object positions, scales and textures. As we increase the conditioning strength, we reduce the freedom of the generation and hence, in Figure 9 , we observe how the variability starts appearing in more subtle regions. Similarly, in Figure 10 , taking different samples per conditioning only changes the textures. Although the degrees of variability decrease as the conditioning strength increases, we obtain sharper, better looking images. 
