Introduction
A large and growing literature documents the changes in the US wage structure during the past three decades. Many researchers using a variety of measures and datasets have found that wage inequality increased substantially during the 80's. Despite this large literature, there is no consensus on the underlying economic explanations for this evolution. Juhn, Murphy and Pierce (1993, JMP hereafter) conclude that much of the increase in wage inequality is due to increased returns to both observed and unobserved skills. Their explanation for the general rise in return to skill is that demand for skill rose in the USA over this period. Bound and Johnson (1992) conclude that its major cause was a shift in the skill structure of labor demand brought about by biased technological changes. On the contrary, DiNardo, Fortin and Lemieux (1996, DFL hereafter) conclude that labor market institutions, and in particular the decline in the real value of the minimum wage, are as important as supply and demand considerations in explaining changes in the US distribution of wages. Card (1996) and Freeman (1993) stressed the role of de-unionization. A full understanding of the changes that have occurred in wage schedule requires the disentanglement of the effects of changes in workers characteristics such as education, experience, industry sector, union status, from the effects of changes in returns to these components and to unmeasured skills. Seminal examples of this type of decomposition are the works of Oaxaca (1973) and Blinder (1973) . These decompositions, now standard practice in economics, focus on mean alone and are based on simple counterfactuals. In contrast, we need to work with the entire distribution of wages if we want to explain the changes in the distribution of earnings. The key problem is to estimate the counterfactual wage distribution that would have prevailed in a given year if worker characteristics had been distributed as in another year. In this study I propose and implement a new estimator of distribution functions in the presence of covariates. The whole conditional wage distribution is estimated by quantile regression. Then, the conditional distribution is integrated over the range of covariates to obtain an estimate of the unconditional distribution. The quantile regression framework is intuitive, flexible and robust. It goes beyond the simple location model and allows the covariates to influence the whole conditional distribution. It is consistent with heteroscedasticity and does not need any distributional assumptions. The values of the coefficients have a natural interpretation as rates of return to the different components of human capital. Since we want to estimate the unconditional distribution, it seems more logical to estimate the conditional distribution than the conditional mean. I illustrate how the method works using hourly wage data from the May Current Population Survey (CPS) and from the outgoing rotation groups of the CPS. I use the proposed approach to re-assess the sources of changes in the distribution of wages in the United States between 1973 and 2001. Like most other studies, I find that increases in returns to measured characteristics and skills like education explain an important part of the increase in wage inequality. I also find that changes in the distribution of covariates like unionization and experience explain another substantial part of the widening of the distribution. However, unlike most others, I find that residuals plays only a minor role in the overall growth in wage inequality. This suggests that there was no or only small increases in the price of unmeasured skills. This reason of the differences between my results and those obtained with others methodologies is that quantile regression account for heteroscedasticity. Buchinsky (1994 and 1995) found that the return to education and experience is higher at higher quantiles than at lower quantiles. In other words, the variance of the residuals expand as a function of education and experience. This fact could have been predicted to a large extent from the detailed analysis of residual wage dispersion of Mincer (1974, see the discussion in Lemieux 2002) . Therefore, the fact that the population is getting older and more educated put more weight on groups with higher residual variances. This is a composition effect and not an increase in the price of unmeasured skills as concluded by JMP. The paper is organized as follows. Section 2 exposes the problem of estimating counterfactual wage distributions. After presenting and discussing the solutions given by JMP and DFL, I propose a new estimator based on quantile regression in section 3 and compare it to alternative methodologies. Section 4 gives the asymptotic distribution of the estimator. I examine the finite sample properties of the estimator in section 5. Section 6 provides an application of the methodology to the distribution of wages in the United States between 1973 and 2001. Section 7 concludes. Following Blinder (1973) and Oaxaca (1973) , the difference between the average earnings in two periods, t and s, can be decomposed as
Estimating counterfactual wage distributions
where the first term on the right-hand side captures differences in the estimated coefficients, while the second term captures differences in the average characteristics. This kind of decomposition is now standard practice in empirical economics. The basic idea is simply to compare the means of y in both periods with t s x b . This value can be interpreted as the counterfactual mean of y that would have prevailed if the mean characteristics had remained at their t level and workers had been paid according to the wage schedule observed in period s. This decomposition ignores general equilibrium effects and depends on the choice of the reference coefficient vector ( s b in (2.1) but we could have chosen or something between both). These limitations cannot been removed without strong assumptions and are shared by the JMP, DFL decompositions and the one proposed in this paper.
A disadvantage of Oaxaca's approach is that it focuses only on differences at the mean of the two earnings distributions. The steeply increase in wage inequality in several countries and in particular in the United States since the early 80s has motivated the study of changes in the distribution of wages. The most common practice is to calculate, compare and decompose summary indices of inequality like the Gini coefficient, the coefficient of variation or the Theil index. However, as is well known in the income distribution literature, different summary measures of inequality can yield different ranking of inequality, since they put different weights on different parts of the distribution. A problem of this decomposition is that it does not account for heteroscedasticity. In the original paper, JMP formally allow for the distribution of residuals to depend on the covariates:
( 1 it t it it F x ε θ − = but they do not explain how to do it empirically and give no details. Most other applications of this decomposition do not condition on the covariates. Blau and Kahn (1992 , 1994 One of the most interesting approaches is the weighted-kernel estimator introduced by DFL. Their approach focuses on decomposing differences in the densities for two periods according to the effects of specific covariates. First, they note that the counterfactual density of y that would have prevailed in period t had the distribution of attributes x remained as it was in s can be represented as
where is defined as the density function of x in period t. Equation (2.2) shows that the counterfactual density is identical to the density in period t reweighted by the relative density of x. Applying Bayes' rule they can also show that 
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Another disadvantage of this decomposition is that we cannot separate the effect of coefficients from those of residuals. We can only identify the effect of changes in the distribution of characteristics and residual changes which comprise the effects of coefficients and residuals. If these residual factors are high, we don't know why and we have no clue to understand these changes.
Definition, description and motivation of the estimator
The discussion in section 2 has shown that a good estimator of distribution functions in the presence of covariates must have some properties. It must be flexible in the way covariates affect the whole distribution of the dependent variable and not only the first two moments. A minimal number of assumptions should be imposed concerning the shape of the distribution function. The estimates must have a natural economic interpretation and, thus, provides valuable information on the distribution of the variable in question. Finally, it must be estimable in the presence of a large number of, possibly continuous, covariates.
The approach followed in this paper based on the estimation of the conditional distribution by quantile regressions. Then, the conditional distribution is integrated over the range of the covariates to obtain an estimate of the unconditional distribution. This task is complicated by the possibility that estimated conditional quantiles can cross with finite samples. Thus, the conditional distribution must first be "monotonized" before we can integrate the x out.
Let { be an independent sample from some population where
x is a vector of regressors. It is assumed that
where
is the τ th conditional quantile of conditional on the regressor vector y i x . I assume independent observations for simplifying the results and since it is almost always the case in microeconomic datasets like the CPS. A linear relationship is assumed between the quantiles of y and x similarly to OLS that assumes a linear relationship between the mean of y and x. I could also have assumed a nonlinear functional relationship, a Box-Cox transformation for instance as in Buchinsky (1995) . This would not have changed the main results of the paper but the form of the variance of the estimator would be different. Koenker and Park (1996) have proposed an algorithm to estimate such models. One other way to relax the functional form assumption would be to estimate the conditional quantiles nonparametrically, by local polynomial quantile regression (Chaudhuri 1991) for instance. However, the results must be checked because nonparametric estimates are not root n convergent. In any cases such estimators would suffer from the curse of dimensionality as discussed above. Koenker and Bassett (1978) show that ( ) β τ can be estimated by
where τ ρ is the check function: we could estimate an infinite number of quantile regressions. In finite sample, Portnoy (1991) shows that the number of numerically different quantile regressions is O n and each prevails on an interval. Let ( be the points where the solution changes.
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Let β be the vector of all different quantile regression coefficients:
ow, we have a model for the conditional quantiles of y but we want to estimate the unconditional quantiles of y. To simplify the notation, I consider the estimation of a single quantile of y. The results can be trivially extended to the case of the estimation of a sequence of quantiles. We need to integrate the conditional distribution over all the range of the distribution of the regressors. However, a problem with quantile regression is the potential lack of monotonicity, that is ) k xβ τ . We must first monotonize the conditional distribution function to then estimate the unconditional distribution function. To do that, consider the following property of , the population θ th quantile of a random variable z:
The last equivalence is obtained by changing the variable of integration and noting that . Thus, replacing z by 
nf :
If the finite sample solution is not unique, I follow the convention of taking the infimum of the set. Now, we can estimate the unconditional quantiles of y by integrating over the x. By definition, for the population moments,
Given a finite sample, a natural estimator of the θ th quantile of the unconditional distribution
or, written as the solution of an optimization problem, (
arg min arg min ,
Remark: estimating the whole quantile regression process can take a very long time if the number of observations is big. However, the asymptotic results given in the next section are also valid if you estimate quantile regression coefficients only along a fixed grid of τ -values whose mesh is sufficiently small (a mesh size of order ( ) (
The utility of estimating the unconditional quantiles of a variable by using quantile regression as done in (3.2) is pretty small. We could estimate the unconditional quantile without using the information provided by the covariates and we would obtain a root n consistent estimator (Glivenko-Cantelli Theorem). In this case, the only reason for using the proposed estimator is that its variance should probably be smaller than the variance of the simple quantiles. I provide no proof but the results of the Monte-Carlo simulation in section 5 seem to show that it is true. If the conditional quantile model is well-specified, defined by (3.2) is a consistent estimator for as will be showed in the next section. The sample quantile is in any case consistent.
Thus, a simple test of the specification of the conditional model consists of comparing both estimates of the same true value, like a Hausmann test. If they differ significantly, it must be that the linear quantile regression model is too restrictive.
The main interest in this estimator is the possibility of simulating counterfactual distributions. For instance, we could estimate the distribution of wages that would have prevailed in s had the distribution of individual attributes remained as it was in t by minimizing (3.2) over the distribution of x in t and using the coefficients estimated in s. We can so decompose the difference between the τ th quantile of the t earnings distribution and the th quantile of the s distribution into the effects of changes in the distribution of characteristics and the effects of changes in the coefficients similarly as what is done by the Oaxaca Blinder decomposition for the mean. This idea is developed in the section 6.4. I am not the first to propose a decomposition procedure based on quantile regression. Machado and Mata (2003) use a bootstrap approach to stochastically impute a simulated wage to each observation. They generate a random sample ( { τ of size M by drawing M random quantiles and M random observations . If the number of replications M goes to infinity, their estimates and those obtained using the estimator proposed in this paper will be very closed. However, estimating a large number of quantile regressions can be computationally unfeasible. Moreover, their procedure is not efficient and they give not the asymptotic distribution of their estimator. The approach of Gosling, Machin and Meghir (2000) is very similar with the approach followed in this paper. However, they brings no solution to the problem of quantile crossing. To avoid this problem, they estimate only 13 different quantile regressions and check that all conditional quantiles satisfy monotonicity conditions. They can then easily invert the conditional quantile function to obtain an estimate of the conditional distribution function. Though, by considering only a small number of conditional quantiles, they obtain less precise and less detailed estimates.
Large sample properties of the estimator
Assumptions
i. independent and identically distributed (iid) sample with
, is in the interior of Β , where is a compact parameter set
The distribution function y x F has a continuous density with
These are traditional assumptions made by quantile regression models. Note that all assumptions are made for since we need to identify the whole conditional distribution of y given x and not only some given quantiles.
Asymptotic distribution of the estimator
Theorem: Suppose that the regularity assumptions given in 4.1 are satisfied, then
where is defined in (3.2), q is the true th quantile of , y 1 R , 2 R and Q V are given in (4.2), (4.3) and (4.1).
Proof: The proof uses a 2-steps GMM framework provided by Newey (1984) . A modification is required because the moment functions are not continuously differentiable. I use the extensions of results by Huber (1967) and Ruppert and Carroll (1980) given by Powell (1984) for the case of censored quantile regression. This framework has been used by Buchinsky (1991) , Kim and White (forthcoming) , among others.
The derivatives of n Q and n are given by 
β τ is the true coefficients vector. 
Note that is the covariance matrix of
Its form is given, for instance by Buchinsky (1991) :
We can now calculate the other elements of the variance. Using Powell's (1984 Powell's ( , 1986 ) and Huber's (1967) results, the derivatives operator in 1 R and 2 R can be brought outside the expectation operator:
Pr 
After similar calculations, we find
We find that V and V are equal to zero:
1 0 1 01
We note that V , V and V are equal to zero. Therefore, the variance of q simplifies to 
The fact that V , and V are equal to zero means that the whole asymptotic variance comes from the first step, the estimation of quantile regression. Intuitively, the second step estimates a weighted sample quantile of 
O n . Therefore, the number of "observations" of the second step is . It explains why the variance of the second step vanishes at a higher rate than the variance generated by the first step. It shows also that the computational time grows exponentially with the number of observations. For big data sets, it should be recommended to estimate separate quantile regression for The variance of seems difficult to estimate analytically since it involves the estimation of a large number of conditional density functions at various values. In any cases, it would be necessary to estimate the covariance matrix of qβ , the vector of the quantile regression coefficients. There is already a large literature that deals with this problem and different estimators have been proposed such as kernel estimators. However, the bootstrap seems to be the most reliable. Thus, I think that the most natural way of conducting statistical inference is to use a bootstrap procedure.
Monte Carlo simulation
In this section, I evaluate the finite sample behavior of the estimator of distribution functions using quantile regression considered above. The asymptotic results may be a very poor approximation in small samples and therefore be totally useless for empirical works. I want to provide evidence on how well the estimator fits known quantile functions and how fast it converges to the true values. I also compare the results with different residuals distribution functions. Furthermore, I want to compare the accuracy of the estimator with that of sample quantiles. The setup of the simulation is a standard location-scale model with an error term hit by a linear-quadratic heteroscedastic scale: range. However, they have totally different shapes. The number of replications is 1000 except with 3200 observations. In this case, only 500 replications have been simulated because of time constraint. considering first the case with normally distributed error term, we observe that the bias is pretty small and tends to vanish with a higher number of observations. The standard deviation is divided by about 2 each time that we multiply the number of observations by 4, as was expected for a root n convergent estimator. Finally, the estimator that use quantile regression in the first step is more efficient than the raw quantiles. This seems logical since this estimator use more information than the sample quantile. Of course, it is also more restrictive because it assumed that the linear regression model for the conditional quantiles is well-specified. The chi square distribution with four degrees of freedom is an asymmetric distribution. In this case, the median and the mean regression would not lead to the same results. Table 2 reports no fundamentally different results than those from Table 1 . The standard deviation of the estimates is slightly lower at the low quantiles and slightly higher at the high quantiles than with the normal error term. This is due to the form of the density of the chi square distribution. The relative MSE is also similar except for the extreme quantiles with 3200 observations. These results are surprising and should be confirmed. If we want to "kill" an estimator, the easiest way is often to consider Cauchy distributed error term. In this case, the dependent variable has no mean and an infinite variance. It is therefore obvious that an OLS estimator, as used by JMP and Lemieux (2002) for instance, cannot give sensible results. Asymptotically, the estimator proposed in section 3 should be unbiased and normally distributed. However, we can expect that the asymptotic distribution is a very poor approximation with small samples. Table 3 shows that it is the case for the extreme percentiles with 50 or 200 observations. Their estimates are heavily biased and the variance is very high with wild estimates. However, the results are useful at the median with only 50 observations, at the 1 st and 9 th decile with more than 800 observations and at the extremes percentiles with 3200 observations. The relative MSE of the sample quantiles seems to show that the quantile regression based estimator is less efficient than the sample quantiles at the extremes of the distribution but this should be taken with caution due to the erratic evolution of the estimates.
Changes in wage inequality in the United States between 1973 and 2001
Motivation
It has been well established with a wide variety of measures and datasets that overall wage inequality increased substantially in the United States during the 80's. By contrast, much debate exists concerning the causes of recent expansions in US wage inequality. Several explanations have been offered (see Katz and Autor (1999) for a survey). First, the changes in the wage structure could be the consequence of an increase in the relative demand for highly educated workers driven by skilled biased technological changes. The second explanation focuses on the role of globalization pressures. The third attributes wage structure changes in the US wage structure to labor market institutions such that the de-unionization and the decline of the minimum wage. A full understanding of the changes that have occurred in wage schedule requires the disentanglement of the effect of changes in the stock of human capital in the working population, from the effects of changes in the returns to human capital elements and from the effects of changes in the residuals. The literature that attempt to decompose these effects is huge (JMP, DFL, Bound and Johnson (1992) , Lemieux (2002) , Card and DiNardo (2002), etc.) . In this section, I re-examine this question by using the proposed approach.
Data
I use hourly wage data from the May 1973 Current Population Survey (CPS) and from the 1989 and 2001 outgoing rotation group files of the CPS. The samples used are broadly similar to those of DFL, Card and DiNardo (2002) and Lemieux(2002) . I do not use the March CPS because it has no "point-in-time" measure of the wage rate. Wage rates have to be constructed by dividing total annual earnings in the previous year by an estimate of weeks or hours of work. The May CPS and the outgoing rotation groups ask about usual hourly or weekly pay at an individual's main job in the previous week and provide a potentially better source of information on wage rates than the annual earnings and labor supply data in the March CPS. The measure of hourly wage I use is the hourly wage for workers paid by the hour and usually weekly earnings divided by usually hours of work for others. An important problem is that some of the earnings are top coded for confidentiality. The traditional approaches to handling this problem are simply to ignore it or to multiply the top coded values by a factor that approximates the mean for those above the censoring point (like 1.33 or 1.4). However, this can bias the results since the entire distribution changes from year to year and a different portion of the distribution is censored. I address this problem by resorting to censored quantile regression. This method does not make any distributional assumption to identify the parameters. Another problem is the presence of allocated or imputed earnings responses. Since allocated wages can bias the results, in particular for distributional analysis since the allocation gives the mean value of the wage given the covariates, allocated earnings are excluded. Naturally, a bias could also arises from non-response but I think it is less dangerous to use only the nonimputed wages. Unfortunately, flags indicating which observations are allocated are not available in 1989. However, Hirsch and Schumacher (2003) explain how it is possible to identify allocated earners by using unedited weekly earnings. I use their method to exclude allocated earnings. I use a broad sample of male workers but weight observations by the product of the CPS sample weights with usual hours of work. These hours-weighted estimates avoid putting to much weight on workers marginally attached to the labor market, such as student or part-time workers. This gives a better representation of the distribution of wages for each and every hours worked in the USA in the given years. ), 11 education dummies, 5 race dummies, 3 region dummies, 17 industry dummies, a public sector dummy, part-time status and union status. Beginning with the January 1992 CPS, the Bureau of the Census changed the emphasis of its educational-attainment question from years of education to degree receipt. I have recoded the old question to be comparable to the new question by using the recoding scheme providing by Jaeger (1997) . The dependent variable y is the natural logarithm of hourly wage.
The fit of the model
In the first step, the conditional distributions have been estimated with censored quantile regressions because the wages are top-coded for confidentiality. The asymptotic results from section 4 are almost the same. We must only change the form of the covariance matrix of β ,
given now by Powell (1986) . However, since the variance will be estimated by bootstrapping the results, it does not change the procedure. I have used the 3 step censored quantile regression algorithm suggested by Chernozhukov and Hong (2002) . Their estimator requires a separation restriction on the censoring probability that costs a small reduction in generality but preserve the plausible semiparametric, distribution-free and heteroscedastic features of the model. It has the advantage of being easily computable. Because of the number of observations, it is simply not possible to estimate the whole quantile regression process. With 70000 observations, there are approximately 340000 different quantile regression (70000*log(70000)) and then, in the second step, we would have to calculate the sample weighted quantiles with 3.4e10 (70000*70000*log (70000) Based on these censored quantile regressions, I estimate the unconditional distributions in each three years using formula (3.2). If the conditional model in the first step is well specified, these estimates are consistent for the true distribution of wages in the given year. The sample quantiles of the distribution are consistent in any cases (Glivenko-Cantelli theorem). Therefore, we can compare both estimates to assess the goodness of the fit provided by the model. Figures 1 and 2 show the results for 1973 and 1989, and 2001, respectively . The shapes of the distributions are pretty well estimated but the estimates using linear conditional quantiles are smooth while the sample quantiles are like a step function due to rounding of reported wages. This rounding of reported wages is not modeled by the linear quantile regression model. A formal test of the null hypothesis that both estimates are equal has been constructed. Both statistics are asymptotically normally distributed. Therefore, the difference between them is also asymptotically normally distributed. I have estimated the variance of the difference by a nonparametric bootstrap with 30 replications. Figure 3 plots the test statistics (difference between both estimates divided by its standard deviation) with a 99,9% confidence interval. The null hypothesis that both estimates are the same can be rejected at about half of the quantiles but this happens particularly, if not only, where there is a lot of rounding. There are no systematic deviations from the null on a part of the distributions. Thus, while the model is not correct, it is out of the scope of this paper to model this "rounding", which is probably not meaningful economically, and I consider that the overall shapes of the distributions are sufficiently well estimated to work with these approximations. The effects of changes in the distribution of x and in the coefficients β can be separated: 1989 1989 1973 1973 1989 1989 1973 1989 1973 1989 1973 1973, ,ˆˆ, , , ,
Estimation of counterfactual distributions of wages
The first bracket represent the effect of changes in coefficients and the second the effect of changes in the distribution of x. Note that we can decompose all statistics that can be calculated on the base on the distribution function (variance, difference between the 9 th and the 1 st deciles, Gini coefficient, coefficient of variation,…) since we can estimate the whole counterfactual decomposition. JMP and Lemieux (2002) , among others, decompose the differences in distribution in three factors: changes in coefficients, changes in the distribution of workers characteristics and of residuals. In the decomposition (6.1), the effects of coefficients and residuals are mixed in the first bracket. For instance, if the variance of the residuals is higher in 1989 than 1973, the constant will be smaller at low quantiles and higher at high quantiles in 1989 compared to 1973. Since there is theoretical interest in separating both effects, I separate them as follows: 1989 1973 1989 1989 1989 1989 1989 1973 1989 1973 1989 1989 1989 1973 1989, ,ˆˆ, 0.5 , , 0.5 ,0
.5 , 0.5 , distribution that is due to residuals. Therefore, the second line of (6.2) are the effects of changes in residuals and the third line are the effects of changes in coefficients in narrow sense. The final decomposition is the following 1989 1989 1973 1973 1989 1989 1989 1989 1989 1973 1989 1973, ,ˆ , 00
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where the first bracket represents the effect of residuals, the second the effects of coefficients and the third the effects of the distribution of the covariates.
Decomposition results for 1973-1989
The decomposition (6.3) has been estimated for . Figure 4 plots the results for the period 1973-1989. Table 4 reports the results of the decompositions for 7 statistics: the standard deviation, the variance, the 90-10, 90-50, 50-10,75-25 and 95-5 gaps of the log wage distribution. As documented in many other studies, there is a clear widening in the wage distribution over this time period. Real wages for workers at the 10 th percentile declined by about 20% while they rose by about 2% for workers at the 90 th percentile.
Changes in the distribution of characteristics explain a part of the widening of the wage distribution but not the lower level of wages in 1989. If workers had been paid the same in 1989 as in 1973, their wage should had risen in 1989 due to better education and experience. The lower level of the wage distribution is explained by changes in coefficients, that is how workers characteristics are rewarded. These changes explain also an important part of the increase in the dispersion of the wages. Finally, the role of changes in residuals is negligible. Naturally, they do not explain changes in the level of wages but they explain also only a little of the widening in the distribution (3% of the standard deviation, 9% of the 90-10 gap).
θ =
The results concerning the role of residuals contradict the results of JMP and most of the literature (Katz and Autor 2000, Acemoglu 2002 ). Their interpretation is that much of the increase in wage inequality is due to increased returns to unmeasured skills. The differences between their results and mines can arise from the data or from the estimation methodology.
To dissociate both causes I have estimated the JMP decomposition with the same dataset. Figure 5 and Table 5 give the results of the JMP decomposition based on the same dataset.
With their methodology, residuals have a considerable effect on the changes in the dispersion of wages. 37% of the change in the standard deviation and 44% of the change in the 90-10 gap are explained by residuals. Thus, differences between methodologies and not datasets explain the different results. One of the fundamental difference is that the JMP decomposition does not account for heteroscedasticity while the decomposition using quantile regression does it (at least as an approximation as a linear heteroscedastic model). However, as suggested by Mincer's (1974) famous human capital earnings model, residual wage dispersion should increase with experience and education. The literature about union wage effect and public sector wage differential show also that the union membership and the public sector status reduce the variance of the unexplained component of earnings. Therefore, it is logical and important to account for this possibility. In fact, we find that the variance is higher for more experienced and more educated workers. Thus, the effect of changes in workers characteristics on the variance of the log wage is double. First, the variance changes because the variance of the predicted wage changes. Secondly, it changes because the variance of the residual depends from x (see the discussions in Lemieux (2002) and Machado and Mata (2003) ). 
of thumb for the experience. Note that education comes at least and therefore does not need to be corrected for since we can use the distribution of x in 1989 but we can also reweight the observations in the same way as above. I have done both and found that there are no significant differences between both results. The top panel of Table 6 gives the decomposition results for the median, the standard deviation and the 90-10 gap. De-unionization explains between one fifth and one fourth of the increase in inequality. The magnitude of this effect is comparable to the results of both DFL, Card (1996) and Freeman (1993) . Changes in the industrial structure explain more than 40% of the increase in the dispersion. Changes in the racial composition of the workforce play also a non-negligible role.
It is straightforward to look at the impact of changes in a single regression coefficient or a subset of regression coefficients instead of the whole vector of coefficients by computing a counterfactual wage in which only this particular coefficient has been switched from 1973 to 1989. However, it is likely that these estimates are not invariant with respect to the choice of reference groups. Oaxaca and Ransom (1999) and Horrace and Oaxaca (2001) discuss this identification problem in the Oaxaca/Blinder decomposition framework. We should have the same problem in our framework but further research is needed to clear this point. In any case, I think that this decomposition of the effect of coefficients gives some information though it should be taken with some care. The bottom panel of Table 6 reports the decomposition of individual coefficients or of sets of coefficients. The changes in the return to education explain more than three fourths of the increase in inequality. These results are consistent with Katz and Murphy (1992) and Bound and Johnson (1992) . They show that the wage gap between college-and high school-educated workers increased steeply in the 80's in the United States. The effects of other coefficients are much less considerable.
Decomposition results for 1989-2001
Figure 6 and Table 7 report the decomposition results for the period 1989-2001. As documented in studies that look at recent changes in wage inequality (Lemieux 2002, Card and DiNardo 2002) , inequality increases at a slower pace during the 90's than during the 80's.
Changes by percentiles are U-shaped during the 90's, with a negative change in the 50-10 gap and a sharp increase in the 90-50 gap. Most of the U-shape is explained by the effects of the coefficients. The effects of changes in the distribution of characteristics is monotonic, increasing both the 90-50 and the 50-10 gap. They explain almost all the increase in inequality between 1989 and 2001. On the contrary, changes in residuals reduce the dispersion of the wage distribution. Table 8 looks at the separate contributions of individual characteristics and coefficients on the median, the standard deviation and the 90-10 gap of the log wage distribution. As in the 80's, changes in the industrial structure explain a substantial proportion of the increase in inequality caused by changes in covariates. However, changes in the distribution of experience account also amply for the widening of the distribution. This is due to the fact that the working age population is getting older and the variance of residuals is higher fore more experienced people. The bottom panel of Table 8 shows that the return to education has continued to rise in the 90's and thus has induced a new increase in wage inequality.
Conclusion
In this paper, I have proposed and implemented a flexible, intuitive and semiparametric estimator of distribution functions in the presence of covariates. The conditional wage distribution is estimated by quantile regression. Then, the conditional distribution is integrated over the range of the covariates to obtain an estimates of the unconditional distribution. Counterfactual distributions can be estimated, allowing the decomposition of changes in distribution into three factors: changes in regression coefficients, changes in the distribution of covariates and residuals changes. The proposed procedure can be viewed as an extension of the well-known Oaxaca/Blinder decomposition. It is less restrictive than the JMP decomposition, which requires homoscedastic error term, and can be easily estimated with a large number of covariates without making any distributional assumption. I have applied this methodology to US data for the period 1973-2001, a period during which earnings inequality increased quite dramatically. The results suggest that increases in the return to skills like education account for a substantial proportion of the secular increase in inequality. Changes in the distribution of characteristics, particularly the de-unionization and the change in the industrial structure, explain also an important part of the changes. On the contrary, residuals changes play only a minor role. This suggests that increases in the price of unmeasured skills do not play a major role in the growth of inequality. These results, which are different from those of most other studies, show how important it is to allow the covariates to affect the whole residuals distribution and not only the first moment(s). 
