I. Introduction
A s more and more evidence points to the existence of potentially substantial climate change, price-induced technological change has increasingly attracted attention from environmental economists due to its possibly ameliorating role regarding environmental problems. In particular, Popp (2002, p. 160) recently found that energy prices have strongly significant positive effects on energy-saving innovation. Within a product-characteristics framework, Newell, Jaffe, and Stavins (1999) also provide empirical evidence that energy prices have positively affected the efficiency of electrical appliances, such as room and central air conditioners.
Price-induced technological change was already the central aspect in Sir John Hicks's (1932, pp. 124-125) induced innovation hypothesis: "a change in the relative prices of the factors of production is itself a spur to invention . . . directed to economizing the use of a factor which has become relatively expensive." Though there is a vast body of literature on the determinants of technical progress-see, among others, Romer (1990) , Segerstrom, Anant, and Dinopoulos (1990) , Grossman and Helpman (1991) , Aghion and Howitt (1992) , and Young (1993) -the issue of nonneutrality, bias, and direction of technical change has been addressed only recently by Acemoglu (2002) . Acemoglu shows that the elasticities of substitution between production factors play a crucial role for the direction of technological change: These parameters regulate whether innovation is directed at scarce or abundant factors.
In the aftermath of the oil-price shocks of the 1970s, a large number of empirical studies analyzed the issue of altered substitution possibilities of energy and nonenergy inputs on the basis of substitution elasticities estimated from flexible functional forms, such as translog cost functions (for a survey, see Thompson and Taylor, 1995) . Yet, the observed altered elasticities of substitution are by no means an immediate indicator of fundamental changes in the underlying technology. Rather, the choice of flexible functional forms in empirical work reflects the idea that one and the same technology displays different elasticities when economic circumstances, such as prices, change.
The very fact that substitution elasticities tend to vary with both technological changes and economic conditions necessitates the clarification of whether observed differences reflect genuine discrepancies in technology or simply different economic circumstances. Surprisingly little thought has been given to this issue, though. In as much as one and the same technology might produce quite different substitution elasticities merely as a consequence of discrepancies in the economic situation, the general question arises how one can elicit that part of the difference between substitution elasticities-such as the difference between the substitution elasticity of capital and energy before and after the energy crises-that is due to the discrepancy in technologies.
This paper compares technologies across space and time on the basis of actually estimated (factual) and counterfactual substitution elasticities, and argues that differences in estimated substitution elasticities originating from different empirical studies should be decomposed into two counterfactual components: a component that is designed to indicate how the ease of substitution is altered by the observed variation in economic circumstances and a second component that addresses the question of how the technologies in question would compare under comparable economic situations. This decomposition is very much inspired by the prominent OaxacaBlinder decomposition in the analysis of wage differences-seminal papers are Blinder (1973) , Oaxaca (1973) , and Oaxaca and Ransom (1994) .
We document the relevance of our approach with the illustrative example of energy-price elasticities of capital before and after the oil crisis of the early 1970s. From our counterfactual analysis, it becomes transparent that even though the sign of the observed substitution elasticities changes significantly from the first period to the second-a clear indication of a substantial technological change-the magnitude of this technological change is still not apparent, because its elaboration requires taking account of the variation in economic circumstances. Therefore, substantial insight into the empirical assessment of technology differences first necessitates the comparison of comparable economic situations, that is, the construction of counterfactual elasticities that are based on comparable economic circumstances. Our decomposition approach indicates that apparent differences in substitution elasticities between the two periods originate partly from the confrontation with different economic circumstances, namely, altered prices.
With respect to the famous capital-energy controversy, for instance, our counterfactual perspective implies that the question of substitutability of capital and energy cannot be answered without explicit regard for economic circumstances, specifically for factor prices: Some of the discrepancies in the empirical results of this controversy might be due to the comparison of incomparable economic situations, rather than reflecting genuine differences in technologies-see Frondel and Schmidt (2002) for a straightforward explanation of the discrepancies originating from static translog approaches.
The following two sections deal with the construction of counterfactual situations for static translog approaches. In section IV, we employ U.S. manufacturing data covering the years of the oil crisis of the 1970s and calculate counterfactual energy-price elasticities in order to compare them with actually estimated elasticities. The last section concludes.
II. Static Translog Cost Functions
A typical static translog study departs from the assumption that there exists in manufacturing a homothetic, twice differentiable aggregate translog cost function of the form (see, for example, Takayama 1985, p. 148) 
where p i denotes the price of input i, Y denotes aggregate output, and t captures a linear time trend. Symmetry of ␤ ij is typically imposed a priori. Applying Shephard's lemma, factor demand is x i ϭ ‫ץ‬C/‫ץ‬p i , and differentiating equation (1) logarithmically, one can derive an equation system of linear expressions for the share s i of overall cost attributable to each factor i (i ϭ 1, . . . , I):
Unknown parameters, summarized by the vector ␤: ϭ ͑␤ 1 , . . . ,␤ i , . . . ,␤ 1 ,␤ 11 , . . . ,␤ ij , . . . ,␤ 11 ,
can be estimated from a stochastic version of this cost-share system, where prices are assumed to be exogenous and each equation additionally contains a vector ε of additive orthogonal stochastic disturbances. Rather than focusing on these parameter estimates, economic interest and, hence, our further analysis concentrates on the esti-mated (cross-price) elasticities 1 x i p j , specifically on KpE , the energy-price elasticity of capital. For translog cost functions (1), the analytical expression for any cross-price elasticity x i p j can be derived by differentiating the share equation (2) logarithmically with respect to p j , and using ‫ץ‬ ln C/‫ץ‬ ln p j ϭ s j as well as ‫ץ‬ ln p i ‫ץ/‬ ln p j ϭ 0:
For estimation purposes, prices p t : ϭ (p 1 t , . . . , p I t )Ј are typically normalized to unity for the first year of the data range: p 1 ϭ (1, . . . , 1)Ј. The specific choice of price normalization, however, is inconsequential for the estimation of substitution elasticities: two researchers analyzing the same data set but using different normalizations would obtain identical elasticity estimates. In other words, only relative prices matter in the estimation of substitution elasticities-anything else would defy economic intuition.
To see this, consider, first, the alternative normalization p t1 :
. . , 1)Ј of prices for any arbitrary year t 1 . This modification leaves the estimates of all second-order coefficients ␤ ij unchanged: For t ϭ t 2 , for instance, the equation system (2) reads
whereas, with
By comparing equations (4) and (5), we find that ␤ ij must equal ␤ ij for all i and j and ␤ i T ϭ ␤ iT for all i. Furthermore, because both expressions (4) and (5) hold for any price vector p t2 in the relevant range, specifically for p t2 ϭ (1, . . . , 1)Ј, it follows that
and hence ␤ i ␤ i in general. That is, the expressions (4) and (5) merely differ in the constant term, and only the estimates of first-order coefficients depend upon the specific normalization of prices.
Second, it becomes obvious from equations (4) and (5), and the interrelations between the two parameter sets ␤ and ␤ , that estimates of cost shares s i are the same regardless of the concrete normalization. Third, because estimates of both cost shares and second-order coefficients are the same irrespective of the concrete price normalization, so are estimates of the cross-price elasticities given by equation (3). Yet, though questions of price normalization are irrelevant for the analysis of a single empirical situation, they are at issue when several studies are compared on the basis of counterfactual elasticities-a task that is addressed in section IV.
Next, we shed light on the fact that estimated cross-price elasticities tend to reflect-in addition to the underlying production technology-the particular cost shares and thus the economic circumstances under which these estimates are derived. Equation (3) demonstrates that the cost shares s i and s j of the factors i and j are pivotal elements of the cross-price elasticity x i p j . In fact, the cost share s j of factor j sets the empirical benchmark for the cross-price elasticity x i p j . In particular, it is the cost share s E of energy that represents the benchmark for estimates of energy-price elasticities K pE of capital. Frondel and Schmidt (2002, 2003) provide ample evidence for the empirical relevance of this straightforward cost-share argument for the capitalenergy controversy and in the context of Griliches's (1969) relative capital-skill complementarity hypothesis.
In situations in which the task is to assess differences in distinct production technologies across space and time, this observation has drastic consequences. The same production technology, which is arguably "close" to itself, displays different substitution elasticities under different economic circumstances, that is, when prices, and hence cost shares, are altered. Which part of any observed difference across substitution elasticities should then be attributed to different economic circumstances, and which to genuine discrepancies in technologies? One possible route toward a sensible comparison of technologies is the examination of the respective coefficients estimated for a common flexible functional form.
Such coefficients usually do not have any direct economic interpretation-as opposed to parameters, such as substitution elasticities, derived from these coefficients. Moreover, this route involves a serious practical difficulty: Which discrepancy across the typically large number of coefficients is to be taken more seriously? It is the very purpose of empirical analyses to condense the multitude of coefficients into summary parameters such as substitution elasticities. It seems natural, therefore, to classify two technologies as "close" when their substitution elasticities are similar under comparable economic circumstances. Consequently, we suggest the comparison of distinct production technologies on the basis of substitution elasticities in comparable situations, that is, when relative prices are held constant. In effect, we suggest constructing counterfactual substitution elasticities.
III. The Construction of Counterfactual Situations
In the following discussion, we retain our focus on translog approaches and on the energy-price elasticities of capital. In translog studies, the analytic expression for these elasticities, 1 Note that Blackorby and Russell (1989, p. 883) argue that the Allen elasticities of substitution, the most popular substitution measures, have no meaning as a quantitative measure and, qualitatively, add no more information to that contained in cross-price elasticities. These authors show that Morishima elasticities of substitution (MES) are the direct generalizations of the Hicks elasticity of substitution for more than two factors. Rather than on MES, which are advocated by Thompson and Taylor (1995) in their analysis of the energy-capital controversy, our focus on cross-price elasticities relies on the fact that crossprice and own-price elasticities x i p j and x j p j are the basic ingredients of MES: MES ij ϭ x i p j Ϫ x j p j ; see for example Frondel (2003, P. 994 ). Illustrating our decomposition on the basis of MES instead of cross-price elasticities would provide the same insights, but would also seriously complicate the exposition.
reveals that they are implicitly assumed to be functions of two components: the underlying production technology, on the one hand, being condensed in the vector of first-and second-order coefficients . . , p J )Ј for capital, energy, and other production factors on the other. The maintained hypothesis is that parameters ␤ remain the same when economic conditions change; this constancy of the translog parameters ␤ is precisely the assumption underlying their estimation. Whereas the coefficients ␤ are constant parameters to be uncovered in the empirical estimation, the parameters of interest-the substitution elasticities-differ according to the circumstances, that is, the factor prices under which they are determined. For a given technology, these properties make it quite straightforward to infer how easy it is to substitute capital for energy in a multitude of situations, both observed and hypothetical. All that is altered across situations are the associated relative factor prices. (Note that the price level is completely irrelevant for our question of interest.) In effect, using counterfactual relative prices instead of observed relative prices allows us to investigate which energy-price elasticities of capital would result if the prices, specifically those of capital and energy, were different from actual prices, while the technology in use remained the same. 2 This reasoning allows us to quantitatively assess differences in distinct production technologies-as captured by substitution possibilities. Specifically, it might well be that K pE (␤ 0 , p 0 ), the substitution elasticity describing one study comprehensively, and K pE (␤ 0 , p 1 ), the corresponding elasticity capturing the situation observed in another study, are quite different. Yet, these two studies might merely uncover how one and the same translog technology, characterized by ␤ 0 , produces quite different results in those situations in which relative price vectors differ.
This insight suggests the translation of the famous Oaxaca-Blinder decomposition of wage differences to the case of translog cost functions:
The first bracketed term on the right-hand side of the decomposition (8) captures the variation in elasticities as circumstances in the economic environment change for the same technology; the second bracketed term, holding prices fixed, yields genuine differences in structure or technology. 3 It is well known for Oaxaca-Blinder decompositions that the decomposition into these two additive terms is not unique. It varies with the particular choice of baseline technology-␤ 1 in the first term of the decomposition (8)-and the corresponding choice of baseline circumstances-p 0 in the second term. Equally plausible might have been the alternative decomposition
Ultimately, an assessment of the similarity between technologies may be based on the comparison of substitution elasticities for a baseline or benchmark situation, such as one that is described by standardized prices p*. In our example, this suggestion results in calculating the difference K pE (␤ 1 , p*) Ϫ K pE (␤ 0 , p*) and implies the following decomposition of the original difference in observed elasticities:
The first and the third expression in brackets on the right-hand side of the decomposition (10) capture the variation in elasticities as circumstances on the economic environment change for the same technology; the second expression in brackets, holding prices fixed at standardized prices p*, yields genuine differences in technologies.
IV. Counterfactual Capital-Energy Elasticities
To provide an illustration, we present several examples characterized by significant technology changes. Like Jorgenson and Stiroh (2000) , for instance, we employ Jorgenson's time series data set 4 of U.S. manufacturing (1958-1996) , which encompasses the years of the oil crisis of the early 1970s. Of the available 35 sectors, we first concentrate on time series data for the primary metals sector, one of the most energy-intensive sectors, and split up this data set into two subsamples. The first subsample covers the baseline period 1958-1973 before the first serious oil crisis of [1973] [1974] ; the second covers the period 1979-1996. That is, we deliberately omit several years in the mid-1970s when energy prices were particularly volatile. Thus, one might expect substantial changes in technologies prevailing in both periods.
To address this issue, we provide two sets of coefficient estimates, ␤ 0 and ␤ 1 , each set based on one of the subsamples. We estimate the corresponding share equations via ML, with symmetry and homogeneity imposed, and prices p normalized to the year 1992. On the basis of the coefficient estimates, we then construct estimates of the implied-"factual" and counterfactual-energy-price elasticities of capital displayed in table 1. The qualitative character of the observed (factual) substitution elasticities has changed substantially over time. In the pre-oil-crisis period 1958-1973, the estimates of the energy price elasticities of capital, K pE (␤ 0 , p 0 ), exemplified in table 1 for the arbitrary year 1970, are slightly, but significantly, negative-capital and energy appeared to be complements. Similar results are obtained for the U.S. paper industry and are reported in the appendix, as well as those for the stone, clay, and glass sector-see the tables A1 and A2, respectively.
By contrast, the substitution elasticities K pE (␤ 1 , p 1 ) for the postoil-crisis period 1979-1996 clearly indicate a substitution relationship between capital and energy, which is exemplified in table 1 for the year 1980: K pE (␤ 1 , p 1 ϭ p 1980 ) ϭ 0.121. Yet, the relative prices of energy and other production factors had also developed quite differently over time. In particular, the prices of both energy and materials accelerated disproportionately after the oil crisis of 1973-1974. To what extent, we must therefore ask, are the discrepancies in elasticity estimates between pre-and post-oil-crisis periods due to altered economic circumstances? To answer this question, we first construct counterfactual elasticities for each of the subperiods, with relative prices of 1980 applied to the coefficient estimates of the earlier period, and those of 1970 to the coefficient estimates obtained for the later period. The results of this counterfactual exercise are also reported in table 1. Evidently, the counterfactual elasticity K pE (␤ 1 , p 0 ϭ p 1970 ) ϭ 0.045 differs substantially from the factual elasticity KpE (␤ 1 , p 1 ϭ p 1980 ) ϭ 0.121. Second, we construct additional counterfactual elasticities for both subperiods on the basis of the common price vector p* ϭ p 1992 ϭ (1, 1, 1, 1)Ј.
In table 2, we provide a comparison of comparable situations across both periods along the lines of the decompositions (8)-(10). These decompositions document that the fundamental shift in the nature of production is genuine, not merely a reflection of altered relative prices.
Had we attempted to judge the issue on the basis of factual substitution elasticities, no such statement would have been possible. The decompositions (9) and (10) indicate that technological change is even more important than one might presume on the sole basis of the difference 0.160 between the observed energy-price elasticities K pE (␤ 1 , p 1 ϭ p 1980 ) ϭ 0.121 and K pE (␤ 0 , p 0 ϭ p 1970 ) ϭ Ϫ0.039 displayed in table 1: In the decomposition (9), technological change is measured in terms of the difference in observed and counterfactual elasticities for prices fixed at the level of 1980, which amounts to 0.179, whereas in the decomposition (10), it is captured by the difference in counterfactual elasticities that are calculated on the common basis of standardized prices p* ϭ (1, 1, 1, 1) Ј. The point estimate of this difference is as large as 0.181.
In contrast, the role of technology is less accentuated by the decomposition (8), suggesting that merely 0.084 or, in relative terms, 52.5% of the observed total difference of 0.160 is due to intertemporal technological changes. From this counterfactual decomposition analysis, it becomes clear that the magnitude of this technological change is not apparent, although the sign of the observed substitution elasticities differs significantly from the first period to the second, which points to a substantial technological change-its elaboration, however, requires taking into account the variation in economic circumstances. In short, the value added by our counterfactual decomposition analysis relies on the information about those proportions of the total change in observed elasticities that are due to technological change versus those due to altered economic conditions. Moreover, we have demonstrated in section II that the specific price normalization is irrelevant for the estimation results within each subsample. This fact is illustrated in table 3, where renormalized price indices p with p 1958 ϭ (1, 1, 1, 1)Ј are displayed. On the basis of the renormalized price indices p , the estimates of crossprice elasticities K pE (␤ 0 , p 0 ) and K pE (␤ 1 , p 1 ) are the same as those of K pE (␤ 0 , p 0 ) and K pE (␤ 1 , p 1 ), respectively, the cross priceelasticities based on the original price indices p.
Yet, questions of price normalization are at issue when estimation results of two distinct studies are compared on the basis of counterfactual elasticities: Prior to the construction of counterfactual elasticities, it is indispensable to renormalize the price vectors of both studies so that price indices reflect a common baseline period. To demonstrate this necessity, we have-deliberatelyincorrectly calculated counterfactual elasticities without such prior renormalization and instead employed the original prices p normalized to 1992, which may be interpreted as originating from a 1958 Post-Oil-Crisis Period 1979 -1996 Original Price Indices (p 1992 ϭ (1, 1, 1, 1)Ј) 
V. Summary and Conclusion
If comparisons of technologies across space and time deliberately focus on the ease of substitution among production factors, the question arises how one can correctly compare substitution elasticities provided by distinct empirical studies. The fact that substitution elasticities tend to vary with both technological changes and economic conditions necessitates the clarification of whether observed differences reflect genuine discrepancies in technology or simply different economic circumstances.
By using a translog specification and the example of energy-price elasticity estimates of capital for U.S. manufacturing before and after the oil crisis of the early 1970s, this paper suggests a way for comparing production technologies in empirical work on the basis of substitution elasticities. It is argued that differences in estimated substitution elasticities should be decomposed into two counterfactual components. The first component is designed to indicate how the ease of substitution is altered by varied economic circumstances; the second component addresses the question of how technologies would compare under genuinely comparable situations.
Our results indicate that the construction of counterfactual elasticities and their comparison with "factual" elasticity estimates on the basis of the decompositions (8)-(10), which are inspired by the prominent Oaxaca-Blinder decomposition, should be at the heart of any sensible empirical assessment of technology differences that is based on substitution elasticities. From our counterfactual exercise, it becomes clear that even if the sign of the observed energy-price elasticities changes significantly from the pre-oil-crisis period to the post-oil-crisis period-a clear indication of a substantial technological change-the magnitude of this technological change is still not apparent, because its elaboration requires taking account of the parallel development of economic circumstances. Therefore, substantial insight into the empirical assessment of technology differences first necessitates the comparison of comparable economic situations, that is, the construction of counterfactual elasticities that are based on comparable economic circumstances.
The importance of creating comparable situations by constructing counterfactuals is a perspective also commonly adopted in the modern literature on econometric evaluation of policy interventions. There, as well, it has been recognized that many empirical questions do not yield unique answers. Just as the mean effect of policy intervention varies with the characteristics of a treatment group, the assessment of the role of technology changes varies with the price vector. Our illustrative example points out that parts of the controversy in the literature about complementarity or substitutability of capital and energy might have been a consequence of comparing incomparable situations. Quite generally, apparent differences in substitution elasticities might originate partly from the confrontation with different economic circumstances (namely, altered prices), not from genuine differences in technology.
