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In this paper we are concerned with the oscillatory and nonoscillatory 
behavior of the solutions of some second-order difference equations. 
Let R be the set of real numbers, N := {n,, n, + l,...} where n, is given 
nonnegative integer. For the function x: N--t R, the difference operator d L1 
(a is fixed real constant) will be defined as follows: d,x, = x, + , - ax,, 
(n E N). Instead of A, we shall write A. We define inductively A:x, = 
A,(At- Ix,) for k > 1. 
We shall study difference equations of the form 
A+,, = F(n, -x,, A/7,,) (1) 
n E N, a and b are real fixed constants. We consider only nontrivial 
solutions, i.e., such for which sup{ 1.~~1: n 3 i} > 0 for every i E N. A solution 
of (I ) is called nonoscillatory if it is eventually of constant sign (positive or 
negative) otherwise it is called oscillatory. Throughout the paper we 
assume that the function F is defined and finite on N x R*. Hence the 
equation (1) is solvable and the solution exists on N. 
Our purpose here is to establish nonoscillation and oscillation criteria 
for a class of difference equations of the form (1). For some results of this 
type we refer the reader to the recent papers [l-7]. 
THEOREM 1. Let a > 0 and 
F(n, u, u) = 0 for (n,u,u)~S:=Nx{( u,v)ER2:u+(b-a)u=O} 
F(n, u, u)[u + (b-a) u] + a[u + (b-a) u]’ > 0 (2) 
for (n, u, u) E N x R2\S. Then every solution of (1) is nonoscillatory. 
Proof. Condition given for U, v in the definition of the set S applying to 
( 1) is equivalent to x, + I -ax, = 0. We denote by X the set of all solutions 
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x of (1 ), by X, a subset of X such that x E X, iff there exists k E N for which 
xk + , - uxk = 0, X, = x’\X, the complement set of X, with respect to the 
set X. Let x E X, . Hence for some 1 E N we have x,+ , - ax, = 0. Therefore, 
by (1) and (2) 
=x/+2-ax,,, - 0. 
Inductively we obtain 
x/+, -ax -0 /+;&I- 3 
i.e., x1+; = a’x, for i3 1. This solution is of course nonoscillatory. Let 
x E X,. Suppose this solution is oscillatory. Let m E N be such that 
x,>o, X,+, 60. 
Hence 
A,x, < 0. 
Multiplying (1) by A,x, and in view of the relations 
A~x,=AUx,,+,-aA.x,, 
A,x, = Ahx, + (h-a) x, 
we have 
(3) 
A,x,+ I Asm = 0~ x,, A,x,)CA,x, + (b - 0) x,1 
+ [A,x,+(h-a)x,]*>O. (4) 
Therefore, by (2), (3) and (4) .we obtain Auxm+, ~0. Repeating this 
reasoning we get A,x, <O for all n bm. This means that x, <O for 
n > m + 1, which contradicts our assumption. Proof for x, 2 0, x, + , < 0 is 
similar. 
THEOREM 2. Let a > 0 and 
F(n, u, u)(u + bu) + a(u + bu)[u + (b -a) u] > 0 (5) 
for (n, U, 0) E N x R2\N x {(u, U) E R2: u + bu = 01. Then every sofution of (1) 
is nonoscillatory. 
Proof: Let x be arbitrary solution of (1). Condition u + bu = 0 applying 
to (1) is equivalent to x, + i = 0. Since we consider only nontrivial solution, 
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there exists m E N such that x, + I # 0. Hence, for this m, dbx, + hx, = 
X WI+1 # 0. Multiplying (1) by x, + I in view of the above relation we have 
-~,,+,A~x,,+~=F(m,,~,,A,x,)x,,+,+ax,+,A,.~, 
= F(m, x,, A,x,)(A,x, + bx,) 
+ a(A,x, + bx,)[A,x, + (b-a) x,]. 
Hence, by (5) we obtain x, + , A,x,,+ , > 0. Suppose x,+ , > 0. Then 
Aax,, + I >O implies x,+z>ax,+, > 0. Repeating the above reasoning we 
obtain A,x,>O for all n>m and from this x,+,,+,>a”x,+, >O for 
n = 1, 2,.... This solution is positive and therefore nonoscillatory. A similar 
proof holds for x,, , < 0. 
Remark 1. If a = h conditions (2) and (5) reduce to F(n, u, v) v + 
au2 > 0 for (n, u, v) E N x R2, v # 0, F(n, u, v)(v + au) + av(u + au) > 0 for 
(n, U, v) E N x R2, v + au # 0, respectively. 
It is easy to prove that the following two conditions 
F(n, u, u) b 0 on NxR2 
or 
F(n, u, u) d 0 on NxR2 
are sufficient for all solution of (1) with a = h = 1 to be nonoscillatory. 
Let b = 0. Then (1) can be rewritten in the following form 
A:.x,= F(n, x,, x,,,) 
considered in some papers. For this equation conditions (2) and (5) are 
F(n, u, v)(v - au) + a(o - au)’ > 0, for (n, u, v)ENx R2, v-au#O, 
F(n, u, v) v + av(v - au) > 0 for (n,u,v)~NxR~,v#O. 
THEOREM 3. Let a = h = 1 and 
F(n, u, v)(u + v) 3 0 for (n, u, IJ)E Nx R’. (6) 
Then every solution of (1) is nonoscillatory. 
Prooj: Suppose there exists an oscillatory solution x of (1). Therefore 
for some sequence { nk >, lim, ~_ m nk = co we have x,,x,,~+ , < 0. Since ,X is a 
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nontrivial solution, then for some p, p E N there is xP # 0. Suppose x, > 0 
(the proof in the case x, < 0 is similar). Let nk, nk + 1, m E N be such that 
Xnk xp 6 0, X nk+lxp~o 
nkcncnk+l implies x,xP > 0 (7) 
i1k < m  < nk+ L, x,>x,,+,,x,>-x,-1. 
The index m defined in (7) exists since the set (nk + l,..., nk+ , - 1 > is non- 
empty and finite and because of this there exists sup{x,; n = nk + l,..., 
nk+l-l). 
From this it follows that 
Ax ,p,30 and Ax, < 0. 
From the above inequalities we deduce 
A*x,,-,=Ax,,-Ax,,- ,<O. (8) 
Multiplying (1) by x, we obtain 
x, A*x,,m , =x,,,F(m-1,x,,._,, Ax,. I). (9) 
By assumption (6) the right-hand side of (9) is nonnegative, while by (8) 
the other is negative. This contradiction completes the proof. 
THEOREM 4. Let a < 0 and 
F(n,u,u)=O for (n,u,v)ES:=N~{(u,v)ER~:u+(h-a)u=O} 
F(n,u,u)[v+(h-a)u]+a[v+(h-a)u]*<O,(n,u,u)~NxR*\~S. 
(10) 
Then every solution of (1) is oscillatory. 
ProoJ Suppose x is a nonoscillatory solution of (I), eventually positive 
for n 3 m. Let m be even. Multiplying (1) by A,x, and in view of (10) we 
have 
Aax,+ 1 A,x, = A,x,F(m, x,,,, A,x,) + a(A,x,)* ~0. 
Since 
then 
A,x, = urn+’ A(x,/a”) 
a mt2 A(x,+I/am+l)a”+’ A(x,/a”)<O. 
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Thereby 
A(%+ Jam+’ ) A(x,/a”) > 0. 
If A(x,/a”) > 0 then x,, + ,/a”+ ’ > x,/urn > 0. Therefore x, + 1 < 0 and 
we obtain a contradiction. Hence it ought to be A(x,/a”) ~0. Then 
A(x /a”‘+’ n, + I ) < 0 from there x,,, + Ju” + * < x, + ,/urn + ’ < 0 which implies 
x, + z < 0. This contradiction completes the proof. 
THEOREM 5. Let a < 0 and 
F(n, u, v)(u + bu) + a(u + bu)[u + (b-a) u] < 0 (11) 
for (n, u, U) E N x R2, v + bu # 0. Then every solution of (1) is oscillatory. 
Proof Similar reasoning as in the proof of Theorem 2 gives us, by (11) 





m+l -ax,+, CO. 
The above inequality holds if x is an oscillatory solution. 
Remark 2. Conditions (10) and (11) in the case of b = 0, take the forms 
F(n, u, ti)(u -au) + a(u - uu)’ < 0, (n, u, v)ENx R2, v-au#O, 
F(n, u, u) L’ + av(v - au) < 0, (n, u, v) E N x R2, o # 0, 
respectively. 
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