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Abstract
The most rapidly growing carsharing system in North America and Europe is the free-ﬂoating one (FFCS). In a FFCS system
customers can book and return vehicles of the ﬂeet in every place of a deﬁned operating area. While ﬁrst studies tried to characterize
the user of such a system and explain the booking behavior this work focuses on the short times prediction of FFCS bookings.
Booking data of the FFCS operator DriveNow in Berlin are the basis for the forecast. They enable modeling time series for
vehicle bookings by hour. The forecast provides predictions for every hour of a future week. To include spatial diﬀerences of
FFCS bookings forecasts are calculated for every zip code area. Two methods of time series analysis are used to compare their
performance for the present data: A seasonal ARIMA model and exponential smoothing with Holt-Winters-Filter.
These two models are realized each with four settings. They are based upon data of a whole year, a half-year, a quarter or just
a month and compared regarding their precision and practicability. Preliminary analyses such as the spectral analysis show that
FFCS booking frequencies have weekly recurring trends. Additionally, it is visible that in areas with a high booking density this
level lasts for the whole time. By this, spectral analysis can be applied as a spatial clustering method.
The comparison of the two tools of time series analysis yields to the Holt-Winters Filtering (HWF) as the favorite method. Finding
the optimal parameters for the ARIMA models is computationally intensive and results in just equally good or even worse forecasts
than with exponential smoothing.
The best prediction is performed with Holt-Filters-Filtering using three months of booking data. The forecast predicts bookings
with an average error of only 0.84 vehicles per hour. The largest average absolute error of all compared forecast models is around
20% higher but makes the model still useful in practice though.
c© 2015 The Authors. Published by Elsevier B. V.
Selection and peer-review under responsibility of Delft University of Technology.
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1. Introduction
The following analyses in this work are based on a free-ﬂoating carsharing system (FFCS). In contrast to classic
station-based carsharing systems or other vehicle sharing services (Shaheen et al. (2012, [21]) the customer does not
need to ﬁnish the trip where he started but can park the car in any part of the operating area. This area covers most
∗ Corresponding author. Tel.: +49 89 6004 3478 ; fax: +49 89 6004 2501.
E-mail address: johannes.mueller@unibw.de
 2015 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of Delft University of Technology
346   Johannes Mu¨ller and Klaus Bogenberger /  Transportation Research Procedia  10 ( 2015 )  345 – 354 
parts of the city and has often additional areas in the periphery of the city like the airport or college campuses.
A user of this kind of carsharing system normally ﬁnds an available vehicle via app on his smartphone. The reserva-
tion of a car can be done up to 15 minutes in advance for free. This marks the great ﬂexibility of the system that is
on the one hand an advantage for the customer but on the other hand a disadvantage regarding the reliability of the
system especially in areas with a low vehicle density.
The analyzed data in this work come from a FFCS system in Berlin which started in September 2011. In the beginning
the ﬂeet consisted of 300 vehicles but soon has increased. Within 15 months the customer base has grown to 30 000
(see [3]). Today around 900 cars are available in the 3.4m-strong city. The carsharing company counts totally more
than 300 000 customers in ﬁve German cities (see [11]).
2. Motivation
Before starting with an overview of former studies and a detailed description of the approach a few conceivable
applications of the short-time forecast shall be mentioned.
• preventing bottlenecks: The enormous ﬂexibility is an advantage for the customer but can be a challenge for the
operator of the system. Spots with a high demand can easily have a too low supply. The operator can’t really
measure the theoretical demand. His chance to prevent loss of revenue due to non-fulﬁlled customer demands
is to estimate the expected numbers of bookings in an area by using a forecast model.
• maximizing convenience: If one wants to get to a place he is also interested in how to get back from his
destination. Using a car oﬀers the highest certainty to solve that problem. Public transport systems run their
services after scheduled timetables and have therefore a good reliability. But a FFCS system currently does
not provide any information about the vehicle distribution for the upcoming hours. A forecast can change
this circumstance. Instead of just showing the current vehicle positions the mobile app can show in future the
expected availability of cars. By this, the customer would get more conﬁdence in the FFCS system.
• saving costs: The forecast model helps the customer not only to get better information about available vehicles
in future times but also to save costs. Since the customer has to pay for a reservation being longer than 15
minutes he can see the estimated demand of vehicles. This information facilitates the decision if a reservation
is useful or not.
3. Literature review
In the last years, research about shared mobility services dealt with a lot of aspects mainly concerning the change
of users’ travel behavior, the characterization of the carsharing customers (e.g. Millard-Ball et al. (2005), [13]), the
explanation and long-time prediction of the varying demand of the systems (e.g. Balac et al. (2015), [1]) and the
optimization of the performance of the system (e.g. Weikl (2015), [23]). For a well investigated research about all
current works and studies considering carsharing the work of Jorge and Correia (2013, [9]) is highly recommended.
The focus of this paper lays especially on short-time prediction of bookings. There will be given an answer to what
forecast method works well for this purpose and what time period of historical booking data is necessary and suﬃ-
cient.
Forecasting data found its way into traﬃc engineering long time ago. As soon as modeling road traﬃc began there
were predictions of road volumes etc. necessary to estimate capacities. The techniques were all quite similar and did
not change over the time. Spectral analysis was e.g. already used in 1974 to predict traﬃc ﬂow volumes (Nicholson
and Swann (1974, [15]) and was again used in Tchrakian (2012, [22]) for forecasting real-time traﬃc ﬂow.
Even though shared mobility is a quite new research topic there have been some works published about forecasting
booking behavior. The focus has been only to bikesharing systems so far. Gallop et al. used temporal weather im-
pacts for modeling booking data of a station-based bikesharing system in Vancouver (Gallop et al. (2012, [5]). Two
articles relate to a similar working system in Barcelona. Froehlich et al. created in 2009 ([4]) a Bayesian network
for the prediction and yields a quite well-working model with the biggest error during peak hours. Another approach
for the same system was done by Kaltenbrunner et al. (2009, [10]). Their results show an average prediction error
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of 1.39 bicycles per hour. An unusual approach is the work of Regue et al. who predicts in 2014 ([16]) bikesharing
station states by using a so called Gradient Boosting Machine.
4. Methodology
One goal of this approach is to create a widely usable forecast instrument that can easily be transferred to other
cities or even other sharing systems. For this reason, all external impacts are neglected. Nevertheless, results from
previous studies are used as support for this work.
A look to Schmo¨ller et al. (2014, [20]) or Mu¨ller et al. (2014, [14]) makes spatial diﬀerences in the booking demand
of FFCS systems visible. A forecast for the whole operating area in Berlin is thus not appropriate. Instead of creating
a complex spatial-temporal predicting model the city is divided in adequate districts. To meet the requirements of a
transferable model a grid that is available for most cities must be chosen. The net of zip code areas works perfect
for that purpose. Berlins FFCS operating area consists of 119 zip code areas. A particular forecast is done for every
one of these districts. A short-time forecast should be used to estimate the number of bookings in the next hours.
Bookings (more precisely: booking starts) are hence aggregated per hour for every zip code area.
Time series prediction generally consists of four stages. In Stage A the time series is identiﬁed regarding trends and
seasonal eﬀects. Stage B uses historical data on which the time series model is based on. The third one is the creation
of the forecast using the particular model. In the last stage D the values of the forecast are validated with historic data
from the same period. By this, one holds the quantity of the error and the quality of the prediction. Fig. 1(a) shows
the process of the stages.
In this study, four diﬀerent historical data sets shall be used to build the model in stage B:
I one year: September 1st 2012 00:00 until August 31st 2013 23:00
II one half year: March 1st 2013 00:00 until August 31st 2013 23:00
III one quarter: March 6th 2013 16:00 until June 6th 2013 15:00
IV one month: May 6th 2013 16:00 until June 6th 2013 15:00
The ends of the last two datasets are chosen to be in the afternoon instead of at the end of the day. In this way, the
diﬀerence in the quality of the forecast for high and low demanded time periods can be compared since most of all
FFCS bookings are done in the late afternoon and the early evening and less during the night. The period of the
forecast always follows directly behind the period of the historical data. An overview about the study design is drawn
in Fig. 1(b).
Next to diﬀerent data sets the applied methods are diﬀerent. The ﬁrst is the ARIMA model, the second is exponential
smoothing, more precisely by the Holt-Winters Filtering (HWF). ARIMA models a time series as a stochastic process
whereas HWF is a typical numeric procedure to simplify a time series.
The study wants to give an advice for the choice of method used for modeling the data and a recommendation for the
period length of the historic training data set that is necessary to gain an appropriate forecast.
5. Theory of the methods
The general analysis of a time series stays always the same and is formulated in Box et al. (2008, [2]). In science
this way of analysis is also known under the name Box-Jenkins approach. There are countless works and discussions
about this procedure; [8] is chosen as a guideline for this paper. It is especially designed for ARIMA modeling but can
also be applied for HWF. According to Box-Jenkins a forecast done with ARIMA includes three steps: the identifying,
estimate and forecast stage. These parts correspond to stage A to C. Stage D is just performed to quantify the error of
the forecasted data.
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Fig. 1. (a) Scheme of the procedure of forecast, (b) Overview of the diﬀerent data sets used for modeling
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Fig. 2. Procedure of Stage A: For every zip code area the time series is decomposed and the spectrum as well as the autocorrelation function are
evaluated.
5.1. Stage A
The identifying stage is nearly the same for ARIMA and HWF. It serves as an orientation and a ﬁrst classiﬁcation
of the time series. Most important information is the trend and the cycle. Thus, the data have to be checked for
general and recurring trends. Several methods are thinkable for this purpose. This works uses the decomposition of
the time series, the spectrum and the autocorrelation function as indicators. All three instruments are performed for
every postal zip code (Fig. 2).
The decomposition is a very intuitive approach by ”splitting” the time series in trend, seasonal and random com-
ponents. The identiﬁcation of the cycle is most easily be done by the spectral analysis. The spectrum of a time
series shows the characteristics of oscillations of diﬀerent wave lengths. Those wave lengths are mostly considered in
their reciprocal form, the frequency. The spectrum of a process (Xt)t∈N with an autocorrelation (acf) function γτ with∑ |γτ| < ∞ is thus formally deﬁned as
f (λ) = γ0 + 2
∞∑
τ=1
γτ cos(2πλτ)
specplot in the package tsutil.r written by Schlittgen (2012, [17]) draws the spectrum with the frequency as
x-axis.
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The autocorrelation function calculates the correlation between data of the current time and τ time steps before. In
case of the present data one time step corresponds one hour. With all these instruments one can observe if the chosen
period for the time series is appropriate or if important harmonics were forgotten.
The further identiﬁcation concerns the model. It shall therefore now be distinguished between the ARIMA and the
HWF modeling.
ARIMA. The idea of Box-Jenkins is to see the time series not primarily as a sum or product of a trend, seasonal
and random component but to consider historical values themselves as inﬂuence for future values. This is the AR
(autoregressive) part of the time series. The white noise appearing in the classic time series model is replaced by the
MA (moving average) part of the time series containing weighted historical random eﬀects. Both the autoregressive
and the moving average part are regarded as stochastic processes.
They can partially model the trend component but sometimes time series include a general non-stationarity. For
this reason it is helpful to consider instead of the original time series represented by the process Xt the diﬀerences
∇dXt = (1 − B)dXt. B is the backward shift operator (BXt = Xt−1, BdXt = Xt−d) so ∇Xt = Xt − Xt−1. The time series
itself is hence the integrated version of the (stationary) time series. The integrated ARMA (ARIMA) model can once
again be extended when one observes a recurring trend. Since there is no seasonal component included in the model
yet regularly deviations between real and ﬁtted data can appear.
To prevent this phenomenon the principle of (integrated) ARMA processes can be transferred to seasonal trends. This
yields to the ARIMAs(p, d, q) × (P,D,Q) model including a seasonal component with s as the period is
Xt =
p∑
n=0
an∇dXt−n + εt +
q∑
n=0
bnεt−n +
P∑
n=0
a˜s·n∇DXt−s·n + εt +
Q∑
n=0
b˜s·nεt−s·n (1)
HWF. The HWF is based on simple exponential smoothing. The fundament of this is the traditional deterministic
model containing a trend component and a stochastic error.
Simple exponential smoothing converts the idea of weighting data according to their currentness: Older data do not
have that inﬂuence to the forecasted data as current ones. Let x = x1, ..., xt, t ∈ N the real data, h > 0 the time interval
the time series shall be forecasted and xˆt,h the forecasted value of x at the time of t + h. Then the simple exponential
smoothing of x for h = 1 is recursively deﬁned (based on Schlittgen and Streitberg (2001), [18], p.44ﬀ.) as
xˆt,1 = βxˆt−1,1 + (1 − β)xt, with 0 < β < 1 (2)
Holt and Winters published in 1957 ([6]) and 1960 ([24]), respectively, an extension of the method of exponential
smoothing that also includes a seasonal eﬀect in the base model. The model is hence based on the following reverse
deﬁnition
xˆN,h = μˆN + hbˆN + ωˆN+h−s with h = 1, . . . , s (3)
5.2. Stage B
In the estimation or diagnostic checking stage of Box-Jenkins diﬀerent parameters are tried. Subsequently, the mod-
els are compared by a goodness-of-ﬁt statistics or other indicators. This stage is completely automatically executed
by auto.arima from the forecast package in R (see [7]). The model with the best ﬁt is chosen by a comparison of
the AIC (Aike’s Information Criterion). Parameters in HWF are also determined automatically. The start parameters
are taken from the decomposition of the decompose function.
5.3. Stage C
The forecast in theory is easy to explain since the predicted values are just calculated by applying formulas 1 and 3
for ARIMA and HWF, respectively, with t + h as time variable. The parameters determined in stage B do not change
anymore; they are based on the knowledge of time t. This means mathematically formulated that equation (1) is
applied for Xt+h|t; equation (3) is already noted in the appropriate form.
The forecast is provided by the R functions forecast.Arima and forecast.HoltWinters (see [12]).
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Fig. 3. Decomposition of zip code area 10115 (Zone A). The observed data (ﬁrst graph) are additionally decomposed by the trend, seasonal and
random component.
5.4. Stage D
This last part of this work is not necessary for every forecast. If the identifying stage works without any problems
and all advices are carried out the quality of the forecast is normally given. But since in this work diﬀerent data sets
are used a comparison of the diﬀerent forecasts is required. The goodness of the prediction is measured by the mean
absolute error between the real and ﬁtted values of the forecasted time period.
6. Performing the forecast
In following, the forecasts are performed for every four data sets of the particular 119 zip code areas. For a better
understanding of the results the structure of this section is equal to the one above.
6.1. Stage A
For the identifying stage data from data set I are considered only since all others are just subsets of it. As expected
every postal zip has a diﬀerent level of bookings but all data include a slight upward trend. The reasons are a growing
business area (and consequently a higher number of users) and an increasing number of available cars. Therefore the
absolute values of bookings were normalized by the ratio of active customers (at least one booking per month) and the
number of available cars (also calculated per month). The decomposition (additive and multiplicative both) with these
normalized data shows in every postal zip an approximately stationary trend in the course of the year. As example of
the graphical output of the decompose function zip code area 10115 in the city center of Berlin applied to data set I is
shown in Fig. 3. The normalized time series is supposed to be stationary, at least from week 20 (February 2013) on.
The break in week 10 is caused by a technical disruption in the system for a couple of hours.
Another result is that the time series has probably a period of s = 168 (168[hours] = 7[days] · 24[hours] = 1[week]).
A closer look to the seasonal trend shows that there are exactly the same characteristics as the real data (Schmo¨ller
(2013, [19]) or Schmo¨ller et al. (2015, [20]): The typical two peaks per weekday and the disproportionate increase of
bookings on Friday and Saturday evenings. The multiplicative decomposition comes to the same result. Nevertheless,
to ensure that there are no unnoticed harmonics the spectral analysis and the autocorrelation function are applied, too.
Especially the spectral analysis proves to be a good way to explore diﬀerences between the particular zip code areas.
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Fig. 4. (a) Spectrum of zip code area 10115 (Zone A); (b) Autocorrelation function of zip code area 10115 (Zone A).
The best way to explain the results of the spectral analysis is to describe the graph in Fig. 4(a) showing the result
for zip code area 10115. The frequency λ is displayed on the horizontal axis while the y-axis shows the intensity of
the spectrum for the diﬀerent frequencies. The y-scale cannot be considered absolutely but only in relation to other
spectra since the height of the amplitude can be changed manually to get a graphically appealing result. To get an
orientation the frequencies for a week (λ = 1/168 ≈ 0.005), a day (λ = 1/24 ≈ 0.042), 12h (λ = 1/12 ≈ 0.083) and
6h (λ = 1/6 ≈ 0.166) are marked with a dotted line.
Interestingly, the spectral analysis demonstrated that postal codes with similar booking numbers also bear resem-
blance to their spectrum. This is not necessarily obvious because aggregated booking numbers can be caused by
temporarily diﬀerent booking behavior. But the analysis shows that a hot spot is highly frequented at any time and not
just during certain hours.
Therefore, the spectral analysis can be regarded as a cluster method. Zip code areas were separated in four clusters as
following.
Zone A highly frequented areas week frq. > 50, daily frq. > 50
Zone B normally frequented areas week frq. > 10, daily frq. > 10
Zone C lowly frequented areas week frq. > 1, daily frq. > 1
Zone D peripheral areas week frq. > 0, daily frq. > 0
• Zone A has an exceptionally high peak at the 24h frequency. And also the weekly harmonic is strongly pro-
nounced.
• Zone B’s spectrum also has its biggest amplitude at the 24h-frequency, a weaker weekly harmonic and almost
no special manifestations at 12h and 6h.
• A typical Zone C has generally a low spectrum density. Here the week frequency has the biggest impact
followed by the 24h and the 12h harmonics.
• The spectral density of Zone D has no typical pattern. All frequencies are scaled very low.
The clusters of zip codes based on the distinction of their spectra correspond approximately with the frequency of
bookings. A graphical comparison is drawn in Fig. 5. An analogous results was found by Froehlich et al. (2009,
[4]). They also distinguished the diﬀerent city areas in ”activity clusters”.
The acf exemplarily shown in Fig. 4(b) clariﬁes the strong daily rhythm in the time series. To change the period
of the time series in R to 24h could hence also be regarded but would neglect the diﬀerences in the use of FFCS on
weekends. One option could be to apply ARIMA for seasonal extensions with a weekly and a daily cycle.
After identifying cycles and other indicators of the time series, the normalized booking data were taken as the data to
be modeled with ARIMA and HWF.
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Fig. 5. ZIP Code Areas in Berlin. The districts are colored according to (a) the clustering by the spectral analysis; (b) the number of bookings
6.2. Stage B
The auto.arima function is a powerful method to optimize the parameters of the ARIMA model. In the beginning,
there were no restrictions made for the model. Especially for the data set I the computation time was enormous and for
some zip code areas the model did not converge or a run time error occurred. The computer used for these analyses
was a ThinkPad with Intel(R) Core(TM) i5-3320M CPU 2.60GHz with 8 GB RAM which needed around 48h for
all 119 time series. In consequence, the model parameters have been partly restricted. The computationally intense
integrated part of the ARIMA model was set for some models to 0. p, q, P and Q are sometimes limited to the value
4. Also the other data sets did not turn out to be modeled easily by ARIMA. The computation time correlated with
the length of the period of the data set. The number of errors, however, remains constant.
A much better performance was achieved with the HWF method. It took just a few seconds to calculate the optimal
parameters. Even the data set with the one year period was not a problem to model.
6.3. Stage C
The computation time stays a problem for the forecasting stage. Models where the search for optimal parameters
failed yield neither to a proper graphical nor statistical output. Nonetheless, most of the forecasts are calculated
correctly. The forecast period is set to 168 hours (1 week).
HWF was performed in the same way and worked much faster and without any occurring errors. The graphs in Fig.
6 illustrate the historical and forecasted booking data according to the HWF model with data set II. The (light) gray
areas around the forecast line mark the 99.9% and the 95% intervals, respectively. This data set in combination with
HWF turns out to be the most precise forecast.
It is visible that even in peripheral districts of the operating area this method leads to good results. Modeling those
time series with ARIMA, however, reveal to big errors. The reason is probably the high rate of hours with no bookings.
6.4. Stage D
The good news when comparing the forecast with the historical data is that the errors do not vary that much
concerning the method. A look to the graphical output has already shown that the gaps between the estimated and
real data are acceptable. A detailed summary of the absolute errors per hours is listed in Table 1. The ﬁrst two rows
show the mean errors of all zip code areas; the cells beneath listed the mean errors for every zone. The data sets
leading to the best results are written italic. The numbers are transferred back to absolute values. The values can thus
be interpreted easily. The best results e.g. for Zone A are generated with HWF and data set III with a mean absolute
error of just 1.94 vehicles per hour.
Forecasts for Zone A clearly deviate more since the number of bookings is much higher and varies more often than
in peripheral areas. Considering just HWF as method a quarter of data is suﬃcient to ﬁnd an appropriate model. All
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Fig. 6. Holt-Winters-Filtering for a representative of every particular zone. Data basis is quarter booking data. From left to right, top to down: (a)
zip code 10115 (Zone A); (b) zip code 10178 (Zone B); (c) zip code 10317 (Zone C); (d) zip code 12165(Zone D).
year (data set I) half year (data set II) quarter (data set III) month (data set IV)
ARIMA 0.96 0.99 0.97 1.03
HWF 0.93 0.93 0.84 0.90
ARIMA A 2.14 2.05 2.06 2.37
B 1.41 1.48 1.49 1.72
C 0.86 0.93 0.83 0.80
D 0.48 0.39 0.48 0.41
HWF A 2.25 2.29 1.94 2.22
B 1.45 1.45 1.31 1.42
C 0.86 0.86 0.77 0.84
D 0.40 0.40 0.27 0.27
Table 1. Mean of absolute errors per hour of the forecast with the particular method and data set for Berlin totally and distinguished by Zone A-D
zones reach better prediction values than with other data sets. If modeling with ARIMA data from a half year or a
quarter should be used.
7. Conclusion
Comparing the two forecast methods the Holt-Winter Filtering proves to be the one with distinct less computation
time and better results. ARIMA shows errors especially for short time data sets used for modeling. The prediction
errors of both models are acceptable, ARIMA can maybe be extended by a second seasonal part that includes the 24h
cycle. The best working period of a training data set was three months (with HWF). This seems to be a advisable
choice for the time interval of historic data the model is based on.
It is pleasant to see that the prediction does not seem to disperse signiﬁcantly with longer prediction period. That
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means that the data sets are appropriate for short-time forecasts and the model does not need to be calibrated in prac-
tice very often.
In the identiﬁcation stage the spectral analysis turned out to be a cluster method as well. The activity clusters cor-
respond to the spatial booking clusters of a city. One can conclude that in combination with previous studies that
districts with a high frequency of bookings are highly demanded areas for all the time and not just for a certain period
of the year, week or day.
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