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A bstract
The purpose of this study was to compare two common methods for image sampling in 
digital image processing: hexagonal sampling and rectangular sampling. The two methods 
differ primarily in the arrangement of the sample points on the image focal plane. In 
order to  quantitatively compare the two sampling methods, a mathematical model of an 
idealized digital imaging system was used to develop a set of mean-squared-error fidelity loss 
metrics. The noiseless continuous/discrete/continuous end-to-end digital imaging system 
model consisted of four independent components: an input scene, an image formation point 
spread function, a sampling function, and a reconstruction function. The metrics measured 
the amount of fidelity lost by an image due to image formation, sampling and reconstruction, 
and the combined loss for the entire system.
End-To-End Analysis of Hexagonal vs. Rectangular Sampling in Digital Imaging Systems
C hapter 1 
Introduction
An often overlooked area in the end-to-end analysis of digital imaging systems is the sam­
pling of the continuous scene into discrete units of information, and the subsequent recon­
struction of this discrete information into the continuous output image. Many researchers 
have studied the sampling operation in isolation or in conjunction with an ideal recon­
struction function, but relatively little effort has been spent to analyze these operations in 
the context of the complete, end-to-end imaging system. Regular hexagonal sampling is 
considered to be the optimal sampling geometry, and is optimal, under specific conditions. 
Rectangular sampling is the de-facto standard for virtually all hardware devices and soft­
ware tools developed. If hexagonal sampling is the superior sampling geometry, then why is 
rectangular sampling the de-facto standard? Is hexagonal sampling still the optimal sam­
pling geometry for conditions outside those reported? If the answers to these and similar 
questions are to have any applicability to real world imaging systems, then the comparison 
of the sampling geometries must be made in the context of an end-to-end digital imaging 
system.
To facilitate the comparison of rectangular sampling to hexagonal sampling, this dis­
sertation provides a  common mathematical framework for analyzing image fidelity losses in 
sampled imaging systems. The fidelity losses considered are due to blurring during image 
formation, aliasing due to undersampling, and imperfect reconstruction. The analysis of 
the individual and combined effects of these losses is based upon an idealized, noiseless, 
continuous/discrete/continuous end-to-end digital imaging system model consisting of four 
independent system components: an input scene, an image gathering point spread function, 
a generalized sampling function, and an image reconstruction function. The generalized 
sampling function encompasses both rectangular and hexagonal sampling lattices. Quan­
tification of the image fidelity losses is accomplished via the mean-squared-error (MSE) 
metrics: imaging fidelity loss, sampling and reconstruction fidelity loss, and end-to-end 
fidelity loss. Shift-variant sampling effects are accounted for with an expected value analy­
sis. This mathematical framework is used as the basis for a series of simulations comparing
2
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a rectangular (square) sampling grid to a hexagonal sampling grid for a  variety of image 
formation and image reconstruction conditions.
The fidelity loss metrics developed provide invaluable insight into the tradeoffs, including 
sampling grid geometry and reconstruction operation, encountered in the design of a digital 
imaging system. The experimental results clearly demonstrate the intimate relationship 
among the various system components in general, and the sampling and reconstruction 
operations in particular. Specifically, if any advantages from the use of a particular sampling 
grid are to be realized, then the reconstruction component must be designed specifically for 
that sampling grid.
1.1 Background
In 1949 Shannon presented landmark papers, Communication in the Presence o f Noise
[1], and The Mathematical Theory of Communication [2], which provided a basis for many 
subsequent developments in digital signal and image processing. Of particular importance 
to this thesis was the presentation of what is now often considered Shannon’s Sampling 
Theorem, which states [2],
I f  a function of time f ( t )  is limited to the band from  0 to W  cycles per second 
it is completely determined by giving its ordinates at a series o f discrete points 
spaced seconds apart in the manner indicated by the following result.
Theorem: Let f ( t )  contain no frequencies over W .
Then
where
Building upon the ideas in [1] and [2], Petersen and Middleton [3] extended Shannon’s 
one dimensional sampling theorem to include multidimensional spaces having generalized 
periodic sampling geometries. Petersen and Middleton’s N-dimensional sampling theorem 
states:
A function / (x )  whose Fourier transform F(co) vanishes over all but a finite 
portion of wave-number space can be everywhere reproduced from its sample 
values taken over a lattice of points
{ / iv i  +  ^2V2 + ----- (- /jvv jv}  ththj  " ' J n  = 0 ,± 1 ,  ± 2 ,  • • •,
provided that the vectors {vj} are small enough to ensure non-overlapping of the 
spectrum F(co) with its images on a periodic lattice defined by the vectors {u*} , 
with Vj • ujt = 2tt6jk.
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Central to both the one-dimensional sampling theorem [1,2] and the JV-dimensional 
sampling theorem [3] is the existence of a reconstruction function that will exactly repro­
duce a sufficiently sampled function from its sampled values. For a function to be exactly 
reconstructed from its sampled values, the function must have a Fourier transform which 
is zero outside a  specific base band-region in Fourier space. The reconstruction function 
tha t will exactly reproduce such a function from its sampled values is characterized by 
having a Fourier transform with a constant non-zero value over the base band-region of 
the sampled function, and a value of zero wherever the periodically replicated band-regions 
of the sampled function are non-zero [3]. For one-dimensional sampling the most common 
reconstruction function is the rectangular pulse function covering the baseband of the sam­
pled function. The Fourier transform of the rectangular pulse is the sinc() function, where 
sinc(x) =  sin(7rx)/7rx, which is the reconstruction function described by Shannon [1].
1.2 H exagonal Sam pling
An interesting observation made by Petersen and Middleton and supported by subsequent 
researchers [4-9] is that in two-dimensional space rectangular sampling is not the optimal 
sampling geometry, and has several drawbacks including spatial resolution that varies with 
direction [4]. The sampling geometry that was cited by these researchers as being optimal 
was a regular hexagonal pattern.
Hexagonal sampling is the optimal sampling scheme for signals which are band- 
limited over a circular region of the Fourier plane, in the sense that exact recon­
struction o f the waveform requires a lower sampling density than with alternative 
schemes. For such signals hexagonal sampling requires 13.4 percent fewer sam- 
ptes than rectangular sampling. [6]
Sampling density for a given sampling geometry is proportional to the area in the Fourier 
domain of the parallelepiped formed by the centers of four adjacent replicated band-regions
[3,6] as shown by the shaded regions in figures 1.1(a) and 1.1(b).
The figure of 13.4 percent comes from a Fourier domain bin-packing argument; the most 
efficient packing of equal sized circles (circular band-regions) on a plane is a regular hexag­
onal arrangement (six circles surrounding and equidistant from a central circle), and the 
area of the parallelepiped for a  regular hexagonal grid is 13.4 percent less than the area of 
the parallelepiped for the rectangular grid. A more recent investigation into imaging system 
design by Fales et al. [10,11] suggests that in terms of information density the hexagonal 
sampling lattice provides approximately 5 percent improvement over the rectangular sam­
pling lattice. The two figures (5% and 13.4%) are not directly comparable since they result 
from different comparison metrics, and are based on different assumptions. In particular, 
Fales et al. [10] based their work on a constant sampling density and photo-sensor aperture
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(a) Rectangular Sampling (b) Hexagonal Sampling
Figure 1.1: Fourier Domain Representation of Sampling Grids
size instead of assuming a  sufficiently sampled, circularly band-limited signal. While not 
directly comparable, both studies tend to indicate tha t hexagonal sampling has an advan­
tage over rectangular sampling in the ability to accurately sample and reconstruct the input 
scenes specified.
In the areas of computer vision, symbolic image description, and related fields, a  fun­
damental problem is determining the geometrical relationship or connectivity of pixels rep­
resenting regions considered to be of the same type or class. The main difficulty with 
rectangular sampling is the ambiguity in defining what constitutes a nearest neighbor [12], 
a problem not encountered with hexagonal sampling [13-16]. Methods for extracting and 
manipulating these topological properties on a hexagonal grid for binary images have been 
developed [17,18] based on work by Golay [19], One goal that i6 often associated with 
computer vision is the emulation of the human visual process, which is based on a natural 
image acquisition device (e.g. the human eye) with a  sensor array that closely approximates 
a hexagonal tessellation [20,21].
1.3 R ectangular Sam pling
Traditionally rectangular sampling has been the method of choice for virtually all signal 
and image processing applications. By far, most of the hardware devices and software tools
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developed for image processing are based on this scheme. The algorithms used for processing 
rectangularly sampled images are, in most cases, a straightforward generalization from the 
one-dimensional case. The resulting expressions can be easily understood and implemented 
in software. Many text books concerning digital image processing [22-24] do not even 
consider alternate sampling schemes and simply assume the use of rectangular sampling. 
The few text books that do mention hexagonal sampling [13,14] briefly discuss it in the 
context of computer vision and image understanding, not in the context of traditional image 
processing.
The proponents of a rectangular sampling geometry cite the mathematical convenience 
of rectangular sampling models and the mechanical simplicity of imaging systems based on a 
rectangular photo-detector grid. These advantages are significant, but if for a fixed number 
of photo-detectors a hexagonal sampling geometry can deliver higher quality images, then 
for some applications mathematical inconvenience and mechanical complexity may be less 
important than the improved quality. To facilitate this kind of trade-off study, quantitative 
measurements of image fidelity are needed to reasonably compare sampling geometries.
1.4 Com parisons
In order to quantitatively compare rectangular and hexagonal sampling, a set of metrics 
is needed that can be applied directly to both sampling geometries. In 1982 Park and 
Schowengerdt [25] introduced a mean-squared-error (MSE) methodology for analyzing the 
loss of imaging fidelity for a one-dimensional digital imaging system. This methodology 
explicitly measured the loss of fidelity due to the image formation operation and the loss 
of fidelity due to the sampling and reconstruction operations. It also accounted for the 
shift-variant sampling effects encountered when the scene contains features that are finer 
than the the sampling grid inter-sample distance (i.e. sampling is shift-variant at the sub­
pixel level). Subsequent efforts extended the image formation fidelity loss and sampling and 
reconstruction fidelity loss metrics to a normalized rectangularly sampled two dimensional 
digital imaging system [26,27], and introduced an additional metric for end-to-end fidelity 
loss [28-30]. These fidelity loss metrics were extended to account for both hexagonal and 
rectangular sampling grids [31,32], based on the work by Mersereau [5,7] and Ulichney [33] 
concerning generalized sampling grids. These extended fidelity loss metrics were used as 
the basis for simulations comparing rectangular sampling grids to hexagonal sampling grids 
under a variety of conditions.
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1.5 C hapter D escription
C h a p te r  2 Imaging System Model. Chapter 2 describes the end-to-end system model 
used for the development of the fidelity loss metrics and subsequent experimenta­
tion. This continuous/discrete/continuous end-to-end digital imaging system model 
is based on the model developed and used by Park et.al. The system is characterized 
by four independent components referenced to a common orthogonal 2-dimensional 
spatial coordinate system. The use of this model-based approach facilitates the di­
rect comparison of hexagonal and rectangular sampling, and provides a  simulation 
environment tha t can be accurately and precisely controlled.
C h a p te r  3 Fidelity Loss Metrics. Chapter 3 develops a mathematical framework for ana­
lyzing image fidelity losses in hexagonally and rectangularly sampled digital imaging 
systems. Quantification of the image fidelity losses is accomplished via three mean- 
squared-error (MSE) metrics: imaging fidelity loss, sampling and reconstruction fi­
delity loss, and end-to-end fidelity loss. Sub-pixel, shift-variant sampling effects are 
accounted for with a sample-scene phase expected value analysis.
C h a p te r  4 Experimental Results — Synthetic Scenes. In chapter 4 synthetic scenes are 
used for an in-depth investigation into the mechanisms contributing to imaging system 
fidelity losses by providing strict control over the frequency content of the scene. The 
parameters investigated include type of scene, band-limit of the scene, optical transfer 
function shape, and reconstruction function type and shape. The fidelity loss metrics 
described in chapter 3 are used to provide quantitative comparisons as a  function of 
synthetic scene frequency content.
C h a p te r  5 Experimental Results — Digital Scenes. The results obtained in chapter 4 
provide significant insight into the mechanisms of fidelity loss in a digital imaging 
system, but provide little information concerning the (spatial) visual appearance of 
various fidelity losses as perceived by a human observer. The results presented in 
chapter 5 provide insight into how the various fidelity loss mechanisms affect the 
spatial structure of digital images. Quantitative results for the digital scenes were 
obtained using the metrics described in chapter 3 and used in chapter 4. Digital 
images with various levels and types of fidelity loss are given to provide qualitative 
comparisons.
C h a p te r  6 Summary and Conclusions. Chapter 6 summarizes the results presented in 
chapters 4 and 5 and presents the conclusions drawn from these results. In particular, 
while hexagonal sampling proved to be marginally superior to rectangular sampling 
for the majority of conditions investigated, the advantages of a particular sampling 
grid can easily be negated by improper design of the other system components.
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C hapter 2
T he Im aging System  M odel
Of fundamental importance to scientific research is the development of a mathematical 
model describing the process or system under investigation. The model provides the basis for 
a simulation environment that can be accurately and precisely controlled by the investigator, 
and provides the flexibility necessary to investigate a  broad range of conditions. A concise 
description of the model facilitates the validation of experimental results and extension 
of those results by others. The continuous/discrete/continuous end-to-end digital imaging 
system model used for this dissertation is based on the model presented by Park [1-4] and 
used by Park et. al. [5-9], as illustrated in figure 2.1. The following description of the 
imaging system model was previously presented by the author in [6], but in lesser detail. 
This chapter provides a  more in-depth description of the imaging system model than was 
presented in [6].
h(x) ¥(x) r(x)
g(x)
s(x) s’(x)
Continuous Discrete Continuous
Figure 2.1: Typical Digital Image Processing System
The system is characterized by four independent system components: an input scene 
s(x), an image formation point spread function /i(x), a  sampling function ’P(x), and a 
reconstruction function r(x). All four components are referenced to a  common orthogonal 
2-dimensional spatial coordinate system represented in vector notation by the 2-dimensional 
real column vector x. For clarity two other components are included, the pre-sampling image
11
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g{x) and the reconstructed image s'(x). The pre-sampling image is defined as
S(x) = s(x) * h(x) (2.1)
where * is the convolution operation. The relation between the input scene s and the 
reconstructed image s' is given by
s '(x ) =  [ [s(x) * h{x)] $ (x)] * r(x )  (2.2)
The model-based approach in this research facilitates the direct comparison of hexagonal 
sampling to rectangular sampling by allowing easy interchanging of the sampling functions 
and analytical determination of the fidelity loss for the various operations.
2.1 Scene
An end-to-end model of a digital imaging system starts with a simulated scene, a m ath­
ematical description of the input to the simulation. The properties of a  simulated scene 
should correspond as closely as possible to those of a real scene. A real scene is continuous 
and can contain details that are too small to be resolved by the digital imaging system. 
Both image formation and sampling can obscure the sub-pixel details of a scene, but in 
fundamentally different ways. The accuracy of the simulation depends in part upon the 
ability of the simulated scene to provide details that are of sub-pixel dimensions [3,8-10], 
The model of a scene used for this dissertation is predicated on the property that a 
continuous 2-D periodic function with periods N\ and N 2 can be exactly represented by the 
infinite 2-D Fourier series [3,8,11,12].
00 OO y /  v \
s(xu x2) = £  X  C[vt,V2]exp (i2ir + ^ ) )  (2-3)
v i = —00 V2= —00 '  ^  1 2 /  /
where
c[t/i ’U2] = n j t 2 sixuX2) exp (r i2* (~ a t+ !r r ) ) dxi dX2 (2,4)
Or in terms of the integer column vector u  and the real column vector x ,
s(x) = C[v] exp (i27Ti/t N -1 x^ (2.5)
v
where
00 00
£ 3 £ £
V  | / i= - o o  V2= —00
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x =
u =
N  =
Xi 
X 2
V\ 
v2
N x 0 
0 N 2
and
CM = Td^N i / N 3<x)e,tp dx (2.6)
In theory the requirement of periodicity limits the usefulness of the Fourier series in 
representing natural scenes, which are aperiodic. In practice, however, it is useful to assume 
that the scene is continuous over a finite region and that this finite region is periodically 
replicated in both the i i  and x2 directions to completely tessellate the ( x i ,x 2) plane [12].
A simulated scene based on an infinite Fourier series can include details smaller than 
the resolution of any given sampling grid because the infinite series can possess infinitely 
high frequencies. In reality, implementation of a simulated scene necessitates using a fi­
nite Fourier series instead of an infinite Fourier series; this imposes a band limit on the 
frequencies present.
For the purposes of this dissertation we will be considering a band-limited simulated 
scene. To be precise, a scene (or function) s(x) is considered band-limited with band-region 
K  iff
where
K
£  =
v
a i
2
At
2
E E
(2.7)
(2.8)
K\Vl=—t
and A”i, I i2 are positive integers. Equation 2.7 indicates that the band-limited scene s(x) 
has no energy at frequencies outside the band-region K. For the case of the rectangularly 
band-limited scene shown in figure 2.2 C[vx,i'2] = 0 for v\ > \ ^ \  or v2 > |^*-|. The 
band-region in figure 2.2 is depicted as rectangular for simplicity. In reality the actual 
band-region of the scene can be virtually any shape and generally depends upon the nature 
of the scene.
The simulated scene can be derived from an actual scene as captured by a  digital image 
acquisition device (a digital scene), or it can be syntheticly generated/tailored for a specific 
application (a synthetic scene) [3,8,9]. These two types of scenes are complimentary; the 
synthetic scene provides direct control over scene statistics but little control over spatial 
structure; the digital scene provides control over spatial structure but little direct control
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Figure 2.2: Rectangular Band-region
over scene statistics. The digital scene is represented by samples in the spatial domain, and 
the synthetic scene is represented by Fourier coefficients in the frequency domain.
2.1.1 Synthetic Scenes
A synthetic scene is constructed in the frequency domain by specifying the phase (<f>[v]) and 
amplitude (pM ) values of the phase-amplitude form of a finite 2-D Fourier series, i.e.
N
cos ((2wt/<N - 1x) -  </>[*]) . (2.9)
v
In this case the band-region of the scene, as represented by K  in equation 2.7, is the same as 
the periodically replicated region represented by N . Specification of the amplitude provides 
direct control over important scene statistics such as mean and autocorrelation (power 
spectrum in the frequency domain). Using random phase enables the creation of an entire 
family of scenes having similar statistical characteristics [3,8]. The simulated scene given 
by equation 2.7 can be derived from equation 2.9 as follows:
s(x ) =  X] pM cos ((27r*/*N"1x ) -  $*']) 
v
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N
— Y ,  A[u\ cos +  B[v] sin ^2xi/(N “ 1x)
u
where:
Recalling that
A[v] = p[i/] cos ($*<]) 
B[v] =  p[v] sin (^[t']).
cos(«) =  ? S t « L + S 3 > ^  
2
exp(i0) — exp(—id)
sin(0) = 2 i
and defining
produces the complex form of the Fourier series, i.e.
N
(2.10)
s (x ) = Y  C M  (cos f2xi/fN  ax) + ts in  (2jm/‘N  *x)) 
v  
N
= Y  exP (t2xt't N -1 xJ . (2-11)
The simulated scene is now defined in terms of the complex Fourier series coefficients 
C[i/], obtained from syntheticly generated data. The value of any point in the scene s(x) 
can now be determined baaed on equation 2.11 and C[v\.
2.1.2 D igital Scenes
Digital scenes are images that have been previously captured by a digital image acquisition 
device (camera). The acquisition operation imposes both spatial and spectral limits requir­
ing the digital scene to be both space-limited and band-limited. The acquisition device has 
a finite field of view, imposing spatial limits; and has a finite number of sampling points, 
imposing spectral limits. The optics associated with the acquisition operation act as a 
low-pass filter, imposing additional spectral limits. The relationship between the spectral 
limits imposed by the sampling grid (number of sampling points) and the limits imposed 
by the optics determines if aliasing artifacts can be present in the captured image. When 
a digital image is used as a digital scene, any aliasing artifacts are considered part of the 
scene. A digital scene is not continuous; it is defined only at discrete points. According to
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the sampling theorem [11-14], a rectangularly band-limited scene s(x) with band-region K 
and sampling interval Axj not exceeding and sampling interval A x 2 not exceeding 
can be completely reconstructed from its sampled data s(V n) via
s(x) = ^ 2  s(Vn)sinc (2K(x — V n)) (2.12)
n
where
A x i  0
0 A®2
and sine (■) is the two dimensional ideal interpolation function. s(x) is also spatially limited 
to a region in the (1 1 ,1 2 ) plane containing N \ samples in the xi direction and N 2 samples 
in the x2 direction. As with the synthetic scene, we assume N  =  K . For notational conve­
nience, the sampled data s(V n) will be written as s[n]. Normalizing the sampling interval 
(i.e. Axi = 1 and A x2 = 1) equation 2.12 becomes
N
s(x) = ^ 2  s[n]sinc(N(x -  n ) ) . (2.13)
n
The simulated scene s(x) is now defined in terms of the sampled data s[n]. The value 
of s(x) at any point in the scene can now be determined based on equation 2.13.
2.1 .3  Com parison o f Synthetic and D igital Scenes
Two methods have been described to generate a simulated scene: in the frequency domain 
as a synthetic scene, and in the spatial domain as a digital scene. The synthetic scene 
gives a great deal of control over the statistics of the scene, but provides little control 
over the spatial structure of the scene. The digital scene on the other hand provides a 
great deal of control over the spatial structure of the scene, but little direct control over 
the scene statistics. In this sense, the two development methods compliment one another, 
each providing experimental control unavailable or extremely limited with the other. The 
synthetic scene is a frequency domain representation using complex data, and the digital 
scene is a spatial domain representation using real data. Although the development of 
each type of simulated scene occurs in a different domain, it is straightforward converting
between the two through the use of the discrete Fourier transform.
The frequency domain representation of the digital scene can be obtained by determining 
the Fourier series coefficients of the scene, i.e.
C H  =  Jd S N i L  S(X) eXP <**• (2.14)
CHAPTER 2. THE IMAGING SYSTEM  MODEL 17
As shown in equation 2.13 the continuous simulated scene s(x) is defined in terms of 
the set of discrete values s[n]. Combining this with equation 2.14 produces
= [detN l ^  GXP (-* 2,r,ytN~lx ) > (2-15)
which is the discrete Fourier transform of the digital scene s[n].
From this development we find that the Fourier series coefficients of the digital scene 
can be obtained by taking the DFT of the sampled data. Similarly the sampled data can 
be recovered by taking the inverse DFT of the coefficient array. The simulated scene can 
be determined from the Fourier series coefficients using equation 2.11 or from the sampled 
image data using equation 2.13.
Up to this point we have considered two types of simulated scenes, the synthetic scene 
represented in the frequency domain, and the digital scene represented in the spatial domain. 
We have demonstrated procedures for converting the scenes from one domain to the other. 
From this point forward, no distinction will be made between the two type of scenes and 
we will consider a generic simulated scene that can be represented in either the frequency 
or spatial domain. The type of scene used (synthetic or digital) depends upon the desired 
end usage. If subjective visual comparisons of the reconstructed images is desired, then it 
is better to use a digital scene. If careful control of the frequency content of the scene is 
desired, then the synthetic scene should be used. The particular representation used for the 
scene is not critical to the simulation and more a matter of personal choice.
For the purposes of this simulation we will standardize on the frequency domain rep­
resentation for the following reason: (i) The first stage of the simulation (optics) requires 
application of a point spread function (PSF) to the scene, a convolution operation in the 
spatial domain or a multiplication operation in the frequency domain, (ii) Sampling re­
quires convolution in the frequency domain, or multiplication in the spatial domain. As 
some of the sampled points will not lie precisely on the discrete points of the spatial scene, 
interpolation with a sine function would be required.
2.2 Im age Form ation
Image formation in a typical digital imaging system performs a non-isomorphic mapping 
of a finite area of the scene onto a finite image at the focal plane (sampling array) of the 
imaging device. The mapping is non-isomorphic in the sense that the virtual image is a 
spatially filtered proper subset of the actual scene. The degree of spatial filtering or blurring 
is modeled by a composite image formation point spread function (PSF), or equivalently 
by a composite image formation optical transfer function (OTF). The OTF is the Fourier 
transform of the PSF. This composite PSF consists of a lens PSF and a sensor PSF. The 
lens PSF describes the degree to which light received from a point source is spread across
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the focal plane of the imaging device by the system optics. Even a perfectly focused lens 
produces some amount of filtering due to its physical characteristics [15,16]. The lens PSF 
is generally modeled as a small radially symmetric spot, decreasing in value from the center 
out. The corresponding OTF for many common image formation subsystems is accurately 
modeled as the radially symmetric function
h,(u i , « 2 ) = exp j  (2.16)
where a  is the radial distance from the origin in the frequency domain a t which the OTF is 
exp(—1) and (3 is a shape parameter [8,15]. A frequently used value is /? =  2, in which case 
equation 2.16 becomes the bell or Gaussian-spot function shown in figure 2.3, with a  =  0.25. 
Note that h/(uq,w 2 ) is a continuous function and the quantities uq and aq are real valued 
frequency domain coordinates, which are related to the integer vector indices iq and iq via 
wi =  i 'lfN \  and uq = It should be noted that the PSFs shown in figure 2.3(a) and
throughout this dissertation are plotted on a normalized (a q ,^ )  scene coordinate system, 
i.e. —N \f2 < x-i < N \/2  and —N 2 / 2  < X2 < N2 / 2
(a) Spatial Domain (PSF) (b) Frequency Domain (OTF)
Figure 2.3: Example Optical Transfer Function
In the next section sampling is modeled as measuring the light intensity of the con­
tinuous formed image at uniformly spaced, infinitesimally small, discrete locations. These
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sampled values are more accurately modeled as being obtained by integration over a  non- 
infinitesimal area surrounding the sample point [8]. The integration is performed by the 
sensor response function (sensor PSF) hs(x); the corresponding sensor OTF is h#(w). An 
example rectangular sensor OTF is shown in figure 2.4 and an example hexagonal sensor 
OTF is shown in figure 2.5.
(a) Spatial Domain (PSF) (b) Frequency Domain (OTF)
Figure 2.4: Sensor OTF for Rectangular Sensor Shape
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(a) Spatial Domain (PSF) (b) Frequency Domain (OTF)
Figure 2.5: Sensor OTF for Hexagonal Sensor Shape
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The composite image formation PSF h(x), shown in figures 2.6 and 2.7, is obtained by 
convolving the lens PSF h/(x) with the sensor PSF ha(x), i.e.
h(x) = h[(x) * ha(x). (2.17)
Equivalently the composite image formation OTF is obtained via frequency domain multi­
plication of the component OTFs, i.e.
h(u) = hi(co) ha(u>). (2.18)
3 o>
(a) Spatial Domain (PSF) (b) Frequency Domain (OTF)
Figure 2.6: Composite OTF for Rectangular Sensor Shape
The image formation operation is simulated by the spatial domain convolution of the 
scene s(x) and the composite image formation PSF k(x) to produce the formed image ff(x),
i.e.
g(x) = h(x) * s(x) = [  h(x  -  x ') s(x ') (2.19)
Jx'
or by multiplication in the frequency domain
g(u)  =  h(w)s(w). (2.20)
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(a) Spatial Domain (PSF) (b) Frequency Domain (O TF)
Figure 2.7: Composite OTF for Hexagonal Sensor Shape
2.3 Sam pling
Traditional rectangular sampling in the spatial domain, with sampling intervals Axj and 
Ax2, is accomplished by multiplication of the continuous, formed scene g(x  1 , 0 :2 ) by the 
shah or comb function II(xi,X 2 ), i-e.
OO OO
£f(ii,a:2 )II[(x1,X2 ) = g (x \,x 2) ^  “  n iA x i,x 2 -  n2Ax2) (2.21)
n i = — OO T l 2 = — OO
where:
= <7(niAxi, 712Ax2).
H T ( x i ,x 2 ) =  X] -  n iA x i,x 2 -  n2Ax2)
ri| 00 r i2 = —00
(2.22)
(2.23)
and tf(x i,x2) is the two dimensional (Cartesian) Dirac delta function. In two dimensions, 
the shah function forms a  lattice of points spread at uniform intervals over the plane to be 
sampled. Rectangular sampling is based on the rectangular sampling lattice shown in figure 
2.8(a).
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For complete reconstruction of the scene the magnitudes of the sampling intervals 
A x \ ,A x 2 are determined by the band-region of the scene (shown in figure 2.2) and the 
periods of the scene, i.e.
iViA ii <
K i
or since we assume K  =  N
^  N 2 A*2 — j rA 2
Axi < 1
A*2 < 1.
2 .3 .1  A rbitrary Sam pling G eom etries
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(b) Hexagonal
Figure 2.8: Sampling Lattice
As shown in figure 2.8 the location of doubly periodic sampling points in the (* 1 , 0 :2 ) plane 
can be described in terms of two linearly independent vectors Vi =  (t>ii,V2 i)r  and V2  = 
(v i2 ,v 22 )T [11,17], i.e.
* 1  — Unnl +  v12n2 
*2 =  v21n l +  V22n 2
or in vector notation
x = Vn (2.24)
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where:
x  =
n  =
Xi
X 2
nl
n2
V  = [v i|v 2] = «U Ul2 V21 V22
The 2-dimensional sampling function \&(x) (a generalization of the 2-dimensional rect­
angular shah function) is defined as
®(*) =  X ) 6(x  ~ V n ) (2.25)
where the summation is over the sampling grid specified by the 2-dimensional integer column 
vector n, and S(x) is the 2-dimensional Dirac delta function.
The geometry of the sampling grid is determined by v j  and v 2 as shown in figure 
2.8(a) for rectangular sampling and 2.8(b) for hexagonal sampling. The matrix V  acts as 
a  transformation matrix for converting from the normalized sampling coordinate system 
with integer coordinates n to the reference orthogonal coordinate system x. Because of this 
normalization, the sampling points are a unit distance apart in the sampling coordinate 
system. The rectangular sampling function described in equation 2.23 and shown in figure 
2.8(a) is a special case of 'P(x) corresponding to
V  = A xi 0 0 Ax2 (2.26)
Similarly, the hexagonal sampling function shown in figure 2.8(b) corresponds to
V  = A ii  A ij
—A x 2 A x2
(2.27)
The sampling function ®(x) is used by Ulichney [17] in his analysis of half-toning al­
gorithms and corresponds to the 2-dimensional version of the general multidimensional 
sampling function presented by previous researchers [11,18-20]. An important property of 
the $  function is that its Fourier transform is a scaled version of itself [11,17], i.e.
(2.28)
where, again, w is a real 2-dimensional column vector describing the frequency domain 
reference coordinate system (analogous to the spatial domain reference coordinate system
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(a) Rectangular (b) Hexagonal
Figure 2.9: Periodic Baseband Replication
described by x), U is the frequency domain baseband replication (periodicity) matrix corre­
sponding to the spatial domain sampling matrix V , i.e. U =  (V r )-1 , k is a 2-dimensional 
integer column vector, and 2 k  represents summation over the reciprocal frequency domain 
grid defined by U, where
U =  [u i|u 2] = un
«21
«12
U22
(2.29)
This Fourier transform result is central in the following development of fidelity loss metrics.
The frequency domain baseband replication matrix U corresponding to the rectangular 
spatial sampling grid defined by equation 2.26 and shown in figure 2.8(a) is
U  = 0
1
Axi
0 - 1Axj
(2.30)
which is shown in figure 2.9(a). Similarly figure 2.9(b) shows the frequency domain baseband 
replication matrix for the hexagonal spatial sampling grid defined by equation 2.27, and 
shown in figure 2.8(b), where
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Equation 2.28 shows the correspondence between the spatial domain sampling function 
and the frequency domain sampling function. Just as the matrix V  determines the locations 
of the sampling points in the spatial domain, the matrix U  determines the locations of the 
periodically replicated band-regions in the frequency domain. The relationship between 
the band-region of the formed image (the scene filtered by the image formation OTF) and 
the sampling density defined by V , or equivalently the sampling passband defined by U, 
determines if aliasing can occur. If the sampling density is greater than necessary for a 
given formed image band-region, as shown in figure 2.10(a), no aliasing will occur but some 
of the capabilities of the sampling density are wasted. This is called oversampling. If the 
sampling density is not gTeat enough for the band-region, called undersampling and shown 
in figure 2.10(b), aliasing will occur. The degree of aliasing possible depends on the amount 
of overlap between adjacent band-regions. If the sampling density is just enough for the 
given band-region, as shown in figure 2.10(c), then no aliasing will occur. Sampling a t this 
minimum sampling density is called sufficient sampling. In order to completely reconstruct 
an image from its sampled values, the image has to have been either over or sufficiently 
sampled. The point where two adjacent band-regions meet (halfway between the centers of 
the two band-regions) is often call the Nyquist limit or the Nyquist region.
2.4 R econstruction
The reconstruction operation is the inverse of the image acquisition (optics and sampling) 
process in the sense that the sampled image g[n] is mapped from the discrete sampling coor­
dinate space n  to the continuous scene coordinate space via x  — V n  and the resulting image 
is filtered by the reconstruction function r(*) as shown in equation 2.32. The reconstruction 
operation is accomplished via convolution in the spatial domain, i.e.
N
5'(x ) =  S  r (x  “  V nM nl (2.32)
U
or multiplication in the frequency domain
#[v\ =  f ^ N - 1) ^ ] ,  (2.33)
producing the reconstructed image s'(x) or the Fourier series representation of the recon­
structed image The reconstruction function r(-) can take many forms and is applicable 
to various (related) fields of study. Typically in a  digital imaging system, the reconstruction 
operation is handled by the display device or the hard-copy output device, often referred 
to as the display reconstruction function. In other fields the reconstruction function is used 
to  create a continuous function from its sampled data by interpolation. A reconstruction 
function that exactly recreates a sufficiently sampled continuous function from its sampled 
values is considered an ideal reconstruction function. Using a reconstruction or interpolation
CHAPTER 2. THE IMAGING SYSTEM  MODEL 27
functions tha t approximate the ideal reconstruction function, i.e. the infinite sine (•) func­
tion, but which is finite in extent [21-25]. For the purposes of this dissertation two types 
of reconstruction functions are studied, the ideal reconstruction function and the display 
reconstruction function.
2.4.1 Ideal R econstruction Function
An ideal reconstruction function exactly reproduces a band-limited, sufficiently sampled 
function from its sampled values. Petersen and Middleton [18] characterized the family of 
ideal reconstruction functions as those having a Fourier transform with a constant non-zero 
value over the base band-region of the sampled function, and with a value of zero wherever 
the periodically replicated band-regions of the sampled function are non-zero. For this 
dissertation, the ideal reconstruction functions for both the hexagonal and the rectangular 
sampling grids were defined in the frequency domain as having a constant, non-zero value 
over the sampling passband, and having a value of zero elsewhere. For the rectangular 
sampling grid the sampling passband was a square region as shown in figure 2.11. For the 
hexagonal sampling grid the sampling passband was a regular hexagon as shown in figure 
2 .12 .
2.4 .2  D isp lay R econstruction Function
In an actual digital imaging system, reconstruction of a digital image is accomplished by the 
display device, often a Cathode Ray Tube (CRT). Unfortunately the display device cannot 
accurately realize the ideal reconstruction function (which, in the spatial domain is a two- 
dimensional form of the sinc(*) function) due to the infinite extent of the sine (■) function 
and the negative values present in the sine (•) function [15]. A frequently used model for a 
CRT display device proposed by Schade [26], and used in simulations similar to this [8,9], 
is the sum of two Gaussian-spot functions consisting of a strongly peaked central portion 
tha t represents the electron beam striking the phosphor, and a broad flare surrounding the 
central portion representing “the finite thickness of the phosphor and the optical reflections 
of the faceplate surfaces” [26], i.e.
i (  \ / u \ + w2f (wx, v j 2 )  = A  exp | -  ( ^ ----- +  D2 exp (2.34)
with D\ = 0.76, « i = 0.4301484, £ > 2  =  0.24, and a2 =  0.0323814. An example display 
transfer function is show in figure 2.13.
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2.5 Sum m ary
A continuous simulated scene s(x) can be represented in terms of the Fourier series coef­
ficients C[u\. The image formation operation is simulated by the continuous PSF (point 
spread function) h(x), or its Fourier transform counterpart the continuous OTF (optical 
transfer function) h(w). The sampling operation digitizes the formed image ff(x), with 
one point in the sampled image representing an area of size | det V | in the formed image. 
The reconstruction operation attempts to undo the sampling operation by interpolating the 
sampled values using r(x ) producing the reconstructed image s '(x). The next chapter will 
describe the metrics used to measure the amount of fidelity loss occurring in the image 
formation, sampling, and reconstruction operations.
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(b) Undersampling(a) Oversampling
(c) Sufficient Sampling 
Figure 2.10: Frequency Domain Sampling Regimes
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(a) Spatial Domain (PSF) (b) Frequency Domain (OTF)
Figure 2.11: Ideal Rectangular Reconstruction Function
(a) Spatial Domain (PSF) (b) Frequency Domain (OTF)
Figure 2.12: Ideal Hexagonal Reconstruction Function
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(a) Spatial Domain {PSF) (b) Frequency Domain (OTF)
Figure 2.13: Display Optical Transfer Function
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C hapter 3
F id elity  Loss M etrics
This chapter provides a mathematical framework for analyzing image fidelity losses in hexag­
onally and rectangularly sampled digital imaging systems. These losses are due to blurring 
during image formation, aliasing due to undersampling, and imperfect reconstruction. The 
analysis of the individual and combined effects of these losses is based upon the ideal­
ized (noiseless) continuous/discrete/continuous imaging system model described in chapter
2. The following development of the fidelity loss metrics was previously presented by the 
author in [2].
Quantification of the image fidelity losses is accomplished via three mean-squared-error 
(MSE) metrics: imaging fidelity loss, sampling and reconstruction fidelity loss, and end-to- 
end fidelity loss. Sub-pixel shift-variant sampling effects are accounted for with an expected 
value analysis. These image fidelity loss metrics [1, 2] are an extension of the image fidelity 
analysis by Park, et.al. for a 1-dimensional sampled imaging system [3, 4] and a  normalized 
rectangular 2-dimensional sampled imaging system [5, 6]. The extension accounts for both 
hexagonal and rectangular sampling grids as special cases. This extension is based on the 
work by Mersereau [7, 8] and Ulichney [9] concerning generalized sampling grids. The three 
generalized fundamental fidelity loss metrics are shown in figure 3.1.
h (x ) »P(x) r (x )
g(x )
s (x ) SamplingImageFcmnatina
Figure 3.1: Digital Imaging System Model 
Imaging fidelity loss (||s — <jf[|2) measures the loss of fidelity during image gathering.
34
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Sampling/reconstruction fidelity loss (||</ -  s '||2) measures the loss of fidelity caused by 
undersampling (aliasing) and imperfect reconstruction. End-to-end fidelity loss (|]s — s '||2) 
measures the net loss of fidelity caused by the combined effects of image gathering, sampling, 
and reconstruction. The use of the MSE metric in the development of the fidelity loss metrics 
provides an easy transition from the spatial domain to the frequency domain via Parseval’s 
energy theorem.
3.1 Im aging fidelity loss
Consistent with equation (3.1), the image gathering component of the system model is con­
sidered to be a linear, shift-invariant process characterized by spatial domain convolution. 
Equivalently, in the frequency domain image gathering is characterized by multiplication; 
g(u?) = fi(w)s(w) where g, h, and s are the Fourier transforms of g, h, and s respectively. 
Imaging fidelity loss is defined as
\\* “ a t  = [  [a(x) -  ff(x)]2 dx. (3.1)Jx
Applying Parseval’s theorem to (3.1) we find that
IIs - a t  = /  l«(w) - a{u)\2duJfj)
— f  [1 -  h(w)|2|s(u>)|2dw. (3.2)
The integrals fx and are over all x  and u> respectively.
Equation (3.2) provides significant insight into the image gathering operation.
• Imaging fidelity loss is significant if and only if there is significant scene energy [s(w)l2 
at frequencies u> where h(u)) is significantly different from 1.
• h(u>) typically acts as a low pass filter, decreasing in magnitude from 1 at low frequen­
cies to 0 at high frequencies. Thus imaging fidelity loss is caused by the suppression 
of higher frequencies.
• Since most natural scenes are not band-limited (i.e. natural scenes typically have 
energy at all frequencies) and since h(u)) acts as a low pass filter, some imaging 
fidelity loss is inevitable.
The fact that these well-known observations can be deduced from a single equation empha­
sizes the utility of the imaging fidelity loss metric, equation (3.2). The remainder of this
chapter describes the development of similar equations for sampling/reconstruction fidelity 
loss and end-to-end fidelity loss.
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3.2 Sam p le/scen e phase averaging
Consistent with equation (3.2), the sampling component of the imaging system in figure 3.1 
is modelled as a grid of regularly spaced discrete sample locations. The distance between two 
adjacent sample locations in a 1-dimensional grid is the sampling interval. One dimensional 
sampling is shift-invariant only when the shift is by an integer number of sampling intervals. 
For sub-interval shifts, the sampled image varies periodically with the sample/scene phase, 
with a period of one sampling interval [4], (Sample/scene phase describes the position of a 
point in the scene relative to the sampling grid.) The concept of sample/scene phase was 
extended to a 2-dimensional normalized rectangular sampling grid in previous work [5, 6]. 
This chapter (and [2]) further extends the concept to include a generalized sampling grid.
The area between adjacent sample locations in a generalized 2-dimensional sampling 
grid is the sampling cell as shown in figures 3.2(b) and 3.2(a). These cells completely 
tessellate the sampling plane. Analogous to the 1-dimensional case, 2-dimensional sampling 
is shift-invariant only when the shift is by an integer number of sampling cells. For sub­
cell shifts, the sampled image varies periodically with the sample/scene phase, with the 
(2-dimensional) period being one sampling cell. The phase between the the sampling grid 
and the scene is modeled as a uniformly distributed random variable (i.e. all phases have 
an equal probability of occurring), hence the expected value of the sample/scene phase (and 
consequently the expected values of sampling and reconstruction fidelity loss, and end-to- 
end fidelity loss) are obtained by averaging over one phase period (one sampling grid cell). 
The area of the sampling cell is 1 when measured with respect to the normalized sampling 
coordinate system and equal to | det V | when measured relative to the reference orthogonal 
coordinate system.
Sample/scene phase averaging is used to account for shift-variance in the formulation 
of sampling and reconstruction fidelity loss and end-to-end fidelity loss. Conceptually sam­
ple/scene phase averaging is accomplished via the following procedure:
• Shift the input scene s(x) by an amount z relative to the sampling grid defined by V
i.e. s(x) — ► s(x — Vz).
• Generate the shifted pre-sampling image g(x  — Vz) and the shifted reconstructed 
image s '(x ;V z) =  [ff(x “  Vz)'P(x)] * r(x) based on the shifted scene.
• Calculate the appropriate fidelity loss metrics (||§ — s '||2 and ||s — s '||2) for the shifted 
images.
• Repeat the first three steps for different values of z, then average to determine expected 
values for [|</ -  s'|[2 and |js — s '||2.
This procedure is the basis for the definitions of sampling/reconstruction fidelity loss and
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Figure 3.2: Sampling Grid
end-to-end fidelity loss given by equations (3.3) and (3.4) respectively.
E  [||ff -  s'H2] =  jj\g -  s 't fd z
^ [ ik - 'S 'l l2] =  j j \ s ~ A ? dz
where 1 ]
j{') dz = “ J ^  (-) dZ\ dz2
(3.3)
(3.4)
(3.5)
is the expected value integral over one cell in the sampling grid. Since we have assumed 
that the image gathering operation is shift-invariant, the expected value of imaging fidelity 
loss is equal to the actual imaging fidelity loss, i.e. E  [||s -  g\\2] — ||s — </||2.
3.3 Sam pling/reconstruct ion fidelity loss
Sampling/reconstruction fidelity loss is the mean-square difference between the pre-sampling 
image g(x) and the reconstructed image s'(x) defined as
E  [||fl -  -s'H2] =  J  j  [5 (x — V z) -  s '(x ; V z)]2dxdz. (3.6)
In order to apply Parseval’s theorem to equation (3.6) (as was done in the development 
of the imaging fidelity loss equation (3.2)) we need the frequency domain representation of
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[<7 (x -  V z) -  s '( x ; Vz)] which can be determined from 
ff(x — V z) g(io) exp ^—t27rujTVz^
s '( x ; Vz) ♦£+ ”  U k) exP (~*27r(w “  U k)TVz)
Combining equations (3.7) and (3.8) we obtain 
[s(x -  V z) -  s '( x ; Vz)]
exp(-*27rwTVz) ^ 2  
k
S ir  —
f (« )  ‘ g( u) — Uk)exp(i2ff(Uk)TVz)
(3.7)
(3.8)
(3.9)
k | det V |.
where:
1 for k =
0 otherwise
Recalling that U =  (V T)-1 allows us to express sampling and reconstruction fidelity loss 
as
(3.10)
X g{it) -  U k) exp (i2?rkTz) J dio dx 
Xg(v — U k) 5 *(w -  Uk')sinc (k -  k ') dot
(3.11)
(3.12)
where the * superscript indicates the complex conjugate. Equation (3.12) can be separated 
into two parts based on possible values of k  and k' (and recalling that g(u)  = h(w)5(to))
where:
4  =
J 5 [ l l3 - » 'f ]  = < ?+* 
f(u>) 2
w l1 I det V |
ft(u>)l(w)| dot
Jut
f(w) 2
11 det V| J 2  |fi(w -  U k )s(u  -  U k)|2 duo. k?to
(3.13)
(3.14)
(3.15)
Equations (3.13), (3.14) and (3.15) are analogous to equation (3.2) and provide the following 
insight.
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• r(u>) is a low pass filter with value | det Vj at zero frequency.
• The term e2 accounts for loss of image fidelity due to imperfect reconstruction. It mea­
sures the fidelity loss caused by the presence of significant image energy |fi(o>)s(w)|2 
at frequencies where r(u;) ^  | det V |.
• The term e2 accounts for loss of image fidelity due to aliasing caused by undersam­
pling. It measures the fidelity loss caused by the folding of significant image energy 
at frequencies beyond the Nyquist limit into lower frequencies where r(a>) ^  0.
• The sum e2 +  e2 = 0  defines the conditions under which complete reconstruction of the 
pre-sampling image (s(x)) from its sampled data is possible. Complete reconstruction 
can occur only when both e2 and e2 are simultaneously zero since both quantities are 
non-negative. The conditions required for complete reconstruction are:
1. f(u>) must equal |d e tV | over the region where the band-region of the pre- 
sampling image contains energy (fi(w)s(w) ^  0).
2. t(oj) must equal zero over the region where the instances of the periodic extension 
of g(h>) contain energy (fi(u> -  Uk)s(a> -  Uk) ^  0).
3. The sampling matrix V  (and hence the periodicity matrix U ) must be defined 
such that adjacent instances of the periodic extension of g(t*>) do not overlap.
These conditions are equivalent to the conditions presented by Petersen and Middleton
[10] for a universal reconstruction function which will reproduce any function that is 
band-limited to a given band-region.
3.4 End-to-E nd F idelity  Loss
End-to-end fidelity loss is the mean-square difference between the original scene s(x) and 
the reconstructed image s'(x) and is defined as
E  [||s — s '||2] =  J J  [s(x — Vz) -  s '(x ; V z)]2<fxcfz. (3.16)
In a development strictly analogous to that of equation (3.9) we find that
[ s ( x - V z ) - s '( x ;V a ) ] ^ - t  (3.17)
exp (—i27twt V z) ^  ^  — | ”  ^ )  s(t*> — Uk) exp (i27r(Uk)TVz) .
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Again, in a  development strictly analogous to that of equation (3.12) we see
e[ii«-s'ii!] = /  EEJiV
s(u> — Uk)s*(u — Uk')sinc (k — k') <fw.
k k'
(3.18)
(3.19)
Equation (3.18) can be separated into two parts
E  [ll» -  S'll2] = <«2 + 4  (3.20)
where e2 is given in equation (3.15) and
f(oj) ? 2 |s(u>)|2dw (3.21)
Equations (3.20) and (3.21) provide the following additional insight.
• The term e2 accounts for the end-to-end loss of fidelity caused by significant scene 
energy |s(a?)[2 at frequencies where the cascaded response r(u>)ft(u>) ^  j det Vj.
• e2 measures how well the reconstruction function f(aj) is able to restore the frequencies 
that were suppressed prior to sampling by the image gathering function h(u)).
• Analogous to the individual terms for sampling/reconstruction fidelity loss e2 and e2 
are both non-negative quantities. In order to have zero end-to-end fidelity loss, both 
el and e2 must be simultaneously zero.
• The sum e2 + c2 =  0 defines the conditions necessary for complete reconstruction of 
the original scene s(x) to occur.
1. The cascaded response f(w)ft(u>) must equal |d e tV | over the region where the 
band-region of the original scene contains energy (s(w) ^  0).
2. f  (us) must equal zero over the region where the instances of the periodic extension 
of j(w ) contain energy (ft(w — Uk)s(w -  U k) ^  0).
3. The sampling matrix V (and hence the periodicity matrix U ) must be defined 
such that adjacent instances of the periodic extension of g(u>) do not overlap.
3.5 F id elity  Loss B udget
The three fundamental fidelity loss metrics; imaging fidelity loss, sampling/reconstruction 
fidelity loss, and end-to-end fidelity loss, can be expressed in terms of four quantities e2, e2,
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c2, and e2. These fidelity loss metrics can be summarized by the fidelity loss budget givenr i i u c e
below.
where:
*?
4
4
4
s  [n* -  all2] = 4 (3.22)
fi[ll9-»'ll2] = 4  + 4 (3.23)
£  [||a -  *'lls] =  4  +  4  (3-24)
=  J  | l  -  A(u)|2 IK-M* da  (3.25)
=  jL I1 ‘  f t o V f 'H  W 2''" (3-26)
= XI1-RiTvjl M'M**' (3’27)
= X ItS tP ^  - Uk)s<“ “ uk)l’ (3-28)
The four e2 terms can be readily calculated based on a knowledge of the input scene, the 
image gathering point spread function, the sampling grid geometry, and the reconstruction 
function. The four e2 terms are interrelated and any attem pt to minimize one could poten­
tially increase the others. For example, reducing the amount of aliasing present in a sampled 
image (reducing e2) by defocussing the pre-sampling image (i.e. by decreasing the passband 
of h(to)) would increase the fidelity loss due to image formation (e2) and the fidelity loss 
due to the inability of the reconstruction function to restore the frequencies suppressed by 
defocussing (e2). Equations (3.25) -  (3.28) explicitly quantify these interdependencies.
3.6 A pplication  to  Periodic Scenes
The preceding theoretical development of the generalized fidelity loss metrics assumes that 
the input scene is a continuous aperiodic function, whose Fourier transform is itself a con­
tinuous aperiodic function. Parseval’s equation for a continuous aperiodic function is
INI2 = /  M(w)|2dw.
This results in the continuous integral form of the fidelity loss metrics given in equations 
3.25) -  (3.28. While this form is valuable for theoretical developments, it does not lend 
itself well to implementation on a digital computer.
A simplifying assumption made in the previous chapter is that the input scene is a  
continuous periodic function. The Fourier transform of a continuous periodic function is a
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discrete aperiodic sequence, with Parseval’s equation being defined as
H 2 =  D SH S-
V
This form of Parseval’s equation results in the discrete form of the fidelity loss metrics 
shown below in equations 3.32 -  3.35.
ii»-«ii2] = 4
E [||9 -  s'li2] = 4  + 4
£  [II* -  •T ] = 4 + 4
where:
€* =
e .  =
Ev
Eu
Ev
1 -  
1 -
| det V |
w  2
| det Vj 
2
I M 2
h[v)s[u}^
| det V| 5 3  |A [t/-U k ]s [ t/-U k ] | k^O
and recalling from chapter that w = j/*N
h{u] =  h(i/‘ N "1) 
f[i/] = f f i /N -1)
(3.29)
(3.30)
(3.31)
(3.32)
(3.33)
(3.34)
(3.35)
(3.36)
(3.37)
These discrete fidelity loss metrics can be directly implemented on a digital computer, 
facilitating the simulations detailed in the following chapters.
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C hapter 4
E xperim ental R esu lts - 
B and-lim ited  Scenes
4.1 Im plem entation  D etails
The end-to-end model of a digital imaging system described in chapter 2 is based on the 
use of a Fourier series to describe a continuous scene and reconstructed image in the spa­
tial domain. The imaging optical transfer functions and the reconstruction functions were 
described as continuous in both the spatial and frequency domain. To implement a simula­
tion based on this model, several approximations are made. Primarily, the imaging OTFs 
and the reconstruction functions are specified in the frequency domain as two-dimensional 
discrete functions, i.e. h[v\ and f[i/\. The fidelity loss metrics developed in chapter 3 based 
on the imaging system model described in chapter 2 are also modified slightly to allow for 
discrete implementation. The discrete representation of the scene, reconstructed image and 
various transfer functions necessitates the use of summations instead of integrals in the 
implementation of the fidelity loss metrics. One implementational restriction is that for the 
indexing function v  — Uk, U (and hence V) must be defined such that the indexing function 
yields integer coordinate values in order to properly access the data in the arrays holding 
the Fourier series coefficients for scene, s[u — Uk], and the imaging OTF, ~h[v — Uk]. The 
precise definitions of the imaging OTFs, the reconstruction functions, and the fidelity loss 
metrics used in the simulation are presented in the following sections.
4.2  E xperim ental D esign
The series of experiments presented in this chapter were designed to investigate the concepts 
and questions presented in chapter 1. Mersereau et. al. [1, 3] and Petersen and Middleton
[5] suggest the superiority of hexagonal sampling based on a circularly band-limited scene.
44
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Fales et. al. [2] compare the two sampling methods not by assuming a  band-limited scene, 
but instead assuming a constant sampling density. The results presented in this chapter are 
a  composite of these two approaches (circularly band-limited scene and constant sampling 
density) and are based on the following assumptions:
• Two possible models of the pre-sampling image path (image formation),
-  the pre-sampling image (ff(x)) is only filtered by the lens PSF, i.e. h (x ) =  ft/(x) 
or equivalently h[u\ = hi[u],
-  the pre-sampling image is filtered by both the lens PSF and the sensor PSF ap­
propriate to the particular sampling grid, i.e. fc(x) =  /i;(x) * ha(x) or equivalently 
h[v\ = hi[v]ha[v\.
• Two possible sampling grids, rectangular and hexagonal, with a  constant sampling 
density of 1 :16 (i.e. 1 pixel in the sampled image represents 16 scenels in the scene) 
for both grids.
• Two possible models of the reconstruction function,
-  the display reconstruction function (i.e. an emulation of a  video display screen),
-  the ideal reconstruction function for the particular sampling grid.
The frequency content of the pre-sampling image (i.e. the input scene with the optics OTF 
and sensor OTF, if any, applied) is controlled through the use of a  synthetic scene with a 
specific (circular) band-region. The computed fidelity loss metrics described in chapter 3 
are shown as a  function of the band-region radius of the synthetic scene for each of the 8 
conditions mentioned above.
4 .2 .1  S y n th e tic  B a n d - lim ite d  Scene
The two-dimensional, circularly band-limited, synthetic scenes used for this experiment were 
generated using the methodology described in chapter 2. The synthetic scene is defined in 
terms of phase and amplitude in the frequency domain by the equation
= \  (pW] cos (0M ) “  v M sin (^M )) • (4-1)
where <j>[u\ is the phase and p[u\ is the amplitude of the location defined by the frequency
coordinates v. The phase term used for the experiment was a uniformly distributed ran­
dom value from — 7r to jt, generated by the “minimal standard” random number generator 
proposed by Park and Miller [4]. The amplitude term was defined by
„[„] =  /  ”■ C1 -  9 )  ft* IMI S  *  (4.2)
( 0 otherwise
CHAPTER 4. EXPERIMENTAL RESULTS - BAND-LIMITED SCENES 46
where:
tj„ = E  [s(x)], the desired mean of the scene s(x)
R  = the normalized radius of the (circular) band-region
The value of 7]s was specified to produce a scene s(x) with a  mean value one-half of its 
maximum possible value. The normalized radius of the band-region was varied from a value 
of 0.004 to a value of 0.50 for a square 512 x 512 (Ni = 512, N 2 = 512) simulated scene. 
Figure 4.1 presents the amplitude portion of a typical synthetic scene with R  = 0.25.
Figure 4.1: Synthetic Scene for R  =  0.25
4.2 .2  Im age Formation
Three image formation OTFs were used for the purposes of this experiment,
My] = M[v] (4.3)
My] = M[v]h3k[i'] (4.4)
Mv] = M[v]hsrW\ (4.5)
where:
hi[u] — OTF for lens
= OTF for hexagonally shaped sensor 
har[i/] = OTF for rectangularly shaped sensor
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The lens OTF hi implemented is based on equation 2.22 in chapter 2 with a  =  1.0 and
h[v] = exp ( M )  j  (4.6)
and as shown in figure 4.2.
, .0 0  r
Figure 4.2: Lens OTF
The sensor OTFs used were based on a simple model of the spatial domain sensor array 
consisting of the following assumptions:
• The sensor is a non-infinitesimal active area of constant response surrounding the 
sample point.
• Each sensor is separated from adjacent sensors by a non-infinitesimal fill zone of zero 
response.
• The actual shape of the sensor depends upon the sampling grid used,
— the sensor used for the hexagonal grid is a regular hexagon,
— the sensor used for the rectangular grid is a square.
o The width of the fill zone between adjacent sensors is the same for both sampling 
grids.
The above assumptions lead to hexagonal and rectangular sensor PSFs having equal areas 
of constant response. Examples of rectangular and hexagonal sensor arrays, as described
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Active Area
Active Area
Fill Zone
Fill Zone
(a) Rectangular Sensors (b) Hexagonal Sensors
Figure 4.3: Sensor Array Model
above, are shown in figures 4.3(a) and 4.3(b). When applying this sensor model to a 
discrete simulation, the hexagonal and rectangular sensor PSFs continue to have equal 
areas of constant response, but due to the geometry of the simulated scene relative to the 
sensor shape, these equal areas do not contain an equal number of scenels. For the case 
of a  simulated scene containing 512 x 512 scenels and a sampling density of 1 : 16 the 
rectangular sensor PSF had 9 non-zero points, while the hexagonal sensor PSF had 11 non­
zero points. The sensor OTF was then obtained by the Fourier transform of the sensor 
PSF. The hexagonal and rectangular sensor OTFs used are shown in figures 2.9 and 2.10 
of chapter 2. The composite image formation OTFs described in equations 4.4 and 4.5 are 
shown in figures 4.4(a) and 4.4(b) respectively.
4.2 .3  Sam pling
The hexagonal and rectangular sampling grids are defined in terms of the spatial domain 
sampling matrix V , where
2.0 2.0 
-4 .0  4.0
V  = (4.7)
for the hexagonal sampling grid used, and
V  = 4.0 0.0 
0.0 4.0
(4.8)
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(a) Composite OTF - Hexagonal Sensor (b) Composite O TF - Rectangular Sensor
Figure 4.4: Image Formation OTF
for the rectangular sampling grid used. For both the hexagonal and the rectangular sampling 
grids, | det V | =  16.
4.2 .4  R econstruction  Function
The ideal reconstruction function was defined to have a value of | det V | over the sampling 
passband for the particular sampling geometry and have a value of 0 elsewhere, i.e.
f[//]
= 1
| det V | for v  6 B 
0 otherwise (4.9)
where B  is the region enclosed by the baseband for the hexagonal or rectangular sam­
pling geometry. Figures 4.5(a) and 4.5(b) show the ideal reconstruction function used for 
hexagonal sampling and rectangular sampling respectively.
The model used for the display reconstruction function is the sum of two Gaussian-spot 
functions [6] containing a strongly peaked central portion and a broad flare surrounding it,
i.e.
r[u\ =  0.76 exp 
as shown in figure 4.6.
( -  ( o j ^ y ) + °-24cxi> ( -  ( m S m)  )  ’ <4-io)
t(
Lu
„u
,'l
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(a) Hexagonal (b) Rectangular
Figure 4.5: Ideal Reconstruction Functions
1 .Or
Figure 4.6: Display Reconstruction Function
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4.3 F id elity  Loss R esu lts
4.3.1 Im aging F id elity  Loss
Imaging fidelity loss is the mean-squared difference between the scene s(x) and the pre- 
sampling image fif(x). The discrete frequency domain implementation of this metric is
Ik -  sll2 -  E  I1 -  *MI2kMI2- (4-n )
v
Equation 4.11 indicates that imaging fidelity loss depends entirely on the image forma­
tion OTF h[u\ and the input scene i[v]. As mentioned previously, the input scene was 
varied by controlling the radius of the scene band-region. Figure 4.7(a) shows the fidelity 
loss due to the lens OTF as a function of scene band-region radius. As predicted by equa­
tion 4.11, the loss of image fidelity only becomes significant when there is significant scene 
energy at frequencies where the lens OTF is significantly different from one, i.e for larger 
values of the scene band-region radius.
S 0.40
0.20
0,00
B ~9 £ -to $ -to 
5  -20
0.10
0.40
O.20
0.10
{  o.«
I  0.4
0 .1 0
(a) No Sensor OTF (b) Sensor OTF
Figure 4.7: Imaging Fidelity Loss
Figure 4.7(b) shows the fidelity loss due to the composite lens and sensor OTF as a 
function of scene band-region radius. The fidelity loss shown in figure 4.7, and throughout 
chapters 4 and 5, are normalized by the energy of the simulated scene. Immediately apparent 
is the large increase in fidelity loss, approximately two orders of magnitude, when compared 
with figure 4.7(a)* This increase in fidelity loss is entirely due to the low pass filtering of the
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sensor OTF. This increased fidelity loss is easily predictable upon comparison of the lens 
OTF to the composite OTFs in figure 4.4. Recall that the rectangular PSF kernel consisted 
of 9 scenels and the hexagonal PSF kernel consisted of 11 scenels, which translates to the 
hexagonal OTF providing slightly greater low pass filtering than the rectangular OTF. It 
is also predictable that the composite OTF containing the hexagonal sensor OTF would 
produce the greatest amount of imaging fidelity loss. This prediction is substantiated in 
figure 4.7(b). Also predictable from equation 4.11 is the observation that the particular 
reconstruction function used has no effect on imaging fidelity loss.
4.3.2 Sam pling and R econstruction F idelity  Loss
Sampling and reconstruction fidelity loss is the mean-square difference between the pre- 
sampling image #(x) and the reconstructed image s'(x), i.e.
where:
c2 _
-  £ | det V |
1 -
2  |h[i/ — Uk]s[v — Uk]|
kjtO
M  2
| det V[ h[u]s[u
(4.12)
(4.13)
(4.14)
for the discrete frequency domain implementation.
el Fidelity Loss Component
The el term, as defined by equation 4.13, accounts for the image fidelity loss due to aliasing 
caused by under-sampling. It is a measure of the fidelity loss caused by folding of significant 
image energy at frequencies beyond the Nyquist limit into lower frequencies where r[v\ ^  0. 
As indicated in equation 4.9, the ideal reconstruction function r[v\ 0 over the baseband 
for the given sampling geometry, and r[v] = 0 elsewhere. Using the ideal reconstruction 
function allows us to determine the Nyquist limit for the given sampling grid by finding 
the scene band-limit radius R  where the transition from el = 0 to e2s > 0 occurs. From a 
careful examination of figures 4.8(a) and 4.8(b) it appears that the Nyquist limit occurs at 
approximately R  — 0.129. For the conditions under investigation, i.e a sampling density of 
1 : 16 and a circularly band-limited scene, the Nyquist limit actually occurs a t R  = 0.125. 
However values for e2s were computed at R  = 0.121 and R  — 0.129 but not at R  =  0.125.
Comparing figure 4.6 to figures 4.5(a) and 4.5(b) it is clear tha t the display reconstruc­
tion function has a much smaller passband. This is consistent with figure 4.8 where el is 
several orders of magnitude less when using the display reconstruction function, relative to 
the ideal reconstruction functions.
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Inclusion of the sensor OTF significantly reduces the ejj values and also significantly 
impacts the relative differences in favor of hexagonal sampling. This is a  predictable result 
because e* is a measure of the high frequency image energy being folded back into lower 
frequencies, and the sensor OTFs filter out a considerable amount of high frequency energy 
as shown in figure 4.7, with the hexagonal sensor OTF filtering out slightly more high 
frequency energy than the rectangular sensor OTF,
Fidelity Loss Component
The ef: term, as defined by equation 4.14 accounts for loss of image fidelity due to imperfect 
reconstruction. It is a measure of the fidelity loss caused by the presence of significant 
image energy, |ft[*^ ]-s[*^ ]|2, at frequencies where r[u] ^  |d e tV |. For the ideal reconstruction 
functions, the values obtained for c? (figures 4.9(a) and 4.9(b)) are almost identical to 
the values obtained for ef (figures 4.8(a) and 4.8(b)). This i6 due to the fact that the 
reconstruction function has a value of | det V | over the sampling baseband (Nyquist region) 
and a value of zero elsewhere, c] measures the amount of energy outside the Nyquist region, 
and €? measures the amount of energy where r[u] ^  |d e tV |, which define essentially the 
same regions. The display reconstruction function t[v\ — |d e tV | at only one location, 
v  =  [0,0]. This implies that for values of R  > 0 el will always be greater than zero, which 
is displayed graphically in figures 4.9(c) and 4.9(d).
Sampling and Reconstruction Fidelity Loss
The sum e* +  =  0 defines the conditions under which perfect reconstruction of the pre­
sampling image <jf(x) from its sampled data is possible. Perfect reconstruction can occur 
only when both ej? and are simultaneously zero since both quantities are non-negative. 
As mentioned in chapter 3 the conditions required for perfect reconstruction are:
1. r[v] must equal |d e tV | where the band-region of the pre-sampling image contains 
energy {h[v\s[v\ ^  0).
2. r[i>\ must equal zero where the instances of the periodic extension of g[v] contain 
energy (h[v — Uk]s[i> — Uk] ^  0).
3. The sampling matrix V  (and hence the periodicity matrix U) must be defined such 
that adjacent instances of the periodic extension of g[u\ (h\y  — Uk]S[i/ — Uk]) do not 
overlap.
The ideal reconstruction functions meet all three of the above conditions as long as the 
scene band-region radius is less than R  =  0.125. For R < 0.125 the scene, and hence the 
pre-sampling image, contains no energy at any point where f[u] ^  | det V |. Also, none of the 
periodic extensions of the pre-sampling image contain energy in any region where r[v] -jt 0.
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Finally, none of the adjacent instances of the periodic extensions of the pre-sampling image 
overlap, folding energy at high frequencies back into lower frequencies. When R  > 0.125, 
none of the above three conditions are met. This is clearly demonstrated in figures 4.10(a) 
and 4.10(b).
For any R  > 0 the display reconstruction function does not meet the above conditions for 
complete reconstruction of the pre-sampling image. Primarily the first condition is not met 
because, as mentioned previously, there is only one location, v  =  [0,0], where f[v\ =  | det V |, 
and the pre-sampling image contains energy at frequencies where f\u\ ^  |de tV [. The 
second condition fails because f[v] > 0 for all points on the u  plane. As with the ideal 
reconstruction functions, condition 3 fails for R  > 0.125 because the band-region of the 
scene (and pre-sampling image) exceeds the Nyquist limit imposed by the sampling grid. 
This is shown in figures 4.10(c) and 4.10(d).
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Figure 4.8: e% Fidelity Loss Component
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4.3.3 End-to-End Fidelity  Loss
End-to-end fidelity loss is the mean-square difference between the original scene s(x) and 
the reconstructed image s '(x) i.e.
where
E  [||, -  s '||2] =  e2 + c; 
f[u]
1 - | det V | h[u\ m r -
(4.15)
(4.16)
and e2 is given in equation (4.13).
e2 Fidelity Loss Component
The term €2 accounts for the end-to-end loss of fidelity caused by significant scene energy 
|s[t/]|2 at frequencies where the cascaded response f[t/]h[i/] ^  | det V |. e2 measures how well 
the reconstruction function t [v \ is able to restore the frequencies that were suppressed prior 
to sampling by the image formation OTF h[v\. The cascaded response f[v]h[*/], where f[v] 
is the ideal reconstruction function and h\v\ has no sensor OTF component, is effectively 
equal to | det V | over the Nyquist region. This accounts for the insignificant e2 fidelity loss 
up to R  — 0.125 as shown in figure 4.11(a). The composite OTFs in figure 4.4 decrease 
much more rapidly with increasing frequency compared to the lens OTF, which accounts 
for the much lower value of R  at which e2 fidelity loss becomes apparent, as shown in figure 
4.11(b).
The e2 results obtained for the display reconstruction function, figures 4.11(c) and 
4.11(d), are analogous to those obtained for e2 in figures 4.9(c) and 4.9(d). As was the 
case for e2, this is primarily because the display reconstruction function has only one point 
where f[v] = | det V |, v  — [0,0], which implies that for values of R  > 0 e2 will always be 
greater than zero.
End-to-End Fidelity Loss
Analogous to the individual terms for sampling/reconstruction fidelity loss c2 and e2 are 
both non-negative quantities. In order to have zero end-to-end fidelity loss, both e2 and c2 
must be simultaneously zero. As mentioned in chapter 3 the sum £2 +  e2 = 0  defines the 
conditions necessary for complete reconstruction of the original scene s(x) to occur.
1. The cascaded response r[t/]h[i/] must equal |detV ] where the band-region of the 
original scene contains energy (i[i/] ^  0).
2. r[u] must equal zero where the instances of the periodic extension of g[u] contain 
energy (h[v -  Uk]J[i/ — Uk] ^  0).
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3. The sampling matrix V  (and hence the periodicity matrix U ) must be defined such 
that adjacent instances of the periodic extension of g[u\ (h[is — U k]j[v — Uk]) do not 
overlap.
The ideal reconstruction functions meet all three of the above conditions as long as the 
scene band-region radius is less than the Nyquist limit, i.e. R  =  0.125. For R  < 0.125 
the scene contains no energy at any point where f[u\h[v\ ^  |d e tV |. Also, none of the 
periodic extensions of the pre-sampling image, g[u — Uk], contain energy in any region 
where r[v\ ^  0. Finally, none of the adjacent instances of the periodic extensions of the 
pre-sampling image overlap, folding energy at high frequencies back into lower frequencies. 
When R  > 0.125, none of the above three conditions are met. This is shown in figures 
4.12(a) and 4.12(b).
For any R  > 0, the display reconstruction function does not meet the above conditions 
for complete reconstruction of the original scene. Primarily the first condition is not met 
for values of R  > 0 because, as mentioned previously, there is only one location, u — 
(0,0), where f[v\h[v] = |d e tV |, and for R > 0 the pre-sampling image contains energy 
at frequencies where f[v\h[v] ^  jdetV j. The second condition fails due to the fact that 
f[i/] > 0 for all points on the ( iq ,^ )  plane. As with the ideal reconstruction functions, 
condition 3 fails for R  > 0.125 because the band-region of the scene (and pre-sampling 
image) exceeds the Nyquist limit imposed by the sampling grid. This is shown in figures 
4.12(c) and 4.12(d). These figures also show that for the display reconstruction function, 
there is essentially no difference between hexagonal and rectangular sampling. Any gains 
due to the hexagonal sampling grid are completely overshadowed by the fidelity loss due to 
the display reconstruction function.
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C hapter 5
E xperim ental R esults - D ig ita l 
Scenes
5.1 E xperim ental D esign
The use of synthetic scenes allows precise control of the frequency content of the scene, 
but provides little control over the spatial structure of the scene. The results obtained 
in chapter 4 provide significant insight into the mechanisms producing loss of fidelity in 
a digital imaging system, and provide supporting evidence for the observations made in 
chapter 3. Unfortunately those same results provide no information on how the various 
fidelity losses would be perceived by a human observer. The results presented in this 
chapter provide insight into how the various fidelity loss mechanisms affect the spatial 
structure of digital images. The experimental design is essentially the same as that used in 
the previous chapter. The primary difference is the use of the image formation OTF to vary 
the frequency content of the digital scene as opposed to directly specifying the frequency 
content of the band-limited synthetic scene. The frequency content of the pre-sampling 
image is controlled by the image formation OTF. The shape of the image formation OTF 
is determined by the inclusion or exclusion of the sensor OTF and by the a  parameter for 
the optics OTF. The fidelity loss metrics described in chapter 3 are shown as a function of 
the optics OTF parameter a  for each of the conditions mentioned above as applied to each 
of the digital scenes described below.
5 .1 .1  D igital Scenes
Four digital images obtained from various sources were used as digital scenes for the purposes 
of this simulation. Two of the images, Cat and Mandril, were 512 x 512 images with 256 
gray-levels. The other two images George and Circles were 1024 x 1024 images with 256 
gray-levels. The images used are by no means a representative sample of the possible
63
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images that could have been used, although they were selected for particular features. Cat 
was picked as a typical image having some curved features and some straight features. 
Mandril was chosen as an extension to Cat, having a fair amount of vertical orientation. 
George was picked for the regular, periodic patterns visible. Circles was chosen because of 
the high frequency information present, and as a good test of the resolution of the sampling 
grid.
CHAPTER 5. EXPERIMENTAL RESULTS - DIGITAL SCENES 65
(a) Cat (b) Mandril
(c) George (d) Cirdes
Figure 5.1: Digital Scenes Used for Simulations
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5.1.2 Im age Formation
As in the previous chapter three image formation OTFs were used to manipulate the fre­
quency content of the pre-sampling image,
h[v] = hi[u] (5.1)
h[u] = hi[if}h5h[v\ (5.2)
h[v] =  hi[u\har[u] (5.3)
where:
h\\y\ =  OTF for lens 
hah[v) =  OTF for hexagonally shaped sensor 
hsr[v\ =  OTF for rectangularly shaped sensor
The lens OTF is given by equation 2.22 in chapter 2 with /? =  2 and a  varying between
0.04 and 1.00, i.e.
h[u] = exp ( -  ( ^  ] J (5.4)
and as shown in figures 5.2(a) and 5.2(b).
1.0 1.0
a*
ft®
*0,
o-i: J
(a) a  =  0.04 (b) a = 1.00
Figure 5.2: Image Formation Optical Transfer Function
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Also as in the previous chapter, the sensor OTFs used were based on a simple model of 
the spatial domain sensor array consisting of the following assumptions:
• The sensor is a non-infinitesimal active area of constant response surrounding the 
sample point.
• Each sensor is separated from adjacent sensors by a non-infinitesimal fill zone of zero 
response.
• The actual shape of the sensor depends upon the sampling grid used,
— the sensor used for the hexagonal grid is a regular hexagon,
-  the sensor used for the rectangular grid is a  square.
•  The width of the fill zone between adjacent sensors is the same for both sampling 
grids.
The above assumptions lead to hexagonal and rectangular sensor PSFs having equal areas 
of constant response. As was mentioned in the previous chapter, when applying this sensor 
model to a  discrete simulation, the hexagonal and rectangular sensor PSFs do not contain 
an equal number of scenels. The hexagonal and rectangular sensor OTFs used are shown 
in figures 2.4 and 2.5 of chapter 2. The composite image formation OTFs described in
equations 5.2 and 5.3 are shown in the previous chapter for a  =  1.00 and in figure 5.3 for
a  = 0.25 and a  = 0.75.
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m m
w m m
(a) Hexagonal Sensor - a  =  0.25 (b) Rectangular Sensor - a  =  0.25
• t u t s i sSBgH;
(c) Hexagonal Sensor - or =  0.75 (d) Rectangular Sensor - or =  0.75
Figure 5.3: Composite Image Formation OTF
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5.2 F id elity  Loss R esu lts
The results presented in the previous chapter provide little intuitive insight into how the 
various fidelity loss mechanisms relate to the appearance of the reconstructed digital image. 
The results presented here attempt to provide this insight by presenting numerical fidelity 
loss results, analogous to  those presented in chapter 4, followed immediately by images 
displaying the measured fidelity losses.
5.2.1 Im aging F id elity  Loss
Imaging fidelity loss is defined in the frequency domain as
II* -  s f  =  £  I1 -  (5.5)
u
Equation 5.5 indicates tha t imaging fidelity loss depends entirely on the image formation 
OTF h\v\ and the input scene S[*/]. Imaging fidelity loss becomes significant when there 
is significant scene energy at frequencies where the image formation OTF is significantly 
different from one, i.e for smaller values of the image formation OTF parameter a. For low 
values of a  (i.e. a  < 0.5), the optics OTF is the dominant contributing factor to imaging 
fidelity loss. Conversely, for values of a  > 0.5 the sensor OTF is the dominating factor. 
This can be seen by comparing the composite OTFs shown in figure 5.3, and is shown 
graphically in figure 5.4. As was observed for band-limited scenes in the previous chapter, 
the hexagonal sensor OTF produces higher levels of imaging fidelity loss.
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Figure 5.6: Digital Scenes with Optics OTF a = 0.25
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Figure 5.7: Digital Scenes with Optics OTF a = 0.75
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Figure 5.8: Digital Scenes with Optics OTF a = 0.25 and Hexagonal Sensor
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Figure 5.9: Digital Scenes with Optics OTF a  = 0.25 and Rectangular Sensor
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Figure 5.10: Digital Scenes with Optics OTF a  =  0.75 and Hexagonal Sensor
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Figure 5.11: Digital Scenes with Optics OTF a  =  0.75 and Rectangular Sensor
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5.2.2 Sam pling and R econstruction F idelity  Loss
Sampling and reconstruction fidelity loss is defined in the frequency domain as
E  [ll5 “  -s'H2] =  €r +
where:
E
V
E
t[ v\
| det V | £  \h[v -  Uk]s[*/ -  U k]|2 k^O
1 - t [v] I | det V | |
(5.6)
(5.7)
(5.8)
c2 F id e lity  Loss C om ponent
The €2 term, as defined by equation 5.7, is a measure of the fidelity loss caused by folding 
of significant image energy at frequencies beyond the Nyquist limit into lower frequencies 
where f[v\ ^  0. As indicated in the previous chapter, the ideal reconstruction function 
r[i/] 5 * 0 over the baseband for the given sampling geometry and f[v\ =  0 elsewhere. The 
display reconstruction function has a  much smaller area where r[u\ is significantly greater 
than 0.
Inclusion of the sensor OTF significantly reduces the absolute e2 values and also signifi­
cantly impacts the relative differences in favor of hexagonal sampling. This is a  predictable 
result because e, is a measure of the high frequency image energy being folded back into 
lower frequencies and the sensor OTFs filter out a  considerable amount of high frequency 
energy as shown in figures 5,12 and 5.13 with the hexagonal sensor OTF filtering out slightly 
more high frequency energy than the rectangular sensor OTF.
e2 F id e lity  Loss C om ponent
The e2 term, as defined by equation 5.8 is a measure of the fidelity loss caused by the presence 
of significant image energy, at frequencies where f[i/] |d e tV |. For the ideal
reconstruction functions, the values obtained for e2 (figures 5.16 and 5.17) are similar, but 
not identical, to the values obtained for e2 (figures 5.12 and 5.13). This is because while the 
reconstruction function has a value of | det V] over the sampling baseband (Nyquist region) 
and a value of zero elsewhere, the pre-sampling image has energy outside the Nyquist region. 
e2 measures the amount of energy outside the Nyquist region, and e2 measures the amount 
of energy where r[u\ £  |d e tV |, which define essentially the same regions. The display 
reconstruction function has only one point where r[u] = |d e tV |, which is u  =  [0,0]. This 
implies that for the digital scenes used c2 will always be greater than zero, which is displayed 
graphically in figures 5.18 and 5.19.
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Sampling and Reconstruction Fidelity Loss
The sum e2 +  e2 =  0 defines the conditions under which complete reconstruction of the pre- 
sampling image g(x) from its sampled data is possible. Complete reconstruction can occur 
only when both e2 and e2 are simultaneously zero since both quantities are non-negative. 
As mentioned in chapter 3 the conditions required for complete reconstruction are:
1. f[v] must equal |d e tV | over the region where the band-region of the pre-sampling 
image contains energy (h[i/]s[*/] ^  0).
2. f  [v] must equal zero over the region where the instances of the periodic extension of 
g[v] contain energy (h(u  — Uk)s(t> — Uk) ^  0).
3. The sampling matrix V  (and hence the periodicity matrix U ) must be defined such 
that adjacent instances of the periodic extension of g[v\ (h(v  — U k)s(v — U k)) do 
not overlap.
For the band-limited scenes used in the previous chapter, the ideal reconstruction functions 
meet all three of the above conditions as long as the scene band-region radius is less than 
the Nyquist limit, i.e. R  = 0.125. The digital scenes used in this chapter are not limited to a 
band-region that is less than the Nyquist limit, and the image formation OTFs used do not 
completely remove high frequency information outside the Nyquist region. This implies that 
for the digital images used there will always be some sampling and reconstruction fidelity 
loss, even when using an ideal reconstruction function, which is borne out in figures 5.20 
and 5.21. For this reason and recalling that for any scene band-region radius greater than 
zero, the display reconstruction function does not meet the above conditions for complete 
reconstruction of the pre-sampling image, it is apparent that the display reconstruction 
function will also always induce some degree of sampling and reconstruction fidelity loss. 
This is shown in figures 5.22 and 5.23.
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5.2.3 End-to-End Fidelity Loss
End-to-end fidelity loss is defined in the frequency domain as
E [l!s “  Al2} = *1 + 4  (5-9)
where
and e2 is given in equation (5.7).
2 MM!2 - (5.io)
e2 F id e lity  Loss C om ponent
The term e2 accounts for the end-to-end loss of fidelity caused by significant scene energy 
|s[v]|2 at frequencies where the cascaded response r[v\h[v\ ^  | det V |. c2 measures how well 
the reconstruction function f  [*/] is able to restore the frequencies that were suppressed prior 
to sampling by the image gathering OTF h[v]. The cascaded response t[u\h[u\, where f[i/] 
is the ideal reconstruction function and h[i/j has no sensor OTF component, has a  value 
close to | det V | over the Nyquist region. This accounts for the low e2 fidelity loss for values 
of a  > 0.25 as shown in figure 5.24. The composite OTFs in figure 5.3 decrease much more 
rapidly with increasing frequency compared to the lens OTF, which accounts for the much 
lower value of R  at which c2 fidelity loss becomes apparent, as shown in figure 5.25.
The e2 results obtained for the display reconstruction function, figures 5.26 and 5.27, 
are analogous to those obtained for €2 in figures 5.18 and 5.19. As was the case for c2, 
this is primarily because the display reconstruction function has only one point where 
r[u] =  | det V |, u  =  [0,0], which implies that for digital scenes that are not band-limited c2 
will always be greater than zero.
E n d - to -E n d  F ide lity  Loss
Analogous to the individual terms for sampling/reconstruction fidelity loss c2 and £2 are 
both non-negative quantities. In order to have zero end-to-end fidelity loss, both e2 and c2 
must be simultaneously zero. As mentioned in chapter 3 the sum £2 +  £2 =  0 defines the 
conditions necessary for complete reconstruction of the original scene s(x) to occur.
1. The cascaded response f[v\h[v\ must equal | det V | over the region where the band- 
region of the original scene contains energy (s[i/] ^  0).
2. t [v \ must equal zero over the region where the instances of the periodic extension of
g[u] contain energy (h(v — U k)s(i/ -  Uk) ^  0).
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3. The sampling matrix V  (and hence the periodicity matrix U) must be defined such 
th a t adjacent instances of the periodic extension of g[v] (h(u — U k)s(i/ — Uk)) do 
not overlap.
Unlike the band-limited scenes used in chapter 4, the digital scenes used in this chapter 
contain significant energy at points where f[v]h[v\ differs from |d e tV |. Additionally the 
periodic extensions of the pre-sampling image, g{u — U k), contain energy in some regions 
where r[ts] ^  0. Finally, some of the adjacent instances of the periodic extensions of the 
pre-sampling image overlap, folding energy at high frequencies back into lower frequencies. 
This is shown in figures 5.28 and 5.29.
In chapter 4 we observed that for any scene band-region radius greater than zero the 
display reconstruction function does not meet the conditions for complete reconstruction of 
the original scene. Since the digital scenes used in this chapter all have significant levels of 
energy a t points other than u  =  [0,0], it is apparent that the display reconstruction function 
will induce significant levels of fidelity loss, as shown in figures 5.30 and 5.31. These figures 
also show that there is very little end-to-end fidelity loss difference between hexagonal and 
rectangular sampling when used with the display reconstruction function. Any gains real­
ized by the use of hexagonal sampling is completely negated by the display reconstruction 
function. While there is very little end-to-end fidelity loss difference between hexagonal and 
rectangular sampling, there is a visible difference in the pattern of the artifacts in figures 
5.40 through 5.47.
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Figure 5.27: c%. Fidelity Loss Component - Sensor OTF - Display Reconstruction
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Figure 5.28: End-to-End Fidelity Loss - No Sensor OTF - Ideal Reconstruction
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Figure 5.29: End-to-End Fidelity Loss - Sensor OTF - Ideal Reconstruction
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Figure 5.30: End-to-End Fidelity Loss - No Sensor OTF - Display Reconstruction
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Figure 5.31: End-to-End Fidelity Loss - Sensor OTF - Display Reconstruction
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Figure 5.32: No Sensor OTF - a  — 0.25 - Hexagonal Sampling - Ideal Reconstruction
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Figure 5.33: Sensor OTF - a  =  0.25 - Hexagonal Sampling - Ideal Reconstruction
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Figure 5.34: No Sensor OTF - a = 0.75 - Hexagonal Sampling - Ideal Reconstruction
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Figure 5.35: Sensor OTF - a  = 0.75 - Hexagonal Sampling - Ideal Reconstruction
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Figure 5-36: No Sensor OTF - a = 0.25 - Rectangular Sampling - Ideal Reconstruction
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Figure 5.37: Sensor OTF - a = 0.25 - Rectangular Sampling - Ideal Reconstruction
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Figure 5.38: No Sensor OTF - a  =  0.75 - Rectangular Sampling - Ideal Reconstruction
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Figure 5.39: Sensor OTF - a  = 0.75 - Rectangular Sampling - Ideal Reconstruction
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Figure 5.40: No Sensor OTF - a  = 0.25 - Hexagonal Sampling - Display Reconstruction
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Figure 5.41: Sensor OTF - a — 0.25 - Hexagonal Sampling - Display Reconstruction
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Figure 5.42: No Sensor OTF - a  =  0.75 - Hexagonal Sampling - Display Reconstruction
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Figure 5.43: Sensor OTF - a  = 0.75 - Hexagonal Sampling - Display Reconstruction
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Figure 5.44: No Sensor OTF - a  = 0.25 - Rectangular Sampling - Display Reconstruction
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Figure 5.45: Sensor OTF - a = 0.25 - Rectangular Sampling - Display Reconstruction
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Figure 5.46: No Sensor OTF - a = 0.75 - Rectangular Sampling - Display Reconstruction
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Figure 5.47: Sensor OTF - a  =  0.75 - Rectangular Sampling - Display Reconstruction
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C hapter 6
Sum m ary and C onclusions
The comparison of a rectangularly sampled imaging system to a hexagonally sampled imag­
ing system is a  multi-step process. (1) Develop a common mathematical model that en­
compasses both the rectangularly sampled imaging system and the hexagonally sampled 
imaging system. (2) Develop a set of metrics to quantitatively measure the similarities 
and differences between the two imaging system. (3) Use the model and the metrics in a 
simulation of the two imaging systems under carefully controlled conditions. (4) Use the 
model and metrics to simulate the two imaging systems under more realistic (real world) 
conditions.
To facilitate the comparison of rectangular sampling to hexagonal sampling, a common 
mathematical framework for analyzing image fidelity losses in generalized sampled digital 
imaging systems was developed. The fidelity losses considered are due to image formation 
blurring, aliasing due to undersampling, and imperfect reconstruction. The analysis of 
the individual and combined effects of these losses was based upon an idealized, noiseless, 
continuous/discrete/continuous end-to-end digital imaging system model, consisting of four 
independent system components: an input scene, an image formation point spread function, 
a generalized sampling function encompassing both rectangular and hexagonal sampling 
lattices, and an image reconstruction function. Quantification of the image fidelity losses was 
accomplished via the mean-squared-error (MSE) metrics: imaging fidelity loss, sampling 
and reconstruction fidelity loss, and end-to-end fidelity loss. Shift-variant sampling effects 
are accounted for with a sample-scene phase expected value analysis. This mathematical 
framework was used as the basis for a series of simulations comparing a rectangular (square) 
sampling grid to a hexagonal sampling grid for a variety of image formation and image 
reconstruction conditions. The results presented provide significant insight into the tradeoffs 
encountered when designing a digital imaging system.
120
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6.1 Sum m ary of R esults
• Imaging fidelity loss depends on the frequency content of the scene, image formation 
OTF and the sensor OTF, but not the sampling grid geometry or reconstruction 
function, as shown in figures 4.7, 5.4, 5.5 and 6.1.
• Sampling and Reconstruction fidelity loss depends on the frequency content of the 
pre-sampling image (which depends on scene frequency content, image formation 
OTF, and sensor OTF), sampling grid geometry, and reconstruction function. This is 
demonstrated in figure 4.10 for band-limited scenes, and figures 5.20 - 5.23 for digital 
scenes.
-  Sampling Fidelity Loss (c,), shown in figure 4.8 for band-limited scenes and 
figures 5.12 - 5.15 and 6.2 for digital scenes, is a  measure of the fidelity loss caused 
by the folding of significant image energy at frequencies beyond the Nyquist limit 
into lower frequencies where the frequency response of the reconstruction function 
is non-zero.
-  Reconstruction Fidelity Loss (e?) is a  measure of the fidelity loss due to the pres­
ence of significant pre-sampling image energy a t frequencies where the frequency 
response of the reconstruction function is significantly different than |d e tV |. 
This is presented in figure 4.9 and figures 5.16 - 5.19.
• End-to-End fidelity loss is a  function of the frequency content of the scene, the image 
formation OTF, the sensor OTF, the sampling grid geometry, and the reconstruction 
function, as shown in figure 4.12 and figures 5.28 - 5.31 and 6.4.
-  The Eg term accounts for the end-to-end fidelity loss caused by significant scene 
energy at frequencies where the cascaded response f[v]h[u\ is different from 
j det V |. Eg is a measure of how well the reconstruction function is able to restore 
frequencies that were suppressed prior to sampling by the image gathering OTF, 
as shown in figure 4.11 and figures 5.24 - 5.27 and 6.3.
• The fundamental nature of the end-to-end fidelity loss observed for the ideal and 
display reconstruction functions was markedly different, as shown in figures 6.2 and 
6.3.
-  The end-to-end fidelity loss for the ideal reconstruction functions consisted of 
approximately equal portions of cj and Eg.
-  Eg was the dominate factor for the display reconstruction function, accounting 
for almost all the end-to-end fidelity loss.
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This difference in fidelity loss mechanism is apparent in comparing figures 6.6 to figure 
6.7. Aliasing (sampling fidelity loss) and ringing (reconstruction fidelity loss due to 
the sharp cut off of the ideal reconstruction functions) can be clearly seen in figure 
6.6. Blurring due to the attenuation of high frequency information by the display 
reconstruction function is clearly visible in figure 6.7
Table 6.1 summarizes the range of fidelity loss values reported in chapters 4 and 5.
The fidelity loss difference is the rectangular end-to-end fidelity loss, minus the hexagonal
Fidelity Loss Difference (%)
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Band-limited Scene 
Imaging -30 0 0 0 -30 0 0 0
Sampling &; Reconstruction 0 30 0 1.5 0 12 -0.1 0.15
End-to-End 0 5 0 1.5 -0.4 0.1 -0 .1 0.15
Digital Scene 
Imaging -25 0 0 0 -25 0 0 0
Sampling & Reconstruction 0 60 -0.2 4 0 30 -0.06 0.3
End-to-End -1 6 -0.05 2.5 -0 .3 0.06 -0.02 0.2
Table 6.1: Range of Fidelity Loss Values
end-to-end fidelity loss, as a percentage of the rectangular end-to-end fidelity loss.
6.2 C onclusions
The simulation results indicate that for most of the conditions investigated, hexagonal 
sampling is at best marginally superior to rectangular sampling in terms of end-to-end 
fidelity loss. Although there can be advantages to the use of a hexagonal sampling grid in 
certain fields, the choice of a particular sampling grid must be considered in the context of 
the end-to-end system to determine the possible consequences. Improvements in one area 
of the system can have adverse effects in other areas. The metrics developed in this thesis 
provide an excellent basis for examining the individual and combined effects of the various 
imaging system components on image fidelity.
6.3 Future Efforts
The development and implementation of the system model and fidelity loss metrics encom­
passing both hexagonal and rectangular sampling grids proved to be an interesting challenge
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Figure 6.1: Imaging Fidelity Loss - George
raising several issues outside the bounds of this effort that should be addressed. The fidelity 
loss metrics developed are global measurements of the amount of image fidelity lost, but do 
not address the concerns raised by Legault [l] about resolution varying with direction in an 
image.
The use of a Fourier series to represent the scene, reconstructed image and various 
transfer functions imposes a slight implementational restriction when concerned with the 
fidelity loss metrics, is defined in terms of the index u — U k which must yield integer 
coordinate values in order to properly address the data in the arrays holding the Fourier 
series coefficients for the scene, s[v -  Uk], and the imaging OTF, h[u — Uk]. The discrete 
nature of the Fourier series led to another minor trade-off concerning the construction of the 
sensor OTFs. The model for the sensors implemented is basically an active area surrounded 
by a fill zone which separates the adjacent sensors. While the areas of the active regions 
for the rectangular and hexagonal sensors were the same, the number of discrete locations 
in the regions were different. This difference was responsible for the results indicating the 
hexagonal sensor produced higher imaging fidelity loss than rectangular sensor.
From an examination of the restored images presented in this thesis it is apparent that 
images with similar levels of fidelity loss can vary markedly when compared subjectively. 
This subject was addressed briefly by Hazra et.al. [2] in an attempt to related the perceived
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image quality to the fidelity loss metrics for rectangularly sampled imaging systems. Ad­
ditionally, Huck et.al. [3-6] propose alternative metrics as a measure of image quality that 
could be useful.
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Figure 6.5: Effect of Image Formation OTF on Scene (a  parameter and sensor shape)
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