Abstract: A new nonparametric approach to identify multivariable Hammerstein models is presented in this paper. The linear dynamic subsystem is identified and represented by its finite impulse response (FIR) model, and, the static nonlinearity is identified and represented as an MIMO input-output mapping. By specially designed test signals, the estimation of FIRs for multivariable linear subsystems can be conducted under a SISO framework and can be decoupled from the identification of the static nonlinearity. Due to the nonparametric nature, the representation of MIMO Hammerstein model may not be unique. By making uses of this fact, several parameters can be adjusted to shape the model for achieving engineer's requirement. These above-mentioned representations can be used to obtain an exact process model or an apparent model suitable for control design.
INTRODUCTION
Most chemical processes are better represented by nonlinear models, which can be able to describe the global behaviour of the system over the whole operating range. Thus, many research activities have focused on developing identification methods of nonlinear systems. One of the most frequently used nonlinear model structure is the Hammerstein model, which are composed of a memoryless static nonlinearity followed by a linear dynamical system. Many techniques have been proposed for the identification of Hammerstein systems. Most of the methods focus on single-input-single-output (SISO) systems, while only some methods can handle multiinput-multi-output (MIMO) systems (e.g. Verhaegen and Westwick, 1996; Al-Duwaish and Karim, 1997) . These techniques mainly differ in the way the static nonlinearity is represented and in the type of optimization problem that is finally resulted. In parametric approaches, the static nonlinearity is expressed in terms of a given functional form (e.g. 1 Corresponding author. E-mail: jcjeng@ntu.edu.tw polynomial, neural network, expansion of basis functions) with a set of parameters. However, a priori knowledge of the process is required to select an appropriate form. Regardless of the parameterization scheme chosen, the resulted optimization problem (sometimes non-convex) is usually difficult to solve and the global convergence of the estimated parameters is not always guaranteed. Recently, Lee et al. (2005) proposed an identification method by a special test signal that enables the decoupling of the identification of the linear dynamical part from that of static nonlinearity. Chan et al. (2006) use cardinal cubic spline functions to model the static nonlinearity and then the nonlinear identification problem is converted into a linear one. Although the optimization problem has been simplified, the parameterization of static nonlinearity is still required.
Motivated by the above problems for Hammerstein model identification, a new nonparametric approach is presented in this paper. The parameterization of system is not required and complicate optimization problem is avoided. By specially designed test Preprints Vol.2, June 6-8, 2007, Cancún, Mexico 
the system input, intermediate input (unobserved), output and noise, respectively, and L is the length of the longest () ij h l . The identification problem is to find () H l and input-output mapping of () F g based on a devised input () k u and the observed output () k y . This is a nonparametric approach because no specific model structure is imposed on either the nonlinearity or the LTI system. The only assumptions are that the LTI system is stable and ()= F00 .
In order to simplify the presentation of our method, the following content of this paper is focused on the identification of a 22 Hammerstein system. However, the proposed method can be applied to a general mń system straightforwardly.
IDENTIFICATION OF LTI SYSTEM
The impulse response matrix of a multivariable LTI system can be estimated by least-squares method (Hsia, 1977) provided that its input and output data are given. For Hammerstein system, the intermediate variable () k v is unobserved so that the least-squares method cannot be directly applied. Thus, we propose a special test signal to excite the Hammerstein system for the estimation of its impulse response matrix.
Process Excitation
A sequential multi-stage process excitation using a special test signal is proposed. The input-output relationship of a 22 LTI system in Eq.
(1) can be written as (the noise term is omitted for simplicity)
At the first and second stages, Eq. (4) becomes
respectively. It is seen that Eqs. (5) and (6) represent four SISO LTI systems where the input and output data of each system are known. Let (1) 111212 (1) 221222 (2) 111112 (2) 212122
At the first stage,
(,) uy and 12 (,) uy , respectively; at the second stage,
1 () h l and (2) 2 () h l can be identified based on data 21 (,) uy and 22 (,) uy, respectively. These SISO identification tasks can be done by standard leastsquares method (Hsia, 1977) or subspace-based least-squares algorithm (Jeng and Huang, 2006) . Rewrite Eq.(7) in matrix form as ()() Q=HP ll 
or,
Notice that P is a square matrix with all the diagonal elements as unity. Since the elements of () Q l are identified, the impulse response matrix () H l can be computed by Eq. (10) 
The accuracy of extrapolation of a nonlinear function is not guaranteed. Thus, the distribution of introduced input signal to excite the nonlinear function must cover the whole space expanded by input variables. In addition, higher density has to be used in the region where high model accuracy is desired. If there is not enough a priori knowledge about the process, uniformly distributed signal is recommended as test input. In this paper, multivariable multi-step signal is used. For example, if the numbers of possible value of 1 u and 2 u are 1 n and 2 n , respectively, then the test signal contains a total of 12 nn steps which are all combinations of 1 u and 2 u , with one sampling interval for each step. The sequence of these steps can be randomly ordered.
Estimation of Nonlinear Mapping
Assume the introduced multi-step signal contains 1 N + steps, i. 
Notice that if the LTI system has time delay, the rows, where all elements are zero, of Φ % and η have to be removed. Since the row number of Φ % is always larger than the column number and all elements of Φ % are identified, we can now estimate the unobserved intermediate variable υ % by the method of least-squares, i.e.
( )
Thus, the nonlinearity is identified as the mapping of
. Furthermore, a functional form of the nonlinearity, e.g. multivariable polynomial with cross-terms, can be found to fit this data set, if it is desired.
Measurement Noise
If the noise () k e is random white noise with zero mean, then υ % is an unbiased estimate of υ % .
Moreover, if the row number of Φ % approaches infinity, υ % is a consistent estimate of υ % . To increase the row number of Φ % , we can proceed the test using the signal of which the steps are identical to those of previously used input, but the sequence is randomly scrambled. In this way, more equations for the unknown υ % can be set up in Eq. (12) and hence a more consistent estimate of υ % could be resulted.
However, this is at the cost of prolonged experiment time. In case of strong noise level, it is suggested that the measurement is first passed through a filter to reduce the effect of noise so that the model accuracy can be maintained without extra test. Another way to deal with the noise is fitting the estimated data set with a nonlinear function because the noise will be filtered out by the fitting procedure.
DETERMINATION OF MODEL REPRESENTATION
According to the identification algorithm presented in Sections 3 and 4, the resulted Hammerstein model is represented in Fig. 2 . In this model, the LTI system consists of two blocks, () Q l and 1 -P % , where () Q l is well-determined by several SISO FIR identification tasks. However, the off-diagonal elements of P % can be arbitrarily given provided that P % is non-singular. Based on the selected P % , the associated intermediate variable v % is estimated and then a nonlinearity () F % g is resulted accordingly.
Since the proposed identification method is a nonparametric one, the static nonlinearity and LTI system are not restricted to any specific structures. Thus, these two components of a MIMO Hammerstein model are not uniquely determined if only input and output data are given. In other words, for a given input set, many combinations of different static nonlinearity () F % g and LTI system () H % l can produce identical output with that of the actual nonlinear process. Therefore, it gives engineers the flexibility to choose a desired model representation. In the proposed model shown in Fig. 2 , this flexibility is achieved by selecting the off-diagonal elements of P % , as discussed in the following. 
Exact Model Representation
The result of identification can be made unique if a prior knowledge about the model structure of the LTI system is incorporated. Generally, the linear dynamics can be assumed as the ARX form with known order , Thus, the off-diagonal elements of P can be determined such that the condition in Eq. (16) (1)(1) ( 1)()(2) (1)(2)( (1)(2) 
rsd until the residual is smaller than required. Fig. 3 . Control structure of Hammerstein system.
Model Representation for Control Design
The result of process identification enables us to design a model-based control system, such as model predictive control (MPC). Since many model representations can exhibit identical input-output relationship, identification of the exact model representation described previously may not be our primary goal. Alternatively, identifying a model representation which can help us to achieve some control relevant purposes (e.g. better control performance, simpler control design) is usually more desirable.
The most straightforward nonlinear control strategy for Hammerstein process is applying an inverse function of the static nonlinearity model, 1 () -F % g , precedent to the Hammerstein process and then designing a linear controller, C G , based on the LTI model, () H % l . This control structure is shown in Fig.   3 , where C G can be conventional PID controller or MPC controller. Assume the nonlinearity () F % g is invertible so that the design of C G depends only on () H % l . Thus, the off-diagonal elements of P % can be determined to meet the desired characteristic imposed on the LTI system () H % l . Two cases are discussed in the following, but engineers can specify other conditions based on their demands.
Steady-State Decoupling. By the proposed method, if the system is square, the MIMO LTI system can be modelled as a decoupled system at steady-state without using additional decoupler in the loop, i.e. the LTI model is "self-decoupled" at steady-state. 
. Alternatively, similar to steady-state decoupling, P % can also be estimated to maximize the diagonal dominance of the LTI model at a certain frequency w by
(1) (2) 22 ( . The impulse response sequences of these two models together with that of original process are shown in Fig. 4 . Based on the two LTI models, two corresponding input-output mappings of the nonlinearity are thus estimated from the test of multi-step signal. These mappings have been fitted with multivariable polynomials as shown in Fig. 5 . The outputs of original Hammerstein system and two identified models to random input are simulated as shown in Fig. 6 . As mentioned previously, although these two representations of Hammerstein model are quite different, both of them can produce very similar outputs with that of original system.
CONCLUSION
In this paper, a new method has been presented to identify and model MIMO Hammerstein systems. By the proposed special test signals, the identifications of LTI subsystem and nonlinearity are separated. Because the proposed method is a nonparametric one, the parameterization of system is not required in advance and thus the representation of model is not unique. The exact model representation can be obtained by incorporating a priori knowledge of the LTI system. In addition, engineers can have the flexibility of modelling Hammerstein systems to meet their demands by adjusting a few parameters. Simulation results have shown that accurate model can be identified by the proposed method and different model representations can be used to describe or predict the behaviour of the system. 
