When making an inference from a simulation output, the problem we usually encounter is the autocorrelation among observations.
INTRODUCTION
Among those developed methods for establishing confidence intervals for simulation results,scholars seldom study the multivariate method : a method which considers several variables' joint effect while building up its joint confidence intervals. But we strongly believe that in this world,it is not one but many variables which are factors of decision-making applied in the simulation technology in order to solve practical problems. By considering the total effect from those variables can we make the best decision while dealing with practical problems.
When one wanted to estimate several population parameters during a simulation run, the old method to do this is to build up each variable's confidence interval individually.
For example, if we want to observe five variables, we then build up each variable's 90 percent confidence range; but under this situation, the probability of covering the system's true value from each variable's confidence interval is only greater than or equal to 0.5. This can be proved by Bonferroni Inequality.
Suppose that I I' l = 1, 2 ..... , K are the 1-~i confidence interval for the measure of performance ~I"
Then the probability that all K confidence intervals simultaneously contain their respective true measures satisfies the inequality :
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This result is known as the Bonferroni inequality.
Thus we know, when the number of variables we want to observe increases, the probability for all variables'
confidence intervals to cover the system's true values decreases. This will influence the quality of decisionmaking seriously. So, using a multivariate method to build up a simultaneous confidence interval is indeed necessary.
In the field of multivariate simulation output ana- Crane & Iglehart (1974 , 1975 ) and Fishman (1973 , 1974 gave a series of studies in regenerative method and established a theoretical structure. Seila (1982) To our awareness, the concept of precision is very important in a confidence interval. If the interval is too wide which means the precision is too low, then the interval has l i t t l e value to the decision makers. In our research, we use a sequential method to control the width of the confidence interval and set up a r e l a t i v e precision ? = 0.1. This research could help those simulation experimenters concentrate on t h e i r model-building. Once the model was b u i l t up and the data were collected,experimenters could u t i l i z e the procedure
proposed in our research to analyze t h e i r multivariate s t a t i s t i c s from t h e i r simulation runs. This not only saved the operating time and energy but also helped to approch a better decision-making.
I n our research, we adopted Bonferroni, Roy-Bose, and Hotelling 12 multivariate j o i n t confidence region, and u t i l i z e d M/M/1,Tandem Queue, P r i o r i t y Queue, Central -Server Computer, and (s,S) Inventory models to examine the effect of the proposed technique. Among those evaluating c r i t e r i a , t h e most i m p o r t a n t one i s coverage r a t e .
In g e n e r a l , i f the c o n f i d e n c e c o e f f i c i e n t i -~ i s 0.9 when we r e p e a t b u i l d i n g up c o n f i d e n c e i n t e r v a l s , t h e n the t h e o r e t i c coverage r a t e is 0.9 a l s o .
In each testing model, we also examine system under several conditions. Consequently, there are thirteen conditions tested among these f i v e models. In each cond i t i o n , we conduct 100 independent experiments, and calculate i t s coverage rate. In the mean time, we l i s t the average number of observations needed,the average number of regenerative epochs,and the average operating time of each experiment reference. The confidence c o e f f i c i e n t we used is 0.9 in a11 our experiments.
We use Pascal language to write our programs in this This has make personal computer more and more popu l a r in business companies. Thus, our r e s e a r c h a l s o ope r a t e d on PC w i t h the hope t h a t business companies can a l s o share our f i n d i n g and u t i l i z e our r e s u l t s .
MULTIVARIATE REGENERATIVE METHOD
Suppose that the simulation runs f o r n cycles, and l e t the data generated f o r s parameters be { (X i , N1 ), The following theorem has been proved by Carson. 
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This completes the proof.
Applying the theorem above, we can propose the technique for constructing multivariate joint confidence intervals. Now, we show the processes technique, including Hotelling's T z , Roy-Bose, and BonFerroni.
Hotelling's T 2 Method :
Let S denote the usual estimator of _~, given by
where R : ~ ~ R i .
n i=l
Since R is approximately a multivariate normal distribution for large n, we can show, by applying standard mul-
• T 2 is approximately an F distribution with s and n-s degrees of freedom in the numerator and denominator, re-^ spectively.
However, since R = .N43( v -p ), we can write
We can therefore find the multivariate confidence region for p as
Since u would converge to multivariate normal distribution only for large n,this confidence interval will work in the same condition.
Roy-Bose Method :
Since Rij : Xij-v jNij, in practice, S given by (1) A can be approximated by replacing p with u • This is the same approach that is used in univariate. Now, suppose that simultaneous confidence intervals are to be comput- In the proposed procedure, we do not have to keep each observed data, simply keep their sums. lherefore, the computer memory required is kept to the minimum. So the procedure is very efficient and very fast.
EMPIRICAL RESULTS
We have tested the procedure on five models : M/M/I , Tandem Queue, Priority Queue, Central--Server Computer System, and (s,S) Inventory models.
In the first three models, we have used traffic intensity ~ : 0.5, 0.7, and 0.9 to test the performance of the procedure. In Central--Server Computer System, we used ~2 : 0.5, ~3 = 0.5, and ~2 = o.g, ~3 = 0.I two different conditions. In (s,S) Inventory model we tested when the average demand ~Q = 18 and ~Q = 25 two conditions.
In every condition, we generated i00 independent replications. The joint confidence coeffiecient i-~ is 0.9, its relative precision requirement 7 0 is 0.i. The results of these experiments are listed in Table 4 -I to Among all the coverage rates,the theoretic value of them should be 0.9, since when we build up the joint confidence interval we have used a confidence coefficient of 0.9. While from a practical point of view, we would expect the coverage rate to be higher, we set a hypothesis test here to see if the coverage rate we got were higher than the theoretic value 0.9.
Ho:P~ 0.9 H I : p < 0.9 A lhe decision rule is if P < O.9-Zo.95JT~-(i-P)/N , then reject H 0 . After calculation, the critical value of coverage rate P is 0.851 with significance level .05.
We put a "*" sign on the upper right hand side of those coverage rates that did not pass the hypothesis test.
The average number of observations and epochs in our experiments are also listed for Bonferroni method and Roy-Bose method. The numbers in the square brackets below them are their standard deviation. We also list the average operating time of PC/AT and CDC for comparison. and Roy-Bose. However, since the interval length of the Roy-Bose simultaneous confidence intervals is designed for the purpose that the probability for all linear combinations of the population parameters to be inside its corresponding confidence intervals is 0.9 , it is wider than for l linear combinations. So its theoretical coverage rate should be no less than 0.9. Similarly, since O.g is the lower limit for the Bonferroni simultaneous confidence coefficient, the coverage rate for Bonferroni is no less than o.g .
In doing the multivariate inferences, we assumed that the sample size is sufficiently large.
But in the Computer models and Inventory models the sample size we got when reaching the specified relative precision requirement is still quite small. This might explain why the coverage rate in these two models is low.
In the queueing models, the number of observations needed to reach the specified precision requirement is quite large. Therefore the multivariate normality assumption can be satisfied by central limit theorem. And their coverage rates are quite satisfactory.
ANALYSIS AND DISCUSSION
In this research, we tried to overcome the autocorrelation among multivariate simulatio n output observations. To see if we have accomplished this objective, the coverage rate of confidence intervals becomes the important criterion. As we use 0.9 as the confidence coefficient, the theoretical coverage rate is 0.9.
From our results, the coverage rate of Bonferroni simultaneous confidence intervals are close to 0.9 for most of those five testing models under different conditions, and it is even over 0.95 for Roy-Bose joint intervals. The coverage rates of Hotelling's confidence regions passed the test most of the time except for the central server computer models. So overall, the performance of the technique we proposed is very good.
Since the interval width of Roy-Bose is wider than that of Bonferroni, the coverage rate of Roy-Bose should be higher than the coverage rate of Bonferroni for the same sample data. In our research,to reach the specified relative precision, the Roy-Bose method would require more sample data, so the coverage rate of Roy-Bose is still higher than Bonferroni. The Hotelling's confidence Our results from PC or CDC Cyber 840 computer are all the same. The only difference is the operating time.
The pure machine operating time of CDC is about 40 times faster than that of PC. However, as the main frame computer is shared by many users, sometimes we have to wait for a longer time to get the results than we do on PC .
The operating time shown in the tables includes the data generating time and the technique calculation time.
When the relative precision requirement is set close to 0.1, the coverage rate would be close to the theoretical value. But when the relative precision is too small , the number of observations needed will become very large, and the cost will increase tremendously. Theoretically, the Hotelling confidence region is the ideal inference for a multivariate population parameters. But as it is an ellipsoid, the interpretation is 
