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Abstract
Decades of prior study has yet to fully disentangle the complex transport mechanisms that are
attributed to highly effective heat transfer during boiling. Rational design of enhanced surfaces to
maintain lower surface temperatures during boiling requires improved insight into the individual heat
transfer processes and their dependence on surface characteristics. This study seeks to advance the
understanding of the fundamental role that surface wettability plays in determining the relative
contributions of different heat transfer mechanisms and on the overall heat transfer efficacy during bubble
growth. Two-phase, diabatic simulations of single bubble growth considering interfacial phase change
and a custom dynamic contact angle framework are employed to investigate how the distinct contact-line
and bubble dynamics that are experienced on hygrophilic, hygrophobic, and ambiphilic surfaces impact
heat transfer. The local surface temperature and heat flux profiles underneath the bubble are examined
during the receding, pinning, and advancing stages of bubble growth to explore the dominant heat transfer
modes at each stage. The results indicate that both hygrophilic and ambiphilic surfaces are promising
candidates for the development of enhanced surfaces, but for different reasons related to microlayer heat
transfer versus nucleation characteristics, respectively. Target ranges for the dynamic receding and
advancing contact angles within each wettability regime are suggested to inform design of surfaces with
tailored wettability that maximize performance. These findings indicate that the contact line dynamics
play an important role in determining the heat transfer efficacy of a surface and provide a framework for
the development of enhanced boiling surfaces.
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1. Introduction
Effective boiling heat transfer is critical to enabling transformational advances in thermal management
for applications such as power electronics, data centers, and advanced radar systems. Surfaces can be
produced with enhancement features such as manufactured roughness [1–4], porous coatings [5–7], and
tailored wettability [8–12] such that they outperform conventional smooth metal surfaces in boiling heat
transfer by dissipating higher heat fluxes or maintaining lower surface temperatures. However, to enable
rational design of enhanced boiling surfaces, it is critical to understand the heat transfer mechanisms that
govern this advantageous performance.
While natural convection and conduction in the liquid are the primary forms of heat transfer in the
absence of bubble ebullition, various heat transfer mechanisms have been proposed to explain the high heat
transfer near the bubble during boiling [13–15]. Modes of heat transfer during bubble ebullition include:
evaporation of the microlayer (a thin liquid layer underneath the growing bubble), evaporation of
superheated liquid surrounding the bubble, evaporation at the three-phase contact line, microconvection
heat transfer due to perturbation of the surrounding liquid during bubble growth, and transient conduction
to the subcooled liquid as it rewets the surface after bubble departure. Each of these mechanisms has been
individually studied and shown to play an important role in the overall heat transfer, as discussed in the
following paragraph; however, the contribution of each mechanism to the overall heat transfer rate remains
up for debate, and no single theory has accurately incorporated all of them [14].
Early theories suggested that latent heat transfer was not sufficient to explain the high heat transfer
observed and suggested that improved sensible heat transfer mechanisms were responsible such as
convective effects from liquid agitation as the bubble departs [16] or transient conduction as bubbles acted
to pump cooler liquid close to the surface [17]. Mikic and Rohsenow [18] suggested that the dominant mode
of heat transfer is transient conduction to the subcooled liquid that rewets the surface after bubble departure.
Moore and Mesler [19] first suggested the presence of the microlayer and proposed that it was responsible
for the majority of evaporative heat transfer. Judd and Hwang [20] modeled this microlayer heat transfer
and suggested that it could be responsible for up to a third of the overall heat transfer during boiling. Later,
a direct measurement of the microlayer thickness during boiling was performed by Utaka et al. [21], who
found that the microlayer accounts for up to 44% of the total evaporation, depending on the specific
conditions. Stephan and Hammer [22] modeled the micro-region near the three-phase contact line as well
as the macro-region away from the contact line and suggested that the micro-region played a dominant role
in the heat transfer during bubble ebullition. Wayner et al. [23] posited that high heat fluxes are possible
from the thinnest regions of liquid film near the contact line. Wagner and Stephan [24] utilized infrared
temperature measurements on the backside of a foil heater to obtain a surface temperature map during
boiling. They determined that the area near the three-phase contact line was responsible for up to 50-60%

2

of the overall heat transfer. From this brief review, it is clear that the contribution of each mechanism
remains unclear and can vary from case to case. Because each of these heat transfer mechanisms results
from a particular phenomenon occurring in the vicinity of a growing or departing bubble, bubble
characteristics such as the contact line dynamics and the bubble morphology would be expected to have a
major impact on the contribution of each heat transfer mechanism. This link between dynamic wettability
and the heat transfer mechanisms has not been thoroughly investigated in the literature to date.
The surface wettability is known to play an important role in governing the bubble dynamics during
boiling [12,25–27]; however, most studies attempt to predict bubble ebullition dynamics based on a single
contact angle (typically the static contact angle). The static contact angle does not play a mechanistic role
on the contact lines dynamics [28] and, as a result, has been shown to be a poor predictor of bubble dynamics
and performance in some cases, particularly those with moderate to high contact angle hysteresis [11,12].
Our recent study [29] established a new framework for the bubble growth and departure dynamics based
on the dynamic advancing and receding contact angles. This framework is based on the well-accepted
understanding that the receding contact angle is manifested as the contact line is receding (i.e., dewetting)
while the advancing contact angle comes into play as the contact line is advancing (i.e., wetting) [28]. Three
distinct wetting regimes, hygrophilic, hygrophobic, and ambiphilic, were established for the context of
boiling based on the characteristic bubble dynamics that result from particular ranges of advancing and
receding contact angles. Hygrophilic surfaces, characterized as those with receding and advancing contact
angles less than 90 deg, produce bubbles with small contact diameters and departure diameters owing to
the low receding contact angle; these bubbles fully leave the surface upon departure due to the low
advancing contact angle. Hygrophobic surfaces, characterized by receding and advancing contact angles
greater than 90 deg, exhibit bubbles with large contact and departure diameters owing to the high receding
contact angles; departing bubbles pinch-off above the surface due to the high advancing contact angles,
leaving behind a residual bubble on the surface. Ambiphilic surfaces, characterized by receding contact
angles less than 90 deg and advancing contact angles greater than 90 deg, produce bubbles with small
contact and departure diameters, as with hygrophilic surfaces, but also pinch-off at departure, similar to
hygrophobic surfaces. The wetting behavior of ambiphilic surfaces cannot be properly described by static
contact angles.
Numerical simulations have become a key tool for probing the physical understanding of bubble
ebullition and heat transfer mechanisms that occur during the boiling process. While some alternatives exist,
the majority of numerical studies on boiling utilize level set or volume of fluid (VOF) methods [30]. Though
not reviewed in detail here, numerous studies have advanced the numerical techniques and developed
increasingly accurate methods for capturing interfacial dynamics and heat transfer mechanisms [31–36].
Of particular relevance is the work of Kunkelmann and Stephan [37] who developed a VOF model
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incorporating the micro-region heat transfer model developed by Stephan and Busse [38] to accurately
model the heat transfer near the contact line which is not appropriately resolved by the numerical grid.
Additionally, they modeled the wall temperature profile and showed promising, although limited,
agreement with experiments. These authors later improved the temporal and spatial resolution of the model
to resolve transient phenomena during bubble ebullition [39]. Others have performed numerical studies
investigating the influence of surface wettability and have matched experimental trends for hydrophilic and
hydrophobic surfaces [26,27,40,41], but do not consider dynamic contact angles.
The present study investigates the dominant heat transfer mechanisms in each of the described wetting
regimes to better understand the role of surface wettability in dictating their relative contributions. Diabatic
single bubble simulations are performed for a hygrophilic, a hygrophobic, and an ambiphilic surface. The
key mechanisms of the heat transfer in each case are linked to the characteristic bubble dynamics within
each wettability regime. This numerical study is unique in capturing key aspects of the heat transfer such
as microlayer heat transfer and surface temperature transience and how the heat transfer mechanisms are
influenced by the wetting dynamics in each wetting regime. By elucidating the fundamental link between
surface wettability and effective heat transfer, rational design of enhanced surfaces with tailored dynamic
wettability can be realized. As a result of these findings, recommended design targets are proposed for
enhanced surfaces with tailored wettability.

2. Methods
The heat transfer associated with single bubble growth from a solid surface is modeled using a
transient two-phase continuum surface force-volume of fluid (CSF-VOF) simulation in ANSYS Fluent
[42]. The VOF method tracks the interface by defining a volume fraction, φ, that represents the proportion
of vapor within a given mesh cell (i.e., φ = 1 corresponds to a cell entirely of vapor, and φ = 0 corresponds
to a cell entirely of liquid). Thus, the liquid-vapor interface is found anywhere the volume fraction is
between 0 and 1. In the VOF model, only one set of the governing equations, which incorporates the volume
fraction to account for the respective properties of the liquid and vapor, is solved. A saturated-interfacevolume phase change model is employed that allows non-iterative time advancement to reduce
computational time [43]. The maximum Courant number is maintained to be less than 0.25, with a
maximum time step of 1×10−6 s, to mitigate the development of spurious currents. The PISO algorithm is
used for pressure-velocity coupling. The PRESTO! and second-order upwind schemes are used for
discretization of pressure and momentum, respectively. The gradient is discretized via a least squares cellbased scheme.
A 2-D axisymmetric domain, shown in Figure 1, is defined for this work. A uniform square mesh
with 0.01 mm cells is used throughout the domain which provides a minimum of 27 cells across the contact
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diameter of a bubble and is sufficient to provide a stable interface reconstruction. The overall domain
consists of a solid region at the base and a two-phase fluid region that makes up the rest of the domain. The
solid region is included to incorporate the effects of the thermal response of the surface on local heat transfer
during bubble growth. The two-phase fluid region has material properties to approximate water. The
viscosity of the liquid is artificially increased by an order of magnitude to 0.00279 N-s/m2 in order to
improve the stability of the simulation. This has a mild impact on the convective heat transfer and bubble
dynamics, which may depart slightly from those observed in water but does not affect the qualitative
conclusions of the study. All material properties are assumed to be constant with respect to temperature.
Thus, natural convection is neglected.

Figure 1. The axisymmetric simulation domain including specified boundary conditions. The zoomed view
in the top right shows the uniform square mesh.
A constant heat flux of 3 W/cm2 is applied at the base of the solid surface for all simulation cases.
The outer wall is considered to be no-slip and adiabatic. Axial symmetry is enforced at the central axis. The
top of the domain acts as a constant pressure (1 atm) outlet and thermal outflow condition. Any backflow
at the outlet comes in at the saturation temperature (373.15 K). Three custom submodels are implemented
via user-defined functions to incorporate the more complex aspects of the simulation: (1) phase change at
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the interface, (2) the contact angle and contact line dynamics, and (3) microlayer evaporation and heat
transfer. These submodels are discussed in detail in the subsequent Sections 2.1, 2.2, and 2.3, respectively.
A vapor bubble is initialized as a spherical cap at the receding contact angle with a sphere radius
of 0.27 mm. This initial radius leads to an initial contact diameter that is significantly less than the maximum
contact diameter for each case, allowing the receding stage to occur naturally, but large enough to avoid
numerical instabilities resulting from rapid bubble growth at the start of the simulation. The solid region is
initialized at a 5 K superheat for all cases (378.15 K). The initial thermal boundary layer in the liquid is
assumed to have a thickness of 1 mm and a linear temperature profile that spans the difference between the
surface superheat and the saturation temperature. Because the thermal boundary layer can only be
accurately captured through many bubble ebullition cycles, which is computationally prohibitive, the choice
of the initial thermal boundary layer is somewhat arbitrary, and we follow the approach of Ref. [37].
Additionally, a 1 mm radial boundary layer is introduced around the bubble to prevent large, unphysical
temperature discontinuities at the liquid-vapor interface at the start of the simulation, which would have
resulted in instabilities. This radial boundary layer also has a linear profile that spans from the saturation
temperature at the liquid-vapor interface to the local temperature in the axial thermal boundary layer. The
rest of the two-phase fluid region is initialized at the saturation temperature (373.15 K). Figure 2 shows a
contour map of the temperatures throughout the domain at an initialized case with a receding contact angle
of 30 deg. The pressure throughout the two-phase region is initialized at 1 atm.
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Figure 2. The initialized temperature distribution for the hygrophilic case with key aspects labeled
including the saturation temperature of the liquid, the 5 K superheat of the solid surface, and the profile of
the thermal boundary layer.

This study evaluates bubble growth from a surface in each of the three distinct dynamic wetting
regimes [29]: hygrophilic, hygrophobic, and ambiphilic. The hygrophilic surface has receding and
advancing contact angles both equal to 30 deg, the hygrophobic surface has receding and advancing contact
angles both equal to 120 deg, and the ambiphilic surface has a receding contact angle of 30 deg and an
advancing contact angle of 120 deg. The domain size for each case is selected such that the bubble is not
affected by interactions with the wall and is able to fully depart prior to interacting with the outlet. As such,
the domain radii are 2 mm for the hygrophilic and ambiphilic cases and 5 mm for the hygrophobic case.
The domain heights are 4.5 mm for the hygrophilic and ambiphilic cases and 14 mm for the hygrophobic
case.

2.1 Saturated-Interface-Volume Phase Change Model
The saturated-interface-volume phase change model, developed by Pan et al. [43], is utilized to fix
the liquid-vapor interface at the saturation temperature throughout the simulation and calculate the
corresponding amount of liquid-vapor phase change. The key advantage of this approach is that it reduces
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temperature oscillations during numerical iterations by explicitly setting the local interface temperature to
the saturation temperature. Importantly, this leads to compatibility with non-iterative time advancement
schemes as used in this study and can significantly reduce computational cost of simulations that
incorporate phase change. The model is briefly described here and interested readers are referred to the
original source for a more exhaustive description [43]. In each time step, the amount of sensible heat needed
to change each interface cell to the saturation temperature is calculated locally based on the current
temperature, volume fraction, and material properties. Correspondingly, the amount of latent heat needed
to balance this sensible heat defines the amount of phase change during that time step. An energy
source/sink is applied locally to supply the sensible heat to explicitly set the interface cells to the saturation
temperature. Mass source/sinks for both the liquid and the vapor are applied to account for the phase change
and maintain mass conservation. The liquid source is distributed uniformly over the interfacial cells, and
the vapor source is distributed uniformly over the entire interior volume of the bubble.

2.2 Dynamic Contact Angle Model
The contact angle boundary condition is applied at the solid-fluid boundary in the domain. In this work,
simulations with and without contact angle hysteresis are considered. Cases with no contact angle hysteresis
( θ rec = θ adv ) are simply considered to have a constant contact angle and utilize the contact angle boundary
condition that is native to the software. Cases with contact angle hysteresis ( θ rec ≠ θ adv ) utilize a custom
dynamic contact angle framework developed previously and described in Ref. [29]. In all cases, contact
angles and dynamics (i.e. advancing and receding) are referenced with respect to the liquid.
To summarize, the dynamic contact angle framework acts to ensure realistic contact angle and contact
line dynamics during bubble growth. It asserts three physical conditions: the contact angle must be less than
or equal to the receding contact angle when the contact line is receding; the contact angle must be greater
than or equal to the advancing contact angle when the contact line is advancing; and the contact line remains
pinned if the contact angle is between the advancing and receding contact angles. The effects of contact
line velocity on the dynamic contact angles are neglected. To implement these conditions during the
receding and advancing stages, the contact angle boundary condition is simply set to the receding or
advancing contact angle, respectively. During pinning, the contact angle boundary condition is allowed to
change by resetting it to match the current contact angle at the end of each time step. Additionally, a
momentum source is applied at the contact line to keep it pinned at the appropriate radial location. This
framework results in a bubble growth cycle that begins with a constant contact angle stage at the receding
contact angle as the contact radius of the bubble expands, followed by a constant contact radius pinned
stage as the contact angle increases to the advancing contact angle, and finally a constant contact angle
stage at the advancing contact angle as the contact line advances and the bubble departs.
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2.3 Microlayer Heat Transfer Model
As reviewed in the introduction, microlayer heat transfer is a very significant component of the overall
heat transfer during bubble growth and cannot be neglected [20,21]. However, due to the small thickness
of the microlayer (on the order of μm), it is not computationally tractable to develop a mesh that can
accurately resolve the microlayer simultaneously with the larger scale bubble features. Thus, a submodel
was developed to approximate the microlayer heat transfer without requiring a full numerical simulation of
the microlayer. This submodel tracks the local microlayer thickness and determines the appropriate amount
of heat transfer and phase change accordingly.
The initial microlayer thickness at a given radial location is determined based on the correlation
developed by Cooper and Lloyd [44], δ 0 = 0.8 ν t R , where ν is the kinematic viscosity and tR is the time
required for the contact line to reach that radial location. The methodology for determining tR is described
in detail later in this section. Given the goal of this work which is to make relative conclusions about the
heat transfer behavior in each of the wettability regimes, the model of Cooper and Lloyd [44] is used due
to its simplicity and wide use. The kinematic viscosity used in the microlayer submodel is based on the
saturation properties of water, not the artificially increased dynamic viscosity utilized to improve numerical
stability throughout the rest of the domain.
The microlayer thickness is tracked by storing this data at each time step using user-defined memory
within the top row of cells in the solid region (the same location where the energy sink to account for the
microlayer heat transfer is ultimately applied as discussed below). The local microlayer heat transfer is
calculated based on the conduction resistance across the microlayer thickness according to
q ''(r ) = − kl

Tsurf (r ) − Tsat

δ (r )

(1)

where kl is the thermal conductivity of the liquid, Tsurf is the local surface temperature, Tsat is the saturation
temperature of the vapor, and δ(r) is the local microlayer thickness. This heat transfer is spatially averaged
and applied uniformly as an energy sink to the top row of cells in the solid surface with a nonzero microlayer
thickness. Additionally, it is assumed that all of the microlayer heat transfer results in evaporation of the
local microlayer. The amount of liquid-vapor phase change within the microlayer is calculated based on the
local heat transfer determined by Equation 1. The liquid mass that is lost due to evaporation is removed via
a distributed mass sink and the local microlayer thickness is updated accordingly. The vapor mass generated
via phase change is added as a distributed mass source in the vapor space. If the microlayer is thin enough
such that the entire local microlayer would evaporate within a given time step, the local heat transfer applied
during that time step is capped based on the latent heat transfer resulting from full evaporation of the local
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microlayer thickness. Any flow within the microlayer region is neglected, so that each cell within the
microlayer region may be treated independently. By tracking the microlayer thickness in this manner,
microlayer dryout is modeled and the microlayer heat transfer evolves qualitatively as expected based on
observations from the literature [45] – that is, there is a wide band of high heat transfer over the entire
microlayer during bubble growth. As the microlayer dries out, an inner dryout radius forms where there is
no microlayer heat transfer. The total microlayer heat transfer gradually decreases as time advances as a
result of the thin, low-thermal-resistance microlayer regions drying out and thicker, higher-resistance
microlayer regions being formed. If the contact line begins to advance and rewets beyond a cell where there
remains a local microlayer, the microlayer thickness in that cell is reset to zero. This inherently assumes
that the microlayer does not advance with the contact line, but rather is consumed by the bulk liquid that
advances over it. Due to the small time period over which the contact line advances, the treatment of the
microlayer during this stage does not consequentially affect the results.
The existence and initialization of the microlayer differs depending on the dynamic wettability of the
surface being considered. Bubbles growing on hygrophobic surfaces are generally not considered to form
a microlayer [26]. Thus, microlayer heat transfer is neglected for the hygrophobic case in this study. For a
hygrophilic surface from which each bubble fully departs during the ebullition cycle, it is important to
consider that the microlayer formation begins upon nucleation, rather than the initiation of the simulation
which begins with an initialized bubble. Thus, the time required for the bubble to reach a particular radial
location, which is used to determine the initial microlayer thickness, must account for the approximate time
required for the bubble to reach the initialization condition. The initial growth rate is approximated based
on the average growth rate over the first 1000 time steps (~0.5 ms). This is used to determine the
approximate time needed for the bubble to grow to the initialized volume. This time, toffset, is used as an
offset from the simulation time, t, for the determination of the microlayer thickness. The initial microlayer
under the initialized bubble is assumed to have a linear profile spanning from δ 0 = 0 at r = 0 to

δ 0 = 0.8 ν toffset at the initial contact radius. The thickness of the microlayer also affects the early growth
rate. So, an iterative process was used until a change in the estimated offset time was less than 10%. As the
simulation progresses, the initial microlayer thickness at a given radial location for the hygrophilic surface
is given=
by δ 0 0.8 ν (t + toffset ) .
For ambiphilic surfaces, those with a low receding contact angle but a high advancing contact angle,
the microlayer formation and thickness has never been explicitly studied. The microlayer is generally
theorized to form as a result of the hydrodynamics as the contact radius expands outwards [44]. Therefore,
because the growth dynamics of bubbles on ambiphilic surfaces during this receding stage match those of
hygrophilic surfaces, which are known to form a microlayer, it is expected that a microlayer will also form
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under bubbles on ambiphilic surfaces. For these surfaces, bubbles pinch off above the surface at departure
and leave behind a residual bubble on the surface [12,29]. The surface under this residual bubble will not
rewet, and thus, a new microlayer will not form in this area. To simulate a representative bubble in the
middle of the ebullition cycle, rather than the first bubble that occurs at a given location, the initial base
diameter is set to have approximately the same base diameter as the residual bubble left upon bubble
departure, and it is assumed that no microlayer exists within this region. As a result, time zero for the
simulation can be approximated as time zero for the determination of the microlayer thickness (i.e., the
offset time is set to zero).
As a result of the microlayer heat transfer model implementation and the numerical discretization, slight
fluctuations in the surface temperature were observed in the hygrophilic and ambiphilic cases. This is due
to the sharp increase in the microlayer heat transfer in a given cell as the microlayer become very thin,
followed by a sharp decrease in heat transfer when the microlayer dries out. It is not expected that these
events alter the representative behavior of each surface. For clarity of the discussion and interpretation of
the results, the instantaneous times presented are selected to be away from spikes in these fluctuations.

3. Results and Discussion
3.1 Bubble Ebullition Characteristics
Significant differences in the bubble dynamics result from the differences in the dynamic contact angles
in the three wettability regimes. The effects of dynamic contact angle on bubble dynamics were extensively
explored in our previous work under adiabatic conditions [29]. Generally, the diabatic conditions
considered here do not change the characteristic features of bubble growth and departure that distinguish
the wettability regimes. Nevertheless, the bubble dynamics specific to the three diabatic cases studied are
described briefly to facilitate understanding of the impact that these dynamics have on heat transfer during
bubble growth. Table 1 lists the bubble ebullition characteristics (maximum base diameter, departure
diameter, and departure time) for each case. Figure 3 shows the bubble morphology for each case at key
points in the bubble ebullition process.

Table 1. Key bubble ebullition characteristics for each case studied.
Case

Receding
Contact Angle
(deg)

Advancing
Contact Angle
(deg)

Hygrophilic
Ambiphilic
Hygrophobic

30
30
120

30
120
120
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Maximum
Base
Diameter
(mm)
0.55
0.53
7.71

Departure
Diameter
(mm)

Departure
Time
(ms)

1.87
2.71
7.83

25.9
115.1
123.9

Figure 3. Snapshots of the bubble morphology at key points along the bubble ebullition cycle for each
case. Vapor is shown in black and liquid is shown in white. Note that the full simulation domain is not
shown here. The parenthetic labels designate the receding and advancing contact angles, e.g., R30A120
refers to a receding contact angle of 30 deg and an advancing contact angle of 120 deg.

The receding contact angle governs the bubble morphology during the initial stages of bubble growth.
The low receding contact angle in the hygrophilic and ambiphilic cases leads to a small base diameter
throughout bubble growth. Because the receding contact angles are identical, the bubble morphologies of
these two cases are very similar up to the maximum base diameter (0.55 mm for hygrophilic and 0.53 mm
for ambiphilic). The high receding contact angle of the hygrophobic surface results in a bubble morphology
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with a large base diameter during growth and results in a maximum base diameter of 7.71 mm (note the
difference in length scales for the hygrophobic case in Figure 3).
The stage of bubble growth between when the maximum base diameter is reached and contact line
advancing begins is the pinned stage where the contact angle increases from the receding contact angle to
the advancing contact angle. Because the hygrophilic and hygrophobic cases do not have any hysteresis,
the bubble morphology does not change significantly between the time the maximum base diameter is
reached and the contact line begins to advance. However, for the ambiphilic surface, the contact line pins
as the contact angle increases from 30 deg to 120 deg. Thus, the bubble grows significantly during this
stage (13.7 ms < t < 114.1 ms in Figure 3) and begins to stretch upward forming a necking region at the
base of the bubble.
Once the advancing stage begins, the advancing contact angle governs the bubble morphology as the
contact line begins to move with a constant contact angle. The bubble on the hygrophilic surface maintains
a spheroidal shape and the bubble departs completely from the surface at t = 26.1 ms as a result of the
contact line reaching r = 0. Because of the high advancing contact angles, the hygrophobic and ambiphilic
surfaces have an elongated shape with a significant necking region. The interface in the necking region
above the surface reaches r = 0 prior to the contact line on the surface, which results in a pinch-off departure
mechanism which leaves a residual bubble behind on the surface in both cases.
Because the receding contact angle governs the initial growth period up to the maximum contact
diameter, it plays a dominant role in determining the departure diameter [29]. The advancing contact
angle also plays a minor role in determining the departure diameter but plays a more significant role in
determining the time spent in the pinning stage and ultimately the departure time. This results in the
departure time on the ambiphilic surface being over twice as long as on the hygrophilic surface. Despite
the substantially larger bubble volume, the hygrophobic surface only has a slightly longer departure time
than the ambiphilic surface. Most of the phase change that leads to bubble growth occurs at the threephase contact line, and the hygrophobic surface has a much larger base diameter and therefore contact
line length. Thus, the average volumetric growth rate on the hygrophobic surface is much higher.
However, these same features also lead to extensive dewetting and coalescence events, resulting in
premature vapor film coverage and dryout on real hygrophobic surfaces.

3.2 Heat Transfer in the Hygrophilic Case
Figure 4 presents the temperature evolution in the simulated domain during bubble growth on a
hygrophilic surface. Figure 4(a-c) show the temperature contours in the domain during the receding growth,
pinned growth, and advancing growth stages. Figure 4(d) shows the radial surface temperature profile for
each of these respective stages. Figure 5 displays the surface heat flux profiles at the same times. The heat
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transfer through the microlayer (dot-dash lines) and the sum of other conduction and convection heat fluxes
(solid lines) are shown separately. These figures are analyzed in the following discussion to gain insight
into the dominant heat transfer mechanisms in each growth stage.
As the bubble begins to grow in the receding stage, the surface temperature directly under the bubble
is reduced by approximately 2 K relative to the outer surface due to high local heat transfer (Figure 4 (a)).
As shown in Figure 5(a), this stage is characterized by high microlayer heat transfer, which has a local peak
heat flux that is ~8 times greater than the rest by conduction and convection in the vicinity of the bubble.
The instantaneous microlayer thickness at each of the times shown in Figure 4 and Figure 5 (note that the
microlayer does not exist at the latest specified time, during the advancing stage) is plotted in Figure 6.
When a bubble nucleates on a hygrophilic surface, the initial microlayer is very thin. This leads to highly
efficient heat transfer and a period of rapid, inertia-controlled growth which supports the continued
formation of thin microlayer regions near the contact line as it expands radially. This results in a minimal
thermal resistance across the microlayer and extremely effective heat transfer. The local heat transfer rate
(a peak of ~3.4×106 W/m2) during this early growth stage on the hygrophilic surface is by far the highest
observed in any of the simulated cases. However, this ultrathin microlayer also dries out quickly. Thus, the
highly effective heat transfer rate is short-lived, and the bubble then transitions to a slower quasi-steady
growth mode resulting in a thicker microlayer.
During the pinning stage, the average microlayer thickness is much larger (see t = 15.7 ms in Figure 6),
and the microlayer heat transfer is roughly an order of magnitude lower than that observed early in the
receding stage of growth, as shown in Figure 5(b). The sum of the convective and conductive heat transfer
near the contact line is comparable in magnitude to the microlayer heat transfer at this stage. Because the
most efficient heat transfer still occurs near the contact line, the surface temperature in this region remains
reduced compared to the temperature away from the bubble, as seen in Figure 4(b,d). As the contact line
begins to advance, it engulfs any remaining microlayer and there is no longer any microlayer heat transfer.
The heat transfer resulting from convection and conduction increases considerably as a result of contact
line motion and cooler liquid being brought toward the surface near the contact line.
Throughout the bubble growth process, the region near the contact line displays the greatest heat
transfer. The microlayer dominates during the early receding stage of growth, but convection and
conduction near the apparent contact radius become a larger proportion of the overall heat transfer as the
bubble grows and the thin regions of the microlayer dry out. Within the dried-out region, there is minimal
heat transfer which corroborates observations of central hot spots in experimental studies [45,46].
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Figure 4. Temperature contours for a bubble growing on the hygrophilic surface in the (a) early receding
stage, (b) pinned stage, and (c) advancing stage. The interface of the bubble and the solid-liquid boundary
are denoted by solid black lines. The full domain radius of 2 mm is shown, but with a reduced frame
height. (d) The surface temperature plotted versus radius for the same instants as the temperature
contours.
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Figure 5. The surface heat flux profiles from the microlayer heat transfer submodel (dash-dot line) and the
sum of the other conductive and convective heat fluxes (solid line) calculated by the simulation for the
hygrophilic case during the (a) early receding stage, (b) pinning stage, and (c) advancing stage. Note that
(a) has a larger y-axis range than the other plots.
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Figure 6. The instantaneous microlayer thickness during the early receding stage (t = 0.2 ms) and the
pinned stage (t = 15.7 ms) for the hygrophilic case.

3.3 Heat Transfer in the Ambiphilic Case
The temperature contours and surface heat fluxes for the ambiphilic case are presented in Figure 7 and
Figure 8, respectively, for the receding, pinned, and advancing stages of growth in the same manner as
shown in the previous section for the hygrophilic case. Despite having similar bubble dynamics to the
hygrophilic surface in the receding stage, the heat transfer during this stage is much different for the
ambiphilic surface, particularly regarding microlayer heat transfer. As described previously, there is no
microlayer formation under the initial bubble because this region does not rewet during the ebullition cycle
on ambiphilic surfaces. In the hygrophilic case, the evaporation of the thin microlayer in this region
dominates heat transfer and contributes significantly to rapid growth of the bubble during the initial portion
of the receding growth stage. The absence of this thin microlayer region, evident in Figure 9 which shows
the instantaneous microlayer thickness at each stage, results in slower growth and diminished heat transfer
during the receding stage. Additionally, the slower growth leads to an overall thicker microlayer across the
bubble footprint. Thus, the ambiphilic surface has diminished microlayer heat transfer into the pinning stage
as well, stemming from the absence of the rapid inertia-controlled growth period.
While the convective and conductive heat transfer during the receding stage is similar for the
hygrophilic and ambiphilic surfaces, it is approximately 40% lower for the ambiphilic case in the pinning
stage. The stagnant, pinned contact line minimizes any convection during this stage for ambiphilic surfaces.
The increasing contact angle also results in a larger film thickness and a less extreme temperature gradient
between the surface and the saturated interface which reduces conduction heat transfer near the contact line
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(Figure 7(b)). As a result of these factors, the heat transfer around the bubble is poor during the pinned
growth stage for the ambiphilic surface and results in a nearly constant surface temperature, as seen in
Figure 7(d). The most effective heat transfer from the ambiphilic surface is observed as the contact line is
advancing and the bubble departs. As observed in Figure 7(d) and Figure 8(c), respectively, the largest local
dip in surface temperature and the largest peak in heat flux are observed during this stage. Once the contact
line begins to advance, the bubble quickly departs from the surface within ~1 ms as shown in Figure 3. This
rapid contact line motion induces convection and brings cooler liquid into contact with the surface near the
contact line as seen in Figure 7(c), increasing the overall heat transfer.

Figure 7. Temperature contours for a bubble growing on the ambiphilic surface in the (a) early receding
stage, (b) pinned stage, and (c) advancing stage. The interface of the bubble and the solid-liquid boundary
are denoted by black lines. The full domain radius of 2 mm is shown, but with a reduced frame height. (d)
The surface temperature plotted versus radius for the same times.
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Figure 8. The surface heat flux profiles from the microlayer heat transfer submodel (dash-dot line) and the
other conductive and convective heat fluxes (solid line) calculated from simulation of the ambiphilic case
during the (a) early receding stage, (b) pinning stage, and (c) advancing stage.
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Figure 9. The instantaneous microlayer thickness during the early receding stage (t = 3.0 ms) and pinned
stage (t = 63.2 ms) for the ambiphilic surface.

3.4 Heat Transfer in the Hygrophobic Case
Figure 10 and Figure 11 present the respective temperature contours and heat flux profiles for the
hygrophobic case in the receding, pinning, and advancing stages in the same manner as shown for the
previous cases. Because the microlayer does not form on a hygrophobic surface, there is only a single solid
line plotted in Figure 11 associated with the local heat flux due to conduction and convection. Without a
microlayer, and due to the interface shape, this results in the majority of the heat transfer being sharply
localized at the contact line as the bubble grows through the receding (Figure 11(a)) and pinned (Figure
11(b)) stages. Early in the receding stage at t = 6.6 ms, the surface remains nearly isothermal with only a
slight dip in temperature due to the heat transfer at the contact line, as shown in Figure 10(a,d). The peak
heat flux remains relatively constant at ~4×105 W/m2 during the receding and pinned stages, as evident in
Figure 11, and the surface steadily heats up throughout this process. Due to the large base diameter, a
substantial surface area becomes covered in vapor. Due to the lower conductivity of vapor compared with
liquid, the surface underneath the bubble away from the contact line becomes hotter than the bulk surface
outside the contact radius. This occurrence of hot spots underneath the bubble is evident in the pinned (t =
77.1 ms, Figure 10(b,d)) and advancing (t = 121.1 ms, Figure 10(c,d)) stages.
The highest heat transfer is observed as the contact line is advancing, as shown in Figure 11(c). The
contact line advances from the maximum contact radius of 3.86 mm to a contact radius of 0.42 mm at the
moment when pinch-off occurs, traversing a large portion of the surface. During this process, cooler liquid
is brought into contact with the surface over this entire span, resulting in a significantly thinner thermal
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boundary layer, as seen in Figure 10(c). This moderately improves the heat transfer over a large area due
to an increased amount of transient conduction and induces a convective flow. Additionally, the peak heat
flux at the contact line is roughly doubled compared with the receding and pinned stages.

Figure 10. Temperature contours for a bubble growing on the hygrophobic surface in the (a) early
receding stage, (b) pinned stage, and (c) advancing stage. The interface of the bubble and the solid-liquid
boundary are denoted by black lines. The full domain radius of 5 mm is shown, but with a reduced frame
height. (d) The surface temperature plotted versus radius for the same times.
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Figure 11. The surface heat flux profiles for the hygrophobic case during the (a) early receding stage, (b)
pinned stage, and (c) advancing stage.

3.5 Advantages and Disadvantages of Different Wetting Regimes
Based on the heat transfer behavior of the surfaces presented, broad conclusions can be drawn about
the relative advantages and disadvantages of hygrophilic, hygrophobic, and ambiphilic surfaces, as
summarized in Table 2. Hygrophobic surfaces have the most obvious drawbacks due to the lack of
microlayer heat transfer and the large dryout region with minimal heat transfer underneath each bubble.
These features, coupled with previous conclusions that hygrophobic surfaces transition to film boiling
prematurely due to large bubble base diameters [25,47,12], make hygrophobic surfaces generally
undesirable for boiling applications. Hence, the following discussion will focus on comparing the utility of
hygrophilic and ambiphilic surfaces.
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Table 2. Summary of advantages and disadvantages of each surface type.
Surface Type
Hygrophilic

Ambiphilic

Hygrophobic

Advantages
-

Disadvantages

High microlayer heat transfer
and rapid bubble growth during
early receding stage

-

Fast departure

-

Highest per-bubble heat transfer

-

Pinch-off mechanism eliminates
waiting period

-

High nucleation site density

-

Some microlayer heat transfer

-

High nucleation site density

-

Large contact line length where
heat transfer is effective

-

Pinch-off mechanism eliminates
waiting period

-

Relatively low nucleation site
density
Exhibits waiting period between
bubbles

-

Pinch-off mechanism may
eliminate most efficient
microlayer heat transfer due to
lack of rewetting

-

Pinning stage with poor heat
transfer can be long (slow
departure)

-

Extensive spreading of vapor of
the surface leads to premature
film boiling

-

Large insulating dry spots lead
to hot spots near nucleation site

-

No microlayer heat transfer

-

Slow departure

Compared with ambiphilic surfaces, hygrophilic surfaces have more effective microlayer heat transfer,
particularly at the beginning stages of bubble growth. Because of the pinch-off departure mechanism
observed in ambiphilic surfaces, the residual bubble prevents formation of a microlayer in this area.
Additionally, the existence of the thin microlayer near the center of the bubble on hygrophilic surfaces
results in an increased growth rate which thereby thins the microlayer even in outer regions where the
microlayer does form (but is thicker) in the ambiphilic case. These advantages in microlayer heat transfer
are the major contributing factor which allows the hygrophilic surface to maintain the lowest temperatures
observed during bubble growth in this study.
However, ambiphilic surfaces exhibit some significant advantages that are not evident when merely
looking at growth of a single bubble isolated on a surface. When assessing the heat transfer performance
during the bubble ebullition cycle, it is important to consider the full bubble ebullition cycle which consists
of nucleation, bubble growth and departure, and the waiting period until another bubble nucleates at that
site. Due to the lack of a predictive understanding of nucleation, the nucleation process and waiting period
were not directly modeled in this study, which focused on simulation of growth and departure; however,
observations of the bubble dynamics from this study and evidence from the literature can together identify
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advantages of these surfaces. First, while the pinch-off mechanism of ambiphilic surfaces reduces the
efficacy of microlayer heat transfer, it also completely eliminates the waiting time before another bubble
nucleates. The waiting time would have diminished heat transfer compared with any stage of the bubble
growth process for hygrophilic and ambiphilic surfaces due to the lack of a three-phase contact line, where
the peak heat transfer is always observed in this work. Thus, the complete elimination of a waiting time is
seen as a major potential benefit for ambiphilic surfaces [25,40] compared to hygrophilic surfaces. Second,
nucleation typically occurs at a lower superheat on ambiphilic surfaces compared to hygrophilic surfaces
[9,48,11,12]. This would lead to a higher nucleation site density at a given heat flux. Thus, even though the
heat transfer of a single bubble may be less effective on ambiphilic surfaces, more bubbles will likely be
present on the surface at a given heat flux. These tradeoffs between hygrophilic and ambiphilic surfaces
make it difficult to claim that one surface type is universally or definitively better for boiling heat transfer.

3.6 Implications for Enhanced Surface Design
Because both hygrophilic and ambiphilic surfaces are viable for the development of enhanced surfaces,
but have distinct advantages and disadvantages, we consider surface design regarding wettability for each
surface type separately. The performance tradeoffs and potential design targets for hygrophilic surfaces are
summarized in Figure 12(a), which illustrates the trends in heat transfer behavior with changes in the
receding and advancing contact angle. As discussed, hygrophilic surfaces have the most effective heat
transfer on a per-bubble basis due to high microlayer heat transfer, particularly early in the growth process.
One potential design target is to maximize the proportion of time spent in this early receding stage of growth
by producing small bubbles that quickly depart from the surface. To achieve this, the receding and
advancing contact angles should both be minimized, corresponding to the lower left target area in Figure
12(a). The receding contact angle is the key factor that determines the bubble departure diameter [29].
Reducing the receding contact angle will reduce the bubble departure diameter and, correspondingly, the
time to departure. Reducing the advancing contact angle also plays a minor role in decreasing the departure
diameter because it limits the length of the pinned stage of growth.
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Figure 12. Summary of the tradeoffs that occur at different receding and advancing contact angles within
the (a) hygrophilic and (b) ambiphilic regimes. Favorable design targets are shown in green and
detrimental regions are shown in red.

The disadvantages of hygrophilic surfaces revolve primarily around their nucleation characteristics.
They exhibit a waiting time during which a bubble is not present at the nucleation site and the nucleation
site density on these surfaces is typically lower than that of hygrophobic and ambiphilic surfaces at the
same heat flux. Nucleation characteristics have been largely speculated to correspond to either the static or
advancing contact angle [12,48]. Therefore, designing a surface such that the advancing contact angle
approaches 90 deg may be a viable path for improving nucleation characteristics, and thereby performance,
in the hygrophilic regime (bottom right target area in Figure 12(a)). This stands in contrast with the
alternative target described above of minimizing the advancing contact angle to promote rapid departure.
The nucleation site density also plays a major role in the overall heat transfer efficacy of a surface, but it is
not clear whether any improvement to the nucleation site density would outweigh the increase in the
departure time. Hence, both regions are highlighted green in Figure 12(a) as viable paths toward
optimization, but further study is needed to assess the tradeoffs. For the remaining region (top right in
Figure 12(a)), if the receding contact angle were also maximized within the hygrophilic regime, this would
lead to significantly larger bubbles which, in turn, would increase the contact line length and likely the
departure time. While increased contact line length is favorable for heat transfer on a per-bubble basis, it
would likely have a more detrimental impact on the critical heat flux of the surface and reduce the

25

proportion of time spent in the efficient early receding stage; operation in this region is therefore not
recommended.
The tradeoffs with different receding and advancing contact angles and potential design targets for
ambiphilic surfaces are summarized in Figure 12(b). Ambiphilic surfaces generally have favorable
nucleation characteristics due to high advancing contact angles. As discussed for hygrophilic surfaces, it
may be possible to maximize the nucleation site density by maximizing the advancing contact angle as
much as possible. It is important to consider that an increase in the advancing contact angle also increases
the size of the residual bubble left behind upon bubble departure. In Allred et al. [29], a case with a receding
contact angle of 30 deg and an advancing contact angle of 150 deg was shown to pinch off from the surface
with the contact line still at the maximum contact diameter. A typical bubble ebullition cycle on such a
surface would not exhibit a receding stage or an advancing stage, but rather the entire bubble growth period
would have a pinned contact line. This would completely eliminate microlayer heat transfer once the initial
microlayer dries out. Thus, the trade-off between nucleation characteristics and microlayer heat transfer
must be considered. One path to heat transfer enhancement would be to maximize the advancing contact
angle in an attempt to maximize the nucleation site density while maintaining a low receding contact angle
to limit vapor coverage on the surface, highlighted as the target region in the bottom right of Figure 12(b).
Another potential design target for ambiphilic surfaces would be to reduce the detriment to microlayer
heat transfer caused by the lack of rewetting of the surface by minimizing the size of the residual bubble
left behind upon departure. To achieve this, the advancing contact angle should be reduced to just above 90
deg such that pinch-off still occurs, but the residual bubble is very small. Then, the bubble should behave
more like those on hygrophilic surfaces because almost the entire surface is allowed to rewet, but still
preserve the benefit of eliminating the waiting time until another bubble nucleates. Notably, this target
region highlighted in green on the bottom left of Figure 12(b) aligns with the goal of balancing microlayer
heat transfer and nucleation characteristics for hygrophilic surfaces via a low receding contact angle and an
advancing contact angle near 90 deg.
Ambiphilic surfaces can be prone to the development of dry spots due to the pinch-off departure
mechanism. Thus, high receding contact angles that lead to large contact diameters should generally be
avoided, particularly when coupled with high advancing contact angles, which together (top right region of
Figure 12(b)) would result in large dry/hot spots that do not rewet upon bubble departure. This would likely
significantly reduce the critical heat flux of the surface.

4. Conclusions
The heat transfer behavior during bubble growth was simulated for representative hygrophilic,
hygrophobic, and ambiphilic surfaces. The simulations considered single bubble growth and departure from
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an initialized condition at a small contact diameter, where evaporation was modeled with a saturated
interface phase change model and microlayer heat transfer was approximated with a custom submodel.
Contact line dynamics were modeling using a previously established dynamic contact angle framework.
Differences in the dynamic contact angles in each wetting regime result in significantly different
bubble dynamics and heat transfer mechanisms. Hygrophilic surfaces are shown to have extremely effective
heat transfer during the early receding stage of growth resulting from a thin microlayer. This results in the
most effective heat transfer observed on a per-bubble basis. Ambiphilic surfaces exhibit decreased
microlayer heat transfer due to the occurrence of the pinch-off mechanism at departure which prevents
portions of the surface from rewetting and forming a new microlayer. However, this pinch-off mechanism
completely eliminates the waiting time between bubble departure and nucleation of a new bubble, enabling
the maintenance of effective contact line heat transfer throughout the bubble ebullition cycle. This is
contrast with the less effective transient conduction for hygrophilic surfaces as the thermal boundary layer
must be reestablished in this case during the waiting period between bubble formation. Additionally,
ambiphilic surfaces have previously been shown to have favorable nucleation site density characteristics.
As for the third kind of surface studied, bubbles on hygrophobic surfaces grow to large contact diameters
which result in large dry spots beneath the bubble. These dry spots have particularly poor heat transfer due
to the poor conductivity of vapor, resulting in large hot spots on the surface. Additionally, this vapor
spreading would lead to premature critical heat flux.
Hygrophilic and ambiphilic surfaces are both identified as promising choices for the development of
enhanced surfaces. Specific dynamic contact angle design targets are identified based on the current
simulation results and experimental observations of nucleation behavior reported in the past literature.
These design targets aim to maximize the advantages and minimize the disadvantages within each class of
surface. For both surface types, this results in competing targets – maximizing microlayer heat transfer or
maximizing nucleation site density. In both cases, low receding contact angles are preferred in order to limit
vapor spreading and departure size. For the hygrophilic regime, the advancing contact angle presents a
design tradeoff; it can either be minimized to encourage rapid bubble departure and increase the proportion
of time spent in the early receding stage with highly effective microlayer heat transfer, or it can be increased
to near 90 deg to maximize the nucleation site density. Similarly for ambiphilic surfaces, the advancing
contact angle can be reduced to near 90 deg to minimize the size of the residual bubble and increase the
area over which the microlayer forms or maximized to improve the nucleation site density. The current
study offers an approach to rational design of surfaces for the dynamic wetting behavior to improve heat
transfer during boiling and identifies key tradeoffs in heat transfer across the spectrum of dynamic receding
and advancing contact angles. Additional study is required to fully understand the trends in heat transfer
characteristics with varying dynamic contact angles within the individual wettability regimes. This work
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also motivates investigations into the role of dynamic wettability in areas of nucleation, waiting time, and
bubble interactions, which are not considered in the current simulations, to further map the design space
for enhanced boiling surfaces.
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