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Abstract
We construct a connective genuine C2-spectrum of real K-theory for
every Waldhausen ∞-category with genuine duality via a hermitian ver-
sion of Waldhausen’s S-construction. We characterize real K-theory as
the universal theory satisfying additivity.
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1 Introduction
In this paper we start developing real algebraic K-theory for certain input cat-
egories which we call Waldhausen ∞-categories with genuine duality.
Higher algebraic K-theory can be defined for a variety of input data, e.g.
for exact categories (with weak equivalences), Waldhausen (infinity) categories,
stable infinity categories or the direct sum K-theory of symmetric moonoidal
(infinity) categories.
Hermitian K-theory can be defined e.g. for exact categories (with weak
equivalences) and duality (see e.g. [7]). A version for infinity categories has
been introduced in [8], there the input is a stable infinity category with duality.
There exists a refinement of a stable infinity category with duality, namely a
stable infinity category together with a non-degenerate quadratic functor.
These will be special cases of the input data which we allow:
A Waldhausen ∞-category with duality uses the notion of duality on an ∞-
category defined in [3]. Here we develop a further refinement of this concept
resulting in the notion of a genuine duality on an ∞-category. Roughly the
difference between a duality and a genuine duality is similar to the difference
between a C2-space (i.e. a space with C2-action, where we consider two such to
be equivalent if there is a C2-equivariant map from one to the other which is
an underlying weak equivalence) and a genuine C2-space (two such spaces are
equivalent is there is a C2-equivariant map from one to the other which is an
underlying weak equivalence and a weak equivalence on C2-fixed points).
A genuine C2-space can equivalently be described by a functor from the
opposite of the orbit category of C2 to spaces, which can be thought of as
a refinement of the homotopy fixed points of a C2-space. We show that a
similar statement is valid for ∞-categories with genuine duality. Such a genuine
duality on an∞-category C can equivalently be described by a refinement of the
∞-category of lax hermitian objects, namely each lax hermitian object comes
equipped with an additional space and elements of this space can be thought of
as further refinements of the hermitian structure a lax hermitian object carries.
These spaces vary contravariantly with the lax hermitian object (as the lax
hermitian structures on objects of C also vary contravariantly in C), so the
actual additional datum of a genuine duality is a right fibration with target the
∞-category of lax hermitian objects in C.
We define a Waldhausen ∞-category with genuine duality as an exact ∞-
category with duality together with a genuine refinement which is compatible
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with the exact structure.
As one of the main theorems of this paper we prove an additivity theorem
for hermitian/real K-theory of Waldhausen ∞-categories with genuine duality.
Our arguments are heavily inspired by Lectures 3 and 4 of the Felix Klein
Lectures “Around topological Hochschild homology” given by Lars Hesselholt
at the HCM Bonn in fall 2016. In these lectures Lars Hesselholt gives proofs of
the additivity theorem for the K-theory of Waldhausen categories and for real
K-theory of exact categories with weak equivalences and duality. The method
of proof is based on the article [6].
Furthermore we prove a universal property of our real K-theory functor and
lift this functor to genuine C2-spectra.
For the structural setup we orient ourselves at the treatment of Barwick of
theK-theory ofWaldhausen∞-categories [1], in particular we use an analogue of
the derived category of the∞-category of Waldhausen∞-categories to formulate
our results.
1.1 Overview
In section 2. we introduce the notion of∞-category with genuine duality, which
we will use in section 3. to define Waldhausen∞-categories with genuine duality,
the input of our real K-theory.
We start with a section about ∞-categories with duality (2.1.) and a fol-
lowing section about lax hermitian objects in ∞-categories with duality (2.2.),
which we need to give the definition of ∞-categories with genuine duality (2.3.).
The basic idea is that ∞-categories with genuine duality extend ∞-categories
with duality in the same way as genuine C2-spaces extend naive C2-spaces.
In section 2.4. we define real simplicial objects in a SpcC2-enriched ∞-
category, which are a SpcC2-enriched version of simplicial objects in an ∞-
category. In 2.5. we specialize to two important cases, the complete real Segal
spaces and the real monoid objects. Real monoid objects will be used to prove
the universal property of K-theory in section 5., complete real Segal spaces are
shown in 2.6. to be a model for ∞-categories with genuine duality.
In section 3. we define (pre)additive and stable ∞-categories with genuine
duality. The idea is that the later defined Waldhausen ∞-categories with gen-
uine duality interpolate between stable and additive ∞-categories with genuine
duality in a similar way as Waldhausen ∞-categories interpolate between stable
and additive ∞-categories for suitable choices of cofibrations.
Introducing first the more elementary notions of (pre)additive and stable
∞-categories with genuine duality and then define Waldhausen ∞-categories in
relation to those has the advantage that structural results about Waldhausen
∞-categories can be deduced from structural results about (pre)additive and
stable ∞-categories with genuine duality, which are usually easier to prove as
one does not have to deal with the additional structure of (co)fibrations. Such
structural results are the following ones proven in 3.4.: The ∞-categories of
(pre)additive and stable∞-categories with genuine duality are presentable, gen-
uine preadditive and carry closed symmetric monoidal structures, where genuine
preadditivity is a SpcC2-enriched and stronger version of preadditivity.
We start in 3.1. with giving the definitions of (pre)additive and stable ∞-
categories with genuine duality and motivate these notions in the following way:
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Recall that the generic examples of (pre)additive and stable ∞-categories
are E∞-spaces, grouplike E∞-spaces or spectra.
We define a (pre)additive and stable ∞-category with genuine duality as a
(pre)additive and stable∞-category C endowed with a genuine duality subject to
certain conditions that guarantee that the fibers of the genuine refinement H →
Hlax(C) → C over objects in C are functorially E∞-spaces, grouplike E∞-spaces
respectively spectra (i.e. the right fibration H → C classifies a functor Cop →
Spc that has a canonical lift F to E∞-spaces, grouplike E∞-spaces respectively
spectra). We show that for a stable ∞-category with genuine duality the lift F
is a quadratic functor (Proposition 3.10).
Sending C to F gives a correspondence between stable ∞-categories with
genuine duality and quadratic functors, which we prove to be an equivalence
(theorem 3.13). In section 3.2. we give a short disgression about quadratic
functors by recalling some basic Goodwillie calculus needed to study quadratic
functors. In section 3.4. we give some different descriptions of ∞-categories
with duality as certain symmetric right fibrations and symmetric monoidal right
fibrations, which we use to prove the equivalence between stable ∞-categories
with genuine duality and quadratic functors.
Section 3.7. recalls the theory of Waldhausen and exact ∞-categories with
and without duality, before we turn to ∞-categories with genuine duality (3.8.)
and study some basic properties of such. For example we deduce from the
structural results about additive∞-categories with genuine duality that Waldgd∞
is presentable (3.30) and carries a closed symmetric monoidal structure (3.31).
Especially Waldgd∞ is cotensored over Cat
gd
∞ , which we will use in 3.10. to define
the real S-construction.
In 3.9. we define DWaldgd∞ and show that DWald
gd
∞ is genuine excisive. In
section 3.10. we lift (the ∞-categorical version of) Waldhausen’s S-construction
to a real Waldhausen S-construction using the cotensoring of Catgd∞ on Wald
gd
∞
and show a Lemma (3.38) about the real S-construction, which gives a relation
between the real S-construction and the internal hom in Waldgd∞ .
In section 4. we start with a subsection about (real) simplicial homotopies.
Especially we explain a procedure how to construct a real simplicial homotopy
from a usual simplicial homotopy. Then we construct simplicial homotopies
(example 4.5 and 4.6) that we turn into real simplicial homotopies, which will
be a crucial ingredient of the proof of our additivity theorem of real K-theory
proven in 4.2. In section 4.3. we prove the missing Lemmas used for the proof
of the additivity theorem.
In section 5. we show a universal property of real K-theory among socalled
additive theories and construct the connective real K-theory spectrum.
In 5.1. we define preadditive and additive theories, where additive theories
are roughly preadditive theories satisfying the additivity theorem.
Moreover additive theories are characterized as being genuine excisive, which
is a SpcC2-enriched version of the notion of excisive from Goodwillie calculus.
We could imagine a relation between this notion of genuine excisive and C2-
equivariant Goodwillie calculus.
In section 5.2. we construct for every preadditive theory φ ∶ DWaldgd∞ → D an
additive theory given as the composition add(φ) ∶= Ω1,1○φ○S1,1 ∶ DWaldgd∞ → D,
which we call the additivization of φ (Cor. 5.5). In 5.3. we show that add(φ)
is the initial additive theory equipped with a map of theories λ ∶ φ → add(φ)
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(theorem 5.7) using the following strategy of proof:
We showed in 3.9. that DWaldgd∞ is genuine preadditive. This has the effect
that every object C of DWaldgd∞ carries a unique structure B(C) of a real monoid
in DWaldgd∞ similarly as every object of a preadditive∞-category carries a unique
structure of a monoid, where the multiplication is given by the codiagonal. By
adjointness it follows that the geometric realization of the real monoid B(C)
computes the suspension Σ1,1(C) with respect to the representation sphere S1,1.
Moreover there is a canonical map θ ∶ B → S from B to the real S-construction,
whose realization defines a map Σ1,1 → S1,1 of real endofunctors of DWaldgd∞ .
We define λ ∶ φ→ add(φ) as the composition
φ→ Ω1,1 ○ φ ○Σ1,1 → Ω1,1 ○ φ ○ S1,1.
To prove the universal property of the additivization we essentially have to
check that λ is an equivalence if φ is already additive. If φ is additive, the first
map φ → Ω1,1 ○ φ ○ Σ1,1 is an equivalence as additive implies genuine excisive,
which says that the first map is an equivalence.
As φ is assumed to preserve geometric realizations, the map φ(Σ1,1(C)) →
φ(S1,1(C)) is the realization of the map φ○ θ ∶ φ○B(C) → φ○S(C) so that it is
enough to check that φ ○ θ is an equivalence. We prove this in Proposition 5.9.
It says that a semiadditive theory identifies the real S-construction S(C)
with the real Bar-constructionB(C), i.e. splits all levels of the real S-construction
coherently.
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1.2 Some remarks about enriched ∞-categories
Throughout this paper we will use the following model of enriched∞-categories
developed by Gepner and Haugseng under the name complete categorical alge-
bras: They define ∞-categories enriched in a monoidal ∞-category as a many
object version of an associative algebra in a monoidal ∞-category that satisfies
a completeness condition.
Recall that a monoidal ∞-category can be described as a cocartesian fibra-
tion V⊗ →∆op satisfying a Segal condition and an associative algebra in V can
be described as a functor ∆op → V⊗ over ∆op preserving cocartesian morphisms
lying over the morphisms [1] ≃ {i − 1→ i} ⊂ [n] for some [n] ∈∆.
To define an enriched ∞-category, i.e. a many object version of associative
algebra, say with space of objects X , Gepner and Haugseng suggest to replace
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∆op by a many object version ∆X of ∆
op that identifies with ∆op if X is
contractible, and parametrizes unital and associative composition instead of
multiplication. They define ∆X →∆
op as the left fibration classifying the Segal
space ∆op → Spc, [n]↦X{0,...,n}.
In analogy to associative algebras they define categorical algebras in a monoidal
∞-category V with space of objects X as functors ∆X → V
⊗ over ∆op preserving
cocartesian morphisms lying over the morphisms [1] → [n], 0 ↦ i − 1,1 ↦ i for
some [n] ∈∆ and 1 ≤ i ≤ n.
By restriction to the fiber over [1] ∈∆ every categorical algebra C in V gives
rise to a functor mapC(−,−) ∶ (∆X)[1] ≃X×X → V , which we call the underlying
graph of the categorical algebra.
Then they define ∞-categories enriched in V with space of objects X or
short V-∞-categories as categorical algebras C in V satisfying a completeness
condition similar to the completeness condition for Segal spaces that guarantees
that for any A,B ∈X the space mapV(1V ,mapC(A,B)) is canonically equivalent
to mapX(A,B). In this case the morphism objects of C and the mapping spaces
of X relate nicely to each other and we write C≃ for X .
The assignment X ↦ Fun∆op(∆X ,V) defines a functor from spaces to large
∞-categories classifying a cartesian fibration denoted by Algcat(V)→ Spc.
We write CatV ⊂ Algcat(V) for the full subcategory spanned by the V-
enriched ∞-categories C with some space of objects.
We call a morphism in CatV a V-enriched functor. A V-enriched functor
C → D is given by a map α ∶ C≃ → D≃ together with a natural transformation
θ ∶mapC(−,−)→mapD(α(−), α(−)) of functors C
≃ × C≃ → V .
We call a V-enriched functor C → D fully faithful if θ is an equivalence, which
by the completeness condition on C and D implies that α is an embedding of
spaces.
The restriction CatV ⊂ Algcat(V) → Spc is not a cartesian fibration but
embeddings of spaces admit cartesian lifts:
Given a V-enriched ∞-category C an embedding ι ∶ Y ⊂ C≃ lifts to a fully
faithful V-functor ι∗(C) → C. We call ι∗(C) the full (V)-subcategory spanned
by C.
The ∞-category CatV carries a canonical involution denoted by (−)op send-
ing a V-enriched ∞-category to its opposite V-enriched ∞-category Cop with
mapCop(A,B) ≃mapC(B,A) for any A,B ∈ C
≃.
Remark 1.1. For every small ∞-category C and monoidal ∞-category V there
is a canonical equivalence
PreCatFun(C,V)∞ ≃ (PreCat
V
∞)
C
of cartesian fibrations over Spc natural in C with respect to restriction and nat-
ural in V with respect to pushforward, where (−)C denotes the cotensoring of
cartesian fibrations over Spc, i.e. the fiberwise functor-category.
The functor
θ ∶ PreCatFun(C,V)∞ ≃ (PreCat
V
∞)
C → Fun(C,PreCatV∞)
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preserves local equivalences as for every X ∈ C we have a commutative triangle
PreCatFun(C,V)∞
(evX)∗
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
θ // Fun(C,PreCatV∞)
evX
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
PreCatV∞.
So we get an induced functor
F ∶ CatFun(C,V)∞ → Fun(C,Cat
V
∞)
natural in C with respect to restriction and natural in V with respect to pushfor-
ward.
By remark 1.2 the functor θ admits a right adjoint ρ that sends a functor
β ∶ C → PreCatV∞ lying over a functor α ∶ C → Spc to the cartesian lift f
∗(β)→ β
of the natural transformation f ∶ δ(lim(α)) → α.
As θ preserves local equivalences, its right adjoint restricts to a functor
G ∶ Fun(C,CatV∞) → Cat
Fun(C,V)
∞
right adjoint to F.
By adjointness if V admits small limits, we have a commutative triangle
Fun(C,CatV∞)
lim
&&▲
▲▲
▲▲
▲▲
▲▲
▲
G // CatFun(C,V)∞
lim∗yyss
ss
ss
ss
ss
CatV∞.
We will also use the following:
1. A morphism of PreCatFun(C,V)∞ is cartesian over Spc if and only if its
image under θ is objectwise cartesian over Spc.
2. If a morphism of Fun(C,PreCatV∞) is objectwise cartesian over Spc, its
image under ρ is cartesian over Spc.
This follows from 1. and the fact that the counit of the adjunction
θ ∶ PreCatFun(C,V)∞ ⇄ Fun(C,PreCat
V
∞) ∶ ρ
is objectwise cartesian over Spc.
3. By 1. and the triangular identities the unit of the adjunction
θ ∶ PreCatFun(C,V)∞ ⇄ Fun(C,PreCat
V
∞) ∶ ρ
is cartesian over Spc.
4. By 2. and 3. the unit of the adjunction
F ∶ CatFun(C,V)∞ ⇄ Fun(C,Cat
V
∞) ∶ G
is cartesian over Spc using that every local equivalence of PreCatV∞ is
cartesian over Spc.
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5. By 2. and 3. the unit of the adjunction
F ∶ CatFun(C,V)∞ ⇄ Fun(C,Cat
V
∞) ∶ G
is cartesian over Spc using that every local equivalence of PreCatV∞ is
cartesian over Spc.
6. If C admits an initial object, the unit of the adjunction
F ∶ CatFun(C,V)∞ ⇄ Fun(C,Cat
V
∞) ∶ G
is an equivalence:
If C admits an initial object, evaluation at the initial object of C computes
the limit over C such that both F and G canonically commute with evalu-
ation at the initial object. Thus the unit is especially essentially surjective
and so by 5. an equivalence.
7. For every β ∶ C → CatV∞ lying over α ∶ C → Spc the counit FG(β) → β is an
equivalence if and only if for every Z ∈ C the canonical map lim(α) → α(Z)
is essentially surjective.
8. If V admits arbitrary products, F preserves arbitrary products.
So if V is a cartesian symmetric monoidal ∞-category, for every X ∈
CatFun(C,V)∞ , Y ∈ Fun(C,Cat
V
∞) there is a canonical equivalence
R(homFun(C,CatV∞)(L(X), Y )) ≃ FunFun(C,V)(X,R(Y )).
Remark 1.2. Let J be an ∞-category and φ ∶ C → D a cartesian fibration.
If D admits all limits indexed by J , the functor CJ → Fun(J ,C) admits
a right adjoint that sends a functor β ∶ J → C lying over the functor α ∶=
φ ○ β ∶ J → D to the cartesian lift f∗(β) → β of the natural transformation
f ∶ δ(lim(α)) → α.
Proof. For every (γ,Y ) ∈ CJ the canonical map
mapCJ ((γ,Y ), (f
∗(β), lim(α))) ≃
mapD(Y, lim(α)) ×mapFun(J ,D)(δ(Y ),α)mapFun(J ,C)(γ, β) →mapFun(J ,C)(γ, β)
is an equivalence.
In this work we only will be interested in the case that V is a presentably
symmetric monoidal ∞-category.
In this case CatV is a presentably symmetric monoidal∞-category as well and
the assignment V ↦ CatV defines an endofunctor of the very large ∞-category
of presentably symmetric monoidal∞-categories and (lax) symmetric monoidal
functors.
Especially CatV is a closed symmetric monoidal ∞-category, whose internal
hom we denote by FunV(−,−).
By ... for every small V-enriched ∞-category C we have a fully faithful
V-enriched functor C → PV(C) ∶= FunV(Cop,V), Y ↦ mapC(−, Y ) called the
V-enriched Yoneda-embedding.
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Proposition 1.3. Let V be an excellent symmetric monoidal model category, D
a small V-enriched category and M a combinatorial V-enriched model category.
Endow the V-enriched category FunV(D,M) with the projective or injective
model structure.
Denote V∞ the symmetric monoidal ∞-category arising from V by inverting
the weak equivalences.
The symmetric monoidal functor V → V∞ yields a symmetric monoidal func-
tor θ from V-enriched categories to V∞-enriched ∞-categories that sends the
V-enriched functor FunV(D,M)
○ ⊗D →M○ to a V∞-enriched functor denoted
by the same name.
The V∞-enriched functor FunV(D,M)
○⊗D →M○ exhibits FunV(D,M)
○ as
the internal hom FunV∞(D,M
○).
Especially for M = V we have that FunV(D,V)○ ≃ FunV∞(D,V∞) as V∞-
enriched ∞-categories.
Especially when forgetting the V∞-enrichment on FunV∞(D,M
○) one gets
the ∞-category arising from FunV(D,M) by inverting the weak equivalences.
Proof. The canonical functor V → Ho(V) to the homotopy category is symmetric
monoidal and so induces a functor from V-categories to Ho(V)-categories.
In A 3. [5] Lurie constructs a model structure on Ĉat
V
, whose equivalences
are the Dwyer-Kan equivalences, i.e. those V-enriched functors that get equiv-
alences when sent to Ho(V)-categories (or in simpler words the homotopically
fully faithful and homotopically essentially surjective V-enriched functors).
By [2] theorem 5.8. the canonical functor θ ∶ Ĉat
V
→ Ĉat∞
V∞
exhibits
Ĉat∞
V∞
as the ∞-categorical localization of Ĉat
V
with respect to the Dwyer-
Kan equivalences. Hence Ho(Ĉat∞
V∞
) is the one-categorical localization of Ĉat
V
with respect to the Dwyer-Kan equivalences and so the homotopy category as-
sociated to the model structure on Ĉat
V
constructed by Lurie.
In the following we use the notion of chunks in a combinatorial V-enriched
model category. See Def. [5] A.3.4.1. for details about chunks.
As Ho(Ĉat∞
V∞
) is the homotopy category associated to the model structure
on Ĉat
V
, [5, Corollary A.3.4.14] takes the following form:
For every small V-enriched D-chunk A of M and every small V∞-enriched
∞-category B the V∞-enriched functor FunV(D,A)○ ⊗D → A○ yields a map
ξB ∶mapĈat∞
V∞ (B,FunV(D,A)
○)→map
Ĉat∞
V∞ (B ⊗D,A
○)
that induces a bijection on path components.
Given a small space X the induced map map(X,ξB) ∶
map(X,map
Ĉat∞
V∞ (B,FunV(D,A)
○))→map(X,map
Ĉat∞
V∞ (B ⊗D,A
○))
is canonically equivalent to the map
ξX⊗B ∶mapĈat∞
V∞ (X ⊗B,FunV(D,A)
○) →map
Ĉat∞
V∞ (X ⊗B ⊗D,A
○).
As source and target of ξB are small spaces, by Yoneda ξB is an equivalence.
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In other words the canonical V∞-enriched functor FunV(D,A)○ → FunV∞(D,A
○)
is an equivalence.
As next we will replace the small V-enriched D-chunk A by the large V-
enriched model categoryM.
There are regular cardinals α,β, γ such that D is α-compact as V-enriched
category, β-compact as V∞-enriched ∞-category and such that the canonical
functor θ from V-enriched categories to V∞-enriched ∞-categories preserves γ-
filtered colimits.
Choose a regular cardinal κ larger than α,β, γ. Then
1. D is κ-compact as V-enriched category,
2. D is κ-compact as V∞-enriched ∞-category,
3. the functor θ preserves κ-filtered colimits.
The V-enriched category M is the κ-filtered colimit of a diagram of small full
subcategories ofM. By [5] Lemma A.3.4.15. every small full subcategory ofM
is contained in a small V-enriched D-chunk of M in a functorial way.
HenceM is the κ-filtered colimit (in V-enriched categories) of a diagram A∗
of small V-enriched D-chunks of M so that M○ is the κ-filtered colimit of the
diagram A○∗ in V-enriched categories.
We have a commutative square
colim FunV(D,A∗)
○ ≃ //
ρ

colim FunV∞(D,A
○
∗)
ψ

FunV(D,M)
○ // FunV∞(D,M
○)
of V∞-enriched ∞-categories, where both colimits are taken in V∞-enriched ∞-
categories. Consequently it is enough to verify that the canonical V∞-enriched
functors ρ,ψ are equivalences.
By 1. FunV(D,M) is the κ-filtered colimit of FunV(D,A∗) in V-enriched
categories so that FunV(D,M)
○ is the κ-filtered colimit of FunV(D,A∗)
○ in
V-enriched categories and so also in V∞-enriched ∞-categories by 3.
So ρ is an equivalence.
Similarly by 3. M○ is the κ-filtered colimit of the diagram A○∗ in V∞-
enriched ∞-categories so that by 2. FunV∞(D,M
○) is the κ-filtered colimit
of FunV∞(D,A
○
∗) in V∞-enriched ∞-categories. So ψ is an equivalence.
The following Lemma allows us to apply Proposition 1.3 to the case that V
is Fun(C, sSet) for some small category C.
Lemma 1.4. For any small category C the injective model structure on Fun(C, sSet)
is excellent.
Proof. Follows immediately from [5] Lemma A.3.2.20.
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2 ∞-categories with genuine duality
In this section we develop the notion of ∞-category with genuine duality, a
refinement of the notion of ∞-category with duality.
We promote the canonical involution on Cat∞ sending a small∞-category to
its opposite ∞-category to a C2-action on Cat∞, whose homotopy C2-fixpoints
we call ∞-categories with duality. So an ∞-category with duality is roughly
an ∞-category C together with an equivalence τ ∶ Cop ≃ C and coherence data
starting with a homotopy between C ≃ (Cop)op
τop
ÐÐ→ Cop
τ
Ð→ C and the identity.
If C is a space, the notion of ∞-category with duality reduces to the notion
of space with C2-action.
In topology one often considers C2-spaces X that are equipped with a notion
of C2-fix points, i.e. come equipped with a map of spaces Y → X
hC2, where Y
is the notion of C2-fix points of X refining the C2-homotopy fix points X
hC2.
These so-called genuine C2-spaces can equivalently be described as functors
OopC2 ≃ B(C2)
◁ → Spc lifting their underlying C2-space B(C2) → Spc, where
OC2 is the orbit-category of C2. By a theorem of Elmendorf the ∞-category
of genuine C2-spaces Spc
C2 arises from the category of strict C2-spaces by ∞-
categorically inverting the weak homotopy equivalences that induce a weak ho-
motopy equivalence on C2-fixpoints. Via this equivalence the C2-fixpoints of a
genuine C2-space are the homotopy C2-fixpoints of the strict C2-space, which
they model.
In the same way as a genuine C2-space refines the notion of C2-space we
define ∞-categories with genuine duality as a refinement of the notion of ∞-
category with duality: As C2-spaces have homotopy C2-fix points, which are
roughly given by an object X ∈ C and an equivalence X ≃ τ(X) for τ the
involution on C, ∞-categories with duality have lax hermitian objects, which
are roughly given by an object X ∈ C and a morphism α ∶ X → X∨ for (−)∨
the duality on C. If α is an equivalence, we call (X,α) a hermitian object. Lax
hermitian objects in C form an ∞-category Hlax(C) that is equivalent to ChC2
if C is a space.
Having this analogy in mind, we define ∞-categories with genuine duality as
∞-categories with duality C that are equipped with a functor φ ∶H →Hlax(C),
where we ask for the fibers of φ to vary contravariantly, which can be formalized
by saying that φ is a right fibration. So ∞-categories with genuine duality C
are ∞-categories with duality equipped with a genuine refinement H of the lax
hermitian objects of C. If C is a space, the notion of ∞-category with duality
reduces to the notion of genuine C2-space.
In general the ∞-category GD of small ∞-categories with genuine duality
fits into a commutative square
GD //

Cat
hC2
∞

SpcC2 // Spc[C2],
where the right vertical functor takes the maximal subspace and the left vertical
functor takes the maximal subspace in the pullback of the genuine refinement
to hermitian objects.
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We give another description of ∞-categories with genuine duality via Segal
objects. Recall that ∞-categories can be characterized as presheaves on ∆
satisfying the Segal and completeness condition.
The category ∆ naturally refines to a category enriched over C2-sets in at
least two different ways. Besides the trivial C2-enrichement one also has a C2-
enrichement ∆, for which the C2-action on the hom set map∆([n], [m]) sends a
morphism f ∶ [n] → [m] to [n] ≃ [n]op
fop
ÐÐ→ [m]op ≃ [m], where the equivalence
[n] ≃ [n]op sends i to n − i and similar for [m].
And similar to ∞-categories, ∞-categories with duality can be character-
ized as Spc[C2]-enriched functors ∆
op → Spc[C2] that satisfy the Segal and
completeness condition after forgetting all C2-actions.
We prove that ∞-categories with genuine duality can be described as SpcC2 -
enriched functors ∆op → SpcC2 that satisfy a Segal and completeness condition,
which now invokes the genuine C2-actions as the forgetful functor Spc
C2 → Spc
is not conservative contrary to the forgetful functor Spc[C2]→ Spc.
2.1 ∞-categories with duality
We start by defining ∞-categories with duality.
We equip the ∞-category Cat∞ of small ∞-categories with a canonical C2-
action that sends a small∞-category to its opposite∞-category. Then we define
small ∞-categories with duality as C2-homotopy fix points with respect to this
C2-action on Cat∞.
To define the non-trivialC2-action on Cat∞ we use that we have a localization
P(∆) → Cat∞ such that the Yoneda-embedding ∆ ⊂ P(∆) factors through
Cat∞.
The category ∆ carries a strict C2-action sending [n] to [n] and a morphism
f ∶ [n]→ [m] to [n] ≃ [n]op
fop
ÐÐ→ [m]op ≃ [m], where the equivalence [n] ≃ [n]op
sends i to n−i and similar for [m]. By functoriality of taking presheaves the C2-
action on ∆ yields a C2-action on P(∆) that restricts to C2-actions on the full
subcategories Cat∞ ⊂ SegSpc ⊂ P(∆) spanned by the Segal spaces respectively
complete Segal spaces, which we identify with ∞-categories.
By the naturality of the Yoneda-embedding the Yoneda-embedding ∆ ⊂
P(∆) and its restriction ∆ ⊂ Cat∞ are C2-equivariant functors. By the fol-
lowing lemma these C2-actions on ∆ and Cat∞ are the only non-trivial ones.
Lemma 2.1. The C2-actions on ∆ and Cat∞ constructed above are the only
non-trivial ones.
Proof. By ... every autoequivalence of Cat∞ restricts to an autoequivalence of
∆ ⊂ Cat∞. So restriction defines a map φ of grouplike A∞-spaces Aut(Cat∞)→
Aut(∆). As Cat∞ is a localization of P(∆), the map φ is an embedding.
By ... one has an isomorphism of groups Aut(∆) ≅ C2. So φ is an equiva-
lence. Hence the space of C2-actions on Cat∞ and on ∆ are both equivalent to
the set of group automorphisms of C2.
Definition 2.2. We define the ∞-categories of small ∞-categories with duality,
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Segal spaces with duality, simplicial spaces with duality by
CathC2∞ ⊂ SegSpc
hC2 ⊂ P(∆)hC2 ,
where we use the constructed non-trivial C2-actions.
These embeddings are accessible localizations of presentable∞-categories as
the embeddings Cat∞ ⊂ SegSpc ⊂ P(∆) are.
Note that the ∞-category of spaces Spc carries only the trivial C2-action as
Aut(Spc) is contractible. By the naturality of the diagonal functor the diagonal
embedding Spc → P(∆) is C2-equivariant and so also the composition Spc →
P(∆)→ Cat∞ that is the canonical embedding viewing a space as an∞-category.
Hence the embeddings Spc ⊂ Cat∞,Spc ⊂ P(∆) and so also its left and right
adjoints are C2-equivariant, where the right adjoints take the maximal subspace
respectively evaluate at [0] ∈∆. So we get induced embeddings
Spc[C2] ⊂ Cat
hC2
∞ , Spc[C2] ⊂ P(∆)
hC2
that admit a left and right adjoint.
Given an ∞-category C with C2-action that admits finite (co)products the
conservative forgetful functor ChC2 → C admits a left respectively right adjoint
sending X ∈ C to X∐ τ(X) respectively X × τ(X), where τ denotes the involu-
tion on C. If C is a closed monoidal ∞-category with C2-action, i.e. belongs to
Mon(Ĉat∞)[C2], also C
hC2 is a closed monoidal ∞-category and the forgetful
functor ChC2 → C preserves internal homs. The last statement follows from the
fact that for every X ∈ ChC2 , Y ∈ C the canonical morphism
(X ⊗ Y )∐ τ(X ⊗ Y )→ (X∐ τ(X))⊗ (Y ∐ τ(Y ))→X ⊗ (Y ∐ τ(Y ))
is an equivalence.
So CathC2∞ , SegSpc
hC2 , P(∆)hC2 are cartesian closed and so carry closed
left actions over theirselves and so also over Spc[C2] via restriction to Spc[C2].
This way we view CathC2∞ ,P(∆)
hC2 as enriched over Spc[C2].
The C2-equivariant embedding ∆ ⊂ Cat∞ yields an embedding ∆hC2 ⊂
Cat
hC2
∞ .
Definition 2.3.
Denote ∆ the restriction of the Spc[C2]-enrichment on Cat
hC2
∞ to ∆
hC2 .
As ∆ is a category, ∆ is a Set[C2]-enriched category.
Taking homotopy C2-fix points on all hom-sets of ∆ we get ∆
hC2 , applying
the forgetful functor Set[C2]→ Set on all hom-sets of ∆ we get a category canon-
ically equivalent to ∆ using that the forgetful functor ∆hC2 → ∆ is essentially
surjective.
Explicitely for [n], [m] ∈ ∆ the C2-action on map∆([n], [m]) sends [n]
f
Ð→
[m] to [n] ≃ [n]op
fop
ÐÐ→ [m]op ≃ [m], where the equivalence [n] ≃ [n]op sends i
to n − i and similar for [m].
In the following we will give a further model of ∞-categories with duality:
By Remark 1.1 for C ∶= B(C2) and V ∶= Spc we have an adjunction
L ∶ CatSpc[C2]∞ ⇄ Cat∞[C2] ∶ R.
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• The right adjointR sends an∞-category with C2-actionD to the canonical
Spc[C2]-enrichment on D
hC2 .
Especially it sends an ∞-category B equipped with trivial C2-action to a
canonical Spc[C2]-enrichment on B
hC2 ≃ B[C2].
• The left adjoint L sends a Spc[C2]-enriched ∞-category C to a canonical
C2-action on the ∞-category arising from C by forgetting the C2-actions
on the mapping spaces.
The left adjoint L sends ∆ to ∆ with its unique non-trivial C2-action.
So Remark 1.1 8. implies the following Proposition:
Proposition 2.4. There is canonical equivalence
P(∆)hC2 = Fun(∆op,Spc)hC2 ≃ FunSpc[C2](∆
op,Spc[C2])
of Spc[C2]-enriched ∞-categories that seen as an equivalence of ∞-categories
fits into a commutative triangle
P(∆)hC2
%%❏
❏❏
❏❏
❏❏
❏❏
❏
≃ // FunSpc[C2](∆
op,Spc[C2])
vv❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
P(∆),
where the right hand functor forgets the C2-actions on the mapping spaces.
Consequently under this equivalence the full subcategory CathC2∞ ⊂ P(∆)
hC2
corresponds to those Spc[C2]-enriched functors ∆
op → Spc[C2] that induce a
complete Segal space after forgetting the C2-actions on the mapping spaces.
2.2 (Lax) hermitian objects
Denote e ∶∆→∆ the functor [n]↦ [n]∗[n]op ≃ [2n+1], which we call edgewise
subdivision.
The functor e is C2-equivariant if its source carries the trivial action and its
target carries the unique non-trivial action. So e canonically lifts to a functor
∆ →∆hC2 also denoted by e.
For every [n] ∈∆ we have natural maps [n]→ [n]∗[n]op, [n]op → [n]∗[n]op,
i.e. natural transformations id → e, (−)op → e.
Given a simplicial space C we define a right fibration of simplicial spaces
Tw(C) ∶= C ○ eop → (C ○ id) × (C ○ (−)op) = C × Cop.
Note that if C is a category, Tw(C) is a category that coincides with the
twisted arrow category of C.
By functoriality of taking presheaves the induced functor Tw ∶= e∗ ∶ P(∆)→
P(∆) is C2-equivariant if its target carries the trivial action and its source
carries the induced non-trivial action. Passing to homotopy C2-fix points Tw
yields a functor P(∆)hC2 → P(∆)[C2], also denoted by Tw. We define H
lax
as the composition P(∆)hC2
Tw
ÐÐ→ P(∆)[C2]
(−)hC2
ÐÐÐÐ→ P(∆). Hlax restricts to a
functor CathC2∞ → Cat∞, which we denote by the same name.
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Definition 2.5. We call an object of Hlax(C) a lax hermitian object of C.
We call a lax hermitian object of C a hermitian object if its image under the
map Hlax(C)→ Tw(C) corresponds to an equivalence in C.
By the next Lemma 2.8 for every small simplicial space with duality C the
map Tw(C)→ C×Cop is C2-equivariant, where the C2-action on C ×C
op switches
the factors and applies the dualities on C and Cop. So if C is a small ∞-category
with duality, the C2-action on C ×C
op sends (X,Y ) to (Y ∨,X∨). Hence the map
Tw(C)→ C × Cop yields a right fibration of simplicial spaces
Hlax(C) = Tw(C)hC2 → (C × Cop)hC2 ≃ C.
The fiber of the map Hlax(C) → C over some object X of C is the space of
homotopy C2-fix points of the fiber of the C2-equivariant map Tw(C)→ C
op ×C
over the fix point (X,X∨), which is mapC(X,X
∨) with the following C2-action:
A morphism f ∶ X →X∨ is sent to f∨ ∶ X ≃ (X∨)∨ →X∨.
So a lax hermitian object in C is roughly an object X of C together with a
morphism f ∶ X →X∨ in C that is homotopic to f∨ ∶ X ≃ (X∨)∨ →X∨ and is a
hermitian object if the morphism f ∶ X →X∨ is an equivalence.
Example 2.6. For [n] ∈∆hC2 ⊂ P(∆)hC2 we have
Hlax([n]) =
⎧⎪⎪
⎨
⎪⎪⎩
[n−1
2
] for odd n
[n
2
] for even n
and for J ∈ rsSet ⊂ P(∆)hC2 we have
Hlax(J ) ≃ J .
Proof. There are canonical equivalences
Hlax([n])k ≃map∆([k] ∗ [k]
op, [n])hC2 ≃
⎧⎪⎪
⎨
⎪⎪⎩
map∆([k], [
n−1
2
]) for odd n
map∆([k], [
n
2
]) for even n
and
Hlax(J )k ≃mapsSet([k] ∗ [k]
op,J )hC2 ≃ Jk
natural in [k] ∈∆.
Example 2.7. The ∞-category Hlax(C∐Cop) is empty as there is no duality
preserving functor [0] ∗ [0]op → C∐Cop.
Lemma 2.8. The canonical natural transformation Tw → id × (−)op is C2-
equivariant.
Proof. By the naturality of the Yoneda-equivalence Tw = e∗ ∶ P(∆) → P(∆)
factors C2-equivariantly as the Yoneda-embedding P(∆) → Fun(P(∆)
op,Spc)
followed by restriction along the C2-equivariant functor ∆
e
Ð→∆
y
Ð→ P(∆), where
y denotes the Yoneda-embedding.
The natural transformation id→ e yields a natural transformation y → y ○ e
of functors ∆→ P(∆) that is adjoint to a C2-equivariant natural transformation
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α ∶ y∐(y ○ (−)op) → y ○ e of functors ∆→ P(∆), whose source carries the trivial
action and whose target carries the induced non-trivial action.
Note that the natural transformation y ○ (−)op → y ○ e is induced by the
natural transformation (−)op → e.
Composing the C2-equivariant Yoneda-embedding P(∆)→ Fun(P(∆)
op,Spc)
with restriction along α we get a C2-equivariant natural transformation Tw →
id × (−)op.
For later reference we add the following Lemma:
Lemma 2.9. The functor Tw ∶ P(∆)hC2 → P(∆)[C2] factors as
P(∆)hC2 ≃ FunSpc[C2](∆
op,Spc[C2]) → Fun((∆
hC2)op,Spc[C2])
e∗
Ð→
Fun(∆op,Spc[C2]).
Proof. The functor e ∶ ∆ → ∆hC2 is adjoint to a Spc[C2]-enriched functor e
′ ∶
∆ → ∆, where ∆ has the trivial enrichment. e′ is sent by L ∶ CatSpc[C2]∞ →
Cat∞[C2] to the C2-equivariant functor e ∶∆ →∆.
So by naturality we have a commutative square:
P(∆)hC2
≃ //
Tw

FunSpc[C2](∆
op,Spc[C2])
e′∗

P(∆)[C2]
≃ // Fun(∆op,Spc[C2]).
Note that the right vertical functor factors as
FunSpc[C2](∆
op,Spc[C2]) → Fun((∆
hC2)op,Spc[C2])
e∗
Ð→ Fun(∆op,Spc[C2]).
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2.3 ∞-categories with genuine duality
As next we define ∞-categories with genuine duality:
Definition 2.10. A simplicial space with genuine duality is a pair (C, φ) con-
sisting of C ∈ P(∆)hC2 and a map of simplicial spaces φ ∶H →Hlax(C).
We call a simplicial space with genuine duality (C, φ) a Segal space with
genuine duality if C is a Segal space and φ ∶H →Hlax(C) is a right fibration of
simplicial spaces.
We call a Segal space with genuine duality (C, φ) an ∞-category with genuine
duality if C is a complete Segal space.
By Lemma 2.14 for every Segal space with genuine duality (C, φ) the sim-
plicial spaces H,Hlax(C) are Segal spaces that are complete if C is. In this case
φ is a right fibration of ∞-categories.
We call φ ∶H →Hlax(C) the genuine refinement of the duality on C.
Simplicial spaces with genuine duality form naturally an ∞-category:
Denote R ⊂ Fun([1],SegSpc), R ⊂ Fun([1],Cat∞) the full reflexive subcat-
egories spanned by the right fibrations and
ev1 ∶ Fun([1],P(∆))→ P(∆), Fun([1],SegSpc)→ SegSpc, Fun([1],Cat∞)→ Cat∞
the evaluation at the target functors.
Definition 2.11. We define the ∞-categories GD ⊂ GDSeg ⊂ GDpre of small ∞-
categories with genuine duality, Segal spaces with genuine duality respectively
simplicial spaces with genuine duality by the pullback squares
GD
pre //

P(∆)hC2
Hlax

Fun(∆1,P(∆))
ev1 // P(∆)
, GD
Seg //

SegSpc
hC2
Hlax

R
ev1 // SegSpc
, GD //

Cat
hC2
∞
Hlax

R
ev1 // Cat∞
These pullback squares live in the ∞-category of presentable ∞-categories
and right adjoint functors and so are presentable.
• The left adjoint of the projection GDpre → P(∆)hC2 sends C to (C,∅ →
Hlax(C)) and is thus fully faithful. It restricts to left adjoints of the
projections GDSeg → SegSpchC2 , GD→ CathC2∞ .
• The projection GDpre → P(∆)hC2 also has a fully faithful right adjoint
that sends C to (C, id ∶ Hlax(C) → Hlax(C)). It restricts to right adjoints
of the projections GDSeg → SegSpchC2 , GD → CathC2∞ .
Via the right adjoint embeddings we view simplicial spaces with duality,
Segal spaces with duality respectively∞-categories with duality as their genuine
versions and say that objects in the essential image of the embeddings carry a
standart genuine refinement.
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2.3.1 Genuine C2-spaces
As next we study genuine dualities on a space, which we identify with genuine
C2-spaces.
Let a C2-space C be given seen as an ∞-category with duality and let φ ∶
H → Hlax(C) be a functor. We have a canonical equivalence Hlax(C) ≃ ChC2 as
C is a space. Especially Hlax(C) is a space. As right fibrations are conservative
functors and every map of spaces is a right fibration, H is a space if and only if
φ is a right fibration.
Consequently a genuine duality on a space is the same as a genuine C2-space
in the following sense:
Definition 2.12. A genuine C2-space is a pair Y = (X,ϕ) consisting of a space
X with C2-action and a map ϕ ∶ Z →X
hC2 .
We call X the underlying C2-space of Y and write Y
hC2 for XhC2 .
We write Y C2 for Z and call Y C2 the space of C2-fix points of Y.
Genuine C2-spaces form an ∞-category Spc
C2 defined as the pullback
Fun([1],Spc) ×Spc Spc[C2]
of the functor (−)hC2 ∶ Spc[C2] → Spc and the evaluation at the target functor
Fun([1],Spc)→ Spc. By the above discussion there is a canonical equivalence
SpcC2 ≃ Spc[C2] ×CathC2∞ GD.
Note that there is also a canonical equivalence
SpcC2 ≃ Fun(B(C2)◁,Spc),
under which the projection SpcC2 → Spc[C2] corresponds to restriction along
the embedding B(C2) ⊂ B(C2)◁.
The right adjoint embedding SpcC2 ⊂ GD admits itself a right adjoint that
sends an∞-category with genuine duality (C, φ) to the genuine C2-space (C
≃, ψ),
where ψ is the pullback of the map φ≃ ∶H≃ →Hlax(C)≃ to (C≃)hC2 ≃Hlax(C≃) ⊂
Hlax(C)≃.
The fully faithful left and right adjoint of the projection GD → CathC2∞ restrict
to left and right adjoints of the projection SpcC2 → Spc[C2]. We view C2-
spaces as genuine C2-spaces via the right adjoint embedding. Especially we
view C2-sets, i.e. discrete C2-spaces, as genuine C2-spaces via the right adjoint
embedding Set[C2] ⊂ Spc[C2] ⊂ Spc
C2 .
We view spaces as genuine C2-spaces via the diagonal embedding Spc →
SpcC2 ≃ Fun(B(C2)◁,Spc) left adjoint to taking C2-fix points and say that the
diagonal embedding Spc → SpcC2 equips a space with trivial genuine C2-action.
Remark 2.13. Genuine C2-spaces are a special case of the notion of genuine
G-space for a group G, which are defined as presheaves on the orbit category of
G (see ...) as B(C2)
◁ is the opposite of the orbit category of C2.
The category sSet[C2] carries a model structure called genuine C2-model
structure with cofibrations the monomorphisms and weak equivalences (fibra-
tions) those maps X → Y that induce weak equivalences (fibrations) in sSet
after forgetting the C2-action and on C2-fix points.
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We have an adjunction
Fun(B(C2)
◁, sSet) ⇄ sSet[C2]
with left adjoint restriction along the embedding B(C2) ⊂ B(C2)◁ and right
adjoint sending X ∈ sSet[C2] to (X, id ∶ XC2 →XC2).
If sSet[C2] carries the genuine C2-model structure and Fun(B(C2)
◁, sSet)
carries the projective model structure, by Elmendorf’s theorem this adjunction is
a Quillen-equivalence as for every projectively-cofibrant object (X,φ ∶ Y →XC2)
the map φ is a weak homotopy equivalence.
This Quillen-equivalence yields an equivalence
Spc
C2 ≃ Fun(B(C2)◁,Spc) ≃ sSet[C2][{genuine weak equivalences}−1]
after inverting the weak equivalences ∞-categorically.
Lemma 2.14. Let X → Y be a right fibration of simplicial spaces.
With Y also X is a (complete) Segal space.
Proof. We want to see that for every n ≥ 2 the evident commutative square
Xn //

Xn−1 ×X0 X1

Yn // Yn−1 ×Y0 Y1
(1)
is a pullback square.
By assumption we know that for every k ≥ 0 the commutative square
Xk //

X0

Yk // Y0
(2)
induced by the map {k} ⊂ [k] is a pullback square.
The pullback square 2 for k = n factors as square 1 followed by the square
Xn−1 ×X0 X1 //

X1

Yn−1 ×Y0 Y1 // Y1
(3)
induced by projection to the last factor followed by the pullback square 2 for
n = 1.
So by the pasting law for pullbacks it is enough to see that the square 3 is
a pullback square.
Square 3 arises by applying the pullbacks preserving endofunctor (−)×X0X1
of the ∞-category of spaces to the pullback square 2 for k = n − 1.
To prove the completeness statement consider the commutative square
X0 //

X1

Y0 // Y1
(4)
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induced by the map [1]→ [0].
By the pasting law for pullbacks square 4 is a pullback square as the com-
position of square 4 with the pullback square 2 for k = 1 is the identity.
As next we show that GDpre,GDSeg and GD are cartesian closed:
Proposition 2.15. Let B and C be small monoidal closed ∞-categories and
R ⊂ Fun([1],C) a full subcategory such that the following conditions hold:
1. R ⊂ Fun([1],C) is closed under the tensorproduct.
2. The base change of an object in R along any map in C exists and is again
in R.
3. For all c ∈ C and α ∈ R we have HomC(c,α) ∈ R.
Let H ∶ B → C be a lax monoidal functor. Form the pullbacks
Q //

B
H

Fun([1],C)
ev1 // C
P //

B
H

R
ev1 // C,
where Q is a monoidal ∞-category as ev1 ∶ Fun([1],C) → C is a cocartesian
fibration of monoidal ∞-categories but P ⊂ Q is only a non-symmetric∞-operad.
Then every X,Y ∈ P admit an internal hom in Q that belongs to P.
We have a natural equivalence HomP (X,Y )B ≃ HomB(XB, YB) and a pull-
back square
s(HomP (X,Y )R)
//

H(HomB(XB, YB))

HomC(s(XR), s(YR))
// HomC(s(XR), t(YR)),
where s and t denote source and target.
Proof. We define HomP (X,Y ) ∈ P in the claimed way and show that it satisfies
the universal property of the internal hom.
We have a commutative square
s(HomP (X,Y )R)⊗ s(XR)
//

HomC(s(XR), s(YR))⊗ s(XR)

H(HomB(XB, YB))⊗H(XB)

s(YR)

H(HomB(XB, YB)⊗XB)
// H(YB)
that together with the map HomB(XB, YB)⊗XB → YB define a map HomP (X,Y )⊗
X → Y in Q.
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We need to show that for every Z ∈ Q the canonical map
mapQ(Z,HomP (X,Y )) →mapQ(Z ⊗X,HomP (X,Y )⊗X)→mapQ(Z ⊗X,Y )
is an equivalence.
We have a commutative square
mapQ(Z,HomP (X,Y ))
//

mapQ(Z ⊗X,Y )

mapB(ZB,HomB(XB, YB))
≃ // mapB(ZB ⊗XB, YB).
Consequently it is enough to check that this square yields on the fiber over
every φ ∶ ZB → HomB(XB, YB) adjoint to a morphism ZB ⊗ XB → YB an
equivalence.
On the fiber over φ the last square induces the map
mapH(Hom
B
(XB ,YB))
(s(ZR), s(HomQ(X,Y )R))→mapH(YB)(s(ZR)⊗s(XR), s(YR)),
which is equivalent to the equivalence
mapHom
C
(s(XR),t(YR))(s(ZR),HomC(s(XR), s(YR)))→mapt(YR)(s(ZR)⊗s(XR), s(YR)).
Remark 2.16. Let X,Y ∈ Catgd∞ and X
′, Y ′ be their images in CathC2∞ .
Let
H →Hlax(Fun(X ′, Y ′))
be the right fibration corresponding to the internal hom Hom
Cat
gd
∞
(X,Y ) in Catgd∞ .
Then for ϕ ∈ Hlax(Fun(X ′, Y ′)) the fiber Hϕ is canonically equivalent to the
limit of the functor
H
op
X →H
lax(X ′)op
Hlax(ϕ)op
Ð→ Hlax(Y ′)op → Spc,
where the last functor corresponds to the right fibration HY →H
lax(Y ′).
Lemma 2.17. Let
A
g
//
ψ

C
φ

B
G // D
(5)
be a pullback square of ∞-categories and let X ∈ C.
If (Y,α ∶ φ(X) → G(Y )) corepresents mapD(φ(X),−) ○G ∶ B → Spc and α ∶
φ(X)→ G(Y ) admits a φ-cocartesian lift β ∶ X → α∗(X) with Z ∶= (Y,α∗(X)) ∈
A, then (Z,β ∶ X → g(Z) corepresents mapC(X,−) ○ g ∶ A → Spc.
Especially if φ is a cocartesian fibration and G admits a left adjoint F , then
also g admits a left adjoint f .
Moreover φ preserves the unit of the adjunctions so that f covers F , and f
sends φ-cocartesian morphisms to ψ-cocartesian morphisms.
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Proof. For every T ∈ A we have a commutative square of spaces
mapA(Z,T ) //

mapC(α∗(X), g(T ))

//

mapC(X,g(T ))

mapB(Y,ψ(T )) // mapD(G(Y ),G(ψ(T ))) // mapD(φ(X),G(ψ(T ))),
whose bottom horizontal map is an equivalence by assumption. The left hand
square is a pullback square as square 5 is a pullback square, the right hand
square is a pullback square as β is φ-cocartesian.
In the following we will often consider ∞-categories enriched over SpcC2 ,
which we call real ∞-categories.
A real ∞-category C gives rise to the following ∞-categories:
• the ∞-category arising from C by taking C2-fix points on all mapping
genuine C2-spaces.
This is the ∞-category carrying the enrichment and will be also denoted
by C.
• the Spc[C2]-enriched∞-category arising from C by forgetting the genuine
structure on all mapping genuine C2-spaces, which we denote by C∣C2 .
• the ∞-category arising from C by forgetting the genuine C2-action on all
mapping genuine C2-spaces.
We call this ∞-category the underlying ∞-category of C denoted by Cu.
Note that the natural transformation (−)C2 → (−)u of functors SpcC2 →
Spc gives rise to a functor C → Cu.
Example 2.18.
• SpcC2 is a real ∞-category with SpcC2∣C2 ≃ Spc[C2] and (Spc
C2)u ≃ Spc.
• The SpcC2-enrichment on SpcC2 restricts to a Spc[C2] ⊂ Spc
C2-enrichment
on Spc[C2] with Spc[C2]
u ≃ Spc.
This SpcC2-enrichment on Spc[C2] arises from a closed action induced
by the cartesian structure on Spc[C2] and the forgetful functor Spc
C2 →
Spc[C2].
Given two real ∞-categories C,D the forgetful functor SpcC2 → Spc[C2]
yields a real functor
FunSpcC2 (C,D)→ FunSpc[C2](C∣C2 ,D∣C2).
The functor (−)C2 ∶ SpcC2 → Spc yields a functor
FunSpcC2 (C,D) → Fun(C,D).
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2.4 Real simplicial objects
Definition 2.19. Let C be a real ∞-category.
We call real functors ∆op → C real simplicial objects in C.
We set rsC ∶= FunSpcC2 (∆
op,C).
Notation 2.20.
• We set rsSpc ∶= rsSpcC2 = FunSpcC2 (∆
op,SpcC2) and call its objects real
simplicial spaces.
• We set rsSet ∶= FunSet[C2](∆
op,Set[C2]) ≃ FunSpcC2 (∆
op,Set[C2]) and call
its objects real simplicial sets.
The embedding Set[C2] ⊂ Spc[C2] ⊂ Spc
C2 yields an embedding rsSet ⊂
rsSpc.
As next we look for examples of real simplicial sets: By Remark 1.1 we have
a canonical equivalence rsSet ≃ sSethC2 . Moreover the nerve functor Cat1 → sSet
from the category of small categories to simplicial sets gives rise to an embedding
CathC21 ↪ sSet
hC2 ≃ rsSet
that makes the nerve of any category with strict duality to a real simplicial set.
Example 2.21.
• For every n ≥ 0 the category [n] has a unique strict duality that gives its
nerve ∆n ∈ sSet the structure of a real simplicial set.
• For every n ≥ 2 the functors [1] → [n], 0 ↦ i − 1, 1 ↦ i for 1 ≤ i ≤ n yield
the spine inclusion Λn ∶=∆1 ⊔∆0 ∆1 ⊔∆0 . . . ⊔∆0 ∆1 →∆n.
The structure of a real simplicial set on ∆n restricts to Λn.
We call Λn →∆
n the n-th real spine inclusion.
• The contractible category with two objects carries a unique strict duality
permuting the two objects. So its nerve J gets the structure of a real
simplicial set.
Remark 2.22.
By Corollary 1.3 the real ∞-category rsSpc is modeled by the following
sSet[C2]-enriched model category, where sSet[C2] carries the genuine model
structure: The injective model structure on
rssSet ∶= FunsSet[C2](∆
op, sSet[C2]).
Note that by Remark 1.1 we have a canonical equivalence
rssSet ≃ Fun(∆op, sSet)hC2 ,
where sSet carries the trivial C2-action.
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Especially any pushout diagram
A
f
//
g

B

C // D
in rsSet, in which f or g is objectwise injective, is sent to a pushout square in
rsSpc and in any localization of rsSpc.
We use this to prove Lemma 2.26.
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2.5 Real Segal objects and real monoids
In analogy to Segal spaces we define (complete) real Segal spaces as real simpli-
cial spaces that are local with respect to the real spine inclusions Λn → ∆
n for
every n ≥ 2 respectively the map J → ∗ of example 2.21.
More generally we define Segal objects in any real ∞-category C as those
real simplicial objects X in C such that for every Z ∈ C the composition ∆op
X
Ð→
C
mapC(Z,−)
ÐÐÐÐÐÐ→ SpcC2 is a real Segal space. If C admits finite limits and cotensors
with C2, we construct real Segal maps for any real simplicial object X in C and
can equivalently define real Segal objects in C as real simplicial objects, whose
real Segal maps are equivalences (Corollary 2.27).
Definition 2.23. A real Segal space is a real simplicial space X, which is local
in the SpcC2-enriched sense with respect to all spine inclusions Λn ⊂ ∆n for
n ≥ 2, i.e. for every n ≥ 2 the restriction map
θ ∶Xn ≃maprsSpc(∆
n,X)→maprsSpc(Λn,X)
of genuine C2-spaces is an equivalence.
We call θ the n-th real Segal map of X.
Definition 2.24. A real Segal space is called complete if it is local in the SpcC2-
enriched sense with respect to the map J → ∗, i.e. the induced map
maprsSpc(∗,X) ≃X0 →maprsSpc(J ,X)
of genuine C2-spaces is an equivalence.
We denote by crSegSpc ⊂ rSegSpc ⊂ rsSpc the full real reflexive subcategories
spanned by the (complete) real Segal spaces.
Being localizations crSegSpc, rSegSpc are closed under small limits and coten-
sors in rsSpc, which are formed objectwise in SpcC2 .
In other words for every X ∈ rsSpc and Z ∈ SpcC2 the cotensor XZ ≃
mapSpcC2 (Z,−) ○X is a (complete) real Segal space if X is.
This motivates the following extension of definition 2.23:
Definition 2.25. Let C be a real ∞-category.
We call a real simplicial object X ∶ ∆op → C a real Segal object in C if for
every Z ∈ C the composition ∆op
X
Ð→ C
mapC(Z,−)
ÐÐÐÐÐÐ→ SpcC2 is a real Segal space.
We call a real Segal object X in C a real monoid in C if X0 is a final object
in C.
We write rMon(C) ⊂ rSeg(C) ⊂ rsC for the full subcategories spanned by the
real monoids respectively real Segal objects in C.
Note that by Corollary ... given a real simplicial space X and n ≥ 2 the maps
maprsSpc(∆
n,X)→maprsSpc(Λn,X), maprsSpc(∗,X)→maprsSpc(J ,X)
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of genuine C2-spaces induce on underlying spaces the maps
mapP(∆)(∆
n,Xu)→mapP(∆)(Λn,X
u), mapP(∆)(∗,X
u) →mapP(∆)(J ,X
u).
So the underlying simplicial space of a (complete) real Segal space is a (complete)
Segal space.
Given a real ∞-category C that admits finite limits and cotensors with C2
and X ∈ rsC we define a map
ρ ∶ Xn → X̃1 ×X1 ×X̃0×X0 X̃1 ×X1 ×X̃0×X0 ⋯×X̃0×X0 X̃1 ×X1 ×X̃0×X0 Xi
in C for n = 2k + i ≥ 2 with i = 0,1 that coincides with the n-th real Segal map
of X if C = SpcC2 by Lemma 2.26. We call ρ the n-th real Segal map of X for
general C. This also shows that the real Segal maps of X induce on underlying
spaces the Segal maps of Xu.
Let n ≥ 2 even and 1 ≤ i ≤ n
2
. The maps [1]→ [n] sending 0 to i− 1 and 1 to
i and the map [0] → [n] sending 0 to n
2
in ∆ yield maps [1]∐[1]op → [n] and
[0]∐[0]op → [n] in P(∆)hC2 ⊂ rsSpc. These maps yield compatible morphisms
Xn ≃maprsSpc([n],X) →maprsSpc([1]∐[1]
op,X) ≃ X̃1 ×X1,
Xn ≃maprsSpc([n],X)→maprsSpc([0]∐[0]
op,X) ≃ X̃0 ×X0
in C and so a morphism
ρ ∶ Xn → X̃1 ×X1 ×X̃0×X0 X̃1 ×X1 ×X̃0×X0 ⋯×X̃0×X0 X̃1 ×X1 ×X̃0×X0 X0
in C. Similarly for n ≥ 3 odd and 1 ≤ i ≤ n−1
2
the maps [1] → [n] sending 0 to
i − 1 and 1 to i in ∆ and the map [1] → [n] sending 0 to n−1
2
and 1 to n−1
2
+ 1
in ∆hC2 yield compatible morphisms
Xn ≃maprsSpc([n],X) →maprsSpc([1]∐[1]
op,X) ≃ X̃1 ×X1,
Xn ≃maprsSpc([n],X) →maprsSpc([1],X) ≃X1
in C and so a morphism
ρ ∶ Xn → X̃1 ×X1 ×X̃0×X0 X̃1 ×X1 ×X̃0×X0 ⋯×X̃0×X0 X̃1 ×X1 ×X̃0×X0 X1
in C.
Lemma 2.26. Let X be a real simplicial space and n ≥ 2.
Denote θ ∶ Xn ≃ maprsSpc(∆
n,X) → maprsSpc(Λn,X) the n-th real Segal
map of X.
• If n is even, θ is equivalent to the map
ρ ∶ Xn → X̃1 ×X1 ×X̃0×X0 X̃1 ×X1 ×X̃0×X0 ⋯×X̃0×X0 X̃1 ×X1 ×X̃0×X0 X0.
• If n is odd, θ is equivalent to the map
ρ ∶ Xn → X̃1 ×X1 ×X̃0×X0 X̃1 ×X1 ×X̃0×X0 ⋯×X̃0×X0 X̃1 ×X1 ×X̃0×X0 X1.
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Proof. For even n ≥ 2 we have a pushout square
[0]∐[0]op //

[0]

Λn
2
∐Λopn
2
// Λn
and for odd n ≥ 3 a pushout square
[0]∐[0]op //

[1]

Λn−1
2
∐Λopn−1
2
// Λn
in rsSet, where the vertical maps are levelwise injections and so cofibrations
of constant real bisimplicial sets.
So by remark 2.22 these pushout squares stay pushout squares when sending
them to the ∞-category rsSpc.
Corollary 2.27. Let C be a real ∞-category that admits finite limits and coten-
sors with C2.
A real simplicial object X in C is a real Segal object if and only if all real
Segal maps of X are equivalences.
Corollary 2.28. A real simplicial space X is a real Segal space if and only if
the following conditions are satisfied:
1. The underlying simplicial space of X is a Segal space.
2. For every even n ≥ 2 the natural map
XC2n →X
u
n
2
×Xu
0
XC20
is an equivalence.
3. For every odd n ≥ 3 the natural map
XC2n →X
u
n−1
2
×Xu
0
XC21
is an equivalence.
In the next section we will use the following property of a real simplicial
space:
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Definition 2.29. A real simplicial space X is called balanced if for every even
n ≥ 0 the commutative square
XC2n
//

XC2n+1

XhC2n
// XhC2n+1
induced by the unique surjective map [n+1]→ [n] in ∆hC2 is a pullback square.
In view of corollary 2.28 a real Segal space is balanced if and only if the last
square is a pullback square for the case n = 0.
If X is a real Segal space, whose underlying Segal space Xu is complete,
then X is balanced if and only if the commutative square
XC20
//

XC21

Xu0
// Xu1
induced by the map [1]→ [0] is a pullback square.
This follows from the pasting law for pullbacks as the commutative square
XhC20
//

XhC21

Xu0
// Xu1
induced by the map [1]→ [0] is a pullback square as the map of spacesXu0 →X
u
1
is an embedding using that Xu is a complete Segal space.
2.6 Complete real Segal spaces are ∞-categories with gen-
uine duality
In this section we construct an equivalence crSegSpc ≃ GD between complete
real Segal spaces and ∞-categories with genuine duality (Corollary 2.39).
To show this equivalence, we construct a localization
Φ ∶ rsSpc⇄ GDpre ∶ Ψ
with local objects the balanced real Segal spaces (Corollary 2.35), where the
notion balanced real Segal space is defined in 2.29. Step by step we restrict this
adjunction to equivalences between full subcategories:
First we show that Φ restricts to an equivalence between the full subcategory
brSegSpc ⊂ rsSpc spanned by the balanced real Segal spaces and the full subcat-
egory GDSeg ⊂ GDpre spanned by the Segal spaces with genuine duality (Corol-
lary 2.37). Finally we show that Φ restricts to an equivalence crSegSpc ≃ GD
(Corollary 2.39).
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We start with constructing Φ. The forgetful functor SpcC2 → Spc[C2] yields
a real functor
rsSpc→ FunSpc[C2](∆
op,Spc
C2
∣C2
) ≃ FunSpc[C2](∆
op,Spc[C2]).
By Proposition 2.4 we have a canonical equivalence
FunSpc[C2](∆
op,Spc[C2]) ≃ P(∆)hC2.
So we get a functor ψ ∶ rsSpc→ P(∆)hC2 .
The functor (−)C2 ∶ SpcC2 → Spc yields a functor
rsSpc→ Fun((∆hC2)op,SpcC2).
The edgewise subdivision e ∶∆ →∆hC2 , [n]↦ [n] ∗ [n]op ≅ [2n + 1] induces
a functor
Fun((∆hC2)op,SpcC2)→ Fun(∆op,SpcC2).
The functor SpcC2 → Fun([1],Spc), which sends a genuine C2-space X to
the map XC2 →XhC2, gives rise to a functor
Fun(∆op,SpcC2) → Fun(∆op,Fun([1],Spc)) ≃ Fun([1],P(∆)).
Composing the last three functors we get a functor
θ ∶ rsSpc → Fun([1],P(∆)).
By Lemma 2.9 we have a commutative square
rsSpc
ψ
//
θ

P(∆)hC2
Hlax

Fun([1],P(∆))
ev1 // P(∆)
that defines a functor Φ ∶ rsSpc → GDpre by the pullback definition of GDpre.
The functor Φ ∶ rsSpc→ GDpre sends a real simplicial space X to the simpli-
cial space with genuine duality
(Xu, ([n]↦XC2
[n]∗[n]op
) →Hlax(Xu) ≃ ([n]↦XhC2
[n]∗[n]op
)).
By the next remark the functor Φ preserves small colimits and so admits a right
adjoint Ψ.
Remark 2.30.
Given a small ∞-category B and a functor φ ∶ B → GDpre with components
α ∶ B → P(∆)hC2 and B → Fun([1],P(∆)) corresponding to a natural trans-
formation β → Hlax ○ α of functors B → P(∆) the colimit of φ is given by
(colim(α), colim(β) → colim(Hlax ○ α) →Hlax(colim(α))).
Especially the projection GDpre → P(∆)hC2 and the composite GDpre → P(∆)
of projecting to Fun([1],P(∆)) followed by evaluation at 0 preserve small col-
imits.
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In the following we analyze the functor Φ ∶ rsSpc → GDpre and its right
adjoint.
Remark 2.31. Denote δ ∶ SpcC2 → rsSpc the real diagonal embedding.
The composition SpcC2
δ
Ð→ rsSpc
Φ
Ð→ GDpre is the canonical embedding ι ∶
Spc
C2 ⊂ GDpre.
The ∞-categories rsSpc and GDpre carry canonical left actions over SpcC2
given by the pullbacks of the cartesian structures on rsSpc respectively GDpre
along the finite products preserving functors δ respectively ι.
The functors Φ ∶ rsSpc → GDpre and δ ∶ SpcC2 → rsSpc preserve small limits
and so especially finite products. Thus Φ is naturally a SpcC2-linear functor and
so especially a real functor.
By remark 2.30 the functor Φ preserves small colimits. So by ... Φ is left
adjoint to the real functor
Ψ ∶ GDpre ⊂ FunSpcC2 ((GD
pre)op,SpcC2)→ rsSpc = FunSpcC2 (∆
op,SpcC2)
that is the composition of the Yoneda-embedding followed by restriction along
the composition ∆ ⊂ rsSpc
Φ
Ð→ GDpre.
Remark 2.32. We have the following commutative squares:
rsSpc
Φ //

GDpre

FunSpc[C2](∆
op,Spc[C2])
≃ // P(∆)hC2
,
rsSpc
Φ // GDpre
FunSpc[C2](∆
op,Spc[C2])
OO
≃ // P(∆)hC2
OO ,
where the vertical functors in the first square are the forgetful functors and
the vertical functors in the second square are the left adjoints respectively right
adjoints of the forgetful functors. So by adjointness we get the following com-
mutative squares:
rsSpc GDpre
Ψoo
FunSpc[C2](∆
op,Spc[C2])
OO
P(∆)hC2,
OO
≃oo
rsSpc

GDpre

Ψoo
FunSpc[C2](∆
op,Spc[C2]) P(∆)
hC2,
≃oo
where the vertical functors in the first square are the standart duality functors
and the vertical functors in the second square are the forgetful functors.
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By adjointness the fix points of Ψ are determined:
For every X ∈ GDpre and [n] ∈∆ we have a natural equivalence
Ψ(X)C2n ≃maprsSpc([n],Ψ(X)) ≃mapGDpre(Φ([n]),X).
The following Proposition computes Ψ(X)C2n ≃mapGDpre(Φ([n]),X) ∶
Proposition 2.33. Let X = (C, α ∶ H → Hlax(C)) be a simplicial space with
genuine duality.
1. For odd n ∈ N we have a canonical equivalence
Ψ(X)C2n ≃Hn−1
2
over ChC2n ≃H
lax(C)n−1
2
.
Especially the functor Ψ is conservative.
2. For even n ∈ N we have a canonical equivalence
Ψ(X)C2n ≃Hn2 ×ChC2n+1
ChC2n
over ChC2n , where the pullback is formed over the maps αn2 ∶H
n
2
→Hlax(C)n
2
≃
ChC2n+1 and C
hC2
n → C
hC2
n+1 induced by the map Cn → Cn+1 of C2-spaces induced
by the unique surjective duality preserving map [n + 1]→ [n].
Especially Ψ(X) is balanced.
Proof. 1. We have a pullback square
mapGDpre(Φ([n]),X)
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Ψ(X)
C2
n
//

mapFunSpc[C2](∆
op,Spc[C2])([n],C)
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
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By Proposition 2.33 the adjunction Φ ∶ rsSpc ⇄ GDpre ∶ Ψ restricts to an
adjunction
brsSpc⇄ GDpre
with conservative right adjoint.
Lemma 2.34. Consider the adjunction Φ ∶ rsSpc ⇄ GDpre ∶Ψ.
1. The unit induces an equivalence on all odd levels.
2. Let X be a real simplicial space.
For n even the C2-fixed points of the unit X → Ψ(Φ(X)) evaluated at [n]
is given by
XC2n →X
C2
n+1 ×XhC2
n+1
XhC2n .
So X is balanced if and only if the unit is an equivalence.
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≃X
hC2
n

mapFun([1],P(∆))(id[n2 ], θ(X))
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≃X
C2
n+1
// mapP(∆)([
n
2
],Hlax(Xu))
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
≃X
hC2
n+1
.
Corollary 2.35. The adjunction
Φ ∶ rsSpc⇄ GDpre ∶ Ψ
is a localization with local objects the balanced real simplicial spaces.
Especially this adjunction restricts to an equivalence
brsSpc ≃ GDpre.
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Proposition 2.36.
1. Let X be a real Segal space. Then Φ(X) is a Segal space with genuine
duality
2. Let Y be a Segal space with genuine duality. Then Ψ(Y ) is a real Segal
space.
Proof. 1.: Let Φ(X) = (C, α ∶H →Hlax(C)). We need to check that the compo-
sition H
α
Ð→Hlax(C)→ C is a right fibration.
For every n ∈ N the natural map
Hn → Cn ×C0 H0
induced by {n} ⊂ [n] is X([n]∗[n]op)C2 →Xun×Xu0 X
C2
1 , which is an equivalence
by Corollary 2.28 3.
2.: Let Y = (C, α ∶ H → Hlax(C)). We show that 2. and 3. of Proposition
2.28 for Ψ(Y ) are satisfied.
The map in 3. (n odd) is
Hn−1
2
→ Cn−1
2
×C0 H0,
which is an equivalence since H → C is a right fibration.
The map in 2. (n even) is
θ ∶Hn
2
×
C
hC2
n+1
ChC2n → Cn2 ×C0 H0 ×ChC21
ChC20 .
We have
ChC2n+1 ≃ Cn2 ×C0 C
hC2
1 , C
hC2
n ≃ Cn2 ×C0 C
hC2
0 .
Thus θ is equivalent to the map
Hn
2
×
C
hC2
1
ChC20 → Cn2 ×C0 H0 ×ChC21
ChC20 ,
which is an equivalence since H → C is a right fibration.
Corollary 2.37. The equivalence
brsSpc ≃ GDpre
restricts to an equivalence brSegSpc ≃ GDSeg.
Proposition 2.38. Let X be a real Segal space whose underlying Segal space is
complete.
The commutative square
maprSegSpc(J ,X) //

maprSegSpc(∆
1,X) ≃XC21

mapP(∆)(J ,X
u) // mapP(∆)(∆
1,Xu) ≃Xu1
(6)
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is a pullback square.
In other words maprSegSpc(J ,X) is the full subspace of X
C2
1 consisting of
those objects whose image in Xu1 is an equivalence.
Hence X is complete if and only if X is balanced.
Proof. By the pasting law square 6 is a pullback square if and only if the com-
mutative square
maprSegSpc(J ,X) //

maprSegSpc(∆
1,X) ≃XC21

mapP(∆)(J ,X
u)hC2 // mapP(∆)(∆
1,Xu)hC2 ≃XhC21
(7)
is a pullback square.
We first show that square 7 is a pullback square if and only if the similar
square for X replaced by Ψ(Φ(X)) is a pullback square, which we prove in a
second step to be a pullback square.
More precisely we prove that the unit X → Ψ(Φ(X)) yields an equivalence
from square 7 to the similar square, where X is replaced by Ψ(Φ(X)).
The unit X → Ψ(Φ(X)) yields an equivalence on underlying spaces. So it
remains to see that the full subcategoryW ⊂ rSegSpc spanned by all Z such that
the induced map maprSegSpc(Z,X)→maprSegSpc(Z,Ψ(Φ(X))) is an equivalence,
contains ∆1 and J .
The case ∆1 follows from Lemma 2.34 that states that W contains ∆n for
n ≥ 1 odd. As the unit X → Ψ(Φ(X)) yields an equivalence on underlying
spaces, W contains the free real simplicial spaces C2 ×∆
n ≃∆n∐(∆n)op for all
n ≥ 0.
As W is closed under small colimits and J can be built by gluing cells of
the form ∆n for n ≥ 1 odd and C2 ×∆n for all n ≥ 0, we have J ∈W .
Having replaced X by Ψ(Φ(X)) in square 7 by adjointness between Φ and
Ψ square 7 is equivalent to the following commutative square
mapGDpre(J ,Φ(X)) //

mapGDpre(∆
1,Φ(X))

mapP(∆)(J ,X
u)hC2 // mapP(∆)(∆
1,Xu)hC2 .
(8)
Square 8 is the pullback of the commutative square
mapP(∆)(H
lax(J ),H) //

mapP(∆)(H
lax(∆1),H)

mapP(∆)(H
lax(J ),Hlax(X)) // mapP(∆)(H
lax(∆1),Hlax(X)).
(9)
By example 2.6 the functor Hlax(∆1) → Hlax(J ) is equivalent to both of
the functors [0] → J and is thus a local equivalence with respect to complete
Segal spaces.
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By lemma 2.14 and lemma 2.36 with Xu also Hlax(X) and H are complete
Segal spaces so that both horizontal maps of square 9 are equivalences.
By the pasting law the commutative square
XC20
//

maprSegSpc(J ,X)

Xu0
// mapP(∆)(J ,X
u)
induced by the map J →∆0 is a pullback square if and only if the commutative
square
XC20
//

maprSegSpc(∆
1,X) ≃XC21

Xu0
// mapP(∆)(∆
1,Xu) ≃Xu1
induced by the map ∆1 →∆0 is a pullback square.
Corollary 2.39. The equivalence
brSegSpc ≃ GDSeg
restricts to an equivalence crSegSpc ≃ GD.
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3 Waldhausen ∞-categories with genuine dual-
ity
3.1 (Pre)additive and stable ∞-categories with genuine
duality
Before defining Waldhausen ∞-categories with genuine duality, we develop a
theory of additive and stable ∞-categories with genuine duality. From these
notions we develop in a second step the notion of Waldhausen ∞-category with
genuine duality, which interpolates between additive and stable ∞-categories
with genuine duality, in a similar way as the theory of exact∞-categories embeds
into the more general world of additive ∞-categories but contains the very rich
theory of stable ∞-categories as a special case.
Also in the genuine contect we expect the theory of stable∞-categories with
genuine duality to be especially rich and well-behaved: We show an equivalence
between stable ∞-categories with genuine duality and quadratic functors on a
stable ∞-category, which are an abstraction of the notion of quadratic form
from arithmetics to stable homotopy theory.
In the following we will define preadditive, additive and stable ∞-categories
with genuine duality as genuine dualities on a preadditive, additive respectively
stable∞-category satisfying some conditions that enrich the genuine refinement
in E∞-spaces, grouplike E∞-spaces respectively spectra.
A preadditive, additive respectively stable ∞-category is an ∞-category C
enjoying some conditions that make C canonically enriched in E∞-spaces, group-
like E∞-spaces, which we identify with connective spectra, respectively spectra.
Consequently given a preadditive, additive respectively stable∞-category C car-
rying a duality the functor Cop → Spc,X ↦ mapC(X,X
∨)hC2 classified by the
right fibration Hlax(C)→ C canonically lifts to E∞-spaces, grouplike E∞-spaces
respectively spectra.
If C carries a genuine duality, we ask for natural conditions on C that guar-
antee that also the functor Cop → Spc classified by the right fibration H → C
canonically lifts to E∞-spaces, grouplike E∞-spaces respectively spectra.
Let C be a preadditive ∞-category. The cartesian structure on C yields a
symmetric monoidal structure on Hlax(C) such that Hlax(C) → C gets a sym-
metric monoidal right fibration classifying a functor Cop → Cmon(Spc).
The tensorunit of Hlax(C) is the initial object as it lies over the zero object
of C and Hlax(C) → C is a right fibration, whose fiber over the zero object of C
is contractible.
As the tensorunit of Hlax(C) is initial, every functor Hlax(C)op → Spc admits
a unique lift to an oplax symmetric monoidal functor. So being symmetric
monoidal is a property for a functor Hlax(C)op → Spc so that the next definition
makes sense:
Definition 3.1. Let C be an ∞-category with duality and φ ∶ H → Hlax(C) a
right fibration.
We call (C, φ) a preadditive ∞-category with genuine duality if
1. C is preadditive.
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2. φ classifies a symmetric monoidal functor Hlax(C)op → Spc.
Denote
Cat
gd
∞ preadd ⊂ Cat
gd
∞
the subcategory with objects the preadditive ∞-categories with genuine dual-
ity and with morphisms the maps of ∞-categories with genuine duality, whose
underlying functor preserves finite products.
The symmetric monoidal right fibration Hlax(C)→ C yields a right fibration
θ ∶ Calg(Hlax(C)) → Calg(C) ≃ C on commutative algebras, whose fiber over
an object X of C is the contractible space Calg(Hlax(C)X) so that θ is an
equivalence. The composition C ≃ Calg(Hlax(C)) → Hlax(C) is a symmetric
monoidal section of Hlax(C)→ C that sends an object X of C to the unit of the
E∞-space mapC(X,X
∨)hC2 that lies over the zero morphism X →X∨.
We define the fiber of a map of right fibrations φ ∶ H → Hlax(C) over C as
the pullback of φ along the section C → Hlax(C).
So if φ classifies a symmetric monoidal functor Hlax(C)op → Spc, the fiber of
φ classifies a finite products preserving functor Cop → Spc.
Let (C, φ) be an ∞-category with genuine duality such that C is preadditive.
When we give C the cartesian structure,Hlax(C)→ C is a symmetric monoidal
right fibration so that its fibers admit canonical structures of E∞-spaces.
If (C, φ) is a preadditive∞-category with genuine duality, the right fibration
φ ∶ H → Hlax(C) classifies a symmetric monoidal functor Hlax(C)op → Spc
and is thus a symmetric monoidal right fibration. Thus also the composition
H → Hlax(C) → C is a symmetric monoidal right fibration classifying a functor
Cop → AlgE∞(Spc). So the fibers of H → C admit canonical structures of E∞-
spaces.
This is reflected in the fact that Catgd∞ preadd is preadditive (Proposition 3.2)
which implies that the forgetful functor Cmon(Catgd∞ preadd) → Cat
gd
∞ preadd is an
equivalence so that every preadditive∞-category with genuine duality (C, φ) has
the canonical structure of a commutative monoid in Catgd∞ preadd corresponding
to a canonical structure of a symmetric monoidal functor on φ ∶ H → Hlax(C),
where C carries the cartesian structure.
So we will often see Catgd∞ preadd ≃ Cmon(Cat
gd
∞ preadd) as a full subcategory of
Cmon(Catgd∞ ) and identify a preadditive ∞-category with genuine duality with
its canonical commutative monoid in Catgd∞ .
Proposition 3.2. The ∞-category Catgd∞ preadd is preadditive.
Proof. We show that the forgetful functor
Cmon(Catgd∞ preadd) → Cat
gd
∞ preadd
is an equivalence by checking that for every C ∈ Cmon((Catpreadd∞ )
hC2) ≃ (Catpreadd∞ )
hC2
the induced functor α on the fiber over C is an equivalence.
The functor α is the pullback of the functor
{Hlax(C)} ×Cmon(Cat∞) Cmon(R)→ {H
lax(C)} ×Cat∞ R
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to the full subcategory spanned by the right fibrations H → Hlax(C) such that
for every A,B ∈ Hlax(C) the canonical map H(A ⊗ B) → H(A) ×H(B) is an
equivalence and H(1) is contractible. So the assertion follows from Lemma 3.3.
Lemma 3.3. Let C be a symmetric monoidal ∞-category with initial tensorunit.
The forgetful functor
{C} ×Cmon(Cat∞) Cmon(R)→ {C} ×Cat∞ R
gets an equivalence after pulling back to the full subcategory of {C} ×Cat∞ R
spanned by the right fibrations H → C such that for every A,B ∈ C the canonical
map H(A⊗B) →H(A) ×H(B) is an equivalence and H(1) is contractible.
Proof. We prove the dual statement: Let C be a symmetric monoidal∞-category
with final tensorunit.
Then the forgetful functor Cmon(Cat∞)/C → Cat∞/C gets an equivalence
after pulling back to the full subcategory of Cat∞/C spanned by the left fibrations
H → C such that for every A,B ∈ C the canonical map H(A⊗B)→H(A)×H(B)
is an equivalence and H(1) is contractible.
By ... the forgetful functor
Fun⊗,lax(Cop,Spcop)→ Fun(Cop,Spcop)
is an equivalence as the tensorunit of Cop is initital and Spcop is a cocartesian
symmetric monoidal ∞-category. So the forgetful functor gives an equivalence
Fun⊗,lax(Cop,Spcop)op ≃ Fun(Cop,Spcop)op ≃ Fun(C,Spc),
under which Fun⊗(Cop,Spcop)op ≃ Fun⊗(C,Spc) corresponds to the full subcat-
egory of Fun(C,Spc) spanned by the functors classified by a left fibration over
C such that for any A,B ∈ C the canonical map H(A ⊗B) → H(A) ×H(B) is
an equivalence and H(1) is contractible.
Note that there is a canonical equivalence between Fun⊗,lax(C,Spc) and the
full subcategory of Cmon(Cat∞)/C spanned by the symmetric monoidal func-
tors over C, whose underlying functor is a left fibration. Under this equivalence
Fun⊗(C,Spc) corresponds to those symmetric monoidal functors over C, whose
underlying functor H → C is a left fibration such that for every A,B ∈ C the
canonical map H(A ⊗B) → H(A) ×H(B) is an equivalence and H(1) is con-
tractible.
If C is additive, the canonical E∞-structures on the fibers of H
lax(C) → C
are grouplike. We also want this for the E∞-structures on the fibers of H → C.
We call a symmetric monoidal right fibration q ∶ D → C an additive fibration
if C is additive and carries the cartesian structure and D → C classifies a functor
Cop → Sp≥0. We call q non-degenerate if its polarization is non-degenerate, i.e.
encodes a duality.
This motivates the following definition:
Definition 3.4. We call a preadditive ∞-category with genuine duality (C, φ)
an additive ∞-category with genuine duality if H → C is an additive fibration.
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Denote
Cat
gd
∞ add ⊂ Cat
gd
∞ preadd
the full subcategory spanned by the additive ∞-categories with genuine duality.
Note that Catgd∞ add is closed under small limits in Cat
gd
∞ preadd so that Cat
gd
∞ add
is preadditive, too.
For later reference we add the following Lemma:
Lemma 3.5. Let (C, φ) be a preadditive ∞-category with genuine duality such
that C is additive.
Let X ∈ C and Y,Z ∈ Hlax(C)X. Denote Y Z → Y ⊗Z the lift in Hlax(C) of
the diagonal map X →X ⊕X in C.
Then (C, φ) is an additive ∞-category with genuine duality if and only if for
every X ∈ C and Y,Z ∈Hlax(C)X the maps Y Z → Y ⊗Z and Y ≃ Y ⊗ 1→ Y ⊗Z
yield an equivalence ρ ∶HY ⊗Z →HY ×HY Z .
Proof. (C, φ) is an additive ∞-category with genuine duality if and only if for
every X ∈ C the canonical E∞-space structure on the fiber HX is grouplike.
The multiplication of HX factors as HX ×HX → HX⊕X → HX induced by
the tensorproduct of H and the diagonal X →X ⊕X in C.
HX is grouplike if and only if the shear map α ∶ HX ×HX → HX ×HX is
an equivalence, where the shear map is the projection to the first factor on the
first factor and the multiplication of HX on the second factor.
As the canonical E∞-space structure on H
lax(C)X is grouplike, the shear
map β for Hlax(C)X is an equivalence.
We have a commutative square
HX ×HX
α //

HX ×HX

Hlax(C)X ×H
lax(C)X
β
// Hlax(C)X ×H
lax(C)X
(10)
So to prove that α is an equivalence, it is enough to check that for every
Y,Z ∈ Hlax(C)X the induced map on the fiber θ ∶ HY ×HZ → HY ×HY Z is an
equivalence. But θ factors as HY ×HZ ≃HY ⊗Z
ρ
Ð→HY ×HY Z .
Let (C, φ) be an ∞-category with genuine duality such that C is stable.
As C admits pullbacks, also Hlax(C) does and the right fibration Hlax(C) → C
preserves and detects pullback squares.
Given objects A,B ∈ Hlax(C) we have a pullback square
1 //

A⊗ 1

1⊗B // A⊗B
(11)
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in Hlax(C) lying over the exact square
0 //

A

B // A⊕B
in C.
Condition 2. of definition 3.1 says that φ classifies a reduced functor α ∶
Hlax(C)op → Spc that sends all squares of the form 11 to pullback squares.
If C is stable, it is natural to ask that α ∶ Hlax(C)op → Spc sends not only the
pullback squares of the form 11 but all pullback squares in Hlax(C) to pullback
squares. In other words we wish that α ∶ Hlax(C)op → Spc sends pushout squares
in Hlax(C)op to pullback squares, i.e. α is an excisive functor.
This motivates the following definition:
Definition 3.6. We call an additive ∞-category with genuine duality (C, φ) a
stable ∞-category with genuine duality if
1. C is stable.
2. φ classifies an excisive functor Hlax(C)op → Spc.
So an ∞-category with genuine duality (C, φ) is a stable ∞-category with
genuine duality if and only if C is stable, φ classifies a reduced and excisive
functor Hlax(C)op → Spc and the canonical E∞-structures on the fibers ofH → C
are grouplike.
Note that φ classifies an excisive functor Hlax(C)op → Spc if and only if
for every pullback square [1]2 ∶= [1] × [1] → C the pullback of [1]2 ×C H →
[1]2 ×C H
lax(C) along any section of [1]2 ×C H
lax(C)→ [1]2 classifies a pullback
square of spaces.
Denote
Cat
gd
∞ st ⊂ Cat
st
∞ ×Catadd∞ Cat
gd
∞ add
the full subcategory spanned by the stable ∞-categories with genuine duality.
Note that Catgd∞ st is closed under small limits in Cat
st
∞×Catadd∞ Cat
gd
∞ add so that
Cat
gd
∞ st is preadditive so that we have an inclusion Cat
gd
∞ st ≃ Cmon(Cat
gd
∞ st) ⊂
Cmon(Catgd∞ ).
As next we will see that for any stable∞-category with genuine duality (C, φ)
the right fibration H → C classifies a functor ρ ∶ Cop → Sp≥0 that canonically lifts
to Sp.
We show that ρ is quadratic and that this property makes ρ lift to spectra.
We start with recalling the notion of quadratic functor:
3.2 Quadratic functors
A cube in an ∞-category C is a functor [1]3 ∶= [1] × [1] × [1]→ C.
The object (0,0,0) ∈ [1]3 is initial so that we have [1]3 ≃ ([1]3∖{(0,0,0)})◁.
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• We call a cube X ∶ [1]3 ≃ ([1]3 ∖ {(0,0,0)})◁ → C cartesian if X is a limit
diagram.
• We call a cube X ∶ [1]3 → C strongly cartesian if X sends all six faces of
[1]3 to a pullback square.
Note that every strongly cartesian cube is a cartesian cube.
Dually we define cocartesian and strongly cocartesian cubes in C.
We say that a functor C → D is 2-excisive if it sends strongly cocartesian
cubes to cartesian cubes.
Note that a functor C → D is excisive, i.e. sends pushout squares to pullback
squares, if and only if it sends strongly cocartesian cubes to strongly cartesian
cubes.
So every excisive functor is 2-excisive.
We call a functor C → D quadratic if it is 2-excisive and reduced, i.e. pre-
seserves the final object if it exists.
Example 3.7. Let C,C′ be ∞-categories which admit finite colimits and D a
∞-category which admits finite limits.
Every functor β ∶ C ×C′ → D that is excisive in both variables is 2-excisive as
functor of one variable. Especially for every functor β ∶ C×C → D that is excisive
in both variables the composition β ○ δ ∶ C → D is 2-excisive, where δ ∶ C → C × C
denotes the diagonal functor.
So if D admits C2-invariants and β ∶ C × C → D is a C2-equivariant functor
that is excisive in both variables, the functor (β ○ δ)hC2 ∶ C → D is 2-excisive.
Denote Fun(C,D)2−exc ⊂ Fun(C,D) the full subcategory spanned by the 2-
excisive functors and Funqu(C,D) ⊂ Fun(C,D) the full subcategory spanned by
the quadratic functors.
Note that ifD is stable and we have a fiber sequence F → G→H in Fun(C,D)
with H 2-excisive, the functor F is 2-excisive if and only if the functor G is.
Let C be a ∞-category that admits finite colimits and a final object and D
a ∞-category that admits colimits indixed by the poset of natural numbers and
finite limits such that the formation of colimits over N preserves finite limits.
By ... the full subcategories Fun(C,D)exc ⊂ Fun(C,D)2−exc ⊂ Fun(C,D)
spanned by the excisive respectively 2-excisive functors are left exact localiza-
tions. We denote the localization functors by P1, P2 and call them excisive
respectively 2-excisive approximation.
Note that the functors P1, P2 send reduced functors C → D to reduced func-
tors.
We call a functor C → D 2-homogenous if it is 2-excisive and its excisive
approximation vanishes.
Given a 2-excisive functor q ∶ C → D the fiber of the canonical map q → P1(q)
in Fun(C,D) is 2-homogenous.
If we moreover assume that C is pointed and D is stable, by Proposition
6.1.4.14. [4] the functor
Fun(C × C,D)hC2 → Fun(C,D)[C2]
(−)hC2
ÐÐÐÐ→ Fun(C,D)
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induced by composition with the C2-equivariant diagonal functor δ ∶ C → C × C
restricts to an equivalence between the symmetric functors C × C → D that
preserve finite colimits in both components and the 2-homogenous functors.
Given a 2-excisive functor q ∶ C → D the fiber of the canonical map q → P1(q)
in Fun(C,D) is 2-homogenous and so of the form (β ○ δ)hC2 for a unique sym-
metric functor β ∶ C × C → D that preserves finite colimits in both components.
If q ∶ C → D is moreover reduced, also P1(q) is and so preserves finite colimits.
Thus the polarization of P1(q) vanishes. The fiber sequence (β ○ δ)hC2 → q →
P1(q) in Fun(C,D) yields a fiber sequence on polarizations that identifies the
polarization of (β ○ δ)hC2 being β with the polarization of q.
So the polarization α of a quadratic functor q preserves finite colimits in both
variables and fits into a fiber sequence (α ○ δ)hC2 → q → P1(q) in Fun(C,D).
Hence the following conditions on a functor C → D are equivalent:
• F ∶ C → D is reduced and excisive.
• F ∶ C → D is 2-excisive and the polarization α ∶ C × C → D of F vanishes.
So given a fiber sequence F → G → H of 2-excisive functors in Fun(C,D)
the functor F is reduced and excisive if and only if the map G→H induces an
equivalence on polarizations.
Remark 3.8. Let C be a pointed ∞-category that admits finite colimits and D
a stable ∞-category.
Note that a functor q ∶ C → D is quadratic if and only if its polarization
α preserves finite colimits in both variables and the fiber of the canonical map
q → (α ○ δ)hC2 preserves finite colimits.
For C stable, this gives the original definition due to Lurie.
Proof. If q is quadratic, its polarization α preserves finite colimits in both vari-
ables. Thus (α ○ δ)hC2 is quadratic and α is the polarization of (α ○ δ)hC2 . So
the map q → (α ○ δ)hC2 induces an equivalence on polarizations so that its fiber
is exact.
On the other hand if α preserves finite colimits in both variables and the
fiber F of the map q → (α ○ δ)hC2 preserves finite colimits, the functor q sits
in a fiber sequence F → q → (α ○ δ)hC2 between quadratic functors and is thus
itself quadratic.
By the following Lemma 3.9 a quadratic functor C → Sp is completely deter-
mined by its connective cover C → Sp≥0:
More precisely taking the connective cover yields an equivalence
Funqu(C,Sp) ≃ Funqu(C,Sp≥0)
between quadratic functors so that we can identify quadratic functors C → Sp
with their connective cover C → Sp≥0.
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Lemma 3.9. Let C be a small ∞-category that admits finite colimits and a final
object.
The adjunctions ι ∶ Sp≥0 ⇄ Sp ∶ R and P2 ∶ Fun(C,Sp) ⇄ Fun(C,Sp)
2−exc
give rise to an adjunction
Ψ ∶ Fun(C,Sp≥0)
2−exc ⇄ Fun(C,Sp)2−exc
that restricts to an adjunction
Funqu(C,Sp≥0)⇄ Fun
qu(C,Sp) ∶ Φ
on quadratic functors.
1. Ψ is fully faithful.
2. If C is stable, Φ is fully faithful.
So we get a canonical equivalence
Funqu(C,Sp≥0) ≃ Fun
qu(C,Sp).
3. A quadratic functor Cop → Sp is excisive if and only if RF preserves finite
products.
Especially this equivalence restricts to an equivalence
Fun(C,Sp≥0)
exc,∗ ≃ Fun(C,Sp)exc,∗.
Proof. 1: As R preserves small limits and filtered colimits, R commutes with
2-excisive approximations.
Given F ∈ Fun(C,Sp≥0)
2−exc the unit F ≃ RιF → RP2(ιF ) is the canonical
equivalence as RιF ≃ F is 2-excisive.
2: If C is stable, we show that G ∈ Funqu(C,Sp) vanishes if RG vanishes.
Note that an exact functor H ∶ C → Sp vanishes if RH ∶ C → Sp≥0 vanishes
and similarly for a functor C × C → Sp that is exact in both variables.
As G is quadratic, its polarization α preserves finite limits in both variables
and Rα is the polarization of RG ≃ 0.
So Rα vanishes so that α vanishes. As G has vanishing polarization, G is
exact. So RG ≃ 0 implies G ≃ 0.
3. A quadratic functor F ∶ C → Sp is excisive if and only if its polarization α
vanishes, where α is exact in both variables.
So Rα is the polarization of RF. If RF preserves finite products, its polar-
ization Rα vanishes. In this case α vanishes as α is exact in both variables. So
F is excisive.
3.3 Stable∞-categories with genuine duality are quadratic
functors
After this disgression about quadratic functors we are able to prove that for any
stable ∞-category with genuine duality (C, φ) the symmetric monoidal right
fibration H → C classifies a quadratic functor Cop → Sp≥0 and so a quadratic
functor Cop → Sp.
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Proposition 3.10. Let (C, φ) be a stable ∞-category with genuine duality.
The symmetric monoidal right fibration H → C classifies a quadratic functor
Cop → Sp≥0.
Proof. By example 3.7 Hlax(C)→ C classifies a 2-excisive functor Cop → Spc.
So it is enough to see that for every strongly cartesian cube X ∶ [1]3 → C the
pullback Z of H → Hlax(C) along any lift A ∶ [1]3 → Hlax(C) of X classifies a
cartesian cube of spaces.
Denote τ ∶ [1]2 ∶= [1] × [1]→ [1]3 the inclusion of one of the six faces.
The pullback of Z → [1]3 along τ ∶ [1]2 → [1]3, i.e. the pullback of H →
Hlax(C) along A ○ τ ∶ [1]2 → Hlax(C), classifies a cartesian square of spaces
as X ○ τ ∶ [1]2 → C is a cartesian square and φ classifies an excisive functor
Hlax(C)op → Spc.
Thus Z classifies a strongly cartesian cube and so especially a cartesian cube.
We call an additive fibration q ∶ D → C a quadratic fibration if C is stable
and D → C classifies a quadratic functor Cop → Sp≥0.
Let (C, φ) be a stable ∞-category with genuine duality. Then the fiber of φ
classifies a functor that preserves finite limits. So by Lemma 3.9 3. φ induces
an equivalence on polarizations. Consequently φ is completely determined by
H → C.
So we can think of a stable ∞-category with genuine duality as a non-
degenerate quadratic fibration such that φ ∶ H → Hlax(C) classifies an excisive
functor.
We will show in the following that this condition is satisfied automatically
by every quadratic fibration so that stable ∞-categories with genuine duality
correspond to quadratic fibrations.
Proposition 3.11. Let (C, φ) be a commutative monoid in Catgd∞ .
If H → C is an additive symmetric monoidal fibration, the following condi-
tions are equivalent:
1. φ classifies a symmetric monoidal functor Hlax(C)op → Spc.
2. the fiber of φ classifies a functor that preserves finite products.
If H → C is a quadratic fibration, the following conditions are equivalent:
1. φ classifies an excisive functor Hlax(C)op → Spc.
2. the fiber of φ classifies a functor that preserves finite limits.
Especially (C, φ) is a non-degenerate quadratic fibration if and only if (C, φ)
is a stable ∞-category with genuine duality.
Proof. The fiber of φ classifies the functor Cop
νop
ÐÐ→ Hlax(C)op → Spc, where
ν ∶ C → Hlax(C) is the canonical symmetric monoidal section of Hlax(C)→ C.
If C is stable, ν preserves pullbacks being a section.
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So 1. implies 2.
Assume that 2. holds. As ν is symmetric monoidal, H1 is contractible.
As H1 is contractible, the tensorunit 1 of H
lax(C) is initial and φ is a right
fibration, the tensorunit of H is initial, too.
We want to see that for every A,B ∈ Hlax(C) the canonical map HA⊗B →
HA ×HB is an equivalence.
If HA × HB is empty, there is nothing to show. So we can assume that
HA ×HB is non-empty.
Let X ∈ HA, Y ∈ HB. Denote U the image of A in C and V the image of B
in C.
The map φ ∶ H → Hlax(C) of symmetric monoidal right fibrations over C
classifies a natural transformation of functors Cop → AlgE∞(Spc) that itself is
classified by a map of commutative monoids in the∞-category of right fibrations
over C lying over φ.
Denote µ ∶ H ×C H → H, µ
′ ∶ Hlax(C) ×C Hlax(C) → Hlax(C) the multipli-
cations and η ∶ C → H the unit of H. Note that the map ν ∶ C → Hlax(C) of
symmetric monoidal right fibrations over C has canonically the structure of a
map of commutative monoids of right fibrations over C (starting at the zero
object) and is thus the unit of Hlax(C).
Let γ be a section of H → C. Set β ∶= φ ○ γ ∶ C →H →Hlax(C).
The composition ψ ∶ H
γ×CH
ÐÐÐ→ H ×C H
µ
Ð→ H of functors over C is an equiv-
alence as it induces on the fiber over every object X of C the equivalence
HX
γX×HX
ÐÐÐÐ→ HX × HX
µX
ÐÐ→ HX using that the E∞-structure on HX is grou-
plike.
Similarly the composition ψ′ ∶ Hlax(C)
β×CH
lax(C)
ÐÐÐÐÐÐ→ Hlax(C) ×C H
lax(C)
µ′
Ð→
Hlax(C) is an equivalence and β factors as C
ν
Ð→Hlax(C)
ψ′
Ð→Hlax(C).
We have a commutative square
H
ψ
//

H

Hlax(C)
ψ′
// Hlax(C)
of right fibrations over C that yields an equivalence ν∗(H) ≃ β∗(H) over C by
pulling back along ν ∶ C → Hlax(C).
Given a functor α ∶ S → C and a functor γ ∶ S → H over C corresponding
to a section of S ×C H → S we can pull back φ along α ∶ S → C to a map of
commutative monoids of right fibrations over S to get a canonical equivalence
(ν ○ α)∗(H) ≃ β∗(H) over S with β ∶= φ ○ γ.
We apply this to the following situation:
We first treat the additive case:
Take S =∆1 and γ ∶ X ≃ X ⊗ 1 →X ⊗ Y the canonical map in H lying over
β ∶ A ≃ A⊗ 1→ A⊗B in Hlax(C) lying over α ∶ U ≃ U ⊕ 0→ U ⊕ V in C.
Then we get an equivalence (ν ○ α)∗(H) ≃ β∗(H) over ∆1 classifying a
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commutative square of spaces
HA⊗B //
≃

HA
≃

Hν(U⊕V ) // Hν(U).
Similarly for γ ∶ Y ≃ 1 ⊗ Y → X ⊗ Y the canonical map in H lying over
β ∶ B ≃ 1 ⊗B → A⊗B in Hlax(C) lying over α ∶ V ≃ 0⊕ V → U ⊕ V in C we get
an equivalence (ν ○ α)∗(H) ≃ β∗(H) over ∆1 classifying a commutative square
of spaces
HA⊗B //
≃

HB
≃

Hν(U⊕V ) // Hν(V )
Putting both squares together we get a commutative square of spaces
HA⊗B //
≃

HA ×HB
≃

Hν(U⊕V ) // Hν(U) ×Hν(V ).
So the claim follows from 2.
Now we consider the stable case: By ... it is enough to check that the functor
Hlax(C)
op → Spc classified by φ sends pullback squares in Hlax(C) of the form
S //

1

1 // T
(12)
lying over some pullback square in C
A //

0

0 // B
(13)
to pullback squares
HT //

∗

∗ // HS
(14)
of spaces.
By Lemma 3.12 HT ≃ {T }×Hlax(C)B HB is empty if and only if the pullback
∗ ×HS ∗ ≃ {T
′} ×Ω(H(C)lax
A
) Ω(HA) is, in which case there is nothing to show,
where T ′ denotes the image of T in Ω(H(C)laxA ).
So we can assume that HT is non-empty. Let Z ∈HT .
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Let
W //

1

1 // Z
be the unique square in H lying over square 12.
Taking γ ∶ [1] × [1] → H as the functor specified by this square we get a
canonical equivalence (ν ○ α)∗(H) ≃ β∗(H) over [1] × [1] classifying an equiva-
lence of commutative squares between square 14 and the square
Hν(B) //

Hν(0)

Hν(0) // Hν(A).
So the claim follows from 2.
Lemma 3.12. Let a commutative square of spectra
X
≃ //

Ω(F )

Y //

Ω(G)

Z
ϕ
// Ω(H)
be given, whose vertical columns are exact.
For notationally simplicity we denote the underlying grouplike E∞-space of
the spectrum with the same symbol.
Let T ∈ Z.
The fiber {T }×Z Y is nonempty if and only if the fiber {ϕ(T )}×Ω(H) Ω(G)
is non-empty.
Proof. The given commutative square yields a commutative square
Y //

Ω(G)

Z //

Ω(H)

Σ(X)
≃ // F,
whose vertical columns are exact.
So T is in the image of the map Y → Z if and only if T vanishes in Σ(X)
and similar for ϕ(T ).
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Via its polarization every non-degenerate additive respectively quadratic fi-
bration H → C gives rise to a commutative monoid (C,H →Hlax(C)) in Catgd∞ .
This gives a full embedding of non-degenerate additive respectively quadratic
fibrations into Cmon(Catgd∞ ) ∶
Denote QuR ⊂ AddR ⊂ Cmon(R) the subcategories with objects the non-
degenerate additive respectively quadratic fibrations and with morphisms those
maps that yield on polarizations a map of dualities (and yield exact functors
after evaluation at the target R→ Cat∞).
By Corollary 3.16 the functor Cmon(Catgd∞ ) → Cmon(R) that sends (C, φ)
to H →Hlax(C)→ C restricts to an equivalence between
• AddR and the full subcategory of Cmon(Catgd∞ ) spanned by the commu-
tative monoids (C, φ) in Catgd∞ such that H → C is an additive fibration
and φ ∶H →Hlax(C) induces an equivalence on polarizations,
• QuR and the subcategory of Cmon(Catgd∞ ) with objects the commutative
monoids (C, φ) in Catgd∞ such that H → C is a quadratic fibration and φ
induces an equivalence on polarizations, and with morphisms those maps,
whose underlying functor is exact.
Via this equivalence we view QuR,AddR as subcategories of Cmon(Catgd∞ ).
We also view Catgd∞ st,Cat
gd
∞ add as subcategories of Cmon(Cat
gd
∞ ).
We now apply Proposition 3.11 to an∞-category with genuine duality (C, φ)
such that H → C is an additive fibration and φ induces an equivalence on
polarizations.
Note that for such a (C, φ) the cofiber of the map of functors Cop → Sp≥0
classified by φ has vanishing polarization and so preserves finite products. So
also the fiber of φ preserves finite products.
This provides the following theorem:
Theorem 3.13. There is a localization AddR ⊂ Catgd∞ add, whose essential image
consists of those additive ∞-categories with genuine duality (C, φ) such that φ
induces an equivalence on polarizations.
There is a canonical equivalence QuR ≃ Catgd∞ st.
In the following we give alternative descriptions of (pre)additive∞-categories
with duality used for the proof of theorem 3.13.
3.4 ∞-categories with duality via symmetric right fibra-
tions
We start with a description of ∞-categories with duality in terms of symmetric
functors: We show that sending a small∞-category with duality C to its twisted
arrow right fibration Tw(C)→ C × C defines a subcategory inclusion
CathC2∞ ⊂ Cat∞ ×Cat∞[C2]R[C2]
over Cat∞, where the pullback on the right hand side is formed over the func-
tor Cat∞ → Cat∞[C2] that sends C to C̃ × C. We characterize the objects in
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the image as those C2-equivariant right fibrations B → C × C classifying a C2-
equivariant functor Cop × Cop → Spc, whose adjoint Cop → P(C) factors as an
equivalence Cop ≃ C through the Yoneda-embedding.
We start with some terminology: Let F ∶ C → D and G ∶ D → C be functors.
Recall that F is left adjoint to G if there is an equivalence
mapD(F (X), Y ) ≃mapC(X,G(Y ))
natural in X ∈ C, Y ∈ D. In other words F is left adjoint to G if there is a functor
α ∶ Cop × D → Spc adjoint to functors Cop → P(Dop) and D → P(C) that factor
as F op ∶ Cop → Dop and G ∶ D → C through the Yoneda-embeddings. Especially
one of the data F,G,α determine the other.
• We say that a functor α ∶ Cop ×D → Spc with these properties encodes an
adjunction between F and G.
• We say that a functor α ∶ Cop×D → Spc encodes an adjoint equivalence if it
encodes an adjunction between functors F and G, which are equivalences.
• We say that a right fibration E → C ×Dop is representable if it classifies a
functor α ∶ Cop ×D → Spc that encodes an adjunction.
• We say that a right fibration E → C ×Dop is perfect if it classifies a functor
α ∶ Cop ×D → Spc that encodes an adjoint equivalence.
Consider the pullback (Cat∞ × Cat∞) ×Cat∞ R of the evaluation at the tar-
get functor R ⊂ Fun(∆1,Cat∞) → Cat∞ with trivial C2-action along the C2-
equivariant functor that associates the product, where Cat∞ × Cat∞ carries the
C2-action that switches the factors.
Note that the mapping space in (Cat∞ ×Cat∞)×Cat∞R between two objects
X = (A,B, φ ∶ C → A×B), Y = (A′,B′, ψ ∶ C′ →A′ ×B′) is canonically equivalent
to the maximal subspace in
Z ∶= (Fun(A,A′) × Funrep(P(Bop),P(B′op)))×Fun({0,1},Fun(A,P(B′op)))
Fun([1],Fun(A,P(B′op))),
where Fun(Bop,B′op) ≃ Funrep(P(Bop),P(B′op)) ⊂ Fun(P(Bop),P(B′op)) de-
notes the full subcategory spanned by the left adjoint functors that preserve
representables.
The diagonal embedding Fun(A,P(B′op)) → Fun([1],Fun(A,P(B′op))) yields
an embedding
Q ∶= Fun(A,A′) ×Fun(A,P(B′op)) Fun
rep(P(Bop),P(B′op)) ≃
(Fun(A,A′) × Funrep(P(Bop),P(B′op))) ×Fun(A,P(B′op))2 Fun(A,P(B
′op)) ⊂ Z .
We call a morphism X → Y in (Cat∞×Cat∞)×Cat∞R strict if it belongs to Q.
Note that strict maps are closed under composition in (Cat∞ × Cat∞) ×Cat∞ R.
Denote Perf ⊂ (Cat∞×Cat∞)×Cat∞R the subcategory with objects the perfect
right fibrations and morphisms the strict maps. The mapping space in Perf
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between two perfect right fibrations encoding adjoint equivalences F ∶ A ≃ Bop ∶
G, F ′ ∶ A′ ≃ B′op ∶ G′ is canonically equivalent to the maximal subspace in
Fun(A,A′) ≃ Fun(A,A′) ×Fun(A,B′op) Fun(B
op,B′op) ≃ Fun(Bop,B′op).
Especially the forgetful functors γ1, γ2 ∶ Perf ⊂ (Cat∞ × Cat∞) ×Cat∞ R →
Cat∞ × Cat∞ → Cat∞ that project to the first respectively second component,
are fully faithful. The C2-action on (Cat∞ × Cat∞) ×Cat∞ R restricts to Perf.
The natural transformation α ∶ Tw → id × (−)op of functors Cat∞ → Cat∞
is C2-equivariant if the source carries the unique non-trivial C2-action and
the target carries the trivial C2-action. α defines a C2-equivariant functor
ρ ∶ Cat∞ → Perf ⊂ (Cat∞ × Cat∞) ×Cat∞ R that is a section of γ1. Especially
γ1 is essentially surjective and so an equivalence. Thus ρ is an equivalence and
so gives rise to an equivalence
ζ ∶ CathC2∞ ≃ Perf
hC2 ⊂ ((Cat∞ × Cat∞) ×Cat∞ R)
hC2 ≃ Cat∞ ×Cat∞[C2]R[C2]
over Cat∞, where the pullback on the right hand side is formed over the functor
Cat∞ → Cat∞[C2] that sends C to C̃ × C.
Note that there is a canonical equivalence
Cat∞ ×Cat∞[C2]R[C2] ≃ Cat∞ ×Cat∞ R,
where the pullback on the right hand side is taken over the functor Cat∞ → Cat∞
that sends C to (C × C)hC2 ∶
AsB(C2) is a space, we have a canonical equivalence Cat∞[C2] ≃ Cat∞/B(C2).
Hence we have a right fibration Cat∞[C2] ≃ Cat∞/B(C2) → Cat∞ that sends
a small ∞-category with C2-action D classified by a functor X → B(C2) to X ,
whereX has the universal property of the coinvariantsDhC2 . The right fibration
Cat∞[C2]→ Cat∞ yields an equivalence
Fun(∆1,Cat∞[C2]) ≃ Cat∞[C2] ×Cat∞ Fun(∆
1,Cat∞)
over Cat∞[C2] that restricts to an equivalence R[C2] ≃ Cat∞[C2] ×Cat∞ R over
Cat∞[C2].
So in this description a duality on an ∞-category C is an equivalence F ∶
C ≃ Cop encoded by an adjunction Cop ×Cop → Spc that has the special property
to be a symmetric functor, i.e. is C2-equivariant, that is classified by a C2-
equivariant perfect right fibration B → C × C or equivalently that is adjoint to
a functor (Cop × Cop)hC2 → Spc classified by a right fibration D → (C × C)hC2,
whose pullback to C × C is perfect.
3.5 (Pre)additive∞-categories with duality via symmetric
monoidal right fibrations
In the following we will further simplify the description of a duality on an ∞-
category if the ∞-category carrying the duality is preadditive.
Remember that we considered the pullback (Cat∞×Cat∞)×Cat∞R of the eval-
uation at the target functor R ⊂ Fun(∆1,Cat∞) → Cat∞ with trivial C2-action
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along the C2-equivariant functor that associates the product, where Cat∞×Cat∞
carries the C2-action that switches the factors. We constructed an equivalence
CathC2∞ ≃ Perf
hC2 ⊂ Cat∞ ×Cat∞[C2]R[C2]
over Cat∞ sending a small ∞-category with duality C to its twisted arrow right
fibration Tw(C) → C ×C.
We will define preadditive versions of these objects: Denote Cat(pre)add∞ ⊂
Cat∞ the subcategory with objects the small (pre)additive ∞-categories and
morphisms the functors preserving finite products. Note that Cat(pre)add∞ is
preadditive. The non-trivial C2-action on Cat∞ restricts to Cat
(pre)add
∞ . We
call (Cat(pre)add∞ )
hC2 the ∞-category of small (pre)additive ∞-categories with
duality.
In the following we will construct a subcategory inclusion
(Cat(pre)add∞ )
hC2 ⊂ Cmon(Cat(pre)add∞ ×Cat∞ R)
over Cat(pre)add∞ , whose image has objects the symmetric monoidal right fibra-
tions φ ∶ D → C, where C carries the cartesian structure, such that the map
D → pol(φ)hC2 is an equivalence and pol(φ) ∶ B → C × C is a perfect right fi-
bration, and has morphisms those maps of symmetric monoidal right fibrations
that induce strict maps on polarizations.
Denote
(Catpreadd∞ × Cat
preadd
∞ ) ×
∏
Cat∞
R ⊂ (Catpreadd∞ × Cat
preadd
∞ ) ×(Cat∞×Cat∞) ×Cat∞R
the full subcategory (closed under finite products and the C2-action) spanned
by the right fibrations B → C ×D for C,D ∈ Catpreadd∞ that classify a functor
Cop ×Dop → Spc that preserves finite products in both components.
By Remark 3.15 the∞-category (Catpreadd∞ ×Cat
preadd
∞ )×
∏
Cat∞
R is preadditive
so that also
Cat
preadd
∞ ×
∏
Cat∞[C2]
R[C2] ∶= ((Cat
preadd
∞ × Cat
preadd
∞ ) ×
∏
Cat∞
R)hC2 ⊂
Cat
preadd
∞ ×Cat∞[C2]R[C2]
is. Pulling back the equivalence
CathC2∞ ≃ Perf
hC2 ⊂ Cat∞ ×Cat∞[C2]R[C2]
over Cat∞ to Cat
preadd
∞ we get a subcategory inclusion
(Catpreadd∞ )
hC2 ⊂ Catpreadd∞ ×Cat∞[C2]R[C2]
over Catpreadd∞ that factors through Cat
preadd
∞ ×
∏
Cat∞[C2]
R[C2].
The functor R[C2]
(−)hC2
ÐÐÐÐ→R yields a finite products preserving functor
Catpreadd∞ ×
∏
Cat∞[C2]
R[C2] ⊂ Cat
preadd
∞ ×Cat∞[C2]R[C2]→ Cat
preadd
∞ ×Cat∞ R
over Catpreadd∞ and so a functor
ψ ∶ Catpreadd∞ ×
∏
Cat∞[C2]
R[C2]→ Cmon(Cat
preadd
∞ ×Cat∞ R)
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over Catpreadd∞ . By Corollary 3.16 ψ is fully faithful.
So composing both inclusions we get a subcategory inclusion
(Catpreadd∞ )
hC2 ⊂ Cmon(Catpreadd∞ ×Cat∞ R)
over Catpreadd∞ that sends C to H
lax(C) = Tw(C)hC2 → (C ×C)hC2 ≃ C.
Moreover we get a subcategory inclusion
(Catpreadd∞ )
hC2×
Cmon(Cat
hC2
∞ )
Cmon(Catgd∞ ) ≃ (Cat
preadd
∞ )
hC2×Cmon(Cat∞)Cmon(R)
⊂ Cmon(Catpreadd∞ ×Cat∞ R×Cat∞ R) ≃ Cmon(Cat
preadd
∞ ×Cat∞ R
∆1) ≃
Cmon(Catpreadd∞ ×Cat∞ R)
∆1
over Catpreadd∞ that sends (C,H →H
lax(C)) to Hlax(C)→ C,H →Hlax(C).
Pulling back to Catadd∞ we get a subcategory inclusion
(Catadd∞ )
hC2 ⊂ Cmon(Catadd∞ ×Cat∞ R)
over Catadd∞ .
It remains to prove Corollary 3.16, which follows from the next Lemma 3.14.
Lemma 3.14. Let C be a preadditive ∞-category and D a preadditive ∞-
category that admits limits over B(C2) and cofibers.
Given a functor q ∶ C →D we have a C2-equivariant natural transformation
(X,Y ) ↦ q(X) ⊕ q(Y ) → q(X ⊕ Y ) of C2-equivariant functors C × C → D.
Denote q′ ∈ Fun(C ×C,D)hC2 its cofiber.
Denote Fun∏(C ×C,D)hC2 ⊂ Fun(C ×C,D)hC2 the full subcategory spanned
by the C2-equivariant functors C ×C → D that preserve finite products in both
components, and denote Fun′(C,D) ⊂ Fun(C,D) the full subcategory spanned
by the functors q ∶ C →D such that q′ belongs to Fun∏(C ×C,D)hC2 .
The composition
Fun(C ×C,D)hC2
δ∗
Ð→ Fun(C,D)hC2 ≃ Fun(C,D[C2])
(−)hC2
ÐÐÐÐ→ Fun(C,D)
with δ ∶ C → C ×C the C2-equivariant diagonal functor restricts to a functor
β ∶ Fun∏(C ×C,D)hC2 → Fun′(C,D).
The functor β is fully faithful and admits a left adjoint L that sends q ∈
Fun′(C,D) to q′ ∈ Fun∏(C ×C,D)hC2 .
Proof. The canonical natural transformation λ ∶ id → ⊕ ○ δ of functors C → C
exhibits ⊕ ∶ C × C → C as right adjoint to δ. So ⊕ is a C2-equivariant functor
and λ ∶ id → ⊕ ○ δ is a C2-equivariant natural transformation.
Let q ∈ Fun(C,D). By definition of q′ we have a C2-equivariant natural
transformation q ○ ⊕ → q′ of C2-equivariant functors C × C → D. So we get a
C2-equivariant natural transformation q
q○λ
ÐÐ→ q ○ ⊕ ○ δ → q′ ○ δ of C2-equivariant
functors C →D corresponding to a natural transformation q → q′ ○ δ of functors
C →D[C2] that is adjoint to a natural transformation h ∶ q → (q′ ○δ)hC2 = β(q′)
of functors C →D.
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Denote Funpol(C,D) ⊂ Fun′(C,D) the full subcategory spanned by the func-
tors q ∶ C →D such that h is an equivalence.
We first show that β takes values in Funpol(C,D) ∶ For every γ ∈ Fun∏(C ×
C,D)hC2 the cofiber β(γ)′ of the C2-equivariant natural transformation
(X,Y )↦ γ(X,X)hC2 ⊕ γ(Y,Y )hC2 → γ(X ⊕ Y,X ⊕ Y )hC2 ≃
γ(X,X)hC2 ⊕ γ(Y,Y )hC2 ⊕ (γ(X,Y )⊕ γ(Y,X))hC2 ≃
γ(X,X)hC2 ⊕ γ(Y,Y )hC2 ⊕ γ(X,Y )
of C2-equivariant functors C×C →D is γ and the map h ∶ (γ○δ)
hC2 → (γ○δ)hC2
is the identity. Note that for every q ∈ Fun′(C,D) the induced map h′ ∶ q′ →
β(q′)′ ≃ q′ is the identity.
As next we prove that β ∶ Fun∏(C ×C,D)hC2 → Funpol(C,D) is an equiva-
lence.
For this it is enough to check that for every ∞-category T the induced
functor Fun(T,β) ∶ Fun(T,Fun∏(C × C,D)hC2) → Fun(T,Funpol(C,D)) yields
a bijection on equivalence classes.
Note that a functor ω ∶ T → Fun(C,D) factors through Funpol(C,D) if and
only if its adjoint functor q ∶ C → Fun(T,D) belongs to Funpol(C,Fun(T,D)).
This follows from the fact that the map h ∶ q → (q′ ○ δ)hC2 formed with respect
to Fun(T,D) yields after evaluation at t ∈ T the corresponding map h ∶ ω(t) →
(ω(t)′ ○ δ)hC2 for ω(t) formed with respect to D.
The functor Fun(T,β) is equivalent to the functor
Fun(T,β) ∶ Fun(T,Fun∏(C ×C,D)hC2) ≃ Fun∏(C ×C,Fun(T,D))hC2
β
Ð→
Funpol(C,Fun(T,D)) ≃ Fun(T,Funpol(C,D)).
Consequently we can reduce to show that β induces a bijection on equivalence
classes. But we know already that for every γ ∈ Fun∏(C × C,D)hC2 we have
β(γ)′ ≃ γ. And on the other hand for every functor q ∈ Funpol(C,D) the map
h ∶ q → β(q′) is an equivalence. So β is fully faithful with essential image
Funpol(C,D).
Moreover for T = Fun′(C,D) and q ∶ C → Fun(T,D) adjoint to the subcat-
egory inclusion T → Fun(C,D) the map h ∶ q → β(q′) in Fun(C,Fun(T,D)) ≃
Fun(T,Fun(C,D)) provides a natural transformation λ ∶ id → β ○ L, where
L is the functor Fun(C,D)′ → Fun∏(C × C,D)hC2 adjoint to q′ ∈ Fun∏(C ×
C,Fun(T,D))hC2. So for every q ∈ Fun(C,D)′ the component λ(q) ∶ q → β(L(q))
is h.
Thus the map L(λ(q)) = L(h) ∶ L(q) → L(β(L(q))) is an equivalence and
λ(q) is an equivalence if q ∈ Funpol(C,D).
Remark 3.15. The ∞-category (Catpreadd∞ × Cat
preadd
∞ ) ×
∏
Cat∞
R is preadditive
as the forgetful functor Cmon((Catpreadd∞ × Cat
preadd
∞ ) ×
∏
Cat∞
R) → (Catpreadd∞ ×
Catpreadd∞ ) ×
∏
Cat∞
R is a map of cartesian fibrations over Catpreadd∞ × Cat
preadd
∞
that yields on the fiber over Cop,Dop ∈ Catpreadd∞ the forgetful functor
Fun∏(C ×D,Cmon(Spc))→ Fun∏(C ×D,Spc)
that is an equivalence.
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Corollary 3.16. The functor
ψ ∶ Catpreadd∞ ×
∏
Cat∞[C2]
R[C2]→ Cmon(Cat
preadd
∞ ×Cat∞ R)
over Catpreadd∞ is fully faithful.
Denote
Cmon′(Catpreadd∞ ×Cat∞ R) ⊂ Cmon(Cat
preadd
∞ ×Cat∞ R)
the full subcategory spanned by the symmetric monoidal right fibrations D → C
for some C ∈ Cmon(Catpreadd∞ ) that classify a functor q ∶ C
op → Cmon(Spc)
such that q′ ∶ Cop ×Cop → Spc preserves finite products in both components.
ψ induces a fully faithful functor
Catpreadd∞ ×
∏
Cat∞[C2]
R[C2]→ Cmon
′(Catpreadd∞ ×Cat∞ R)
that admits a left adjoint relative to Catpreadd∞ .
The left adjoint sends a symmetric monoidal right fibration D → C for some
C ∈ Cmon(Catpreadd∞ ) classifying a functor q ∶ C
op → Cmon(Spc) to the C2-
equivariant right fibration D → C ×C classifying q′.
Proof. As ψ is a map of cartesian fibrations over Catpreadd∞ , it is enough to check
that for every C ∈ Catpreadd∞ the induced functor
ψCop ∶ {C
op} ×
Cat
preadd
∞
(Catpreadd∞ ×
∏
Cat∞[C2]
R[C2])→
{Cop} ×
Cat
preadd
∞
Cmon′(Catpreadd∞ ×Cat∞ R)
on the fiber overCop is fully faithful and admits a left adjoint with the mentioned
properties. But ψCop factors as
{Cop} ×
Cat
preadd
∞
(Catpreadd∞ ×
∏
Cat∞[C2]
R[C2]) ≃ Fun∏(C ×C,Spc)hC2
≃ Fun∏(C ×C,Cmon(Spc))hC2
β
Ð→ Fun′(C,Cmon(Spc))
≃ {Cop} ×
Cat
preadd
∞
Cmon′(Catpreadd∞ ×Cat∞ R),
where β is defined in Lemma 3.14. So the result follows from Lemma 3.14.
3.6 structural results about additive ∞-categories with
gen. duality
In this subsection we prove the following three structural results about additive
and stable ∞-categories with genuine duality, which we will apply later to our
theory of Waldhausen ∞-categories with genuine duality:
• Cat
gd
∞ preadd,Cat
gd
∞ add,Cat
gd
∞ st are presentable (Proposition 3.17),
• Cat
gd
∞ preadd and so Cat
gd
∞ add,Cat
gd
∞ st are genuine preadditive (see definition
3.18) and so especially preadditive (Proposition 3.20),
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• Cat
gd
∞ preadd,Cat
gd
∞ add,Cat
gd
∞ st admit canonical closed symmetric monoidal
structures (Proposition 3.22).
Proposition 3.17. Let σ ∈ {preadd,add, st}.
The ∞-category Catgd∞σ ⊂ (Cat
σ
∞)
hC2 ×(Cat∞)hC2 Cat
gd
∞ is an accessible local-
ization relative to (Catσ∞)
hC2 .
Proof. The ∞-category Catσ∞ is presentable and the forgetful functor Cat
σ
∞ →
Cat∞ admits a left adjoint. So (Cat
σ
∞)
hC2 ×(Cat∞)hC2 Cat
gd
∞ is presentable.
Choose a regular cardinal κ such that Hlax ∶ CathC2∞ → Cat∞ preserves small
κ-filtered colimits. Then Catgd∞ σ is closed in (Cat
σ
∞)
hC2 ×(Cat∞)hC2 Cat
gd
∞ under
small κ-filtered colimits.
The full subcategory Catgd∞ σ is stable under the fiber transports of the carte-
sian fibration (Catσ∞)
hC2 ×(Cat∞)hC2 Cat
gd
∞ → (Cat
σ
∞)
hC2 .
Consequently to prove that Catgd∞σ ⊂ (Cat
σ
∞)
hC2 ×(Cat∞)hC2 Cat
gd
∞ is a local-
ization relative to (Catσ∞)
hC2 , it is enough to check that for every C ∈ (Catσ∞)
hC2
the fiber (Catgd∞ σ)C is a localization of {H
lax(C)} ×Cat∞ R.
Denote Kσ the set of commutative squares in H
lax(C) of the following form:
• if σ ∈ {preadd,add}, for every A,B ∈ Hlax(C) the canonical commutative
square
1 //

A⊗ 1

1⊗B // A⊗B
(15)
in Hlax(C)
• if σ = st the collection of all pullback squares in Hlax(C).
Denote Bσ ⊂ {Hlax(C)} ×Cat∞ R ≃ Fun(H
lax(C)op,Spc) the full subcategory
spanned by the reduced functors Hlax(C)op → Spc that send diagrams of Kσ to
pullback squares. Then Bσ ⊂ {Hlax(C)} ×Cat∞ R is an accessible localization as
Kσ is a set.
We have (Catgd∞ preadd)C = B
preadd as full subcategories of {Hlax(C)}×Cat∞R.
This shows 1.
The full subcategory (Catgd∞ add)C ⊂ B
add ⊂ {Hlax(C)}×Cat∞R is the following
accessible localization of Badd (and so also of {Hlax(C)} ×Cat∞ R):
By Lemma 3.3 the forgetful functor
{Hlax(C)} ×Cmon(Cat∞) Cmon(R)→ {H
lax(C)} ×Cat∞ R
gets an equivalence after pulling back to Badd so that we can view Badd as a full
subcategory of {Hlax(C)} ×Cmon(Cat∞) Cmon(R).
For every X ∈ C we have a right adjoint functor
Badd ⊂ {Hlax(C)} ×Cmon(Cat∞) Cmon(R) ≃ {H
lax(C)op} ×Cmon(Cat∞) Cmon(L)
→ Cmon(Spc)/Hlax(C)op
X
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induced by pullback along the functor Hlax(C)X →Hlax(C).
So we get a right adjoint functor
Ψ ∶ Badd →∏X∈CCmon(Spc)/Hlax(C)opX
as Badd is presentable.
The fiber (Catgd∞ add)C ⊂ B
add is the pullback of Ψ along the accessible local-
ization
∏X∈CGrpE∞(Spc)/Hlax(C)opX ⊂∏X∈CCmon(Spc)/Hlax(C)
op
X
of presentable ∞-categories. This shows 2.
The full subcategory (Catgd∞ st)C ⊂ {H
lax(C)}×Cat∞R is the intersection within
{Hlax(C)} ×Cat∞ R of B
st and (Catgd∞ add)C .
As next we show that Catgd∞ preadd is genuine preadditive in the following
sense:
Definition 3.18. We call a real ∞-category C genuine preadditive if
• C admits a zero object, finite products and finite coproducts (in the SpcC2-
enriched sense) and tensors and cotensors with the C2-set C2,
• for any two objects A,B ∈ C the canonical map A∐B → A × B is an
equivalence,
• for every X ∈ C the natural map C2 ⊗X →XC2 is an equivalence.
Let C be a genuine preadditive real ∞-category.
Given objects A,B ∈ C we have a canonical equivalence A∐B ≃ A ×B in C
and write A⊕B for A∐B ≃ A ×B.
Given an object X ∈ C we have a canonical equivalence C2 ⊗X ≃ XC2 in C
and write X̃ ⊕X for C2 ⊗X ≃XC2 .
For every X,Y ∈ C we have a canonical equivalence of genuine C2-spaces
mapC(X̃ ⊕X,Y ) ≃mapSpcC2 (C2,mapC(X,Y ))
that yields on C2-fix points an equivalence
mapC(X̃ ⊕X,Y ) ≃mapSpcC2 (C2,mapC(X,Y )) ≃mapCu(X,Y )
as C2 is the free genuine C2-space on a point, and yields on underlying spaces
an equivalence
mapCu(X̃ ⊕X,Y ) ≃mapSpc(C2,mapCu(X,Y )) ≃mapCu(X ⊕X,Y ),
which motivates the notation X̃ ⊕X.
Example 3.19. Let C be a Spc[C2] ⊂ Spc
C2-enriched ∞-category that admits
cotensors with C2.
If Cu is preadditive, then C is genuine preadditive.
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Proposition 3.20. Cat
gd
∞ preadd is genuine preadditive.
Proof. By Proposition 3.2 the ∞-category Catgd∞ preadd is preadditive.
The underlying∞-category of the real∞-category Catgd∞ preadd is the essential
image of the forgetful functor β ∶ (Catpreadd∞ )
hC2 → Catpreadd∞ and is thus also
preadditive as Catpreadd∞ is and β preserves finite products.
The real ∞-category Catgd∞ preadd is closed in Cat
gd
∞ under cotensors with
genuine C2-spaces and the real forgetful functor Cat
gd
∞ → Cat
hC2
∞ preserves such.
So the restricted forgetful functor Catgd∞ preadd → (Cat
preadd
∞ )
hC2 preserves
cotensors with genuine C2-spaces.
By example 3.19 the Spc[C2] ⊂ Spc
C2-enriched∞-category (Catpreadd∞ )
hC2 is
genuine preadditive and for every C ∈ (Catpreadd∞ )
hC2 we have C2 ⊗C ≃ CC2 ≃
C̃ ⊕C.
Note that for every ∞-category with genuine duality its cotensor with C2
carries the standard genuine refinement.
We will show in the following that for every C ∈ Catgd∞ preadd its cotensor
with C2 enjoys the universal property of the tensor with C2, i.e. for every
D ∈ Catgd∞ preadd the canonical map
θ ∶map
Cat
gd
∞ preadd
(CC2 ,D)→mapSpcC2 (C2,mapCatgd
∞ preadd
(C,D)) ≃
map
Cat
gd
∞ preadd
(C,D)u ≃map(Catpreadd∞ )hC2 (C,D)
u ≃map
Cat
preadd
∞
(Cu,Du)
is an equivalence. Here (−)u indicates the underlying preadditive ∞-category.
θ factors as
map
Cat
gd
∞ preadd
(CC2 ,D)→map(Catpreadd∞ )hC2 (C̃ ⊕C,D) ≃mapCatpreadd∞ (C
u,Du).
For every additive functor f ∶ Cu → Du denote f˜ ∶ C̃ ⊕C → D the unique
additive duality preserving functor extending f that needs to send (x, y) to
f(x)⊕ f(y∨)∨.
Denote H˜ → Hlax(C̃ ⊕C) the pullback of the genuine refinement H →
Hlax(D) of D along the functor Hlax(f˜) ∶ Hlax(C̃ ⊕C)→Hlax(D).
Given a right fibration A → B denote Γ(A) ∶= FunB(B,A) its space of
sections. The fiber of θ over f is Γ(H˜). Consequently to prove that θ is an
equivalence, it is enough to check that Γ(H˜) is contractible for every exact
functor f ∶ Cu →Du.
Denote γ ∶ D → Hlax(D) the section of the right fibration Hlax(D) → D
which equips each object with the zero lax hermitian structure. Denote pr1,pr2 ∶
C ⊕C → C the projections.
We define functors
π1 ∶ H
lax(C̃ ⊕C)→ C ⊕C
pr1
Ð→ C
f
Ð→D
γ
Ð→Hlax(D),
π2 ∶ H
lax(C̃ ⊕C) → C ⊕C
pr2
Ð→ C
(−)∨
ÐÐ→ Cop
fop
Ð→Dop
(−)∨
ÐÐ→D
γ
Ð→Hlax(D).
Denote Hi →H
lax(C̃ ⊕C) the pullback of H →Hlax(D) along πi for i = 1,2.
There are canonical natural transformations πi →H
lax(f˜) that yield a map
of right fibrations H˜ →Hi overH
lax(C̃ ⊕C) and so a map θ ∶ H˜ →H1×Hlax(C̃⊕C)
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H2 of right fibrations over H
lax(C̃ ⊕C) that induces on the fiber over an object
(x, y, τ ∶ x→ y∨) ∈Hlax(C̃ ⊕C) the canonical map
ρ ∶Hf(x)⊕f(y∨)∨ →Hf(x) ×Hf(y∨)∨ .
ρ is an equivalence as we have a commutative square
0 //

f(x)

f(y∨)∨ // f(x)⊕ f(y∨)∨
in Hlax(D) lying over a pushout square in D. So ρ is an equivalence as D is a
preadditive ∞-category with genuine duality. Thus θ ∶ H˜ → H1 ×Hlax(C̃⊕C) H2
is an equivalence.
Consequently it is enough to check that Γ(Hi) is contractible for i = 1,2.
We show that for H1, the other case is similar.
Define the functors
p ∶ Hlax(C̃ ⊕C) → C ⊕C
pr1
ÐÐ→ C,
s ∶ C
i1
Ð→ C ⊕C
s
Ð→Hlax(C̃ ⊕C),
where i1 denotes the inclusion into the first summand.
Note that p○s is the identity and there is a canonical natural transformation
ψ ∶ s ○ p→ id.
ψ induces a map Ψ ∶H1 → p
∗(s∗(H1)) of right fibrations over Hlax(C̃ ⊕C),
which is an equivalence as π1 ○ ψ ≃ id.
Given a right fibration A→ B and a functor α ∶ Z → B denote α∗ the functor
Γ(A) → Γ(α∗(A)) that sends a section ω of A to the section of α∗(A) adjoint
to the functor ω ○ α ∶ Z → B → A over B. Note that given a functor β ∶W → Z
we have (α ○ β)∗ ≃ β∗ ○ α∗.
The composition
p∗ ○ s∗ ≃ (s ○ p)∗ ∶ Γ(H1) → Γ(s∗(H1)) → Γ(p∗(s∗(H1)))
is the map induced by Ψ ∶H1 → p
∗(s∗(H1)) and so an equivalence.
Thus Γ(H1) is a retract of Γ(s
∗(H1)). So it remains to verify that Γ(s
∗(H1))
is contractible:
Note that Γ(s∗(H1)) is the limit of the functor F ∶ C
op → Spc classified by
the right fibration s∗(H1) → C. As C
op has an initial object 0, the limit of F
is canonically equivalent to F (0) ≃ s∗(H1)0 ≃ (H1)s(0) ≃ Hpi1(s(0)) ≃ {0} ×C H,
which is contractible.
Corollary 3.21. The real ∞-categories Catgd∞ add, Cat
gd
∞ st are genuine preaddi-
tive.
Proof. The real ∞-categories Catgd∞ add, Cat
gd
∞ st are both closed in Cat
gd
∞ preadd
under small limits and cotensors with small genuine C2-spaces.
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Proposition 3.22. Let σ ∈ {preadd,add, st}.
The ∞-category Catgd∞σ admits a canonically closed symmetric monoidal
structure such that the forgetful functor Catgd∞ σ → Cat
hC2
∞ σ is a cocartesian fi-
bration of symmetric monoidal ∞-categories.
Moreover the free functor Catgd∞ → Cat
gd
∞ σ is a symmetric monoidal functor.
Especially Catgd∞σ carries a closed and cotensored action over Cat
gd
∞ and the
free functor Catgd∞ → Cat
gd
∞σ is a Cat
gd
∞ -linear functor.
Proof. Let B be a closed symmetric monoidal∞-category with C2-action equipped
with a left adjoint symmetric monoidal C2-equivariant functor Cat∞ → B.
The cocartesian fibration ξ ∶ R → Cat∞ that evaluates at the target yields on
cartesian structures a cocartesian fibration of symmetric monoidal∞-categories
as ξ-cocartesian morphisms are closed under finite products.
The pullback of ξ ∶ R → Cat∞ along the lax symmetric monoidal right adjoint
BhC2 → CathC2∞ followed by the symmetric monoidal functor H
lax ∶ CathC2∞ →
Cat∞ is a cocartesian fibration γ ∶ B
hC2 ×Cat∞ R→ B
hC2 of symmetric monoidal
∞-categories. Especially BhC2×Cat∞R is a symmetric monoidal∞-category that
is closed by Proposition 2.15, where the internal hom is preserved by γ.
By Lemma 2.17 the projection BhC2 ×
Cat
hC2
∞
Catgd∞ → Cat
gd
∞ admits a left
adjoint Catgd∞ → B
hC2 ×
Cat
hC2
∞
Catgd∞ that preserves ξ-cocartesian morphisms and
is thus especially a symmetric monoidal functor as it covers the symmetric
monoidal free functor CathC2∞ → B
hC2.
By Lemma 3.23 the ∞-category Cat∞σ is a closed symmetric monoidal ∞-
category with C2-action equipped with a left adjoint symmetric monoidal C2-
equivariant functor Cat∞ → Cat∞σ.
By Proposition 3.17 the ∞-category Catgd∞σ ⊂ Cat
hC2
∞σ ×Cat∞ R is a localiza-
tion relative to CathC2∞σ . As the internal hom of C,D ∈ Cat
hC2
∞σ ×Cat∞ R belongs
to Catgd∞σ if D does (Lemma 3.24), Cat
gd
∞ σ ⊂ Cat
hC2
∞σ ×Cat∞ R is a symmetric
monoidal localization relative to CathC2∞ σ . Hence the restriction Cat
gd
∞σ → Cat
hC2
∞ σ
is a cocartesian fibration of symmetric monoidal ∞-categories and the localiza-
tion functor CathC2∞ σ ×Cat∞ R→ Cat
gd
∞ σ is a symmetric monoidal functor.
Lemma 3.23. Let σ ∈ {preadd,add, st}.
The ∞-category Cat∞ σ is a closed symmetric monoidal ∞-category with
C2-action and the free functor Cat∞ → Cat∞σ is a C2-equivariant symmetric
monoidal functor.
Proof. Via the equivalence Ĉat∞
∏
[C2] ≃ Cmon(Ĉat∞
∏
)[C2] (using that Ĉat∞
∏
is preadditive) we view Cat∞ as a symmetric monoidal ∞-category with C2-
action.
The subcategory inclusion Cmon(Ĉat∞) ⊂ Ôp that considers a symmetric
monoidal ∞-category as an ∞-operad gives rise to a subcategory inclusion
Cmon(Ĉat∞
∏
)[C2] ⊂ Cmon(Ĉat∞)[C2] ⊂ Ôp∞[C2] that endows Cat∞ with
the structure of an ∞-operad with C2-action corresponding to a cocartesian
B(C2)-family of ∞-operads.
As next we define a suboperad with C2-action of the ∞-operad structure
on Cat∞ by specifying colors and multimorphisms that are preserved by the
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operadic composition and the C2-action: We take the ∞-category of colors as
Catσ∞ ⊂ Cat∞ and choose the following multi-morphism spaces:
For X1, ...,Xn, Y ∈ Cat
σ
∞ the space
MulCatσ∞(X1, ...,Xn;Y ) ⊂mapCat∞(X1 × ... ×Xn, Y )
is the full subspace spanned by the functors that are maps in Catσ∞ in each
component.
We will complete the proof by showing that the defined ∞-operad structure
on Catσ∞ is a closed symmetric monoidal ∞-category (which then is automati-
cally with C2-action). Denote Bσ ⊂ Cat∞ the subcategory with objects the small
∞-categories that admit finite coproducts and morphisms the functors preserv-
ing finite coproducts if σ ∈ {preadd,add} and the subcategory with objects
the small ∞-categories that admit finite colimits and morphisms the functors
preserving finite colimits if σ = st. Note that Catσ∞ is a localization of Bσ.
We define another suboperad of the ∞-operad structure on Cat∞ by specify-
ing colors and multimorphisms that are preserved by the operadic composition:
We take the ∞-category of colors as Bσ ⊂ Cat∞ and choose the following
multi-morphism spaces:
For X1, ...,Xn, Y ∈ Bσ the space
MulBσ(X1, ...,Xn;Y ) ⊂mapCat∞(X1 × ... ×Xn, Y )
is the full subspace spanned by the functors that are maps in Bσ in each com-
ponent. By definition the ∞-operad structure on Bσ is a full suboperad of the
∞-operad structure on Catσ∞.
By ... the ∞-operad structure on Bσ is a closed symmetric monoidal ∞-
category, where the internal hom ofC,D ∈ Bσ is the full subcategory of Fun(C,D)
spanned by the finite coproducts respectively finite colimits preserving functors.
Moreover the lax symmetric monoidal functor Bσ ⊂ Cat∞ admits a symmetric
monoidal left adjoint.
For every C,D ∈ Bσ the internal hom of C,D in Bσ belongs to Cat
σ
∞ if D
does. So the localization Catσ∞ ⊂ Bσ is symmetric monoidal so that Cat
σ
∞ is a
closed symmetric monoidal ∞-category and the free functor Cat∞ → Cat
σ
∞ is a
symmetric monoidal functor.
Lemma 3.24. Let σ ∈ {preadd,add, st} and let C,D ∈ CathC2∞ σ ×Cat∞ R.
The internal hom of C,D in CathC2∞σ ×Cat∞ R belongs to Cat
gd
∞ σ if D does.
Proof. Let (C, φ), (D, ψ) ∈ CathC2∞σ ×Cat∞ R ≃ Cat
hC2
∞σ ×CathC2∞
Catgd∞ .
If θ ∶ T → Hlax(Fun(C,D)) denotes the genuine refinement of the inter-
nal hom of (C, φ), (D, ψ) in Catgd∞ and Fun
σ(C,D) denotes the internal hom in
CathC2∞σ , then the internal hom in Cat
hC2
∞σ ×Cat∞ R consists of Fun
σ(C,D) and
the pullback ζ ∶ H → Hlax(Funσ(C,D)) of θ ∶ T → Hlax(Fun(C,D)) along
Hlax(Funσ(C,D))→Hlax(Fun(C,D)).
By Remark 2.16 for every ϕ ∈ Hlax(Funσ(C,D)) the fiber Hϕ is canonically
equivalent to the limit of the functor
H ′′op
φ
Ð→Hlax(C)op
Hlax(ϕ)op
Ð→ Hlax(D)op
ν
Ð→ Spc,
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where the last functor ν is classified by the right fibration ψ ∶H ′ →Hlax(D).
First observe that Hϕ is contractible if ϕ lies over the zero exact functor
C → D ∶ The functor
H ′′op
φ
Ð→Hlax(C)op
Hlax(ϕ)op
Ð→ Hlax(D)op → Dop
factors as
H ′′op
φ
Ð→Hlax(C)op → Cop
ϕop
Ð→ Dop
and is thus constant with value the zero object. So the functor
H ′′op
φ
Ð→Hlax(C)op
Hlax(ϕ)op
Ð→ Hlax(D)op
ν
Ð→ Spc
is constant with value the contractible space.
We start with checking that the right fibration H → Hlax(Funσ(C,D))
classifies a symmetric monoidal functor Hlax(Funσ(C,D))op → Spc for σ ∈
{preadd,add} respectively an excisive functor for σ = st. We only show the
case σ = st, the other is similar.
We want to prove that for every commutative square
A
f
//
α

B
β

C
g
// D
in Hlax(Funσ(C,D)) lying over a pushout square in Funσ(C,D) the induced
square of spaces
HD //

HB

HC // HA
is a pullback square. The last square arises by taking the limit over H ′′op from
the following commutative square in Fun(H ′′op,Spc) ∶
ν ○Hlax(D)op ○ φ //

ν ○Hlax(B)op ○ φ

ν ○Hlax(C)op ○ φ // ν ○Hlax(A)op ○ φ,
which yields at Z ∈H ′′ the commutative square
H ′Hlax(D)(φ(Z))
//

H ′Hlax(B)(φ(Z))

H ′Hlax(C)(φ(Z))
// H ′Hlax(A)(φ(Z))
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that is induced by the commutative square
Hlax(A)(φ(Z)) //

Hlax(B)(φ(Z))

Hlax(C)(φ(Z)) // Hlax(D)(φ(Z))
in Hlax(D) lying over the pushout square
A(φ(Z))
fφ(Z)
//
αφ(Z)

B(φ(Z))
βφ(Z)

C(φ(Z))
gφ(Z)
// D(φ(Z))
in D.
We complete the proof with verifying that for σ ∈ {add, st} the internal
hom (Funσ(C,D), ζ) is an additive ∞-category with genuine duality, which by
Lemma 3.5 means that for every X ∈ Funσ(C,D) and Y,Z ∈Hlax(Funσ(C,D))X
the maps
Y Z → Y ⊗Z, Y ≃ Y ⊗ 1→ Y ⊗Z
in Hlax(Funσ(C,D)) lying over the maps X → X ⊕X and X ≃ X ⊕ 0 → X ⊕X
in Funσ(C,D) yield an equivalence ρ ∶HY ⊗Z →HY ×HY Z .
ρ arises by taking the limit over H′′op from the map
ν ○Hlax(Y ⊗Z)op ○ φ→ (ν ○Hlax(Y )op ○ φ) × (ν ○Hlax(Y Z)op ○ φ)
in Fun(H ′′op,Spc), whose component at K ∈H ′′ is the map
ξ ∶H ′Hlax(Y ⊗Z)(φ(K)) →H
′
Hlax(Y )(φ(K)) ×H
′
Hlax(Y Z)(φ(K))
induced by the maps
Hlax(Y )(φ(K))→Hlax(Y ⊗Z)(φ(K)) ≃Hlax(Y )(φ(K))⊗Hlax(Z)(φ(K)),
Hlax(Y Z)(φ(K))→Hlax(Y ⊗Z)(φ(K)) ≃Hlax(Y )(φ(K))⊗Hlax(Z)(φ(K))
in Hlax(D) that lie over the maps X(φ(K)) → X(φ(K)) ⊕ X(φ(K)) and
X(φ(K)) ≃ X(φ(K)) ⊕ 0 → X(φ(K)) ⊕X(φ(K)) in D. So ξ and thus ρ are
equivalences.
3.7 Waldhausen ∞-categories with duality
As next we recall some basic facts about Waldhausen ∞-categories and exact
∞-categories, then define Waldhausen∞-categories with duality and finally give
the notion of Waldhausen ∞-category with genuine duality.
A Waldhausen ∞-category is a pair (D,C) with D an ∞-category with zero
object and C a subcategory of D, whose morphisms are called cofibrations,
subject to the following conditions:
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• Every object X of D is cofibrant, i.e. the unique map ∅ →X is a cofibra-
tion.
• The co-basechange in D of any cofibration exists and is again a cofibration.
A map of Waldhausen ∞-categories (D,C) → (D′,C′) is a functor D → D′
that preserves the initial object, cofibrations and pushouts along cofibrations.
Denote Wald∞ ⊂ Fun([1],Cat∞) the subcategory spanned by the Wald-
hausen ∞-categories and maps of such.
Evaluation at the target defines a faithful functor Wald∞ → Cat∞, i.e. a
functor that yields on mapping spaces embeddings of spaces.
An exact∞-category is a triple (D,C,F ) with D an additive∞-category and
C,F subcategories of D, whose morphisms are called cofibrations respectively
fibrations, subject to the following conditions:
• The pair (D,C) is a Waldhausen ∞-category.
• The pair (Dop, F op) is a Waldhausen ∞-category.
We call a commutative square σ in D
A
f
//
α

B
β

C
g
// D
(16)
– an ambigressive pushout square if σ is a pushout square, f is a cofi-
bration and α is a fibration,
– an ambigressive pullback square if σ is a pullback square, g is a
cofibration and β is a fibration.
• A commutative square in D is an ambigressive pushout square if and only
if it is an ambigressive pullback square.
In an exact ∞-category we call ambigressive pushout squares respectively
ambigressive pullback squares simply ambigressive squares.
Given exact ∞-categories (D,C,F ), (D′,C′, F ′) a functor F ∶ D → D′ is
called exact (with respect to the exact structures on C and D) if F preserves the
zero object, cofibrations, fibrations, pushouts along cofibrations and pullbacks
along fibrations.
Note that a functor F ∶ D → D′ is exact if and only if F preserves the zero
object, cofibrations and pushouts along cofibrations or dually the zero object,
fibrations and pullbacks along fibrations.
Denote Exact∞ ⊂ Fun(Λ22,Cat∞) the subcategory spanned by the exact ∞-
categories and exact functors. Evaluation at 2 ∈ Λ22 defines a faithful functor
Exact∞ → Cat∞.
Restriction along the embedding [1] ⊂ Λ22 that sends 0 to 0 and 1 to 2
defines a functor Fun(Λ22,Cat∞) → Fun([1],Cat∞) that restricts to a functor
Exact∞ →Wald∞, which is fully faithful.
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Note that Wald∞ ⊂ Fun([1],Cat∞), Exact∞ ⊂ Fun(Λ22,Cat∞) are closed
under small limits and small filtered colimits so that Exact∞ is closed in Wald∞
under small limits and small filtered colimits. Thus Exact∞ ⊂ Wald∞ is a
localization as Exact∞ is presentable.
The non-trivial C2-actions on Λ
2
2 and Cat∞ induce a C2-action on Fun(Λ
2
2,Cat∞)
that restricts to Exact∞.
Definition 3.25. We define the ∞-category of small Waldhausen ∞-categories
with duality as
Waldd∞ ∶= Exact
hC2
∞ .
In other words a Waldhausen ∞-category with duality is a Waldhausen ∞-
category, whose underlying ∞-category carries a duality such that the cofibra-
tions together with the duals of the cofibrations form an exact ∞-category.
Example 3.26. Every stable ∞-category C gives rise to an exact structure on
C with cofibrations and fibrations all morphisms.
Let E be an ∞-category with duality, whose underlying ∞-category is stable.
Then E is a Waldhausen ∞-category with duality with every morphism a
cofibration.
As 2 ∈ Λ22 is a C2-fix point, evaluation at 2 is a C2-equivariant functor
Exact∞ ⊂ Fun(Λ22,Cat∞)→ Cat∞ and so yields a functor
θ ∶Waldd∞ ⊂ Fun(Λ
2
2,Cat∞)
hC2 → CathC2∞ .
Proposition 3.27. The ∞-category Exact∞ is a closed symmetric monoidal ∞-
category with C2-action and the free functor Cat∞ → Exact∞ is a C2-equivariant
symmetric monoidal functor.
Proof. The C2-equivariant functor Fun(Λ
2
2,Cat∞) → Cat∞ that evaluates at
2 preserves finite products and so is canonically a C2-equivariant symmet-
ric monoidal functor with respect to cartesian structures via the equivalence
Ĉat∞
∏
[C2] ≃ Cmon(Ĉat∞
∏
)[C2] (using that Ĉat∞
∏
is preadditive).
The subcategory inclusion Cmon(Ĉat∞) ⊂ Ôp that considers a symmet-
ric monoidal ∞-category as an ∞-operad gives rise to a subcategory inclu-
sion Cmon(Ĉat∞
∏
)[C2] ⊂ Cmon(Ĉat∞)[C2] ⊂ Ôp∞[C2] that views the functor
Fun(Λ22,Cat∞)→ Cat∞ as a C2-equivariant map of ∞-operads corresponding to
a map of cocartesian B(C2)-families of ∞-operads.
As next we define a suboperad with C2-action of the ∞-operad structure on
Fun(Λ22,Cat∞) by specifying colors and multimorphisms that are preserved by
the operadic composition and the C2-action: We take the ∞-category of colors
as Exact∞ ⊂ Fun(Λ22,Cat∞) and choose the following multi-morphism spaces:
For X1, ...,Xn, Y ∈ Exact∞ the space
MulExact∞(X1, ...,Xn;Y ) ⊂mapCat∞(X1 × ... ×Xn, Y )
is the full subspace spanned by the functors that are exact in each component.
In the following we will show that the defined∞-operad structure on Exact∞
is a symmetric monoidal ∞-category.
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The cartesian structure makes Fun([1],Cat∞) to a symmetric monoidal ∞-
category. The underlying ∞-operad structure on Fun([1],Cat∞) restricts to an
∞-operad structure on Wald∞ with the following multi-morphism spaces closed
under operadic composition:
For X1, ...,Xn, Y ∈Wald∞ the space
MulWald∞(X1, ...,Xn;Y ) ⊂mapCat∞(X1 × ... ×Xn, Y )
is the full subspace spanned by the functors that are maps of Waldhausen ∞-
categories in each component.
The embedding [1] ⊂ Λ22 that sends 0 to 0 and 1 to 2 defines a functor
Fun(Λ22,Cat∞)→ Fun([1],Cat∞) that preserves finite products and so is canon-
ically a symmetric monoidal functor and so a map of ∞-operads that restricts
to a full embedding of ∞-operads Exact∞ ⊂Wald∞.
Similarly the evaluation at the target functor Fun([1],Cat∞) → Cat∞ pre-
serves finite products and so is canonically a symmetric monoidal functor and
so a map of ∞-operads. Thus the functor Wald∞ ⊂ Fun([1],Cat∞) → Cat∞ lifts
to a map of ∞-operads.
By ... Wald∞,Exact∞ are presentable so that the embedding Exact∞ ⊂
Wald∞ and the forgetful functor Wald∞ → Cat∞ admit left adjoints.
By ... the ∞-operad structure on Wald∞ is a closed symmetric monoidal
∞-category: For C,D ∈ Wald∞ their internal hom E is the full subcategory
of Fun(C,D) spanned by the maps of Waldhausen ∞-categories with appro-
priate Waldhausen structure. If D is an exact ∞-category, also E is an exact
∞-category. Consequently the localization Exact∞ ⊂ Wald∞ is a symmetric
monoidal localization. Hence the ∞-operad structure on Exact∞ is a closed
symmetric monoidal ∞-category.
So the forgetful functor Wald∞ → Cat∞ is a lax symmetric monoidal functor
so that its left adjoint ϕ ∶ Cat∞ → Wald∞ is canonically an oplax symmetric
monoidal functor. By ... ϕ is symmetric monoidal. Hence the forgetful functor
Exact∞ ⊂ Wald∞ → Cat∞ is a lax symmetric monoidal functor and its left
adjoint Cat∞ → Exact∞ is canonically a symmetric monoidal functor.
Consequently Exact∞ carries the structure of a closed symmetric monoidal
∞-category with C2-action and the forgetful functor Exact∞ → Cat∞ is a C2-
equivariant lax symmetric monoidal functor, whose left adjoint is a C2-equivariant
symmetric monoidal functor.
3.8 Waldhausen ∞-categories with genuine duality
Definition 3.28. A small Waldhausen∞-category with genuine duality is a pair
(E,φ) with E a small Waldhausen ∞-category with duality and φ ∶H →Hlax(E)
a right fibration enjoying the following conditions:
1. (E,φ) is an additive ∞-category with genuine duality,
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2. For every commutative square
A
f
//
α

B
β

C
g
// D
in Hlax(E) lying over a pushout square in E such that f lies over a cofi-
bration the induced square of spaces
H(D) //

H(B)

H(C) // H(A)
is a pullback square.
Example 3.29. Every stable ∞-category with genuine duality is a Waldhausen
∞-category with genuine duality, where every map is a cofibration.
Denote
Waldgd∞ ⊂Wald
d
∞ ×(Catadd∞ )hC2 Cat
gd
∞ add ⊂Wald
d
∞ ×CathC2∞
Catgd∞ ≃Wald
d
∞ ×Cat∞ R
the full subcategory spanned by the small Waldhausen ∞-categories with gen-
uine duality.
The real ∞-category Waldgd∞ ⊂ Wald
d
∞ ×CathC2∞
Catgd∞ is closed under small
limits and cotensors with small genuine C2-spaces.
Moreover Waldgd∞ ⊂ Wald
d
∞ ×(Catadd∞ )hC2 Cat
gd
∞ add is genuine preadditive as
Waldd∞, (Cat
add
∞ )
hC2 and Catgd∞ add are genuine preadditive (Proposition 3.20).
So the forgetful functor Cmon(Waldgd∞ ) →Wald
gd
∞ is an equivalence so that
we can viewWaldgd∞ ≃ Cmon(Wald
gd
∞ ) as a full subcategory of Cmon(Wald
d
∞×Cat∞
R) ≃Waldd∞ ×Cmon(Cat∞) Cmon(R).
The full subcategory Waldgd∞ is stable under the fiber transports of the carte-
sian fibration Waldd∞ ×Cat∞ R →Wald
d
∞ so that the forgetful functor Wald
gd
∞ →
Waldd∞ is a cartesian fibration.
Proposition 3.30. The full subcategory
Waldgd∞ ⊂Wald
d
∞ ×(Catadd∞ )hC2 Cat
gd
∞ add
is an accessible localization relative to Waldd∞.
EspeciallyWaldgd∞ is presentable and the cartesian fibrationWald
gd
∞ →Wald
d
∞
is a bicartesian fibration.
Proof. The∞-category Exact∞ is presentable and the forgetful functor Exact∞ →
Cat∞ admits a left adjoint. So the pullback Wald
d
∞ ×CathC2∞
Catgd∞ is presentable.
Choose a regular cardinal κ such that Hlax ∶ CathC2∞ → Cat∞ preserves small
κ-filtered colimits. Then Waldgd∞ is closed in Wald
d
∞ ×Cat∞ R under small κ-
filtered colimits.
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The full subcategory Waldgd∞ is stable under the fiber transports of the
cartesian fibration Waldd∞ ×CathC2∞
Catgd∞ →Wald
d
∞. Consequently to prove that
Waldgd∞ ⊂Wald
d
∞ ×CathC2∞
Cat
gd
∞ is a localization relative to Wald
d
∞, it is enough
to check that for every C ∈ Waldd∞ the fiber (Wald
gd
∞ )C is a localization of
{Hlax(C)} ×Cat∞ R.
For every C ∈ Waldd∞ denote K the set of commutative squares in H
lax(C)
that lie over pushout squares in C with two parallel morphisms cofibrations like
in Definition 3.28. Then the claim follows as in the proof of Proposition 3.17:
Denote B ⊂ {Hlax(C)} ×Cat∞ R ≃ Fun(H
lax(C)op,Spc) the full subcategory
spanned by the reduced functors Hlax(C)op → Spc that send diagrams of K to
pullback squares. Then B ⊂ {Hlax(C)} ×Cat∞ R is an accessible localization as
K is a set. The fiber (Waldgd∞ )C is the intersection within {H
lax(C)} ×Cat∞ R of
B and (Catgd∞ add)C . By Proposition 3.17 the fiber (Cat
gd
∞ add)C is an accessible
localization of {Hlax(C)} ×Cat∞ R.
Proposition 3.31. The ∞-category Waldgd∞ admits a canonically closed sym-
metric monoidal structure such that the forgetful functor Waldgd∞ →Wald
d
∞ is a
cocartesian fibration of symmetric monoidal ∞-categories.
Moreover the free functor Catgd∞ →Wald
gd
∞ is a symmetric monoidal functor.
Especially Waldgd∞ carries a closed action over Cat
gd
∞ and the free functor
Catgd∞ →Wald
gd
∞ is a Cat
gd
∞ -linear functor.
Proof. By Proposition 3.27 the∞-category Exact∞ is a closed symmetric monoidal
∞-category with C2-action and the free functor Cat∞ → Exact∞ is a C2-equivariant
symmetric monoidal functor. So the result follows as in the proof of Proposi-
tion 3.22. Like in Lemma 3.24 one checks that the internal hom of C,D ∈
Waldd∞ ×Cat∞ R belongs to Wald
gd
∞ if D does.
3.9 From Waldgd
∞
to DWaldgd
∞
.
As next we define the completion of Waldgd∞ under sifted colimits, which we call
DWaldgd∞ .
We will show that also DWaldgd∞ is genuine preadditive (Proposition 3.35).
Given a small ∞-category C we write
DC ⊂ Fun(Cop,Spc)
for the smallest full subcategory containing the representables and closed under
small sifted colimits. Note that DC is generally not small but by remark 3.32
is an accessible localization of Fun(Cop,Spc) (and so presentable) if C admits
finite coproducts.
We will usually form DC after enlarging the universe for C a large∞-category
and then replace Spc by Ŝpc in the definition of D(C). In this case DC is very
large and a localization of Fun(Cop, Ŝpc).
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Remark 3.32. Note that if C has finite coproducts, DC coincides with the full
subcategory B of Fun(Cop,Spc) spanned by the presheaves that preserve finite
products:
B is closed in Fun(Cop,Spc) under small sifted colimits as such commute
with finite products. So DC ⊂ B. On the other hand B ⊂ Fun(Cop,Spc) is a
localization so that by [5] Lemma 5.5.8.13. every object of B is a geometric
realization of a simplicial object in B, whose terms are small filtered colimits
of representables using that C is closed in PΣ(C) under finite coproducts as for
every F ∈ PΣ(C) the presheaf mapP(C)(y(−), F ) ≃ F preserves finite products.
By Lemma 3.34 DC is canonically a real ∞-category if C is. More precisely,
DC is canonically equivalent to the smallest full subcategory of FunSpcC2 (C
op,SpcC2)
that contains the representables and is closed under small sifted colimits.
Lemma 3.33. The cotensor (−)C2 ≃ HomSpcC2 (C2,−) ∶ Spc
C2 → SpcC2 pre-
serves small sifted colimits.
Proof. Let X ∈ SpcC2 . We have
HomSpcC2 (C2,X)
u ≃mapSpc(C2,X
u) ≃Xu ×Xu,
HomSpcC2 (C2,X)
C2 ≃mapSpcC2 (C2,X) ≃X
u.
Lemma 3.34. Let V be a monoidal ∞-category, C a V-enriched ∞-category and
K a full subcategory of Cat∞.
Denote PKV (C) the smallest full subcategory of PV(C) ∶= FunV(C
op,V) con-
taining the representables and closed under colimits indexed by∞-categories that
belong to K. If V = Spc, we drop V from the notation.
If the functor mapV(1,−) ∶ V → Spc preserves colimits indexed by∞-categories
that belong to K, the forgetful functor ψ ∶ PV(C)→ Fun(C
op,V)
mapV(1,−)∗
ÐÐÐÐÐÐ→ P(C)
restricts to an equivalence
PKV (C) ≃ P
K(C).
Proof. ψ commutes with Yoneda-embeddings. The functor PV(C)→ Fun(C
op,V)
preserves small colimits. So by assumption also the functor ψ does and so re-
stricts to a functor φ ∶ PKV (C)→ P
K(C).
The functor φ is fully faithful as by definition PKV (C) is the smallest full
subcategory of PV(C) containing the representables and closed under colimits
indexed by ∞-categories that belong to K.
Hence the essential image of φ is a full subcategory of P(C) containing the
representables and closed under colimits indexed by ∞-categories that belong
to K. So φ is an equivalence.
Proposition 3.35. For every genuine preadditive ∞-category C also DC is gen-
uine preadditive and the embedding C ⊂ DC is genuine preadditive.
Especially DWaldgd∞ is genuine preadditive.
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Proof. First note that the Yoneda-embedding C ⊂ P(C) preserves small limits
and cotensors with all genuine C2-spaces so that the embedding C ⊂ D(C) also
does. Especially the final object of C gets the final object of DC denoted by ∗.
The real∞-category DC is closed in P(C) under finite products and cotensors
with C2: This follows from the fact that the cotensor with C2 preserves sifted
colimits (Lemma 3.33) and that finite products preserve small colimits in each
component.
For every F ∈ DC the genuine C2-space mapDC(∗, F ) ≃mapP(C)(∗, F ) ≃ F (∗)
is contractible as evaluation at ∗ preserves small colimits, taking sifted colimits
preserves final objects and mapP(C)(∗, F ) is contractible for F representable.
So DC has a zero object.
Let F,G,H ∈ DC. We want to see that the canonical maps
mapP(C)(F ×G,H) →mapP(C)(F,H) ×mapP(C)(G,H)
mapP(C)(F
C2 ,H)→mapP(C)(F,H)
C2
are equivalences.
We can reduce to the case that F,G,H ∈ C as finite products preserve sifted
colimits and finite products preserve sifted limits in each component.
But if F,G,H ∈ C, this holds as C is genuine preadditive.
For later reference we add the following Lemma, which guarantees that DC
is not only an accessible localization of Fun(Cop,Spc) but also a real accessible
localization of FunSpcC2 (C
op,SpcC2). Especially DC is presentable.
Lemma 3.36.
Let C be a small real ∞-category that admits finite coproducts and tensors
with C2. Denote P
Σ(C) the full subcategory of FunSpcC2 (C
op,SpcC2) spanned by
the presheaves that preserve finite products and cotensors with C2.
PΣ(C) is the smallest full subcategory of FunSpcC2 (C
op,SpcC2) that contains
the representables and is closed under small sifted colimits.
Proof. PΣ(C) contains the representables and is closed in FunSpcC2 (C
op,Spc
C2)
under small sifted colimits as small sifted colimits commute with finite products
and by Lemma 3.33 also with cotensors with C2. So P
Σ(C) contains the smallest
full subcategory of FunSpcC2 (C
op,SpcC2) that contains the representables and is
closed under small sifted colimits.
The full subcategory PΣ(C) ⊂ FunSpcC2 (C
op,SpcC2) is a real localization.
The forgetful functor FunSpcC2 (C
op,Spc
C2)→ Fun(Cop,SpcC2) is monadic. Thus
also its restriction PΣ(C)→ Fun(Cop,SpcC2) is monadic.
So every object of PΣ(C) is the geometric realization of free objects. Con-
sequently it is enough to check that every free object of PΣ(C) is a small sifted
colimit of representables.
In view of the following facts it is enough to prove that every object of
Fun(Cop,SpcC2) is a geometric realization of some simplicial object in
Fun(Cop,SpcC2), whose terms are small coproducts of objects of the form
C2⊗(mapC(−, Y )⊗∗) or ∗⊗(mapC(−, Y )⊗∗) ≃mapC(−, Y )⊗∗ for some Y ∈ C:
69
• The free functor preserves tensors (being a real left adjoint) and sends
objects of the form mapC(−, Y ) ⊗ ∗ for some Y ∈ C to the real presheaf
represented by Y.
• Every small coproduct of objects of the form C2 ⊗ (mapC(−, Y ) ⊗ ∗) or
mapC(−, Y )⊗∗ for some Y ∈ C is a small filtered colimit of finite coproducts
of objects of this form.
• The Yoneda-embedding C ⊂ PΣ(C) preserves finite coproducts and ten-
sors with C2 ∶ For every F ∈ PΣ(C) the presheaf mapPΣ(C)(y(−), F ) ≃
mapP(C)(y(−), F ) ≃ F preserves finite products and cotensors with C2.
By [5] Lemma 5.5.8.13. for every small ∞-category B every presheaf on B
is the geometric realization of some simplicial object in Fun(Bop,Spc), whose
terms are small coproducts of representables.
So every object of Fun(Cop,SpcC2) ≃ Fun((C ×OC2)
op,Spc) is the geometric
realization of some simplicial object in Fun(Cop,SpcC2), whose terms are small
coproducts of objects of the form mapC(−, Y )⊗mapOC2 (−, Z) ≃mapOC2 (−, Z)⊗
(mapC(−, Y )⊗ ∗) for some Y ∈ C and Z ∈ OC2 .
Observe that mapOC2
(−, Z) = C2 if Z is the free orbit and that mapOC2 (−, Z) =
∗ if Z is the point orbit.
Corollary 3.37. Let C be a small real ∞-category that admits finite coproducts
and tensors with C2.
The following ∞-categories are equivalent:
1. D(C)
2. The smallest full subcategory of FunSpcC2 (C
op,Spc
C2) that contains the
representables and is closed under small sifted colimits
3. The full subcategory of Fun(Cop,Spc) spanned by the presheaves that pre-
serve finite products
4. PΣ(C).
3.10 The real Waldhausen S-construction
In this subsection we define a real version of Waldhausen’s S-construction and
prove some basic properties which will get important later.
By Proposition 3.31 the real ∞-category Waldgd∞ is cotensored over Cat
gd
∞ ,
where for a small ∞-category K with genuine duality and a small Waldhausen
∞-category C with genuine duality the cotensor CK has underlying ∞-category
Fun(K,C) and objectwise cofibrations.
Denote Ar ∶∆ → Catgd∞ the real functor ∆ ⊂ Cat
gd
∞
hom
Cat
gd
∞
([1],−)
ÐÐÐÐÐÐÐÐ→ Catgd∞ .
For every [n] ∈ ∆ denote S(C)n ⊂ CAr(n) the following Waldhausen subcate-
gory with genuine duality:
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• The objects are the functors A ∶ Ar(n) → C such that Aii ≃ 0 for 0 ≤ i ≤ n
and such that for i ≤ l ≤ j ≤ k the commutative square
Aij //

Aik

Alj // Alk
has horizontal maps cofibrations and is a pushout square.
• The morphisms are the same as in CAr(n).
• The Waldhausen structure is the following:
A morphism A→ B in S(C)n is a cofibration if it is objectwise a cofibration
and for every i ≤ j ≤ k the canonical map
Bij∐
Aij
Aik → Bik
is a cofibration in C.
So when we forget the genuine duality on S(C)n, we get the n-th level of the
Waldhausen S-construction applied to the underlying Waldhausen ∞-category
of C.
The real functor (−)Ar(−) ∶ ∆op ×Waldgd∞ → Wald
gd
∞ induces a real functor
σ ∶ ∆op ×Waldgd∞ → Wald
gd
∞ that sends ([n],C) → S(C)n. σ is adjoint to a
real functor S ∶ Waldgd∞ → rsWald
gd
∞ , which we call the real Waldhausen S-
construction.
Via the real embedding Waldgd∞ ⊂ DWald
gd
∞ we extend the real functor
Waldgd∞
S
Ð→ rsWaldgd∞ ⊂ rsDWald
gd
∞
∣−∣
Ð→ DWaldgd∞ to a sifted colimits preserving
real endofunctor S1,1 of DWaldgd∞ .
We will later use the following Lemma:
Lemma 3.38. Let C,D ∈Waldgd∞ and [n] ∈ ∆.
The canonical equivalence
Hom
Wald
gd
∞
(C,DAr(n)) ≃ Hom
Wald
gd
∞
(C,D)Ar(n)
restricts to an equivalence
Hom
Wald
gd
∞
(C,S(D)n) ≃ S(HomWaldgd∞ (C,D))n.
Proof. It is enough to check the statement after forgetting genuine dualities.
We first check the statement after forgetting also Waldhausen structures and
then care for the Waldhausen structures in a second step.
So we first want to see that an exact functor F ∶ C →DAr(n) factors through
S(D)n if and only if its corresponding object A ∈ Fun(Ar(n),Fun
exact(C,D))
belongs to S(Funexact(C,D))n.
This follows from the fact that a morphism U → V in Funexact(C,D) is a
cofibration if and only if it is objectwise a cofibration and for every cofibration
X → Y in C the canonical map
U(Y ) ∐
U(X)
V (X)→ V (Y )
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is a cofibration in D.
So we get a canonical equivalence Funexact(C,S(D)n) ≃ S(Fun
exact(C,D))n
of ∞-categories and want to identify both Waldhausen structures:
A morphism F → G in Funexact(C,S(D)n) is a cofibration if and only if it
is objectwise a cofibration and for every cofibration X → Y in C the canonical
map
F (Y ) ∐
F (X)
G(X)→ G(Y )
is a cofibration in S(D)n, which means that it is objectwise a cofibration and
for every i ≤ j ≤ k the canonical map
G(Y )ij ∐
(F (Y )ij∐F (X)ij G(X)ij)
(F (Y )ik ∐
F (X)ik
G(X)ik)→ G(Y )ik
is a cofibration in D.
A morphism A → B in S(Funexact(C,D))n is a cofibration if and only if it
is objectwise a cofibration and for every i ≤ j ≤ k the canonical map
Bij∐
Aij
Aik → Bik
is a cofibration in Funexact(C,D), which means that it is objectwise a cofibration
and for every cofibration X → Y in C the canonical map
(Bij(Y ) ∐
Aij(Y )
Aik(Y )) ∐
(Bij(X)∐Aij(X)Aik(X))
Bik(X)→ Bik(Y )
is a cofibration in D.
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4 The additivity theorem for Waldhausen ∞-
categories with genuine duality
Now we will show the real additivity theorem:
For every D ∈Waldgd∞ the morphism [1] ≃ {0 → 1} ⊂ [3] in ∆ yields a map
S(D)3 → S(D)1 ≃ D, (A → B → C) ↦ A in Exact∞, the morphism [1] ≃ {1 →
2} ⊂ [3] in ∆hC2 yields a map S(D)3 → S(D)1 ≃ D, (A → B → C) ↦ B/A in
Waldgd∞ . The adjoint map S(D)3 → D̃ ×D in Wald
gd
∞ of the first map and the
second map give rise to a map
γ3 ∶ S(D)3 → D̃ ×D ×D, (A→ B → C) ↦ (A,C/B,B/A)
in Waldgd∞ .
In this section we will prove the following theorem:
Theorem 4.1. additivity
For every D ∈Waldgd∞ the map
S(γ3) ∶ S(S(D)3)→ S(D̃ ×D) × S(D)
in rsWaldgd∞ becomes an equivalence after geometric realization in DWald
gd
∞ .
To prove this additivity theorem, we need to get some control over the class
of morphisms in Waldgd∞ that yield an equivalence on geometric realization in
DWaldgd∞ .
We separate a subclass of these morphisms, the (relative) real simplicial
homotopy equivalences, that enjoys very nice stability properties.
We start with the notion of simplicial homotopy:
4.1 (Real) simplicial homotopies
The canonical maps {0} ⊂ [1],{1} ⊂ [1] in ∆ yield two functors i0, i1 ∶∆→∆/[1].
Given a simplicial objectX in an∞-categoryD we writeX∗ for the composition
(∆/[1])
op →∆op
X
Ð→ D.
Definition 4.2. Let X,Y ∶∆op → D be two simplicial objects in an ∞-category
D and α,β ∶ X → Y two simplicial maps in D.
A simplicial homotopy from α to β is a map h ∶ X∗ → Y ∗ in Fun((∆/[1])
op,D)
with h ○ iop0 ≃ α,h ○ i
op
1 ≃ β.
More generally given an object Z of D and morphisms X → Z,Y → Z in D
we call a simplicial homotopy h ∶ X∗ → Y ∗ from α to β a simplicial homotopy
relative to Z if h ∶ X∗ → Y ∗ is a map over Z∗ in Fun((∆/[1])
op,D).
In the evident way we define simplicial homotopy equivalences (relative to Z).
The next proposition tells us that geometric realization canonically iden-
tifies simplicially homotopic maps. So simplicial homotopy equivalences yield
equivalences on geometric realizations.
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Proposition 4.3. Let X,Y ∶ ∆op → D be two simplicial objects in an ∞-
category D and h ∶ X∗ → Y ∗ a simplicial homotopy in D from α to β.
Then α,β ∶X → Y yield equivalent maps on geometric realizations.
Proof. By Quillen’s theorem A the functor p ∶ (∆/[1])
op →∆op is cofinal since for
each [n] ∈ ∆op the pullback T ∶= (∆/[1])op×∆op (∆op)[n]/ is weakly contractible.
T op ≃∆/[1] ×∆∆/[n] is the category of simplices of ∆1 ×∆n, which is known to
be weakly contractible.
So for any simplicial object Z in D the canonical map colim(Z∗) → colim(Z)
induced by p is an equivalence. So also the canonical map colim(Z)→ colim(Z∗)
induced by ij for j = 0,1 is an equivalence as colim(Z)→ colim(Z∗) → colim(Z)
is the identity. We have a commutative square
colim(X)
colim(α)

≃ // colim(X∗)
colim(h)

colim(Y )
≃ // colim(Y ∗)
and similar for β induced by i0, i1.
As next we define a real version of simplicial homotopy and link both notions.
To do so, we need some terminology:
Given an ∞-category C with C2-action we have a C2-equivariant functor
Fun([1],C) → C×C that is a map of cocartesian fibrations over Fun({1},C) ≃ C
classifying a C2-equivariant functor ν ∶ C → Ĉat∞/C ∶= {C}×Ĉat∞Fun([1], Ĉat∞),
where Ĉat∞ carries the trivial C2-action. We consider the functor ρ ∶ C
hC2
νhC2
ÐÐÐ→
Ĉat∞[C2]/C
(−)hC2
ÐÐÐÐ→ (Ĉat∞
SpcC2
)/ChC2 that sends X ∈ C
hC2 to (C/X)
hC2 ≃
(ChC2)/X → C
hC2 with its canonical real structure. Note that ρ preserves
those limits which C admits. For example if X is a final object of C, the real
functor (C/X)
hC2 ≃ (ChC2)/X → ChC2 is an equivalence.
We apply this to C = Cat∞ with its non-trivial C2-action and X a small ∞-
category with duality to get a real structure on the ∞-category (CathC2∞ )/X and
the pullback ∆hC2 ×
Cat
hC2
∞
(CathC2∞ )/X , which we denote by ∆/X . For X = [0]
we have ∆/X ≃ ∆. Note that (∆/X)
u is the essential image of the forgetful
functor ∆hC2 ×
Cat
hC2
∞
(CathC2∞ )/X →∆/X ∶=∆ ×Cat∞ Cat∞/X . In the following we
consider ∆
/ ̃[1]×[1]
that provides a real structure on the∞-category ∆hC2 ×
Cat
hC2
∞
(CathC2∞ )/ ̃[1]×[1] ≃∆
hC2 ×∆∆/[1].
The canonical maps {0} ⊂ [1],{1} ⊂ [1] in ∆ yield two maps [0] ≃ ̃[0] × [0]→
̃[1] × [1] in CathC2∞ that give rise to real functors i0, i1 ∶∆ →∆/ ̃[1]×[1] over ∆.
Given a real simplicial object X in a real∞-category C we write X∗∗ for the
composition ∆op
/ ̃[1]×[1]
→∆op
X
Ð→ C.
Definition 4.4. Let X,Y ∶ ∆op → C be two real simplicial objects in a real
∞-category C and α,β ∶ X → Y two real simplicial maps in C.
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A real simplicial homotopy from α to β is a map
h ∶ X∗∗ → Y ∗∗
in FunSpcC2 (∆
op
/ ̃[1]×[1]
,C) with h ○ iop0 ≃ α,h ○ i
op
1 ≃ β.
Let Z be a real simplicial object in C and X → Z,Y → Z real simplicial maps
in C.
We call a real simplicial homotopy h ∶ X∗∗ → Y ∗∗ in C a real simplicial
homotopy relative to Z if h is a map over Z∗∗ in FunSpcC2 (∆
op
/ ̃[1]×[1]
,C).
We spell out some basic properties of (relative) real simplicial homotopies:
Let X,Y,Z ∶∆op → C be real simplicial objects in a real ∞-category C and
h ∶ X∗∗ → Y ∗∗, h′ ∶ Y ∗∗ → Z∗∗
real simplicial homotopies from α to β respectively from α′ to β′. Then
h′ ○ h ∶ X∗∗ → Y ∗∗ → Z∗∗
is a real simplicial homotopy in C from α′ ○ α to β′ ○ β.
A real functor F ∶ C → D sends a real simplicial homotopy in C (relative to
some object Z ∈ C) from α to β to a real simplicial homotopy in D from F (α)
to F (β) (relative to F (Z)).
If C admits the neccessary pullbacks, the pullback of a real simplicial ho-
motopy h ∶ X∗∗ → Y ∗∗ in C relative to Z from α to β along a real simplicial
map Z ′ → Z in C is a real simplicial homotopy h′ ∶ (Z ′ ×Z X)
∗∗ → (Z ′ ×Z Y )
∗∗
in C relative to Z ′ from Z ′ ×Z α to Z
′ ×Z β. Especially the pullback of a real
simplicial homotopy equivalence in C relative to Z along a real simplicial map
Z ′ → Z in C is a real simplicial homotopy equivalence relative to Z ′.
A real simplicial homotopy h ∶ X∗∗ → Y ∗∗ in a real ∞-category C from
α to β gives rise to a simplicial homotopy in C from e(α) ∶ e(X) → e(Y ) to
e(β) ∶ e(X) → e(Y ) ∶ Denote I ∶ ∆/[1] → ∆/ ̃[1]×[1] ≃ ∆
hC2 ×∆ ∆/[1] the functor
that sends a map ϕ ∶ [m]→ [1] to the map I(ϕ) ∶ [m]op ∗[m]→ [1] which sends
everything in [m]op to 0 and is ϕ on [m]. It follows that h ○ Iop is a simplicial
homotopy from e(α) to h ○ Iop ○ iop1 and h ○ (−)
op ○ Iop ○ (−)op is a simplicial
homotopy from h ○ Iop ○ iop1 to e(β).
Especially real simplicially homotopic maps from X to Y become equivalent
after realization (Proposition 4.3) as the realization of a real simplicial object is
the realization of its edgewise subdivision.
There is another important relationship between simplicial homotopies and
real simplicial homotopies. To state this relationship we need some terminology:
The right adjoint Spc → SpcC2 , X ↦ X̃ ×X of the functor SpcC2 → Spc that
forgets the genuine C2-action yields a functor (̃−) ∶ Cat∞ → Cat
SpcC2
∞ .
So for every real ∞-category D we have a canonical real functor (−)u ∶ D →
D̃u. If D admits cotensors with C2, the real functor (−)
u ∶ D → D̃u admits
a right adjoint D̃u → D such that the composition D → D̃u → D takes the
cotensor with C2. In this case we get an induced adjunction FunSpcC2 (C,D) ⇄
FunSpcC2 (C, D̃
u) ≃ ̃FunSpcC2 (Cu,Du) ∶ ̃(−) × (−) that restricts to the adjunction
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(−)u ∶ FunSpcC2 (C,D) ⇄
̃FunSpcC2 (C,D)
u using that with D also FunSpcC2 (C,D)
admits cotensors with C2. So the cotensor F̃ × F with C2 of a real functor
F ∶ C → D factors as ̃Fu ×Fu ∶ C → C̃u
F̃u
ÐÐ→ D̃u Ð→D.
We apply this to C = ∆/ ̃[1]×[1]. Denote ρ the real functor ∆/ ̃[1]×[1] → ∆̃/[1]
adjoint to the functor (∆
/ ̃[1]×[1]
)u ⊂∆/[1]×[1] →∆/[1] induced by the projection
[1] × [1]→ [1] to the first factor.
A simplicial homotopy h ∶ X∗ → Y ∗ in the ∞-category Du (relative to some
object Z ∈ D) from α to β gives rise to a natural transformation h′ ∶= h ○ ρop of
functors (∆
/ ̃[1]×[1]
)u → Du with h′ ○ (iu0)
op ≃ α and h′ ○ (iu1)
op ≃ β.
So h̃ × h ∶= h̃′ × h′ ∶ X̃ ×X
∗∗
→ Ỹ × Y
∗∗
is a real simplicial homotopy in D
from α̃ × α ∶ X̃ ×X → Ỹ × Y to β̃ × β ∶ X̃ ×X → Ỹ × Y (relative to Z̃ ×Z).
As next we construct some basic examples of simplicial homotopies, which
we will use later in the proof of the additivity theorem:
First we fix some notation: The canonical maps [m]→ [m] ∗ [n] and [n]→
[m]∗[n] define natural transformations jk ∶ prk → (−)∗(−) of functors ∆×∆→∆
for k = 1,2.
The map [m] ∗ [n] → [n] that is the identity on [n] and sends everything
in [m] to 0 ∈ [n] is natural in [m] ∈ ∆ (but not in [n] ∈ ∆!) and so defines
a natural transformation qn ∶ (−) ∗ [n] → [n] of functors ∆ → ∆. Similarly
the map [m] ∗ [n] → [m] that is the identity on [m] and sends everything in
[n] to m ∈ [m] is natural in [n] ∈ ∆ and so defines a natural transformation
pm ∶ [m] ∗ (−)→ [m] of functors ∆ →∆.
The compositions
[m]
j1m,−
ÐÐ→ [m] ∗ (−)
pm
ÐÐ→ [m], [n]
j2−,n
ÐÐ→ (−) ∗ [n]
qn
Ð→ [n]
are the identities and the composition id
j1−,n
ÐÐ→ (−) ∗ [n]
qn
Ð→ [n] factors as id →
[0]
0
Ð→ [n].
Now we are ready to construct two important simplicial homotopies:
Example 4.5.
For n ≥ 0 denote ρ ∶ J ∶= (−) ∗ [n]
qn
Ð→ [n]
j2−,n
ÐÐ→ (−) ∗ [n] the composition in
Fun(∆,∆).
Composing the forgetful functor p ∶ ∆/[1] → ∆ with the map j
2
−,n ∶ [n] → J =
(−) ∗ [n] in Fun(∆,∆) we get a map j2−,n ○ p ∶ [n]→ ϑ ∶= J ○ p in Fun(∆/[1],∆).
Denote κ the endomorphism of ϑ ∶∆/[1] →∆ under [n] (via the map j
2
−,n○p ∶
[n]→ ϑ), whose component at ϕ ∶ [m]→ [1] is
κϕ ∶ [m] ∗ [n]→ [m] ∗ [n], i↦
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩
i if i ∈ [m] and ϕ(i) = 0,
0 ∈ [n] if i ∈ [m] and ϕ(i) = 1,
i if i ∈ [n].
Then κop ∶ (Jop)∗ → (Jop)∗ = ϑop is a simplicial homotopy in ∆op from id to
ρop relative to the constant functor with value [n]. Especially (j2−,n)
op ∶ Jop Ð→
[n] is a simplicial homotopy equivalence relative to [n].
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Set L =∶ [n] ∗ (−) ∶ ∆ → ∆ and ξ ∶ [n] ∗ (−)
pn
Ð→ [n]
j1n,−
ÐÐ→ [n] ∗ (−) the
composition in Fun(∆,∆). So dually (−)op ○κop ○(−)op ∶ (−)op ○(Jop)∗ ○(−)op ≃
(Lop)∗ → (Lop)∗ is a simplicial homotopy in ∆op from id to (−)op ○ρop ○(−)op ≃
ξop relative to the constant functor with value [n]. Especially (j1n,−)
op ∶ Lop → [n]
is a simplicial homotopy equivalence relative to [n].
Example 4.6.
Now we consider Cat∞ as enriched over itself via its internal hom and ∆ ⊂
Cat∞ as Cat∞-enriched being a full subcategory.
There are unique maps ζ ∶ id → κ in mapFun(∆/[1],∆)(ϑ,ϑ) and ζ
′ ∶ id → ρ in
mapFun(∆,∆)(J,J).
The Cat∞-enriched functor Ar = Fun([1],−) ∶ ∆ ⊂ Cat∞ → Cat∞ yields
functors
mapFun(∆/[1],∆)(ϑ,ϑ) →mapFun(∆/[1],Cat∞)(̺, ̺),
mapFun(∆,∆)(J,J)→mapFun(∆,Cat∞)(I, I)
with ̺ ∶= Ar○ϑ, I ∶= Ar ○J . The images of ζ, ζ′ under the functors are objects of
Fun([1],mapFun(∆/[1],Cat∞)(̺, ̺)) ≃mapFun(∆/[1],Cat∞)(̺ × [1], ̺) respectively
Fun([1],mapFun(∆,Cat∞)(I, I)) ≃mapFun(∆,Cat∞)(I × [1], I)
and so correspond to natural transformations µ ∶ ̺× [1]→ ̺ of functors ∆/[1] →
Cat∞ respectively ξ ∶ I × [1]→ I of functors ∆→ Cat∞.
The map µop ∶ (Iop)∗ → ((I×[1])op)∗ is a simplicial homotopy in Catop∞ from
propI to ξ
op relative to (I ×{0})op, where prI ∶ I × [1]→ I denotes the projection.
Moreover µop is actually a simplicial homotopy in ((CathC2∞ )
u)op ⊂ Catop∞ as
the forgetful functor CathC2∞ → Cat∞ preserves small limits and the internal hom
so that its essential image (CathC2∞ )
u ⊂ Cat∞ is closed under finite products and
the internal hom.
4.2 The real additivity theorem
Now we fix some notation for the proof of the additivity theorem:
For every D ∈Waldgd∞ the morphism [1] ≃ {0→ 1} ⊂ [3] in ∆ yields a map
ev01 ∶ S(D)3 → S(D)1 ≃D, (A→ B → C) ↦ A
in Exact∞, the morphism [1] ≃ {1→ 2} ⊂ [3] in ∆hC2 yields a map
ev12 ∶ S(D)3 → S(D)1 ≃D, (A→ B → C) ↦ B/A
in Waldgd∞ . The maps ev
′
01 ∶ S(D)3 → D̃ ×D in Wald
gd
∞ adjoint to ev01 and ev12
give rise to the map γ3 ∶ S(D)3 → D̃ ×D ×D, (A → B → C) ↦ (A,C/B,B/A)
in Waldgd∞ .
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We define λ(C) by the condition that the square
λ(C)
β
//
ω0

̃C[1] ×C[1] ×C
̃ev0×ev0×C

S(C)3
γ3
// C̃ ×C ×C
in Waldgd∞ is a pullback square. So an object of λ(C) is given by cofibrations
X → Y → Z in C and maps X → A, B → Z/Y in C.
At the end of this section we construct a map ω1 ∶ λ(C) → S(C)3 that fits
into a commutative square
λ(C)
β
//
ω1

̃C[1] ×C[1] ×C
̃ev1×ev1×C

S(C)3
γ3
// C̃ ×C ×C
in Waldgd∞ .
The canonical maps [m] → [m] ∗ [n] and [n] → [m] ∗ [n] define natural
transformations jk ∶ prk → T ∶= (−) ∗ (−) of functors ∆ ×∆→∆ for k = 1,2.
For C ∈Waldgd∞ we get natural transformations
ιk ∶= S(C)u ○ (jk)op ∶B(C) ∶= S(C)u ○ T op →Bk(C) ∶= S(C)u ○ pr
op
k
of functors ∆op×∆op → (Waldgd∞ )
u ⊂ Exact∞ that yield natural transformations
ik ∶= ι̃k × ιk ∶ B(C) ∶= ̃B(C) ×B(C) → ̃Bk(C) ×Bk(C) ≃
̃S(C)u × S(C)u ○ prk ≃ S(C̃ ×C) ○ prk
of real functors ∆op ×∆op →Waldgd∞ .
The natural transformations qn ∶ (−) ∗ [n] → [n] and pm ∶ [m] ∗ (−) → [m]
of functors ∆→∆ give rise to natural transformations
Qn ∶= S(C)u ○ (qn)op ∶ S(C)n →B(C)−,n = S(C)u ○ T
op
−,n,
Pm ∶= S(C)u ○ (pm)op ∶ S(C)m →B(C)m,− = S(C)u ○ T
op
m,−
of functors ∆op → (Waldgd∞ )
u that yield real natural transformations
qn ∶= Q̃n ×Qn ∶ ̃S(C)n × S(C)n ≃ S(C̃ ×C)n → B(C)−,n = ̃B(C)−,n ×B(C)−,n,
pm ∶= ̃Pm × Pm ∶ ̃S(C)m × S(C)m ≃ S(C̃ ×C)m → B(C)m,− = ̃B(C)m,− ×B(C)m,−
of real functors ∆op →Waldgd∞ .
The compositions
S(C̃ ×C)m
p
m
ÐÐ→ B(C)m,−
i1m,−
ÐÐ→ S(C̃ ×C)m,
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S(C̃ ×C)n
qn
Ð→ B(C)−,n
i2−,n
ÐÐ→ S(C̃ ×C)n
are the identities and the composition S(C̃ ×C)n
q
n
Ð→ B(C)−,n
i1−,n
ÐÐ→ S(C̃ ×C)
factors as S(C̃ ×C)n → S(C̃ ×C)0 ≃ 0Ð→ S(C̃ ×C).
By example 4.5 the maps (j2−,n)
op ∶ Jop Ð→ [n], (j1n,−)
op ∶ Lop → [n] are
simplicial homotopy equivalences relative to [n]. So
ι2−,n ∶= S(C)
u ○ (j2−,n)
op ∶B(C)−,n = S(C)u ○ Jop Ð→ S(C)n,
ι1n,− ∶= S(C)
u ○ (j1n,−)
op ∶B(C)n,− ∶= S(C)u ○Lop → S(C)n
are simplicial homotopy equivalences relative to S(C)n so that
i2−,n =
̃ι2−,n × ι
2
−,n ∶ B(C)−,n = ̃B(C)−,n ×B(C)−,n Ð→ S(C̃ ×C)n = ̃S(C)n × S(C)n,
i1n,− =
̃ι1n,− × ι
1
n,− ∶ B(C)n,− = ̃B(C)n,− ×B(C)n,− Ð→ S(C̃ ×C)n = ̃S(C)n × S(C)n
are real simplicial homotopy equivalences relative to S(C̃ ×C)n.
Especially the pullback of the map
i1−,n × S(C) ∶ B(C)−,n × S(C)Ð→ S(C̃ ×C) × S(C)
along any functor D → S(C̃ ×C) × S(C) induces an equivalence on geometric
realizations in DWaldgd∞ .
By ... we have a simplicial homotopy µop ∶ (Iop)∗ → ((I × [1])op)∗ in
((CathC2∞ )
u)op from propI to ξ
op relative to (I × {0})op. Set E(C) ∶= C(−) ○ Iop.
So
t ∶= C(−) ○ µop ∶ E(C)∗ → (C(−) ○ (I × [1])op)∗ ≃ E(C[1])∗
is a simplicial homotopy in (Waldgd∞ )
u from C(−) ○ propI ≃ E(δC) to C
(−) ○ ξop
relative to E(C), where δC ∶ C → C
[1] is the diagonal embedding.
Thus s ∶= t̃ × t ∶
̃E(C) ×E(C)
∗∗
→ ̃E(C[1]) ×E(C[1])
∗∗
is a real simplicial homotopy in Waldgd∞ from
̃E(δC) ×E(δC) to
̃(C(−) ○ ξop) × (C(−) ○ ξop) relative to ̃E(C) ×E(C) and restricts to a real
simplicial homotopy
h ∶ (B(C)−,n)
∗∗ → (B(C[1])−,n)
∗∗
in Waldgd∞ from B(δC)−,n to
̃(C(−) ○ ξop) × (C(−) ○ ξop) relative to B(C)−,n.
Now we are ready to prove the additivity theorem:
We want to see that the map
S(γ3) ∶ S(S(C)3) → S(C̃ ×C) × S(C)
in Waldgd∞ yields an equivalence on geometric realizations in DWald
gd
∞ .
To check this, we may pullback S(γ3) along any map ψ ∶ D → S(C̃ ×C) ×
S(C) that induces an equivalence on geometric realizations in DWaldgd∞ and
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has the property that also all its pullbacks induce an equivalence on geometric
realizations in DWaldgd∞ .
An example for ψ is given by i1−,n×S(C) ∶ B(C)−,n×S(C)Ð→ S(C̃ ×C)×S(C)
and we may try to prove that the pullback f ∶ P (C)→ B(C)−,n ×S(C) induces
an equivalence on geometric realizations in DWaldgd∞ by finding a real simplicial
homotopy inverse of f. There is no evident real simplicial homotopy inverse of f
but of the composition g ∶ P (C)
f
Ð→ B(C)−,n×S(C)
i2−,n×S(C)
ÐÐÐÐÐÐ→ S(C̃ ×C)n×S(C)
of f and the real simplicial homotopy equivalence i2−,n×S(C) ∶ B(C)−,n×S(C)→
S(C̃ ×C)n × S(C), which we will construct in the following:
We form the pullback square
K //

∗ ×C

S(C)3
γ3
// C̃ ×C ×C
in Waldgd∞ and observe that the top horizontal map in the pullback square is an
equivalence.
Then we consider the pullback squares
S(K)
≃ //

∗ × S(C)

P (C)

f
// B(C)−,n × S(C)
i1−,n×id

S(S(C)3)
S(γ3)
// S(C̃ ×C) × S(C)
(17)
in rsWaldgd∞ . We obtain a map
S(C̃ ×C)n × S(C) → ∗ × S(C) ≃ S(K)→ S(S(C)3)
which together with the map
qn × S(C) ∶ S(C̃ ×C)n × S(C)→ B(C)−,n × S(C)
defines the map
α ∶ S(C̃ ×C)n × S(C) → P (C)
as we have a commutative square
S(C̃ ×C)n × S(C)
qn×S(C)
//

B(C)−,n × S(C)
i1−,n×S(C)

∗ × S(C) // S(C̃ ×C) × S(C)
in rsWaldgd∞ . α is a section of g as we have g ○ α = (i
2
−,n × S(C)) ○ f ○ α =
(i2−,n × S(C)) ○ (qn × S(C)) = id.
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It remains to construct a real simplicial homotopy from the identity to α○g ∶
P (C)→ S(C̃ ×C)n × S(C)→ P (C).
We consider the commutative squares
P ′(C) //

B(C[1])−,n × S(C)

S(λ(C))
S(β)
//
S(ωi)

S( ̃C[1] ×C[1]) × S(C)
S( ̃evi×evi)×id

S(S(C)3)
S(γ3)
// S(C̃ ×C) × S(C),
where the top square is by definition a pullback square and the bottom square
is a pullback square for i = 0.
P̃ (C) //

B(C[1])−,n × S(C)
B(ev0)−,n×id

P (C)
f
//

B(C)−,n × S(C)
i1−,n×id

S(S(C)3)
S(γ3)
// S(C̃ ×C) × S(C).
As the compositions of both right vertical maps in each diagram are equiv-
alent, we get a canonical equivalence P ′(C) ≃ P̃(C).
The map ω1 ∶ λ(C) → S(C)3 and the map ev1 ∶ C[1] → C yield a map
l ∶ P̃ (C) ≃ P ′(C) → P (C).
We have a real simplicial homotopy h ∶ (B(C)−,n)
∗∗ → (B(C[1])−,n)
∗∗ rel-
ative to B(C)−,n. The pullback H ∶ P (C)∗∗ → P̃ (C)∗∗ of h along the map
P (C)
f
Ð→ B(C)−,n × S(C) → B(C)−,n is a real simplicial homotopy relative to
P (C). The composition l∗∗○H ∶ P (C)∗∗ → P (C)∗∗ is the desired real simplicial
homotopy from the identity of P (C) to α ○ g.
4.3 Some lemmas for the real additivity theorem
The rest of this section is devoted to the construction of the map
ω1 ∶ λ(C) → S(C)3
in Waldgd∞ .
We fix the following notation: For C ∈ Waldgd∞ we denote by Q(C) ⊂
S(C)
̃[1]×[1]
3 the full Waldhausen ∞-category with genuine duality spanned by
the functors d ∶ ̃[1] × [1]→ S(C)3 such that for each i ∈ [1] and 1 ≤ k ≤ l ≤ 3 the
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square
d(0i,0k) //

d(0i,0l)

d(1i,0k) // d(1i,0l)
is a pushout and the square
d(i0, k3) //

d(i1, k3)

d(i0, l3) // d(i1, l3)
is a pullback. In a similar way we define Q′(C) for C ∈Wald∞.
Set
Λ ∶= ̃[1]∐[1] ∐
̃[0]∐[0]
Ar([3]) ∈ CathC2∞ ,
where the functor [0] → Ar([3]) selects 01 ∈ Ar([3]) and the functor [0] → [1]
selects 0.
For C ∈Waldgd∞ we have C
Λ ≃ ̃C[1] ×C[1] ×C̃×C C
Ar([3]) ∈Waldgd∞ and so
CΛ ×CAr([3]) S(C)3 ≃ λ(C) =
̃C[1] ×C[1] ×C̃×C S(C)3 ∈Wald
gd
∞ .
Denote j ∶ Λ → ̃[1] × [1] ×Ar([3]) the map in CathC2∞ that sends Ar([3]) to
{01}×Ar([3]) and [1] to the morphism (01,01)→ (11,01).
The map j ∶ Λ→ ̃[1] × [1]×Ar([3]) gives rise to a map j∗ ∶ Q(C)→ λ(C) in
Waldgd∞ .
The next Lemma gives us ω1 ∶
Lemma 4.7. The map j∗ ∶ Q(C)→ λ(C) in Waldgd∞ is an equivalence.
The canonical map r ∶ Ar([3]) ≃ {10} × Ar([3]) → ̃[1] × [1] × Ar([3]) in
CathC2∞ yields a map
ω1 ∶ λ(C)
(j∗)−1
ÐÐÐ→ Q(C)
r∗
Ð→ S(C)3
in Waldgd∞ .
It remains to prove Lemma 4.7. Lemma 4.7 follows from Lemma 4.13, which
we prove in the following via the next lemmas.
We fix the following notation:
For any ∞-categories C,K and Waldhausen ∞-category D denote
• ω(C,K)−, ω(C,K)+ ⊂ Fun(K◁▷,C) the full subcategories spanned by
the functors X ∶ K◁▷ → C, whose restriction to K◁ respectively K▷ is
constant.
• Γ(C,K)−, Γ(C,K)+ ⊂ Fun([1],Fun(K◁▷,C)) the full subcategories spanned
by the morphisms f ∶ X → Y in Fun(K◁▷,C) such that Y is constant
and X belongs to ω(C,K)− respectively ω(C,K)+.
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• Θ(D,K)−, Θ(D,K)+ ⊂ Fun([1],Fun(K◁▷,D)) the full Waldhausen sub-
categories spanned by the morphisms f ∶ X → Y in Fun(K◁▷,D) such
that f is a (objectwise) cofibration, X belongs to ω(D,K)− respectively
ω(D,K)+ and for every morphism A→ B inK
▷ (inK◁) the commutative
square
X(A) //

Y (A)

X(B) // Y (B)
is a pushout square.
• Ξ(D,K)− ∶= Θ(D,K)− ×ω(D,K)− Γ(D,K)− ⊂ Fun([1],Fun(K
◁▷,D))
×Fun(K◁▷,D)Fun([1],Fun(K
◁▷,D)) ≃ Fun(Λ20,Fun(K
◁▷,D)), where the
pullback is taken over evaluation at the source, and similarly we define
Ξ(D,K)+.
Note that Ξ(D,∅)− = Ξ(D,∅)+ as full subcategories of Fun(Λ20,Fun(∅
◁▷,D)).
• Ξ(D,K) ∶= Ξ(D,K)− ×Ξ(D,∅)+ Ξ(D,K)+ ⊂ Fun(Λ
2
0,Fun(K
◁▷,D))
×Fun(Λ2
0
,Fun(∅◁▷,D))Fun(Λ
2
0,Fun(K
◁▷,D)) ≃
Fun(Λ20,Fun(K
◁▷∐∅◁▷ K
◁▷,D)).
For any exact ∞-category D denote
• Fun3(Λ20,D) ⊂ Fun(Λ
2
0,D) the full exact subcategory spanned by the spans
f ∶X → Y, g ∶ X → Z in D such that f is a cofibration and g is a fibration.
• Ξ(D,K)f− ∶= Ξ(D,K)− ∩Fun
3(Λ20,Fun(K
◁▷,D)),
• Ξ(D,K)f ∶= Ξ(D,K) ∩ Fun3(Λ20,Fun(K
◁▷∐∅◁▷ K
◁▷,D)).
Lemma 4.8. Let D be an exact ∞-category. The map κ ∶ Λ20 → Ar([3]) which
sends 0 to 02, 1 to 03 and 2 to 12 induces an equivalence
κ∗ ∶ S′(D)3 → Fun
3(Λ20,D), (A→ B → C) ↦ (B → C,B → B/A)
of exact ∞-categories.
Proof. Using the canonical equivalence S′(D)3 ≃ Fun
cocoart([2],D) we need to
show that the functor
ψ ∶ Funcocoart([2],D) → Fun3(Λ20,D), (A→ B → C)↦ (B → C,B → B/A)
is an equivalence. By Yoneda to show this it is enough to check that ψ induces
a bijection on equivalence classes (replacing D by the cotensor of D with any
∞-category K). ψ is evidently injective on equivalence classes.
Moreover every (B → C,α ∶ B → U) ∈ Fun3(Λ20,D) is the image under ψ of
(fib(α) → B → C) ∈ Funcocart([2],D).
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Let B,K be ∞-categories. We call a map ϕ ∶ F → G in Fun(K,B) a cocarte-
sian natural transformation if for every morphism X → Y in K the commutative
square
F (X) //

F (Y )

G(X) // G(Y )
is a pushout square.
Lemma 4.9.
1. Let B be an ∞-category that admits pushouts and K an ∞-category that
admits an initial object.
The functor α ∶ Fun(K,B)→ B that evaluates at the initial object of K is
a cocartesian fibration, where a morphism is α-cocartesian if and only if
it is a cocartesian natural transformation.
2. Let B be an ∞-category and K an ∞-category that admits a final object.
Denote K ′ ⊂K the full subcategory spanned by all objects except the final
object.
The functor β ∶ Fun(K,B)→ B that evaluates at the final object of K is a
cocartesian fibration, where a morphism ϕ of Fun(K,B) is β-cocartesian
if and only if its restriction ϕ∣K′ is an equivalence.
3. Let B be an ∞-category that admits pushouts and K an ∞-category that
admits an initial object and a final object that are not equivalent to each
other.
The functor γ ∶ Fun(K,B) → Fun([1],B) induced by the functor [1] → K
classifying the morphism ∅ → ∗ in K is a cocartesian fibration, where a
morphism ϕ of Fun(K,B) is γ-cocartesian if and only if its restriction
ϕ∣K′ is a cocartesian natural transformation.
Proof. 1.: Denote δ ∶ B → Fun(K,B) the diagonal embedding so that δ is left
adjoint to α. By the pasting law a map ϕ ∶ F → G in Fun(K,B) is a cocartesian
natural transformation if and only if the commutative square
δ(F (∅)) //

δ(G(∅))

F // G
is a pushout square or equivalently if for every functor H ∶ K → B the induced
commutative square
mapFun(K,B)(G,H) //

mapB(G(∅),H(∅)) ≃mapFun(K,B)(δ(G(∅)),H)

mapFun(K,B)(F,H) // mapB(F (∅),H(∅)) ≃mapFun(K,B)(δ(F (∅)),H)
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is a pullback square, which expresses that ϕ ∶ F → G is α-cocartesian.
Let F ∶K → B be a functor and φ ∶ F (∅)→ A a morphism in B.
Then the canonical map F → δ(A)∐δ(F (∅))F lying over φ is a cocartesian
natural transformation.
2.: The statement for K = [1] is well-known: the functor β′ ∶ Fun([1],B) →
B that evaluates at the target is a cocartesian fibration, where a map is β′-
cocartesian if and only if it is inverted by the functor α′ ∶ Fun([1],B) → B that
evaluates at the source.
So the functor (α′, β′) ∶ Fun([1],B) → B × B is a map of cocartesian fibra-
tions over B so that for every functor A → B the pullback ξ ∶ (A × B) ×(B×B)
Fun([1],B) ≃ A×B Fun([1],B)→ Fun([1],B)
β′
Ð→ B is a cocartesian fibration.
In general we have K ≃ K ′▷ and a canonical equivalence Fun(K,B) ≃
Fun(K ′▷,B) ≃ Fun(K ′,B) ×B Fun([1],B), where the pullback is formed over
evaluation at the source and the functor taking the colimit. The functor β
factors as Fun(K,B) ≃ Fun(K ′▷,B) ≃ Fun(K ′,B) ×B Fun([1],B)
ξ
Ð→ B. So β
is a cocartesian fibration and a morphism is β-cocartesian if and only if its
restriction to K ′ is an equivalence.
3.: By 1. the functor γ ∶ Fun(K,B) → Fun([1],B) is a map of cocartesian
fibrations over Fun({0},B).
By 2. the functor γ ∶ Fun(K,B) → Fun([1],B) is a map of cocartesian
fibrations over Fun({1},B).
Now observe that every morphism in Fun([1],B) factors as a α′-cocartesian
morphism followed by a morphism that is sent by α′ to an equivalence, i.e. a
β′-cocartesian morphism. So γ is a cocartesian fibration and a morphism is
γ-cocartesian if and only if it factors as a γ-cocartesian morphism lying over
an α′-cocartesian morphism, which is a α-cocartesian morphism, followed by
a γ-cocartesian morphism lying over an β′-cocartesian morphism, which is a
β-cocartesian morphism. Especially the restriction of every γ-cocartesian mor-
phism to K ′ is a cocartesian natural transformation.
On the other hand if ϕ is a morphism of Fun(K,B), whose restriction to
K ′ is a cocartesian natural transformation, ϕ = θ ○ϕ′, where ϕ′ is γ-cocartesian
(and so ϕ′∣K′ is a cocartesian natural transformation) and θ∅, θ∗ are equivalences.
As ϕ∣K′ = θ∣K′ ○ ϕ′∣K′ , by the pasting law the map θ∣K′ is a cocartesian natural
transformation and so an equivalence (as θ∅ is an equivalence). So θ is an
equivalence and ϕ is γ-cocartesian.
Corollary 4.10.
Let D be a small Waldhausen ∞-category and K an ∞-category that admits
an initial object.
Denote Funcof(K,D) ⊂ Fun(K,D) the full subcategory spanned by the func-
tors K →D that send every morphism to a cofibration.
The functor Υ ∶ Funcof(K,D) ⊂ Fun(K,D) → D that evaluates at the initial
object of K is a cocartesian fibration, where a morphism is Υ-cocartesian if and
only if it is a cocartesian natural transformation.
Proof. SetD′ ∶= Fun(D,Spc)op. ThenD′ admits small colimits and the coYoneda-
embedding D →D′ preserves small colimits.
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By Lemma 4.9 1. the functor α ∶ Fun(K,D′) → D′ that evaluates at the
initial object of K is a cocartesian fibration, where a morphism is α-cocartesian
if and only if it is a cocartesian natural transformation.
We have a commutative square
Funcof(K,D) //
Υ

Fun(K,D′)
α

D // D′.
So it is enough to see that for every α-cocartesian morphism ϕ ∶ A → B in
Fun(K,D′) such that A belongs to Funcof(K,D) and B(∅) belongs to D also B
belongs to Funcof(K,D) ∶ For every X ∈K the image B(X) ∈D′ is the pushout
B(∅)∐A(∅)A(X) in D
′ that belongs to D as A(∅)→ A(X) is a cofibration.
Moreover for every morphism X → Y in K the map B(X) → B(Y ) is the
pushout in D of the cofibration A(X)→ A(Y ) and so a cofibration.
Corollary 4.11.
Let D be a small Waldhausen ∞-category.
For every n ≥ 1 the canonical functor [n − 1] → Ar([n]) that sends i − 1 to
0i yields an equivalence S′(D)n ≃ Fun
cof([n − 1],D).
Hence by Corollary 4.10 the functor S′(D)n → D that evaluates at 01 ∈
Ar([n]) is a cocartesian fibration, whose cocartesian morphisms are those maps
A→ B in S′(D)n such that for 1 ≤ l ≤ n the commutative square
A01 //

A0l

B01 // B0l
is a pushout square or equivalently kl instead of 0l for 1 ≤ k ≤ l ≤ n.
By Corollary 4.11 the functor ρ ∶ S′(D)3 →D that evaluates at 01 ∈ Ar([3])
is a cocartesian fibration. If D is an exact ∞-category, Dop is a Waldhausen
∞-category and the functor ρ′ ∶ S′(Dop)op3 → D that evaluates at 23 ∈ Ar([3]),
which is the opposite of ρ for Dop, is a cartesian fibration.
So ρ yields an equivalence
ξ ∶ Funcocart([1], S′(D)3) ≃ S′(D)3 ×D D[1]
over S′(D)3, where the maps in the pullback are ρ and evaluation at the source,
and dually ρ′ yields an equivalence
ξ′ ∶ Funcart([1], S′(D)3) ≃ S′(D)3 ×D D[1]
over S′(D)3, where the maps in the pullback are ρ
′ and evaluation at the target.
Denote
T (D) ∶= Funcart([1], S′(D)3) ×S′(D)3 Fun
cocart([1], S′(D)3) ⊂
Fun([1], S′(D)3) ×S′(D)3 Fun([1], S
′(D)3) ≃ Fun([2], S(D)3).
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The maps ξ′ and ξ yield a canonical equivalence
T (D) = Funcart([1], S′(D)3) ×S′(D)3 Fun
cocart([1], S′(D)3) ≃
(S′(D)3 ×D D
[1]) ×S′(D)3 (S
′(D)3 ×D D
[1]) ≃ λ′(D) =D[1] ×D S′(D)3 ×D D[1]
over S′(D)3.
Lemma 4.12. Let D be a small Waldhausen ∞-category.
The map
ψ ∶ Ξ(D,K)+ → Ξ(D,∅)+
induced by the functor ∅ →K is an equivalence in Wald∞.
Hence also the pullback
Ξ(D,K)→ Ξ(D,K)−
of ψ along Ξ(D,K)− → Ξ(D,∅)− = Ξ(D,∅)+ is an equivalence in Wald∞.
If D is a small exact ∞-category, this equivalence trivially restricts to an
equivalence
Ξ(D,K)f ≃ Ξ(D,K)f−
of exact ∞-categories.
Proof. By definition we have Ξ(D,K)+ = Θ(D,K)+ ×ω(D,K)+ Γ(D,K)+ and
ψ ∶ Θ(D,K)+×ω(D,K)+Γ(D,K)+ → Θ(D,∅)+×ω(D,∅)+Γ(D,∅)+ is the canonical
map. Consequently it is enough to check that the maps
Θ(D,K)+ → Θ(D,∅)+, ω(D,K)+ → ω(D,∅)+, Γ(D,K)+ → Γ(D,∅)+
are equivalences.
Let’s start with the map ω(D,K)+ → ω(D,∅)+ ∶
Restriction to K▷ and evaluation at −∞ yield an equivalence
Fun(K◁▷,D) ≃ Fun([1],Fun(K▷,D)) ×Fun(K▷,D)D
over Fun(K▷,D), where the functors in the pullback evaluate at the source re-
spectively are the diagonal embedding, and the pullback lives over Fun(K▷,D)
via evaluation at the target. The pullback
ω(D,K)+ ≃D ×Fun(K▷,D) Fun([1],Fun(K
▷,D)) ×Fun(K▷,D)D ≃ Fun([1],D)
of this equivalence along the diagonal embedding D → Fun(K▷,D) is canoni-
cally equivalent to the functor ω(D,K)+ → ω(D,∅)+ = Fun([1],D).
Let’s continue with the map Γ(D,K)+ → Γ(D,∅)+ ∶
The functor Γ(D,K)+ → ω(D,K)+ that evaluates at the source and the func-
tor Γ(D,K)+ ⊂ Fun([1],Fun(K◁▷,D)) → Fun([1],D) induced by the functor
Fun(K◁▷,D) →D that evaluates at ∞ yield an equivalence
Γ(D,K)+ ≃ ω(D,K)+ ×D Fun([1],D),
where the functors in the pullback evaluate at ∞ respectively at the source.
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So the assertion follows by considering the canonical commutative square
Γ(D,K)+ //

ω(D,K)+ ×D Fun([1],D)

Γ(D,∅)+ // ω(D,∅)+ ×D Fun([1],D).
It remains to prove that the map Θ(D,K)+ → Θ(D,∅)+ is an equivalence.
Set D′ ∶= Fun(D,Spc)op. Then D′ admits small colimits and the coYoneda-
embedding D →D′ preserves small colimits.
The functor γ ∶ Fun(K◁▷,D) → Fun([1],D) induced by the functor [1] ≃
∅◁▷ → K◁▷ arising from the functor ∅ → K is the restriction of the similarly
defined functor γ′ ∶ Fun(K◁▷,D′)→ Fun([1],D′).
By Lemma 4.9 3. the functor γ′ is a cocartesian fibration, whose cocarte-
sian morphisms are those maps, whose restriction to K◁ is a cocartesian natural
transformation. Denote Funcocart([1],Fun(K◁▷,D′)) ⊂ Fun([1],Fun(K◁▷,D′))
the full subcategory spanned by the γ′-cocartesian morphisms.
As a cocartesian fibration γ′ induces an equivalence
Funcocart([1],Fun(K◁▷,D′)) → Fun(K◁▷,D′)×Fun([1],D′)Fun([1],Fun([1],D
′))
over Fun(K◁▷,D′), where the functors in the pullback are γ′ and evaluation
at the source.
As we have seen the restriction ω(D′,K)+ ⊂ Fun(K◁▷,D′)
γ′
Ð→ Fun([1],D′)
is an equivalence. The pullback
ω(D′,K)+ ×Fun(K◁▷,D′) Fun
cocart([1],Fun(K◁▷,D′)) ≃
ω(D′,K)+ ×Fun([1],D′) Fun([1],Fun([1],D
′)) ≃ Fun([1],Fun([1],D′))
to ω(D′,K)+ ⊂ Fun(K◁▷,D′) restricts to an equivalence
ψ ∶ Θ(D,K)+ ≃ Θ(D,∅)+.
ψ is the restriction of the canonical functor Fun([1],Fun(K◁▷,D))
Fun([1],γ)
ÐÐÐÐÐÐ→
Fun([1],Fun([1],D)) and so is the canonical functor Θ(D,K)+ → Θ(D,∅)+.
By Lemma 4.8 we have a canonical equivalence S(D)3 ≃ Fun
3(Λ20,D) of
exact ∞-categories and so equivalences
Fun([1] × [1], S(D)3)→ Fun([1] × [1],Fun
3(Λ20,D)),
Fun([2], S(D)3) → Fun([2],Fun
3(Λ20,D))
of exact ∞-categories, via which we view Q′(D) and T (D) as full exact subcat-
egories of
Fun([1] × [1],Fun3(Λ20,D)), Fun([2],Fun
3(Λ20,D))
that happen to be full exact subcategories of Ξ(D,K)f respectively Ξ(D,K)f−.
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Lemma 4.13. By Lemma 4.12 for K contractible we have a canonical equiva-
lence
Ξ(D,K)f ≃ Ξ(D,K)f−
of exact ∞-categories that restricts to an equivalence
Q′(D) ≃ T (D) ≃ λ′(D)
of exact ∞-categories that is the underlying map of the map ι∗ ∶ Q(D) → λ(D)
in Waldgd∞ .
Lemma 4.14. Let D be an ∞-category with finite limits and F ∶ Λ22 × Λ
2
2 → D
a functor such that F ({1} × {0→ 2}) is an equivalence and the square
F (0,0) //

F (2,0)

F (0,2) // F (2,2)
(18)
is a pullback. Let i ∶ Λ22 ≃ Λ
2
2 × {1}→ Λ
2
2 ×Λ
2
2 be the inclusion. Then the natural
map
limF → lim(F ○ i)
is an equivalence in D.
Proof. Consider the commutative diagram:
A //

B

C

oo
X // F (2,2) F (0,2)oo
U //
≃
@@
 
 
 
 
 
 
 
 
F (2,0)
::ttttttttt
F (0,0)oo
::ttttttttt
We want to see that the canonical map
P ∶= (F (0,0)×F (0,2) C) ×(F (2,0)×F(2,2)B) (U ×X A) → C ×B A
is an equivalence.
As square 18 is a pullback square, by the pasting law the right hand square
P //

F (0,0) ×F (0,2) C //

C

A ≃ U ×X A // F (2,0) ×F (2,2) B // B
is a pullback square. So the result follows from the pasting law.
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Proof of Lemma 4.7. By Lemma 4.13 the map in question is an equivalence on
underlying ∞-categories. To prove that this map is also an equivalence for the
genuine dualities we consider the following steps:
Set Q ∶= ̃[1] × [1]. Let R ∶= Hom
Cat
gd
∞
(Q,C) and R̃ ∶= Hom
Cat
gd
∞
(Q ×Q,C).
Let F ∈ Hlax(R̃) with the following properties: For any x ∈ Q the diagram
F ∣Q×{x} in C is ambigressive, for any i ∈ [1] the maps F (00, i0 → i1) and
F (11,0i→ 1i) are equivalences and for any map α in Q the map F (01, α) is an
equivalence and for any i ∈ [1] the square
F (00,0i) //

F (10,0i)

F (00,1i) // F (10,1i)
is a pushout and the square
F (10, i0) //

F (10, i1)

F (11, i0) // F (11, i1)
is a pullback in C. Let F ′ ∈ Hlax(R) be the image of F under the functor
induced by the functor Q ≃ Q × {01} → Q ×Q. Then it follows from Corollary
4.18 and Lemma 4.14 that the induced map
H̃(F ) →H(F ′)
(H̃ →Hlax(R̃) and H →Hlax(R) the genuine dualities) is an equivalence in Spc.
From this fact the claim follows.
It remains to prove Corollary 4.18. We start with Lemma 4.15, from which
we deduce Lemma 4.16.
Lemma 4.15. Let C ∈ Cat∞ and D ∈ Cat
gd
∞ . Equip C∐C
op with its standard
genuine duality. Also equip Fun(C,D) × Fun(C,D)op with its standard genuine
duality. Then the map
α ∶ Hom
Cat
gd
∞
(C∐Cop,D) → Fun(C,D) ×Fun(C,D)op
in Catgd∞ adjoint to the projection map
Fun(C,D) × Fun(Cop,D) → Fun(C,D)
in Cat∞ is an equivalence.
In particular the genuine duality on Hom
Cat
gd
∞
(C∐Cop,D) is standard.
Proof. α induces on underlying ∞-categories the canonical equivalence
Fun(C∐Cop,D) ≃ Fun(C,D) ×Fun(Cop,D) ≃ Fun(C,D) ×Fun(Cop,Dop)
≃ Fun(C,D) ×Fun(C,D)op.
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Lemma 4.16. Let C → D be a functor, E ,F ∈ Catgd∞ and C → E a functor. Let
Ẽ be the pushout (D∐Dop)∐(C∐Cop) E in Cat
gd
∞ . Then the square
H ′ //

H

Hlax(Hom
Cat
gd
∞
(Ẽ ,F)) // Hlax(Hom
Cat
gd
∞
(E ,F)),
where the vertical functors are the right fibrations corresponding to the genuine
refinements, is a pullback square.
Proof. The commutative diagram
H ′ //

H

Hlax(Hom
Cat
gd
∞
(Ẽ ,F))

// Hlax(Hom
Cat
gd
∞
(E ,F))

Hlax(Hom
Cat
gd
∞
(D∐Dop,F)) // Hlax(HomCatgd∞ (C∐C
op,F))
is equivalent to the commutative diagram
H ′ //

H

H ′′
≃

// H′′′
≃

Hlax(Hom
Cat
gd
∞
(D∐Dop,F)) // Hlax(HomCatgd∞ (C∐C
op,F)),
where H ′′,H ′′′ denote the corresponding genuine structures.
The bottom vertical functors are equivalences by Lemma 4.15 so that the
result follows from the pasting law for pullbacks.
Corollary 4.17. Let B ∈ Catgd∞ with genuine structure H →H
lax(B). Let n ∈ N
be even and x ∈ Hlax(Fun([n],B)). Let H ′ → Hlax(Fun([n],B)) be the induced
genuine refinement. Then the natural map
H ′(x) →H(x∣{n
2
})
is an equivalence.
Proof. Apply corollary 4.16 for the case that C → D is the functor {n
2
} ⊂ [n
2
],F =
B,E = [0] with the standart genuine duality.
Let C ∈ Catgd∞ and φ ∶ H → H
lax(C) the corresponding right fibration. For
x ∈Hlax(C) we denote by H(x) the fiber of φ over x.
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Corollary 4.18. Let B ∈ CathC2∞ and H → H
lax(B) a genuine duality. Let
x ∈ Hlax(Fun( ̃[1] × [1],B)). Let H ′ → Hlax(Fun( ̃[1] × [1],B)) be the induced
genuine duality. Denote by x′ ∈ Hlax(B) the induced lax hermitian structure on
x(00). Then the square
H ′(x) //

H(x∣{10})

H(x∣{01}) // H(x
′)
is a pullback square.
Proof. This follows from Corollary 4.17 together with Remark 2.16.
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5 A universal property of real K-theory
In this section we characterize real K-theory KR among certain real functors
DWaldgd∞ → Spc
C2 satisfying the addivity theorem 4.1, which we call additive
theories: We show that KR is initial among additive theories under ι, where
ι ∶ DWaldgd∞ → Spc
C2 corepresents the tensorunit of DWaldgd∞ .
More generally we consider so-called preadditive theories DWaldgd∞ → Spc
C2 ,
which form a real ∞-category that contains the preadditive theories as full sub-
category. We show that the full embedding of additive theories into preadditive
theories admits a real left adjoint, called additivization, that sends a preaddi-
tive theory φ ∶ DWaldgd∞ → Spc
C2 to the real functor add(φ) ∶ DWaldgd∞
S1,1
ÐÐ→
DWaldgd∞
φ
Ð→ SpcC2
Ω1,1
ÐÐ→ SpcC2 (theorem 5.7). Especially KR is the additiviza-
tion of ι.
5.1 Preadditve and additive theories
In the following we will always use that a pointed real∞-category is canonically
a SpcC2∗ -enriched ∞-category.
More precisely, the forgetful functor CatSpc
C2
∗
∞ → Cat
SpcC2
∞ restricts to an
equivalence between pointed SpcC2∗ -enriched ∞-categories and pointed real ∞-
categories and reduced real functors. Moreover given pointed real ∞-categories
C,D the reduced real functor Fun
Spc
C2
∗
(C,D) → FunSpcC2 (C,D) is fully faithful
with essential image the reduced real functors.
The category [1] has a unique strict duality that restricts to its full subcat-
egory {0,1}. Thus by taking the nerve the simplicial set ∆1 is a real simplicial
set and ∂∆1 is a real simplicial subset.
Denote S the quotient ∆1/∂∆1 in real simplicial spaces with its canonical
basepoint. Note that S is in each level a pointed finite C2-set.
We define the pointed genuine C2-space S
1,1 as the geometric realization of S.
Let C be a pointed real ∞-category.
• If C admits all cotensors with S1,1 as SpcC2∗ -enriched∞-category, we write
Ω1,1 ∶ C → C for the cotensor with S1,1.
• Dually if C admits all tensors with S1,1 as SpcC2∗ -enriched ∞-category, we
write Σ1,1 ∶ C → C for the tensor with S1,1.
Let C be a pointed real ∞-category that admits tensors with S1,1 as SpcC2∗ -
enriched ∞-category and D a pointed real ∞-category that admits cotensors
with S1,1 as SpcC2∗ -enriched ∞-category.
We call a reduced real functor F ∶ C → D genuine excisive if for every X ∈ C
the natural map
F (X)→ Ω1,1(F (Σ1,1(X)))
is an equivalence.
For every D ∈Waldgd∞ the morphism [1] ≃ {0 → 1} ⊂ [3] in ∆ yields a map
S(D)3 → S(D)1 ≃ D, (A → B → C) ↦ A in Exact∞, the morphism [1] ≃ {1 →
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2} ⊂ [3] in ∆hC2 yields a map S(D)3 → S(D)1 ≃ D, (A → B → C) ↦ B/A in
Waldgd∞ . The adjoint map S(D)3 → D̃ ×D in Wald
gd
∞ of the first map and the
second map give rise to a map
γ3 ∶ S(D)3 → D̃ ×D ×D, (A→ B → C) ↦ (A,C/B,B/A)
in Waldgd∞ that extends to a map in DWald
gd
∞ for D ∈ DWald
gd
∞ with the same
name.
Definition 5.1. Let D be a pointed real ∞-category that admits cotensors with
S1,1 as SpcC2∗ -enriched ∞-category.
A theory with values in D is a reduced real functor DWaldgd∞ → D.
We call a theory φ
• preadditive if it preserves finite products and cotensors with C2,
• semiadditive if it is preadditive and inverts the map γ3 ∶ S(D)3 → D̃ ×D×
D in DWaldgd∞ for every D ∈ DWald
gd
∞ .
• additive if it is semiadditive and genuine excisive.
If D admits large sifted colimits, we call a real functor Waldgd∞ → D a pread-
ditive, semiadditive respectively additive theory if its unique sifted colimits pre-
serving extension DWaldgd∞ → D is a preadditive, semiadditive respectively ad-
ditive theory.
Example 5.2.
1. The real functor ι ∶Waldgd∞ Ð→ Ŝpc
C2
∗ that sends a Waldhausen ∞-category
with genuine duality to the maximal subspace in its underlying ∞-category,
is a preadditive theory.
2. The functor S1,1 ∶ DWaldgd∞ → DWald
gd
∞ preserves finite products and
cotensors with C2. So by the addivity theorem for every preadditive theory
φ ∶ DWaldgd∞ →D the composition
φ ○ S1,1 ∶ DWaldgd∞ → D
is a semiadditive theory.
3. The real functor Ω1,1 ∶ DWaldgd∞ → DWald
gd
∞ preserves finite products
and cotensors with C2. So for every semiadditive (preadditive) theory
ϕ ∶ DWaldgd∞ →D the composition
Ω1,1 ○ϕ ∶ DWaldgd∞ →D
is a semiadditive (preadditive) theory.
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5.2 Turning a preadditive theory into an additive theory
Given a preadditive theory φ ∶ DWaldgd∞ → D we want to construct from φ an
additive theory add(φ) ∶ DWaldgd∞ → D in a universal way:
Our first goal will be to show that for every semiadditive theory ϕ ∶ DWaldgd∞ → D
the semiadditive theory Ω1,1○ϕ is additive (Corollary 5.5). Corollary 5.5 follows
from Proposition 5.4, which we prove by means of Lemma 5.3.
By example 5.2 2. for every preadditive theory φ ∶ DWaldgd∞ → D the com-
position
ϕ ∶= φ ○ S1,1 ∶ DWaldgd∞ → DWald
gd
∞ → D
is a semiadditive theory so that by 3. and Corollary 5.5 the real functor
add(φ) ∶= Ω1,1 ○ϕ = Ω1,1 ○ φ ○ S1,1 ∶ DWaldgd∞ → D
is additive. We call add(φ) the additivization of φ.
Moreover we show that add(φ) preserves geometric realizations if φ does
(Lemma 5.6), which will be crucial in the next section.
We start with some terminology:
We call an object Z of a real ∞-category D projective if the real functor
mapD(Z,−) ∶ D → Spc
C2 preserves geometric realizations.
We call a real ∞-category D projectively generated if there is a set T of
projective objects of D that detect equivalences, i.e. a morphism f in D is
an equivalence if and only if for every Z ∈ T the map of genuine C2-spaces
mapD(Z,f) is an equivalence.
Lemma 5.3. Let D be a projectively generated real ∞-category that admits
cotensors with C2 and geometric realizations and let X be a real Segal object in
D, whose underlying Segal object in Du is a groupoid object.
The map X → ∣X ∣ of real Segal objects in D to the constant real Segal object
on the realization ∣X ∣ gives rise to a commutative square
X1 //

∣X ∣

X̃0 ×X0 // ̃∣X ∣ × ∣X ∣
(19)
in D, where the right vertical map is the diagonal.
This square is a pullback square in D.
So if X0 is the final object, in other words if X is a monoid in D, whose
underlying monoid in Du is grouplike, we get a canonical equivalence
X1 ≃ Ω1,1∣X ∣
in D.
Proof. As D is projectively generated, we can reduce to the case D = SpcC2 ∶
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Let T be a set of projective generators of D. Then square 19 is a pullback
square in D if it is sent to a pullback square in SpcC2 by the real functor
mapD(Z,−) ∶ D → Spc
C2 for every Z ∈ T (using that mapD(Z,−) preserves
small limits).
As mapD(Z,−) preserves geometric realizations for Z ∈ T and cotensors with
C2 and especially real Segal objects, we can replace X by the real Segal space
mapD(Z,−)○X ∶∆
op →D → SpcC2 , whose underlying Segal space is a groupoid.
So we treat the case that D = SpcC2 .
Forgetting the C2-actions we get a commutative square of spaces
Xu1
//

∣Xu∣

Xu0 ×X
u
0
// ∣Xu∣ × ∣Xu∣
that is a pullback square as the groupoid Xu is effective or alternatively as the
map of Segal spaces Xu → ∣Xu∣ is fully faithful.
Taking C2-fixpoints we get a commutative square of spaces
XC21
//

∣XC2 ∣

Xu0
// ∣Xu∣,
where XC2 denotes the simplicial space ∆op
e
Ð→ (∆hC2)op → SpcC2
(−)C2
ÐÐÐ→ Spc
induced by X.
Denote (C,H →Hlax(C)) the Segal space with genuine duality associated to X.
Then the last square is equivalent to the following square
H0 //

∣H ∣

C0 // ∣C∣
(20)
induced by the map of simplicial spaces ψ ∶H →Hlax(C)→ C.
We wish to prove that square 20 is a pullback square.
To do so, we use some theory about left actions over a Segal space.
Given a Segal space A (encoding a precategory structure on A1,A0) a right
fibration of simplicial spaces B → A encodes a ”left action” of A1 on B0:
For every n ∈ ∆ we have a canonical equivalence Bn ≃ An ×A0 B0 induced by
the map {n} ⊂ [n] and so we get a map µn ∶ An ×A0 B0 ≃ Bn → B0 induced by
the map {0} ⊂ [n].
Let s ∶ V → U be a morphism of A, i.e. an object of the space A1 with source
V and target U in A0, the map µ1 ∶ A1 ×A0 B0 ≃ B1 → B0 induces on the fiber
over s a map s∗ ∶ (B0)U → (B0)V .
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Given two composable morphisms t ∶ W → V, s ∶ V → U of A with composi-
tion s ○ t, i.e. the image under the map A1 ×A0 A1 ≃ A2 → A1 induced by the
map in ∆ that sends 0 to 0 and 1 to 2, we have (s ○ t)∗ ≃ t∗ ○ s∗ ∶ (B0)U →
(B0)V → (B0)W . Moreover for every object U of A0 the identity idU of U , i.e.
the image of U under the map A0 → A1 induced by the map [1] → [0] in ∆,
yields an equivalence (idU)∗ ∶ (B0)U → (B0)U .
So for every invertible morphism s ∶ V → U of A the map s∗ ∶ (B0)U → (B0)V
is an equivalence.
We write LModA1(Spc) ⊂ P(∆)/A for the full subcategory spanned by the
right fibrations of simplicial spaces with target A and have a forgetful functor
LModA1(Spc)→ Spc, (B → A) ↦ B0.
Note that for A ≃ ∗ the final simplicial space, we have LModA1(Spc) ≃ Spc ⊂
P(∆) as a map of simplicial spaces B → ∗ is a right fibration of simplicial spaces
if and only if B is constant.
Also note that a pullback of a right fibration of simplicial spaces B → A along
any map of simplicial spaces τ ∶ A′ → A is a right fibration of simplicial spaces so
that τ yields a forgetful functor LModA1(Spc)→ LModA′1(Spc). Especially the
map A → ∗ gives rise to a functor trivA1 ∶ Spc ≃ LMod∗(Spc) → LModA1(Spc)
that sends a space X to A × δ(X) with δ the diagonal embedding Spc ⊂ P(∆).
As next we study the situation that A is a groupoid. In this case there is a
canonical equivalence over Spc
θ ∶ Spc/∣A∣ ≃ LModA1(Spc)
natural in any groupoid A with respect to pullback.
θ is constructed the following way: The simplicial object A is classified by
a left fibration A → ∆op. The realization of A is the ∞-category arising from
A after inverting all equivalences. Thus the canonical functor A→ ∣A∣ yields an
embedding Fun(∣A∣,Spc) ⊂ Fun(A,Spc) with essential image those functors that
invert every morphism.
Given a small ∞-category D denote LFibD ⊂ Cat∞/D the full subcategory
spanned by the left fibrations with target D. For every left fibration E → D the
forgetful functor (LFibD)/E → LFibE is an equivalence.
So we get an equivalence
Fun(A,Spc) ≃ LFibA ≃ (LFib∆op)/A ≃ P(∆)/A.
We will show as next that a functor A→ Spc inverts every morphism if and
only if its corresponding simplicial space B → A over A is a right fibration.
Then the last equivalence restricts to θ ∶ Spc/∣A∣ ≃ Fun(∣A∣,Spc) ≃ LModA1(Spc).
The map of simplicial spaces ξ ∶ B → A is classified by a map of left fibrations
B→ A over ∆op that is automatically itself a left fibration classifying a functor
h ∶ A→ Spc.
Given a morphism X → f∗(X) in A lying over a morphism f ∶ [n] → [m]
in ∆op the induced map on fibers BX ≃ (Bn)X → Bf∗(X) ≃ (Bm)f∗(X) is the
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pullback of the square
Bn //

Bm

An
f∗
// Am.
(21)
Consequently square 21 is a pullback square for a map f ∶ [n]→ [m] in ∆op
if and only if for every morphism X → f∗(X) in A lying over f the induced
map on fibers BX → Bf∗(X) is an equivalence or equivalently if and only if
h ∶ A→ Spc inverts every morphism lying over f.
Recall that ξ ∶ B → A is a right fibration of simplicial spaces if square 21 is a
pullback square for every map αn ∶ [n] → [0] in ∆
op corresponding to the map
{n} ⊂ [n] in ∆. So if h inverts all morphisms, especially ξ ∶ B → A is a right
fibration of simplicial spaces.
On the other hand assume that ξ ∶ B → A is a right fibration of simplicial
spaces.
Given a map g ∶ [n]→ [m] in ∆op by the pasting law square 21 is a pullback
square for g if it is a pullback square for the composition [n]
g
Ð→ [m]
αm
ÐÐ→ [0] in
∆op. So it is enough to check that square 21 is a pullback square for every map
[n] → [0] in ∆op. Every map [n] → [0] in ∆op factors as [n]
β
Ð→ [1] → [0] for
some map β in ∆op corresponding to a map in ∆ that sends 1 to n.
As α1 ○ β = αn in ∆op, by the pasting law square 21 is a pullback square for
β. Consequently it is enough to show that square 21 is a pullback square for the
map ν ∶ [1]→ [0] in ∆op corresponding to the map {0} ⊂ [1].
In this case we need to check that for every object X of A1 encoding a
morphism s of A with source V and target U the map ν ∶ [1] → [0] in ∆op
induces an equivalence on fibers s∗ ∶BX ≃ (B0)U →Bf∗(X) ≃ (B0)V .
As A is a groupoid, s is invertible so that s∗ is an equivalence.
Applying the naturality of θ to the map of groupoids A → ∗ we find that
the trivial A1-action functors trA1 ∶= − × ∣A∣ ∶ Spc → Spc/∣A∣ and trivA1 ∶ Spc →
LModA1(Spc) correspond under θ. So by adjointness their left adjoints corre-
spond under θ. The left adjoints of trA1 is the forgetful functor Spc/∣A∣ Ð→ Spc,
the left adjoint of trivA1 is the functor LModA1(Spc) ⊂ P(∆)/A
forget
ÐÐÐ→ P(∆)
∣−∣
Ð→
Spc as trivA1 ∶ Spc → LModA1(Spc) ⊂ P(∆)/A factors as Spc
δ
Ð→ P(∆)
−×A
ÐÐ→
P(∆)/A.
Now we are able to show that square 20 is a pullback square:
The map ψ ∶ H → Hlax(C) → C of simplicial spaces is a right fibration of
simplicial spaces and so belongs to LModC1(Spc).
We have a commutative square
H //
ψ

δ(∣H ∣) × C

C // δ(∣C∣) × C
(22)
in LModC1(Spc) ⊂ P(∆)/C that yields after evaluation at 0 ∈∆ the commutative
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square
H0 //
ψ0

∣H ∣ × C0

C0 // ∣C∣ × C0.
(23)
By the pasting law square 20 is a pullback square if and only if square 23 is
a pullback square. As LModC1(Spc) is closed in P(∆)/C under pullbacks, it is
enough to check that square 22 is a pullback square in LModC1(Spc).
But under the equivalence θ square 22 corresponds to the pullback square
θ(H) //

θ(H) × ∣C∣

∣C∣ // ∣C∣ × ∣C∣.
Proposition 5.4. Let C be a genuine preadditive real ∞-category that admits
geometric realizations and D a pointed projectively generated real ∞-category
that admits geometric realizations, finite products and cotensors with C2 and
admits cotensors with S1,1 as SpcC2∗ -enriched ∞-category.
Let F ∶ C → D be a real functor that preserves geometric realizations, finite
products and cotensors with C2.
Then F is genuine excisive if the canonical lift of F to commutative monoids
in D takes values in those commutative monoids, whose underlying commutative
monoid in Du is grouplike.
Proof. We want to see that for every Y ∈ C the canonical morphism
F (Y ) → Ω1,1FΣ1,1(Y ) ≃ Ω1,1F (∣B(Y )∣) ≃ Ω1,1∣F ○B(Y )∣
is an equivalence. Set X = F ○B(Y ) ∈ rMon(D) so that X1 = F (Y ) and X0 ≃ 0.
For the definition of B(Y ) see the paragraph after the proof of Lemma 5.6.
So the claim follows from Lemma 5.3 applied to X, whose underlying monoid
in Du is grouplike as the following square commutes:
rMon(Cmon(D)) //

Mon(Cmon(Du))
≃ //

Cmon(Du)

rMon(D) // Mon(Du)
= // Mon(Du).
The right hand square commutes as both diagonals of the square are equiva-
lent when composed with the forgetful functor Mon(Du)→ Du and Cmon(Du)
is preadditive.
Corollary 5.5. Let D be as in Proposition 5.4. For every semiadditive theory
ϕ ∶ DWaldgd∞ → D the theory Ω
1,1 ○ϕ ∶ DWaldgd∞ →D → D is additive.
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Proof. By Proposition 5.4 it is enough to check that the functor DWaldgd∞
Ω
1,1
○ϕ
ÐÐÐÐ→
D → Du lifts to grouplike commutative monoids of Du. But this functor factors
as DWaldgd∞
ϕ
Ð→ D →Du
Ω
Ð→ Du and Ω lifts to grouplike commutative monoids of
Du.
Lemma 5.6. Let D be a pointed projectively generated real ∞-category that
admits cotensors with S1,1 and φ ∶ DWaldgd∞ → D a preadditive theory that
preserves geometric realizations.
Then
add(φ) ∶ DWaldgd∞ → D
preserves geometric realizations.
Proof. As D is projectively generated, we can reduce to the case that D = SpcC2∗ .
We first show that for every C ∈ DWaldgd∞ the pointed genuine C2-space
φ(S1,1(C)) has an underlying connected space.
There is a canonical equivalence φ(S1,1(C)) ≃ ∣φ○S(C)∣ as φ ∶ DWaldgd∞ → D
preserves geometric realizations.
DenoteX the underlying simplicial space of the real simplicial space φ○S(C).
Then ∣X ∣ is the underlying space of the genuine C2-space ∣φ ○ S(C)∣.
But π0(∣X ∣) = ∣π0 ○X ∣ = ∗ as the simplicial set π0 ○X has in degree zero the
set with one element (as X0 = φ(S(C)0)u ≃ ∗).
We will use the following implication of the π∗-kan konditions:
Given a fiber sequence of pointed simplicial spaces
A //

B

∗ // C
(24)
such that C is levelwise connected, the induced commutative square on geomet-
ric realizations is a fiber sequence of pointed spaces.
Set ψ ∶= φ ○ S1,1 ∶ DWaldgd∞ → Spc
C2
∗ .
We want to check that both compositions α ∶ DWaldgd∞
Ω1,1○ψ
ÐÐÐÐ→ SpcC2∗
(−)u
ÐÐ→
Spc∗ and β ∶ DWald
gd
∞
Ω1,1○ψ
ÐÐÐÐ→ SpcC2∗
(−)C2
ÐÐÐ→ Spc∗ preserve geometric realizations.
The functor α factors as DWaldgd∞
ψ
Ð→ SpcC2∗
(−)u
ÐÐ→ Spc∗
Ω
Ð→ Spc∗, the functor
β factors as DWaldgd∞
ψ
Ð→ SpcC2∗
ρ
Ð→ Fun(∆1,Spc∗)
fib
Ð→ Spc∗, where ρ sends a
pointed genuine C2-space X to the map of pointed spaces X
C2 → Xu and fib
takes the fiber.
As (−)u○ψ ∶ DWaldgd∞ → Spc∗ takes values in connected spaces, by the π∗-kan
konditions α and β preserve geometric realizations.
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5.3 The universal additive theory
So far we have seen that for every preadditive theory φ ∶ DWaldgd∞ → D the
composition add(φ) = Ω1,1 ○ ϕ = Ω1,1 ○ φ ○ S1,1 ∶ DWaldgd∞ → D is an additive
theory that preserves geometric realizations if φ does (Lemma 5.6).
In the following we will show that add(φ) is the initial additive theory
equipped with a map of theories λ ∶ φ→ add(φ).
The strategy to prove that is the following: We construct a map Σ1,1 → S1,1
of real endofunctors of DWaldgd∞ and define λ ∶ φ→ add(φ) as the composition
φ→ Ω1,1 ○ φ ○Σ1,1 → Ω1,1 ○ φ ○ S1,1.
Essentially we have to prove that λ is an equivalence if φ is already additive.
If φ is additive, by definition the first map φ→ Ω1,1 ○ φ ○Σ1,1 is an equivalence.
Consequently it is enough to check that the map φ ○ Σ1,1 → φ ○ S1,1 is an
equivalence if φ is semiadditive. For every C ∈ DWaldgd∞ the map Σ
1,1(C) →
S1,1(C) is the geometric realization of a map θ ∶ B(C)→ S(C), where B(C) is
the socalled real Bar-construction of C, a real simplicial monoid in DWaldgd∞ ,
whose real monoid structure is completely determined by its first term in the
same way as a monoid in a preadditive ∞-category is determined by its first
term. As φ preserves geometric realizations, the map φ(Σ1,1(C)) → φ(S1,1(C))
is the realization of the map φ ○ θ ∶ φ ○B(C) → φ ○ S(C) so that it is enough to
check that φ ○ θ is an equivalence. We prove this in Proposition 5.9.
Let us reflect what this means: It says that a semiadditive theory identifies
the real S-construction S(C) with the real Bar-construction B(C), i.e. splits
all levels of the real S-construction coherently.
We start with defining the real Bar-construction.
Let C be a pointed real ∞-category that admits tensors with C2 as Spc
C2
∗ -
enriched ∞-category.
For every X ∈ C we define the real Bar-construction B(X) ∈ rsC of X as the
composition of real functors
∆op
S
Ð→ Fin∗[C2]
−∧X
ÐÐ→ C.
Note that for every n ≥ 0 the set Sn has n-elements and the C2-set Sn
has the following structure: If n is even, we have Sn ≃ n2 × C2. If n is odd,
we have Sn ≃ (n−12 × C2)∐∗. So B(X)n ≃ n × X . If n is even, we have
B(X)n ≃ n2 × X̃∐X. If n is odd, we have B(X)n ≃ (
n−1
2
× X̃∐X)∐X .
Especially B(X) is a real monoid if C is genuine preadditive.
Denote rs∗C ⊂ rsC the full subcategory spanned by the real simplicial objects
Y of C with Y0 the zero object.
The unique morphism ∗ →S in FunSpcC2 (∆
op,Fin∗[C2]) gives rise to a mor-
phism σ ∶ δ → B in FunSpcC2 (C, rsC), where δ denotes the diagonal embedding,
that yields an equivalence τ ∶= ev1 ○ σ ∶ idC ≃ ev1 ○ δ ≃ ev1 ○B as S1 ≃ ∗.
As S is the quotient in rsSpc of ∆1 with ∂∆1 ≃ C2 ⊗ ∆0, for every real
simplicial space Y we have a canonical equivalence of genuine C2-spaces
maprsSpc(S, Y ) ≃maprsSpc(∆
0, Y ) ×maprsSpc(C2⊗∆0,Y )maprsSpc(∆
1, Y )
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≃ Y0 ×Ỹ0×Y0 Y1.
Especially if Y0 is the final genuine C2-space, we have a canonical equivalence
of genuine C2-spaces maprsSpc(S, Y ) ≃ Y1.
So for every X ∈ C, Z ∈ rs∗C we have a canonical equivalence of genuine
C2-spaces
maprsC(B(X), Z) ≃maprsSpc(S,mapC(X,−) ○Z) ≃mapC(X,Z1)
induced by τX ∶ X ≃ B(X)1.
Thus τ ∶ idC ≃ ev1 ○ B exhibits B ∶ C → rs∗C as fully faithful left adjoint of
ev1 ∶ rs∗C → C.
If C is genuine preadditive, for every X ∈ C the real Bar-construction B(X) ∈
rsC is a real monoid. Thus the real adjunction B ∶ C ⇄ rs∗C ∶ ev1 restricts to
a real adjunction B ∶ C ⇄ Mon(C) ∶ ev1, whose left adjoint is fully faithful and
whose right adjoint is conservative. So B is an equivalence with inverse ev1.
Let C be a genuine preadditive real∞-category that admits geometric realiza-
tions. For every X,Z ∈ C we have a canonical equivalence of genuine C2-spaces
mapC(∣B(X)∣, Z) ≃maprsC(B(X), δ(Z)) ≃maprsSpc∗(S, δ(mapC(X,Z))) ≃
map
Spc
C2
∗
(S1,1,mapC(X,Z))
that exhibits ∣B(X)∣ ∈ C as the tensor Σ1,1(X) = S1,1 ∧X of S1,1 and X.
So C admits all tensors with S1,1 as SpcC2∗ -enriched ∞-category and the real
functor Σ1,1 ∶ C → C factors as C
B
Ð→ rsC
∣−∣
Ð→ C.
For C = DWaldgd∞ composing the counit B ○ ev1 → id with the S-construction
we get a map
θ ∶ B ≃ B ○ ev1 ○ S → S
in Fun
Spc
C2
∗
(DWaldgd∞ , rs∗DWald
gd
∞ ). Taking realizations we get a map
ξ ∶ Σ1,1 ≃ ∣ − ∣ ○B
∣−∣○θ
ÐÐ→ ∣ − ∣ ○ S ≃ S1,1
in Fun
Spc
C2
∗
(DWaldgd∞ ,DWald
gd
∞ ) adjoint to a map ζ ∶ id → Ω
1,1 ○ S1,1.
Given a pointed real ∞-category D that admits cotensors with S1,1 there is
a canonical real natural transformation (Ω1,1)∗ → (Ω1,1)∗ of real endofunctors
of Fun
Spc
C2
∗
(DWaldgd∞ ,D).
So we get a real natural transformation
λ ∶ id
ζ∗
Ð→ (S1,1)∗ ○ (Ω1,1)∗ → add ∶= (S1,1)∗ ○ (Ω1,1)∗ ≃ (Ω1,1)∗ ○ (S1,1)∗
of real endofunctors of Fun
Spc
C2
∗
(DWaldgd∞ ,D).
Now we are ready to prove the following theorem:
Denote
AddD ⊂ PreaddD ⊂ FunSpcC2∗ (DWald
gd
∞ ,D)
the full subcategories spanned by the additive respectively preadditive theories
that preserve geometric realizations.
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Theorem 5.7. (Universal property)
Let D be a pointed projectively generated real ∞-category that admits geo-
metric realizations and cotensors with S1,1 and C2.
The real natural transformation
λ ∶ id→ add = (Ω1,1)∗ ○ (S1,1)∗
of real endofunctors of Fun
Spc
C2
∗
(DWaldgd∞ ,D) exhibits add ∶ PreaddD → AddD
as real left adjoint of the embedding AddD ⊂ PreaddD.
So for every preadditive theory φ and additive theory ψ the canonical map
λ ∶ φ
φ○ζ
ÐÐ→ φ ○Ω1,1 ○ S1,1 → add(φ) = Ω1,1 ○ φ ○ S1,1
induces an equivalence
mapAddD(add(φ), ψ) →mapPreaddD(φ,ψ)
on SpcC2-enriched mapping spaces.
We start with Proposition 5.8.
Proposition 5.8. Let D ∈ DWaldgd∞ and φ ∶ DWald
gd
∞ → D a real functor that
inverts γ3 ∶ S(D)3 → D̃ ×D ×D.
Denote α ∶ D̃ ×D →D the map in Waldgd∞ adjoint to the identity in Exact∞.
The composition S(D)3
γ3
Ð→ D̃ ×D ×D
α×D
ÐÐ→D ×D
⊕
Ð→D extends to a map ξ
in DWaldgd∞ for D ∈ DWald
gd
∞ .
φ identifies ξ with the map S(D)3 → D induced by the map [1] ≃ {0 → 3} ⊂
[3] in ∆hC2 .
Proof. We define the following maps in Waldgd∞ that extend to similarly defined
maps in DWaldgd∞ ∶
• β ∶ S(D)3 →D ≃ S(D)1, (X → Y → Z)↦ Z the map induced by the map
[1]→ [3] in ∆ that sends 0 to 0 and 1 to 3.
• ρ ∶ D̃ ×D → S(D)3, (X,Y ) ↦ (X → X → X ⊕ Y ) the map adjoint to the
map ρ′ ∶ D ≃ S(D)1 → S(D)3 in Exact∞ induced by the map [3]→ [1] in
∆ that sends only 0 to 0.
• θ ∶ D ≃ S(D)1 → S(D)3, X ↦ (0→X →X) the map induced by the map
[3]→ [1] in ∆ that sends 0,1 to 0 and 2,3 to 1.
The map ρ+ θ ∶ D̃ ×D×D → S(D)3, (X,Y,Z)↦ (X →X ⊕Z →X ⊕Y ⊕Z)
in Waldgd∞ is a section of γ3 ∶ S(D)3 → D̃ ×D ×D.
As φ inverts γ3, the map φ(ρ+ θ) is inverse to φ(γ3) so that φ identifies the
maps
ξ ∶ S(D)3 Ð→D,
S(D)3
γ3
Ð→ D̃ ×D ×D
ρ+θ
ÐÐ→ S(D)3
ξ
Ð→D.
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Observe that the map D̃ ×D ×D
ρ+θ
ÐÐ→ S(D)3
ξ
Ð→ D in Waldgd∞ is equivalent
to
D̃ ×D ×D
α×D
ÐÐ→D ×D
⊕
Ð→D.
We continue with Proposition 5.9 and fix the following notation:
Let C ∈Waldgd∞ and n ≥ 0. If n is even, denote γn the canonical map
S(C)n → (C̃ ×C)
n
2 , (X1 → ... →Xn) ↦
(X1,Xn/Xn−1,X2/X1,Xn−1/Xn−2, ...,Xn
2
/Xn
2
−1,Xn
2
+1/Xn
2
)
in Waldgd∞ , whose projection to the i-th factor for 1 ≤ i ≤
n
2
is adjoint to the map
S(C)n → S(C)1 ≃ C in Exact∞ induced by the map [1] → [n] in ∆ that sends
0 to i − 1 and 1 to i.
If n is odd, denote γn the canonical map
S(C)n → (C̃ ×C)
n−1
2 ×C, (X1 → ... →Xn)↦
(X1,Xn/Xn−1,X2/X1,Xn−1/Xn−2, ...,Xn−1
2
/Xn−1
2
−1,Xn+3
2
/Xn+1
2
;Xn+1
2
/Xn−1
2
),
whose projection to the i-th factor for 1 ≤ i ≤ n−1
2
is adjoint to the map
S(C)n → S(C)1 ≃ C in Exact∞ induced by the map [1] → [n] in ∆ that
sends 0 to i − 1 and 1 to i, and whose projection to the last factor is the map
S(C)n → S(C)1 ≃ C in Wald
gd
∞ induced by the map [1] → [n] in ∆
hC2 that
sends 0 to n−1
2
and 1 to n−1
2
+ 1.
The maps γn extend to maps in DWald
gd
∞ for C ∈ DWald
gd
∞ .
Proposition 5.9. Let D be a pointed real ∞-category and φ ∶ DWaldgd∞ → D a
preadditive theory.
The following conditions are equivalent:
1. φ is a semiadditive theory.
2. For every C ∈ DWaldgd∞ the real functor φ inverts
γn ∶ S(C)n → (C̃ ×C)
n
2
for n even, and
γn ∶ S(C)n → (C̃ ×C)
n−1
2 ×C
for n odd.
3. The map φ ○ θ ∶ φ ○B → φ ○ S is an equivalence.
Proof. 1. follows trivially from 2. We show that 1. implies 2.:
For n ≥ 0 we define the following maps in Waldgd∞ that extend to similarly
defined maps in DWaldgd∞ ∶
• ρ ∶ S(C)n−2 → S(C)n, (X1 → ... → Xn−2) ↦ (0 → X1 → ... → Xn−2
id
Ð→
Xn−2) the map in Wald
gd
∞ induced by the map [n]→ [n − 2] in ∆
hC2 that
identifies 0 and 1, identifies n − 1 and n, and is injective when restricted
to 1 < i < n − 1.
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• τ ∶ C̃ ×C → S(C)n, (A,B) ↦ (A → ... → A → A⊕B) the map in Wald
gd
∞
adjoint to the map δ ∶ C ≃ S(C)1 → S(C)n, A↦ (A→ ... → A) in Exact∞
induced by the map [n]→ [1] in ∆ that sends only 0 to 0.
• σ ∶ S(C)n → S(C)n−2 × C̃ ×C the map in Wald
gd
∞ , whose projection to the
first factor is the map
S(C)n → S(C)n−2, (X1 → ...→Xn)↦ (X2/X1 → ...→Xn−1/X1)
in Waldgd∞ induced by the map [n − 2]→ [n] in ∆
hC2 that sends i to i + 1
and whose projection to the second factor is the map
S(C)n → C̃ ×C, (X1 → ... →Xn) ↦ (X1,Xn/Xn−1)
in Waldgd∞ adjoint to the map
ψ ∶ S(C)n → C ≃ S(C)1, (X1 → ...→Xn)↦X1
in Exact∞ induced by the map [1]→ [n] in ∆ that sends 0 to 0 and 1 to
1.
• ξ ∶ S(D)3
γ3
Ð→ D̃ ×D ×D
α×D
ÐÐ→D ×D
⊕
Ð→D,
(A→ B → C)↦ A⊕ (C/B)⊕ (B/A)
the composition of maps in Waldgd∞ , where D ∶= S(C)n and α ∶ D̃ ×D →D
is the map in Waldgd∞ adjoint to the identity of D in Exact∞.
The map β ∶= ρ + τ ∶ S(C)n−2 × C̃ ×C → S(C)n,
((X1 → ... →Xn−2), (A,B)) ↦ (A→X1 ⊕A→ ... →Xn−2 ⊕A→Xn−2 ⊕A⊕B)
is a section of σ ∶ S(C)n → S(C)n−2 × C̃ ×C.
As next we will show that φ(σ) is a section (and so an inverse) of φ(β).
The map β ○ σ ∶ S(C)n → S(C)n, X ∶= (X1 → ... →Xn) ↦
(X1 → (X2/X1)⊕X1 → ...→ (Xn−1/X1)⊕X1 → (Xn−1/X1)⊕X1⊕(Xn/Xn−1)) ≃
δ(X1)⊕ (0→X2/X1 → ... →Xn−1/X1 →Xn−1/X1)⊕ (0→ ... → 0→Xn/Xn−1) ≃
δ(X1)⊕ ((X1 →X2 → ...→Xn−1 →Xn−1)
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X′
/δ(X1))⊕ (X/X
′)
lifts along the map ξ via the map θ ∶ D → S(D)3, X ↦ (δ(X1) → X ′ → X) in
Waldgd∞ .
θ is a section of the map ev3 ∶ S(D)3 → D ≃ S(D)1, (A → B → C) ↦ C
induced by the map [1]→ [3] in ∆hC2 that sends 0 to 0 and 1 to 3.
By Proposition 5.8 for D = S(C)n the real functor φ identifies ξ with ev3.
So we get
id ≃ φ(ev3) ○ φ(θ) ≃ φ(ξ) ○ φ(θ) ≃ φ(β) ○ φ(σ)
and φ(σ) is a section (and so an inverse) of φ(β).
Now we are ready to prove 2. by induction over n
2
≥ 0 for n even respectively
n−1
2
≥ 0 for n odd: For n = 0 and n = 1 there is nothing to show.
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Assume that 2. holds for n
2
≥ 0 for n even and n−1
2
≥ 0 for n odd.
The canonical maps
γn+2 ∶ S(C)n+2 → (C̃ ×C)
n+2
2
for n even, and
γn+2 ∶ S(C)n+2 → (C̃ ×C)
n+1
2 ×C
for n odd, factor canonically as
S(C)n+2
σ
Ð→ S(C)n × C̃ ×C
γn×C̃×C
ÐÐÐÐÐ→ (C̃ ×C)
n+2
2
for n even, and
S(C)n+2
σ
Ð→ S(C)n × C̃ ×C
γn×C̃×C
ÐÐÐÐÐ→ (C̃ ×C)
n+1
2 ×C
for n odd. So 2. also holds for n
2
+ 1 for n even and n−1
2
+ 1 for n odd.
It remains to show the equivalence between 2. and 3.:
For every C ∈ DWaldgd∞ we have a map θ ∶ B(C) → S(C) in rs∗DWald
gd
∞
unique with the property that it yields the identity C ≃ B(C)1 → S(C)1 ≃ C in
degree 1. The real functor φ sends θ to the map φ ○ θ ∶ φ ○B(C) → φ ○ S(C) in
rs∗D.
As B(C) is a real monoid in DWaldgd∞ , its image φ ○B(C) is a real monoid
in D using that φ preserves finite products and cotensors with C2.
As a map of real monoids in D is an equivalence if it gets an equivalence
after evaluation at 1 ∈ ∆, the map φ ○ θ ∶ φ ○ B(C) → φ ○ S(C) in rs∗D is an
equivalence if and only if φ ○S(C) is a real monoid in D, which is equivalent to
2. by Corollary 2.27.
Proof. Theorem 5.7
Set L ∶= add. By remark ... it is enough to show that λ ○ L ∶ L → L ○ L and
L ○ λ ∶ L→ L ○L are equivalences.
To see that λ ○ L ∶ L → L ○ L is an equivalence, it is enough to check that
for every additive theory φ the map λ ∶ φ → L(φ) is an equivalence as L(φ) is
additive by Corollary 5.5.
The map λ ∶ φ → L(φ) factors as φ → Ω1,1 ○ φ ○ Σ1,1 → Ω1,1 ○ φ ○ S1,1 as we
have a commutative square
φ ○Ω1,1 ○Σ1,1 //

Ω1,1 ○ φ ○Σ1,1

φ ○Ω1,1 ○ S1,1 // Ω1,1 ○ φ ○ S1,1.
As φ is additive, the first map φ → Ω1,1 ○ φ ○ Σ1,1 is an equivalence. By
Proposition 5.9 3. the map Ω1,1 ○ φ ○Σ1,1 → Ω1,1 ○ φ ○ S1,1 is an equivalence.
So it remains to check that (λ○L)(φ), (L○λ)(φ) are both equivalent, in other
words that the bottom and top horizontal morphims of the following composed
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commutative square are equivalent:
Ω1,1 ○ φ ○ S1,1
Ω1,1○φ○S1,1○ζ
//
=

Ω1,1 ○ φ ○ S1,1 ○Ω1,1 ○ S1,1 //
γ

Ω1,1 ○Ω1,1 ○ φ ○ S1,1 ○ S1,1
=

Ω1,1 ○ φ ○ S1,1
Ω
1,1
○φ○ζ○S1,1
// Ω1,1 ○ φ ○Ω1,1 ○ S1,1 ○ S1,1 // Ω1,1 ○Ω1,1 ○ φ ○ S1,1 ○ S1,1,
where γ is induced by the canonical map S1,1 ○Ω1,1 → Ω1,1 ○ S1,1.
The right hand square commutes as for reduced real functors F ∶ C →D,G ∶
D → E between pointed real ∞-categories C,D,E that admit cotensors with
S1,1 in the pointed sense the canonical map GFΩ1,1 → Ω1,1GF factors as
GFΩ1,1 → GΩ1,1F → Ω1,1GF and for F = Ω1,1 ∶ C → C the canonical map
FΩ1,1 → Ω1,1F is the identity.
To see that the left hand square commutes, it is enough to verify that the
square
S1,1
S
1,1
○ζ
//
=

S1,1 ○Ω1,1 ○ S1,1

S1,1
ζ○S1,1
// Ω1,1 ○ S1,1 ○ S1,1
commutes. But this square is adjoint to the commutative square
Σ1,1 ○ S1,1 //
=

S1,1 ○Σ1,1
S
1,1
○ξ

Σ1,1 ○ S1,1
ξ○S1,1
// S1,1 ○ S1,1.
We draw some conclusions from Proposition 5.9:
Denote
DWaldgd,fiss∞ ⊂ DWald
gd
∞
the full subcategory spanned by the real functors (Waldgd∞ )
op → Ŝpc
C2
that
invert the morphisms γ3 ∶ S(D)3 → D̃ ×D ×D, (A→ B → C) ↦ (A,C/B,B/A)
in Waldgd∞ for D ∈Wald
gd
∞ .
DWaldgd∞ is presentable as very large real∞-category. Observe that DWald
gd,fiss
∞
is the real accessible localization of DWaldgd∞ with respect to the morphisms
γ3 ∶ S(D)3 → D̃ ×D ×D for D ∈Wald
gd
∞ . So DWald
gd,fiss
∞ is a reflective full sub-
category of DWaldgd∞ and is especially presentable as very large real∞-category
and genuine preadditive. Moreover DWaldgd,fiss∞ is closed under sifted colimits
in DWaldgd∞ as sifted colimits commute with finite products and cotensors with
C2. Being preadditive DWald
gd,fiss
∞ is also closed under finite sums and so closed
in DWaldgd∞ under all colimits.
Denote L ∶ DWaldgd∞ → DWald
gd,fiss
∞ the real left adjoint of the embedding
DWaldgd,fiss∞ ⊂ DWald
gd
∞ . L is the universal semiadditive theory and so by Propo-
sition 5.9 the map L ○ θ ∶ L ○B → L ○ S is an equivalence.
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As L is left adjoint, we have B ○ L ≃ L ○ B so that we get a canonical
equivalence B ○L ≃ L ○ S.
After composing with geometric realization we get a canonical equivalence
Σ1,1 ○L ≃ ∣ − ∣ ○B ○L ≃ ∣ − ∣ ○L ○ S ≃ L ○ S1,1
so that the S1,1-construction localizes to the S1,1-suspension in DWaldgd,fiss∞ .
So we get the following corollary:
Corollary 5.10. We have a commutative square
DWaldgd∞
S //
L

rsDWaldgd∞
L

DWaldgd,fiss∞
B // rsDWaldgd,fiss∞
and so a commutative square
DWaldgd∞
S1,1 //
L

DWaldgd∞
L

DWaldgd,fiss∞
Σ1,1 // DWaldgd,fiss∞ .
Especially the real functor S1,1 ∶ DWaldgd∞ → DWald
gd
∞ preserves local equiv-
alences, which we view as a weak form of additivity.
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5.4 The connective real K-theory spectrum
In this section we refine real K-theory to a connective genuine C2-spectrum
(Corollary 5.18). We follow the following strategy:
Real K-theory is an additive theory KR ∶ DWaldgd∞ → Spc
C2 . So KR is
genuine excisive and lifts to monoid objects in SpcC2 , whose underlying monoid
in Spc is grouplike. We strengthen this second condition and prove that KR
actually lifts to group objects in SpcC2 (Proposition 5.16). The resulting lift
DWaldgd∞ → Grp(Spc
C2) is genuine excisive.
In a second step we show that every genuine excisive real functor DWaldgd∞ →
Grp(SpcC2) uniquely lifts to S1,1-spectra in GrpE∞(Spc
C2) defined in the fol-
lowing, in the same way as any reduced excisive functor to spaces lifts to spectra
(Proposition 5.15). Then we identify S1,1-spectra in GrpE∞(Spc
C2) with a full
subcategory of S1,1-spectra in S1 = S1,0-spectra in SpcC2 , which we identify
with genuine C2-spectra.
We start with defining the neccessary kind of spectra: Throughout this
section let V be a presentably symmetric monoidal ∞-category.
Let C,D ∈ CatV∞ and K ∈ V . Suppose that the tensor with K exists in C and
the cotensor with K exists in D.
We say that a V-enriched functor F ∶ C →D is K-excisive if for every X ∈ C
the natural map F (X)→ F (K ⊗X)K is an equivalence.
Denote
ExcVK(C,D) ⊂ FunV(C,D)
the full subcategory spanned by the K-excisive functors.
As D admits cotensors with K, also FunV(C,D) admits cotensors with K
that are computed objectwise. Moreover for everyK-excisive V-enriched functor
F ∶ C → D its cotensor with K is K-excisive. So also ExcVK(C,D) admits
cotensors with K that are computed objectwise.
Denote VK ⊂ V the smallest symmetric monoidal full subcategory containing K.
We set
PreSpVK(D) ∶= FunV(VK ,D), Sp
V
K(D) ∶= Exc
V
K(VK ,D).
For D = V we write SpVK for Sp
V
K(D) and PreSp
V
K for PreSp
V
K(D).
Denote Ω∞K ∶ Sp
V
K(D) ⊂ FunV(VK ,D) → D the V-enriched functor that
evaluates at the tensorunit of V .
We say that a V-enriched ∞-category D is K-stable if D admits cotensors
with K and the cotensor (−)K ∶ D → D is an equivalence of V-enriched ∞-
categories.
For V = SpcC2∗ endowed with the smash product and K = S
1,1 we call D
genuine stable if D is S1,1-stable.
Example 5.11. Let V be the ∞-category of pointed spaces with the smash prod-
uct and K = S1. Let C,D be pointed ∞-categories such that C admits pushouts
and D admits pullbacks.
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Then C,D are canonically Spc∗-enriched ∞-categories such that C admits
tensors with S1 given by suspension and D admits cotensors with S1 given by
loops.
In this case a reduced functor F ∶ C → D is S1-excisive if and only if it
sends suspensions to loops, which by Proposition 1.4.2.13. [4] is equivalent to
the condition that it sends pushout squares to pullback squares.
So a reduced functor F ∶ C →D is S1-excisive if and only if it is excisive.
Moreover we have a canonical equivalence SpVK(D) ≃ Sp(D), where the right
hand side denotes spectra objects in D.
If D admits also pushouts, we find by taking F to be the identity of D
respectively Dop that D is stable if and only if D is S1-stable.
Example 5.12. Let V = SpcC2∗ endowed with the smash product and K = S
1,1.
Let C be a pointed real ∞-category that admits tensors with S1,1 as SpcC2∗ -
enriched ∞-category and D a pointed real ∞-category that admits cotensors with
S1,1 as SpcC2∗ -enriched ∞-category. Let F ∶ C →D be a reduced real functor.
Then F is S1,1-excisive if and only if F is genuine excisive.
We fix the following notation:
• We write SpS1,1(D) for Sp
Spc
C2
∗
S1,1
(D) and SpS1,1 for Sp
Spc
C2
∗
S1,1
.
• We write S1,0 for the sphere S1 with trivial C2-action and standart genuine
refinement. We set S2,1 ∶= S1,1 ∧ S1,0.
• We write SpS2,1(D) for Sp
Spc
C2
∗
S2,1
(D) and SpC2 for Sp
Spc
C2
∗
S2,1
and call SpC2
the real ∞-category of genuine C2-spectra.
Note that we have canonical equivalences Sp
Spc
C2
∗
S1,0
(D) ≃ Sp(D) and
SpS2,1(D) ≃ SpS1,1(Sp(D))
of real ∞-categories.
Note that if C is small and D admits small colimits and tensors, the V-
enriched ∞-category ExcVK(C,D) ⊂ FunV(C,D) is the V-enriched localization
with respect to the set of morphisms
{lanK⊗Y (K ⊗Z)→ lanY (Z) ∣ Y ∈ C, Z ∈D}.
For example SpVK ⊂ PreSp
V
K is a V-enriched localization.
As next we prove some structural results about K-excisive functors.
Lemma 5.13. Let C,D ∈ CatV∞ and K ∈ V. Suppose that the tensor with K
exists in C and the cotensor with K exists in D.
The V-enriched ∞-category ExcVK(C,D) is K-stable.
Especially SpVK(D) is K-stable.
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Proof. We show that the V-enriched functor (−)K ∶ ExcVK(C,D) → Exc
V
K(C,D)
is an equivalence.
As the cotensor with K is computed objectwise, (−)K is equivalent to the V-
enriched functor (−)K∗ ∶ Exc
V
K(C,D) → Exc
V
K(C,D) induced by (−)
K ∶ D →D.
The V-enriched functorK⊗− ∶ C → C induces a V-enriched functor (K⊗−)∗ ∶
ExcVK(C,D) → Exc
V
K(C,D) that is inverse to the V-enriched functor (−)
K
∗ ∶
This follows from the fact that we have a canonical equivalence
(K ⊗−)∗ ○ (−)K∗ ≃ (−)
K
∗ ○ (K ⊗ −)
∗
and a canonical map id→ (−)K∗ ○ (K ⊗−)
∗ that is an equivalence.
Lemma 5.14. Let D be a V-enriched ∞-category that admits cotensors with
K.
Then D is K-stable if and only if the V-enriched functor Ω∞K ∶ Sp
V
K(D) →D
is an equivalence.
Proof. The if direction follows from lemma 5.13.
Assume that D is K-stable. Then D admits tensors with K, where K ⊗ −
is the inverse of (−)K ∶ D → D. Moreover a V-enriched functor F ∶ VK → D is
K-excisive if and only if it preserves tensors with K.
But in this case F is determined by its value on the tensorunit of V .
Proposition 5.15. Let C,D ∈ CatV∞ and K ∈ V. Suppose that the tensor with
K exists in C and that the cotensor with K exists in D.
The V-enriched functor Ω∞K ∶ Sp
V
K(D)→D induces an equivalence
ExcVK(C,Sp
V
K(D))→ Exc
V
K(C,D).
Proof. This follows from Lemmas 5.13 and 5.14 together with the fact that
the canonical equivalence FunV(C,FunV(VK ,D)) ≃ FunV(VK ,FunV(C,D)) re-
stricts to an equivalence ExcVK(C,Sp
V
K(D)) ≃ Sp
V
K(Exc
V
K(C,D)).
Proposition 5.16. The real functor Ω1,1 ○ S1,1 ∶ DWaldgd∞ → DWald
gd
∞ lifts to
a real functor
DWaldgd∞ → GrpE∞(DWald
gd
∞ ).
Proof. As commutative group objects are closed under sifted colimits and by
Lemma 5.6 the real functor Ω1,1 ○ S1,1 ∶ DWaldgd∞ → DWald
gd
∞ preserves sifted
colimits, it is enough to check that the restriction
Waldgd∞ ⊂ DWald
gd
∞
Ω1,1○S1,1
ÐÐÐÐÐ→ DWaldgd∞
lifts to commutative group objects or equivalently that for every D ∈ Waldgd∞
the real functor
ψ ∶Waldgd∞ ⊂ DWald
gd
∞
Ω
1,1
○S1,1
ÐÐÐÐÐ→ DWaldgd∞
map
DWald
gd
∞
(D,−)
ÐÐÐÐÐÐÐÐÐÐ→ SpcC2∗
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lifts to commutative group objects in SpcC2∗ using that commutative group ob-
jects are closed under limits. The real functor ψ factors as
Waldgd∞
S
Ð→ rsWaldgd∞
map
Wald
gd
∞
(D,−)∗
ÐÐÐÐÐÐÐÐÐÐ→ rsSpc∗
∣−∣
Ð→ SpcC2∗
Ω1,1
ÐÐ→ SpcC2∗
and so as
Waldgd∞
hom
Wald
gd
∞
(D,−)
ÐÐÐÐÐÐÐÐÐ→Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
∣−∣
Ð→ SpcC2∗
Ω1,1
ÐÐ→ SpcC2∗
by remark .... So it is enough to check that the real functor
Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
∣−∣
Ð→ SpcC2∗
Ω1,1
ÐÐ→ SpcC2∗
lifts to commutative group objects in SpcC2∗ .
To verify this, it is enough to show that both functors
α ∶Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
∣−∣
Ð→ SpcC2∗
Ω1,1
ÐÐ→ SpcC2∗
(−)u
ÐÐ→ Spc∗,
β ∶Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
∣−∣
Ð→ SpcC2∗
Ω1,1
ÐÐ→ SpcC2∗
(−)C2
ÐÐÐ→ Spc∗
lift to grouplike E∞-spaces. The first functor α factors as
Waldgd∞
forget
ÐÐÐ→ Exact∞
S
Ð→ sExact∞
(−)≃∗
ÐÐ→ sSpc∗
∣−∣
Ð→ Spc∗
Ω
Ð→ Spc∗
and so lifts to grouplike E∞-spaces as Ω does.
Note that Ω is not needed to produce a grouplikeE∞-space: Even the functor
ϕ ∶ Exact∞
S
Ð→ sExact∞
(−)≃∗
ÐÐ→ sSpc∗
∣−∣
Ð→ Spc∗
lifts to grouplike E∞-spaces as the composition Exact∞
ϕ
Ð→ Spc∗
pi0
Ð→ Set∗ being
equivalent to
Exact∞
S
Ð→ sExact∞
pi0○(−)
≃
ÐÐÐÐ→ sSet∗
∣−∣
Ð→ Set∗
trivially lifts to abelian groups: This functor is constant with value the con-
tractible space as for every C ∈ Exact∞ the simplicial set π0(S(C)≃) is in degree
zero the set with one element.
So it remains to check that β lifts to grouplike E∞-spaces. The functor β
factors as
Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
∣−∣
Ð→ SpcC2∗
ρ
Ð→ Fun(∆1,Spc∗)
fib
Ð→ Spc∗,
where ρ sends a pointed genuine C2-space X to the map X
C2 →Xu of pointed
spaces and fib takes the fiber of a map of pointed spaces.
Consequently it is enough to see that the functor
ζ ∶Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
∣−∣
Ð→ SpcC2∗
ρ
Ð→ Fun(∆1,Spc∗)
lifts to grouplike E∞-spaces. The composition Wald
gd
∞
ζ
Ð→ Fun(∆1,Spc∗)
ev1
ÐÐ→
Spc∗ is equivalent to the functor Wald
gd
∞
forget
ÐÐÐ→ Exact∞
ϕ
Ð→ Spc∗ that lifts to
grouplike E∞-spaces.
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The composition Waldgd∞
ζ
Ð→ Fun(∆1,Spc∗)
ev0
ÐÐ→ Spc∗ factors as
Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
(−)C2
ÐÐÐ→ sSpc∗
∣−∣
Ð→ Spc∗,
where the functor (−)C2 ∶ rsSpc∗ Ð→ sSpc∗ sends a real simplicial space X to the
composition ∆op
e
Ð→ (∆hC2)op
X
Ð→ SpcC2
(−)C2
ÐÐÐ→ Spc with e ∶ [n]↦ [n]∗ [n]op the
edgewise subdivision.
So it is enough to check that the composition
Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
(−)C2
ÐÐÐ→ sSpc∗
∣−∣
Ð→ Spc∗
pi0
Ð→ Set∗
being equivalent to the composition
Waldgd∞
S
Ð→ rsWaldgd∞
ι
Ð→ rsSpc∗
(−)C2
ÐÐÐ→ sSpc∗
pi0
Ð→ sSet∗
∣−∣
Ð→ Set∗
lifts to abelian groups.
The functor Waldgd∞
ι
Ð→ SpcC2∗
(−)C2
ÐÐÐ→ Spc∗ factors as Wald
gd
∞
H
Ð→ Cat∞∗
(−)≃
ÐÐ→
Spc∗. The cartesian structure on C gives rise to a symmetric monoidal struc-
ture on Hlax(C) that restricts to H(C) and yields the E∞-space structure on
H(C)≃ ≃ ι(C)C2 .
For α,β ∈ Hlax(C) lying over A,B ∈ C their tensorproduct is the sum in
the E∞-space H
lax(C)A⊕B of the pullbacks of α ∈ Hlax(C)A along the first
projection A ⊕ B → A respectively β ∈ Hlax(C)B along the second projection
A⊕B → B.
For every C ∈Waldgd∞ with Y ∶= (ι○S(C))
C2 ∈ sSpc∗ we want to see that the
geometric realization of the simplicial commutative monoid π0 ○Y is an abelian
group. The geometric realization of π0 ○Y is the coequalizer K of commutative
monoids (which of course is computed in sets) of the source and target maps
π0(Y1)→ π0(Y0).
Let ϕ ∈ Y0 ≃ H(C)≃ lying over X ∈ C. The additive inverse −ϕ of ϕ in
Hlax(C)X ≃mapC(X,X
∨)hC2 belongs to H(C)≃ ≃ Y0.
We claim that ϕ ∈ Y0 and −ϕ ∈ Y0 get inverse to each other in the coequalizer
K.
To prove this, we use the following observation: There is a ψ ∈ H(S(C)2)
lying over the cofiber sequence X
δ
Ð→X⊕X
ϕ+(−ϕ)
ÐÐÐÐ→X∨ in C with δ the diagonal,
and lying over the map
Z ∶= (X
δ
Ð→X ⊕X
ϕ+(−ϕ)
ÐÐÐÐ→X∨) → Z∨ ∶= (X
(ϕ,−ϕ)
ÐÐÐÐ→X∨ ⊕X∨
+
Ð→X∨)
in S(C)2 that is the identity on the boundary and the map ϕ ⊕ (−ϕ) in the
middle. Moreover the map [1] → [2] in ∆hC2 sending 0 to 0 and 1 to 2 yields
a functor H(S(C)2)→H(S(C)1) ≃H(C) that sends ψ to the tensorproduct of
ϕ and −ϕ in H(C) or in other words their sum in the E∞-space Y0 ≃H(C)≃.
The map [3] → [2] in ∆hC2 that sends 0 to 0 and 1,2 to 1 and 3 to 2 gives
rise to a map H(S(C)2)
≃ →H(S(C)3)
≃ ≃ Y1 that sends ψ to an object ψ′.
The source and target maps Y1 → Y0 send ψ
′ to the sum of ϕ and −ϕ in Y0
respectively to 0.
Also compare with the proof of [8] Proposition 5.8 in the stable setting.
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Theorem 5.17. The real functor Ω1,1 ○ S1,1 ∶ DWaldgd∞ → DWald
gd
∞ lifts to a
real functor
DWaldgd∞ → SpS2,1(DWald
gd
∞ )
that takes values in connective S2,1-spectra, i.e. in SpS1,1(GrpE∞(DWald
gd
∞ )).
Proof. By Proposition 5.16 the additive theory DWaldgd∞ → DWald
gd
∞ uniquely
lifts to an additive theory DWaldgd∞ → GrpE∞(DWald
gd
∞ ) and so by Proposition
5.15 uniquely lifts to an additive theory
ψ ∶ DWaldgd∞ → SpS1,1(GrpE∞(DWald
gd
∞ )).
The colocalization GrpE∞(DWald
gd
∞ )⇄ Sp(DWald
gd
∞ ) yields a colocalization
PreSpS1,1(GrpE∞(DWald
gd
∞ ))⇄ PreSpS1,1(Sp(DWald
gd
∞ ))
that induces an adjunction
SpS1,1(GrpE∞(DWald
gd
∞ ))⇄ SpS1,1(Sp(DWald
gd
∞ )) = SpS2,1(DWald
gd
∞ )
on local objects. Composing the left adjoint with ψ we get a real functor ϕ ∶
DWaldgd∞ → SpS2,1(DWald
gd
∞ ).
By Lemma 5.3 for every X ∈ DWaldgd∞ the image of ψ(X) in
SpS1,1(GrpE∞(DWald
gd
∞ )) ⊂ PreSpS1,1(Sp(DWald
gd
∞ ))
belongs to SpS1,1(Sp(DWald
gd
∞ )).
So we have Ψ(X) ≃ ψ(X) ∈ SpS1,1(GrpE∞(DWald
gd
∞ )) so that Ψ lifts Ω
1,1 ○S1,1.
Corollary 5.18. The real functor KR ∶ DWaldgd∞ → Spc
C2 lifts to a real functor
KR ∶ DWaldgd∞ → Sp
C2
that takes values in connective genuine C2-spectra, i.e. in SpS1,1(GrpE∞(Spc
C2)).
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