Abstract-The geometric warps of a rigid planar object can be represented by a projective Lie group The Riemannian map and its inverse map play an important role in designing an efficient algorithm to compute the Riemannian mean on special linear group. This mean is the key to constructing the Lie group normal distribution which is an important prior when using the Bayes statistical reference rule in the planar target recognition. In order to solve the problem that the inverse map of Riemannian map on special linear map based on Cartan decomposition has not a closed formula, we define a new Riemannian map and get its inverse map in terms of the polar decomposition theorem. Then we propose a stable algorithm to compute the mean on special linear group and give a simple target recognition experiment to show that it is helpful to improve success recognition rate if utilizing the transformation group prior.
INTRODUCTION
Automated target recognition is often considered as the matching problem based on some metric rules [1] , such as the local or global feature, vision invariant and deformation template. However, the target recognition problem should be studied better from the statistical view in terms of probability.
How to deal with the geometric deformation is one of challenges for target recognition. For the same object, we can get the images with different geometric shapes when the camera is placed in different location or imaged from the different views. It is proved that the projective transformation can accurately describe the relationship between the images when the camera or the object moves in the space [2] (See Figure 1) . It is always difficult to study the target recognition based on the projective transformation for its higher nonlinearity. Therefore, researchers proposed some methods based on the linear affine transformation which is roust to projective geometric deformation in some extent [3] . Recently, researchers presented a novel concept on the unlimited projective invariant moment [4] which is a breakthrough for target recognition. However ， all these methods did not consider that how the projective transformation distribution affects the target recognition performance. In statistical reference based on the full Bayes rule for target recognition, the Riemannian mean plays an important role in constructing the prior, namely the Lie group normal distribution. Riemannian Karcher mean [5] is always defined as the point minimizing the following metric dispersion.
When distributions are limited to a sufficiently small region of a Riemannian manifold, it can be shown that a unique mean must exist in the restricted region. Till now the Riemannian mean on one manifold who has special mathematical structure has been considered seriously, such as the sphere manifold ) ( S n [6] , the special orthogonal group ) R , ( SO n [7] , the special Euclidean group SE( , R) n [8] , the Grassmann manifold ( , ) G n p [9] , and the symmetric positive manifold ) R , ( Sym n + [10] , which have been respectively applied to data smoothing and interpolation, statistical reference and shape analysis, rigid target and S(n) [11] . However, for the noncompact Lie group ) R , 3 ( SL , the Riemannian exponential map at the identity is usually differently from the Lie group exponential map. Moreover, the inverse map of the Riemannian map does not have the closed analytic formula, which will give a lot trouble in studying the Riemannian mean. Although we can resolve it by use of the least square iteration method, it increases the computing complexity because of the need of computing the inverse map during each iterative step.
The contribution of our paper is to propose a new definition for the Riemannian map and obtain its inverse map in term of the matrix polar decomposition theorem. Once computing the Riemannian mean on the special linear group, we will give some planar target recognition examples to demonstrate the importance of the prior of the Lie group normal distribution on improving target recognition II. PROBLEM STRATEMENT We begin to study the target recognition under the following gray constant assumption. After building the proper coordinate system on the image plane, the relationship between the two images ) (X I and )) ; ( ( 
is the projection transformation between the two images, and 
After normalizing (4), namely let 1
, we get the special linear group who is not only a noncompact group but also a 8-dimensional manifold. Its Lie algebra is isometric to the tangent space
The basic vectors of the Lie algebra (3, ) sl R is as follows 
Suppose we want to distinguish between N planar rigid objects. The input we are given is a picture of an object imaged from an unknown direction. Thus the image I should be obtained form the original by some projection transformation T . Let M be the model, in other words, one of the objects, from Bayes rule we get
where
is the likehood probability which expresses the fitness metric between the image and real scene. So thus to be fully Bayesian, we need to know )
, that is a distribution on the special linear group.
III. MATHEMATICS BACKGROUND
The tools used here come primly from Lie group and Riemannian geometry. To enable further discussion, we need to take a small detour into geometry on them. Further information can be found in [12] and [13] .
A. Lie group exponentia map
A Lie group is a group endowed with the smooth manifold structure. The tangent space at the identity element e (T , It is well known that there exists a bi-invariant Riemannian metric on a compact Lie group and the geodesics at the identity element e are one-parameter subgroups. Therefore, the Riemannian exponential map at the identity defined by the bi-invariant Riemannian metric agrees with the Lie group exponential map. However, for noncompact Lie group, the Riemannian exponential map at the identity is usually different from the Lie group exponential map.
IV. MEAN BASED ON A NOVEL RIEMANNIAN MAP

A. Riemannian map based on Cartan decomposition
The Chinese mathematician Wang H.C. proposed the following conclusion [14] . Let G be a connected semi-simple Lie group, 
where e = ) 0 ( γ , s is the arc parameter. Therefore, the Riemannian map at the identity may be defined as
For the special linear group, let sl(3, R) X ∈ , then the Lie algebra Cartan involution is
The corresponding Cartan decomposition is
Therefore, the Riemannian map at the identity is
Here the norm of is just is the Frobenius norm.
Unfortunately, the inverse map of Riemannian map (16) has not the closed analytic formula, which gave a lot trouble in designing the Lie group distribution
B. A novel Riemannian map
Now we change the definition of the Riemannian map into (15) and can obtain a simple approach to compute its inverse map.
For the special linear group ) R , ( SL n , we will have 
, and D is a diagonal matrix with the positive elements. Then we can compute the Riemannian map as follows
What should be emphasized is that the orthogonal matrix T UV can be computed in terms of the following formula [15] ) ( sin 2 log 
C. Riemannian mean and covariance
By use of the Taylor formula on Riemannian normal coordinate system 
We can obtain the following iterative rule
The error in this approximation is larger when points are far from the identity. Thus we left-multiply all points by the inverse of the mean so that the mean is move to the identity. Now we compute the mean of these residual points and combine this with mean to get a new approximation o the mean. This process is repeated until the mean of the residual is sufficiently near the identity If we have the mean, we can compute the covariance matrix. First we should design a map that takes ) , 3 ( R sl g ∈ to its representation according to the basis vector (6) . In this paper, we adopt the following f 
are the coefficients of linear representation with the basis vector (6).
Therefore, the covariance matrix is
where ( 1, , ) i x i n = are the points on Lie algebra after equalization. Now we summarize the algorithm to compute the Riemannian mean and covariance on SL(3,R) as follows.
Algorithm
Input： 1 2 , , ,
Output：Riemannian mean μ and covariance Σ
We see a set of images of a wooden box with their average view chosen by our algorithm highlighted (See Figure 2) . Because the geometric deformation is not large, we can obtain the optimum transform matrix between the images in terms of the ESM registration algorithm [17] . The following experiment is to recognize the three models of the same tong but open to three different angles from a single image. Each one of the models was imaged from different directions. We obtain 300 images for each angle containing the training set of 250 images and the test set of 50 images (See Figure 3) . The recognition stage was implemented according to the following method. First, because now the geometric warps of the object is larger, we can obtain the optimum transform matrix between points of interest found by the Lowe's feature detector [18] The experimental results in the Table 1 show that the fitting error performs poorly, even worse than only utilizing the normal distribution on 8 R . The reason for this is that the projective transformation has many degrees, especially the high nonlinearities of parameters. When we use only the distribution knowledge, the recognition rate using the Lie group knowledge is 0.4128, which is better than that of 0.3035 when only using the normal distribution on 8 R . However, when combining the fitting error with the group distribution the recognition rate are 0.3576 and 0.5424 respectively. Especially the latter outperforms all other models. This contrived but not trivial target recognition experiment shows that it is helpful to improve success recognition rate when utilizing the transformation group prior. Only in their correct space of the parameters considered, can we describe the distribution probability of the parameter data. It is necessary to develop the statistics on manifold for pattern recognition and computer vision.
VI. CONCLUSION
We present a new definition for the Riemannian map in order to obtain the closed analytic formula of its inverse map.
This definition can help us to design an efficient algorithm for computing the Riemannian mean which plays an important role in the constructing the new Lie group distribution. Applications of this important prior to improve the recognition rate are shown in the experiment.
