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Abstract
Semantic inference is essential to natural language understanding. There are two different traditional ap-
proaches to semantic inference. The logic-based approach translates utterances into a formal meaning rep-
resentation that is amenable to logical proofs. The vector-based approach maps words to vectors that are
based on the contexts in which the words appear in utterances. Real-valued similarities are used in place
of logical inferences. We introduce the notion of the visual denotation of an utterance, which is the set of
images that it describes. This notion borrows the abstract concept of a denotation of an utterance as the set of
possible worlds in which the utterance is true from the logic-based approach, and instantiates possible worlds
as images. In this dissertation, we also show how visual denotations can be created for descriptions of ev-
eryday entities and events. Additionally, we demonstrate that visual denotations can be used as a new model
of semantic similarity, and that this model is better at identifying entailment relations between descriptions
of images than traditional distributional similarities. In order to do this, we create an image caption corpus
consisting of captions and images depicting everyday actions. This corpus has a number of useful features
that would assist in investigating everyday events and the different ways in which they can be described. We
use the captions in the corpus as the starting point for producing caption fragments with larger visual deno-
tations. We accomplish that by creating a denotation graph, a subsumption hierarchy over the captions that
links captions and the images that depict them, that also allows for the visualization and navigation of the
image caption corpus in an intuitive manner.
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Chapter 1
Introduction
Semantic inference is essential to natural language understanding. The logic-based approach to semantic
inference translates utterances into a formal meaning representation that is amenable to logical proofs. We
borrow the abstract concept of a denotation of an utterance as a set of possible worlds from the logic-based
approach and construe an image as the instantiation of a possible world, in order to define the concept of
the visual denotation, in which a caption is mapped to the set of images that depict it. This gives us a
new way of looking at the semantics of captions, which we place within the context of traditional truth
conditional semantics. We then describe four different contributions that allow us to generate and make use
of visual denotations. First, we create an image caption corpus consisting of captions that describe an image.
Second, we define the notion of visual denotations, linking captions and the images that depict them, as a
means of instantiating traditional semantic denotations. Third, we introduce the concept of the denotation
graph, which forms a subsumption hierarchy over the captions and links them to their visual denotations.
Using the denotation graph, we demonstrate a method of generating new captions and estimating their visual
denotations. Finally, we use the fact that different captions can have shared images in their visual denotations
to calculate the similarity between captions. This chapter outlines our approach, and describes the layout of
the rest of this dissertation.
1.1 Motivation
The ability to draw inferences from text is a prerequisite for language understanding. But many inferences
that seem completely natural to people require a great deal of commonsense world knowledge. However,
these inferences are what makes it possible for even brief descriptions of everyday scenes to evoke rich
mental images. For example, we would expect an image of people shopping in a supermarket to depict aisles
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of produce or other goods, and with the exception of cashiers, customers in wheelchairs or young children in
strollers or shopping carts, we would expect most of these people to be standing or walking around.
The aim of this dissertation is to present the concept of a visual denotation, a new method of representing
the meaning of words, phrases, and sentences in terms of the set of images that depict them. We demonstrate
the utility of visual denotations in the domain of everyday actions and events, and in the process take the first
steps towards the induction of an ontology of everyday actions and events. In contrast to most work in natural
language processing, we do not work with text alone, but with a corpus of image captions that are paired with
the image they describe. We exploit the fact that each image is paired with multiple independently generated
captions to infer correlations among different descriptions of the same situation. By looking at how the visual
denotations of two different captions overlap, we identify related actions and entities in everyday events that
an ontology should capture.
There is a great deal of information that exists in text form. Utilizing that information and drawing
inferences from it, is a prerequisite for natural language understanding. However, many inferences require a
great deal of background knowledge. This can be observed when reading any informative text. The author of
the text has a particular audience in mind as they write, and assumes that any reader will have some level of
background knowledge. Without that background knowledge, the text can be confusing and understanding
the information presented may be impossible until either the missing background knowledge is acquired, or
assumptions that can take the place of background knowledge are made. Computers are not exempt from this
problem, and lack the requisite background knowledge about the world that is needed to properly comprehend
a text. A large part of this background knowledge is knowing when two things are similar or are related. For
example, in the music domain it could be very helpful to know that violins are part of a string section.
One way this can be expressed is by using a similarity metric that states that violins and string sections are
very similar things. In order to calculate a similarity, words are typically represented as either the collected
statistics of the contexts that they appear in or as logical propositions that hold in possible worlds in which
they are true. Treating words as collected statistics allows them to be mapped to distinct points in a high
dimensional space. From there, distance metrics can be used to calculate the similarity between words. But,
by mapping all occurrences of a word to the same distinct point, we lose a sense of how many different
contexts a word occurs in. For example, person might occur in very many different contexts. However, in
order to collapse person into a single point, we would perform some sort of averaging over those contexts.
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Treating words as logical propositions that hold in a set of possible worlds avoids this, by representing words
using different sized sets of possible worlds. The price of this is that it is much more difficult to calculate the
similarity between words. To do so, it is necessary to calculate the intersection between the possible worlds
of two different words.
1.2 Thesis
In this dissertation, I define the concept of the visual denotation of a caption as the set of images that depict the
caption. I demonstrate that visual denotations can be used as a new model of semantic similarity, and that this
model is better at identifying entailment relations between descriptions of images than standard distributional
similarities that are commonly used in NLP. Furthermore, I demonstrate that these visual denotations can be
generated over a wide range of domains. In order to do this, I create an image caption corpus consisting
of captions and images depicting everyday actions. This corpus has a number of useful features that would
assist in investigating everyday events and the different ways in which they can be described. I use the
captions in the corpus as the starting point for producing caption fragments with larger visual denotations.
To accomplish this, I create a denotation graph, a subsumption hierarchy over captions that links them to the
images that depict them, and that also allows for the visualization and navigation of the image caption corpus
in an intuitive manner.
1.3 Contributions
This disseration presents four main contributions: the image caption corpus, the concept of visual denotations,
the denotation graph, and denotational similarities.
Image Caption Corpus The image caption corpus consists of 31,783 images, each with five independently
generated captions. As an image caption corpus it improves on existing image caption corpora in two ways.
First, because our annotators were unaware of the context surrounding the image, our captions actually de-
scribe the contents of the image. This gives us captions such as “Three people setting up a tent.”, rather than
a caption like “Summer vacation in the Olympic Peninsula.”, which instead assumes that the reader can see
the image and provides further details about the context surrounding the image. Second, the images in our
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A butcher cutting an animal to sell.
A green-shirted man with a butcher’s apron uses
a knife to carve out the hanging carcass of a cow.
A man at work, butchering a cow.
A man in a green t-shirt and long tan apron hacks
apart the carcass of a cow while another man
hoses away the blood.
Two men work in a butcher shop; one cuts the
meat from a butchered cow, while the other hoses
the floor.
Figure 1.1: An image with five captions from our corpus
corpus have events occurring in them. This gives us captions with a much wider variety of verbs being used
to describe the actions going on in the image. Instead of stand, sit, or pose being used to describe people,
we end up with many different verb phrases being used, such as play violin, play football, run, throw, catch,
speak, talk on phone, and so forth. As a result, our corpus contains a large number of descriptions of everyday
events.
Because each annotator describes the contents of the image, and each of the images has an event to
describe, we end up with multiple independent descriptions of an event. These captions describe events at
different levels of granularity. Figure 1.1 provides an example of an image from our collection and its five
captions. One of the captions describe the events in terms of the motions the butcher is making, using the
verb cutting. Another three captions describe the events in terms of what the cutting is trying to accomplish,
using phrases such as hacks apart, carve, or cuts the meat from. The last caption describes the overall
situation, using the term butchering. Thus, our corpus also provides a great deal of information in the form
of connections between different levels of event granularity.
Visual Denotations The denotation of a (declarative) sentence is the set of possible worlds (or situations)
in which it is true. We define the visual denotation of a caption over the image set I to be the set of images in
I that depict the caption. If we view an image as either a representation or instantiation of a possible world,
the visual denotation over the set of all possible images is the obvious image equivalent of a denotation.
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Figure 1.2: The overlapping visual denotations of skateboard and do ollie.
5
A major advantage of denotations over standard distributional features is that a word’s denotation de-
scribes all of the contexts in which the word holds, while a word’s distributional features describe the average
context in which it occurs. This allows us to use denotations to identify entailment relations via subsets. For
example, consider the words walk and wade. The denotation of walk is a superset of wade, since anyone
who is wading is also walking. However, using distributional features, the best we can hope for is to identify
that walk and wade are similar words, because they both have a similar average context. Visual denotations
retain this advantage, with the added advantage of being much easier to work with. In order to identify that
the denotation of wade is a subset of walk, a typical approach might be to check the emptiness of walk and
wade, not walk and wade, and walk and not wade. With visual denotations, we only have to check if all of the
images in the visual denotation of wade appear in walk. Figure 1.2 demonstrates a similar situation with the
the visual denotations of skateboard and do ollie. From this, we can determine that someone who is doing an
ollie is always skateboarding, but skateboarding can involve more activities than just doing ollies.
Denotation Graph We introduce the denotation graph, a graph that forms a subsumption hierarchy over
captions. Additionally, the graph links captions with the images that depict them by taking advantage of the
subsumption relations between captions. We start off with a very sparse denotation graph, by taking the image
caption corpus and linking each caption to the image it was written for. We then increase the density of the
graph and the number of captions by generating new captions from the existing ones. We generate the new
captions by taking an existing caption, and dropping one or more details. We ensure that the dropped details
mean that the new caption is a generalization of the old caption, and therefore the visual denotation of the new
caption is a superset of the visual denotation of the old caption. This maintains the subsumption hierarchy,
and allows us to add all of the images in the visual denotation of the old caption to the visual denotation of the
new caption. Because the new captions are more generic, and our image corpus does contain multiple images
of the same subject matter, we eventually end up with general captions that are depicted in multiple images
in our corpus. Figure 1.3 depicts part of the denotation graph. Each of shave carrot, shave beard, and shave
person are produced by one or more captions. The visual denotation of each consists of all of the images
of the captions that produced them. The string shave can be produced from shave carrot, shave beard, and
shave person, and its visual denotation includes all of the images in the visual denotations of the strings that
produce it.
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shave carrot

shave beard

shave person

Man in khaki pants shav-
ing carrots.

Two men shave their
beards with razors as a
woman watches.

An elderly man is shav-
ing another elderly man
with a straight razor.

Figure 1.3: Part of the denotation graph involving shaving.
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Additionally, the subsumption hierarchy provides an intuitive method of navigating the image corpus.
Captions describing basic entities (such as adult) and basic events (such as run) form the roots of the graph,
and edges lead to more specific captions. Thus, we can navigate the image caption corpus by starting with
a general description, identifying images that fit the description, and then digging further into the corpus
by adding details to our general description. Furthermore, it allows us to easily answer questions about the
contents of our corpus, for example, counting the number of images of adults versus images of children, and
identifying if the two groups engage in different activities. Figure 1.3 also demonstrates how the denotation
graph can be used to navigate the image caption corpus. Starting from the shaving event, we can add addi-
tional details, such as what is being shaved (shave beard, shave carrot, shave person), and eventually work
our way down to an original caption.
Denotational Similarities Finally, we use our visual denotations to produce two new denotational similar-
ity metrics, one based on point-wise mutal information (PMI) and the other based on conditional probabilities.
In chapter 4 we show that the two denotational similarities perform better on an approximate entailment task
than more traditional distributional similarities. We manually examine pairs of words identified as being sim-
ilar by either metric, and determine that both metrics are capturing different and valuable relations between
captions.
1.4 Outline
In the second chapter, we describe the image corpus and how it was constructed. We focus on the steps
necessary to acquire images that will produce good captions and to filter out bad annotators. Additionally
we present a method of performing entity co-reference, the task of determining when two noun phrases from
different captions describing the same image refer to the same entity or event. We also examine a number of
methods of obtaining judgments as to when a caption describes an image. In the third chapter, we describe the
visual denotations, the denotation graph, and the string reductions used to build the graph. We also describe
the current limitations of the graph that exist due to the heuristics used in its construction. In the fourth
chapter, we present two approaches to using visual denotations to calculate similarities, and then compare
their performance against more traditional similarity metrics in an approximate entailment task.
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Chapter 2
Image Caption Corpus1
In this chapter, we describe the image caption corpus and the process of building it. The image caption corpus
consists of 31,783 images of everyday events, each with five independently generated captions. This corpus
serves multiple purposes: we can use it for sentence based image search and description (Farhadi et al.,
2010), it can be used to judge the salience of objects in the image, it can be used for training an automated
caption generation system, and it can be used in paraphrase detection tasks. Because of the way the corpus
was constructed, it has several advantages over other comparable corpora.
1. It links images and their descriptions. This link can be used to investigate both image search based on
natural language statements of what the image depicts and the automatic generation of image captions.
2. It contains a large set of descriptions of everyday events. This can be used to as a knowledge base for
acquiring general real world knowledge.
3. It contains a large number of sentences that describe the same events at different levels of granularity.
This can be used to build an event ontology that identifies when one event is a sub-event of another.
4. It contains a great deal of information about what people find to be salient within an image. This could
be used to investigate what people identify as being important in a given situation.
2.1 Other Image-Caption Corpora
While there is no dearth of images that are associated with text available online, we argue that most of this
text is not suitable for our task. Some work, notably in the natural language processing community, has
1Material in this chapter is reprinted from the jointly authored work Hodosh, Young, and Hockenmaier (2013), “Framing Image
Description as a Ranking Task: Data, Models and Evaluation Metrics,” Journal of Artificial Intelligence Research, 47, 853-889.
9
BBC captions  
(Feng and Lapata 2010)
 SBU Captioned Photo Dataset (Flickr)
(Ordonez et al. 2011)
 IAPR-TC12 data set 
(Grubinger et al. 2006)
Consumption 
has soared as 
the real price of 
drink has fallen
AMD destroys 
central vision
At the Downers Grove 
train station (our condo 
building is in the 
background), on our 
way to the AG store in 
Chicago.
 I don't chew up the couch 
and pee in the kitchen 
mama!
a blue and white airplane is standing on a grey airport; 
a man and red cones are standing in front of it and two 
red-dressed hostesses and two passengers are directly 
on the stairs in front of the airplane; a brown landscape 
with high dark brown mountains with snow-covered 
summits and a light grey sky in the background;
Figure 2.1: Other data sets of images and captions (Hodosh et al., 2013).
focused on images in news articles (Feng and Lapata, 2008, 2010). However, images are often only used
to illustrate stories, and have little direct connection to the text (Figure 2.1, left). Furthermore, even when
captions describe the depicted event, they tend to focus on the information that cannot be obtained from
the image itself. Similarly, when people provide captions for the images they upload on websites such as
Flickr (Figure 2.1, center), they often describe the situation that the images were taken in, rather than what is
actually depicted in the image. That is, these captions often provide non-visual or overly specific information
(e.g., by naming people appearing in the image or the location where the image was taken). There is a simple
reason why people do not typically provide the kinds of generic conceptual descriptions that are of most use
for our purposes: Gricean maxims of relevance and quantity (Grice, 1975) entail that image captions that
are written for people usually provide precisely the kind of information that could not be obtained from the
image itself, and thus tend to bear only a tenuous relation to what is actually depicted. Or, to state it more
succinctly, captions are usually written to be seen along with the images they accompany, and caption writers
may not wish to bore other readers with the obvious.
Ordonez et al. (2011) harvested images and their captions from Flickr to create the SBU Captioned Photo
Dataset, but had to discard the vast majority of images because their captions were not actually descriptive.
Further analysis of a random sample of 100 images of their final data set revealed that the majority (67/100) of
their captions describe information that cannot be obtained from the image itself (e.g., by naming the people
or locations appearing in the image), while a substantial fraction (23/100) only describe a small detail of the
image or are otherwise just commentary about the image. Examples of these issues are shown in Figure 2.1
(center). This makes their data set less useful for the kind of image understanding we are interested in: unless
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they refer to specific entities one may actually wish to identify (e.g., celebrities or famous landmarks that
appear in the image), proper nouns are of little help in learning about visual properties of entity types unless
one can infer what kind of entity they refer to.2 The IAPR TC-12 data set (Grubinger et al., 2006), which
consists of 20,000 photographs is potentially more useful for our purposes, since it contains descriptions
of “what can be recognized in an image without any prior information or extra knowledge.” However, the
descriptions, which consist often of multiple sentences or sentence fragments, have a tendency to be lengthy
(average length: 23.1 words) and overly detailed, instead of focusing on the salient aspects of the photograph.
For example, in the photo of an airplane in Figure 2.1 (right), the ‘two hostesses’ are barely visible but
nevertheless described in detail.
2.2 Image Collection
2.2.1 Desiderata
When we collected images, we had two primary goals. First, that the annotators would produce interesting
captions, which meant that the annotators would describe what the entities in the image were doing, as well
as what the entities in the image were. Second, that the annotators would describe the same entities and
events, while describing them in different ways. We wanted the different descriptions to be due to entities
being described in different levels of detail (hiker versus man versus person) and events being described at
different levels of granularity (hold racket versus swing racket versus play tennis). Taken together, these goals
mean contain captions that described the events depicted in the images we selected, that these events would
be the same set of events for each caption of the same image, and that these events would be described from
different points of view. In order to achieve this, we had four requirements for each image:
1. Each image has a central subject. This could either be a single individual or a group of entities inter-
acting with each other. This requirement guarenteed that each annotator starts out by describing the
central subject.
2. Each image has an action being performed by the central subject. If the central subject was X, then
2The data set of Ordonez et al. (2011) also differs significantly in content from ours: while our collection focuses on images of
eventualities, i.e. people or animals doing something, the majority of Ordonez et al.’s images (60/100) do not depict people or animals
(e.g., still lifes, landscape shots).
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the image would have to be describable as X Ying or X doing Y. Furthermore, we tried to ensure that
Y was interesting, in that it was not simply stand, sit, or rest. Although we wanted some instances of
standing, sitting, and resting, we did not want those events to dominate the corpus. This requirement
meant that annotators were far more likely to describe what was going on in the image, instead of just
describing what was in the image.
3. For each image, the central subject should be clearly identifiable. For example, an image where it was
too dark to determine what was going on, an overly blurry image, or an image where the environment
(such as smoke or fog) obscured too many details would be unsuitable for our corpus. This requirement
meant that annotators were much more likely to present us with a single interpretation of the image.
It also meant that differences in the descriptions of a single image were due to the different levels of
specificity or annotators being unfamiliar with the subject matter (for example, misidentifying cricket
as baseball), and not because the annotators were presented with an unclear image.
4. Each image should not have any obvious photoshop effects, watermarks, or be monochromatic. This
requirement makes the annotators describe the contents of the image itself, rather than describe how
the image was manipulated, how it had some very visible text that was not part of the scene, or how it
was black and white or sepia toned.
5. Images should be from different events. For example, we do not want all of our football images
to come from a single game. If there are multiple images from the same event, they should depict
different actions or be temporally separated as much as possible. This requirement means that if we
have multiple images of the same type of action or event, they will be over a variety of situations.
The result of the requirements is that the annotators all initially described the same entities and events
in the image, that differences in their descriptions were primarily due to different word choice or level of
specificity, and that the annotators focused on the entities and events in the image, and not the image itself.
2.2.2 Collecting the Images
We collected our images from Flickr. For the most part, this handled our requirement that each image have
a central subject. The Flickr images we collected were from pictures taken by people. Typically, people take
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pictures of something: a particular entity or event which formed the central subject of the image, and whose
salience was emphasized by being the focus of the image. We used two different search methods to find
images on Flickr: keyword search and group search.
For keyword search, we searched for subject-verb pairs. For subjects, we used man and woman, and
for verbs we picked a variety of verbs that covered common, everyday events. Searching in this manner
allowed us to find images that depicted particular types of events, but required a great deal of filtering in
order to pick out images that actually depicted an event. For group searches, we searched for groups devoted
to street photography, working images, and sports. We also used a group consisting of images of actions
that were used as illustrations when teaching English. Groups tended to have a much higher percentage of
usable images. However, they were unable to provide us with images depicting a specific event, and tended
to have much smaller pools of images. In both cases, targeted searching was not enough to ensure that all of
the images retrieved depicted events. Further manual filtering was needed.
After selecting images, a second round of filtering was used, where each image was quickly checked for
photo manipulation, watermarks, monochromaticness, and lack of clarity. Finally, in order to remove images
of the same event, the timestamps of images taken by the same user were compared. If they were within
five minutes of each other, both images were flagged, and then all of the flagged images were checked for
duplicate or very similar images. If multiple images were determined to be of the same event, a representative
sample was chosen. An image either had to depict a different event than or be visually different from the other
images of the same event.
2.3 Annotation
2.3.1 Pre-filtering the Workers
For the process of pre-filtering workers, we used two different approaches. First, we used a qualification test
that tested the annotator’s spelling, grammar, and ability to identify good captions. The spelling mistakes
were taken from commonly misspelled words from our previous annotation efforts. For each of the fifteen
spelling questions, the users were asked to determine if a particular sentence contained an incorrectly spelled
word or an incorrectly used word. The grammar mistakes were taken from grammar exercises for English
as a Second Language students, as well as a couple common mistakes from previous annotation efforts. For
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each of the fifteen grammar questions, the users were asked to determine if a particular sentence had any
grammatical errors. Finally, for the caption identification questions, ten images with a good and bad caption
from our previous annotation efforts were chosen, and the users had to select the good caption. Bad captions
did not meet one of the criteria we set up for the captions: that the caption should explicitly describe the
prominent entities in the image, that the caption should not make unfounded assumptions about what was
occurring in the image, and that the caption should only talk about entities and events in the image. In order
to pass the qualification, users had to get at least 24 of the 30 spelling and grammar questions correct, and 8
of the 10 caption questions correct. For our second approach, we restricted annotators to those users in the
United States. In all of our annotation runs, only one filtering method was available. In general, we found
that using some sort of filtering improved the results, but that the qualification test improved the results the
most.
2.3.2 Instructions
We ran several iterations of the task using CrowdFlower (and its earlier incarnation, Dolores Labs) to access
Mechanical Turk. CrowdFlower provides mediated access to Mechanical Turk, while previously as Dolores
Labs they provided direct access. Due to the change in how Mechanical Turk was accessed, the setup of the
task changed when Dolores Labs became CrowdFlower. Most of the Dolores Labs tasks used a qualification
test, while the CrowdFlower tasks restricted users to the US. The length of the instructions and the number
and type of the examples provided varied with each task. The final set of instructions consisted of two
instructions: first, to describe the people, actions, and (if appropriate) scene of the image, and second, to
pay attention to spelling and grammar. After that, we provided them with an example image, and several
acceptable captions. We then instructed them not speculate, be vague, be humorous, or write nonsense, and
then provided examples of unacceptable captions along with an explanation of why it was unacceptable.
Additionally, we instructed annotators to include a verb in the caption.
The Dolores Labs input was a single text entry field that was a single line high, and had no length restric-
tions. For the CrowdFlower task, we included a requirement that the sentences be at least 25 characters long,
as well as a text entry box that was at least six lines high. The CrowdFlower task generated slightly longer
captions than Dolores Labs did (13.4 words per caption versus 11.8 words per caption). However, a number
of CrowdFlower captions consisted of multiple sentences that had to be manually rewritten as a single sen-
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Gray haired man in black suit and yellow tie working in a financial environment.
A graying man in a suit is perplexed at a business meeting.
A businessman in a yellow tie gives a frustrated look.
A man in a yellow tie is rubbing the back of his neck.
A man with a yellow tie looks concerned.
Figure 2.2: An image and its five captions
tence. We believe the larger text entry box encouraged longer and multiple sentence captions. However, it
was believed that the single line text entry for CrowdFlower was too small, and would have resulted in overly
short captions.
2.3.3 Post-filtering the Workers
Once we had the annotations, we identified bad captions based on the presence of spelling mistakes, being
overly short (either less than 20 characters or less than four words), and taking too little time (less than 60
seconds to annotate five images). We identified workers with a high proportion of bad captions, and then
determined if the worker was actually a bad annotator. We were trying to detect the following:
1. Non-fluent speakers. Non-fluent speakers tend to make more spelling and grammatical mistakes and
write simpler/shorter sentences.
2. Did not do the task. We have had cases where annotators provided the same description for each
image, or copied and pasted random text from the web as an image description. In both cases, the
annotation task was completed unusually quickly.
3. Not descriptive enough. A number of annotators provided fairly basic descriptions of the images.
These are sometimes detectable due to the shortness of the captions provided.
If it was determined that an annotator was bad, we removed their captions from the output. After all of
the captions produced by bad annotators had been removed, we determined which images (if any) needed
more captions.
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Count Noun
52,038 man
27,482 woman
21,877 person
13,923 shirt
12,333 girl
Count Verb
16,075 wear
13,843 stand
13,683 sit
11,950 play
10,679 walk
Table 2.1: Most frequent nouns and verbs in our image caption corpus.
2.3.4 Statistics
Using the 31,783 images, we collected 158,391 unique captions. There are an average of 12.2 words per
caption. For the Crowdflower annotations, we ended up rejecting the work of an estimated 25 annotators out
of an estimated 5,573 annotators (Crowdflower worker IDs do not appear to be consistent across different
runs, thus we can not easily determine if the same person worked on several of our tasks). For Dolores Labs,
we relied upon the qualification test to filter out bad annotators.
Figure 2.1 shows the five most common nouns and verbs in our corpus (ignoring the verb be). The nouns
consist primarily of person terms, which is unsurprising as roughly 85% of our images contain a person. The
verbs mostly consist of generic position or movement verbs, and are thus applicable over a wide range of
images. The verb play occurs in the top five verbs, due to the fact that in our corpus play describes a large
number of activities, from playing around to playing a sport to playing music. Finally, a large amount of
clothing descriptions appear in our corpus, as evidenced by the frequency of shirt and wear. People were
commonly described by their clothing (color and type).
2.4 Post-processing
After collecting the image captions, we spell checked, tagged, chunked, and parsed them. We used the
OpenNLP3 tokenizer, tagger, and chunker, and the MALT parser4. Additionally, we performed entity co-
reference on the captions, in order to identify entity mentions from different captions of the same image that
were referring to the same entity. Since the automated tools we used were trained on different domains, we
ended up applying a number of fixes to commonly occurring and easily fixed errors.
3http://opennlp.apache.org
4http://www.maltparser.org
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2.4.1 Spell Checking
Spell checking consisted of three parts. First, we used the UNIX spell checker to identify misspelled words
and then manually determined the correct spelling of each misspelled word. We also performed two context
sensitive spelling corrections, fixing cases where “through” was misspelled as “though”, and “a woman” or
“a man” were sometimes misspelled as “a women” or “a men”.
Second, we normalized the spelling of words that had multiple correct spellings.had multiple correct
spellings. For example, “t-shirt” (“teeshirt”, “Tshirt”, “tee shirt”), “barbecue” (“barbeque” and “BBQ”),
and “gray” (“grey”) all had alternative spellings.
Third, we normalized a number of compound terms that showed up as both one or two words, with and
without hyphens. For example, both “chain saw” and “chainsaw” were used in our corpus. We selected
whichever form showed up in WordNet (since we will be using WordNet to identify head nouns), with a pref-
erence for the single word form. If neither existed in WordNet, we used the unigram form on the assumption
that chunking and parsing would be more accurate, since both words in the compound term would be forced
into the same chunk or parse sub-tree.
2.4.2 Tokenization
For tokenization, we used the OpenNLP tokenizer. We fixed up improper handling of punctuation - mostly
double quotes and ending periods being improperly tokenized. For example, the sentence:
A man hold a sign saying, “THE END IS NIGH”.
was tokenized as:
A man hold a sign saying , “THE END IS NIGH ” .
However, the first word of the quoted material (“THE) is not separated into two tokens. This error, and a
similar error with ending period occurred in the tokenization of 92 captions.
2.4.3 Tagging
We use the OpenNLP part of speech tagger to tag the captions. After tagging, we apply a number of fixups
to handle easily identifiable cases that the tagger does not label correctly. Out of the 158,915 image captions,
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we apply fixes to 27,784 (17%) of them. Some of the fixes are due to the language used in image captions.
For example, image captions will sometimes omit determiners. For a sentence like “Man sweeping the street
outside,” the tagger will tag “Man” as an interjection, instead of a noun. The most common fix is changing
words tagged as nouns to verbs. For example, in the caption “The black dog runs through water,” “runs” is
tagged as a plural noun. We detect these cases by looking for words that are likely to be subjects in our corpus
(people, animals, and vehicles), and retagging the following word as a verb. Also, there are some words that
we always retag as verbs, such as “climbs”. Several highly ambiguous words (such as “stand”) have their
own word specific retagging rules.
2.4.4 Chunking
For chunking, we use the OpenNLP chunker. We rewrote a number of phrases, including compound verbs
such as “rock climbing” and prepositional phrases such as “in front of”, to be hyphenated so that all of the
words in the phrase would appear in the same chunk.
After the chunking was finished, we detected a number of chunking errors that occurred due to tagger
errors. There were two types of errors, all based around NPs. The first type of error were NP chunks that
overreached, and were actually NP VP chunks, or NP VP NP chunks. Some of the NP VP cases were
identifiable based on a singular article and a plural “noun”, such as the NP chunk “a boy runs”. For the other
NP VP cases and the NP VP NP case, we identified them based on verb tagged word preceded by a noun that
was known to be either an actor or a piece of clothing. This caught both the “person verbing” case and the
“person in clothing verbing” case. The second type of error were NP chunks that were incorrectly split up,
due to verb modifier or a verb-particle modifier. These were typically detected due to an NP that consisted of
only a determiner, followed by a VP, a PRT and an NP. For example, “a washed out bridge” was chunked as
[NP a] [VP washed] [PRT out] [NP bridge]. Chunking fixes affected 32,521 captions (20% of the captions).
2.4.5 Further Analysis of Noun Phrases
We performed further chunking on the noun phrases, in order to be able to identify the type of each entity,
as well as its count and modifiers. To this end, for each noun phrase, we identified the determiner, the noun
modifiers, and the head noun. For the noun modifiers, we chunked them further when we were able to
determine that the modifiers could be independently applied to their head noun. For example, “white stone
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building” is both a “white building” and a “stone building”. Finally, we joined together pairs of noun phrases
separated by an “of” (X of Y cases), if either noun phrase could be used to refer to the entity described by the
X of Y. For example, a “crowd of people” could be referred to as either a “crowd” or as “people”.
Head Nouns We identified the head noun by looking for the longest sequence of words that ended with the
rightmost word of the noun phrase that was in WordNet. Many times, this simply gave us more specific forms
of the rightmost word. For example, “soccer ball” is still a “ball”. However, this made for easier word sense
disambiguation - “soccer ball” has one noun entry in WordNet, while “ball” has twelve. Also, in the cases
where the longest sequence of words was an abstract noun, and a shorter sequence was a concrete noun, we
used the shorter sequence. This handles cases such as “red flag” (as in warning) where it was likely that the
annotator was actually referring to a physical object (“flag”).
Determiners We searched for the determiner at the beginning of the remainder of the NP chunk. We
identified several different cases as determiners:
1. Possessive pronoun. This could be followed by a conjunction and another possessive pronoun (“his or
her”.
2. Counts. This could be followed by a conjunction and another count (“two or three”).
3. “a”, “an”, or “the”. This could be followed by a count (“the two”) or “few”, “couple”, “same”,
“other”, or “dozen”.
4. A list item marker, determiner, or possessive, or “several”, “many”, “other”, “multiple”, “various”,
“different”, “more”, or “same”.
Furthermore, the phrase “at least” could precede items 2 - 4.
Modifiers We chunked the remainder of the noun phrase as the noun phrase modifier. If the modifier
consisted of multiple words, we checked each possible split of the modifier to see if the head noun occurred
with both parts. If it did, we further chunked the modifier using the split. For example, given the noun phrase
“white stone building”, we would identify “building” as the head noun, and “white stone” as the modifiers.
We would then try splitting “white stone” into “white” and “stone” and see if “white building” and “stone
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building” occurred in our corpus. If both phrases did occur, we chunked “white” and “stone” as being
independent modifiers.
X of Y constructions We identified cases where an entity mention is actually composed of “X of Y”. The
entity mentioned must be able to be referenced by either “X” or “Y”. For example, “mug of beer” could be
referred to as either a “mug” or a “beer”. On the other hand, the “arm of a person” could be simply referred
to as an “arm”, but not as a “person”. We identify four types of “X of Y” cases: containers of liquid, groups
of people, bodies of water, and types of things. We used WordNet to identify if the head nouns of an “X of
Y” pair had meanings of the appropriate type.
2.4.6 Parsing
We use the Malt polynomial parser. Manual examination of the output showed that it produced better parses
than the Malt linear parser and the Stanford dependency parser (de Marneffe et al., 2006). While the parser
performs well at the phrase level, it appears to have a hard time correctly parsing adjective modifiers. It
prefers to link all adjectives to the head noun. This can be a problem with noun phrases like “a brown haired
woman” where it will be useful to know that “brown” modifies “haired” and not “woman”. In this case,
even with the correct POS tags, the parser still returns an incorrect parse.
Another set of errors occurs due to the language used in our captions. A number of captions are written in
a style where the gerund form of the verb is used instead of the present tense (for example, “A man in a blue
shirt standing in a garden.”). The parser will analyze “standing in a garden” as a participial modifier, which
it will usually attach to the nearest noun phrase. This results in a parse where the “blue shirt” is “standing
in a garden”, instead of “a man” doing the standing. If we were to rewrite the caption as “A man in a blue
shirt stands in a garden,” the parser correctly parses the caption with “stands” as the root and “man” as the
subject.
2.4.7 Identifying Grammatical Roles
We want to be able to determine how the entities and events in our images are related. We would like to know
if an entity is participating in an event, if they are the primary actor, an instrument being used in an event, or
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a thing being acted upon. This information and the noun phrase co-reference chains (see section 2.4.8) give
us a starting point for identifying verb phrases and verb nominalizations that describe the same event.
Our task is to identify the subject and direct object of each verb phrase. We use the results of the MALT
dependency parser as a starting point. Unfortunately, the parser output is not sufficiently accurate (especially
with regards to identifying subjects and direct objects) for it to be used directly. We apply a number of fixes
based on our knowledge of the domain and the language of the image caption corpus, in order to correctly
identify subjects and direct objects.
Subjects We use the dependency parser results as a starting point for subject identification. We use three
dependencies to identify subjects: noun-subject (nsubj), participial modifier (partmod), and the unidentified
dependency (dep). For the noun-subject and unidentified dependency cases, we require the source of the
dependency to be the verb and the destination to be any word in the noun phrase. For the participial modifier
case, we require the source of the dependency to be any word in the noun phrase and the destination to be
the verb. Additionally, if a verb is linked to another verb by a conjunction (conj or xcomp) dependency, we
assign it the same subject as the other verb.
After extracting the initial set of subjects from the dependency parser results, we perform a number of
fixes. The dependency parser appears to prefer short range subject links. For example, in the caption “A man
in a blue shirt standing in a garden.” there is a participial modifier dependency between shirt and standing
instead of man and standing. We take advantage of the fact that most of the actors in our images are people
and animals. We performed three different types of fixes:
• If a subject was a piece of clothing, a vehicle, or of an unrecognized type (not an animal, piece of
clothing, person, vehicle, or the nouns who, that, or which), then we searched for the closest noun
phrase that preceded the subject that was a person, animal, or pronoun. If such a noun phrase existed,
and there were no clause boundaries (as, while, but, or ;) between it and the original subject, we
replaced the subject with the newly found noun phrase. We did not change the subjects of verbs that
were descriptive (made, set, hang, overlook, cover, line, attach, fill, scatter), avoiding cases such as A
woman standing on a hill overlooking a forest. Also, if the subject was a vehicle, we did not change
the subject if the verb was a vehicle specific verb (park, drive, stop, go).
• If a verb had no subject, then we looked for the closest preceding noun phrase that was a person,
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animal, or pronoun that was not separated from the verb by a clause boundary. If no such noun phrase
existed, and the clause boundary while preceded the verb, we used the subject of the first verb. This
handles cases, such as A man talks while running. As before, if the verb was a description verb, we did
not change its subject, even if it had no subject.
• Finally, if the subject was who, we changed the subject to the preceding noun phrase if it was adjacent.
This handled cases, such as A man who was swimming.
Out of 196,902 subject-verb pairs, our fixes changed the subjects of 44,498 (22.6%) of them.
Direct Objects For the direct objects, we find that the parser sometimes misses direct objects completely.
For the caption “Two men are at a stove preparing food.”, the parser fails to identify food as a direct object
of preparing. While the parser is fairly accurate about identifying direct objects, we found that the best way
to identify direct objects was to use the succeeding adjacent noun phrase, if one existed. We do use the parser
output in two cases. First, if the succeeding adjacent noun phrase has an indirect object (iobj) dependency
with the verb, and the next noun phrase has an direct object (dobj) dependency with the verb, then we use the
direct object indicated by the parser. Second, if there is a particle (we consider the tags PP, PRT, SBAR, and
ADVP to be possible particles, due to the difficulty of identifying particles) after the verb, that is followed
by a noun phrase, and the noun phrase has a direct object dependency link to the verb, then we use the direct
object indicated by the parser and note that the verb is a phrasal verb. Our system identifies 101,248 verb-
direct object pairs, of which 667 (0.7%) differ from the parser output, and 10,220 (10.1%) were not identified
by the parser at all. Additionally, there are another 2,525 direct object dependencies that the parser identifies,
of which 1,415 do not actually involve a verb phrase.
2.4.8 Cross Caption Co-reference Resolution
Task and Motivation
The task of cross caption co-reference resolution is to identify when noun phrases in different captions of
the same image refer to the same entity or event. For example, consider the following five captions in
figure 2.3. The noun phrases marked 1 (red) describe a person in the image, the noun phrases marked
2 (blue) describe the dog next to him, and the noun phrases marked 3 (green) and 4 (orange) describe
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A man
1
with a backpack and German Shepherd
2
in the snow
3
.
A man
1
and a canine
2
both stand on a snowy plain
4
looking out into the distance.
A backpacker
1
and a dog
2
on a snow covered landscape
4
at nightfall.
A person
1
with a dog
2
outside during winter time.
A man
1
and a wolf
2
in the arctic snow
3
.
Figure 2.3: Five captions describing the same image, with co-referring noun phrases indicated by the same
number and color.
the landscape and the snow covering it. Co-reference resolution needs to be able to determine that the noun
phrases in the above sentences with the same number and color refer to the same entities.
We want to perform cross caption co-reference resolution as a first step in identifying the parallels in the
different captions of the same image. We expect each set of five captions that describe the same image to
have a large number of parallels because they are describing the same image and because the images have
clear subjects and actions to describe. Identifying co-referring noun phrases is an easy first step in taking
advantage of the parallel structure. Knowing which noun phrases are co-referring will let us identify sets of
head nouns that can refer to the same entity or event and identify different descriptions of the actions taken by
an entity. It also gives us a starting point for identifying similar noun modifiers, by allowing us to determine
when different noun modifiers are describing the same entity or event.
Approach
We use the approach we have previously described in Hodosh et al. (2010). We create the longest possible
co-reference chains that involve noun phrases that all share a type. The possible types of a noun phrase are the
possible types of its head noun, which are the types of the entities and events that the head noun can describe.
The shared type of the noun phrases in a co-reference chain is both the type of the chain itself, and the type
of the entity or event that the chain describes. We would like the shared type to be as specific as possible. In
a set of captions mentioning a person and a dog, a co-reference chain with a shared type of organism would
be too generic. This approach works for three reasons:
First, for each set of five captions, the captions all describe the same image. Furthermore, the image
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has been chosen to have a clear subject. Thus, the main subject(s) get mentioned, the action that the main
subject is performing gets mentioned, and the other entities involved in the action get mentioned. Looking at
figure 2.3, we can see that there are two main subjects, the man and the dog, and that they are mentioned in
all five captions. Background details will get mentioned less frequently (both plains and snow are mentioned
in only two captions), but the majority of the noun phrases are involved in co-reference chains that span all
five captions.
Second, the major problem with forming co-reference chains based on type is that there may be multiple
entities or events of the same type. This ends up being less of a factor for many of our captions for three
reasons: The single subject focus of our images means that there will be a limited number of entities and
events that will be mentioned by the annotators. The fact that an image depicts a single moment in time
also limits the number of entities and events that an annotator will describe. Finally, the length and structure
(single line and single sentence) of our captions encourage our annotators to group similar entities together.
For example, given an image of a crowd, annotators will mention a crowd, rather than each individual person
in the crowd.
Finally, by picking a shared type that is as specific as possible, we avoid grouping together different
entities or events that only share an overly generic type. We need to balance the specificity of the type with
our goal of forming long co-reference chains, and we do so by choosing types that are just generic enough to
form a co-reference chain that spans as many captions as possible.
Types and WordNet
We use the WordNet synsets as types. A synset consists of a meaning and a set of synonyms that share
that meaning. For example, there is a synset with the meaning of “an adult person who is male”, with the
synonyms “man” and “adult male”. Nouns may belong to multiple synsets (“man” belongs to 11 synsets,
with meanings such as “adult male”, “military personnel”, “human beings”, “subordinates”, “manservant”,
and so forth). Synsets allows us to disambiguate polysemous nouns in our corpus. For example, “pitcher” is
used to mean both “a person who does the pitching in baseball” and “an open vessel with a handle and spout
for pouring”.
We describe the meaning of each of the head nouns of the noun phrases with a synset. An entity or event
(which would be associated with a co-reference chain consisting of the noun phrases describing the entity or
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event) is described by the synsets associated with the nouns that refer to it. For example, an adult male climber
might be referred to with the nouns “man”, “adult”, “climber”, and “athlete”. The synsets with the correct
meaning for each of the respective nouns are: “an adult person who is male”, “a fully developed person from
maturity onwards”, “someone who climbs as a sport”, and “a person trained to compete in sports”. Each
synset has a set of hypernyms that identify more generic synsets, and a set of hyponyms that identify more
specific synsets. The hypernym and hyponym relations are inverses of each other - the “adult male” synset
has “male person” as a hypernym, and the “male person” synset has “adult male” as a hyponym. Both the
hypernym and hyponym relations are transitive. We assume that there is a single synset which is a hypernym
of all of the other synsets that describe an entity or event. This maximally generic synset is the type of the
entity or event. The possible types of a noun are the types of any entity or event that it can describe.
To identify the possible types of a noun, we need to identify the synsets that describe each entity and
event. Thus, for each entity or event, we need to identify the nouns that refer to that entity or event, and
disambiguate the nouns (assigning a specific synset to each noun phrase). Identifying the nouns that refer
to each entity or event is the co-reference problem, while disambiguating the nouns is an equally hard task.
Instead of disambiguating the nouns, we will identify a small set of synsets that the noun is likely to mean.
Instead of co-referencing the nouns, we will consider each pair of noun phrases to be part of a possible
co-reference chain, and determine the type of the chain.
To decrease the number of synsets that a noun belongs to, we eliminate the lower frequency synsets by
only using the four most frequent synsets, and then removing any of those synsets that do not have a count
that is at least 10% of the most frequent synset’s count. If the most frequent synset is a person, we eliminate
any non-person synsets. If the most frequent synset is not a person, we eliminate any person synsets. This
allows us to avoid metaphorical synsets, such as with “red” whose most frequent synset is the color synset,
but also includes the communist person synset. Finally, we eliminate any synsets that are not hyponyms of
the event (“something that happens at a given place and time”) synset, the physical entity (“an entity that
has a physical existence”) synset, or the visual attribute (“an attribute of vision”) synset. This leaves us with
synsets that are events, entities, or colors, and removes synsets such as “a mathematical relation such that
each element of a given set is assigned an element of another set” for map, while leaving “a diagrammatic
representation of the earth’s surface”.
Next, for any pair of noun phrases n and n′ that co-occur in a set of five captions describing the same
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image, we consider a possible co-reference chain containing both of them. The head nouns of each of the
noun phrases has a small set of possible synsets s1, s2, ..., sn and s′1, s
′
2, ..., s
′
m that the head nouns could
mean. We consider all possible pairs of synsets si, s′j . If si is a hypernym of s
′
j , then it is possible that n
and n′ belong to the same co-reference chain, and that the type of the chain is si. In this case, we add si
to the possible types of the head noun of n′. Similarly, if s′j is a hypernym of si, we add sj to the possible
types of the head noun of n. Additionally, we disallow the use of clothing (“a covering designed to be worn
on a person’s body”) and object (“a tangible and visible entity”) as types, because they are too generic, and
co-reference chains using them as a type will join together too many disparate noun phrases.
Co-reference resolution
We perform co-reference resolution using a straight-forward heuristic. For each synset s, we generate a co-
reference chain consisting of all of the unassigned noun phrases that have s as a possible type. We then choose
the co-reference chain that contains noun phrases in as many captions as possible. If there are multiple such
co-reference chains, we choose the co-reference chain with as few unique head nouns as possible.
This method generates the longest co-reference chains first. We attempt to choose co-reference chains
with more specific types by choosing chains with fewer unique head nouns. Our approach targets co-reference
chains with a larger number of members that are more likely to be correct, first. Only after dealing with the
larger and easier to identify co-reference chains does it attempt to identify the other co-reference chains in
the captions.
Accuracy
We have annotated a set of 500 captions covering 100 images with the gold standard noun phrase co-reference
chains. We evaluated the performance of our algorithm using the co-reference scoring scheme (Vilain et al.
(1995)) from the Message Understanding Conference (MUC). MUC’s scoring scheme is based around treat-
ing the noun phrases in co-reference chains as sets. The idea is to separate the co-reference chain from the
co-reference relations that make up the chain. MUC expects the co-reference relations in a chain to form a
spanning tree, and scoring is based on whether or not the spanning tree covers the same set of noun phrases,
and not whether or not the co-reference relations are the same. For example, given three noun phrases (A, B,
and C), MUC views the co-reference chain consisting of the co-reference relations A-B and B-C as being the
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A biker
1
rides a motorcycle
2
on a racetrack
3
.
A man
1
races a blue motorcycle
2
on a track
3
.
A motorcycle rider
1
turns a motorcycle
2
on its side while racing.
A motorcyclist
1
takes a corner.
A race car driver
1
in a Yamaha bicycle
2
is turning on a racetrack
3
.
Figure 2.4: Our coreference system will sometimes catch entity mentions where an annotator was mistaken -
here “motorcycle” and “bicycle” are the same bike. Uncoreferenced words are not highlighted.
same as the co-reference chain consisting of the co-reference relations A-C and C-B. This fits our task, since
there is no ordering amongst the captions of the same image, and we are solely interested in identifying all of
the mentions of an entity or event.
MUC’s scoring scheme has both a precision and a recall element. Precision is defined over the gold
standard co-reference chains. Given a gold standard co-reference chain G consisting of a set of noun phrases
g ∈ G, there is a set of candidate co-reference chains CG = {C|g ∈ C} consisting of the candidate co-
reference chains needed to cover G. The total number of errors is |CG| − 1. If there is one candidate
co-reference chain that covers G, then it is correct. The maximum number of errors is |G| − 1. Then, the
precision is |G|−|CG||G|−1 . Precision over the entire corpus is
Σ(|G|−|CG|)
Σ(|G|−1) . Recall is a similar scoring scheme,
except applied to the candidate co-reference chains.
On our 500 caption evaluation set, our approach scores an 85.2% F1-score using MUC. A naive baseline
that assumes that entities are mentioned in the same order in each caption has a 77.0% F1-score using MUC.
Due to the way our co-reference system is based on identifying the possible types of noun phrases, there
are cases where our co-reference system will correctly resolve ambiguities. In figure 2.4, the co-reference
system correctly determines that bike and motorcycle refer to the same entity. Both bike and motorcycle
have a possible most generic synset of vehicle (“a conveyance that transports people or objects”). Since a
vehicle (“conveyance”) entity has mentions in four captions, while a motorcycle (“motor vehicle”) entity has
mentions in only three captions, the co-reference system creates a vehicle (“conveyance”) co-reference chain,
and bike and motorcycle are identified as referring to the same entity.
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A couple wearing white sweaters sits at a restaurant table
2
.
A man
1
and a woman
1
eating dinner
3
together.
A man
1
and woman
1
seated at a table
2
together.
A man
1
and woman
1
wearing khaki and smiling.
Two people
1
sitting besides each other at a table
2
with food
3
on it smile.
Figure 2.5: “man” and “woman” get coreferenced, due to the “people” mention. Uncoreferenced words are
not highlighted.
Issues with subset co-reference relations
One of the major co-reference relations that our system does not handle correctly are group/part co-references.
For example, in figure 2.5, “couple” and “people” should be co-referenced. “man” and “woman” are both
parts of “couple”, and together they compose the entirety of “couple”. When we annotated the co-reference
chains in the 100 images, we only identified co-reference relations where the noun phrases referred to the
same entity or event. Some of the tasks we would like to perform using co-referenced noun phrases (for
example, identifying what actions each entity is described as performing in all five of an image’s sentences)
can only be performed completely if we have identified group/part/entirety relations between the various
noun phrases in an image’s sentences.
In order to identify these relations, we would first have to identify and define the additional relations we
are looking for, and then find some way of identifying groups and parts, as well as possibly identifying what
individuals comprise a group.
2.5 Evaluating How Well a Caption Describes an Image
Our image caption corpus has a major deficiency in that we do not know how well captions describe other
images. We can safely assume that each caption describes the image it was written for. However, it may
be the case that a caption describes other images as well. This can come about due to a combination of
annotators not being specific enough and the fact that we tried to have at least several images of each action
we included in our corpus. To address this deficiency, we propose a definition of what it means for a caption
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to describe an image, and then consider human and automatic evaluations.
This evaluation was done as part of a joint work with Micah Hodosh (Hodosh et al., 2013), and his models
were used to identify image-caption pairs where the caption was likely to describe the image.
2.5.1 Related Work
Determining how well a caption describes an image is necessary to evaluate the caption generation task.
Ordonez et al. (2011) presented judges with a caption produced by their model and asked them to make a
forced choice between a random image and the image the caption was produced for, and Kuznetsova et al.
(2012) asked judges to choose between captions from two of their models for a given test image. While a
forced task choice is very intuitive for judges, it is not appropriate for our image caption corpus. We wish to
know whether a caption describes an image accurately, not whether it describes the image better than some
other caption. Following common practice in natural language generation, Yang et al. (2011) and Kulkarni
et al. (2011) evaluated captions on a graded scale for relevance and readability, while Li et al. (2011) added
a “creativity” score, and Mitchell et al. (2012) compared systems based on whether the captions describe the
“main aspects” of the images, introduce objects in an appropriate order, are semantically correct, and seemed
to have been written by a human.
Additionally,(Kulkarni et al., 2011; Ordonez et al., 2011; Li et al., 2011; Kuznetsova et al., 2012; Yang
et al., 2011; Gupta et al., 2012) have all used BLEU and/or ROUGE to automatically evaluate their systems.
In each case, the images used to evaluate the caption generation systems all had one or more captions that
had been previously written to describe them. The captions were either collected from the same source as
the images (i.e., collecting images and their associated caption from Flickr) or were written independently
using crowd sourced annotators (such as the UIUC PASCAL sentence dataset). These captions were used as
reference sentences for BLEU and ROUGE. However, it is unclear how well the BLEU and ROUGE scores
correlated with human judgments.
2.5.2 Describing an Image and Expert Judgments
Because all of the captions in our corpus have been written by humans, we are not concerned with judging
the quality of the language of our captions. Instead, we focus on how well our captions describe each image.
We defined three different classes of errors that could occur between a caption and an image, based on their
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4: Two dogs are playing outside.
3: A brown and white dog running in a field covered in yellow flow-
ers.
2: Two children playing with a ball on the grass.
1: Asian man in red flowered shirt and hat in discussion with two
other men.
4: A bike rider is doing a stunt on a bicycle over a forest.
3: The boy with the red and blue helmet rides his bicycle.
2: A cyclist sits on some steps with his bike.
1: A little girl in pink clothes holding yellow rods.
Figure 2.6: Images along with a caption that completely describes it (4), a caption that almost describes it
(3), a caption that barely describes it (2), and a caption that does not describe it (1).
severity: major, moderate, and minor. Then, we developed a four point scale based on how many errors there
were between the caption and the image:
4 Caption completely describes the image. There are no errors between the caption and the image.
3 Caption almost describes the image. There is either only one moderate error or a small number of
minor errors between the caption and the image.
2 Caption barely describes the image. There is a major error or multiple moderate and minor errors,
but some of the details in the caption are depicted in the image.
1 Caption does not describe the image. There are no details in the caption that are depicted in the
image.
Figure 2.6 illustrates the scoring metric when applied to captions and images from our corpus. The
severity of an error was, in part, based on what part of the caption the discrepancy occurred in. Errors
involving the main subject of the image were more severe than errors involving background details. We
considered four different parts of the caption: the events, the major actors, other objects, and the overall
scene.
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Events The events consisted of any action or event described in the caption. Major errors involved an action
or event that did not occur in the image, moderate errors involved a mistaken action or event (playing baseball
versus playing cricket), and minor errors involved an incorrect modifier.
Major Actors The major actors consisted of the subjects that were performing the actions or events in
the caption. Major errors involved a major actor that did not occur in the image, moderate errors involved
misidentifications (identifying a young man as a boy), and minor errors involved an incorrect modifier, such
as the count or a color.
Other Objects The other objects consisted of any object that was not a major actor. All of the errors were
downgraded in severity, so a moderate error involved an object that was not in the image, while a minor error
involved a misidentification or an incorrect modifier.
Overall Scene The overall scene consisted of the background of the image, and like the other objects
involved downgraded severities. A moderate error involved a completely different scene description from the
one in the image, while a minor error involved incorrect details or a misidentification.
Evaluation
We ran one human evaluation task using the above scoring metric. The task involved 21 adult native American
English speakers, mostly recruit from among the local graduate student population. The evaluation task
covered 5,822 image-caption pairs. Pairs were the best caption returned by the five main models used in
Hodosh et al. (2013) and a random baseline, for each image in the test set. Each image-caption pair was
independently judged by three different annotators. Annotators took on average ten minutes per 50 image-
caption pairs. The overall time taken was slightly less than 60 person-hours, which precluded us from running
a much larger evaluation task. Inter-annotator agreement, as measured by Krippendorff (2004) α, was high
(α = 0.81) (Artstein and Poesio, 2008).
Table 2.2 provides the coincidence matrix used to calculate Kripendorff’s α. The coincidence matrix
counts all possible pairs of scores from a series of scores for a single image-caption pair. For example, given
an image-caption pair with the scores 4, 4, and 3, the coincidence matrix would create three pairs of scores:
the first and second scores (4, 4), the first and third scores (4, 3), and the second and third scores (4, 3). Entries
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Score 1 2 3 4
1 8027 1692 76 2
2 1692 2726 560 19
3 76 560 920 145
4 2 19 145 805
Table 2.2: Coincidence matrix of the evaluation task.
in the matrix are the number of times a particular pair occurred in our evaluation task. From this, we can see
that the majority of disagreements were usually between scores with a difference of one. Disagreements
tended to happen more frequently with scores of 2 and 3. 55% of the paired scores containing a 2 were in
agreement, and 54% of the paired scores containing a 3 were in agreement. By contrast, 82% of the paired
scores containing a 1 were in agreement, and 83% of the paired scores containing a 4 were in agreement.
2.5.3 Automated Evaluation Metrics
Given a caption c and an image i that is associated with a set of reference captions Ri, the BLEU score of a
proposed image-caption pair (i, c) is based on the n-gram precision of c against Ri, while ROUGE is based
on the corresponding n-gram recall. As is common for image description, we only consider unigram-based
scores (only 3.5% of all possible image-caption pairs in the test have a non-zero bigram-based BLEU-2 score,
but 39.4% set have a non-zero BLEU-1 score). We also ignore BLEU’s brevity penalty, since our data set has
relatively little variation in sentence length, and we would like to avoid penalizing short, but generic captions
that include few details but are otherwise correct. Hence, if cc(w) is the number of times word w occurs in c:
BLEU(i, c) =
∑
w∈cmin(cc(w),maxr∈Ricr(w))∑
w∈c cc(w)
(2.1)
ROUGE(i, c) =
∑
r∈Ri
∑
w∈rmin(cc(w), cr(w))∑
r∈Ri
∑
w∈r cr(w)
Both reference and candidate captions are preprocessed. We first tokenize the sentences with the OpenNLP5
tools. Then we break up hyphenated words, stripping out non-alphanumeric and hyphen characters, and con-
verting all words to lower case. Following the work of Lin (2004), we use a stemmer (Porter, 1980) and
remove stopwords before compute ROUGE scores.
5http://opennlp.apache.org
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Agreement of BLEU and ROUGE and Detailed Evaluation It is difficult to measure directly how well
the BLEU and ROUGE scores agree with the expert judgments. We find a fairly high correlation between
the expert evaluation and BLEU and ROUGE. However, it appears that this mostly occurs due to the large
number of image-caption pairs where the caption completely fails to describe the image. Instead, we consider
a number of different relevance thresholds for each type of score (θB , θR, and θE), and turn them into
binary relevance judgments. This allows us to use Cohen (1960) κ to measure the agreement between the
corresponding binarized scores. BLEU and ROUGE both require a set of reference captions for each image.
We compare four different ways of defining the set of reference captions.
When we generated image-caption pairs, for each image i, we chose a specific test caption ci to evaluate
against the images in the corpus. For our first two BLEU and ROUGE runs, we allow ci to remain in the
reference captions Ri. Additionally, we considered the case when the reference captions Ri consisted of all
five captions associated with the image i, and when it only consisted of the test caption ci. The first case
allows us to evaluate how well BLEU and ROUGE do on our image caption corpus, while the second allows
Agreement between expert and BLEU/ROUGE scores (Cohen’s κ)
Case 1 & 2: ci ∈ Ri
5 reference captions/test image (ci ∈ Ri; |Ri| = 5)
Expert BLEU θB ROUGE θR
θE ≥0.9 ≥0.8 ≥0.7 ≥0.4 ≥0.3 ≥0.2
=4.0 0.72 0.70 0.59 0.54 0.47 0.29
≥3.6 0.71 0.72 0.61 0.54 0.50 0.33
≥3.3 0.64 0.67 0.63 0.50 0.50 0.37
≥3.0 0.45 0.54 0.57 0.45 0.54 0.49
≥2.6 0.35 0.45 0.51 0.38 0.51 0.53
1 reference caption/test image (Ri = {ci})
Expert BLEU ROUGE
θE ≥ 0.8 ≥ 0.6 ≥ 0.5 ≥ 0.9 ≥ 0.7 ≥ 0.3
=4.0 0.71 0.70 0.52 0.69 0.67 0.35
≥3.6 0.68 0.68 0.56 0.65 0.64 0.39
≥3.3 0.60 0.59 0.56 0.57 0.56 0.40
≥3.0 0.41 0.42 0.48 0.39 0.40 0.45
≥2.6 0.32 0.32 0.42 0.30 0.32 0.43
Table 2.3: Agreement (Cohen’s κ) between binarized expert and BLEU/ROUGE scores when the pool of
candidate captions contains each test image’s reference caption(s). (Hodosh et al., 2013).
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Agreement between expert and BLEU/ROUGE scores (Cohen’s κ)
Case 3 & 4: ci 6∈ Ri
4 reference captions/ test image (|Ri| = 4)
Expert BLEU ROUGE
θE ≥ 0.7 ≥ 0.6 ≥ 0.5 ≥ 0.4 ≥ 0.3 ≥ 0.2
=4.0 0.50 0.40 0.23 0.44 0.40 0.26
≥3.6 0.51 0.43 0.28 0.43 0.43 0.30
≥3.3 0.52 0.46 0.32 0.40 0.44 0.34
≥3.0 0.47 0.48 0.41 0.39 0.50 0.47
≥2.6 0.41 0.47 0.44 0.33 0.48 0.51
1 reference caption/test image (|Ri| = 1)
Expert BLEU ROUGE
θE ≥ 0.5 ≥ 0.4 ≥ 0.3 ≥ 0.4 ≥ 0.3 ≥ 0.2
=4.0 ‘ 0.33 0.27 0.16 0.33 0.30 0.18
≥3.6 0.34 0.29 0.19 0.34 0.32 0.21
≥3.3 0.34 0.32 0.22 0.35 0.35 0.24
≥3.0 0.32 0.36 0.29 0.39 0.42 0.34
≥2.6 0.30 0.35 0.31 0.37 0.41 0.38
Table 2.4: Agreement (Cohen’s κ) between binarized expert and BLEU/ROUGE scores when the pool of
candidate captions may not contain each test image’s reference caption(s). (Hodosh et al., 2013).
us to evaluate how well the automated evaluations perform on an image caption corpus with only one caption
per image. Table 2.3 has the results. On our own corpus, BLEU reaches the best agreement (κ = 0.72) against
θE = 4.0 with θB = 1.0 or against θE ≥ 3.6 with θB ≥ 0.8. However, such high BLEU scores are generally
only obtained when scoring a caption with the image that it was originally written for. This can be seen when
we consider the simulated one caption per image corpus. The correlations on the higher θEs experience only
a modest drop when we switch from five captions per image to one caption per image. However, for lower
θEs, the drop is much more significant. This is likely due to the exact matches (image-caption pairs where
the caption was written for the image) having a BLEU score of 1, since the test caption exactly matched one
of the reference captions. On our own corpus, ROUGE has much lower agreement (κ = 0.54) against the
expert scores, obtained at θR ≥ 0.4 vs. θE ≥ 4.0 or θE ≥ 3.6, or θR ≥ 0.3 against θE ≥ 3.0. This increases
for the higher θE for the simulated one caption per image corpus, likely due to the fact that an exact match
is guaranteed a ROUGE score of 1 when only one caption is used. For both of the one caption per image
cases, we find that the highest agreement is with an expert threshold of θE = 4.0 (BLEU: κ = 0.71, ROUGE:
κ = 0.69), with thresholds of θB ≥ 0.8, and θR ≥ 0.9.
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In order to test howwell BLEU and ROUGE were at identifying good image-caption pairs when the caption
was not written for the image, we ran a third and fourth set of cases where the test caption for an image ci
was excluded from the reference captions of the image Ri. Again, we ran one case where the remaining four
captions were used as reference captions to test BLEU and ROUGE on our corpus, and a second case where
only one caption was used as a reference caption to test performance on a one caption per image corpus.
Table 2.4 has the results. Four our corpus, all three metrics show significantly lower agreement with human
judgments than when the candidate pool contains the reference caption. BLEU reaches only κ = 0.52 (with
θB ≥ 0.7 against θE ≥ 3.3) and ROUGE reaches only κ = 0.51 (with θR ≥ 0.2 against θE ≥ 2.6). For
the simulated one caption per image corpus, agreement with human judgments is even lower: BLEU reaches
κ = 0.36, and ROUGE reaches κ = 0.42. These results suggest that BLEU and ROUGE are not appropriate
metrics for determining whether or not a caption describes an image other than the one it was written for.
Additionally, this calls into to question their usefulness for the evaluation of caption generation systems.
This is consistent with the findings of Reiter and Belz (2009), who have studied BLEU and ROUGE scores to
evaluate natural language generation systems, and concluded that they may be useful as metrics of fluency,
but are poor measures of content quality.
2.5.4 Crowdsourced Evaluation
Our expert evaluation only covered a small portion of the possible image-caption pairs. We created a larger
set of image-caption pairs by taking the top ten captions returned for each image from the 30 models used in
Hodosh et al. (2013). This results in a set of 113,006 distinct image-caption pairs, rendering an exhaustive
evaluation on the four point scale described in Section 2.5.2 infeasible. We therefore needed to reduce the total
number of judgments needed, and to define a simpler annotation task that could be completed in less time.
Crowdsourcing platforms such as Amazon Mechanical Turk offer new possibilities for evaluation because
they enable us to collect a large number of human judgments rapidly and inexpensively, and a number of
researchers have evaluated caption generation systems on Mechanical Turk (Ordonez et al., 2011; Yang et al.,
2011; Kuznetsova et al., 2012; Kulkarni et al., 2011; Li et al., 2011). We presented workers with images that
were paired with ten different captions, and asked them to indicate (via checkboxes) which of the captions
describe the image. We adapted the guidelines developed for the fine-grained annotation such that a caption
that describes the image with minor errors (corresponding to a score of 3 on our 4-point scale) would still
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be permitted to receive a positive score. Each individual task consisted of six different images, each paired
with ten captions, and included a copy of the guidelines. We accessed Amazon Mechanical Turk through
a service provided by Crowdflower, which makes it easy to include control items for quality control. One
of the six images in each task was such a control item, which we generated by taking random images from
the development set, using between one and three of their original captions as correct responses, and adding
another nine to seven randomly selected captions (which we verified manually that they did not describe the
image) as incorrect responses. We only used workers who judged 70% of their control items correctly. Each
image-caption pair was annotated by three different annotators (at a total cost of 0.9¢), and the final score of
each image-caption pair was computed as the average number of positive judgments it received.
Filtering unlikely image-caption pairs In order to reduce the number of annotations needed, we devised
a filter based on BLEU scores (Papineni et al., 2002) to filter out image-caption pairs whose caption is so
dissimilar from the five captions originally written for the image that it is highly unlikely it describes the
image. We found that a filter based on unigram BLEU-1 scores in combination with the stemming and stop
word removal that is standardly done by Lin (2004)’s ROUGE script (BLEUpre) proved particularly effective:
a threshold of BLEUpre ≥ 0.25 filters out 86.0% of all possible (1,000×1,000) image-caption pairs in our
test set, but eliminates only 6.7% of the pairs with an expert score of 2 23 or greater, and 3.5% of the pairs
with an expert score of 3 or greater. A slightly higher cutoff of BLEUpre ≥ 0.26 would filter out 90.4% of all
image caption pairs, but discard 12.3% of all image-caption pairs with an expert score of ≥ 2 23 and 7.5% of
all image-caption pairs with an expert score of≥ 3. Among the 113,006 image-caption pairs that we actually
wished to obtain judgments for, the 0.25 filter eliminates 72.8%, reducing the number of pairs we needed
to annotate to 30,781. Since our setup required us to pair each image with a number of captions that was a
multiple of 10, we also annotated an additional 10,374 image caption pairs that had been filtered out, allowing
us to evaluate the performance of our filter. For 98.3% of these filtered out pairs, all Mechanical Turk judges
decided that the caption did not describe the image, and for 99.8% of them, the majority of annotators thought
so. We also found the standard BLEU-1 without preprocessing to not be a very effective filter: a threshold
of BLEU ≥ 0.330 misses 6.9% of the good captions (with an expert score of ≥ 2 23 ), while only filtering out
55% of the entire data set, whereas a threshold of BLEU ≥ 0.333 filters out 65% of the entire data set, but
misses 11.9% of the good captions.
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Agreement between expert
and lay scores (Cohen’s κ)
Expert Lay θL
θE =1.0 ≥ 0.6 ≥ 0.3
=4.0 0.75 0.69 0.49
≥3.6 0.78 0.76 0.57
≥3.3 0.74 0.79 0.65
≥3.0 0.56 0.71 0.74
≥2.6 0.45 0.62 0.73
Lay vs. expert
relevance judgments (θL = 0.66)
θE Precision Recall F1
=4.0 55.9 98.6 71.4
≥3.6 65.4 95.0 77.5
≥3.3 75.2 88.0 81.1
≥3.0 90.0 64.7 75.3
≥2.6 94.7 53.4 68.3
≥2.3 98.2 40.1 57.0
Table 2.5: Comparing the relevance judgments obtained from the lay scores against those obtained from
expert scores. (Hodosh et al., 2013).
Agreement of crowdsourced and expert judgments We again use Cohen’s κ to measure the agreement
between the crowdsourced and the expert judgments (Table 2.5). The best agreement is obtained between
crowdsourced scores with a threshold of 0.66 (i.e. at least two of the three judges think the caption describes
the image) and expert scores with a threshold of 3.33 (one expert thinks the caption describes the image
perfectly and the other two agree or think it describes the image with only minor errors, or two experts
think it describes the image perfectly and the other one thinks it is at least related). At κ = 0.79, this is a
significantly better approximation to the expert scores than was possible with either BLEU or ROUGE. We
also examine the precision, recall and f-scores that these approximate relevance judgments achieve when
compared against relevance judgments obtained from binarizing expert judgments (Table 2.5). 98.6% of all
items with a perfect expert score (and 95.0% of all items with an almost perfect expert score of 3.7) are
identified, and at least 94.7% of the items that pass this threshold have an expert score of 2.7 or greater (i.e.
the majority of experts agreed that the caption describes the image perfectly or with minor errors). Using a
threshold of 0.66 adds 2,031 suitable image-caption pairs to the 1,000 test images paired with their original
caption. Among the 1,000 test captions, 446 still describe only a single image, 202 describe two test images,
100 three, and 252 describe four or more images. Among the 1,000 test images, 331 have only a single (i.e.
the original) caption, 202 have two possible captions, 100 have three possible captions, and 317 have four or
more captions.
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2.6 Conclusion
We have described the process of creating an image caption corpus using crowdsourcing to generate the
captions. Additionally, we have created a corpus consisting of 158,391 unique captions describing 31,783
images. We have described the various post-processing steps taken to add part of speech, chunking, and
dependency information to the corpus. We have also described an entity co-reference resolution method that
links noun phrases across captions that refer to the same entity or event. Finally, have investigated several
approaches to identify other images that a caption may describe.
Future Work A next obvious step that extends the entity co-reference system is to type all of the noun
phrases. While the entity co-reference system uses the WordNet synsets to help identify co-reference chains,
it does not actually assign types to the noun phrases. It should be possible to type the noun phrases using the
shared types. As a bonus, the current entity co-reference system should work better if an unambiguous type
is assigned to each noun phrase.
The entity co-reference system does not currently handle groups and individuals. As a first step, the set
of relations that link members of a group and the group as a whole need to be determined. Also, the system
does not currently take into account modifiers. This means that it is unable to distinguish a black dog from a
white dog. Unfortunately, we have found that annotators do not consistently use the same types of modifiers
(for example, another annotator might describe the two dogs as a small dog and a big dog), so this problem
is certainly non-trivial, and may not be solvable from the information available in the captions.
Finally, the test set of the corpus should be extended by identifying other images that captions in the test
set describe. Additional restrictions may be required, as there are 5,000 captions and 1,000 images in the test
set. Even after filtering, there are likely to be around 700,000 image-caption pairs. Restricting the captions to
one caption per image reduces that to 140,000 image-caption pairs, which is about 3.5 times the size of the
crowdsourced evaluation that we performed.
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Chapter 3
Visual Denotations and the Denotation
Graph1
In this chapter we introduce the concept of the visual denotation of a caption - the set of images that depicts the
caption. We define the concept of the denotation graph, which forms a subsumption hierarchy over captions,
and that links captions to the images that depict them. We describe the process of building the graph, which
requires that we create a set of string rewrite rules that allow for the production of more general captions.
These more general captions occur as parts of longer captions, and have visual denotations consisting of
multiple images. The visual denotations will provide us with a means of calculating the similarity between
captions in the denotation graph - similar captions will have a larger overlap of their visual denotations than
dissimilar captions. The overlap of two visual denotations performs better when both visual denotations are
large, because it decreases the granularity and the noise of the overlap. Thus, larger visual denotations allow
us to more accurately calculate the similarity between captions. Additionally, we describe how the denotation
graph gives us an intuitive means of navigating the image caption corpus. We also describe the limitations of
the denotation graph that we currently produce, and map out future areas for improvement.
3.1 Visual Denotations
3.1.1 Definition
In the formal semantics of natural language, the denotation of a declarative sentence is assumed to be the
set of all situations or possible worlds in which this sentence is true (Montague, 1974; Dowty et al., 1981;
Barwise and Perry, 1980). We adopt this view, but restrict ourselves to the domain of concrete concepts that
can be depicted. This means that we limit our sentences to being visually descriptive, i.e., non-negative and
1Material in this chapter is reprinted from the jointly authored work Young et al. (pear), “From image descriptions to visual de-
notations: New similarity metrics for semantic inference over event descriptions”, Transactions of the Association of Computational
Linguistics, to appear.
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episodic (Carlson, 2005). Such sentences can be used to describe an image. Our possible worlds are restricted
to those involving specific entities and events, their attributes, and how they are related. We can instantiate
our possible worlds as images, using images that depict the specific entities and events with the appropriate
attributes and relations. Then, our interpretation function J·K maps a sentence s to its visual denotation JsK,
the set of images i ∈ Is ⊆ I in a ’universe’ of images I that s describes:
JsK = {i ∈ I | s is a truthful description of i} (3.1)
We can extend our interpretation function to nouns and noun phrases n by having JnK be the set of images
that depict the entities described by n, and to verbs and verb phrases v by having JvK be the set of images
that depict the events described by v.
3.1.2 Entailment and Reducing Strings
A sentenceh entails another sentence t if the denotation ofh is a subset of the denotation of t. This means that
t describes every possible world that h does. Using our visual denotation, a string h entails a string t if every
image that depicts h also depicts t (JhK ⊆ JtK). Entailment should always occur if t is a more general form
of h. For example, “a poodle runs on the beach” is a more general form of ”a dog runs”, thus we expect that
“a poodle runs on the beach” entails “a dog runs”, and that Ja poodle runs on the beachK ⊆ Ja dog runsK.
We define a set of functions R : S → S that take a string s and return a more general form of s. We call
an r ∈ R a string reduction, and we call r(s) a reduced form of s. Because r(s) is a more general form of s,
s entails r(s) and JsK ⊆ Jr(s)K.
3.2 Denotation Graph Definition
We define the denotation graph to be a directed graphGd = 〈V,E〉 over a set of images I , a set of strings S,
and a set of string reductions R. For each s ∈ S, there is a vertex vs which is labeled with 〈s, JsK〉, where JsK
is the visual denotation of s using the images in I . We only allow a directed edge from vs to vt (〈vs, vt〉 ∈ E)
to exist if there is an r ∈ R such that r(s) = t. Since t is a more general form of s, JsK ⊆ JtK.
There are two major features of interest in Gd. First, for each string s ∈ S, we have the visual denotation
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of s over the images in I . Second, the graph forms a subsumption hierarchy over the strings in S, where
(vs, vt) ∈ E indicates that a subsumption relation t v s exists between a generic string t and its more
specific parent s.
Expanding the Graph Given a graph Gd = 〈V,E〉 and an associated set of string reductions R, we can
attempt to expand Dg by applying any string reduction r ∈ R to any vertex v ∈ V . If vs ∈ V , then we can
add vr(s) to V , and (vs, vr(s)) to E. We consider a graph Dg = 〈V,E〉 to be fully expanded by R, if for all
r ∈ R and vs ∈ V , the string resulting from applying r to s is represented by a vertex in V (vr(s) ∈ V ), and
an edge exists from vs to vr(s) (〈vs, vr(s)〉 ∈ E).
Estimating Visual Denotations It may not be feasible to determine JsK for all s. In order to do so properly,
we would need to annotate all pairs of s ∈ S and i ∈ I , to determine if i depicted s. Instead, we define a
denotation graph with estimated visual denotations Ge = 〈V,E〉. As with Gd, Ge is defined over a set of
images I , a set of strings S, and a set of string reductions R. For each s ∈ S there is a vertex vs which is
labeled with 〈s, sJK〉, where sJK is an estimate of JsK, the visual denotation of s over the images in I . Since
there are entailment relations associated with the edges (if (vs, vt) ∈ E then s |= t), we know that for any
edge, the visual denotation of the string associated with the source vertex is a subset of the visual denotation
of the string associated with the target vertex (if (vs, vt ∈ E) then JsK ⊆ JtK). If we require that sJK be an
underestimate of JsK, such that sJK ⊆ JsK, then sJK is a subset of JtK (sJK ⊆ JsK ⊆ JtK). Therefore, we can
propagate the images in our estimated visual denotations using the edges of the graph, without violating the
requirement that the estimated visual denotations be underestimates. If (vs, vt) ∈ E, then we can update the
label of vt to be 〈t, tJK ∪ sJK〉. The estimated visual denotations are fully propagated, if for all (vs, vt ∈ E),
the images in the estimated visual denotation of s are in the estimated visual denotation of t (sJK ⊆ tJK).
Additionally, we can expand denotation graphs with estimated visual denotations using string reductions r
on a string s, just as we can for denotation graphs. If vr(s) 6∈ V , we can use the empty set for the estimate of
the visual denotation of r(s), resulting in the label 〈r(s), ∅〉 for vr(s). Since we also add the edge (s, r(s)) to
E, we can propagate the estimated visual denotation of s to the estimated visual denotation of r(s), updating
the label of vr(s) to 〈r(s), r(s)JK ∪ sJK〉.
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3.3 Populating the Denotation Graph
A major motivation for building the denotation graph is so that it may serve as the starting point for building
an ontology of everyday events. Therefore, we want the captions to have three features:
1. The captions must describe everyday events, and the actors and entities involved in them. We need our
captions to be on topic, or else they will not be useful when building the lexicon.
2. The captions must have good visual denotations. Each image represents a possible situation in a cap-
tion’s denotation. If a caption has a small visual denotation, it means we know of very few situations
in which the caption is true. This will result in a very limited understanding of the caption, since we
will not have a large enough sample of the sorts of situations in which the caption is true.
3. The captions must have overlapping visual denotations. We want to know when two captions are
related. We do not have a definition of similarity over the images that will allow us to determine how
well a caption describes one image given the images in a caption’s visual denotation. Therefore, the
only way we can identify similar captions is if they share images in their visual denotations. A set of
captions that has completely disjoint visual denotations will not be useful.
Because of these requirements, building a denotation graph consisting of only the captions in our image
caption corpus is not sufficient. Each caption describes an everyday situation depicted in one of the images
in our corpus, but most of the captions only occur once. Our most frequent caption is “Two dogs playing in
snow,” which describes seven images. However, almost all of our captions (99.5%) describe a single image
(such as “A child playing with a yellow plastic shovel on a beach at the water’s edge.”), thus their visual
denotations consist of a single image. These single image captions will have sparse visual denotations and
will most likely be completely disjoint with any other image’s captions. Figure 3.1 shows the captions of
the four images described with the caption “A dog catching a Frisbee.” While “A dog catching a Frisbee.”
describes all four captions, the other fifteen captions (two of the captions of the fourth image were identical)
only describe one image a piece. The limited visual denotations mean that we know that the some pairs
of the fifteen captions are very similar (when they describe the same image, and thus have identical visual
denotations), and the rest are completely dissimilar (when they have disjoint visual denotations). The most
interesting relation that we get is that “A dog catching a Frisbee.” is probably a more general form of the
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other fifteen captions, since its visual denotation is a superset of their visual denotations.
Seeding the denotation graph If we construct the denotation graph by estimating the visual denotations
of an initial set of strings, using string reductions to add new vertices and edges to the graph, and then
propagating the images in the visual denotations using the edges, the image caption corpus is a good set of
initial strings. There are three features we need an initial set of strings to have (given a set of images I that
we will use for the visual denotations):
1. Every single image in I will occur in the estimated visual denotation of one of the initial strings. Since
we will be estimating visual denotations via propagation, any image that is not in an initial estimated
visual denotation can not be propagated. And therefore, it will never show up in any of the estimated
visual denotations produced as the denotation graph is expanded.
2. Most of the captions contain a decent amount of detail. Since we will be generating new strings by
reducing existing strings, it is important that the initial strings contain a large selection of details which
can be dropped. This means that there will be multiple string reductions which can be applied to each
caption, and hopefully different permutations of them will produce many new strings.
3. Each image is described by multiple initial strings. This is advantageous for two reasons. First, the
multiple captions will provide better coverage of the details of the image than any single caption. Sec-
ond, the multiple captions mean that there may be different lexical choices or syntactic constructions
with the same meaning used to describe a single image. Taken together, this means that strings with
equivalent semantics are more likely to contain the same set of images.
String reductions With the image caption corpus as the starting point for our denotation graph, the only
remaining thing we need is a set of string reductions that we can use to generate new strings. We want our
string reductions to have the following properties:
1. The string reductions should be able to produce the same strings from multiple different captions. If
two captions mention a similar detail that we are interested in, we would like our string reductions to
be able to produce a string describing that detail from both captions. If we can not do this, our strings
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A dog makes a faithful leap to catch a green and
black Frisbee in his mouth.
//
A white dog is airborne whilst catching a green toy.
55lllllllllllll
A leaping dog catches a green and black Frisbee.
;;wwwwwwwwwwwwwww
Small dog jumps sideways to catch a soft disc.
AA
A white dog is leaping in the air with a green object
in its mouth.
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A terrier mix catches a Frisbee in the air. //____________
A white and black dog catching a Frisbee.
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A dog catches a Frisbee in midair.
::uuuuuuuuuuuuuuu
A dog catching a Frisbee.
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A brown dog waits for the Frisbee to come down
before catching it.
))RR
RRR
RRR
RRR
RR
Dog standing in grass playing with green flying disc. //____________
A brown dog about to catch a green Frisbee.
55kkkkkkkkkkkkk
A dog gets ready to catch a Frisbee.
::vvvvvvvvvvvvvvv
A white dog with black spots catches a bright green
and pink Frisbee in a field.
**UUU
UUUU
UUUU
UU
A black and white dog is catching a Frisbee.
11bbbbbbbbbbbb
The dog jumps to catch a flying disc.
66nnnnnnnnnnnnn
Figure 3.1: The four images described by “A dog catching a Frisbee,” and their captions.
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will have disjoint visual denotations, and thus we will not be able to learn much about our strings using
the visual denotations.
2. The string reductions should focus on retaining details that we are interested in. Specifically, we are
interested in core events and the entities that participate in them. For the both the entities and events,
we need to be able to drop modifiers and prepositional phrases. From the captions, we would like to
be able to extract the individual events described in the caption. And we would like to be able to drop
events arguments.
3.4 String Reduction Templates
In this section, I describe the types of string reductions that we will use to generate the graph. The most
important requirement for any string reduction r is that the initial string s entails the resulting string r(s).
This means that the visual denotation of the resulting string includes all of the images in the visual denotation
of the original string (JsK ⊆ Jr(s)K). Therefore, any image that depicts the original string must depict the
resulting string. Additionally, as mentioned in the previous section (3.3), we would like our string reductions
to be able to generate the same string from multiple different original captions, and we want the resulting
strings to focus on the core events and the entities involved in them.
Given these requirements, our approach is to drop the words and phrases that modify the entities and
events (with the goal of keeping the heads of the entities and events). We will focus on easy to identify
modifiers that can be dropped without changing the basic meaning of a string (for example, we will want
to avoid dropping negatives). Additionally, we will also try to replace entity head nouns with more generic
nouns. This is made possible due to WordNet’s noun hierarchy. Since we can not find an equivalent resource
for verbs, we do not perform any verb replacement for the events. Finally, for each event, we will try dropping
everything in a string that does not describe the event or the entities involved in it. We will then further reduce
the event by dropping event arguments.
These string reduction templates use the tagging, chunking and noun phrase analysis described in sec-
tions 2.4.3 through 2.4.5. The meta-data generated during the pre-processing step is sufficient to produce a
good set of string reduction templates. Ideally, we would have liked have had access to the parse trees as well
(section 2.4.6), since many of our string reduction templates involve pruning sub-trees of the parse tree of a
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string. However, we found that the parse trees generated by the parsers we tried to be insufficiently accurate
for our purposes.
Noun Phrase Article Dropping We drop the articles of all noun phrases. These string reductions drop the
count information of entities. For example, both “one man” and a lemmatized “two man” will be reduced to
“man”. We also ensure that the article being dropped is neither “no” (“man wearing no shirt”) nor “each”
(“each other”).
Noun Phrase Modifier Dropping We drop the modifiers of noun phrases. This allows us to reduce phrases
such as “red shirt” to “shirt”. We use the noun phrase modifier chunking described in 2.4.5 to determine
when we can drop the modifiers independently. This allows us to take a noun phrase such as “white stone
building” and produce “white building”, “stone building”, and “building”.
Noun Phrase Head Replacement We replace noun phrase heads with more generic terms. For example,
we replace “man” with both “adult” and “male”. We use the hypernym lexicon described in section 3.5
to determine if and with what terms a noun phrase head can be replaced. We disallow noun phrase head
replacement if any age based entity modifiers still exist. For example, “toddler” can be replaced with “child”,
but we would not want to perform the replacement, if we were reducing “older toddler” to “older child”.
We also ran into problems with the term “girl”. Our hypernym lexicon has three broad age categories for
people - babies, children (toddlers through teenagers), and people (older teenagers, adults, and seniors). We
identify which meaning of “girl” is being used during normalization (section 3.6).
Verb Modifier Dropping We drop the modifiers of verbs. This includes both ADVP chunks and adverbs
in VP chunks. This allows us to reduce “a person running quickly” to “a person running”.
Prepositional Phrase Dropping We drop a number of prepositional phrases. First, the preposition must be
a locational (“in”, “on”, “above”, etc.), directional (“towards”, “through”, “across”, etc.), or instrumental
(“by”, “for”, “with”). Second, we check if the preposition is part of a phrasal verb, in which case, in which
case we either only drop the preposition (“climb up a mountain” is reduced to “climb a mountain”) or both
the preposition and the direct object (“walk down a street” is reduced to “walk”). We also determine if the
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prepositional object is joined by a conjunction (“standing by a man and a woman” would be reduced to
“standing” and not “standing and a woman”), and if the prepositional object has an attached relative clause.
If there is an attached relative clause, we would ideally like to drop only the relative clause, but as we are
unable to easily determine the ending point of the relative clause, we drop the rest of the sentence to be safe.
Dropping “Wearing X” cases We treat instances of “wearing” as if they were prepositions, and drop them.
After the normalization in section 3.6, this includes a number of other phrases that indicate that someone is
wearing something, such as “dressed in”, “dressed as”, and some instances of “in”. We view “a man
wearing red” and “a man in red” as having the same semantic meaning. We normalize it as “a man wearing
red” in order to distinguish the wearing case from other uses of the preposition “in”, but we still drop the
wearing case, reducing “a man wearing red” to “a man”.
Selecting “X of Y” cases A number of noun phrases have been grouped into “X of Y” cases, such as “glass
of beer”, as described in 2.4.5. Typically, in these cases, either the “X” or the “Y” is a valid replacement for
“X of Y”. For example, both “glass” and “beer” can replace “glass of beer” in a sentence such as “a man
holding a glass of beer”. However, for the “body of water” case we only replace it with “water”, and never
with “body”.
Selecting “X or Y” cases In cases where two noun phrases are separated by an “or”, we allow both noun
phrases to replace it. For example, the phrase “man or woman” is replaced by both “man” and “woman”.
Splitting “X to Y” cases In cases where the verb phrase is of the form “X to Y”, we replace it with “X” or
“Y”, depending on what “X” is. For verbs such as “appear” or “start” which indicate that “Y” is occurring,
we replace “X to Y” with “Y”. For verbs such as “wait” or “line up” which indicate that “Y” has not yet
started, we replace “X to Y” with “X”. For verbs such as “kneel” or “jump” where the “to” is used to mean
“in order to”, we replace “X to Y” with both “X” and “Y”.
Extracting the Subject and Verb Using the results of 2.4.7, we extract subject-verb-object chunks from
the sentence. We split them up further into subject and verb-object chunks. For example, given the caption
“two men look up while hiking”, we would extract the SVO chunks “two men look up” and “two men hiking”,
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and then further split those captions into “two men”, “look up”, and “hiking”. We further split up the verb-
object chunks, but only if we have determined that the verb is not a light verb or acting similarly to a light
verb. This includes verbs such as take and have, as well as verbs such as play (“playing” versus “playing
baseball” versus “playing violin”) and catch (“catch a frisbee” versus “catch air”).
3.5 Creating the Hypernym Lexicon
We generate a lexicon of entity types that consists of head nouns and their parent. To populate the lexicon, we
assign a type to each head noun in our corpus using the entity co-reference results. We do this by randomly
assigning to each word one of its possibleWordNet synsets. Then, for each word, we determine all of the other
words that it is co-referent with, and choose a synset that is an ancestor or descendant of as many of the other
words it is co-referent with as possible. We iterate over all of the words, and then restart the process, until no
word chooses a new synset. This heuristic gives fairly accurate results, although it has two limitations. First,
it can not deal with polysemous words, since each word is assigned a single synset. Second, due to the way
entity co-reference works, it prefers to assign person meanings to words. For example, “pitcher” is always
assumed to mean the baseball player, even though it can also mean a pitcher of water. Once each word has
been assigned a final synset, we take the subset of WordNet hypernym hierarchy consisting of all the synsets
we have chosen. Each word is assigned as its parent the closest hypernym that exists in our corpus. For
example, “cat” has “animal” as its parent, even though WordNet there are a number of other terms between
“cat” and “animal”, such as “feline”, “carnivore”, “placental mammal”, “mammal”, “vertebrate”, and
“chordate”. However, since these terms are never used in our corpus, they are excluded from our lexicon.
Then, we manually fix a number of entries where either the word is polysemous or the incorrect synset was
chosen. Additionally, we remove parents if the parent term was sufficiently generic that it would not be used
to refer to the word. For example, a baby would never be described as “a person”. Finally, we checked the
higher frequency words that had no entry in the lexicon, and added parents where appropriate.
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3.6 Normalizing the Captions
Before generating captions, we perform a number of normalizations to make it easier to determine when two
generated captions are equivalent. Unlike the string reduction templates, these normalizations do not change
the semantics of the caption, and we do not retain the original string in our denotation graph.
Punctuation Dropping We drop all punctuation marks in the captions. We identify punctuation marks as
those tokens with a POS tag that starts with a non-letter character. Due to this, special care must be taken to
ensure that the tagger does not mistag words as punctuation.
Lemmatization We lemmatize all of the head nouns of the entity mentions. We also lemmatize nouns
when they occur outside of the head noun of an entity mention, however, we treat them as single words.
For example, if “sports stadiums” occurred as a head noun, we would lemmatize it as “sports stadium”.
However, if we encountered the phrase “sports stadium” outside of a head noun, we would lemmatize it as
“sport stadium”.
We lemmatize the verbs and adjectives that end in “-ed” and “-ing”. In the cases where the verb is part
of a verb phrase, we lemmatize “dress” as “dressed”, “park” as “parking”, and “stand” as “standing”.
This allows us to differentiate between the noun and verb forms of the words, since the noun form is not a
nominalization of the verb form. For other words with both a noun and verb form, the noun form is typically
a nominalization of the verb form (such as “jump”). In those cases, we do not want to differentiate between
the noun and verb forms, so we lemmatize both forms to the same token.
Term Normalization We normalize several different several different forms of stating that someone is
wearing a piece of clothing. “wear”, “dressed in”, “dressed up in”, and “in” are normalized to “wear”
when they refer to someone wearing clothing. It is assumed that “wear”, “dressed in”, and “dressed up in”
always refer to clothing, and the head nouns of the NP chunks that follow them are used to build a clothing
vocabulary. Instances of “in” which are followed by a clothing term are transformed into the “wear” case as
well.
We also normalize a number of forms of “teen” (“teenager”, “teenaged”, “teen”).
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Article Normalization We transform a number of articles into their counts. Singular articles are trans-
formed into “one”. Instances of “two” (“the two” and “two”) are transformed into “two”. “Three” is
handled similarly. Higher counts or indeterminate plurals are transformed into “some.”
There is Instances of “there/here/this is/are” are removed when they occur at the beginning of a sentence.
This eliminates a common prefix in a number of our captions (for example, “There is a black dog splashing
in the water.”) that does not change the denotation of the caption.
Disambiguating Girl We disambiguate instances of “girl” in order to differentiate between children and
adults. In order to correctly identify the age group of the girl being referenced, we searched the captions
of the image for terms that would indicate an older teenaged or adult woman (“bride”, “lady”, “woman”,
“young lady”, “young woman”). If we found one of the terms, we assume that “girl” refers to a woman or
older teenager (replacing girl with girl woman), and otherwise we assume that it refers to a child (replacing
girl with girl child).
3.7 Instantiating the String Reductions
When we apply the string reduction templates to the captions, we create a reduction rule that can be used
to rewrite the caption. Each rule consists of a context that must exist before the rule can be applied, and a
resulting context that replaces it. Rewrite rules will target specific words within a string. However, rewrite
rules can be fairly generic. For example, let us consider the string young toddler crawl on floor. With the
chunking information, this would be:
〈 [NP0 [MOD1 young ] [HEAD2 toddler ] ] [VP3 crawl ] [PP4 on ] [NP5 [HEAD6 floor ] ] 〉
The first reduction rule drops the noun phrase modifiers: in this case, the young in young toddler. This
would generate the following string reduction:
[MOD1 young ]→ [MOD1 ]
We leave theMOD1 chunking information in for two reasons. First, it simplifies inverting the reduction
rule. The emptyMOD1 chunk boundaries act as an indicator for where the modifier young should be added.
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Second, it will be used in our next string reduction, a noun phrase head replacement, when we replace toddler
with child. We do not want to turn young toddler into young child, as toddlers are not described as young
children. So, we generate a reduction rule that ensures thatMOD1 is empty:
[MOD1 ] [HEAD2 toddler ]→ [MOD1 ] [HEAD2 child ]
Next, we drop the prepositional phrase on floor, being certain to note that it is next to VP3:
VP3 [PP4 on ] [NP5 [HEAD6 floor ] ]→ VP3
This means that the prepositional phrase can only be dropped if it is next to VP3, and that it does not care
about the internals of VP3, and leaves them unchanged. While the requirement that the prepositional phrase
be next to VP3 is unnecessary in a string reduction, it will be useful when the string reduction is inverted.
Finally, we generate two reductions rules to extract the subject and the verb. In this case, we require that
the subject and the verb be the only contents of the string (where 〈 and 〉 represent the beginning and end of
the string):
〈 NP0 VP3 〉 → NP0
〈 NP0 VP3 〉 → VP3
This avoids the case where we drop VP3 while the prepositional phrase is still part of the string, and
produce toddler on floor. While that string is a more general form of toddler crawls on floor, we can not
guarantee that that will be the case for all such string reductions.
We can easily invert a reduction rule by swapping its starting and ending contexts, forming an expansion
rule. This will allow us to reapply details that have been removed. For example, we could apply the prepo-
sitional phrase dropping string reduction template, and then invert the resulting reduction rule, giving us the
following expansion rule and reduced string:
VP3 → VP3 [PP4 on ] [NP5 [HEAD6 floor ] ]
[NP0 [MOD1 young ] [HEAD2 toddler ] ] [VP3 crawl ]
The youngmodifier expansion rule and the toddler replacement expansion rule are slightly more complex.
In the reduction case, we only want to replace toddler with child if the modifier young has been dropped. In
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the expansion case, we only want to add the modifier young if the head is currently toddler. Inverting the
young modifier reduction rule gives us:
[MOD1 ] [HEAD2 toddler ]→ [MOD1 young ] [HEAD2 toddler ]
[NP0 [MOD1 ] [HEAD2 toddler ] ] [VP3 crawl ]
The toddler replacement expansion rule can ignore the modifier:
[HEAD2 child ]→ [HEAD2 toddler ]
[NP0 [MOD1 ] [HEAD2 child ] ] [VP3 crawl ]
Finally, while it is possible to invert one or the other of the subject and verb extraction reduction rules,
they can not both be inverted, as either the verb will be missing after the subject extraction rule is applied
and inverted, or the subject will be missing after the verb extraction rule is applied and inverted. So, we leave
those reduction rules uninverted.
3.8 Generating the Graph
In this section, I describe the algorithm used to generate the denotation graph from the image corpus. Unfor-
tunately, the naive approach of fully expanding the denotation graph (i.e., applying string reductions to all of
the strings in the graph, until no new strings are produced) produces too many strings to be tractable. In order
to reduce the number of strings generated, we use an algorithm that is only guaranteed to generate the strings
with a denotation that contains at least two images. Our basic approach will be to start with the most generic
strings that have the largest denotations, and expand them by adding details (using expansion rules), until we
produce strings with a denotation that consists of a single image.
Intractability of the Naive Approach The naive approach to generating the denotation graph is to generate
as many strings as possible from each caption. For each caption, a set of reduction rules are generated. We
apply each of the rules to the caption, producing a new set of strings. We continue to apply the reduction rules
to the newly produced strings, until no new strings are produced. For example, the noun phrase “two small
toddlers” would generate three different reduction rules: one to drop the article (“two”), one to drop the
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modifier (“small”), and one to replace the head noun (“toddlers”) with a more generic noun (“children”).
We would then apply all three rules to “two small toddlers”, and then continue to apply the rules to any newly
produced string, until no new strings were produced.
children
toddlers
55kkkkkkkkkkkkkk
small children
OO
two children
iiTTTTTTTTTTTTTTT
small toddlers
OO 55kkkkkkkkkkkkkk
two toddlers
55jjjjjjjjjjjjjjj
iiSSSSSSSSSSSSSS
two small children
iiTTTTTTTTTTTTTTT
OO
two small toddlers
iiSSSSSSSSSSSSSS
OO 55jjjjjjjjjjjjjjj
Figure 3.2: Strings generated by the caption “two small toddlers”. Arrows indicate when one string was
produced by applying a reduction rule to another string.
As the above figure demonstrates, there are seven strings that can produced from “two small toddlers”, as
any combination of the string reductions produces a new string. In general, we expect the number of possible
strings a caption generates to grow exponentially with the number of reduction rules. The most rewrite rules
generated by any caption in our corpus is 54, generated by the following caption:
In this photo there is man in a dirty white shirt red and black hat with yellow stained teeth there
is also someone standing next to him but only there arm and a plaid white sleeve is showing the
looks happy and it appears that he is also repairing something he has his tools laying around
him although it is unclear what he is fixing he looks happy doing it.
While there are some combinations of the caption’s rewrite rules that produce the same string, the total
number of possible strings produced by the above caption is probably in the quadrillions. Generating and
storing a denotation graph of that size is not feasible. Furthermore, a large number of the strings produced
would be uninteresting: they would be minor alterations of the original caption that only described the same
image as the original caption. Removing “plaid white” from the noun phrase “a plaid white sleeve” produces
a string that is minimally different from the original caption and is highly unlikely to describe any additional
images in our corpus.
53
Generating the Denotation Graph by Restoring Details to Strings To make graph generation tractable,
we need to only produce part of the graph. The strings in the graph that we want to produce are those with
larger denotations. A larger denotation means that we know more about the string, and are more likely to find
other strings with overlapping denotations. In the previously described approach, the more generic strings
(those strings with larger denotations) are produced last. Thus, if we stop processing earlier, we will not
produce the strings that we want the most. We can solve this problem, by inverting the reduction rules and
using the resulting expansion rules, and using a maximally generic caption as the starting point. Instead of
removing details, the expansion rules restore details. Using the “two small toddlers” example, we would
have three expansion rules: one to restore the article (“two”), one to restore the modifier (“small”), and one
to replace the head noun “children” with a more specific head noun “toddlers”. Furthermore, instead of
starting processing with “two small toddlers”, we would instead start with “children”.
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Figure 3.3: Strings generated by the caption “two small toddlers”, using inverted string reductions. Arrows
indicate when one string was produced by applying an expansion rule to another string. Bolded strings
indicate a set of possible stopping points, while wavy arrows indicate unused expansion rules.
Since the string reductions preserve upward entailment, the expansion rules preserve downward entail-
ment. That is, the denotation of any string produced by an expansion rule will be a subset of the denotation
of the string the expansion rule was applied to (i.e., Jtwo childrenK ⊆ JchildrenK). Because of this, we can
simply stop processing a string if we determine that its denotation is sufficiently small.
The Actual Approach For our actual approach, we end up using a mix of reduction and expansion rules.
We skip inverting some of the reduction rules, in order to make the rewrite rule generation process simpler. We
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function GENERATEGRAPH(ImageCorpus)
WorkQueue← ∅
Captions← ∅
Edges← ∅
for all c ∈ ImageCorpus do
ReductionRulesc ← ∅
ExpansionRulesc ← ∅
s← sc
for all r ∈ GenerateReductionRules(sc) do
ifWantToInvert(r) then
s← ApplyRule(s, r)
ExpansionRulesc ← ExpansionRulesc ∪ {InvertRule(r)}
else
Reductionsc ← Reductionsc ∪ {r}
push(WorkQueue, 〈c, s〉)
while ¬empty(WorkQueue) do
〈c, s〉 ← pop(WorkQueue)
if c 6∈ Captions(s) then
Captions(s)← Captions(s) ∪ {c}
PROCESSREDUCTIONS(c, s)
if |Captions(s)| = 2 then
for all c′ ∈ Captions(s) do
PROCESSEXPANSIONS(c′, s)
else if |Captions(s)| > 2 then
PROCESSEXPANSIONS(c, s)
return Captions,Edges
function PROCESSEXPANSIONS(c, s)
for all r ∈ ExpansionRulesc do
s′ ← ApplyRule(s, r)
push(WorkQueue, 〈c, s′〉)
Edges← Edges ∪ {〈s, r, s′〉}
function PROCESSREDUCTIONS(c, s)
Q← {s}
Seen← ∅
while ¬empty(Q) do
s← pop(Q)
if s 6∈ Seen then
push(WorkQueue, 〈c, s〉)
Seen← Seen ∪ {s}
for all r ∈ ReductionRulesc do
s′ ← ApplyRule(s, r)
push(Q, s′))
Edges← Edges ∪ {〈s′, r, s〉}
Figure 3.4: Generating the graph
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then rely upon the fact that we can stop applying the expansion rules once the strings start having sufficiently
small denotations. We will have to use the naive approach of generating every possible string using the
reduction rules. However, the set of reduction rules will be much smaller, as will the set of strings they
produce. Thus, our algorithm will be guaranteed to produce all strings with a denotation larger than one, in a
tractable manner.
Figure 3.4 presents the basic outline of our graph generation algorithm. The function GRAPHGENER-
ATION generates a denotation graph for any image corpus, while the functions PROCESSREDUCTIONS and
PROCESSEXPANSIONS handle applying the expansion and reduction rules of caption c to a string s. The
actual denotation graph produced by GRAPHGENERATION consists of two data structures, Captions which
tracks which captions produced a given string, and Edges which tracks the edges of the denotation graph.
The first step of GRAPHGENERATION is to generate the rewrite rules and a starting string s for each
caption. We initially generate a set of reduction rules (GenerateReductionRules) for the original string sc
of a given caption c, and set the starting string s to the original string sc. For each reduction rule r, we
either want to invert it, in which case we apply r to s to produce a further reduced starting string, and add
the inverted r to ExpansionRulesc. Otherwise, we add r to ReductionRulesc. The primary reason we may
not want to invert a reduction rule r is if doing so would require us to generate multiple starting strings.
This can occur for the extraction and selection string reductions: the X of Y, X or Y, and subject and verb
templates. These string reductions require us to make a choice about which part of a string is kept. For
example, the string pitcher of water has two X of Y reduction rules that either result in pitcher or water.
Since it is impossible to get from pitcher to water (or vice versa) only using expansion rules, both pitcher
and water must be starting strings, if the X of Y reduction rules are inverted. In order to avoid generating a
potentially large set of starting strings, we simply skip inverting the selection and extraction string reductions.
Once the expansion rules (ExpansionRulesc), reduction rules (ReductionRulesc), and starting string s of c
have been generated, we add 〈c, s〉 to theWorkQueue. This lets us know that it possible to generate s from
caption c, and that the string reductions of c need to be applied to s.
The second step of GRAPHGENERATION is to process theWorkQueue. For each item 〈c, s〉 inWorkQueue,
we first check if it is already known that c can generate s. If this is not known, we add c to the set of
captions that can generate s (Caption(s)). We then apply all of the reduction rules of c to the string s
(PROCESSREDUCTIONS(c, s)). Since the reduction rules produce more generic forms of s, even if JsK = 1,
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we will still want to use the reduction rules, as the visual denotations of the resulting strings could be larger.
By contrast, we only want to expand s using the expansion rules of c (PROCESSEXPANSIONS(c, s)), if
|JsK| > 1. If |JsK| = 1, then s should be a leaf node. Thus, our next step is based on the number of
captions that generate s (Caption(s)):
1. If only one caption generates s, then |JsK| = 1 currently, and we do not need to generate (yet) the
children of s.
2. Otherwise, we assume that |JsK| > 1, and we need expand s using the expansion rules of any caption
c ∈ Caption(s) that we have not already been used to expand s. If c is the second caption added to
Caption(s), none of the expansion rules of the captions in Caption(s) have been used to expand s,
and we need to expand s using the expansion rules of both of the captions in Caption(s). Otherwise,
the expansion rules of the captions originally in Caption(s) have already been used to expand s, and
we simply need to expand s using the expansion rules of c (PROCESSEXPANSIONS(c, s)).
The function PROCESSREDUCTIONS handles applying the reduction rules of c to a string s. We perform
a full expansion of s using all of the reduction rules of c. For each string s′ produced in the expansion, we
add an appropriate edge to Edges, and add 〈c, s′〉 toWorkQueue.
The function PROCESSEXPANSIONS handles applying the expansion rules of c to a string s. We simply
apply each expansion rule r to s in order to produce a new string s′. We add 〈c, s′〉 to WorkQueue, so that
s′ is added to the denotation graph, and further processing can be done on s′ if needed. Additionally, we add
〈s, r, s′〉 to the Edges, as we now know that s′ can be reduced to s using the expansion rule r.
Finally, we obtain the visual denotation of each string s from the set of images whose captions are in
Caption(s).
Augmenting the Graph Before creating the actual denotation graph, we create two sub-graphs: the NP
sub-graph and the VP sub-graph. We create these sub-graphs to ensure that certain simple strings get gener-
ated. To create the NP and VP sub-graphs, we extract all entity mentions or all event mentions (consisting
of the subject and verb phrase) from the captions, and use the naive approach of using all applicable string
reductions on them to produce as many strings as possible.
Additionally, if we generate a string s in the denotation graph that contains an entity mention e, we add
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Size of denotations |JsK| ≥ 1 |JsK| ≥ 2 |JsK| ≥ 5 |JsK| ≥ 10 |JsK| ≥ 100 |JsK| ≥ 1000
Nr. of captions 1,749,096 230,811 53,341 22,683 1,921 161
Table 3.1: Distribution of the size of visual denotations in our graph
Denotation Size Strings
|JsK|≥ 1000 person, ball, group of adult, red shirt
100 > |JsK|≥ 100 bicycle, guitar, mountain, dish
100 > |JsK|≥ 10 produce, pillar, adult with helmet, woman with blue shirt
10 > |JsK|≥ 5 white dog with brown spot, yacht, two scuba diver, mom with child
5 > |JsK|≥ 2 woman with short hair and clothing, two adult at work, pyrotechnics, squid,
|JsK|= 1 adult dressed for colder weather, bare pine table, rabbit costume, thick cord
Figure 3.5: A sample of nouns with varying sized visual denotations.
an edge from e to s indicating that s contains an instance of e, if no ancestors of s contain the entity mention
e. This allows us to identify strings that contain a mention of a specific entity.
Finally, after generating the denotation graph, we add each original caption to the graph, and attach it to
all leaf strings that are produced by the caption.
3.9 Results
On our corpus of 158,439 unique captions and 31,783 images, the denotation graph contains 1,749,097
strings, out of which 230,811 are depicted by more than a single image. Table 3.1 provides the distribution of
the size of visual denotations, while figures 3.5, 3.6, and 3.7 provide sample nouns, verbs, and sentences with
various sized visual denotations. It is perhaps surprising that the 161 strings which are depicted by at least
1,000 images do not just consist of nouns such as person, but also contain simple sentences such as person
standing, adult sit, man look, or woman walk; noun phrases such as red shirt or group of adult; and verb
Denotation Size Strings
|JsK|≥ 1000 standing, hold, walk, run, walk down street, wait
100 > |JsK|≥ 100 ride, climb, swim, sit on sidewalk
100 > |JsK|≥ 10 play electric guitar, tackle, wave flag, carry balloon
10 > |JsK|≥ 5 watch train, direct group, perform repair, play music for crowd
5 > |JsK|≥ 2 slice meat, talk on cellphone on busy street, shuck corn
|JsK|= 1 abseil down cliff, dangle from rock, nap in chair, vacuum carpet in room
Figure 3.6: A sample of verbs with varying sized visual denotations.
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Denotation Size Strings
|JsK|≥ 1000 person standing, adult sit, man look, woman walk
100 > |JsK|≥ 100 adult play instrument, dog play, person take picture, worker work
100 > |JsK|≥ 10 person fish, man cross street, small dog run, couple sit at table
10 > |JsK|≥ 5 little girl make face, rider make jump, spark fly, shirtless person run
5 > |JsK|≥ 2 two asian woman cross street, kid practice martial art, butterfly rest
|JsK|= 1 dachshund carry ball, gardener dig through dirt, umpire dust off home plate
Figure 3.7: A sample of sentences with varying sized visual denotations.
Rewrite Rule Count
Nouns
NP article added 248,907
NP modifier added 801,991
NP head replacements 1,630,671
X of Y split 112,974
X or Y split 4,044
Verbs
VP modifier added 24,662
X to Y split 23,210
PPs
Prepositional phrases added 841,099
wear X or dressed in/as/for X added 254,070
Sentences
Simple sentence extracted 642,141
Verb Phrases added 1,162,440
Subjects added 1,162,412
Transitive verb added 159,875
Direct object added 99,217
Figure 3.8: Number of times that various types of rewrite rules were used during graph generation.
phrases such as walk down street. Unsurprisingly, we find that the strings with larger visual denotations tend
to be less detailed and more generic.
In total, there were 7,167,713 applications of the rewrite rules during graph generation. A single rewrite
application is when a rewrite rule r of caption c links two strings s and s′. The total count is the number of
pairs of strings s and s′ linked by r, weighted by the number of captions c that produced s from s′ or vice
versa. Figure 3.8 has a breakdown of the types of rules used. The largest proportion of rewrite rule applica-
tions were sentence based (45.0%): extracting simple sentences from more complex sentences and breaking
down simple sentences into subject, verb, and object components. Noun based rewrite rule applications ac-
counted for the next largest fraction (39.1%), the bulk of which were noun phrase head replacements based
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Figure 3.9: Strings in the denotation graph that use the components person, on beach, and run.
on the hypernym lexicon. Prepositional phrase drops (including phrases such as wearing a hat, which tended
to be identical to the prepositional phrase in a hat) accounted for almost all of the remaining rewrite rule
applications (15.3%). Finally, verb based rewrite rule applications were fairly minimal (0.7%): few verbs has
adverb modifiers, and we had no equivalent of the hypernym lexicon for verbs. The equivalent of an addi-
tional 1,549,851 rule applications were added between strings in the denotation graph and entity mentions in
the NP sub-graph, and the equivalent of 678,394 rule applications were added between the leaf nodes and the
original captions. Finally, 628 rewrite rule applications were used to fix strings with a trailing conjunction or
starting there is.
Figure 3.9 display a portion of the denotation graph, and demonstrates how simple strings, such as person,
beach, and run, are combined to produce more complex strings. Eventually, by going deep enough into the
denotation graph, the original captions are reached, along with their associated images. The denotation graph
can be used to navigate the image caption corpus, by starting from a string of interest, and then examining
the outgoing edges to find additional details to further narrow down your search. Additionally, by looking
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at the visual denotation of a string, one can find all of the images that are known to depict the string. One
limitation, however, is displayed in the figure: Jperson run on beachK and Jperson on beach runK are disjoint,
even though the two strings are semantically equivalent.
3.10 Known Issues and Future Work
The biggest issue with our denotation graph is that we have been very conservative with the set of string
reductions that we allow, in order to ensure that the images in the visual denotation of a string depict the
string. By focusing on the precision of the visual denotation, we have neglected the recall. For example,
Jsoccer playerK contains 251 images, Jplay soccerK contains 234 images, and Jsoccer gameK contains 119
images. Clearly, all three visual denotations should be extremely similar in size, if not completely identical.
However, even with the problems that our visual denotations have with image recall, the current denotation
graph already gives us a large number of semantic associations.
One avenue for future work is string manipulations (string operations that do not necessarily preserve
entailment). There are currently two promising sets of string manipulations: First, we can create new strings
by varying word order (“stick tongue out” vs “stick out tongue”) or equivalent choices of preposition (“look
into mirror” vs “look in mirror”). Second, we can create new strings by using the entity co-reference chains
to swap noun phrases from other captions. Given the string “a man cutting vegetables”, where “a man”
is co-referenced with “cook”, we could replace “a man” with “cook” to produce the string “cook cutting
vegetables.” String manipulations do present new challenges that our current set of string reductions do not.
More care must be taken to ensure that the resulting string is still depicted by the image it is associated with.
Additionally, string manipulations can result in nonsensical strings. Finally, string manipulations (specifically
noun phrase swapping) have the potential to explode the number of strings generated. Our previous attempts
at generating new captions by swapping noun phrases resulted in an overly large corpus. A technique must
be found for string manipulations that minimizes the number of strings with a visual denotation of size one,
similar to how inverting the string reductions made the graph generation process tractable.
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Chapter 4
Denotational Similarity1
In this chapter, we introduce the notion of denotational similarities. We base the denotational similarities on
the probability that two strings both describe the same situation. We use the denotations of the strings as
well as the intersection of their denotations to estimate the probabilities we will need. We believe that the
denotational similarities capture a set of relations that distributional similarities do not, such as sub-events
and events that are likely to co-occur.
We also introduce an approximate textual entailment task (ATE), which uses the denotation graph to
generate a large number of entailment problems. The textual entailment task is important because solving it
means being able to perform semantic inference that is useful for a number of other NLP problems. Because
the denotation graph is used to generate items for the ATE, we believe that we have created a set of entailment
tasks that rely upon knowing when two events are likely to co-occur. The ATE task is of additional interest to
us, because it also represents a first step at dealing with the recall problems of our image caption corpus: that
annotators may not have exhaustively described the images in our corpus. Being able to predict what else is
occurring in an image given the existing image captions should help to fill in unmentioned details.
Finally, we test our denotational similarities on the ATE task and compare them with distributional and
compositional similarities, both standard approaches for textual entailment. We find that our denotational
similarities perform better on the task, even when we take steps to give the distributional similarities access
to the features that the denotational similarities are taking advantage of.
1Material in this chapter is reprinted from the jointly authored work Young et al. (pear), “From image descriptions to visual de-
notations: New similarity metrics for semantic inference over event descriptions”, Transactions of the Association of Computational
Linguistics, to appear.
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4.1 Distributional Similarities
Lexical similarities are defined over pairs of words w and w′. Distributional similarities are based on the
idea that the meaning of word can be derived from the contexts in which it occurs. In order to take advantage
of this idea, distributional similarities represent the context of each word w as a vector ~w, whose elements
are derived from the co-occurrence counts ofw with the other words in the corpus. Then, different functions
are used to calculate the distance between two vectors ~w and ~w′ in order to determine the similarity between
w and w′.
4.1.1 Words to Vectors
The first step necessary for any distributional similarity is to generate context vectors for each word w. To
compute context vectors from a corpus C, we need to get the co-occurrence counts of all pairs of words w
and w′, as well as the counts of all words w. We divide the corpus into a number of windows (each window
typically being a sentence). Then for each pair of words w and w′, we count the number of windows that
both words occur in, to get their co-occurrence count cC(w,w′). Additionally, we also count the number of
windows that containw, to get the word count cC(w). We then map each wordw that has a count of at least
10 to a 1,000-dimensional vector ~wC whose elements correspond to the normalized, non-negative point-wise
mutual information (PMI) of w and the 1,000 words (excluding stop words) with the highest counts. We
calculate the normalized PMI by using the counts to estimate pC(w) and pC(w,w′):
pC(w) =
cC(w)
NC
(4.1)
pC(w,w′) =
cC(w,w′)
NC
(4.2)
nPMIC(w,w′) =
log
(
pC(w,w
′)
pC(w)pC(w′)
)
− log(pC(w,w′)) (4.3)
Here, NC is the number of windows in corpus C. We use three different corpora: the training set of our
image caption corpus, the BNC (BNC Consortium, 2007) and Gigaword (Parker et al., 2011). For all three
corpora, we first remove all stop words and lemmatize the remaining words. For the BNC and Gigaword
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corpora, we use a window size of one sentence. For our image caption corpus, we try two different window
sizes: one with a window equal to a single caption (“cap”) and another with a window equal to the five
captions describing a single image (“img”). The single caption window size replicates the standard approach
used by a distributional similarity when applied to a corpus. The all five image captions window size takes
advantage of the relatedness of the set of five captions for each image. This is intended to be analogous
to how the denotation graph handles the image captions. Secondly, we augment the captions by adding
the hypernyms (“+hyp”). For example, given the caption “A girl swimming in a pool,”, after stop word
removal and lemmatization, we would be left with window consisting of girl, swim, pool. We would then add
hypernyms of “girl” (“child”), giving us a window consisting of girl, child, swim, pool. This augmentation
gives the context vectors access to the hypernym relations from WordNet that the denotation graph uses.
4.1.2 Symmetric Distributional Similarities
We use two symmetric distributional similarities: cosine distance, and a similarity introduced by Lin (1998).
Cosine distance is a basic vector similarity metric. It measures the cosine of the angle between two vectors.
Cosine distance normalizes the vectors before calculating the distance, thus ignoring the magnitude of the
vectors.
cos(w,w′) =
~w · ~w′
‖ ~w ‖‖ ~w′ ‖ (4.4)
The LIN similarity is a standard symmetric similarity. It views the elements of the vector as being a
measure of the information content between the word and some feature. The total information content of a
word w is the sum of the positive elements of its vector ~w. The similarity between two words w and w′ is
the ratio between the information content of the union of w and w′ and the sum of the information content
of w and w′. The information content of the union of w and w′ is the sum of the sum of the corresponding
elements of ~w and ~w′ when both are positive (~w(i) > 0 ∧ ~w′(i) > 0).
LIN(w,w′) =
∑
i:~w(i)>0∧~w′(i)>0 ~w(i) + ~w
′(i)∑
i ~w(i) +
∑
i ~w′(i)
(4.5)
The LIN similarity has an oddity in that it relies upon vectors having a large number of zeroes. If two
vectors have the same set of elements active, their LIN similarity is 1, even if they have different magnitudes.
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Consider ~w = [1.0, 0.1] and ~w′ = [0.1, 1.0]. simLin(~w, ~w) = simLin(~w, ~w′) = 1.
4.1.3 Directed Distributional Similarities
Directed distributional similarities sim(w|w′) have been proposed as more suitable for semantic inference.
Kotlerman et al. (2010) advocate Clarke (2009)’s similarity (CLK), and Szpektor and Dagan (2008)’s bal-
anced precision (BAL), which builds LIN and on Weeds and Weir (2003)’s metric (WEEDS).
WEEDS is essentially half of LIN. Instead of taking the sum of the sum of the corresponding elements
(when both elements are positive), it instead takes the sum of the elements in w, when the corresponding
elements in both vectors are positive. This works on the assumption that if w is more specific than w′, ~w′
should have more positive elements than ~w (that is, w′ should show up in more contexts than w). Thus,
WEEDS(w | w) > WEEDS(w′ | w).
WEEDS(w | w′) =
∑
i:~w(i)>0∧~w′(i)>0 ~w(i)∑
i ~w(i)
(4.6)
BAL is the geometric mean of WEEDS and LIN. WEEDS can generate high similarities if w is infre-
quent and there are very few positive entries in ~w. Szpektor and Dagan (2008) attempts to remedy this by
incorporating LIN into the similarity measure.
BAL(w | w′) =
√
WEEDS(w | w′)× LIN(w,w′) (4.7)
CLK starts from the same point as WEEDS. However, it recognizes that if w′ is a more general form of
w, then for any context, w′ should occur at least as frequently as w in that context. Therefore, it takes the
element-wise minimum of ~w and ~w′ and sums the elements of the resulting vector.
CLK(w | w′) =
∑
i:~w(i)>0∧~w′(i)>0min(~w(i), ~w
′(i))∑
i ~w(i)
(4.8)
4.1.4 Compositional Similarities
Compositional features work by generating a context vector for each string, and then using a similarity func-
tion to compare the context vectors of the strings. Since we will be dealing with sets of strings, we gen-
erate context vectors for each string, and then generate a context vector for each set of strings. We use
65
Mitchell and Lapata (2010)’s two basic compositional functions to compose vectors: addition and element-
wise (Hadamard) multiplication. We use two compositional similarities: sum of sums (Σ(S)) and sum of
products (Π(S)). For sum of sums, we generate a context vector for a string by adding the context vectors
of the words in the string (~sΣ = ~w1 + ... + ~wn), which can be interpreted as a disjunctive operation. For
sum of products, we generate a context vector for a string by performing element-wise multiplication on the
context vectors of the words in the string (~sΠ = ~w1  ...  ~wn), which can be interpreted as a conjunctive
operation. To calculate the context vector of a set of strings, we add the context vectors of the strings in the
set (~S = ~s1 + ...+~sn), for both Σ(S) and Π(S).
4.1.5 External Resources
Kotlerman et al. (2010)’s DIRECT noun and verb rules and Chklovski and Pantel (2004)’s VERBOCEAN
rules are two publicly available resources for precomputed similarities that are both motivated by the need
for numerically quantifiable semantic inferences between predicates. In both cases, we only used entries that
consisted of pairs of single words. For DIRECT, if there were identical entries in both the verb and the noun
similarities, we used the verb similarity.
DIRECT DIRECT is the geometric mean of LIN and a new similarity metric based on the Average Precision
(AP) metric from information retrieval. The AP based similarity attempts to determine if a wordw is a more
specific form ofw′. To do so, it ranks the elements of ~w based on their value. The elements of ~w are treated
as if they were retrieved documents, and they are considered to be relevant if the corresponding element in ~w′
is positive. The AP based similarity is a modified version of the AP metric run on the elements of ~w, which
gives more weight to higher ranked elements.
VerbOcean VERBOCEAN works by identifying phrases that are likely to indicate a relationship exists
between two verbs. For example, the phrase “X i.e. Y” would be likely to indicate a similarity relation
between X and Y. They then use the ratio of the joint probability and the individual probabilities of X, Y and
the phrase to determine how strongly the phrase connects X and Y. The similarities are not normalized, and
range from 8.5 to 26.5. Unfortunately, it is unclear what the similarity of a wordw with itself should be, and
we have treated VERBOCEAN as if it were normalized and left simV O(w,w) = 1.
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4.2 Denotational Similarities
4.2.1 Definition
We calculate the PMI and conditional probabilities between strings in the denotation training sub-graph and
use them as our denotational similarities. We use denotational probabilities to calculate the PMI and condi-
tional probabilities. PJK(s) is the probability that a string s describes a randomly chosen situation. PJK(s, s′)
is the probability that both strings s and s′ describe a randomly chosen situation. In order to estimate the de-
notational probabilities, we calculate the probability that s (or s and s′) describe a randomly selected image
in our image caption corpus. Given a denotation graph generated from an image caption corpus ofN images,
where s has the denotation JsK:
PJK(s) = |JsK|
N
(4.9)
PJK(s, s′) = |JsK ∩ Js′K|
N
(4.10)
The (normalized) PMI (Church and Hanks, 1990) is calculated using the following formula:
nPMI JK(s, s′) = log
(
PJK(s,s′)
PJK(s)PJK(s′)
)
− log(PJK(s, s′)) (4.11)
It measures whether two strings s and s′ co-occur more frequently than would be expected by random
chance. We use the PMI as a symmetric denotational similarity.
The conditional probability is simply:
PJK(s | s′) = PJK(s, s′)
PJK(s′) (4.12)
It indicates how likely s is to be true when s′ holds, and yields a simple directed denotational similarity.
4.2.2 Comparing Denotational and Distributional Similarities
Our denotational similarities have two features that differentiate them from the lexical distributional simi-
larities. First, they identify related terms, rather than similar terms. Second, they are better able to handle
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play baseball
nPMI JK Σ
0.674 tag him 0.859 play softball
0.637 hold bat 0.782 play game
0.616 try to tag 0.782 play in game
0.569 slide into base 0.768 play ball
0.516 pitch ball 0.741 play catch
Table 4.1: Strings most similar to play baseball.
multi-word expressions.
Related versus Similar Table 4.1 compares the nPMI JK denotational similarity and the Σ compositional
similarity. The nPMI JK similarity used is the same as defined in section 4.2.1. For the Σ similarity, we used
the word vectors generated from our image caption corpus. For each string s we generated a vector ~s by
performing element-wise addition over the word vectors of the words in s. For all pairs of strings s and s′
that we had nPMI JK similarities for, we computed a second similarity using the cosine distance between the
two string vectors (cos(~s,~s′)).
The top five most similar strings using the nPMI JK similarity are all activities that are performed while
“playing baseball”. In contrast, the top five most similar strings using the Σ similarity are either more
general ways to refer to “playing baseball” (“play game”, “play in game”), synonyms (“play ball”), or
similar games (“play softball”, “play catch”). We believe this occurs due to the different approach taken by
each similarity. nPMI JK identifies pairs of strings that can be used to describe the same set of images more
frequently than random chance would indicate. We can see the result in table 4.1 in that nPMI JK assigns
a high similarity to baseball specific strings. The expressions “sliding into base” and “pitching a ball”
typically only occur in baseball or related games. More common events (such as running) which are not
specific to baseball have a much lower similarity. Similar events only have high similarities when they can
be mistaken for each other. In the case of “play baseball”, an event such as “play softball” can be confused
with “play baseball”, and nPMI JK does assign a fairly high similarity between the two strings. However,
it does not rank “play softball” nearly as highly as Σ does. A clearer example is how both similarities treat
the pair “play soccer” and “play basketball”. Basketball and soccer are similar enough that Σ assigns a
high similarity between the two strings, but the pair is assigned a low similarity by nPMI JK because they are
almost never used to describe the same images.
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Multi-word expressions The denotational similarities handle multi-word expressions better than the dis-
tributional similarities when the expression is more than the sum of its individual words. Consider the two
expressions “walk up stairs” and “walk down stairs”. All of the distributional similarities would treat the
two expressions identically, since up and down are stop words. With PJK, we can see that if you are walking
up stairs, you might be ascending and are never descending, while if you are walking down stairs, you might
be descending and are never ascending.
ascend descend
walk up stair 32.0 0.0
walk down stair 0.0 30.8
Even in cases where there are differences outside of the stop words, if the different terms are not specific
enough, the lexical distributional similarities will have trouble distinguishing between phrases. For example,
consider “talk on phone” and “look at phone”.
nPMI JK Σ
call check call check
talk on phone 46.7 2.4 35.4 40.2
look at phone 0.0 56.5 34.2 41.7
For Σ, calling and checking are actions you perform around phones. However, the presence of the word
phone is insufficient to determine which action is occurring. It is unable to determine that someone who is
looking at a phone is probably checking it, while someone who is talking on a phone is calling someone. The
problem is that talk and look are fairly generic verbs and neither is particularly similar to call or check. On
the other hand, nPMI JK has a high similarity between talk on phone and call, and look at phone and check,
and low similarities for the other pairs.
4.3 Approximate Textual Entailment Task
4.3.1 Task Definition
A caption never provides a complete description of the depicted scene, but commonsense knowledge often
allows us to draw additional inferences that are entailed by what is explicitly stated: when somebody mentions
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Premises: 1. A woman with dark hair in bending, open mouthed, towards the back of a dark
headed toddler’s head.
2. A dark-haired woman has her mouth open and is hugging a little girl while sitting
on a red blanket.
3. A grown lady is snuggling on the couch with a young girl and the lady has a
frightened look.
4. A mom holding her child on a red sofa while they are both having fun.
VP Hypothesis: make face
Premises: 1. A man editing a black and white photo at a computer with a pencil in his ear.
2. A man in a white shirt is working at a computer.
3. A guy in white t-shirt on a mac computer.
4. A young main is using an Apple computer.
S Hypothesis: man sit
Figure 4.1: Positive examples from the Approximate Entailment tasks.
Premises: 1. A group of tents sit in front of a hill with a person standing outside the most
prominent one.
2. A collection of blue tents, one of which says ”Exodus”, are set up in a lush land-
scape.
3. A woman in a blue shirt is standing by a blue tent.
4. Someone standing between several large tents.
VP Hypothesis: ride motorbike on street
Premises: 1. A person is standing under a black umbrella with glasses, a denim jacket, and a
white bag.
2. A person is standing under an umbrella in the rain.
3. A woman in a busy city street under an umbrella.
4. A man holds an umbrella on a crowded sidewalk.
S Hypothesis: young adult mingle
Figure 4.2: Negative examples from the Approximate Entailment tasks.
a bride, it is quite likely that the picture shows a woman in a wedding dress; a picture of a parent most likely
also has a child or baby, etc. In order to compare the utility of denotational and distributional similarities for
drawing these inferences, we apply them to an approximate textual entailment task, which is loosely modeled
after the Recognizing Textual Entailment problem (Dagan et al., 2006), and consists of deciding whether a
brief caption h (the hypothesis) can describe the same image as a set of captions P = {p1, ...,pN} known
to describe the same image (the premises).
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4.3.2 Item Creation
Items for the approximate entailment task are generated using the image caption corpus and the denotation
graph. Each item uses a single image i. Four of i’s captions are chosen as the premises (p1, p2, p3 and p4) ,
and a string h from the denotation graph is chosen as the hypothesis. If h is produced by any of the captions
of i, then h is assumed to be entailed by the premises. Otherwise, h is not entailed. In order to ensure that
the item is not trivial, h may not be produced by any of the captions making up the premises.
We have two separate approximate entailment tasks: one where the hypotheses are verb phrases (VP
task), and a second where the hypotheses are simple sentences (S task). We generate positive and negative
items 〈P,h,±〉 (Figure 4.1 and 4.2) using the following steps:
1. We identify strings in the denotation graph that can be used as hypotheses. For the VP task, we require
that the string has been used as a verb phrase in at least ten different images. For the S task, we require
that the string has been used as a sentence in at least ten different instances, and that it have a subject.
This makes it likely that the string is actually a VP or S and is not simply mis-tagged.
2. For each string h that we wish to use, we consider each image i. If i ∈ JhK, and exactly one caption
of i produces h, we use i and h to produce a positive item. Since h is depicted in the image i and
that we can assume that the captions of the image entail h. From this, we can generate a positive item
〈{p1,p2,p3,p4},h,+〉, where p1 .. p4 are the four captions of i that do not produce h. This positive
item is non-trivial, since none of the captions in the premises produces the hypothesis.
3. For each positive item 〈P,h,+〉, we generate a negative item using h. We randomly select an image
i′ such that i′ 6∈ JhK. We select four captions from i′ to use as the premise P′. From this, we produce
a negative item 〈P′,h,−〉.
The training items are generated from the captions of 25,000 images, and the test items are generated
from a disjoint set of 3,000 images. The VP data set consists of 290,000 training items and 16,000 test items,
while the S data set consists of 400,000 training items and 22,000 test items. Half of the items in each set are
positive, and the other half are negative.
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4.3.3 Models
All of our models are binary MaxEnt classifiers, trained using the MALLET toolkit (McCallum, 2002). We
have two baseline models that use bag-of-words features. The first baseline (BOW) uses only the bag-of-
words features, while the second baseline (BOW-H) combines the bag-of-words features with a second set
of bag-of-words features that uses the WordNet hypernyms. The other models start with the second baseline
(BOW and BOW-H) and add denotational, lexical, and compositional similarity features. When we used
multiple lexical or compositional features, we always used the same set of vectors for each set of features.
For the lexical based features, we treat the captions in the premise P and the hypothesis string h as bags
of words with counts, where cP(w) is the number of times word w appears in any of the captions in P, and
ch(w) is the number of times that the word w appears in h. For the denotational features, we add a number of
role based parent strings to the hypothesis (verb and direct object for the VP task, subject, verb phrase, verb,
and direct object for the S task), and replace the captions in the premise with the strings that those captions
produce.
4.3.4 Bag of Words Features
For our first baseline (BOW) we use an exact word match feature. Given the counts of the words in the
premises cP and in the hypothesis ch we generate a global feature:
BOWglo(P,h) =
Σw∈Pch(w)
Σwch(w)
(4.13)
BOWglo is the fraction of words (weighed by their counts) in the hypothesis h that also occur in the
premises P. Additionally, we generate lexical features for each word:
BOWw(P,h) = ch(w)× cP(w) (4.14)
BOWw measures how often a word w in the hypothesis h occurs in the premises P, weighed by its
occurrence counts in both h and P.
For our second baseline (BOW-H) we add a second set of features that use the two previous equations, but
with a modified cP. We modify the counts by adding the counts of the hyponyms of w to cP(w). If hypo(w)
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is the set of hyponyms of w, then the new count is:
c′P(w) = cP(w) + Σw′∈hypo(w)cP(w
′) (4.15)
This is the equivalent of treating each caption in the premises as if it contained the hypernyms of each
word in the caption. We do not perform an equivalent modification to ch because a more specific term can
entail a more general term, but not vice versa. Adding the hypernyms is intended to minimize the advantage
that the denotational features obtain from the hypernym lexicon used to construct the denotation graph.
4.3.5 Distributional Similarity Features
For each similarity, we have two types of features, themax features and the sum features. Both features are
calculated as global features over all of h and as lexical features over a specific word w. Themax features:
maxsim = max
w∈h,w′∈P
sim(w,w′) (4.16)
maxsim(w) = max
w′∈P
sim(w,w′) (4.17)
find the largest similarity between any pair of words w and w′ in h and P (global), and the largest
similarity between a specific word w in h and any word w′ in P. The sum features:
sumsim = Σw,w′sim(w,w′)× ch(w)× cP(w′) (4.18)
sumsim(w) = ch(w)× Σw′sim(w,w′)× cP(w′) (4.19)
is the sum of the similarities all pairs of words w and w′ in h andP weighed by their counts (global), and
the sum of the similarities between a specific word w in h and all words w′ in P weighed by their counts.
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4.3.6 Compositional Similarity Features
We use both the sum of sums (Σ(S)) and sum of products (Π(S)) (section 4.1.4) to calculate context vectors
for the premises (P) and hypothesis (h). We treat the hypothesis as a set consisting of only the hypothesis
string. Following Mitchell and Lapata (2010), we use cosine similarity to calculate the similarity between
context vectors. This gives us two compositional similarity features for an item 〈P,h,±〉: cos(Σ(P),Σ(h))
and cos(Π(P),Π(h)).
4.3.7 Denotational Similarity Features
We compute denotational similarities nPMI JK and PJK (Section 4.2) over the pairs of strings in a sub-graph
of the denotation graph restricted to the training images. We only compute similarities for pairs of strings
s, s′ when the denotation of each string contains at least 10 images, and the intersection of their denotations
is non-empty. To map an item 〈P,h,±〉 to denotational similarity features, we represent the premises as
the set of all strings P that are produced by its captions. A hypothesis from the S task is represented as
the set of strings H = {hS , hsbj , hV P , hv, hdobj} that correspond to the sentence (h itself), its subject, its
verb phrase and the verb and direct object of the verb phrase. A hypothesis from the VP task only has the
stringsH = {hV P , hv, hdobj}. In both cases, hdobj may be empty. As with the distributional similarities, we
calculate max and sum features. However, this time, there are global, constituent specific, and constituent
and string specific features.
Themax features are:
maxdsim = max
p∈P,h∈H
dsim(h, p) (4.20)
maxdsim(c) = max
p∈P
dsim(hc, p) (4.21)
maxdsim(c, s) =

maxp∈P dsim(hc, p) if hc = s
0 otherwise
(4.22)
The global version of max finds the maximum similarity between any pairs of strings in H and P , the
constituent specific version finds the maximum similarity between hc and any string in P , and the constituent-
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string specific version is the same as the constituent specific version, but requires that hc match the string s.
The sum features are:
sumdsim = Σp∈P,h∈Hdsim(h, p) (4.23)
sumdsim(c) = Σp∈Pdsim(hc, p) (4.24)
sumdsim(c, s) =

Σp∈Pdsim(hc, p) if hc = s
0 otherwise
(4.25)
The global version of sum finds the sum of similarities between any pairs of strings in H and P , while
the constituent specific version works on a specific constituent c, and the constituent-string specific version
requires the constituent c to be s.
Additionally, we have a prod feature that works on PJK:
prodPJK(c) = 1−
∏
p∈P
(1− PJK(hc | p)) (4.26)
prodPJK(c, s) =

1−∏p∈P (1− PJK(hc | p)) if hc = s
0 otherwise
(4.27)
The constituent specific feature calculates the probability that the string hc exists given that the strings in
P occur, under the assumption that each PJK(hc | p) is an independent event. The constituent-string specific
version is the same, except it requires hc to be s.
4.3.8 Results
Overall Table 4.2 provides the accuracy of our classifiers on the VP and S tasks. The Cap and All columns
differ by which corpora the vector based similarities were trained on. For Cap, only the training set of the
image caption corpus was used. The corpus was treated as if it were a standard corpus, and a window size
of one caption was used and no WordNet hypernyms were used. For All, we used three corpora: the image
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VP task S task
Baselines BoW 58.7 71.2
BoW-H 59.0 73.6
Lexical Cap All Cap All
Symmetric cos 67.5 71.9 76.1 78.9
LIN 62.6 70.2 75.4 77.8
Directed BAL 62.3 69.6 74.7 75.3
CLK 62.4 69.2 75.4 77.5
External DIRECT 59.2 73.5
VerbOcean 60.8 74.0
Compositional Π 68.4 70.3 75.3 77.3
Σ 67.8 71.4 76.9 79.2
Π,Σ 69.8 72.7 77.0 79.6
Denotational nPMI JK 74.9 80.2
PJK 73.8 79.5
nPMI JK, PJK 75.5 81.2
Combined cos, Π,Σ 71.1 72.6 77.4 79.2
nPMI JK, PJK, Π,Σ 75.6 75.9 80.2 80.7
nPMI JK, PJK, cos 75.6 75.7 80.2 81.2
nPMI JK, PJK, cos, Π,Σ 75.8 75.9 81.2 80.5
Table 4.2: Test accuracy of the classifiers on the Approximate Entailment task.
VP task S task
Words in h 1 2 3+ 2 3 4+
% of items 72.8 13.9 13.3 65.3 22.8 11.9
BoW-H 52.0 75.0 80.1 69.1 80.8 84.4
cos (All) 68.8 79.4 81.1 75.9 83.9 85.7∑
(All) 68.1 80.8 79.5 76.5 83.9 85.1
nPMI JK 72.0 82.9 82.2 77.3 85.4 86.2
Table 4.3: Accuracy on hypotheses of varying length. Denotational performs the best at all lengths.
caption corpus, the Gigaword corpus, and the BNC. Each corpus produced a separate set of similarities which
were used to generate a separate set of features. For the image caption corpus, we used a window size of the
five captions of a single image and we also used the WordNet hypernyms.
The denotational similarities performed the best, especially when combined. By themselves, nPMI JK
performs better than PJK. Even when the denotational similarities are combined with the lexical similarities,
performance does not improve (S task) or there are only small improvements (VP task). The vector based
similarities benefited greatly from being trained over other corpora, especially on the VP task. Of the vector
based similarities, the compositional similarities performed the best, despite having the smallest number of
features. Again, the combined similarities performed the best, with Σ performing better than Π when the
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BNC + Gigaword
Cap Img Cap Img
Cap +Hyp Img +Hyp Cap +Hyp Img +Hyp
Lexical cos 67.5 67.1 69.3 69.8 70.3 69.2 72.3 71.9
LIN 62.6 62.9 63.4 61.3 68.6 68.9 70.1 70.0
BAL 62.3 62.5 61.9 62.8 67.6 67.8 69.4 69.6
CLK 62.4 63.6 67.3 68.0 67.2 67.4 69.6 69.2
Compositional Π 68.4 68.1 70.5 70.5 68.3 68.1 70.4 70.3
Σ 67.8 67.8 71.4 71.6 67.5 67.4 71.5 71.4
Π,Σ 69.8 69.9 72.7 72.9 69.9 70.0 72.7 72.7
Denotational nPMI JK 74.9
PJK 73.8
nPMI JK, PJK 75.5
Table 4.4: Accuracy on the Verb Phrase task as various additions are made to the word vectors. Cap is the
image caption corpus with caption co-occurrence. Img is the image caption corpus with image co-occurrence.
+Hyp augments the image caption corpus with hypernyms.
compositional similarities were used by themselves. The lexical similarities performed slightly worse than
the compositional similarities, with cos performing the best. LIN is also competitive, while the external
similarities perform around or a little better than the BOW-H baseline. The lack of performance by the
external similarities is likely due to both sparsity and being trained on different data sets.
Table 4.3 shows the results by hypothesis length. We find that as the length of h increases, classifiers
that use similarities between pairs of words (BoW-H and cos) continue to improve in performance relative
to the classifiers that use similarities between phrases and sentences (Σ and nPMI JK). What appears to be
going on is that the models are primarily identifying positive cases based on whether or not the domain of
h matches the domain of P. The word based similarities are likely to be doing this by based on domain
specific vocabulary. The longer h is, the better chance that an unambiguous domain specific word will occur
in h, allowing the word based similarities to determine if P entails h. For the compositional similarity, the
drop in relative performance as the length of h increases is likely due to the additional words not leading
to additional features. For the denotational similarity, shorter h are more likely to have larger denotations,
leading to better probability estimates. However, some of the shortest hs may simply be hard to predict, even
with large denotations. For example, “standing” is likely to have a large denotation, but identifying cases
where someone is standing (if no one has already explicitly mentioned it) can be very difficult.
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BNC + Gigaword
Cap Img Cap Img
Cap +Hyp Img +Hyp Cap +Hyp Img +Hyp
Lexical cos 76.1 76.7 76.8 77.5 78.4 78.4 79.0 78.9
LIN 75.4 75.4 74.8 75.2 78.0 77.8 78.0 77.8
BAL 74.7 75.3 75.5 75.1 77.4 77.6 72.71 75.3
CLK 75.4 75.9 75.5 76.0 77.3 76.9 77.7 77.5
Compositional Π 75.3 76.0 76.6 77.1 75.4 75.7 76.7 77.3
Σ 76.9 77.5 78.1 79.1 76.9 77.6 78.1 79.2
Π,Σ 77.0 77.6 78.6 77.6 76.9 77.7 78.6 77.7
Denotational nPMI JK 80.2
PJK 79.5
nPMI JK, PJK 81.2
Table 4.5: Accuracy on the Sentence task as various additions are made to the word vectors. Cap is the image
caption corpus with caption co-occurrence. Img is the image caption corpus with image co-occurrence. +Hyp
augments the image caption corpus with hypernyms.
Making Distributional Features More Denotational Table 4.4 and 4.5 show the change in performance
of the vector-based similarities as the vector corpora change. We tested over four different variations of the
image caption corpus: two different window sizes, and with and without the WordNet hypernyms. Cap treats
the image caption corpus as if it were a regular corpus, while Img groups together the five captions of a single
image in order to take advantage of the fact that they describe the same thing. Additionally we also tested
performance when the Gigaword corpus and the BNC were used.
In general we find that similarities using the Img version of the image caption corpus performed better.
However, for the LIN and BAL similarities this is not the case. For those two similarities, there is either a
drop in performance (for the S task) or only a slight increase in performance (for the VP task). This may be
because LIN and BAL work better on vectors with a larger number of zero elements. Both similarities are
concerned with corresponding elements that are positive in the two vectors they are comparing. However,
neither similarity is concerned about the difference in magnitude of the positive corresponding elements.
The additional features should increase the number of pairs of words that co-occur. These increased co-
occurrences are likely to lead to more non-zero elements, although the actual value of the elements may be
small. This has the potential to hurt the performance of both LIN and BAL.
Additionally, we find that the compositional similarities do not really increase in performance when the
1MALLET threw an OPTIMIZATIONEXCEPTION during this run. While the exceptions occur elsewhere and the error message notes
that it may not be cause for concern, this particular result is anomalous.
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Premises: 1. People walking on the side of the road during a snowy day.
2. Two people are outside walking through the snow.
3. A man and a woman are walking in the snow.
4. Two people are walking in the snow.
VP Hypothesis: move
Premises: 1. An Asian man in a white shirt carried a fake dragon head that was covered with
sparklers in a nighttime parade as other people participated in the parade or
looked on.
2. Revelers participate in the Chinese New Year parade with fireworks.
3. Crowds pass while men hold up festival decorations.
4. A chinese man holding a flamed dragon.
VP Hypothesis: watch adult
Figure 4.3: The two false negatives from the human evaluation.
Premises: 1. A group of young diverse adults raising their hands in the air at a concert woman
in brown, man in white shirt, woman in purple shirt.
2. An audience of mainly white girls in and a prominently displayed Asian male
cheer with raised hands.
3. A group of young people at a event with their hands raised high in the air.
4. Cheering from a bunch of kids.
VP Hypothesis: hold hand
Figure 4.4: The hypothesis string is incorrectly generated from the phrase holding their hands up.
Gigaword corpus and BNC are added, while the lexical similarities do. It is likely that the image caption
corpus works well with a set of domain specific words, while the Gigaword corpus and BNC work well with
more general words. Since the lexical similarities can choose which corpus to pay attention to for a specific
word, they are able to take advantage of the additional external corpora. The compositional similarities are
unable to be as selective, likely leading to the lack of better performance.
Finally, we find that the Img version of the image caption corpus increases performance more for the
VP task than the S task. This may be due to the hypotheses in the S task having more generic verbs than in
the VP task. Since the VP task is limited to the verb phrase only, the verbs used as hypotheses need to be a
unique enough to only be mentioned in one caption. For the S task, either the subject or the verb (or their
combination) needs to be unique enough to only be mentioned in one of the five captions. If this is the case,
then it is possible that the Img version of the caption corpus boosts the performance of the similarities by
improving the verb similarities.
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Premises: 1. A lady shopping in a shoe store trying to decide which pair or pairs of shoes to
buy.
2. A middle-aged Asian woman stares at rows of high heel shoes.
3. The woman is looking closely at shoes she likes.
4. A woman is looking at rows of shoes.
VP Hypothesis: crouch
Figure 4.5: The hypothesis string requires the assumption that the shoes are on or near the ground.
Premises: 1. The legs and feet of people sitting on a wooden table, two cameras and cigarettes
on it.
2. Three people are sitting on a picnic table along with two cameras and a drum.
3. A picture of a group of peoples’ feet.
4. Three people sit on a bench.
VP Hypothesis: play drum
Figure 4.6: The annotator of the caption that produced the string play drum assumed that the drum was being
played. Only feet and the bottom of a drum were visible in the image.
4.3.9 Human Analysis
Since our items are created automatically, a positive hypothesis is not necessarily logically entailed by its
premises. We have performed a small-scale human evaluation on 300 items (200 positive, 100 negative),
each judged independently by the same three judges (inter-annotator agreement: Fleiss-κ = 0.74). Our results
indicate that over half (55%) of the positive hypotheses can be inferred from their premises alone without
looking at the original image, while almost none of the negative hypotheses (100% for sentences, 96% for
verb phrases) can be inferred from their premises.
Overall, the evaluation had a strong bias towards stating that a hypothesis was not entailed. Annotators
were instructed to answer that a hypothesis was not entailed if they had any doubt whether or not it was, or
if they had spent more than ten seconds considering whether a hypothesis was entailed. Figure 4.3 shows
the two false negatives reported by the human evaluation. Items that were judged as being entailed are cases
where the hypothesis is clearly entailed by the premises. For the positive cases that were judged as not being
entailed, there were a mix of reasons: some strings were incorrectly derived (figure 4.4), some hypotheses
required too large of an assumption (figure 4.5), and some captions involved assumptions that only one
annotator made (figure 4.6).
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4.4 Conclusion
We have presented several new denotational similarities, and used our data set to define an approximate
entailment task. The denotational similarities perform better on this approximate textual entailment task than
distributional similarities. Examination of the similarities shows that the denotational similarities capture a
different set of relations than the distributional similarities do. Where the distributional similarities identify
terms that have similar meanings and appear in similar textual contexts, the denotational similarities identify
events that occur in the same situations. In practice this means that the denotational similarities identify
events that are sub-events of a longer event, or events that tend to co-occur.
Future Work Our best performing denotational similarity (nPMI JK) used the PMI of pairs of strings.
When the strings consisted of single words, the PMI is identical to the PMIs used to generate the context
vectors for the distributional and compositional similarities. One obvious way to use our denotational sim-
ilarities would be to generate a new set of context vectors using strings rather than words, and then use the
context vectors in distributional and compositional similarities. However, we believe that such an approach
would reduce the effectiveness of the denotational similarities. Currently, we are able to identify that an event
such as “play baseball” is similar to actions that occur during a baseball game because they share a number
of contexts in the form of images of baseball games. In contrast, a vector based approach is likely to find that
“play baseball” is similar to other sports, because they co-occur with similar sets of strings. While an event
such as “slide into a base” may only co-occur with a small set of the “play baseball” event (and thus have
significantly different vectors), the fact that it only occurs with “play baseball” events is highly significant.
However, if we view the context vector of a string as the set of images that depict it (forming a denota-
tional vector), our PJK similarity is actually CLK (and WEEDS, but both similarities are the same for binary
vectors). There are at least two possible approaches to improve these denotational vectors. First, we could
consider allowing non-integer values in the denotational vectors. This would be the equivalent of turning our
denotations into fuzzy sets, and either allowing a string to be partially or probabilistically depicted in an im-
age. Second, the denotational vectors may work better with a different distributional similarity. cos and LIN
should be equally easy to calculate. It may also be worth investigating the performance of the compositional
similarities on the denotational vectors, given how well the compositional similarities performed.
Finally, although our denotational similarities find a number of very interesting pairs of strings (especially
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pairs of verb phrases), it is likely that they capture a number of different types of relations. We have previously
identified three distinct types of relations found by our denotational similarities: events that are part of other
events (“slide into base” and “play baseball”), synonyms (“open present” and “unwrap”), and events that
are visually ambiguous (“write” and “draw”). Identifying all of the different relationships that are found by
our denotational similarities, and being able to classify the relationship that exists between pairs of strings
should result in a more useful denotational similarity.
The item generation process of the approximate textual entailment task could also use improvement.
Better positive item generation would have a better accuracy for the human judgments. One approach might
be to decrease the size of the premise to three captions, and require that the hypothesis be produced by the
other two captions. This should decrease the chance that the string was produced erroneously, increase the
salience of the whatever the string is describing, and hopefully improve the quality of the items generated.
Negative item generation could be improved by ensuring that the hypothesis and the premises share some
general domain, so that classifiers can not simply check whether the hypothesis and the premises are in the
same domain in order to determine whether an item is positive or negative. Of course, this would require
additional care to be taken to ensure that negative items actually are negative.
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Chapter 5
Conclusion
5.1 Summary of Contributions
In this dissertation, I have defined and presented the concept of the visual denotation of a caption. Further-
more, I have demonstrated that it is feasible to generate the visual denotations of descriptions of everyday
entities and events, and that visual denotations provide improved performance on an approximate entailment
task. In doing so, I have provided four main contributions:
Image Caption Corpus We have produced an image caption corpus that consists of 31,783 images, each
with five independently generated captions. We have also described the filters we used to discard bad anno-
tators. We have presented an entity co-reference resolution system, and applied it to the corpus, identifying
noun phrases in different captions that refer to the same entity or event. Finally, we have investigated different
methods of judging whether or not a caption describes images other than the one it was written for. For this
dissertation, we use the image caption corpus as the starting point for building our visual denotations. The
image caption corpus has a number of other uses, as well. It can be used to as a training corpus for caption
generation and image search (Hodosh et al., 2013). It provides a great deal of knowledge about everyday
entities and events. And, it can act as a corpus of almost paraphrases, sentences that do not necessarily have
the exact same meaning, but are describing the same thing.
Denotation Graph We have defined denotation graphs, and provided a method of generating a denotation
graph from an image caption corpus. We have used this method to generate a denotation graph from our
image caption corpus, giving us a set of visual denotations for the descriptions of everyday entities and
events depicted in the images in our corpus. Additionally, the graph provides an intuitive way to navigate our
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image caption corpus, allowing for better qualitative analysis of our corpus.
Denotational Similarities We have presented two denotational similarities (based on visual denotations),
and demonstrated their effectiveness in the approximate entailment task. This represents a first attempt to
apply visual denotations to a task that requires semantic inference.. A qualitative examination of the simi-
larity metrics reveals that denotational similarities capture different relations than distributional similarities.
While distributional similarities identify terms that occur in similar contexts, denotational similarities iden-
tify entities and events that tend to co-occur. The denotational similarities hint at the interesting possibility of
creating an event hierarchy based on identifying events that are composed of multiple sub-events.
Visual Denotations Finally, we have introduced and defined the notion of visual denotations: representing
the meaning of a string by identifying images that depict it. We have used our three previous contributions
to demonstrate that visual denotations are a usable and meaningful notion. We have shown that we can
collect the raw data need to generate visual denotations for a variety of entities and events. Next, we have
demonstrated a tractable process for generating the visual denotations of those entities and events using the
raw data. Finally, we have shown that the visual denotations that we have generated provide an advantage
over traditional natural language processing approaches in an approximate entailment task.
5.2 Future Work
We have presented what we hope is just a first attempt at creating and using visual denotations. There are
numerous avenues for improvement to the contributions we have presented in this dissertation. The image
caption corpus can be augmented by identifying additional image-caption pairs where the caption correctly
describes the image. We have investigated using BLEU, ROUGE, and human judgments to identify such pairs,
but have only started experimenting with using denotational similarities. The entity co-reference system
could be improved, by disambiguating the noun phrases and by creating a way for it to deal with groups and
individuals. The denotation graph currently only uses chunking to identify valid string reductions. A full
syntactic parse could increase the number and correctness of the string reductions. Syntactic alternations are
not being identified, which means that edges between strings with the same semantics but different syntax
are not being created. The denotation graph does not take advantage of the entity co-reference chains, which
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could allow it to generate more strings by replacing noun phrases with other noun phrases that belong to the
same chain. Finally, our denotational similarities are all probability based. Intuitively, this makes sense for
visual denotations (using the view of images as instantiations of possible worlds, the similarities are based
on the probability of a possible world being in a string’s denotation, and the probability of a possible world
being in the intersection of the denotations of two strings). However, we have not explored any other methods
of using visual denotations. Overall, this dissertation presents a promising first step into a new research area
with a great deal of potential.
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Appendix A
Graph Generation Initialization
This appendix provides a more detailed description of the first part of the GENERATEGRAPH algorithm
(Figure 3.4). In this part, each original caption is reduced to a single starting string that is mapped to an initial
node of the denotation graph. In order to reduce each caption to a single starting string, mutually exclusive
operations (e.g. the splitting and extraction operations) are not used to generate the starting string. Each
initial node consists of a string and a set of captions from which it is derived. Each caption is paired with a set
of rewrite rules based on inverted versions of the reductions used to produce the starting string, and a second
set of rewrite rules based on the mutually exclusive operations. The second part of the GENERATEGRAPH
algorithm then generates the complete graph from these initial nodes and rewrite rules.
I first describe the internal format of the strings, which includes tagging and chunking information. This
information is used in the first part of the algorithm to identify which operations can be applied to each
caption. The chunk boundaries are augmented by indices that identify their position in the original caption.
The indexed chunk boundaries act as a stable set of addresses that expansion rules use when adding details to
a string in the second part of the algorithm. Next, I describe the format of the rewrite rules, and how they are
applied. Finally, I cover the process of generating the starting string and the rewrite rules, and the different
types of operations that we use to generate the denotation graph.
A.1 Strings
Tagging and Chunking The original captions used to generate the denotation graph contain both tagging
and chunking information. Sections 2.4.3 - 2.4.5 describe the pre-processing. The string “large black dog
leap” would have the following meta-data:
〈 [EN [NP [NPM [NPMC large/JJ] [NPMC black/JJ] ] [NPH dog/NN] ] ] [VP leap/VBG] 〉
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The 〈 and 〉 mark the beginning and end of the string. The part of speech tags are, for the most part, not
used and will be omitted, unless an operation requires specific tags. Besides the standard ADVP, NP, PP,
PRT, SBAR, and VP chunks, we have added several additional chunks to the noun phrases. The EN chunk
represents an entity or nominalized event mention. Normally, this is just a single noun phrase. However, in
the X of Y case, an entity mention can span multiple noun phrases:
[EN [NP [NPD two] [NPH pitcher] ] of [NP [NPH water] ] ]
Within an NP chunk, there are NPD (noun phrase determiner), NPM (noun phrase modifiers), and NPH
(noun phrase head) chunks. NPM chunks can also contain NPMC (noun phrase modifier chunk) chunks, if
the modifier can be dropped independently. In the case of “large black dog”, large and black are in their own
NPMC chunks, because we know that a “large black dog” is also a “black dog” and a “large dog”.
Indexing the Tokens We assign an index to each token (including chunk boundaries) in the string. These
indices will be maintained in the intermediate strings produced during the graph generation process, and new
indices will be assigned to any new tokens that are added to a string. In the interest of clarity, we only display
indices on the chunk boundaries in our examples. Opening and closing chunk boundaries will share an index.
For example, the string s, “black dog and white dog”, would have the following indices:
s: 〈 [EN0 [NP1 [NPM2 black]2 [NPH3 dog]3 ]1 ]0 and [EN4 [NP5 [NPM6 white]6
[NPH7 dog]7 ]5 ]4 〉
In cases where it is clear which opening chunk boundary ([X) a closing chunk boundary (]) is paired
with, we may omit the subscript for the closing chunk boundary. The indices simplify the graph generation
process in two ways. Since many reductions will remove all of the tokens inside of a chunk, these reductions
necessitate a rewrite rule to restore the tokens. By leaving the chunk boundaries in place, and making them
uniquely identifiable by indexing them, the rewrite rule can simply indicate that the tokens need to be inserted
into a specific chunk. For example, if we perform reductions to remove the black token and the white token
from s, we get the following string s′.
s′: 〈 [EN0 [NP1 [NPM2 ]2 [NPH3 dog]3 ]1 ]0 and [EN4 [NP5 [NPM6 ]6 [NPH7 dog]7 ]5 ]4 〉
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In order to reproduce s from s′, we simply generate two rewrite rules. The first inserts black between
the [NPM2 and ]2 tokens, and the second inserts white between the [NPM6 and ]6 tokens. Additionally, the
rewrite rules allow us to generate the strings “dog and white dog” and “black dog and dog” from s′.
Second, by forcing rewrite rules to operate on specific tokens in the string, we guarantee that each rewrite
rule r needs to only be applied to each string s once, and will produce at most a single string r(s). This means
that r(s) will always represent a single rule application, and that we only need to track if we have generated
r(s).
Strings in the Denotation Graph When we use strings to represent nodes in the denotation graph, we
strip out the tagging and chunking information, and the indices. For example, JjumpK will contain both the
images whose captions generate the string “[VP jump/VBZ]”, and the images whose captions generate the
string “[NP jump/NN]”.
A.2 Rewrite Rules
There are two types of rewrite rules used in our graph generation process. The expansion rules (denoted by
the + prefix, and named after the portion of the string being added to) expand the string or increase the amount
of detail in a string, resulting in a string with a smaller visual denotation. When an expansion rule r is applied
to a string s, the resulting string r(s) is a child of s in the denotation graph. Expansion rules are created
to restore details dropped by the reductions that produce the starting string from the original caption. They
ensure that the original caption can be reproduced from the starting string. The reduction rules (denoted by
the - prefix, and named after the portion of the string being removed) reduce a string or make the string more
generic, resulting in a string with a larger visual denotation. When a reduction rule r is applied to a string s,
the resulting string r(s) is a parent of s in the denotation graph. Reduction rules carry out the operations that
are in sets of mutually exclusive operations. These sets of mutually exclusive operations are either splitting
operations, where a portion of the string can be replaced by two or more of its parts (for example, an “X of
Y” entity mention can be replaced by X or Y), or extraction operations, where a portion of the string is extract
to form a new string (for example, extracting a simple sentence from a string).
88
Rewrite Rule Form Expansion and reduction rules are represented by the form X → Y , where both X
and Y are sequences of token IDs. We will represent the sequence of token IDs by writing out the tokens
that the IDs refer to. A rewrite rule r is applied to a string s by replacing the sub-string in s that corresponds
to the left side of r with the right side of r. For example, given the following rewrite rule +NPMOD and
string s, the resulting string is +NPMOD(s).
s : 〈 [EN0 [NP1 [NPM2 ] [NPH3 pitcher] ] of [NP4 [NPH5 water] ] ] 〉
+NPMOD: [NPM2 ]→ [NPM2 large]
+NPMOD(s): 〈 [EN0 [NP1 [NPM2 large] [NPH3 pitcher] ] of [NP4 [NPH5 water] ] ] 〉
A rewrite rule can refer to chunks in two different ways. The rule can either reference a chunk in its
entirety (Xi), in which case the rule only deals with whether or not a chunk exists and is indifferent to its
contents, or by the tokens the chunk consists of ([Xi ... ]), in which case the rule requires that the chunk
contain specific tokens which the rule can rewrite. In the above example, +NPMOD references the NPM2
chunk by the tokens it consists of, requiring the NPM2 chunk to be initially empty, and inserting the token
large into the chunk. In the example below, the rewrite rule −ofY refers to NP1 and NP4 in their entirety,
simply requiring that chunks exist, without specifying their contents. When applied to s, the resulting string
is −ofY(s):
s : 〈 [EN0 [NP1 [NPM2 ] [NPH3 pitcher] ] of [NP4 [NPH5 water] ] ] 〉
−ofY: [EN0 NP1 of NP4]→ [EN0 NP1]
−ofY(s): 〈 [EN0 [NP1 [NPM2 ] [NPH3 pitcher] ] ] 〉
The NP4 chunk is removed, while NP1 chunk is retained. −ofY can be applied to any string where the
EN0 consists of the NP1 chunk, of, and the NP4 chunk, regardless of the contents of the NP1 and NP4 chunks.
This allows −ofY to operate on a number of different version of s, including +NPMOD(s). The result is
that +NPMOD and −ofY can be applied independently of each other. For example, consider s, and the
three rewrite rules +NPMOD1, −ofY2, and −Xof3:
s: 〈 [EN0 [NP1 [NPM2 ] [NPH3 pitcher] ] of [NP4 [NPH5 water] ] ] 〉
+NPMOD1: [NPM2 ]→ [NPM2 large]
−ofY2: [EN0 NP1 of NP4]→ [EN0 NP1]
−Xof3: [EN0 NP1 of NP4]→ [EN0 NP4]
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Figure A.1: The strings produced by pitcher of water, and the rewrite rules +NPMOD1, −ofY2, and
−Xof3. Double arrows (⇒) with edge labels indicate which rewrite rule was applied. Single arrows (→)
indicate the edges in the resulting denotation graph.
As long as the NP1 chunk exists in the string, +NPMOD1 can be applied. −ofY2 and −Xof3 can
both be applied whether or not+NPMOD1 has been applied. Figure A.1 shows the graph that results when
all possible combinations of these rewrite rules are applied. We can see that +NPMOD1 and −ofY2 can
be applied independently of each other. −ofY2 and −Xof3 are mutually exclusive, and −Xof3 prevents
+NPMOD1 from being applied (since it removes the pitcher of portion of the string).
String Templates Our graph generation process requires that our rewrite rules be very specific. In order to
specify rewrite rules that cover a class of operations, we use string templates. A string template consists of a
sequence of tokens, token variables (x), and chunk variables (X). A string s is unified with a string template
t, by finding a sub-string s′ of s that t can be mapped to, where token variables can be mapped to any type
of token, and chunk variables can only be mapped to chunks in their entirety or word tokens. For example,
given the following string s, and the string templates t1 and t2:
s: 〈 [EN0 [NP1 [NPM2 ] [NPH3 pitcher] ] of [NP4 [NPH5 water] ] ] 〉
t1: [NP x0 ... xn]
t2: [NPX0 ... Xn]
Both t1 and t2 can unify with NP1 and NP4. When unifying with NP1, t1 and t2 become:
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s1: [NP1 [NPM2 ] [NPH3 pitcher] ]
t1(s1): [NP1 [NPM2 ] [NPH3 pitcher] ]
t2(s1): [NP1 NPM2 NPH3]
Since t1 contained a sequence of token variables, unification of t1 with s1copies all of the tokens inside
NP1. In contrast, the sequence of chunk variables in t2 produced references to the NPM2 and NPH3 chunks
in their entirety.
A rewrite rule template t has the form X → Y , where X and Y are string templates. We can instantiate
t into a rewrite rule r for a string s, by unifying X with s, and applying the resulting mapping to t. For
example, consider applying the noun phrase modifier rewrite rule template NPMODt to the string s, “tall
woman”.
s: 〈 [EN0 [NP1 [NPM2 tall] [NPH3 woman] ] ] 〉
NPMODt: [NPM x0 ... xn]→ [NPM ]
The left side of NPMODt unifies with NPM2, mapping x0...xn to large and the NPM chunk bound-
aries to NPM2. Applying the mapping toNPMODt produces the following rule:
[NPM2 tall]→ [NPM2 ]
We could then apply this rule to “tall woman” and invert the rule, resulting in the starting string s and the
expansion rule +NPMOD1.
s: 〈 [EN0 [NP1 [NPM2 ] [NPH3 woman] ] ] 〉
+NPMOD1: [NPM2 ]→ [NPM2 tall]
A.3 Operations
Our goal is to generate a starting string and set of rewrite rules for each original caption. Given the caption c:
〈 [EN0 [NP1 [NPD2 two] [NPH3 dog] ] ] [VP4 run] [PP5 through] [EN6 [NP7 [NPH8 snow] ] ] 〉
We want to generate the following starting string s and set of rewrite rulesR:
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s: 〈 [EN0 [NP1 [NPD2 ] [NPH3 dog] ] ] [VP4 run]4 〉
R: +NPDET1: [NPD2 ]→ [NPD2 two]
+PP2: run ]4 → run [PP5 through] [EN6 [NP7 [NPH8 snow ] ] ] ]4
−VERB3: 〈 EN0 VP4 〉 → EN0
−SUBJ4: 〈 EN0 VP4 〉 → VP4
We do this by applying a sequence of operations (O0, ..., On) to each caption. The operations that
are used to produce the starting string generate reduced strings and expansion rules to undo the reduction
(+NPDET1 and +PP2). The other operations (e.g., the splitting and extraction operations) do not change
the string and simply produce reduction rules (−VERB3 and −SUBJ4).
We start by setting s = c, and R = ∅. For each operation, we apply Oi to s, producing a new s, and a
set of rewrite rules that we add toR. After the last operation has been applied, s becomes our starting string,
and R contains all of the rewrite rules. Each operation can be specified by the template of a rewrite rule t
that will be used to produce the new s, and the templates of a set of rewrite rules T that will be added to
R. An operation is applied to a string s by instantiating t for s to produce a rewrite rule r, and using r(s) as
the new s. The mapping used to instantiate t is applied to the rewrite rule templates in T producing a set of
rewrite rules that are added to R. Consider the operation that drops the noun phrase determiner, which has
the following specification:
t: [NPD x0 ... xn]→ [NPD ]
T: +NPDET: [NPD ]→ [NPD x0 ... xn]
If we apply this operation to the string “two dog run through snow” string, we get the following reduced
string and expansion rule:
〈 [EN0 [NP1 [NPD2 ] [NPH3 dog] ] ] [VP4 run] [PP5 through] [EN6 [NP7 [NPH8 snow] ] ] 〉
+NPDET1: [NPD2 ]→ [NPD2 two]
Because the operations rewrite the string, the order in which they are applied can be important. An
operation may remove parts of the string that another operation would act upon. We present the operations
in the order in which we apply them. Furthermore, since there may be multiple sub-strings in a string upon
which an operation can act, the order in which the sub-strings are processed can also be important. We
typically apply operations in a right to left order. The main requirement is to make sure that operations that
work with the internals of a chunk are applied before operations that remove the chunk.
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Anchoring Rewrite Rules Because the expansion rules restore details to a string, we must identify where
in the string the details should be added. To do this, we require that the starting and ending elements of the
left side of any rewrite rule must remain unchanged and be the starting and ending elements of the right side.
These elements can be the start (〈) and end (〉) of string markers, in which case no alteration is possible. For
some rewrite rule templates, instead of specifying the starting and ending elements, we will simply want to
use whatever tokens come before and after the portion of the sub-string we are rewriting. In those cases, we
will mark the portion of the left side of t that we are rewriting with parentheses. When the parentheses are
used in a rewrite rule template inT, they simply refer to the tokens before and after the parenthesized portion
of the left side of t. For example, consider the following operation that drops an adverb from a verb phrase:
t: [VP v0 ... vj−1 ( RB ) vj+1 ... vn]→ [VP v0 ... vj−1 vj+1 .. vn]
T: +RB: ( )→ ( RB )
When this operation is applied to the following sub-string:
[VP1 quickly/RB run/VBZ ]
The generated rule is:
+RB1: [VP1 run/VBZ→ [VP1 quickly/RB run/VBZ
The left parenthesis in the rewrite rule is mapped to [VP1, and the right parenthesis is mapped to run.
This allows us to describe an operation that removes a single adverb from a VP chunk and generates a rewrite
rule to restore the adverb, without worrying about where in the VP chunk the adverb is. If the portion of t
that we are rewriting will always stretch to the end of the string, we will only use the left parenthesis, and
simply use the end of string marker (〉) instead of a right parenthesis.
Operation Variables A number of operations need to handle multiple cases. For example, there are two
cases that the wear dropping operation handles. The first case occurs when the object of wear is a single
entity mention (wear hat), and the second case occurs when the object consists of two entity mentions joined
by a conjunction (wear cap and jacket). When the cases are sufficiently similar, we will specify them at
the same time using template variables (X ), and a set of production rules for each template variable. The
specifications of the similar cases can be produced by instantiating each template variable, and then replacing
the variables in the specification. The specification for the wear dropping operation is as follows:
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O → EN
O → ENi CC ENj
t: ( [VP wear] O )→ 
T: +WEAR: ( )→ ( [VP wear] O )
O has two possible instantiations. The first one (EN), handles the single entity mention case:
t: ( [VP wear] EN )→ 
T: +WEAR: ( )→ ( [VP wear] EN )
And the second instantiation (ENi CC ENj) handles the two entity mention case:
t: ( [VP wear] ENi CC ENj )→ 
T: +WEAR: ( )→ ( [VP wear] ENi CC ENj )
A.3.1 Event Modifier Dropping
This set of operations drops adverbial phrases and adverbs in verb phrases. The specification of the operation
that drops an adverbial phrase is:
t: ( [ADVP x0 ... xn] )→ 
T: +ADVP: ( )→ ( [ADVP x0 ... xn] )
In some cases, the adverbial phrase may be at the end of the string, and be preceded by a conjunction. In
this case, we use a modified operation that drops both the conjunction and the adverbial phrase, in order to
remove the trailing conjunction:
t: ( CC [ADVP x0 ... xn] 〉 → 
T: +ADVP: ( 〉 → ( CC [ADVP xi ... xn] 〉
Finally, all adverbs in verb phrases are removed independently.
t: [VP x0 ... xj−1 ( RB ) xj+1 ... xn]→ [VP x0 ... xj−1 xj+1 .. xn]
T: +RB: ( )→ ( RB )
If we apply the RB template to the string “girl happily pose” (where the verb phrase is happily pose), we
generate the string girl pose, and an expansion rule to insert happily into the verb phrase, before pose.
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Input s: [EN0 [NP1 [NPH2 girl] ] ] [VP3 happily pose]
Output s: [EN0 [NP1 [NPH2 girl] ] ] [VP3 pose]
R: +RB1: [VP3 pose→ [VP3 happily pose
A.3.2 Noun Phrase Modifier Dropping
We drop all noun phrase modifiers. If the modifiers are in noun phrase modifier chunk (NPMC) chunks, we
use the following operation:
t: [NPMC x0 ... xn]→ [NPMC ]
T: +NPMOD: [NPMC ]→ [NPMC x0 ... xn]
Additionally, if the modifier is big, elderly, large, little, old, older, small, young, or younger (age or
age-related size modifiers), we ensure that the noun phrase head (NPH) chunk has not been changed before
allowing the modifier to be restored.
t: [NPMCi0 x0 ... xn] NPMCi1 ... NPMCic ] [NPH y0 ... ym]
→ [NPMCi0 ] NPMCi1 ... NPMCic ] [NPH y0 ... ym]
T: +NPMOD: [NPMCi0 ] NPMCi1 ... NPMCic ] [NPH y0 ... ym]
→ [NPMCi0 x0 ... xn] NPMCi1 ... NPMCic ]j [NPH y0 ... ym]
An equivalent set of operations exists for cases where there are no NPMC chunks, and the noun phrase
modifier (NPM) chunk is emptied instead.
t: [NPM x0 ... xn]→ [NPM ]
T: +NPMOD: [NPM ]→ [NPM x0 ... xn]
t: [NPM x0 ... xn] [NPH y0 ... ym]→ [NPM ] [NPH y0 ... ym]
T: +NPMOD: [NPM ] [NPH y0 ... ym]→ [NPM x0 ... xn] [NPH y0 ... ym]
For the string “little white baby”, where little and white are in their own NPMC chunks, we generate the
string “baby”, and two expansion rules. The first expansion rule (+NPMOD1) inserts little into the first
NPMC chunk if the head noun is still baby, and the second expansion rule (+NPMOD2) inserts white into
the second NPMC chunk.
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Input s: [EN0 [NP1 [NPM2 [NPMC3 little] [NPMC4 white] ] [NPH5 baby] ] ]
Output s: [EN0 [NP1 [NPM2 [NPMC3 ] [NPMC4 ] ] [NPH5 baby] ] ]
R: +NPMOD1: [NPMC2 ] NPMC3 [NPH4 baby]
→ [NPMC2 little ] NPMC3 [NPH4 baby]
+NPMOD2: [NPMC3 ]→ [NPMC3 white]
A.3.3 Noun Phrase Determiner Dropping
We drop all noun phrase determiners (NPD).
t: [NPD x0 ... xn]→ [NPD ]
T: +NPDET: [NPD ]→ [NPD x0 ... xn]
A.3.4 Noun Phrase Head Replacement
We replace head nouns with more generic versions. We use the hypernym lexicon (Section 3.5) to find the
more generic terms used.
t: [NPH x0 ... xm]→ [NPH y0 ... yn]
T: +NPHEAD: [NPH y0 .. yn]→ [NPH x0 ... xm]
Nouns may have multiple hypernyms, but we assume that there is always a single most generic hypernym
for each noun. In the string, the head noun is replaced with the most generic hypernym, and expansion rules
for each hypernym relation are added. For example, male has both person and man as hypernyms, while
man has adult as a hypernym, and adult has person as a hypernym. Given the string “male”, we would
produce the string “person”, as well as four expansion rules. The first two expansion rules (+NPHEAD1
and +NPHEAD2) replace person with either of its hyponyms: male and adult. The other two expansion
rules replace adult with man (+NPHEAD3) and man with male (+NPHEAD4), giving us two sets of
expansion rules to go from person to male.
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Input s: [EN0 [NP1 [NPH2 male] ] ]
Output s: [EN0 [NP1 [NPH2 person] ] ]
R: +NPHEAD1: [NPH2 person]→ [NPH2 male]
+NPHEAD2: [NPH2 person]→ [NPH2 adult]
+NPHEAD3: [NPH2 adult]→ [NPH2 man]
+NPHEAD4: [NPH2 man]→ [NPH2 male]
A.3.5 Splitting “X of Y”
In the “X of Y” case, the entity can be referred to as either X or Y. We create two reduction rules to change
the entity mention into either X or Y. If X of Y is “body of water”, we only generate the reduction rule that
produces Y (−Xof ). Since splitting involves two mutually exclusive operations, we do not change s.
t: [EN NPx of NPy]→ [EN NPx of NPy]
R: −ofY: [EN NPx of NPy]→ [EN NPx]
−Xof : [EN NPx of NPy]→ [EN NPy]
The string “glass of beer” is generates two reduction rules that split it into two strings: “glass” (−ofY1,
where NP1 is “glass”) and “beer” (−Xof2, where NP4 is beer). Due to the way the reduction rules are
written, if glass had a modifier (NPM2) that had been previously removed, the string reductions would handle
the string even if the modifier were restored. If the original string was “cold glass of beer”, it would be split
into the strings “cold glass” and “beer”.
Input s: [EN0 [NP1 [NPM2 ] [NPH3 glass] ] of [NP4 [NPH5 beer] ] ]
Output s: [EN0 [NP1 [NPM2 ] [NPH3 glass] ] of [NP4 [NPH5 beer] ] ]
R: −ofY1: [EN0 NP1 of NP4]→ [EN0 NP1]
−Xof2: [EN0 NP1 of NP4]→ [EN0 NP4]
A.3.6 Splitting “X or Y”
If two EN chunks are separated by an or, we want to be able to replace the entire X or Y phrase with either X
or Y. It should be noted that the resulting EN chunk will use the chunk boundaries from both the X EN chunk
and the Y EN chunk.
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t: [ENx X0 ... Xm]x or [ENy Y0 ... Yn]y → [ENx X0 ... Xm]x or [ENy Y0 ... Yn]y
T: −orY: [ENx X0 ... Xm]x or [ENy Y0 ... Yn]y → [ENi X0 ... Xm]y
−Xor: [ENx X0 ... Xm]x or [ENy Y0 ... Yn]y → [ENx Y0 ... Yn]y
The string “man or woman” generates two reduction rules that split it into “man” (−orY1) and “woman”
(−Xor2). We do not share modifiers between the twoEN chunks, so if the string was “small man or woman”
(NPM2 containing small), the two strings produced would be “small man” and “woman”.
Input s: [EN0 [NP1 [NPM2 ] [NPH3 man] ] ]0 or [EN4 [NP5 [NPH6 woman] ] ]4
Output s: [EN0 [NP1 [NPM2 ] [NPH3 man] ] ]0 or [EN4 [NP5 [NPH6 woman] ] ]4
−orY1: [EN0 NP1]0 or [EN4 NP5]4 → [EN0 NP1]4
−Xor2: [EN0 NP1]0 or [EN4 NP5]4 → [EN0 NP5]4
A.3.7 Prepositional Phrase Dropping
The prepositional phrase dropping operation drops a portion of the string containing the prepositional phrase,
and generates an expansion rule to restore the dropped portion. However, there are a large number of cases to
distinguish, as the form of the prepositional phrase can vary and additional parts of the string may need to be
dropped in order to maintain grammatical correctness. I will start by describing the various templates strings
S that handle the different cases. The preposition and prepositional object can consist of multiple chunks
and the prepositional phrase may be part of a relative clause or acting as an adverbial phrase, necessitating
numerous template strings. We break the process of generating S into three parts: generating the preposition
portion of the template string (P), generating prepositional object portion of the template string (O), and
generating the portions of S that are outside of the prepositional phrase.
Preposition Template String We first generate the preposition portion of the template string. The template
strings are generated for a sub-set of the prepositions that express spatial relations (above, across, against,
around, at, behind, beneath, beside, by, down, in, in front of, into, for, from, near, next to, on, on top of, over,
through, towards, with, under, underneath, up). A valid preposition template string can be either a PP chunk
or a mis-tagged PRT chunk. If there are multiple prepositions in the chunk (e.g., “up and down”), all of the
prepositions must be prepositions that we handle. We identify mis-tagged PRT chunks by requiring that the
prepositions in the chunk be up or down.
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P → (PP|PRT)
Additionally, a valid preposition template string may consist of two preposition chunks (the first being
an PP or PRT chunk, and the second being a PP, ADVP, or PRT chunk) joined by a conjunction. Both
chunks must consists of only valid prepositions, and PRT chunks may only contain the prepositions up or
down.
P → (PP|PRT) CC (ADVP|PP|PRT)
If all of the prepositions are either up or down, we assume it is part of a phrasal verb. Therefore, the
previous chunk must be a VP chunk. If the verb is either climb or hold, we consider the preposition string to
be a particle that can be dropped (“climb up the stairs”→ “climb the stairs”, “hold up a sign”→ “hold a
sign”). In this case, we perform the following operation:
V1 → (climb | hold)
t: [VP V1 ] P → [VP V1 ]
T: +PP: V1 ]→ V1 P ]
Otherwise, we require the verb to be one of bicycle, bike, hike, jump, race, ride, run, skateboard, ski,
slide, or walk.
Prepositional Object String Next, we generate the prepositional object portion of the template string. This
may be an EN chunk, but may be joined together with other EN chunks via of. It may also be two EN chunks
(each of which can have trailing EN chunks linked by of s) that are joined by a conjunction.
O1 → EN ([PP of ] EN)*
O1 → EN ([PP of ] EN)* CC EN ([PP of ] EN)*
Additionally, there may be a trailing on, if the prepositions in P are all with (“with hat on”).
O2 →O1 [PP on]
O2 →O1
Finally, the object may have a dependent clause, whose presence is indicated by the EN chunk that. We
assume that the dependent clause consists of the rest of the string.
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O →O2 [EN [NPH that] ]X0 ... Xn 〉
O → O2
If we are treating P as a particle (i.e., all of the prepositions are either up or down), we drop both P and
O, to leave the bare verb.
V2 → (bicycle | bike | hike | jump | race | ride | run | skateboard | ski | slide | walk)
t: [VP V2 ] P O → [VP V2 ]
T: +PP: V2 ]→ V2 P O ]
External Tokens P andO form a prepositional phrase. However, simply removing the prepositional phrase
may leave us with an ungrammatical sentence. There are three cases where we will want to remove external
words:
1. Relative Clause. The prepositional phrase is part of a relative clause, such as “a person that is next
to a dog”. We want to look for a relative pronoun prior to the prepositional phrase and some sort of
clause boundary, such as the end of the string (“a woman who is behind a window.”), an appropriate
conjunction (“a man that is in front of a sign while”), or a verb phrase (“a car which is behind a
bike turns”).
2. Verb Argument. The preposition is the argument of a verb (“a child dressed in a suit”). We want to
look for an appropriate verb just before the prepositional phrase.
3. Locative Inversion. The preposition is being used as part of a locative inversion (“A smiling girl and
behind her is a dog”). We want to look for the verb be after the prepositional phrase and a relative
pronoun or conjunction before the prepositional phrase.
First we form the prepositional phrase out of P and O.
S1 →P O
Next, if the verb phrase dressed or be precedes the prepositional phrase, the prepositional phrase is a verb
argument or relative clause, and we need to drop the verb.
S2 → [VP (be | dressed)] S1
S2 → S1
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If the prepositional phrase (possibly including be) is preceded by either a conjunction or the EN chunk
which, who, or that, and is followed by either the end of the string, while, as, or a verb phrase, then the
prepositional phrase is part of a relative clause, and we drop the entire clause.
S → CC S2
S → [EN (which | who | that)] S2
Otherwise, if the prepositional phrase was not preceded by dressed or be, and it is followed by the verb
be, the prepositional phrase is being used in a locative inversion, and we drop the be.
S → S2 [VP be]
S → S2
S generates all of the templates strings needed to match any prepositional phrase we want to drop. The
operation used depends on whether or not the prepositional phrase is preceded by another chunk. If it is, we
treat the prepositional phrase as if it were part of the chunk. This allows the expansion rule to work if the
prepositional phrase is preceded by an EN chunk or VP chunk that is extracted because it is a subject, verb,
or direct object.
t: x ] S → x ]
T: +PP: x ]→ x S ]
Otherwise, we just drop the prepositional phrase string.
t: ( S )→ 
T: +PP: ( )→ ( S )
For a simple string, such as “man in hat run”, we generate the string “man” as well as an expansion
rule which adds “in hat” after “man” (+PP1). It should be noted that the expansion rule does not re-
store the original chunking. This allows the +PP1 rule to be applied even after the verb has been dropped
(−VERB2). Otherwise, the +PP1 would require both the ]0 and [VP7 tokens to exist before in hat could
be added to the string. This changes the chunking for the string “man in hat” from EN (man), PP (in), EN
(hat) to EN (man in hat), where “in hat” is a PP (in) and EN (hat) that is embedded in the “man in hat” EN
chunk.
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Input s: [EN0 [NP1 [NPH2 man] ]1 ]0 [PP3 in] [EN4 [NP5 [NPH6 hat] ] ] [VP7 run]
Output s: [EN0 [NP1 [NPH2 man] ]1 ]0 [VP7 run]
R: +PP1: ]1 ]0 → ]1 [PP3 in] [EN4 [NP5 [NPH6 hat] ] ] ]0
−VERB2: 〈 EN0 VP7 〉 → EN0
−SUBJ3: 〈 EN0 VP7 〉 → VP7
A.3.8 “Wear/Dress” Dropping
We drop both wear EN and dressed [as/for/in] EN phrases. If the entity mention is followed by a conjunction
and another entity mention of the same type, we assume that both entities are being worn (e.g. “hat and
jacket”), and should be dropped. Due to the similarities of the operations, we will use D to represent the
dressed portion of the template string, and O to represent the object portion of the template string.
D → [VP dressed]
D → [VP dressed] [PP (in | as | for)]
O → [EN x0 ... xm]
O → [ENi x0 ... xm] CC [ENj y0 ... yn]
t: ( D O )→ 
T: +DRESS: ( )→ ( D O )
t: ( [VP wear] O )→ 
T: +WEAR: ( )→ ( [VP wear] O )
Additionally, if the entire phrase is at the end of the string, and is preceded by a conjunction, the conjunc-
tion is dropped as well. This is the exact same situation that occurs with adverbial phrases.
t: ( CC D O 〉 → 
T: +DRESS: ( 〉 → ( CC D O 〉
t: ( CC [VP wear] O 〉 → 
T: +WEAR: ( 〉 → ( CC [VP wear] O 〉
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A.3.9 End of String Cleanup
If we have an and or a while at the end of a string, we drop it. This cleans up cases where we have failed
to properly remove a conjunction during a previous string reduction template application. While it would be
preferable that this template never be used, its current use is fairly infrequent. Out of 158,915 captions, only
97 rewrite rules are generated using this template.
X → (and | while)
t: ( X 〉 → 
T: +DROP: ( 〉 → ( X 〉
A.3.10 Subject and Verb Extraction
Once all of the other operations have been performed, and the maximum amount of detail has been removed
from each caption, we extract all of the verb phrases from the string. In cases where we have identified the
subject and/or the direct object (Section 2.4.7), we extract those as well, to form a simple sentence. If a verb
phrase has a subject or direct object that we can not find, we do not perform any sort of extraction involving
the verb phrase.
No Subject, No Direct Object In the case where the verb phrase does not have a subject or a direct object,
we generate a reduction rule to extract the verb phrase (−COMPLEX(VERB)).
t: 〈X0 ... Xv−1 VPv Xv+1 ... Xn 〉 → 〈X0 ... Xv−1 VPv Xv+1 ... Xn 〉
T: −COMPLEX(VERB): 〈X0 ... Xv−1 VPv Xv+1 ... Xn 〉 → VPv
If the verb phrase is of the form “X to Y”, we may generate reduction rules to change it to X and Y,
depending on what verb X is. If X is a verb that acts as a modifier for Y (appear, attempt, is about, begin,
going, seem, start, struggle, try), we only generate the reduction rule that produces Y (−Xto). If X is a verb
that indicates that Y may happen sometime in the future (line up, pause, wait), then we only generate the
reduction rule that produces X (−toY). If X is a verb that indicates movement or change of position (bend
down/over, crouch, dive, gather, kneel, kneel down, lean in/over, leap, jump, jump up, reach, reach out/up,
run, sit, sit down, stop, walk, wind up, work), then we generate both reduction rules.
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t: [VPv x0 ... xm TO y0 ... yn]→ [VPv x0 ... xm TO y0 ... yn]
T: −toY: [VPv x0 ... xm TO y0 ... yn]→ [VPv x0 ... xm]
−Xto: [VPv x0 ... xm TO y0 ... yn]→ [VPv y0 ... yn]
Subject Only If the verb phrase has a subject, but no direct object, we generate a reduction rule to extract
the simple sentence (−COMPLEX), as well as two reduction rules to extract the subject (−VERB) and
the verb phrase (−SUBJ) from the simple sentence.
t: 〈X0 ... Xs−1 ENs Xs+1 ... Xv−1 VPv Xv+1 ... Xn 〉
→ 〈X0 ... Xs−1 ENs Xs+1 ... Xv−1 VPv Xv+1 ... Xn 〉
T: −COMPLEX: 〈X0 ... Xs−1 ENs Xs+1 ... Xv−1 VPv Xv+1 ... Xn 〉 → ENs VPv
−VERB: 〈 ENs VPv 〉 → ENs
−SUBJ: 〈 ENs VPv 〉 → VPv
If the verb phrase is of the form “X to Y”, we generate −Xto and −toY, as indicated by X.
t: [VPv x0 ... xm TO y0 ... yn]→ VPv x0 ... xm TO y0 ... yn]
T: −toY: [VPv x0 ... xm TO y0 ... yn]→ [VPv x0 ... xm]
−Xto: [VPv x0 ... xm TO y0 ... yn]→ [VPv y0 ... yn]
Direct Object Only If the verb phrase has a direct object, but no subject, we generate a reduction rule to
extract the entire verb phrase (−COMPLEX(VERB)). We include the tokens between the verb phrase
chunk and the direct object, on the assumption that they are part of the entire verb phrase. Additionally, we
create two reduction rules to extract the verb (−DOBJ) and the direct object (−TVERB) from the verb
phrase.
t: 〈X0 ... Xv−1 VPv Xv+1 ... Xo−1 ENo Xo+1 ... Xn 〉
→ 〈X0 ... Xv−1 VPv Xv+1 ... Xo−1 ENo Xo+1 ... Xn 〉
T: −COMPLEX(VERB): 〈X0 ... Xv−1 VPv Xv+1 ... Xo−1 ENo Xo+1 ... Xn 〉
→ VPv Xv+1 ... Xo−1 ENo
−DOBJ: 〈 VPv Xv+1 ... Xo−1 ENo 〉 → VPv Xv+1 ... Xo−1
−TVERB: 〈 VPv Xv+1 ... Xo−1 ENo 〉 → ENo
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Again, if the verb phrase is of the form “X to Y”, we generate reduction rules to replace the verb phrase
with X (−toY) and Y (−Xto), depending on X. In the case where we replace the verb phrase with X, we
remove the direct object (“jump to catch frisbee” should split into “jump” and “catch frisbee”).
t: [VPv x0 ... xm TO y0 ... yn]→ [VPv x0 ... xm TO y0 ... yn]
T: −toY: [VPv x0 ... xm TO y0 ... yn]Xv+1 ... Xo−1 ENo 〉 → [VPv x0 ... xm]
−Xto: [VPv x0 ... xm TO y0 ... yn]→ [VPv y0 ... yn]
Subject and Direct Object If the verb phrase has both a subject and a direct object, we generate a reduction
rule to extract the simple sentence (−COMPLEX). Additionally, we generate reduction rules to extract
the subject (−VERB) and the verb phrase (−SUBJ) from the simple subject, as well as reduction rules to
extract the verb (−DOBJ) and the direct object (−TVERB) from the verb phrase.
t: 〈X0 ... Xs−1 ENs Xs+1 ... Xv−1 VPv Xv+1 ... Xo−1 ENo Xo+1 ... Xn 〉
→ 〈X0 ... Xs−1 ENs Xs+1 ... Xv−1 VPv Xv+1 ... Xo−1 ENo Xo+1 ... Xn 〉
T: −COMPLEX: 〈X0 ... Xs−1 ENs Xs+1 ... Xv−1 VPv Xv+1 ... Xo−1 ENo
Xo+1 ... Xn 〉 → ENs VPv Xv+1 ... Xo−1 ENo
−VERB: 〈 ENs VPv Xv+1 ... Xo−1 ENo 〉 → ENs
−SUBJ: 〈 ENs VPv Xv+1 ... Xo−1 ENo 〉 → VPv Xv+1 ... Xo−1 ENo
−DOBJ: 〈 VPv Xv+1 ... Xo−1 ENo 〉 → VPv Xv+1 ... Xo−1
−TVERB: 〈 VPv Xv+1 ... Xo−1 ENo 〉 → ENo
Finally, if the verb phrase is of the form “X to Y”, we generate the reduction rules to produce X (−toY)
and Y (−Xto). As with the direct object only case, when we extract X (−toY), we remove the direct object,
as well. Additionally, we generate two reduction rules to extract the subject (−VERB) and verb (−SUBJ),
to handle the case when the simple sentence has no direct object, which will occur after applying the −toY
rule.
t: [VPv x0 ... xm TO y0 ... yn]→ [VPv x0 ... xm TO y0 ... yn]
T: −toY: [VPj x0 ... xm TO y0 ... yn]Xj+1 ... Xk−1 ENk 〉 → [VPj x0 ... xm] 〉
−Xto: [VPj x0 ... xm TO y0 ... yn]→ [VPj y0 ... yn]
−VERB: 〈 ENs [VPv x0 ... xm] 〉 → ENs
−SUBJ: 〈 ENs [VPv x0 ... xm] 〉 → [VPv x0 ... xm]
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For the simple sentence “dog jump to catch frisbee”, we generate eight reduction rules. No equivalent to
the −COMPLEX rule is generated, because the string consists of only a simple sentence. The VERB1
and SUBJ2 rules extract the subject (“dog”) and the verb phrase (“jump to catch frisbee”). The −DOBJ3
and −TVERB4 rules extract the verb (”jump to catch”) and direct object (“frisbee”) from the verb phrase
(“jump to catch”). The −Xto5 rule eliminates “jump to” from the VP3 chunk “jump to catch”, while the
−toY6 rule eliminates “to catch”. Since there is a direct object, the −toY6 rule operates on the entire verb
phrase, and removes the direct object, turning “jump to catch frisbee” into “jump”. This avoids having the
verb phrase be rewritten as “jump frisbee”, while −Xto5 allows the verb phrase to be rewritten as “catch
frisbee”. The −DOBJ3 and −TVERB4 rules can also be applied to the “catch frisbee” verb phrase,
producing the verb “catch” and the direct object “frisbee”. Finally, because−VERB1 and−SUBJ2 rules
assume that the simple sentence has a direct object (which is no longer the case after applying −toY6), the
−VERB7 and −SUBJ8 rules extract the subject (“dog”) and verb (“jump”) from the simple sentence
“dog jump”.
Input s: [EN0 [NP1 [NPH2 dog] ] ] [VP3 jump to catch] [EN4 [NP5 [NPH6 frisbee] ] ]
Output s: [EN0 [NP1 [NPH2 dog] ] ] [VP3 jump to catch] [EN4 [NP5 [NPH6 frisbee] ] ]
R: −VERB1: 〈 EN0 VP3 EN4 〉 → EN0
−SUBJ2: 〈 EN0 VP3 EN4 〉 → VP3 EN4
−DOBJ3: 〈 VP3 EN4 〉 → VP3
−TVERB4: 〈 VP3 EN4 〉 → EN4
−Xto5: [VP3 jump to catch]→ [VP3 catch]
−toY6: [VP3 jump to catch] EN4 〉 → [VP3 jump]
−VERB7: 〈 EN0 [VP3 jump] 〉 → EN0
−SUBJ8: 〈 EN0 [VP3 jump] 〉 → [VP3 jump]
A.4 Known Issues
Possessive Noun Phrases In the case where an entity or event mention involves a possessive (such as “[EN
person] [EN ’s face]” or “[EN face] of [EN person]”), we may not correctly identify the complete mention.
This can be problematic when dropping or extracting the mention. The entity or event mention chunking
should probably be changed, but the entity co-reference system will probably want to form co-reference
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chains out of both mentions.
X or Y Noun Phrases As was mentioned in subsection A.3.6, when generating reduction rules to split
up an “X or Y” case, we end up mixing chunk boundaries from both entity mentions. While this does not
appear to cause any problems and is theoretically the correct thing to do, there is a worry that it may be
causing undetected errors. Ideally, the X or Y cases should be combined into a single mention, and the entity
co-reference system modified to handle mentions that have two possible types.
X and Y Noun Phrases Similar to the previous case, an “X and Y” case where X and Y are of the same
type should be treated as a single chunk. However, the entity co-reference system needs a way to deal with
groups and individual elements of groups, before turning “X and Y” into a single chunk.
Prepositional Phrases The template for generating prepositional phrase dropping string reductions is fairly
bulky. Because it was developed over a fairly long period of time, some of the cases may have been deprecated
by improved normalizations.
Second, the induced nesting that occurs when a prepositional phrase string is preceded by another chunk
allows prepositions to interact with the subject and verb split reduction rules. However, it is potentially dan-
gerous, in terms of changing the internals ofEN andVP chunks. So far, no errors due to it have been detected.
However, it would probably be preferable to nest the prepositional phrase strings during pre-processing, as-
suming this is possible. This will cause a lot of problems for the existing string reduction scripts, and will be
a fairly major effort.
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