Control valve stiction is considered as one of the main sources of control loops nonlinearities which impacts plants profitability. In turn, this phenomenon hinders the plant from being operated at optimal conditions. Therefore, an efficient and accurate stiction quantification algorithm is required for accurate stiction compensation and timely scheduling of control valve maintenance. This research investigates the robustness and recommends improvements to the previously developed stiction quantification approach by Zabiri et al. The approach was tested under several operating conditions which were simulated in five case studies by using MATLAB software. The case studies investigated the impact of a wide range of stiction values, controller tuning, disturbance, time delay and noise on the quantification approach. The algorithm was found to be robust since it quantified the correct values of stiction regardless of the operating conditions. It was found that the accuracy of the quantification results depends on the process model accuracy, number of data samples and the search resolution. A number of improvements were recommended and validated by simulation in order to further enhance the current quantification approach. As conclusion, the algorithm can be applied on any type of process due to its robustness.
below. Capaci et al. (2015) found that
Hammerstein system identification approach is the most common type of approach used for stiction quantification. The plant that is used for sticky data generation is shown in Fig.1 . It consists of 
Artificial Neural Network
Artificial Neural Network (ANN) is a group of artificial neurons interconnected in a way that resembles the human brain neural network. It is an artificial intelligence mathematical approach that is wildly used in nonlinear data modeling. Hence, it was chosen as the best ANN architecture to be used for the quantification algorithm. The NARXSP ANN structure is illustrated below in Fig. 4 and Fig.5 .
Fig.5: NARX Series -Parallel Structure

Stiction Quantification Algorithm
The quantification algorithm quantifies the stiction by minimizing the RMSE value.
This RMSE minimization is between the actual process variable and the simulated process variable which is the output from NARXSP ANN. The algorithm is explained in Fig.6 and Fig.7 .
The quantification algorithm is summarized as follow:
1) The same controller output OP 2) The sticky manipulated variable is fed to NARX to produce process variable which has stiction effect.
3) The RMSE value is calculated between and .
4) The value of S is changed and new
corresponding values of and are calculated.
5) A new RMSE values between
and is calculated. 
Research Methodology
The research methodology flow chart shown in Fig.8 is described as follow: 
5) Suggest possible improvements to
Zabiri's quantification algorithm.
6)
Validate the suggested improvements using simulation.
7) Draw conclusion.
Robustness Tests
This stiction quantification algorithm in = | |
5-Percentage Error
It is used to measure the deviation between the RMSE values for quantified stiction and target stiction. It is calculated as shown in (7) below.
RESULTS AND DISCUSSION
NARX Process Model Training
The artificial neural network process combination was found after more than forty trails. Fig.9 shows NARX structure and its performance.
Case Study No.1
This case study investigated the algorithm behavior in the absence of 
Stiction Undershoot (S>J)
The quantification algorithm was tested under sticiton undershoot scenario where the stiction parameters set to stickband S=2 and slip-jump J =1. The quantification result based on RMSE value is shown in 
Equal Stiction (S=J)
The quantification algorithm is tested under equal stiction scenario where the stiction parameters set to stickband S=4
and slip-jump J =4. The quantification result is shown in Table 6 . 
Case Study No.2
A low frequency sinusoidal disturbance and noise sources were added to the loop as shown in Fig.10 . The amplitude and the .11 .
The disturbance frequency and amplitude were increased by 4 folds in order to further check the algorithm robustness against disturbance. It was observed that the algorithm produced the same quantification result as in Table 7 despite the increment in disturbance. It is Table 9 .
In equal stiction case, the same behavior was observed whereby the absolute span error for J parameter is 0 for resolution value equal to 1, whereas the absolute span error is 0.9 when the 
Case Study No.4
This case study investigates the impact of model accuracy on quantification error.
The plant dynamics was modeled as first order process model as shown in (8) and shown in Table 11 and Table 12 .
In addition, the impact of using different search resolution values on the quantification accuracy was investigated. It was observed there was a clear reduction trend in error when the search resolution was reduced. For instance, stickband target value was set to S = 1.6, the quantified value improved from 2 then to 1.5 then to 1.6 as the search resolution was reduced from 1 to 0.5 to 0.2 respectively. The quantification results for different resolution values are shown in Table 13 . In turn, it is concluded that using a model with higher accuracy eliminates the quantification span errors The proposed quantification approach relies on the same quantification algorithm to find stiction values. However, the algorithm utilizes the sticky actual feedback travel as shown in Fig.16 to calculate the RMSE value for finding the right stiction parameters S and J that minimizes RMSE. The Simulink model is used for this approach is shown in Fig.17 .
This approach was tested under several scenarios as in previous case studies. It was tested under stiction overshoot, undershoot and equal section. In addition, Table 14 and 15.
Improvements
The summary of improvements on the existing quantification algorithm is summarized as follow: 
