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論 文
ダイナミックアセスメントのための隠れマルコフ IRTモデル
堤 瑛美子†a) 宇都 雅輝†b) 植野 真臣†c)
Item Responce Theory for Dynamic Assesment
Emiko TSUTSUMI†a), Masaki UTO†b), and Maomi UENO†c)
あらまし 教育の最も難しい問題は，教師は学習者に教えすぎても，教えなさすぎても学習者の十分な発達は
望めないということである．そのために，教師は個々の学習者の理解度や最適な支援の度合いを予測することが
重要な課題となっている．足場がけによる学習者のパフォーマンスを予測するために，項目反応理論を用いて最
適な予測正答確率になるようにヒントを提示する足場がけシステムが開発されている．しかし，従来の項目反応
理論では，学習者の能力変化がモデルに考慮されておらず，正確な正答確率を予測できないために，最適なヒン
ト数を予測できていない可能性がある．本研究では，学習者の能力が時間変化していくプロセスを項目反応理論
に組み込み，能力が隠れマルコフ過程に従って変化すると仮定した新しい項目反応モデルを提案する．提案モデ
ルでは，能力値が継続する時間 (課題数)を表すウィンドウサイズと能力の変動の程度を反映する変動パラメータ
をもち，これらの最適値がデータから推定されるために，学習者の真の能力変化を反映でき，予測精度を向上さ
せることが期待される．実データを用いて，本提案の有効性を示す．
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1. ま え が き
近年，教育の現場では，教師は学習者に教えすぎて
も，教えなさすぎても学習者の十分な発達は望めな
いという問題が注目されている．Vygotsky [1], [2]は，
学習者が自力で解決できない課題でも，教師の支援に
よって学習者の成長を促すことができる「最近接発達
領域」(ZPD; Zone of Proximal Development) の考
え方を導入した．最近接発達領域の考え方に従って，
Bruner [3]やWood et al. [4], Collins [5]は，学習者
の発達を促すためには，学習者が高次の課題に対面し
た際に教師が学習者の能力に応じて適度に支援をする
「足場がけ」が重要であることを示している．
足場がけでは，学習者の ZPDに関する能力を正確に
測定し，教師が支援した後の学習者のパフォーマンス
を予測する必要がある．すなわち，優秀な教師は，問題
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解決において支援後の学習者のパフォーマンスを予測
し，最小限の支援となる足場がけを与えていると考え
るのである．しかし，従来行われてきた能力評価や学
習者への支援は教師の経験や勘によるものであり，学
習者ごとに正確な支援を行うことは非常に困難であっ
た．そこで，Brown and Ferrara [6]や Collins [5]は，
学習者の学習履歴データを用いて ZPDにおける学習
者の能力を客観的に測定できるように，ダイナミック
アセスメントと呼ばれる新たな評価手法を開発した．
彼らのダイナミックアセスメントは，学習者の支援に
段階的なヒントを用いることで課題を達成するまでに
利用したヒント数から学習者を評価した．彼らが行っ
た実験では，少数のヒントで課題に正答した学習者ほ
ど学習効率が良いことが示された．その後，Wood [7]
は，学習者の成長を促す支援を行うには，それまでの
課題を達成するまでに利用したヒント数を評価するこ
とが重要であることを示している．しかし，これらの
手法には以下の問題がある．1)難易度の異なる課題の
特性が評価に反映されておらず，能力評価としての信
頼性が低い．2)課題ごとの異なるヒントの特性が評価
に反映されておらず，能力評価としての信頼性が低い．
この問題を解決するために，植野・松尾 [8]，Ueno
and Miyazawa [9], [10] は，課題解決におけるヒント
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を与えた後の学習者の反応についての項目反応理論
（Item Response Theory, IRTと呼ぶ）を提案し，ダ
イナミックアセスメントの信頼性が向上したことを
報告している．更に，彼らは提案した項目反応理論
を用いて，ヒントを提示した後の学習者の課題への
パフォーマンス（正答確率）を予測し，最も学習効果
が高くなるように適応的にヒントを与えるアダプティ
ブ・ラーニング・システムを開発している．この手法
の特徴は，ヒントを与えたときの学習効果が最適にな
るような正答確率 Ps が存在すると仮定していること
である．すなわち，システムは学習者の課題への予測
正答確率が設定された Ps に近づくようにヒントを選
択し，学習者に提示することにより，学習効率が向上
すると仮定している．Ueno and Miyazawa [10]では，
Ps を様々に変化させてヒント提示した学習者グルー
プのプレテストとポストテストの差異を比較した結果，
Ps = 0.5に設定したグループの学習効果が最大となっ
た．このことから，学習効果を最大化する足場がけの
ためには，ヒント提示後の学習者の正答確率を高精度
に予測することが重要であることが示唆される．
しかし，Ueno and Miyazawa [10]では，長期の学
習過程に対して予測正答確率の誤差が増加することが
指摘されている．ここで用いられている IRT モデル
は，能力の変化の度合いが考慮されていないために，
支援後の予測正答確率が正しく推定されていない可
能性が高い．このため，学習者に提示される適応的ヒ
ントが足りなかったり，必要以上に提示されてしまう
問題がある．精度の高いパーフォマンスの予測を行う
ためには，学習過程で学習者の真の能力値が変化する
ことを考慮し，推定に用いるデータをある時点以前で
忘却させる必要がある．しかし，データを忘却させる
ことで能力推定に用いられるデータ数が少なくなり，
過学習が起こって，過大評価または過小評価されやす
いというトレードオフの問題が生じてしまう．このト
レードオフを解消するためには，学習者の能力変化の
度合いと，ある時点での能力値が継続する時間 (課題
数)を考慮したモデルが必要である．
本研究では，学習者の能力が学習過程において変化
するプロセスを項目反応理論に組み込んだ新しいモデ
ルを提案し，学習者のヒント提示後のパフォーマンス
の予測精度を向上させることを目的とする．具体的に
は，学習者の能力が学習過程において隠れマルコフ過
程に従うと仮定した新しい項目反応モデルを提案する．
このモデルでは，ある時点での能力値が影響する時間
(課題数)を表すウィンドウサイズと学習者の能力の変
動の程度を反映する変動パラメータをもち，これらの
最適値がデータから推定されるために，トレードオフ
の問題を解決し，学習者の真の能力変化を反映できる
と期待される．具体的には，
（ 1） 学習者の能力が隠れマルコフ過程に従って変
化する新しい項目反応モデルを提案する．
（ 2） 提案モデルについてMCMC（Markov chain
Monte Calro）法によるパラメータ推定法を提案する．
（ 3） 学習者のパフォーマンスの予測精度を最適に
するウィンドウサイズの推定法を提案する．
本論文では，高次の問題解決の例として Ueno and
Miyazawa [10]で扱われたプログラミング学習におけ
るトレース問題を扱う．トレース問題はプログラムを
解読する上で必要なプロセスであり，国家試験の情報
処理技術者試験に出題されるなど，教育現場でも多く
用いられている [11]．トレース問題では，課題を解く
ために必要な変数の意味を理解し，変数の値の変化を
正確に把握した上でプログラム全体の機能を理解しな
ければならない．プログラムの文法を暗記しているだ
けでは獲得し難いスキルを必要とし，初学者には自力
で解けない高次の問題解決能力を求めるため，足場が
けによる学習が有効であると考えられる．実データか
ら本提案モデルの有効性を示す．
2. 項目反応理論
効果的な足場がけを行うためには，学習者の現時点
での能力値とヒントを与えた後の学習者のパフォーマ
ンスの予測を正確に行う必要がある．このための能力
評価をダイナミックアセスメントと呼び，ダイナミッ
クアセスメントの精度の高さが効果的な足場がけを実
現する．本研究では，この精度向上のための手法開発
が主な提案となる．この目標のために，本研究では，
ヒントを与えた後の学習者のパフォーマンスを予測す
る項目反応理論 [12], [13]を用いる．項目反応理論はテ
スト理論の一つで，近年コンピュータテスティングの
普及に伴って，様々な分野で使用されている実践的な
数理モデルである．項目反応理論の利点には以下が挙
げられる．
（ 1） 推定精度の低い異質項目の影響を最小限に抑
えて能力推定を行うことができる．
（ 2） 異なる項目への学習者の反応を同一尺度上で
評価できる．
（ 3） 過去の反応データに基づいて，課題への正答
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確率を予測できる．
ここでは，項目反応理論の中でも一般的に多く用いら
れる 2母数ロジスティックモデルについて説明する．2
母数ロジスティックモデルでは，課題 iに対する学習
者の反応データが以下の変数 ui で表される．
ui =
⎧⎨
⎩1: 学習者が課題 iに正答0: 上記以外
また，能力値 θj の学習者 j が課題 i に正答する確率
を次式で表す．
p(ui = 1 | θj) = 1
1 + exp (−1.7ai(θj − bi)) (1)
ここで，ai は課題 iの識別力パラメータ，bi は課題 i
の難易度パラメータ，θj は学習者 j の能力パラメータ
を表す．項目パラメータ ai，bi は学習データから事前
に推定した値を用いる．
3. ダイナミックアセスメント ·システム
古典的なダイナミックアセスメントは，学習者が誤
答した際に段階的にヒントを提示することによって
その学習過程を評価する [7]．本研究では，Ueno and
Miyazawa [10]が開発した，プログラミング学習にお
けるトレース問題について段階的ヒントを用いたダイ
ナミックアセスメント・システムを用いる．
システムでは初めにプログラミングの基礎知識につ
いて学習し，その後，プログラミングのコードを読み，
変数の最後の値を回答する課題を数問学習する．課題
では，学習者が誤答した際には，図 1のようにヒント
としてプログラミングの文法に関する説明やコードの
意味などが段階的に提示され，学習者が課題を達成す
図 1 段階的ヒントの例
Fig. 1 Example of graded hints.
るまでヒントをより具体的な内容にしていく．学習者
が課題に正答した場合や，最後のヒントを提示しても
正答しなかった場合には，課題の解説と解答がフィー
ドバックとして与えられる．課題の解答とその解説を
フィードバックすることで，正答者は解答に至るまで
の思考過程を再確認し，誤答者は解説を読むことで間
違えていた箇所を確認することができる．Ueno and
Miyazawa [10]では，本システムを用いて予測正答確
率が 0.5に近づくようなヒントを提示して正答できた
場合に能力値が最も向上すると報告している．また，
ヒントなしで正解した場合，ヒントありで誤答した場
合でも，前述のフィードバックにより能力値が向上す
ることが報告されている．本論文では，本システムを
用いた学習過程において学習者の能力値が単調に増加
すると仮定する．
本システムで得られるデータのデータ発生モデルを
提案することが本論の主な目的である．ここでは，本
システムで得られるデータを整理しておく．このシス
テムでは，各課題 i に対して K − 1 個の段階的ヒン
ト {k}, (k = 1, · · · ,K − 1) が用意されている．初め
はヒントを表示しない状態で学習者 j に課題 iを提示
する．学習者が課題 iに誤答した場合はヒント k = 1
を提示し，更に誤答するごとにヒント k = K − 1 ま
でを順次提示する．正答するか，最後のヒントが提示
されても誤答した場合は，次の課題 i+ 1を提示する．
課題数 I に達するまでこの操作を繰り返し行う．学習
者数を J，課題数を I とすると，学習者 j が課題 iに
ヒント kを表示した段階で正答した反応データは次の
ように得る．
xji =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
k : ヒント k を与えられたときに正答
K : 全てのヒントを提示しても誤答
0: ヒントなしで正答
X = {xji}, (j = 1, · · · , J, i = 1, · · · , I)
適切な足場がけを行うためには，学習者の能力を
正確に把握し，各ヒントを提供した後の学習者のパ
フォーマンスを予測しなければならない．これまで，
学習者の能力とヒントごとの学習者のパフォーマンス
を予測するための項目反応モデルとして段階反応モデ
ルが提案されてきた [10], [14]．次章でダイナミックア
セスメントのための項目反応理論である段階反応モデ
ルについて述べる．
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4. ダイナミックアセスメントのための項目
反応理論
適切な足場がけを行うためには，学習者の能力を
正確に把握し，各ヒントを提供した後の学習者のパ
フォーマンスを予測しなければならない．これまで，
学習者の能力とヒントごとの学習者のパフォーマンス
を予測するための項目反応モデルとして段階反応モデ
ルが提案されてきた [10], [14]．以降は，この段階反応
モデルを IRT (Item Response Theory)と略記する．
本章ではダイナミックアセスメントのための IRTモ
デルについて説明する．IRTモデルでは学習者 j が課
題 iに対してヒント k,(k = 1, · · · ,K − 1)で正答する
確率 Pijk を次式で与える．
Pijk = P
∗
ijk−1 − P ∗ijk (2)
P ∗ijk =
1
1 + exp(−ai(θj − bik)) (3)
ただし，P ∗ij0 = 1，P
∗
ijK = 0である．ここで，aiは課
題 iの識別力を表すパラメータ，bikは課題 iでヒント k
が提示されたときの難易度を表すヒントパラメータ，θj
は学習者 j の能力値パラメータを表す．ただし，bj1 >
· · · > bjk > · · · > bjK−1 である．図 2 に，K = 5，
ai = 1.0, bi1 = 3.0, bi2 = 1.0, bi3 = −1.0, bi4 = −3.0
とした 4つのヒントを有する課題に対する項目反応関
数の例を示す．図 2 は，横軸は学習者の能力を示し，
縦軸は k番目のヒントが提示されたときに学習者 j が
課題 iに正答する確率 Pijk を示す．図 2より，ヒント
なし (k = 0)の場合には，能力の低い学習者はほとん
ど正答せず，能力の高い学習者の正答確率が高くなっ
ている．また，ヒント数が増えるごとに，能力の低い
学習者の正答確率が上昇していくことがわかる．
図 2 段階反応モデルの例
Fig. 2 Graded response model for hints.
更に，Ueno and Miyazawa [10]は，IRTモデルを
用いることで学習者にヒントを与えた後の課題への正
答確率を予測し，適応的に支援を行う足場がけシステ
ムを開発した．これらの研究からは，ヒントは学習者
に多すぎても，少なすぎても学習効果が減少してしま
い，ちょうど予測正答確率が 0.5になるようにヒント
を出す支援が最も学習効率が良いことが報告されてい
る．以上より，ヒント提示後の学習者の正答確率を精
度高く予測することが効果的な学習のために有効であ
ることがわかる．しかし，Ueno and Miyazawa [10]
のシステムで用いている IRTモデルでは，学習者の真
の能力値は固定されており，能力の変化の度合いやあ
る時点での能力値が継続する時間が考慮されていない．
信頼性の高い能力推定を行うためには，学習過程で
学習者の真の能力値が変化することを考慮し，推定に
用いるデータをある時点以前で忘却させる必要がある．
しかし，データを忘却させることで能力推定に用いら
れるデータ数が少なくなり，過学習が起こり，能力値が
過大評価または過小評価されやすくなるというトレー
ドオフの問題が生じる．このトレードオフを解消する
ためには，学習者の能力変化の度合いと，ある時点での
能力値が継続する時間を考慮したモデルが必要である．
本研究では，このトレードオフを解消するために，
学習者の潜在変数である能力値の時系列変化が隠れマ
ルコフ過程に従うと仮定し，ある時点での能力値が影
響する時間 (課題数) を表すウィンドウサイズと学習
者の能力の変動の程度を反映する変動パラメータを導
入した新たな項目反応モデルを提案する．このモデル
によってトレードオフの問題を解消し，過学習を避け，
推定精度の向上が期待できる．
5. 隠れマルコフ IRTモデル
本章では，ダイナミックアセスメントのための新し
い IRTモデルを提案する．段階反応モデルにおいて，
従来では固定されていた学習者 jの能力値 θj を時系列
で変化させ，ある時点 tの能力値 θjt が一つ前の時点
t− 1での能力値 θjt−1 に依存する隠れマルコフモデル
を IRTに組み込んだモデルを提案する．通常，隠れマ
ルコフモデルの隠れ変数は離散値で扱われるが，提案モ
デルでは能力値を隠れ変数とするため，連続値で扱う．
従来の IRTモデルと隠れマルコフ IRTモデルのグ
ラフィカルモデルを図 3，図 4に示す．前述したとお
り，従来の IRT モデルは学習過程が一つの能力値 θj
に依存する．一方，隠れマルコフ IRTモデルは，学習
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図 3 従来の IRT モデル
Fig. 3 Conventional IRT model.
図 4 隠れマルコフ IRT モデル
Fig. 4 Hidden Markov IRT model.
過程 (課題)が進むごとに，学習者の能力値 θjt が直前
の θjt−1 に依存して確率的に変化していくモデルであ
る．このとき，能力値 θjt の変動パラメータ δ を設定
することで，θj の変動を制限する．提案モデルでは，
学習過程において学習者の能力値が影響を及ぼしてい
ると考えられる課題数 (ウィンドウサイズ)を Lと設
定する．
能力値 θjt(t = 1, · · · , I −L)の変動モデルには，音
声認識や画像認識の分野でパラメータ推定の手法に用
いられるスライディングウィンドウ方式 [15], [16]を用
いる．スライディングウィンドウは，ある小領域を設
定し，一定の幅でずらしながら隠れ変数が影響する顕
在変数領域を決定する方法である．本モデルでは，課
題 i = L以降の能力値推定において，推定に用いる学
習課題を 1題ずつずらして行うことで，能力値の推移
を考慮する．この方法によって，学習者が取り組んだ
直近の L個の課題以前の学習データを忘却した能力推
定が可能となる．
学習過程における {t}, (0, · · · , I − L)は，
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
t = 0 : i = 1, · · · , Lのとき
t = 1 : i = 2, · · · , L + 1のとき
...
...
t = I − L : i = I − L− 1, · · · , I のとき
(4)
とする．提案モデルは，ウィンドウサイズ Lが小さい
場合は能力値 θjt が短期間の学習過程にのみ影響する
（能力値推定において過去の学習過程のデータを多く
忘却する）モデルとなり，Lが大きい場合は一つの θjt
が長期間の学習過程に影響する（能力値推定において
過去の学習過程のデータをあまり忘却しない）モデル
となる．
提案モデルでは時点 tにおいて学習者 j が課題 iに
ヒント k で正答する確率 Pijtk を次式で表す．
Pijtk = P
∗
ijtk − P ∗ijtk−1 (5)
P ∗ijtk =
1
(1 + exp (−ai(θjt − bik)) (6)
ai は課題 i の識別力パラメータ，bik は課題 i でヒン
ト kが提示されたときの難易度を表すヒントパラメー
タ，θjt は時点 t での学習者 j の能力パラメータを表
す．ただし，
θjt ∼ N(θjt−1, δ) (7)
θj0 ∼ N(0, 1) (8)
ここで，N(μ, σ)は平均 μ，標準偏差 σ の正規分布を
表す．式 (7)から δ は時間経過による能力の変動の大
きさを表すパラメータとみなせる．提案モデルの目的
は，ダイナミックアセスメントにおいて，学習者の学
習過程から学習者の能力値と課題へのパフォーマンス
を予測することである．提案モデルのウィンドウサイ
ズ Lと能力値の変動パラメータ δは，能力推定に利用
する学習データ数と能力推定値のトレードオフの問題
を解決するための重要な役割をもつ．
提案モデルは，ウィンドウサイズ Lを全課題数に一
致させた場合には，能力値が過去のデータを忘却せず
時系列変化しないモデルとなるため，従来の IRT モ
デルと同じモデルを表現することができる．
効果的な足場がけを行うためには，学習に合わせて
最適なウィンドウサイズ Lと変動パラメータ δの組み
合わせを求める必要がある．この二つのパラメータを
変化させることで，提案モデルは多様な学習過程に柔
軟に対応させることができる．ウィンドウサイズ Lと
変動パラメータ δ の関係は以下のとおりである．
（ 1） Lと δ が共に小さい
θjt が影響する課題数が少なく，能力の変動もほぼ起
こらないため，それまでの学習過程に関係なく，θjtが
ほとんど変化しないモデル．
83
電子情報通信学会論文誌 2019/2 Vol. J102–D No. 2
（ 2） Lが小さく δ が大きい
直前の学習過程にのみ影響され，能力値の変動幅が大
きいため，θjt の急激な変動が起こるモデル．
（ 3） Lと δ が共に大きい
それまでの学習過程に強く影響を受け，θjt が大きく
変動するモデル．
（ 4） Lが大きく δ が小さい
それまでの学習過程の影響を受けるが，θjt の急激な
変動を抑制するモデル．
次章で，本モデルのパラメータ推定法について述べる．
6. 項目パラメータ推定
従来の段階反応モデルのパラメータ推定には，一般
に，ニュートンラフソン法や EMアルゴリズムを用い
た周辺最ゆう推定（Marginal Maximum Lilkelihood:
MML）や最大事後確率推定（Maximum A Posteriori:
MAP）が用いられてきた．また，近年では，マルコフ
連鎖モンテカルロ (MCMC)法を用いた期待事後確率
推定（Expected A Posteriori: EAP）も一般的にな
りつつある．ニュートンラフソン法を用いたMAP推
定やMML推定は，2母数ロジスティックモデルや段
階反応モデルなどの単純なモデルを用いる場合や，大
量のデータが得られている場合には高速に安定したパ
ラメータ推定が可能であるが，複雑なモデルを扱う場
合には推定精度が低下する．MCMC法は事後分布か
らのランダムサンプルを用いてパラメータを推定する
手法であり，計算コストは高いが，本研究のようにモ
デルが複雑な場合やデータ数が少ない場合にも高精度
なパラメータ推定を実現できる [18]．
ここで，各パラメータの集合をそれぞれ θ =
{θ10, · · · , θJI−L}, a = {a1, · · · , aI}, b = {b11, · · · ,
bIK−1}，θjtと aiの事前分布をそれぞれ g(θjt)，g(ai)
とし，bi = {bi1, · · · , bik−1} の事前分布を g(bi) を
表す．
このとき，反応データ X を所与としたパラメータ
の事後分布は以下のように表せる．
p(θ,a, b | X)
∝ L(X | θ,a, b)g(a)g(b)g(θ)
=
[
I−L∏
t=0
L+t+1∏
i=t+1
K∏
k=1
(Pijtk)
zijk
]
[
I∏
i=1
(g(ai) · g(bi))
][
I−L∏
t=0
J∏
j=1
g(θjt)
]
(9)
ここで，
zijk =
⎧⎨
⎩1: xji = k0: 上記以外
MCMCの手法のうち，ブロック化ギブス・サンプ
リング法とメトロポリスヘイスティングス法を組み合
わせた手法 [17], [18]でパラメータ推定を行う．以下に
手順を示す．
（ 1） 初めに，各パラメータの初期値を事前分布か
らランダムにサンプリングする．本研究では，各パラ
メータの事前分布はそれぞれ次のように設定する．
log ai ∼ N(0.0, 0.2)
θj0 ∼ N(0.0, 1.0)
θjt ∼ N(θjt−1, δ)
bi ∼ MN(μ,Σ)
μ = {−2.0,−1.0, 0.0, 1.0, 2.0}
Σ = diag[0.16, 0.16, · · · , 0.16]
（ 2） θj = {θj0, · · · , θjI−L} を現在のパラメータ
値 θj ′ に依存する提案分布 q(θj | θj ′)に従ってサンプ
リングし，以下の採択率に基づいて採択する．
α(θj | θj ′)
= min
(
L(Xj | θj ,a′, b′)∏I−Lt=0 g(θjt)
L(Xj | θj ′,a′, b′)
∏I−L
t=0 g(θ
′
jt)
, 1
)
(10)
提案分布には N(θj ′, σ1I−L) を用いる．ここで，1n
は n×nの単位行列を表す．本研究では，σ = 0.01と
Algorithm 1 MCMC algorithm
Given maximun chain length S,burn-in B,interbal E
Initialize MCMC sample A ← φ
Initialize θ0,a0,b0
1: for s = 1 to S do
2: for j ∈ {1 · · · J} do
3: Sample θsj ∼ N(θs−1j , σ1I−L)
4: Accept θsj with the probability α(θ
s
j | θs−1j )
5: end for
6: for i ∈ {1 · · · I} do
7: Sample asi ∼ N(as−1i , σ1)
8: Accept asi with the probability α(a
s
i | as−1i )
9: Sample bsi ∼ N(bs−1i , σ1K−1)
10: Accept bsi with the probability α(b
s
i | bs−1i )
11: end for
12: if s ≥ B and s%E = 0 then then
13: A ← (θs, as, bs)
14: end if
15: end for
16: return average value of A
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表 1 各課題におけるヒント数とヒントなしでの正答率
Table 1 Number of hints and percentage correct for
each task without hints.
課題 1 2 3 4 5 6
ヒント数 8 8 8 9 10 11
正答割合 (%) 60.0 66.7 65.3 46.7 50.6 46.7
課題 7 8 9 10 11 12
ヒント数 9 8 13 12 12 13
正答割合 (%) 54.7 54.7 50.6 53.7 48.0 80.0
課題 13 14 15 16 17 18
ヒント数 7 10 11 6 9 8
正答割合 (%) 81.3 86.7 49.3 94.7 80.0 49.3
する．
（ 3） パラメータ ai と bi についても上記と同様に
サンプリングを行う．
（ 4） 初期値の影響をなくすために，burn-inで設
定した回数より前のサンプルは破棄する．また，自己
相関を考慮し，得られたサンプルの thining を行い，
そのサンプル列の期待値を推定値とする．本研究では
burn-in を 20,000 回として，20,000～40,000 回のう
ちから 1,000回の間隔でサンプルを取得し，その平均
値を EAP推定値とした．提案モデルのMCMCアル
ゴリズムの擬似コードを Algorithm 1に示す．
7. 評 価 実 験
7. 1 デ ー タ
評価実験では，プログラミング初学者の大学生 75
人を対象にプログラミング学習におけるトレース問題
18 課題について，3. で示したシステムを用いて学習
データを収集した．学習者は「変数の四則演算」「条
件分岐 whileループ」「forループ」「配列」「関数・メ
ソッド呼び出し」の文法について学習し，各領域を学
習した後，対応するトレース問題に回答する．ただし，
「変数の四則演算」「条件分岐 whileループ」「forルー
プ」は各 4題，「配列」「関数・メソッド呼び出し」で
は 3題が出題される．出題例として各領域から 1題ず
つの課題とヒントの内容を付録に示した．また，課題
ごとのヒント数と各課題におけるヒントなしでの正答
率を表 1に示す．
初めのヒントは図 1の画面右側のように，プログラ
ミングの基礎的な用語についての説明を提示する．ヒ
ント提示後も誤答した場合には，画面左側のように，
プログラムの各行の操作について，説明を順次提示し
ていく．課題 i のヒント数が K のとき，学習者 j が
ヒントなしで正答した場合には学習者 j の学習データ
を xji = 0とし，ヒント k が提示された後に正答した
場合は xji = k，最後のヒントが提示されても誤答し
た場合は xji = K + 1とする．
7. 2 学習データに最適なウィンドウサイズと変動
パラメータの決定
5.で述べたとおり，提案モデルは，能力値 θjt が学
習に影響する課題数 (ウィンドウサイズ)Lの値によっ
て異なるモデルとなる．また，モデルごとに能力の変
動パラメータ δの最適値も変化するため，最適な Lと
δ の組み合わせを求める必要がある．提案モデルでは，
トレーニングデータ数がウィンドウサイズによって変
動するため，周辺ゆう度や AIC，BIC などの従来の
モデル選択基準では，これらの最適値を求めることが
できない．そこで，本研究では，以下の手順で算出さ
れる予測精度を最大にする Lと δの組み合わせを最適
値とする．
（ 1） Lと δ を所与として，提案モデルの識別力パ
ラメータとヒントパラメータをMCMCアルゴリズム
で推定する．
（ 2） 提案モデルを用いて，学習者 j が課題 i ∈
{2, · · · , 18} においてヒント k ∈ {0, 1, · · · ,K} で正
答する確率 Pijtk を求め，Pijtk が最大となるヒント k
を予測利用ヒント数 xˆji とする．
xˆji = arg max
k∈{0,1,··· ,K}
Pijtk (11)
ただし，Pijtkの計算に利用する各学習者の能力 θˆjtは，
課題 i − 1 以前のデータ x(i−1)j = {xj1, · · · , xj,i−1}
を用いて以下の EAP推定法で求める．
θˆjt = E[θjt | x(i−1)j ]
=
∫ +∞
−∞ θjtg(θjt)L(x
(i−1)
j | θjt)dθjt∫ +∞
−∞ g(θjt)L(x
(i−1)
j | θjt)dθjt
(12)
ここで，
（ a） i− 1 ≤ Lのとき
θj0 ∼ N(0.0, 1.0) (13)
L(x
(i−1)
j | θjt) =
i−1∏
i′=1
K∏
k=1
(Pi′jtk)
zi′jk (14)
（ b） i− 1 > Lのとき
θjt ∼ N(θjt−1, δ) (15)
L(x
(i−1)
j | θjt) =
i−1∏
i′=t+1
K∏
k=1
(Pi′jtk)
zi′jk (16)
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表 2 予測利用ヒント数の予測精度
Table 2 Prediction accuracies of the predictive number of hints.
ウィンドウサイズ L
delta 1 2 3 4 5 6 7 8 9
0.1 52.1% 63.4% 65.6% 65.1% 64.3% 64.0% 63.4% 63.2% 63.3%
0.2 54.6% 64.2% 65.4% 64.7% 64.2% 63.9% 63.3% 62.8% 62.8%
0.3 54.7% 63.1% 65.3% 64.4% 63.5% 63.5% 63.0% 63.1% 62.8%
0.4 57.1% 63.1% 65.0% 64.3% 63.3% 63.7% 63.0% 62.8% 62.8%
0.5 55.6% 64.0% 65.0% 64.2% 63.2% 63.1% 63.0% 62.3% 62.2%
delta 10 11 12 13 14 15 16 17 18 (従来の IRT)
0.1 62.9% 62.3% 62.3% 62.0% 61.9% 61.2% 61.3% 60.8% 60.95%
0.2 62.5% 61.9% 62.3% 61.8% 61.7% 61.0% 61.1% 61.2% 60.95%
0.3 62.4% 62.1% 61.9% 61.8% 61.5% 61.0% 61.0% 60.7% 60.95%
0.4 62.2% 61.7% 61.9% 61.8% 61.1% 61.3% 61.1% 60.8% 60.95%
0.5 62.3% 61.9% 61.8% 61.8% 61.4% 61.2% 61.0% 60.6% 60.95%
表 3 課題ごとの予測利用ヒント数の予測精度
Table 3 Prediction accuracies of the predictive number of hints for each task.
課題 2 課題 3 課題 4 課題 5 課題 6 課題 7 課題 8 課題 9 課題 10
提案モデル (L = 3, δ = 0.1) 52.7% 63.9% 46.9% 50.9% 68.8% 55.7% 62.7% 48.3% 57.2%
従来の IRT モデル 34.2% 60.3% 46.3% 45.4% 64.8% 52.8% 52.7% 46.7% 56.0%
DA 38.7% 30.7% 9.3% 1.3% 1.3% 8.0% 8.0% 0.0% 0.0%
課題 11 課題 12 課題 13 課題 14 課題 15 課題 16 課題 17 課題 18 平均
提案モデル (L = 3, δ = 0.1) 49.3% 79.7% 83.5% 87.6% 50.5% 96.0% 91.6% 69.2% 65.6%
従来の IRT モデル 40.2% 67.0% 83.0% 87.6% 49.7% 85.3% 90.7% 69.0% 60.3%
DA 0.0% 0.0% 1.3% 0.0% 0.0% 0.0% 2.7% 1.3% 5.7%
実際には，式中の積分は −2.5 < θjt < 2.5 での 100
点の区分求積法を用いて近似値を求める．
（ 3） 学習者 j の課題 iにおける実際のヒント利用
数 xji と予測利用ヒント数 xˆji を用いて，各課題 iに
おける一致率 ci を次式で求める．
ci =
1
J
J∑
j=1
ψ(xˆji, xji) (17)
ここで，ψ(xˆji, xji)は xˆji と xji が一致するときに 1，
そうでないときに 0をとる関数とする．
（ 4） 手順 (3)で求めた一致率を全ての課題につい
て平均し，提案モデルの予測精度 c として次式を求
める．
c =
1
I − 1
I∑
i=2
ci (18)
表 2に L ∈ {1, 2, · · · , 17}と δ ∈ {0.1, 0.2, 0.3, 0.5}
における予測精度 cを示す．ここで，ウィンドウサイ
ズ L = 18 (全課題数) の提案モデルは，従来の IRT
モデルと一致することに注意されたい．本実験では，
δ > 0.5 の結果を示していないが，δ が 0.5 より大き
い場合は，全てのケースにおいて δ = 0.5より精度が
低下することを確認している．
表 2より，予測精度 cが最大となるのは，ウィンド
ウサイズを L = 3，能力値の変動幅を δ = 0.1とした
提案モデルであり，従来の IRTモデルより大幅に予測
精度が改善していることがわかる．
7. 3 課題ごとの利用ヒント数の予測精度
本節では，最適なLと δを用いた提案モデル (L = 3,
δ = 0.1) と従来の IRT モデル，従来のダイナミック
アセスメント手法 [4] について，前節の予測精度算出
手順 (3)で得られる課題ごとの利用ヒント数の予測精
度 ci を分析する．ただし，従来のダイナミックアセス
メント手法では，学習者がこれまでに解いた課題で利
用したヒント数の平均を次の課題での予測利用ヒント
数として，手順 (3)で予測精度を求める．
実験結果を表 3に示す．表 3より，提案モデルは全
ての課題において従来の IRT モデルより高い予測精
度を示したことがわかる．また，従来のダイナミック
アセスメントの手法 (DA)では，提案モデル，従来の
IRT モデルに比べて著しく予測精度が低いことがわ
かる．
ここで，提案モデルと従来の IRT モデルのパラ
メータ推定値の特徴を分析するために，提案モデル
(L = 3, δ = 0.1) と従来の IRT モデルにおけるパラ
メータ推定値を表 4に示す．表 4より，提案モデルで
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表 4 課題の識別力パラメータ ai とヒントパラメータ bik
Table 4 Estimated characteristic parameters of hints.
従来の IRT モデル
課題 i ai bi0 bi1 bi2 bi3 bi4 bi5 bi6 bi7 bi8 bi9 bi10 bi11 bi12 bi13
1 1.20 1.83 1.10 0.58 0.37 −0.12 −0.45 −0.95 −1.36 −2.46
2 1.06 2.02 1.46 0.71 0.37 0.06 −0.56 −1.28 −1.51 −2.21
3 1.18 1.68 1.02 0.45 0.31 0.14 −0.38 −1.00 −1.22 −2.24
4 0.97 2.25 1.34 0.68 0.49 0.16 −0.22 −0.69 −1.13 −1.34 −2.10
5 1.03 2.08 1.39 1.10 0.76 0.47 −0.07 −0.18 −0.52 −1.01 −1.51 −2.30
6 1.31 1.69 1.06 0.83 0.56 0.34 0.04 −0.15 −0.54 −0.80 −1.00 −1.82 −2.16
7 1.00 1.86 1.49 0.96 0.63 0.54 −0.24 −0.57 −1.25 −1.66 −2.23
8 1.13 1.75 0.93 0.64 0.39 0.08 −0.24 −0.60 −1.60 −2.38
9 1.16 2.16 1.40 1.09 0.90 0.66 0.37 0.28 −0.01 −0.43 −0.93 −1.11 −1.47 −1.72 −2.31
10 0.91 1.79 1.30 1.14 0.83 0.58 0.46 0.07 −0.18 −0.30 −0.74 −1.27 −1.79 −2.29
11 0.84 2.14 1.65 1.06 0.81 0.52 0.30 0.19 −0.03 −0.24 −1.02 −1.40 −1.71 −2.22
12 1.40 1.42 0.92 0.84 0.74 0.60 0.31 0.12 −0.27 −0.47 −0.69 −0.88 −1.63 −1.89 −2.26
13 1.36 1.18 0.72 0.48 0.14 −0.29 −0.81 −1.46 −1.93
14 1.57 1.06 0.74 0.56 0.42 0.23 −0.03 −0.26 −0.74 −1.29 −1.56 −2.14
15 1.19 2.09 0.87 0.73 1.02 0.55 0.54 0.12 −0.22 −0.47 −0.89 −1.50 −2.29
16 1.51 0.71 0.44 0.24 −0.09 −0.84 −1.45 −2.07 0.00
17 1.49 0.94 0.76 0.60 0.34 0.14 −0.34 −0.62 −0.96 −1.65 −2.20
18 0.99 1.50 1.14 0.79 0.35 −0.18 −0.33 −0.79 −1.26 −2.49
提案モデル (L = 3, δ = 0.1)
課題 i ai bi0 bi1 bi2 bi3 bi4 bi5 bi6 bi7 bi8 bi9 bi10 bi11 bi12 bi13
1 1.14 1.14 0.58 0.21 0.05 −0.33 −0.58 −1.04 −1.39 −2.47
2 1.29 0.97 0.56 −0.02 −0.25 −0.46 −0.93 −1.52 −1.65 −2.31
3 1.73 0.45 −0.04 −0.44 −0.46 −0.50 −0.85 −1.30 −1.36 −2.56
4 1.26 1.13 0.41 −0.08 −0.17 −0.38 −0.64 −1.00 −1.28 −1.37 −1.90
5 1.31 1.00 0.50 0.32 0.11 −0.06 −0.43 −0.47 −0.71 −1.08 −1.55 −2.35
6 1.84 0.46 0.01 −0.12 −0.29 −0.42 −0.57 −0.61 −0.85 −0.92 −1.00 −1.89 −2.06
7 1.28 0.80 0.57 0.17 −0.05 −0.08 −0.70 −0.93 −1.52 −1.82 −2.25
8 1.47 0.57 −0.05 −0.21 −0.31 −0.45 −0.60 −0.76 −1.65 −2.39
9 1.50 1.01 0.44 0.22 0.10 −0.05 −0.23 −0.26 −0.45 −0.79 −1.26 −1.33 −1.66 −1.76 −2.33
10 1.16 0.76 0.43 0.35 0.18 0.06 0.02 −0.20 −0.36 −0.39 −0.74 −1.26 −1.78 −2.31
11 1.00 1.24 0.86 0.38 0.22 0.03 −0.09 −0.12 −0.26 −0.40 −1.19 −1.51 −1.74 −2.24
12 2.11 0.22 −0.16 −0.18 −0.21 −0.24 −0.39 −0.43 −0.65 −0.72 −0.79 −0.87 −1.74 −1.88 −2.07
13 2.12 0.03 −0.30 −0.41 −0.57 −0.77 −1.08 −1.54 −1.69
14 2.78 −0.06 −0.28 −0.38 −0.42 −0.47 −0.53 −0.59 −0.88 −1.29 −1.45 −1.96
15 1.60 1.02 0.39 0.13 0.30 0.09 −0.15 −0.45 −0.66 −0.77 −1.07 −1.57 −2.23
16 2.59 −0.43 −0.65 −0.71 −0.80 −1.31 −1.52 −1.75
17 2.22 −0.06 −0.18 −0.27 −0.40 −0.48 −0.79 −0.94 −1.16 −1.87 −2.31
18 1.01 0.96 0.69 0.43 0.09 −0.32 −0.46 −0.87 −1.31 −2.52
は従来の IRTモデルよりヒントパラメータ bik が低く
推定される傾向がある．この理由について，次節で能
力推定値の差から分析する．
7. 4 能力値 θ の推定
前節では，提案モデルが従来の IRT モデルに比較
して学習者のパフォーマンスを正確に予測することを
示した．また，推定されるモデルパラメータの値の差
異を示した．本節では，提案モデルと従来の IRTモデ
ルで推定される能力推定値の差異について考察する．
ここでは，従来の IRTモデルと δ = 0.1に固定した
場合の提案モデル (L = 15, L = 10, L = 6, L = 3)を
用いて，各課題 (i = {1, · · · , 18}) における各学習者
の能力推定値を式 (12)で求め，課題ごとに能力推定値
の平均を算出した．結果を図 5に示す．図 5から，従
来の IRTモデルは学習過程において θjt が大きく変動
していることがわかる．一方，提案モデルでは θjt の
変動が小さく，推定能力値が徐々に変化する．従来の
IRTモデルは能力推定値が真の能力値より過大評価さ
れるのに対し，提案モデルでは能力値の変動パラメー
タを最適化して過学習を避けながら能力値の変動を捉
えている．前節で示した従来の IRT モデルにおける
ヒントパラメータ bik の過大推定は，能力値の過大推
定が要因であると考えられる．
7. 5 予測利用ヒント数の誤差分析
7.3では提案モデル (L = 3, δ = 0.1)が従来の IRT
モデルより正確に学習者のパフォーマンスを予測する
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表 5 予測利用ヒント数の過大予測率と過少予測率
Table 5 Over estimation rates and under estimation rates of the predictive num-
ber of hints.
課題 2 課題 3 課題 4 課題 5 課題 6 課題 7 課題 8 課題 9 課題 10
提案モデル extra 4.1% 6.5% 9.1% 2.7% 2.9% 3.2% 2.9% 6.3% 2.9%
missing 43.2% 29.6% 44.0% 46.4% 28.3% 41.1% 34.4% 45.5% 39.9%
従来の IRT モデル extra 29.3% 15.1% 8.7% 13.7% 14.1% 8.3% 18.3% 15.5% 7.5%
missing 30.1% 25.1% 45.9% 41.3% 19.7% 39.3% 29.2% 37.6% 37.9%
課題 11 課題 12 課題 13 課題 14 課題 15 課題 16 課題 17 課題 18 平均
提案モデル extra 3.5% 2.9% 0.1% 0.5% 4.8% 1.1% 1.9% 3.1% 3.4%
missing 47.2% 17.3% 16.4% 11.9% 44.7% 2.9% 6.5% 27.7% 31.0%
従来の IRT モデル extra 21.9% 20.7% 3.3% 4.0% 3.5% 12.9% 2.7% 0.4% 11.7%
missing 37.9% 11.9% 13.7% 8.4% 46.8% 2.1% 6.7% 30.5% 27.3%
図 5 学習者の能力値の推移
Fig. 5 Transition of learners’ average estimated abil-
ities.
ことを示した．ここでは，提案モデル (L = 3, δ = 0.1)
と従来の IRT モデルによる予測利用ヒント数の誤差
を分析するために，各モデルによる予測利用ヒント数
が実際の利用ヒント数より多かった学習者の割合と少
なかった学習者の割合を求めた．
結果を表 5 に示す．「extra」は各課題で予測利用ヒ
ント数が実際の利用ヒント数より多かった割合を表
し，「missing」は予測利用ヒント数が実際の利用ヒン
ト数より少なかった割合を表す．表 5より，提案モデ
ル (L = 3, δ = 0.1)は extraが比較的小さく，missing
が大きいことから，必要なヒント数を過小評価する傾
向にあることがわかる．一方，従来の IRT モデルで
は extraが大きく，必要なヒント数を過大に予測する
傾向が読み取れる．従来の IRT モデルでは能力値の
変動を考慮せずにパラメータ推定を行っているために，
実際の能力値の変動に対応したヒントパラメータが推
定されておらず，誤差を増加させていると考えられる．
Ueno and Miyazawa [10]は支援が過剰な場合と過小
な場合とでは，過小な方が学習効率（事前テストと事後
テストの差異）が良いことを報告している．これより，
予測利用ヒント数の推定精度が高く，ヒント数を過小
に推定する傾向がある提案モデル (L = 3, δ = 0.1)で
は，従来の IRTに比べて高い学習効率が期待できる．
8. む す び
ダイナミックアセスメントは，過去の学習履歴から
足場がけによる学習者のパフォーマンスを予測するこ
とであるといえる．本論文では，学習履歴データより
統計的機械学習を用いてヒント提示後の学習者の正答
確率を正確に予測することを目的とした．具体的には，
学習者の能力が学習過程において変化していくプロセ
スを項目反応理論に組み込み，学習者の能力が隠れマ
ルコフ過程に従って変動すると仮定した，新しい隠れ
マルコフ IRT モデルを提案した．隠れマルコフ IRT
モデルでは，従来の IRTモデルにおいて，学習過程に
よって学習者の能力値が過大評価または過小評価され
ることを避けるために，学習過程における能力値の変
動幅を反映する変動パラメータ δ と，学習過程におい
てある時点での学習者の能力値が継続すると考えられ
る課題数 (ウィンドウサイズ)Lをパラメータとして新
たに導入した．提案モデルは，ウィンドウサイズ Lと
変動パラメータ δ をデータから最適化することによっ
て，能力推定に利用する学習データ数と能力値変化の
推定精度のトレードオフの問題を解決し，さまざまな
学習過程を表現することが可能となる．本論文では，
提案モデルを用いた実験によって以下を示した．
（ 1） 提案モデルが従来の IRT モデルのパフォー
マンスの予測精度を大きく改善することを示した．
（ 2） 実験データに提案モデルを適用することによ
り，従来の IRTモデルでの能力推定値の過剰評価を避
けることが可能となる．
（ 3） 本論文では，提案されたダイナミックアセス
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メントにより支援後の学習者のパフォーマンス予測を
向上させた．
実際の足場がけに適用し，学習効率の評価を今後
の課題としたい．足場がけは暗記した知識のみを問
う課題ではなく，暗記だけでは得られないような，手
順が明示化されていない問題解決に適している．そ
のため，プログラミングのトレース問題に限らず，数
学や作文など複雑な問題解決に応用することができ
る [19], [20]．ただし，Ueno and Miyazawa [10]で開
発されたシステムでは，論述問題など正答が一意に決
定しないオープンエンドの課題には適応できない．近
年，オープンエンドの課題に対してピアアセスメント
により学習者評価を行う項目反応理論が実用化されて
いる [18], [21]．本研究にこのような手法を取り入れる
ことにより，オープンエンドの課題に対応するシステ
ムに改良することも今後の課題としたい．
謝辞 本論文の作成にあたり，統計数理研究所の
持橋大地先生には大変有益なご助言を頂きました．心
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付 録
ここでは被験者に提示した課題，及び提示したヒン
トの例を「変数の四則演算」「条件分岐 whileループ」
「forループ」「配列」「関数・メソッド呼び出し」の各
領域から 1題ずつ掲載する．
変数の四則演算
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
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1 public class variable{
2 public static void main{
3 int a = 2;
4 int b = 5;
5 int c = 1;
6 int d = 1;
7 a ++;
8 b -= 1;
9 c += a;
10 d += a*2;
11 System.out.printIn(a);
12 System.out.printIn(b);
13 System.out.printIn(c);
14 System.out.printIn(d);
15 }
16 }
ヒント 1：事前に学習したプログラミング文法の再提
示
ヒント 2：課題コード 1行目から 6行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1行目から 7行目までの計算方
法を表示
ヒント 4：課題コード 1行目から 8行目までの計算方
法を表示
ヒント 5：課題コード 1行目から 9行目までの計算方
法を表示
ヒント 6：課題コード 1 行目から 10 行目までの計算
方法を表示
ヒント 7：課題コード 1行目から 8行目まで変数 a, b,
c, dの値を表示
ヒント 8：課題コード 1行目から 10行目まで変数 a,
b, c, dの値を表示
条件分岐 whileループ
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class IfWhile{
2 public static void main{
3 int a = 1;
4 int b = 8;
5 int c = 1;
6 int d = 3;
7 While(a<3){
8 c += a;
9 a++;
10 }
11 While(b>6){
12 d += a;
13 b--;
14 }
15 System.out.printIn(c);
16 System.out.printIn(d);
17 }
18 }
ヒント 1：事前に学習したプログラミング文法の再提
示
ヒント 2：課題コード 1行目から 7行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1 行目から while(a < 3) ルー
プ 1週目の 9行目まで変数 a, b, c, dの値を表示
ヒント 4：課題コード 1 行目から while(a < 3) ルー
プ 2週目の 7行目まで変数 a, b, c, dの値を表示
ヒント 5：課題コード 1 行目から while(a < 3) ルー
プ 2週目の 9行目まで変数 a, b, c, dの値を表示
ヒント 6：課題コード 1 行目から while(a < 3) ルー
プ 3週目の 7行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から 11行目まで変数 a,
b, c, dの値を表示
ヒント 8：課題コード 1 行目から while(b > 6) ルー
プ 1週目の 13行目まで変数 a, b, c, dの値を表示
ヒント 9：課題コード 1 行目から while(b > 6) ルー
プ 2週目の 11行目まで変数 a, b, c, dの値を表示
ヒント 10：課題コード 1行目から while(b > 6)ルー
プ 2週目の 13行目まで変数 a, b, c, dの値を表示
forループ
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class ForRoop{
2 public static void main{
3 int a = 3;
4 int i;
5 for(i=1;i<6;i++){ 　
6 if(i/2==1){
7 a *= 2;
8 }else if(a>10){
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9 break;
10 }
11 }
12 System.out.printIn(a);
13 }
14}
ヒント 1：事前に学習したプログラミング文法の再提
示
ヒント 2：課題コード 1行目から 5行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1行目から forループ 1週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 4：課題コード 1行目から forループ 1週目の
11行目まで変数 a, b, c, dの値を表示
ヒント 5：課題コード 1行目から forループ 2週目の
5行目まで変数 a, b, c, dの値を表示
ヒント 6：課題コード 1行目から forループ 2週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から forループ 2週目の
11行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から forループ 3週目の
5行目まで変数 a, b, c, dの値を表示
ヒント 8：課題コード 1行目から forループ 3週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 9：課題コード 1行目から forループ 3週目の
11行目まで変数 a, b, c, dの値を表示
ヒント 10：課題コード 1行目から for ループ 4週目
の 5行目まで変数 a, b, c, dの値を表示
ヒント 11：課題コード 1行目から for ループ 4週目
の 7行目まで変数 a, b, c, dの値を表示
ヒント 12：課題コード 1行目から for ループ 4週目
の 8行目まで変数 a, b, c, dの値を表示
配列
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class Array{
2 public static void main{
3 int[]a = {3,5,7};
4 for(int i=0;i<=2;i++){
5 if(a[i]>5){
6 a[i] = 2;
7 }else if(a[i]<4) {
8 a[i] = 0;
9 }else{
10 a[i] = 1;
11 }
12 }
13 System.out.printIn(a[0]); //a[0] = 0
14 System.out.printIn(a[1]); //a[1] = 1
15 System.out.printIn(a[2]); //a[2] = 2
16 }
17 }
ヒント 1：事前に学習したプログラミング文法の再提
示
ヒント 2：課題コード 1行目から 4行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1行目から 7行目まで変数 a, b,
c, dの値を表示
ヒント 4：課題コード 1行目から 9行目まで変数 a, b,
c, dの値を表示
ヒント 5：課題コード 1行目から 12行目まで変数 a,
b, c, dの値を表示
ヒント 6：課題コード 1行目から forループ 2週目の
5行目まで変数 a, b, c, dの値を表示
ヒント 7：課題コード 1行目から forループ 2週目の
7行目まで変数 a, b, c, dの値を表示
ヒント 8：課題コード 1行目から forループ 2週目の
9行目まで変数 a, b, c, dの値を表示
ヒント 9：課題コード 1行目から forループ 2週目の
12行目まで変数 a, b, c, dの値を表示
ヒント 10：課題コード 1行目から for ループ 3週目
の 5行目まで変数 a, b, c, dの値を表示
ヒント 11：課題コード 1行目から for ループ 2週目
の 7行目まで変数 a, b, c, dの値を表示
ヒント 12：課題コード 1行目から for ループ 2週目
の 11行目まで変数 a, b, c, dの値を表示
ヒント 13：課題コード 1行目から for ループ 2週目
の 12行目まで変数 a, b, c, dの値を表示
関数・メソッド呼び出し
以下の課題コード実行時の，変数 a, b, c, dの最終的
な値を答えよ
1 public class variable{
2 static int a = 10;
3 static int b = 20;
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4 static int c = 30;
5
6 public static void main(String[] args){
7 int m;
8 m = average();
9 System.out.printIn( m );
10 }
11 public static void average(){
12 int d;
13 d = (a + b + c) / 3;
14 return d;
15 }
16 }
ヒント 1：事前に学習したプログラミング文法の再提
示
ヒント 2：課題コード 1行目から 8行目まで変数 a, b,
c, dの値を表示
ヒント 3：課題コード 1 行目から 11 行目までの操作
の説明を表示
ヒント 4：課題コード 1 行目から 11 行目までの操作
の説明を追加
ヒント 5：課題コード 1 行目から 13 行目までの操作
の説明を表示
ヒント 6：課題コード 1行目から 8行目まで変数 a, b,
c, dの値を表示
ヒント 7：課題コード 1行目から 14行目まで変数 a,
b, c, dの値を表示
（平成 30 年 3 月 30 日受付，8 月 25 日再受付，
10 月 18 日早期公開）
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