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Abstract
Unmanned Aerial Vehicles (UAVs) are becoming more prevalent every day. In addi-
tion, advances in battery life and electronic sensors have enabled the development of
diverse UAV applications outside their original military domain. For example, Search
and Rescue (SAR) operations can benefit greatly from modern UAVs since even the sim-
plest commercial models are equipped with high-resolution cameras and the ability to
stream video to a computer or portable device. As a result, autonomous unmanned sys-
tems (ground, aquatic, and aerial) have recently been employed for such typical SAR
tasks as terrain mapping, task observation, and early supply delivery. However, these
systems were developed before advances such as Google Deepmind’s breakthrough with
the Deep Q-Network (DQN) technology. Therefore, most of them rely heavily on greedy
or potential-based heuristics, without the ability to learn. In this research, we present two
possible approximations (Partially Observable Markov Decision Processes) for enhancing
the performance of autonomous UAVs in SAR by incorporating newly-developed Rein-
forcement Learning methods. The project utilizes open-source tools such as Microsoft’s
state-of-the-art UAV simulator AirSim, and Keras, a machine learning framework that
can make use of Google’s popular tensor library called TensorFlow. The main approach
investigated in this research is the Deep Q-Network.
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1 Introduction
Search and Rescue (SAR) personnel are not strangers to reports of overdue persons. When
dealing with these incidents three main tasks must be performed: Investigation, Containment,
and hasty Search efforts. Initial actions, those taken during the first 8-12 hours after the start
of the operation, usually locate the subject. However when subjects are not located during
this early period, search operations can last days, and even weeks[1]. It is easy to see why
any effort to improve the efficiency of the initial search effort is crucial for a successful SAR
operation.
Fortunately, the increasing development of information and communication technologies
in recent decades has brought new tools to the table for Search and Rescue teams. Of special
interest is the use of robots: aerial, marine, and land-based, in the aid of SAR teams. In the
case of aerial robots, Unmanned Aerial Vehicles (UAV) are currently in use as source of quick
birds-eye view, and precise cartography[2].
Artificial Intelligence (AI), understood as intelligent behavior shown by a machine, has
been getting a lot of traction in recent years, with algorithms reaching super-human levels
of accuracy classifying images, predicting stock prices and even playing games. Within the
field of computer science there is an AI branch called Machine Learning. Its main objective
is the research and development of methods and algorithms capable of improving their per-
formance of a task based on their previous experience performing it. For example, learning
to detect objects in an image by presenting to the algorithm large data sets of images with the
corresponding labels of the objects present in them. In order to create autonomous behaviors
in robotics, machine learning techniques are used extensively.
Reinforcement Learning (RL) methods create AIs that learn via interaction with their
environment. Similar to the behaviorism learning paradigm, RL algorithms try to find the
optimal approach to performing a task by executing actions within an environment and receiv-
ing positive and negative rewards for the actions taken in that environment. Formally, the RL
problem is described as a Markov Decision Process (MDP) which is a tuple of States, Actions,
Rewards, and Transition probabilities. The final goal of RL methods is to create a program
capable of maximizing the cumulative reward received while moving through the MDP states
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until reaching a predefined terminal state. The resulting strategy is referred to as the policy.
When RL is used in combination with deep neural networks (Deep Learning) it is called deep
reinforcement learning.
Taking advantage of deep reinforcement learning methods, it is believed that a fully au-
tonomous UAV can be trained to perform Search operations using these techniques. By no
means would this be a replacement for tried and true search conducted by UAV operators,
however, it is believed this could be of help in the coverage of complex areas where the need
for manual navigational control distracts the operator from carefully observing the scene.
Unmanned, autonomous search currently happens under the traditional approach of an
operator defining a flight path and collecting data as the path is traversed. While this is a very
good approach, there are certain terrain conditions that are not easy to navigate or properly
plan a pre-determined flight. This places a large burden on the operator of the UAV.
The goal of this research was to determine if Deep Reinforcement Learning methods are
robust enough to train an artificially intelligent agent to autonomously perform the task of
searching. Results demonstrate that our prototype successfully serves as a proof-of-concept
in which an agent trained by these methods has indeed learned a search strategy, and that its
“success rate” consistently exceeds that observed of an agent taking random actions.
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2 Background
In Computer Science, Machine Learning is the study and development of algorithms capable
of improving their performance of a task based on their experience of performing the task.
Typically the field has been classified in three major branches: Supervised learning, Unsuper-
vised learning, and Reinforcement learning (RL). While the first one tries to create a model
of the task at hand by being fed examples of labeled data, and the second one tries to discover
patterns from unlabeled data examples, the third one approaches the learning problem by
maximizing the reward obtained from interacting directly with the task at hand.
Recent developments have shed new light on the hope of using Reinforcement Learning
as one possible tool to develop an artificial intelligence capable of supporting SAR operations.
The remainder of this section will focus on describing these new developments and different
techniques.
2.1 Related work
In distress situations such as the ones experienced after a disaster, time is of the essence. As
with any automation, autonomous vehicles could help relieve the burden on SAR team mem-
bers, allowing them to focus their energy on more complex cognitive tasks such as providing
first-aid to wounded people or coordinating search efforts. The European Community has
funded several robotic projects to aid SAR such as ICARUS[3]. The goal was to develop a
toolbox of integrated components for unmanned SAR; within the toolbox autonomous UAVs
were created for searching and early supply delivery. The SHERPA[4] project aimed to de-
velop a mix of ground and aerial vehicles to support SAR activities in hostile environments.
INACHUS[5] sought to improve detection and localization of victims using UAVs for fast
modeling of buildings and snake-like grounded robots for searching collapsed structures.
Autonomy of these vehicles relies heavily on heuristic based approaches. A heuristic is a
function that ranks alternatives in search algorithms at each branching step based on available
information to decide which branch to follow, e.g if the program has as an input a map of the
search area partitioned according to the probability of finding a lost person in certain regions,
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that map is a heuristic.
To support SAR with UAVs authors in [6] document three categories of methods suitable
for real-time search of a location: Greedy heuristics, Potential-based heuristics, and Partially
Observable MDPs (POMDP). While in their research it was recognized that POMDPs show
a lot of promise for creating autonomous UAVs, they acknowledged that using this method
would be computationally demanding and that the available algorithms were not sufficiently
advanced.
To illustrate the simplicity of greedy heuristic algorithms for autonomous UAVs Algo-
rithm 1 is presented. A heuristic in the form of a map of the area to be searched must be given
as an input to the algorithm. This map is called a belief map and it must be partitioned into
discrete locations s that can be visited by the UAV. Each of these locations is accompanied by
the corresponding probability of finding a target within it.
Algorithm 1 Belief map greedy algorithm
1: Initialize BeliefMap
2: Define starting position s′
3: while true do
4: s = s′
5: observe(s)
6: if target detected then
7: Report that target has been found
8: end if
9: updateBeliefMap(s)
10: s′ = moveToNextState(s)
11: end while
When a belief map is available, using this procedure is straightforward; but these heuris-
tics are often not accurate enough with respect to the real world, especially under situations
faced by SAR teams. Another drawback is the need for knowing the search area before de-
ploying a UAV for this task. Ideally autonomous UAVs should not need to know in advance
the location where they must operate; hence moving away from heuristic-based approaches
seems like a reasonable next step in this research field.
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2.2 Artificial Neural Networks
An artificial neural network (ANN) is a Machine Learning architecture inspired by how we
believe the human brain works. The human nervous system is comprised of special cells
called Neurons, each with multiple connections coming in (dendrites) and going out (axons).
When the signal coming into a neuron is strong enough, a process called synapse forwards the
signal through the axons, passing it on to other neurons.
Instead of relying on a complex algorithm that describes the learning process, ANNs are
built upon simple computational components known as perceptrons or units. Units are orga-
nized as layers and each unit is connected to units in the next layer. The first layer is called
the input layer, the last layer is called the output layer and intermediate layers are called hid-
den layers. The signal strength, as applied to each connecting edge, is called its weight. Each
unit processes its inputs using a non-linear activation function; the signal propagates if the
value of the function exceeds a predefined threshold. A visual representation of this concepts
is presented in figure 1.
Figure 1: Artificial neural network representation
The learning step of an ANN takes place by updating all weights until the desired func-
tion is approximated, e.g the network is able to classify an image into the desired class. La-
beled data is used in the process of training an ANN. To update the weights the gradients of
the loss function between the final ANN output and the expected output are backpropagated
into the network, scaled by a learning factor. This optimization process is generally called
Gradient Descent. Different methods to perform Gradient Descent are currently available
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including Stochastic Gradient Descent, RMSProp, Adam, and others[7].
Traditionally, each unit in one layer is connected to all the units in the next layer. This net-
work structure is known as a Fully Connected Network (FCN). Other architectures have been
proposed, such as the Convolutional Neural Network (CNN) in which each unit is mapped to
a specific subset of units in the next layer.
2.3 Convolutional Neural Networks
CNN is an ANN architecture that takes advantage of the hierarchical structure of its input
data. Traditionally used in image recognition applications, the idea is to use a convolution
operator to aggregate certain regions of the input image into a volume known as a convolu-
tional layer. Each column of the convolutional layer looks at the same region of the input data,
and each slice of the volume is a distinctive feature map over the data. By stacking the feature
maps in this manner the network can perform automatic feature extraction since each filter
contains a different representation of the data. Figure 2 summarize the former concepts. At
the end of the convolution layer one or more fully connected layers can be placed to perform
the classification task of the input. Training of a CNN happens in the same fashion as FCN,
using gradient descent optimization and backpropagation.
Figure 2: Convolutional neural network visual representation[8]
Four parameters are used to create the convolution layer: filter size, stride, depth, and
zero-padding. Filter size determines how large is the portion of the input that should be con-
volved. The stride refers to how big are the jumps between each convolution, e.g in an image
a stride of one applies the convolution to every pixel, while a stride of three applies the convo-
lution every three pixels. The depth refers to the number of filters to be created on the input
data; more feature maps mean more features to be automatically extracted. Zero padding is
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used to preserve the input and output size by making the feature map the same size as the
input.
The CNN network class is considered the heart of Deep Learning given the size of the
convolutional layer (typically consisting of many layers comprising millions of units), and its
ability to automatically extract features. As will be described later, the Deep Q-Network relies
on this architecture.
2.4 Reinforcement Learning
When talking about RL there are two major components: The decision-maker, referred to as
the Agent; and the Environment that receives the actions of the agent and provides feedback
on the consequences of taking an action, e.g where it will end up. These components are
modeled in the form of a Markov Decision Process (MDP).
The constant interaction between agent and environment can be thought of as a closed
loop, in which the agent depends on the environment to receive observations and rewards,
while the environment needs the agent to observe it. Figure 3 illustrates this behavior. Learn-
ing in RL methods takes place by allowing the agent to refine its strategy by interacting within
this loop.
Figure 3: Reinforcement Learning loop
2.4.1 Markov Decision Process
An MDP is a decision-making framework consisting of a tuple (S,A,R(s),T (s,a,s′)) where
S is the State space, everywhere an agent might end up; A(s) is the Action space, what the
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decision maker is allowed to perform in a given state s, executing those actions will cause
the environment to return a new current state and a reward; R(s) is a Reward function, which
returns a scalar value representing the goodness of taking an action, this will be the driver
of the learning process of a RL method; and T (s,a,s′) ∼ P(s′|s,a) is the set of Transition
probabilities, the probability of ending in state s′ given that the agent takes action a while
being in state s; this is usually referred to as the model.
It is called a Markov Process because it has the Markovian Property. That is, the prob-
ability of ending in the state s′ depends only on the present state s and taking the action a,
regardless of the walker’s history. In other words, only the present state matters.
An initial state st ∈ S is the state from which a decision-maker will start to walk an MDP.
A goal or terminal state g ∈ S is defined as one where all actions transition to itself with a
probability of 1 and the reward for taking any action in that state is 0. An MDP can have
one or many initial states and 0 or many terminal states. The sequence of actions from an
initial state, potentially reaching a goal state is known as an episode, and each action within
an episode is known as a step.
In order for an agent being able to navigate an MDP a policy must be set in place. A
policy pi(s) is a map of states to actions. At any given state s the policy pi(s) will return which
action to take. The core problem of MDPs is to find an optimal policy pi*; to find the pi(s) that
maximizes the cumulative reward while walking the MDP.
2.4.2 Bellman equation
The value of a policy pi is the function that gives the sum of all the rewards received by fol-
lowing a policy on an environment. When there is a limit on how many actions the agent will
perform in the environment, starting from state st the value function is: V pi(st) = ∑Ti=1 E[rt+i]
where T is the limit on the number of actions and E[.] is the expected reward.
When there is no fixed limit of steps to be taken by episode a discount factor γ : 0≤ γ <
1 is used in order to calculate the reward in the form of the geometric sequence V pi(st) =
∑∞i=1 γ i−1E[rt+i]. When γ = 0 only immediate rewards count, and as γ approaches 1 later
rewards count more. The higher the discount factor the more farsighted the agent will be.
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The optimal policy is then the one that yields the highest value from all possible policies,
commonly denoted as V ∗(st). To find the optimal Value function Bellman’s equation is used:
V ∗(st) = max
at
(E[rt+1]+ γ ∑
st+1
P(st+1|st ,at)V ∗(st+1))
The value function tells how good it is to be at a given state, and since the agent is fol-
lowing a policy, an action-value function can be defined in terms of the goodness of taking an
action at when the agent is in state st . This function is known as action-value and is expressed
as Q(st ,at). Similarly to the value function the optimal action-value Q∗(st ,at) is the one that
maximizes the expected reward. Expressing Bellman’s equation in terms of action-value gives
the following form:
Q∗(st ,at) = E[rt+1]+ γ ∑
st+1
P(st+1|st ,at)max
at+1
Q∗(st+1,at+1)
It is possible then to find the optimal policy by solving the previous equation due to the
fact that the optimal value has to be following the optimal policy in order to yield the maxi-
mum expected return.
2.4.3 RL methods
Making use of Bellman’s equation, two classes of algorithms are known to find the optimal
Value: Value iteration and Policy iteration. When the transition probabilities, commonly
referred to as the model, are known beforehand the RL method is said to be model-based.
This means that no exploration during the walking of the MDP has to be made in order to
find the optimal Value and consequently the optimal policy. When the model is not known in
adevance the exploration vs. exploitation dilemma arises: the agent needs to walk different
states following a policy in order to find the value of said policy, but at the same time it needs
to explore new states that might have better values for the policy. MDPs where the model is
unknown are called model-free.
The idea behind value iteration[9] is to start by initializing a value function to arbitrary
values, Vˆ0. Then calculate the next iteration Vˆt+1 based on the estimate of Vˆt , and repeat this
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process until the Value converges. The model-based version of this process is given in Algo-
rithm 2.
Algorithm 2 Model-based Value iteration
1: Initialize Vˆ to arbitrary values
2: while Vˆ (s) has not converged do
3: for all s ∈ S do
4: for all a ∈ A do
5: Q(s,a)← R(s,a)+ γ∑s′∈S(T (s,a,s′)Vˆ (s′))
6: end for
7: Vˆ (s)←maxa Q(s,a)
8: end for
9: end while
Instead of iterating through the Value function, the policy itself could be updated repeat-
edly until convergence occurs. That is the idea behind policy iteration[9]. Pseudocode is
provided in Algorithm 3. In the former it is of special interest line 3.5. Note that there is no
max function involved, which effectively turns the equations into linear equations. Although
this approach takes longer to compute at each step than the value iteration counterpart, fewer
iterations of the algorithm are needed in ordxer to find the optimal policy.
Algorithm 3 Model-based policy iteration
1: Initialize pi ′ to arbitrary values
2: repeat
3: pi ← pi ′
4: Compute values of pi by solving the linear equations:
5: V pi(s) = R(s,pi(s))+ γ∑s′ T (s,pi(s),s′)V pi(s′)
6: Improve pi ′ at each state by:
7: pi ′(s)← argmaxa(R(s,a))+ γ∑s′ T (s,a,s′)V pi(s′))
8: pi ′← pi
9: until s == g
For the case where the model is not available a technique called Temporal Difference
(TD) is used. This technique relies on exploration of the states to find new Values needed for
the finding of the optimal policy. To solve the exploration vs exploitation dilemma an epsilon
greedy (ε-greedy) approach is suggested, which is simply to choose a random action a ∈ A with
probability ε and follow the policy 1− ε times. The most well-known TD algorithm is called
Q-learning[9] and is presented in Algorithm 4.
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Algorithm 4 Q-learning
1: Initialize Q(s,a) to arbitrary values
2: for all episodes do
3: Initialize s
4: repeat
5: choose a from Q with ε-greedy strategy
6: take action a, receive r, s′ from environment
7: Q(s,a)← Q(s,a)+η(r+ γ maxa′Q(s′,a′)−Q(s,a)) . η is a learning factor
8: s← s′
9: until s == g
10: end for
In a small finite State space storing the Q-values in a table for the Q-learning algorithm is
feasible, however high dimensional spaces such as a continuous State or Action spaces pose a
problem both in memory management and in the difficulty of updating the values efficiently
to realistically train the agent. Basically, a large State space or Action space could lead to
situations in which the RL-driven search for an optimal policy would take infinite time.
To solve the problem the use of a universal function approximator such as an Artificial
Neural Network, designed to replace stored Q-values, has been proposed. However, in the
setting of RL this approach was historically unsuccessful due to the nature of Q-learning –
recent experience tends to dominate the training examples in the Q-value network, causing
it to “unlearn” the correct outputs of the Q-value. Recent developments in other areas of ma-
chine learning (e.g. deep neural nets) provided the means of creating RL algorithms capable
of moving beyond the heuristic approach to one based on MDPs.
When the state received by the agent does not contain the entire state of the environment
but rather only a fraction of the states, the process is called Partially Observable (POMDP).
The partial state received from the environment is called an observation. Instead of finding the
policy the agent is trying to find the model of the MDP, therefore a belief function is needed
to describe to the agent the probability of observing the state s while being in that state.
2.5 Deep Q-Network
The first algorithm that successfully incorporated deep learning in RL is known as the Deep-Q
Network (DQN)[10]. As described in the previous subsection, Q-learning is an RL algorithm
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that uses value function iteration based on the optimal Bellman equation. The result of the
value function for each action is stored and updated in what is known as the Q-table. The
main idea behind DQN is to replace the traditional Q-table with a deep neural network that is
trained from samples of stored experiences.
At its heart DQN proposes three innovations in the RL space. The first is to use a convo-
lutional neural network-based architecture to process images obtained from the environment.
These deep, specialized neural networks extract different visual features in each layer by
applying filters, known as convolutions, to the image. Using a Deep network instead of a tra-
ditional ANN allows the algorithm to work with only one state representation, in contrast to
former proposed solutions where the history of the agent and the actions were fed into the
ANN. To differentiate this network from the algorithm the name Q-network will be used to
refer to this type of architecture, while DQN will refer to the algorithm.
The second innovation, similar to what is proposed in [11], uses a “memory” of experi-
ences for training the Q-network. In this context an experience is a tuple of (s,a,r,s′) where
s is the current state at that given time, a is the action, r is the received reward, and s′ is the
new state after taking action a. Training the network on a subset of states, rather than on all
states seen by an agent, helps the network avoid learning from only what it is immediately
experiencing.
As a final innovation, the inclusion of a target Q-Network is designed to control the loss
function used during training; that is, instead of calculating the loss against the gradients
carried by the acting network, gradients are backed up in a separate network which is used to
calculate the target values of the function. The target network is backed up at a set interval
preventing the gradients from falling into a local minima, similar to what it is accomplished
by training over the experience replay.
2.6 Hindsight Experience Replay
Hindsight Experience Replay[12] is an improvement on Experience Replay that adds the con-
cept of an achieved goal to the Q-network architecture. In sparse environments, one where no
positive reward is received until the desired goal is achieved, Q-network approaches need ex-
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tensive training periods. The idea is then to add the concept of goal to the Q-network, reward-
ing not only reaching the desired goal state, but also rewarding intermediate achievements per
visited states e.g not crashing, so even if the agent does not succeed in a given episode it is
learning something.
To implement this strategy the episode experience needs to be stored. For every experi-
ence in the episode, the episode must be stored in the experience replay, then a set of next
states are sampled from the episode experience as goals for the current state. For every sam-
pled goal, a new experience is created with the sampled goal as the goal of the experience.
If the next state of the current state of the experience is equal to the sampled goal a reward
equal to that received for achieving the target goal is set to that state as the reward of that
experience. Finally the new experiences are stored into the experience replay.
2.7 Actor-Critic methods
As described in previous sections, an alternative to value iteration learning is policy iteration.
Similar to ANNs, in order to find the optimal policy its gradients are followed to update the
policy.
Policy gradient methods incorporate two major, interacting steps: policy evaluation and
policy improvement. Policy evaluation estimates the value function based on the latest policy
improvement, while policy improvement updates the policy with the action that maximizes
the value function at each evaluated state. Policy gradient methods are particularly useful
when deployed in continuous action spaces by informing the agent as to how good selecting a
specific action turned out to be.
Asynchronous Advantage Actor-Critic network[13], combines the Q-network approach
with policy gradient. In this context, the Actor network behaves as the policy evaluation com-
ponent. The Critic implements the policy improvement step, using Q-learning based on the
observed reward. The Advantage Actor-Critic method extends this approach further by using
an advantage estimate function that helps the agent determine not only how good the selected
action was, but how much better it was than other actions.
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3 Implementation
3.1 Environment
The experimental environment for this research project was constructed using Microsoft’s
AirSim vehicle simulator[14], which provides ground truth observations based on its accurate
physics simulation of quadcopter UAVs. The AirSim API also includes high level vehicle
maneuver instructions that enable agent behavior consisting of four simple actions: move for-
ward, turn right or left by thirty degrees, and hover. An overview of the different components
of the environment can be seen in Figure 4.
Figure 4: Overall Environment Architecture
The simulation performed in AirSim executes as a plug-in for Unreal Engine, a video
game engine with photo-realistic rendering capabilities. This makes AirSim a very convenient
platform on which to train vehicles in various types of visually realistic environments, pro-
vided that the needed 3D modeling skills are available within the team. Figure 5 shows an
example of three different simulated scenes with different levels of complexity, as created in
Unreal Engine[15].
The RL environment communicates to the simulated scene through AirSim’s API. In
the case of the UAV, the API provides convenient commands, similar to those available with
commercial autopilots such as take off, move by velocity, move to coordinate, get position,
get orientation, get scene image, get depth image and so on.
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Figure 5: Three different simulator scenes created in Unreal Engine
When training is taking place two functions of the environment are called: Step and Re-
ward. The step function is in charge of executing the action selected by the agent, retrieving
an image, and position and orientation information using the AirSim API, and calling the
reward function on the state and action passed by the agent. The environment reward system
includes two modes: shaped reward and sparse reward. When shaped reward is in place the
agent is rewarded according to the area of the observed image occupied by the target object.
Sparse reward means that every action except reaching the goal state rewards the agent with
the same negative reward. This system was included to facilitate adding Hindsight Experience
Replay to the agent.
3.2 Agent
The agent was developed using Python, which allowed for smooth integration with libraries
such as TensorFlow[16] and Keras[17], used to implement the desired deep learning network
architectures.
The agent receives observations from the environment, consisting of a depth image and
collision detection information. An overview of the implemented DQN architecture can be
seen in Figure 6
The DQN network structure is comprised of three convolutional layers: the first with 32
filters and the other two with 64 filters. The activation function for all layers is the Rectified
Linear Unit (ReLU) and the activation function for the output is Softmax. To include the con-
cept of goal for Hindsight Experience Replay a similar network is placed parallel to the DQN
network to receive the goal input. At the end of both convolutional layers a concatenation
of the output of both networks is placed before connecting it to a fully-connected layer com-
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Figure 6: Overall Agent Architecture
posed of 512 neurons that precedes the output of the four possible actions: Move forward,
move left or right by 30 degrees or no operation.
The procedure used in implementing the DQN part of the agent was based on ideas de-
scribed in [18], but was significantly modified to include the concept of Hindsight Experience
Replay.
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4 Results
Training the agent took 96 hours and 25 minutes to complete 10000 episodes on a Windows
Machine with 16GB of RAM, an Intel Core i-7 4750K and an Nvidia 780 Ti GPU. After train-
ing the agent, 100 episodes of evaluation mode were conducted to measure its performance.
Trained model performance was then compared against a random agent, one where all actions
taken in the MDP are arbitrary selected.
The training scene for the test case was a small room of 20 by 20 meters, with the target
goal being a floating ball on the right side of the room at position (15,15). States where the
UAV crashed were considered terminal states.
Since the agent did not have its global position it remembered its starting position as
(0,0,0). Turning of the UAV was recorded as movement values in the positive or negative
direction of the Y-axis. Values less than zero in the X-axis were restricted since the starting
position of the UAV is against a wall. The Z-axis was fixed to 1.5 meters.
Selected metrics for this comparison were the average amount of decisions made by an
agent during an episode (Average steps), the average length per episode in seconds during
test (Average time), and the percentage of times the agent found the desired target (Success
rate). For the trained agent, Average steps taken were 258.54, and Average episode time was
35 seconds. Table 1 summarizes the results of this comparison.
Average Steps Average Time Success rate
Random
Agent 22.35 28s 5%
Trained
Agent 258.54 35s 8%
Table 1: Random agent and Trained agent performance
In general, taking more steps is an indicator of an agent which is analyzing its surroundinga
before taking an action (i.e. closed loop iterations). The fact that the trained agent was able to
correct (reverse) its course when the back wall was encountered (as seen in Figure 7) is an im-
provement over the random agent, which would have to randomly select the action of turning
to one side six consecutive times in order to complete a 180 degree turn. In other words, this
is evidence that the trained agent demonstrates a beneficial strategy. It could be said that when
22
a random agent finds the target it is truly by chance, in contrast to the trained agent that was
following a learned policy.
The traveled path of both the agents was recorded for each evaluation episode. Figure 7
provides a top-down perspective of a sample successful run for each type of agent. Of special
interest is the trained agent; it has “learned”, when reaching the end of the room, to reverse its
path to look in a different direction.
(a) Random agent path (b) Trained agent path
Figure 7: Random agent and Trained agent paths in episodes where target was found
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5 Conclusion and Future Work
The prototype successfully demonstrated the feasibility of using an artificial intelligence to
direct unmanned aerial vehicles to search.
However, given the real-time, real-physics nature of a single simulated run, training time
simply takes too long, inhibiting the success rate of the intelligent system. Two alternatives
could be implemented to address this problem: distributing the training process onto different
machines which collaborate to compute a global target network, or spawning multiple agents
into the same AirSim application and assigning a processor core to each agent.
The reward function, which serves as the truth holder of the learning process, greatly
influences agent learning. For this research, a sparse reward was used since the goal was
simply to find an object. Shaped reward functions would allow the incorporation of expert
knowledge, potentially enhancing agent learning.
Finally, one reason the AirSim package was chosen was smooth integration with the
photorealistic capabilities of Unreal Engine. To develop a general-purpose solution an agent
would need to be trained on many different environments. This would require both the artistic
creation of those environments and substantial additional training time.
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