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Abstract
Understanding if classifiers generalize to out-of-sample datasets is a central prob-
lem in machine learning. Microscopy images provide a standardized way to
measure the generalization capacity of image classifiers, as we can image the same
classes of objects under increasingly divergent, but controlled factors of variation.
We created a public dataset of 132,209 images of mouse cells, COOS-7 (Cells
Out Of Sample 7-Class). COOS-7 provides a classification setting where four
test datasets have increasing degrees of covariate shift: some images are random
subsets of the training data, while others are from experiments reproduced months
later and imaged by different instruments. We benchmarked a range of classifica-
tion models using different representations, including transferred neural network
features, end-to-end classification with a supervised deep CNN, and features from a
self-supervised CNN. While most classifiers perform well on test datasets similar to
the training dataset, all classifiers failed to generalize their performance to datasets
with greater covariate shifts. These baselines highlight the challenges of covariate
shifts in image data, and establish metrics for improving the generalization capacity
of image classifiers.
1 Introduction
For a classifier to be useful predictively, it must be able to accurately label out-of-sample data (new
data not seen during training). Researchers often estimate predictive performance by holding out a
random subset of the training data, but this only simulates the condition where test and training data
are drawn from the same distribution. In practice, even small natural variations in data distributions
can challenge the generalization capacity of classifiers: Recht et al. show that deep learning models
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trained on CIFAR-10 drop in classification accuracy when evaluated on a new dataset carefully
curated with the same methods as the original CIFAR-10 [1], suggesting that even state-of-the-art
classifiers are not robust to out-of-sample data from a more realistic setting.
While understanding the robustness of classification models to covariate shifts (situations where the
distribution of out-of-sample data differs from that of training data) is broadly applicable, biomedical
domains exemplify cases where the failure of image classifiers to generalize can have serious
consequences. Diagnostic systems, such as those that predict pneumonia from chest radiographs, may
not generalize to data from different institutions [2]. In pharmaceutical research, drugs are screened
based on the effects they have on diseased cells [3]; models classifying these effects perform better
on microscope images from the same sample than on reproduced experiments [4]. Thus, validating
models with realistic out-of-sample datasets is important not only for estimating performance in real
use-cases where covariate shifts are unavoidable, but also for model selection: performance gains on
randomly held-out test data may not translate to improvements on datasets with covariate shifts [5].
Here, we sought to create a standardized dataset for measuring the robustness of image classifiers
under various degrees of covariate shift. We reasoned that microscopy experiments would allow us
to image a large set of naturally variable objects (cells) under controlled factors of variation. Cells
naturally vary in aspects like shape or size [6]. While still stochastic, these variations are influenced
by environmental factors like temperature or humidity [7], meaning that images taken on the same
day are more likely to be similar than those taken on different days or seasons. Compounding these
biological variations are technical biases, such as microscope settings. Different instruments may
produce subtle illumination or contrast differences, which classifiers can overfit [8, 9].
We introduce COOS-7 (Cells Out Of Sample 7-Class), a public dataset of 132,209 images of mouse
cells. In addition to a training dataset of 41,456 images, COOS-7 is associated with four test datasets,
representing increasingly divergent factors of variation from the training dataset: some images are
random subsets of the training data, while others are from experiments reproduced months later and
imaged by different instruments. We benchmark a range of classification models using different
representations, both classic and state-of-the-art, and show that all methods drop significantly in
classification performance on the most diverged datasets.
The full COOS-7 dataset is freely available as compressed zip file (2.18 GB) of HDF5 archives from
our research server. We provide example scripts for loading the files directly into Python, as well as a
script to unpack all images into directories of tiff files.
2 COOS-7
2.1 Overview of images and classification setting
To create COOS-7, we curated 132,209 images of mouse cells. Each image in COOS-7 is a 64x64
pixel crop centered around a unique mouse cell. Each image contains two channels. The first channel
shows a fluorescent protein that targets a specific component of the cell. Each mouse cell is stained
with one of seven fluorescent proteins, which highlight distinct parts of the cell ranging from the
ER to the nuclear membrane. The goal of our classification problem is to predict which fluorescent
protein a cell has been stained with: Table 1 summarizes our class labels and shows example images
of the first channel for each class, from three of the datasets in COOS-7.
The second channel is a fluorescent protein that stains to the nucleus, consistent across all cells in our
dataset. On its own, the second nucleus channel is not expected to discriminate any of the classes in
our dataset, but we provide this channel to help models learn useful correlations. For example, while
the Golgi (class 3) and the peroxisomes (class 5) are both characterized as bright dots in the cell, the
Golgi tends to surround the nucleus, while the peroxisomes are distributed more evenly in the cell.
All images are stored in 16-bit, representing the raw intensity values acquired by the microscope,
which we provide to maximize flexibility in preprocessing for methods on this dataset. For visualiza-
tion purposes (and as preprocessing to the methods we benchmark), we rescale images, but users
should be aware that the raw images will look different from those presented in Table 1.
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Table 1: Classes and examples from COOS-7
Label Class Training Examples Test3Example
Test4
Example
0 EndoplasmicReticulum (ER)
1 Inner MitochondrialMembrane (IMM)
2 Golgi
3 Peroxisomes
4 Early Endosome
5 Cytosol
6 Nuclear Envelope
2.2 Overview of training and test datasets
COOS-7 is curated from a larger set of microscopy experiments, spanning the course of two years.
In these experiments, cells were grown on plates, containing 384 wells. Each well is a fluorescent
protein, with the configuration differing from plate to plate. A robot-controlled microscope slides
over the wells, taking 10-20 images for each well (see methods of [10] for a similar experimental
set-up.) The original images taken by the microscope typically contain multiple cells; we process
these into crops centered around individual cells by segmenting the second nucleus channel using a
trained mask-RCNN, YeastSpotter [11]. We systematically imaged 95 plates, typically with about
a week between plates. Four of these plates were grown and imaged at a different microscope in a
collaborating institution.
We exploited the structure of these experiments to produce five independent datasets with different
factors of variation (Table 2). We manually examined all candidate wells for our seven selected
fluorescent proteins to ensure that they were free from experimental defect and contamination, and to
verify the images were visually consistent with their label. With these filters, we curated a subset of
high-quality images, spread over 7 plates for each class. We chose 8 wells for each plate, for a total
of 56 wells per class. We roughly balanced the number of images by using a consistent number of
raw microscope images per well (although there is still some class imbalance at the level of the cell
crop images due to differing proliferation rates.)
Finally, we divided these plates and wells into training and test datasets, as described in Table 2.
Where possible, we emphasized potential systematic biases in dividing our dataset. For Test2, we
only included wells at the borders of a plate, as these wells are more suspectible to environmental
effects than interior wells [12]. For Test3, we chose the two chronologically latest experiments, to
emphasize potential non-stationarities over time (in most classes, the Test3 experiments differ from
the Training dataset by a gap of months.)
In our classification setting, all methods must be trained and optimized using the Training dataset
exclusively, and their performance evaluated on each of the four test datasets. As shown in Table 1,
while the morphology of cells and contrast of images may differ in the test datasets relative to the
training datasets, their underlying classes are still visibly distinct and identifiable.
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Table 2: Description of datasets provided in COOS-7
Dataset Description Images
Training Images from 4 independent plates for each class 41,456
Test1 Randomly held-out images from the same plates intraining dataset 10,364
Test2 Images from the same plates, but different wells thantraining dataset 17,021
Test3 Images from 2 independent plates for each class,reproduced on different days than training dataset 32,596
Test4
Images from 1 plate for each class, reproduced on
different day and imaged under different microscope than
training dataset
30,772
3 Classification Baselines for COOS-7
3.1 Baselines from a wide range of classifiers
To provide baselines for out-of-sample generalization on COOS-7, we extracted features and built
classifiers using a variety of methods commonly used for microscopy images, both classic and
state-of-the-art. Unless otherwise stated, we followed practices outlined in previous work.
First, as our classic computer vision baseline, we extracted Haralick texture features (abbreviated
as Texture), which are popular for microscopy image analysis due to their rotation invariance [13].
We rescaled the intensity of each image to the range [0, 1], and extracted texture features from the
first channel at 5 scales. In addition, we extracted features representing the mean, sum, and standard
deviation of intensity of pixels in the first channel, and the correlation between the first and second
channels.
Second, we trained a fully supervised 11-layer CNN, DeepLoc, which has achieved state-of-the-art
results in classifying protein localization for 64x64 images of yeast cells [14]. We followed all
preprocessing, parameterization, and model selection practices by the authors. We trained DeepLoc
for 10,000 iterations with a batch size of 128 on 80% of the Training dataset, and chose the iteration
(at intervals of 500) with the best performance on the remaining 20% (stratified to preserve percentage
of samples per class). We report end-to-end performance, and we also extracted features from the last
fully-connected layer of our trained model for building further classifiers.
Third, we extracted features from pretrained CNNs on ImageNet (abbreviated as VGG16), which
has been shown to outperform classic unsupervised feature representation methods for cancer cell
morphology [15]. We used a pre-trained VGG16 model, as this was the best-performing previously-
reported model that would accept 64x64 images. We converted and rescaled the first channel of our
images to 8-bit RGB. Contrary to the results of Pawlowski et al., we observed that including features
from the second channel decreased performance, so we did not include models with these features
in our final baselines. We extracted features from all layers (max-pooling convolutional layers), but
only report benchmarks for the top 3 overall performing layers.
Fourth, we extracted features learned from a self-supervised method designed for microscopy images
(abbreviated as PCI), which has achieved unsupervised state-of-the-art results in classifying protein
localization for 64x64 images of yeast cells and human cells [16]. We trained the model unsupervised
on the Training dataset exclusively, following practices by the authors. We extracted features from all
layers of the source cell encoder of this model (max-pooling convolutional layers), but only report
benchmarks for the top 3 overall performing layers.
For each feature set, we built three classifiers on the extracted features for the Training dataset
exclusively: a k-nearest neighbor classifier (k = 11), a L1 Logistic Regression classifier, and a
Random Forest classifier. For all models, we centered and scaled features with the mean and standard
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Table 3: Class-Balanced Error (%) of Classification Models on COOS-7 Datasets
Features Model Train Test1 Test2 Test3 Test4
DeepLoc End-to-End 1.2 1.2 1.5 7.4 5.4
DeepLoc (FC2) kNN 1.1 1.3 1.5 6.9 4.7
DeepLoc (FC2) L1 LR 1.1 1.1 1.4 7.7 4.1
DeepLoc (FC2) RF 0.0 1.1 1.4 6.8 5.0
Texture kNN 10.4 11.8 11.2 17.6 25.6
Texture L1 LR 6.4 6.8 6.5 12.0 12.1
Texture RF 0.0 7.3 7.1 16.4 17.1
PCI Conv3 kNN 2.2 2.4 2.7 8.9 8.0
PCI Conv3 L1 LR 1.0 1.4 1.7 9.2 7.4
PCI Conv3 RF 0.1 2.1 2.2 11.0 8.6
PCI Conv4 kNN 2.1 2.4 2.5 10.1 7.8
PCI Conv4 L1 LR 1.6 1.5 1.9 8.7 6.0
PCI Conv4 RF 0.1 2.5 2.7 10.7 7.5
PCI Conv5 kNN 2.6 2.7 2.9 12.1 8.9
PCI Conv5 L1 LR 2.5 2.5 2.6 11.4 5.7
PCI Conv5 RF 0.0 2.5 2.7 10.8 7.4
VGG16 Conv3_3 kNN 6.8 7.9 8.2 12.4 10.0
VGG16 Conv3_3 L1 LR 5.7 6.6 6.9 11.3 9.3
VGG16 Conv3_3 RF 0.2 9.5 9.2 15.9 10.9
VGG16 Conv4_1 kNN 6.5 7.3 7.6 9.3 8.4
VGG16 Conv4_1 L1 LR 3.1 4.2 4.1 8.2 6.7
VGG16 Conv4_1 RF 0.1 7.5 7.3 11.3 7.8
VGG16 Conv4_2 kNN 6.6 7.8 7.8 9.1 8.4
VGG16 Conv4_2 L1 LR 2.8 3.9 3.9 8.0 6.8
VGG16 Conv4_2 RF 0.2 7.4 7.5 10.2 8.4
deviation of the Training dataset. To optimize our Random Forest classifiers, we conducted a random
search (100 samples) over a parameter grid (n_estimators = {20, 40, 60, 80, 120, 140, 160, 180, 200},
max_features = {’log2’, ’sqrt’}, max_depth = {1, 13, 25, 37, 50, ’None’}, min_samples = {2, 5, 10,
20, 40}, min_samples_leaf = {1, 2, 4, 8, 16}), and selected the classifier with the best performance
on a 5-fold cross-validation of the Training dataset. All classifiers were implemented in Python with
Scikit-Learn [17].
We report the performance of all classifiers on all datasets in Table 3. We report the balanced
classification error, to control for differences in class balance from dataset to dataset.
3.2 All classifiers drop in performance on out-of-sample data with larger covariate shifts
All methods we tried performed well on the test datasets most similar to the Training dataset, Test1
and Test2. Features from our deep learning models had as little as 1.1% error on these datasets, but
even logistic regression classifiers built on classic computer vision features achieved 6.8% error or
lower. However, when attempting to generalize to the test datasets with larger covariate shifts, Test3
and Test4, all classifiers had large drops in performance (although the fully-supervised CNN achieved
the lowest error on these datasets.)
We observed that all classifiers failed to generalize regardless of the complexity of the classification
model. The texture features benefited more from classification models that weigh features (e.g.
logistic regression versus kNN) compared to the models that learn features specific to a dataset
(DeepLoc, PCI). Otherwise, we saw little difference in performance or generalization capacity, most
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exemplified by our DeepLoc results: we achieved similar error with a kNN classifier on the last layer’s
features as we did with the CNN’s fully-connected classifier. These results suggest that performance
and generalization is bounded by the quality of the representation, not by the complexity of the
classification model.
3.3 Confusion matrices reveal non-uniform errors
Next, to understand which specific classes our classifiers were failing to generalize on, we examined
the confusion matrices for some classifiers on various test datasets (Supplementary Tables 1-9). We
observed that covariate shifts sometimes have non-uniform effects on classification performance:
in some cases, the majority of classes were predicted with very little error, with only a few classes
sharply decreasing in performance.
Across the classifiers we examined, we observed that the two most common errors were classifying
the early endosome as the ER or the Golgi, or the Golgi as the IMM or the peroxisomes. These
errors were between the more visually similar classes in COOS-7; in contrast, the classes that were
distinct from any other class in our dataset, such as the cytosol or the nuclear envelope, were generally
classified well by all classifiers, across all datasets.
As an example of a case where errors were predominantly concentrated in one class, we observed
for the DeepLoc classifiers on Test 4, while every other class was classified with > 0.97 sensitivity,
the early endosome class was classified with only 0.684 sensitivity, compared to 0.989 sensitivity in
Test1.
The non-uniform effects of covariate shifts observed here suggest that overall metrics may not always
adequately describe how classifiers fail to generalize on out-of-sample data. Here, these effects are
detectable due to the small number of classes, but for classification problems with many classes (such
as ImageNet), a large drop in performance on only a few classes may not be detectable from metrics
like the overall classification error.
3.4 Comparing errors between test datasets reveals variable effects of covariate shifts
In comparing confusion matrices for the same models between datasets, we observed that the types of
errors classifiers made differed between datasets. For example, while all classifiers we examined had
lower sensitivity on the early endosome class in both Test3 and Test4, classifiers mostly confused the
early endosome with the ER in Test3, and the early endosome with the Golgi in Test4. Qualitatively,
we noticed differences in the typical appearance of the early endosome class in our test datasets
(as shown in the examples in Table 1), possibly due to systematic differences in morphology or
microscope illumination.
We also observed that some models were robust to errors in the same classes in one dataset, but
not in another. For example, the logistic regression classifier built on the VGG16 features had
lower sensitivity on the Golgi class in both Test3 (0.848) and Test4 (0.866). In contrast, the logistic
regression classifier built on the self-supervised (PCI) features had lower sensitivity in Test3 (0.749),
but not in Test4 (0.984).
These results suggest that the exact nature of covariate shifts can differ in different out-of-sample
datasets. New out-of-sample datasets may challenge classifiers in unpredictable ways, inducing errors
not seen in previous out-of-sample datasets. Thus, validation on a single out-of-sample dataset may
not be sufficient to conclude that a classification model is robust in general.
4 Conclusions
We released a new public dataset, COOS-7, specifically designed to test the generalization capacity
of image classifiers under covariate shift. We demonstrated the challenge of generalizing image
classifiers to out-of-sample data: no current state-of-the-art technique was able to fully compensate
for covariate shifts in the datasets most different from the training data.
Our baselines highlight challenges in measuring out-of-sample generalization under covariate shift:
we showed that covariate shifts will have non-uniform effects on the class-specific performance of
classifiers, and that the nature of covariate shifts can differ from dataset to dataset. These observations
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have implications for how rigorous we need to be in validating the performance of machine learning
models before deploying them into real-life applications where data distributions are not stable:
overall classification metrics may understate the true effects of covariate shifts and good performance
on a single out-of-sample dataset may not confirm that the model is robust to all covariate shifts in
general.
Finally, we note that we intentionally designed COOS-7 to contain only visually distinct fluorescent
proteins. We carefully curated a subset of higher quality experiments from a larger dataset, and
approximately class-balanced the examples. These factors make COOS-7 particularly amenable
to machine learning methods, and easy for most classifiers to achieve a high level of performance.
Yet, even on this toy example, covariate shifts greatly hamper out-of-sample generalization. It is
unknown if these covariate shifts will be exacerbated in a more realistic biological imaging setting,
especially with the inclusion of even more visually similar classes. We plan to examine this problem
by releasing further datasets in the future, which will include more ambiguous classes and a greater
range of experimental variability.
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Supplementary Table 1: Confusion Matrix for DeepLoc on Test1
0 1 2 3 4 5 6
0 0.990 0 0.003 0 0.001 0.002 0.002
1 0.003 0.979 0.014 0.002 0 0.001 0.001
2 0.001 0.002 0.995 0.002 0 0 0
3 0 0.001 0.023 0.976 0 0 0
4 0.006 0 0.001 0 0.989 0.001 0.003
5 0.003 0 0.002 0 0 0.994 0.001
6 0.001 0.001 0.001 0.001 0.001 0 0.994
Supplementary Table 2: Confusion Matrix for DeepLoc on Test3
0 1 2 3 4 5 6
0 0.991 0.002 0.004 0.001 0.001 0.001 0.001
1 0.004 0.987 0.008 0 0 0 0
2 0.019 0.058 0.848 0.053 0.013 0.004 0.005
3 0 0.054 0.022 0.921 0.001 0.002 0
4 0.177 0.008 0.052 0.002 0.756 0.001 0.004
5 0.003 0.002 0.002 0.002 0 0.991 0
6 0.003 0 0.003 0 0 0.002 0.991
Supplementary Table 3: Confusion Matrix for DeepLoc on Test4
0 1 2 3 4 5 6
0 0.995 0.001 0.001 0 0.002 0 0.001
1 0 0.999 0.001 0 0 0 0
2 0 0.004 0.990 0.005 0 0 0
3 0 0.004 0.010 0.985 0 0 0
4 0.078 0.003 0.235 0 0.684 0.001 0
5 0.004 0 0 0 0 0.994 0.002
6 0.019 0.001 0.004 0.002 0 0 0.974
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Supplementary Table 4: Confusion Matrix for Logistic Regression Classifier
using PCI (Conv4) Features on Test1
0 1 2 3 4 5 6
0 0.992 0.002 0.003 0 0.002 0.001 0
1 0 0.976 0.018 0.004 0 0.001 0.001
2 0 0.005 0.981 0.012 0.001 0 0
3 0 0.010 0.032 0.958 0 0 0
4 0.002 0.001 0 0 0.993 0 0.004
5 0.001 0 0.003 0 0 0.995 0.001
6 0.001 0.001 0.001 0.001 0.001 0 0.996
Supplementary Table 5: Confusion Matrix for Logistic Regression Classifier
using PCI (Conv4) Features on Test3
0 1 2 3 4 5 6
0 0.987 0.005 0.003 0 0.003 0.001 0.001
1 0 0.990 0.008 0.001 0 0 0
2 0.016 0.098 0.749 0.107 0.022 0.001 0.007
3 0 0.037 0.019 0.94 0.002 0.001 0
4 0.212 0.018 0.029 0.004 0.731 0.001 0
5 0.002 0 0 0.002 0 0.996 0
6 0.002 0 0.001 0 0.001 0.001 0.995
Supplementary Table 6: Confusion Matrix for Logistic Regression Classifier
using PCI (Conv4) Features on Test4
0 1 2 3 4 5 6
0 0.992 0.003 0.001 0 0.002 0 0.002
1 0 0.999 0 0.001 0 0 0
2 0 0.002 0.984 0.013 0 0 0
3 0 0.005 0.027 0.968 0 0 0
4 0.068 0.004 0.261 0 0.647 0 0.019
5 0 0 0.001 0 0 0.999 0
6 0.002 0.001 0.002 0.001 0 0.002 0.991
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Supplementary Table 7: Confusion Matrix for Logistic Regression Classifier
using VGG16 (Conv4 2) Features on Test1
0 1 2 3 4 5 6
0 0.969 0.006 0.004 0 0.016 0.003 0.002
1 0.003 0.944 0.048 0.003 0 0 0.001
2 0.002 0.017 0.938 0 0 0 0
3 0 0.014 0.047 0.939 0 0 0
4 0.029 0.007 0.006 0.002 0.954 0.001 0.002
5 0.002 0.003 0.002 0.001 0.002 0.991 0
6 0 0.003 0.001 0 0.001 0.001 0.993
Supplementary Table 8: Confusion Matrix for Logistic Regression Classifier
using VGG16 (Conv4 2) Features on Test3
0 1 2 3 4 5 6
0 0.967 0.011 0.006 0 0.013 0.002 0.001
1 0.007 0.977 0.009 0.002 0.005 0 0
2 0.008 0.036 0.848 0.082 0.014 0.007 0.004
3 0 0.011 0.083 0.900 0.001 0.005 0.001
4 0.163 0.007 0.043 0.004 0.778 0.001 0.003
5 0.004 0.001 0.003 0.002 0.005 0.984 0.001
6 0.003 0.002 0.003 0 0.003 0.003 0.987
Supplementary Table 9: Confusion Matrix for Logistic Regression Classifier
using VGG16 (Conv4 2) Features on Test4
0 1 2 3 4 5 6
0 0.979 0.005 0.004 0 0.008 0 0.004
1 0.008 0.988 0.002 0.001 0.001 0 0
2 0 0.043 0.866 0.089 0 0.001 0
3 0 0.007 0.026 0.967 0 0 0
4 0.078 0.018 0.166 0.001 0.736 0.001 0
5 0.002 0 0 0 0 0.997 0
6 0.004 0.001 0.001 0 0.004 0.003 0.989
3
