Abstract. The contrast and resolution have trade-off in medical ultrasound imaging. Most of adaptive beamformer can enhance the imaging resolution significantly but not improve the contrast at the same time. The principal component analysis (PCA) based beamformers such as the eigenspace-based minimum variance (ESBMV) beamformer provide a good imaging resolution. Neighbors of the focal point include the common noise, interface and signal components. Echo signal of the neighbor points can be used to suppress the noise and extract the signal component of the focal point. Based on this idea, in order to improve the quality of PCA based beamformers both in the imaging contrast and resolution, a novel beamforming method is proposed. This proposed beamformer utilizes a kernel to select neighbor points. The number of eigenvectors is estimated by using any PCA method. Then the number of selected eigenvectors for each focal point is compared with the number of selected eigenvectors of its neighbor points and is changed to a new value. The selected eigenvectors of the covariance matrix is used to construct the signal subspace. The estimated signal subspace is projected onto the minimum variance (MV) weight vector to calculate the desire weight vector. Results of experiments show that the proposed beamformer can improve the imaging contrast significantly while keeping the resolution quality similar to ESBMV beamformer.
Introduction
Beamforming is a signal processing technique to enhance the image quality by combining echo signals from different angles. To improve the imaging resolution, adaptive beamforming methods have been widely used. Most of adaptive beamformers are based on the adaptive minimum variance (MV) method that proposed by Capon in 1969 [1] . The weights are calculated and the output signal-to-noise ratio (SNR) must be maximized while the target signals remain undistorted. The adaptive beamformer, by changing the weights of array elements or aperture using the characteristics of receive signals, has a beam pattern with lower side lobe levels and the same main lobe width compared with conventional beamformers.
Many methods have applied adaptive beamformers to medical ultrasound imaging and demonstrated the improved image contrast and/or resolution. The MV is a well-known beamformer due to its benefits of increasing resolution and frame rate [2] . Sasso and Cohen Bacire [3] applied a spatial smoothing technique to the covariance matrix to improve the estimation robustness of the covariance matrix. Synnevag, et al. [4] proposed a temporal averaged MV beamformer, in which temporal averaging and spatial averaging have been used. Temporal averaging improves the accuracy of the covariance matrix. They also used diagonal loading to make the covariance matrix more robust. B. Mohammadzade, et al. [5] applied the eigenspace-based MV (ESBMV) beamformer to medical ultrasound imaging to improve the imaging resolution and contrast simultaneously. ESBMV beamformer uses the eigenstructure of the covariance matrix to enhance the image quality. The aperture weights of ESBMV beamformer is founded by projecting the MV beamformer weight vector on to a vector sub space that constructed from the eigenstructure of the covariance matrix. They proposed utilized forward-backward minimum variance beamforming to enhance the imaging contrast and robustness of covariance matrix [6] . S. Mehdizadeh, et al. [7] proposed a new ESBMV and applied it to improve the surface imaging quality. In this method, the cross-spectral metric definition is used to select the number of eigenvectors. A. Rabinovich, et al. [8] combined the multi-line transmission with minimum variance to reduced cross-talk artifacts, without compromising spatial resolution, and even improving it.
The performance of ESBMV beamformer is achieved at the cost of the high computational complexity. Large amount of computation associated with the covariance matrix inversion increase the calculation complexity of ESBMV beamformers. Some methods have been presented to reduce the calculation complexity. X. Zeng, et al. [9] proposed a B-ESBMV beamformer that applied the ESBMV beamformer in the beam domain instead of the array domain. Their method reduces the calculation time while remains the imaging quality. K. Kim, et al. [10] used the principal component analysis (PCA) to reduce the computational complexity. Here the weight vector was calculated approximately. B.M. Asl, et al. [11] using the structured covariance matrix to reduce calculation complexity of minimum variance beamforming methods.
In this paper, we proposed a novel beamforming method by utilizing the common properties of echo signals from neighbors of the focal point. Here a kernel is used to select neighbor points of each focal point. The weight vector of the proposed beamformer is estimated by projecting the MV weight vector onto the signal subspace. Experimental results on simulation and phantom study show that the proposed beamformer can enhance the performance of ESBMV and MV beamformers in terms of the imaging contrast significantly. The outline of this paper is as follows. Background is described in section 2 contains the model of sensor signals, MV and ESBMV beamformers. The proposed method is introduced in section 3. Experimental results are illustrated in section 4. Conclusion and discussion are given in section 5.
Background

Minimum variance beamformer
Consider the signal-to-interference pulse-noise ratio (SINR) [12] :
(1)
where ߪ ௦ ଶ is the power of the signal, ܴ the ‫ܯ‬ ‫כ‬ ‫ܯ‬ covariance matrix, ‫ݓ‬ the weight vector, ܽ the steering vector and (. ) ு the conjugate transpose. The optimum weight vector can be achieved by maximizing the SINR. It can be given by minimizing the output interference-pulse-noise power subject to the receiving signal with no distortion. Maximizing the SINR is equivalent to:
Eq. (2) can be solved by utilizing the Lagrange method, and the optimal weight vector can be given by:
Eigen space-based minimum variance beamformers
For a focal point, the sensor signals are pre-steered by applying the MV delays. The received signal at the time k is given by:
where ‫ܽ)݇(ݏ‬ is the signal wave form and its steering vector, ݅(݇), ݊(݇) are interface and noise components respectively. By using the spatial smoothing [3] and Eq. (4), the covariance matrix is found by:
where ܰ = ‫ܯ‬ െ ‫ܮ‬ + 1 is the number of overlapping subarrays, ‫ܯ‬ the number of elements, ‫ܮ‬ the dimension of a subarray, and ‫ݔ‬ = ‫ݔ[‬ ାଵ (݇), … , ‫ݔ‬ ேାିଵ (݇)] ் is the signal vector of ݊P th subarray. In the diagonal loading factor technique, a constant is added to the diagonal vector of the covariance matrix as ܴ = ‫א+ܴ‬ I, where I is identity matrix, R denotes covariance matrix and ܴ is diagonal loaded covariance matrix. ‫א‬ is the diagonal loading factor and it can be set as ߤ times the power of the received signals [4] .
where ‫)ܴ(݁ܿܽݎݐ‬ is the Sum of diagonal elements of matrix ܴ. Eigenvalues and eigenvectors of the covariance matrix are formed by:
where (. ) ு denote conjugate transpose, Ȧ is eigenvalue matrix, ߣ ଵ ߣ ଶ ‫ڮ‬ ߣ are eigenvalues and ݁ is the relevant eigenvector. The signal subspace is constructed by using eigenvectors corresponding to selected eigenvalues.
The weigh vector is given by projecting the MV weight vector to the signal subspace:
Eq. (9) can de expressed as projecting the weight vector of MV method (ܹ ெ ) into signal subspace of covariance matrix R (E ௦ ) to obtain the weight vector of PCA methods (ܹ ).
The weight vector is applied to the received data for each channel and finally all channel's signals are summed up. Some methods were proposed to select the number of eigenvectors ‫.)݈ݏ݊(‬ The selection of the eigenvalue number can be considered by the condition [5] :
where ߣ ௦ is the eigenvalue corresponding to eigenvector that is used to construct the signal subspace, ߣ ௫ is maximum eigenvalue and ߲ is a real value multiplier. In [6] the selection of eigenvalue number is given by: 
Proposed method
In order to improve the imaging contrast, we proposed a method based on the PCA based methods. Since echo signals of near points contain the common interface and noise information, noise and interface signals can be rejected by using the common data of near point's echoes. This is the main idea of this research. In this method, any PCA based method is used to calculate the number of eigenvectors at first. Then, the selected eigenvectors corresponding to neighbor points of each focal point were compared to each other. By using the comparison result, a new eigenvector is used for the focal point. Results show that the proposed method enhances the overall quality of images significantly compared with MV and ESBMV beamformers.
In eigenspace-based methods, the conditions used to select the number of eigenvectors, may cause some signal components lost and keep some interface components. To improve the accuracy of the eigenvector selection, this paper proposes a new method by using the signal subspace dimension of neighbor points to correct the signal subspace dimension of the focal point. For choosing the neighbor points, a kernel is defined. Any PCA based beamformer can be applied to estimate the dimension of the signal subspace of each focal point. After that the number of eigenvectors of kernel points is compared with each other. With this comparison the number of eigenvectors is changed to new corrected value.
A kernel is defined to determine the neighbor points. Figure 1 illustrates the kernel structure. Neighbor points are three points that pre-calculated. The distance between the focal point and two neighbor points are ݉ ‫כ‬ ݀ ௫ , ݉ ‫כ‬ ට ݀ ௫ ଶ + ݀ ௭ ଶ and ݉ ‫כ‬ ݀ ௭ respectively. Here ݀ ௫ and ݀ ௭ are the lateral and axial resolution distance, respectively, ݉ ‫א‬ ߋ is a multiplier. Assume nsl1, nsl2, nsl3 and nslF as the number of selected eigenvectors (the dimension of the signal subspace) and k1, k2, k3 and kF as the time, the corresponding point 1, point 2, point 3 and focal point were estimated by the ESBMV method respectively. The kernel variance is defined as:
where ‫ݕ‬ ୮ୡୟ is the image value, If the kernel variance is smaller than variance threshold, the minimum value of nsl1, nsl2, nsl3 and nslF will be considered as the dimension of the signal subspace for the focal point. In other words, that is:
where ο is a multiplier and max ‫ݕ(‬ ୮ୡୟ ) is the maximum observed image value In this way we reject the extra eigenvectors corresponding to interface components that may be selected by the ESBMV method.
If the kernel variance is larger than ο time image value in focal point, the maximum value of nsl1, nsl2, nsl3 and nslF will be selected as the dimension of the signal subspace for the focal point. In other words, that is:
In this way we keep the eigenvectors corresponding to signal components that may not be selected by the ESBMV beamformer.
The enhanced signal subspace contains ‫ݏ݊‬ number of eigenvectors:
The enhanced weight vector for the proposed method is estimated by projecting the enhanced signal subspace to the MV vector: 
Results
The MV covariance matrix was calculated and its eigenvalue and eigenvectors were estimated. For each focal point by using the condition of the ESBMV method, the number of eigenvector was calculated. The number of selected eigenvectors was compared with its relevant kernel points. Then new number of eigenvalues was calculated. In proposed method, the value of selected eigenvectors of kernel points (neighbor points of focal point) was calculated before focal point, thus in this way, the calculation time is kept approximately same calculation time of ESBMV beamformer.
Simulation study
In this section some simulation results are given to compare the performance of the proposed beamformer with the MV and ESBMV beamformer. Field II software [13] is used for the simulation with a 19 mm linear array with 128 elements spaced at one-half wavelength. The central and sampling frequency have been set to 5 MHZ and 100 MHZ respectively.
Point target simulation
Point target simulation is used to compare the resolution of proposed method with MV and ESBMV beamformers. To this end 8 points located at depth from 20 mm to 40 mm. Results are shown in Figure 2 . It can be seen that the proposed method improves the imaging resolution of ESBMV method. Imaging resolution is improved in non-target points significantly specially at depths 22 mm and 42 mm. These points are pointed by arrow.
Cyst phantom simulation
To evaluate the contrast enhancement of the beamformer, a cyst phantom is simulated. The radius of the cyst is 4 mm and is positioned at 35 mm on the axial axis. Random speckle pattern with the Gaussian amplitude is considered in default of software samples. The image is illustrated with 60 dB dynamic range. The results are shown in Figure 3 . In the out of cyst area, the information is kept by 
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proposed method. Some of areas are pointed by cycles in Figure 3 .
For the ESBMV beamformer, the MV based beamformer and the proposed beamformer, contrast ratio (CR) and contrast-to-noise ratio (CNR) are estimated in the cyst phantom simulation. The CR is the ratio of the mean value in the background to the mean value in the cyst phantom [14] , and the CNR is defined as the CR divided by the standard deviation of image intensity in the background region [15] .
Results in Table 1 shows that the proposed method improves the contrast of the image.
Phantom study
Real data for the point target and cyst phantom imaging have been used. The cyst phantom imaging is also used to compare MV and ESBMV methods with the proposed method in term of the contrast enhancement. Central and sample frequencies are set to 5 MHz and 40 MHz, respectively.
Point target imaging
To compare the resolution of the ESBMV method with the proposed method, six points are placed as shown in Figure 4 which illustrates the resulted image of the point target imaging experiment. The results were completely matched. It means that the proposed method kept the quality of the imaging resolution similar to the ESBMV beamformer.
Cyst phantom imaging
The data of a practical anechoic cyst was used for simulations as well. The cyst has a diameter of 6.7 mm and is centered at (x, y, z) = (1.1, 0, 17.5) mm. The beamformer images are shown in Figure 5 with the dynamic range of 60 dB. For the ESBMV beamformer ߲ = 0.28 and for the proposed method ο= 0.1 and m=1 and m=3 were considered. Figure 5 show the real cyst phantom imaging results for the MV, the ESBMV and the proposed method. As it is shown, the proposed beamformer suppresses the interface component of points that are placed into the cyst area and keeps the signal information of points that are placed out of the cyst.
It has been shown that the performance of the proposed beamformer for real data is much better than that for simulated data. Referring to the results in Table 2 , CR and CNR values are improved significantly.
Conclusion
The proposed method provides the enhancement in the imaging contrast of PCA based beamformers significantly. By using echo signals of neighbor points, the interface component of echo signals was suppressed and the signal component was saved. Real target point simulation results show that the proposed beamformer is able to keep the quality of the imaging resolution, similar to the ESBMV beamformer. Simulated and real cyst phantom imaging results have also reflected the high performance of the proposed beamformer in terms of the imaging contrast improvement.
