In this article we prove the measure stability for all 2-dimensional Almgren minimal cones in R n , and the Almgren (resp. topological) sliding stability for the 2-dimensional Almgren (resp. topological) minimal cones in R 3 . As proved in [13] , when several 2-dimensional Almgren (resp. topological) minimal cones are measure and Almgren (resp. topological) sliding stable, and Almgren (resp. topological) unique, the almost orthogonal union of them stays minimal. As consequence, the results of this article, together with the uniqueness properties proved in [15] , permit us to use all 2-dimensional minimal cones in R 3 to generate new families of minimal cones by taking their almost orthogonal unions.
Introduction
In this article we prove the measure stability for all 2-dimensional Almgren minimal cones in R n , and the Almgren (resp. topological) sliding stability for all the 2-dimensional Almgren (resp. topological) minimal cones in R 3 . The very original motivation of these results comes from the classification of singularities for minimal sets.
The notion of minimal sets (in the sense of Almgren [2] , Reifenberg [18] . See David [3] , Liang [10] , etc..for other variances) is a way to try to solve Plateau's problem in the setting of sets. Plateau's problem, as one of the main interests in geometric measure theory, aims at understanding the existence, regularity and local structure of physical objects that minimize the area while spanning a given boundary, such as soap films.
It is known (cf. Almgren [2] , David & Semmes [4] ) that a d-dimensional minimal set E admits a unique tangent plane at almost every point x. In this case the local structure around such points are very clear: the set E is locally a minimal surface (and hence real analytic) around such points, due to the famous result of Allard [1] .
So we are mostly interested in what happens around points that admit no tangent plane, namely, the singular points.
In [3] , David proved that the blow-up limits ("tangent objects") of d-dimensional minimal sets at a point are d-dimensional minimal cones (minimal sets that are cones in the means time). Blow-up limits of a set a a point reflect the asymptotic behavior of the set at infinitesimal scales around this point. As consequence, a first step to study local structures of minimal sets, is to classify all possible type of singularities-that is to say, minimal cones.
The plan for the list of d-dimensional minimal cones in R n is very far from clear. Even for d = 2, we know very little, except for the case in R 3 , where Jean Taylor [19] gave a complete classification in 1976, and the list is in fact already known a century ago in other circumstances (see [8] and [7] ).
They are, modulo isomorphism: a plane, a Y set (the union of three half planes that meet along a straight line where they make angles of 120
• ), and a T set (the cone over the 1-skeleton of a regular tetrahedron centred at the origin). See the pictures below. a Y set a T set Based on the above, a natural way to find new types of singularities, is by taking unions and products of known minimal cones.
For unions: The minimality of the union of two orthogonal minimal sets of dimension d can be obtained easily from a well known geometric lemma (cf. for example Lemma 5.2 of [16] ). Thus one suspects that if the angle between two minimal sets is not far from orthogonal, the union of them might also be minimal.
In case of planes, the author proved in [9] and [12] , that the almost orthogonal union of several d-dimensional planes is Almgren and topological minimal. When the number of planes is two, this is part of Morgan's conjecture in [17] on the angle condition under which a union of two planes is minimal.
As for minimal cones other than unions of planes, since they are all with non isolated singularities (after the structure Theorem 2.9), the situation is much more complicated, as briefly stated in the introduction of [13] . Up to now we are able to treat a big part of 2 dimensional cases: in [13] we prove that the almost orthogonal union of several 2-dimensional minimal cones in (in any dimension) are minimal, provided that they are all measure and sliding stable, and satisfy some uniqueness condition.
(The theorem is stated separately in the Almgren case and topological case in [13] .) Moreover, this union stays measure and sliding stable, and satisfies the same uniqueness condition. This enables us to continue obtaining infinitely many new families of minimal cones by taking a finite number of iterations of almost orthogonal unions.
The result makes good sense, because almost all known 2-dimensional minimal cones satisfy all the above conditions. Let us give an account:
In this article we first prove that all 2-dimensional minimal cones satisfy the measure stability (Theorem 3.1);
We also prove that all 2-dimensional minimal cones in R 3 satisfy the topological and Almgren sliding stability. (Theorem 5.1, 5.2 and 5.11).
By Theorem 10.1 and Remark 10.5 of [13] , the almost orthogonal unions of several planes in R n are also topological sliding and Almgren sliding stable.
The only known 2-dimensional minimal cone other than the aboves, is the set Y × Y , the product of two 1-dimensional Y sets. The proof of its sliding minimality is much more involved, so that we will treat it in a separated paper [14] .
We also discuss the uniqueness property for known 2-dimensional minimal cones in [15] and [14] .
As a small remark, compare to the unions, the case of product is much more mysterious. It is not known in general whether the product of two non trivial minimal cones stays minimal. We even do not know whether the product of a minimal cone with a line stays minimal. Moreover, if we consider the product of two concrete minimal cones (other than planes) one by one, up to now the only known result is the minimality of the product of two 1-dimensional Y sets (cf. [11] ). Among all singular minimal cones, 1-dimensional Y sets are of simplest structure, but still, the proof of the minimality of their product is surprisingly hard.
Let us say several words for the ingredient of proofs. For the measure stability of any minimal cone, we mainly use second order estimates of the variant of measure for change of center while fixing the boundary, and sliding of boundary while fixing the center; For the sliding properties, we repeatly apply separation and conectness condition to control the measure of sets, and also combine with paired calibration method.
The organization of the rest of the article is the following:
In Section 2 we introduce basic definitions and preliminaries for minimal sets, and properties for 2-dimensional minimal cones.
We prove the measure stability for 2-dimensional minimal cones in Section 3.
In Section 4 we prove two useful propositions for sliding stabilities, and use them to treat the sliding stabilities for each 2-dimensional minimal cones in R 3 in Section 5. B(x, r) is the closed ball with radius r and center x;
two sets E and F ; d x,r : the relative distance with respect to the ball B(x, r), is defined by
For any (affine) subspace Q of R n , and x ∈ Q, r > 0, B Q (x, r) stands for B(x, r) ∩ Q, the open ball in Q;
For any subset E of R n and any r > 0, we call B(E, r) := {x ∈ R n : dist(x, E) < r} the r neighborhood of E;
For any d ≤ n, any abelien group G, and any subset E ⊂ R n , H d (E, G) denote the d-th singular homological group of E with coefficient in the group G.
specification of the coefficient group;
For any d-rectifiable subset E of R n , and for any x ∈ E, let T x E denote the tangent plane of E at x if it exists.
Basic definitions and notations about minimal sets
In the next definitions, fix integers 0 < d < n. We first give a general definition for minimal sets.
Briefly, a minimal set is a closed set which minimizes the Hausdorff measure among a certain class of competitors. Different choices of classes of competitors give different kinds of minimal sets.
Definition 2.1 (Minimal sets). Let 0 < d < n be integers. Let U ⊂ R n be an open set. A relatively closed set E ⊂ U is said to be minimal of dimension d in U with respect to the competitor class F (which contains E) if
Definition 2.2 (Almgren competitor (Al competitor for short)). Let E be relatively closed in an open subset U of R n . An Almgren competitor for E is an relatively closed set F ⊂ U that can be written as F = ϕ 1 (E), where ϕ t : U → U, t ∈ [0, 1] is a family of continuous mappings such that
and if we set W t = {x ∈ U ; ϕ t (x) = x} and
Such a ϕ 1 is called a deformation in U , and F is also called a deformation of E in U .
Definition 2.3 (Almgren minimal sets and minimal cones). Let 0 < d < n be integers, U be an open set of R n . An Almgren minimal set E in U is a minimal set defined in Definition 2.1 while taking the competitor class F to be the class of all Almgren competitors for E.
An Almgren minimal set which is a cone is called a minimal cone.
For future convenience, we also have the following more general definition:
Definition 2.4. Let U ⊂ R n be an open set, and let E ⊂ R n be a closed set (not necessarily contained in U ). We say that E is Almgren minimal in
Remark 2.5. Since Almgren minimal sets are more often used, we usually omit the word "Almgren"
and call them minimal sets.
Definition 2.6 (Topological competitors). Let G be an abelian group. Let E be a closed set in an open domain U of R n . We say that a closed set F is a G-topological competitor of dimension d (d < n)
of E in U , if there exists a convex set B such thatB ⊂ U such that
2) For all Euclidean n − d − 1-sphere S ⊂ U \(B ∪ E), if S represents a non-zero element in the singular homology group H n−d−1 (U \E; G), then it is also non-zero in H n−d−1 (U \F ; G). We also say that F is a G-topological competitor of E in B.
When G = Z, we usually omit Z, and say directly topological competitor.
And Definition 2.1 gives the definition of G-topological minimizers in a domain U when we take the competitor class to be the class of G-topological competitors of E.
The simplest example of a G-topological minimal set is a d−dimensional plane in R n .
Proposition 2.7 (cf.
[10] Proposition 3.7 and Corollary 3.17). 1
• Let E ⊂ R n be closed. Then for any d < n, and any convex set B, B such thatB ⊂ B • , every Almgren competitor of E in B is a
Remark 2.8. The notion of (Almgren or G-topological) minimal sets does not depend much on the ambient dimension. One can easily check that 
The associated convex domain and stabilities for 2-dimensional minimal cones
From now on, we are mostly interested in 2-dimensional minimal cones. In this section we will give the definition of the associated convex domains and stabilities for 2-dimensional minimal cones, based on the following structure theorem for 2-dimensional minimal cones.
Theorem 2.9 (Structure of 2-dimensional minimal cones in R n , cf.
[3] Proposition 14.1). Let K be a reduced 2-dimensional minimal cone in R n , and let X = K ∩ ∂B(0, 1). Then X is a finite union of great circles and arcs of great circles C j , j ∈ J. The arcs C j can only meet at their endpoints, and each endpoint is a common endpoint of exactly three C j , which meet with 120
• angles (such an endpoint is called a Y point in K ∩ ∂B). In addition, the length of each C j is at least η 0 , where η 0 > 0 depends only on the ambient dimension n.
Next we define the convex domain associated to each 2-dimensional minimal cone K ⊂ R n . Denote by B the unit ball of R n . Then by the above theorem, K ∩ ∂B is a union of circles {s j , 1 ≤ j ≤ µ}, and arcs of great circles with only Y type junctions. Let η 0 (K) denote the minimum of length of these arcs. It is positive, by Theorem 2.9.
Denote by {a j , 1 ≤ j ≤ m} the set of Y points in K ∩ ∂B. For any η, define the η-convex domain for K
From the definition, we see directly that U = U(K, η) is obtained by "cutting off" some small part of the unit ball B. More precisely, we first take the unit ball B, then just like peelling an apple, we use a knife to peel a thin band (with width about 2 √ η) near the net K ∩ ∂B. Then after this operation, the ball B stays almost the same, except that near the set K, the boundary surface will be a thin cylinderical surface. This is the condition "< x, y >< 1 − η, ∀y ∈ K". Next we turn to the singular points a j : they are isolated, so we make one cut at each point, perpendicular to the radial direction, to get a small planar surface near each a j , of diameter about 4 √ η. This follows from the condition
Now for 1 ≤ j, l ≤ m, let γ jl denote the arc of great circle that connects a j and a l , if it exists;
otherwise set γ jl = ∅. Set J = {(j, l) : 1 ≤ j, l ≤ m and γ jl = ∅}, which is exactly the set of pairs (j, l)
such that the Y points a j and a l are connected directly by an arc of great circle on K.
Denote by A j the n − 1-dimensional planar part centered at (1 − 2η)a j of ∂U. That is, (2.8) A j = {x ∈B :< x, a j >= 1 − 2η and < x, y >≤ 1 − η, ∀y ∈ K}.
with A being the cone over A centered at 0, and (2.10) S j = {x ∈B, < x, y >= 1 − η for some y ∈ s j }.
Then Γ jl is the band like part of ∂U near each (1−η)γ jl , and similar for S j . The union Γ = ∪ 1≤j,l≤m Γ jl together with S = ∪ 1≤j≤µ S j is the whole cylinderical part of ∂U.
Set c jl , C jl , C, s j , S j , S, A j and A the part of the cone (centered at 0) included in U over γ jl , Γ jl , Γ, s j , S j , S, A j and A respectively, where for any set S ⊂ R n , the cone over S is defined to be {ts : x ∈ S, t ≥ 0}.
Let η 1 (K) be the superium of the number η, such that on ∂U(K, η), any 3 of the Γ jl , (j, l) ∈ J and S j , 1 ≤ j ≤ µ never have a common point, and the A j , 1 ≤ j ≤ m are disjoint.
In the rest of this article, when we treat each 2-dimensional minimal cones K, we will only consider η < η 1 (K).
Under this condition, the shape of the planar region A i (of dimension n − 1) will be obained by cutting off 3 small planar part of a n − 1-dimensional ball . Take a i for example, suppose, without loss of generality, that the three Y points in K ∩ ∂B that are adjacent to a 1 are a l , l = 2, 3, 4. Then the planar region centered at (1 − 2η)a 1 is obtained by:
Firstly, take the n − 1-dimensional ball Ω 1 perpendicular to − → oa 1 and centered at (1 − 2η)a 1 (hence the radius of Ω 1 is R = 1 − (1 − 2η) 2 ). For l = 2, 3, 4, denote by x l the intersection of (1 − η)γ 1l .
Then the x l , l = 2, 3, 4 will situated on a 2-plane passing through the center of the ball Ω 1 , hence they belong to a same great circle. Let L 1l be the n − 1 subspace containing x l and orthogonal to − −−−−−−−− → (1 − 2η)a 1 , x l . We then cut off the small part of Ω 1 that is on the other side of L 1l , l = 2, 3, 4, and get the planar region A 1 . This forms part of the boundary of U.
Let us look at the boundary of A 1 : By definition, it is composed of three disjoint n − 2-dimensional small balls :
and the rest of the boundary of Ω 1 . Note that the diameter of
See the figure below.
We define similarly, for any (j, l) ∈ J: I jl . Then the boundary of A j , j ∈ m is the union of the balls I jl , (j, l) ∈ J, and the rest of the sphere ∂Ω 1 .
Set A = ∪ 1≤j≤m A j . This is the whole planar part of ∂U.
For the rest of ∂U that is not spherical, they are obtained by the equation
Definition 2.10. Let U be an open subset of R n , let E ⊂Ū be closed. For δ > 0, a δ-sliding Lipschitz deformation of E inŪ is a set F ⊂Ū that can be written as F = ϕ 1 (E), where ϕ t :Ū →Ū is a family of continuous mappings such that 
Such a ϕ 1 is called a sliding deformation inŪ , and F is called a δ-sliding deformation of E inŪ .
Let F δ (E,Ū ) denote the set of all δ-sliding deformation of E inŪ , and let F δ (E,Ū ) be the family of sets that are Hausdorff limits of sequences in F δ (E,Ū ). That is: we set
n be open, and let E ⊂Ū be closed. We say that E is δ-(Almgren) sliding minimal inŪ , if (2.1) holds, and (2.2) holds for all
Definition 2.12 (Stable minimal cones). Let K be a 2-dimensional Almgren minimal cone in R n .
1
• We say that K is (η, δ)-Almgren sliding stable, if for some η ∈ (0, η 1 (K)), and δ ∈ (0, η), K is δ-Almgren sliding minimal inŪ(K, η). We say that K is Almgren sliding stable if it is (η, δ)-sliding stable for some η ∈ (0, η 1 (K)) and δ ∈ (0, η).
2
• We say that K is (η, δ)-measure stable, if there exists η ∈ (0, η 1 (K)), and δ ∈ (0, η), such that for all y ∈ R n with ||y|| < δ, we have
We say that K is measure stable if it is (η, δ)-measure stable for some η ∈ (0, η 1 (K)) and δ ∈ (0, η).
For the proof of Almgren and G-topological sliding stability, we also introduce the following stronger stability property:
and
we have
Remark 2.15. 1
• It is easy to see that, for any η < η and δ < δ , K is (η , δ )-Almgren (resp. G-topological) sliding stable ⇒ K is (η, δ)-Almgren (resp. G-topological) sliding stable. Same for the G-topological stability.
• In contrast to the definition of sliding stabilities, in the definition of the measure stability we see no difference between Almgren and topological minimality.
, and the measure stability in the sense definition 2.12. Directly from the definition, we know that C is also (η, δ)-measure stable.
Measure stability of 2-dimensional minimal cones
In this section we prove the measure stability for all 2-dimensional minimal cones in R n .
Theorem 3.1 (Measure stability for 2-dimensional minimal cones). Let K be a 2-dimensional minimal cone in R n , then for each η < η 1 (K)), K is (η, η)-measure stable. That is, let U = U(K, η) be the η-convex domain associated to K, then for all q ∈ R n with ||q|| < η, we have
Proof. It is enough to prove that, for any fixed η < η 1 (K), any q ∈ ∂B(0, 1), and any |t 0 | < η,
So fix any η and q as above. Let U denote U(K, η). For t < η, let K t denote (K + tq) ∩ U, and set
Fix any t 0 with |t 0 | < η. Fix s small so that |t 0 ± s| < η. Set o s := (t 0 + s)q. For t with |t 0 ± t| < η,
Let us first estimate the difference of measure between C 0 and C s = K t0+s . They are cones with the same center o s .
Let c
By definition, we know that on ∂U, for any |t| < η, B(
for t small, we have
and thus,
where the unions on the right-hand-sides of the above two equations are both disjoint.
Let I 1 , I 2 , I 3 denote the three n − 1-dimensional disks I 1j , (1, j) ∈ J for short, and let y α denote the the centers of I α , 1 ≤ α ≤ 3. Then y α , 1 ≤ α ≤ 3 are also the three points of intersection of Y 0 with ∂A 1 . The center of A 1 is (1 − 2η)a 1 .
Let P be the 2-dimensional affine subspace containing Y 0 , and let π denote the orthogonal projec-
The projection of A 1 is the 2-dimensional convex region
For α = 1, 2, 3, let S α denote π(I α ), then it is a segment centered at a α with length
The boundary of π(A 1 ) is a union of three segments S α , 1 ≤ α ≤ 3, and three arcs
See the picture below. Then the angles between any two of the L α is
and (3.6)
On the other hand, since
π(Y t ) intersects each S α precisely at one point z α . Let b t denote the center of π(Y t ). Then the segment [b t , z α ] is perpendicular to S α , and hence L α . As a result, we know that
On the other hand, since ∆ is a equilateral triangle, we know that for any point p ∈ ∆, the quantity
Combine (3.6), (3.7) and (3.8), we get
for all −η < t < η. 
to the 1-subspace L generated by a 1 . Write R n = P 1 × L. Let π 1 denote the orthogonal projection from R n to P 1 , and set Y = π 1 (Y t0 ). Let g be the restriction of f on C 0 ∩ A s 1 . By the structure of Y t , which is smooth except for the only singular point ξ t , we know that for all
For a such point x, the differential Dg(x) of g at x is a linear map from the 2-dimensional subspace T x to R. Hence by Coarea formula ([5] 3.2.22), we know that
Now fix any y ∈ Y \{π 1 (ξ t0 )}, and any r ∈ [f (o s ), 1 − 2η], since C 0 is the cone over Y t0 centered at o s , we know that the tangent plane of C 0 at the point ([(
, r) does not depend on r, and is equal to the 2-plane Q y,t spaned by y − π 1 (ξ t0 ) and ξ t0 − o s . Therefore the
is also independent of r, and if we let θ y,t denote the angle between Q y,t and the line L generated by a 1 , then
But we know that ξ t0 ∈ K 0 + t 0 q is a singular point of K t0 , hence ξ t0 + sq ∈ K t0+s is also a singular point of K t0+s , and thus
should be a multiple of a 1 . Also note that ξ t0 − o s = (ξ t0 − ξ t0+s ) + (ξ t0+s − o s ), where ξ t0 − ξ t0+s ∈ P 1 , which is orthogonal to a 1 , and ξ t0+s − o s is a multiple of a 1 . As a result,
In particular, (3.14)
Again, because ξ t0 − ξ t0+s is perpendicular to ξ t0+s − o s , we have
and hence
as η, t 0 and s are all small.
Combine with (3.12), we have
for s small.
On the other hand, since g is 1-Lipschitz,
Now we bring (3.19) back to (3.11), and get
On the other hand, we know that
, and the spine of C s is parallel to L, hence by the same argument above,
Combine with (3.23), we have
Similarly, for all 1 ≤ i ≤ m, we have
We sum over all i, and get
For |t| < R 1 , set X t = K t ∩ Γ 12 . Then X 0 is just the arc of circle ((1 − η)γ 12 \A), and X t will be a translation of X 0 , and
But since Γ 12 is the product of X 0 with the ball B Q (0, R 1 ) of its orthogonal space, we know that in Γ 12 , all translations within distance R 1 of X 0 has the same H 1 measure:
Now as before, for t small, we know that C t ∩ C s 12 is the cone over X t0+t centered at o s . Since X t0+t and X t0+s are both translations of
For each z ∈ X t0+t , z − y ∈ X t0+s , by definition, we know that ||z − y − o s || is constant, which is equal to l s :
As a result, since C t ∩ C s 12 is a cone over X t0+t centered at o s in U, we know that
by (3.29).
When t = s, we know that |y s | ≤ |s − s| = 0, hence
and y t ≥ y s for t small. Therefore
Therefore,
Similar argument gives
We sum over all (j, l) ∈ J, and get
The argument is exactly the same as 2
• . Hence we also have
where C is a constant that does not depend on s.
Now by 1
• -3
• , and (3.4), we have
On the other hand, denote by G s the cone over X t0 centered at o s = (t 0 + s)q and contained in U.
Then by minimality of K t0 , we know that
Note that C s = K t0+s and C 0 = G s , hence (3.40) and (3.42) yields
As a result, for t 0 < η, the map t → H 2 (K t0+t ) is differentiable, with
Properties for the stabilities
In this section, we prove two properties :
1
• The Almgren sliding stability and the G-topological stability of a 2-dimensional minimal cone are independent of the ambient dimension.
2
• The G-topological stability implies the G-topological sliding stability, which implies Almgren stability, for any 2-dimensional G-topological minimal cone (which is automatically Almgren minimal, by Proposition 2.7).
These two properties will help to simplify the proof of sliding stability for concrete minimal cones, in the next sections.
The Almgren sliding stability and the G-topological stability is independent of ambient dimension
As in Remark 2.8, we know that if K ⊂ R m is an Almgren (resp. G-topological) minimal cone, then it is Almgren (resp. G-topologically) minimal of the same dimension in R n for all n ≥ m. That is, the minimality does not depend on the ambient dimension. The following proposition says the same thing for the Almgren sliding stability and the G-topological stability.
Remark 4.1. We do not know whether the G-topological sliding stability is also independent of dimension.
Suppose it is Almgren (resp. G-topologically) sliding stable in R d . Then for all n ≥ d, K is Almgren (resp. G-topologically) sliding stable in R m .
Proof. Let K ⊂ R d be any 2-dimensional Almgren minimal cone.
For any n ≥ d, without loss of generality, suppose that K lies in the d-plane
where B n denotes the closed unit ball in R n .
Also set (4.2) A n j = {x ∈ B n :< x, a j >= 1 − 2η and < x, y >≤ 1 − η, ∀y ∈ K}, and denote by A n the cone over A n := ∪ 1≤j≤m A n j centered at 0. Set (4.3) Γ n jl = {x ∈ B n , < x, y >= 1 − η for some y ∈ γ jl }\A n , and (4.4) S n j = {x ∈ B n , < x, y >= 1 − η for some y ∈ s n j }.
be the orthogonal projection, which maps a point x to its first d coordinates.
Then obviously π(
⇔ ∃z ∈ R n−d such that < (x, z), a j >= 1 − 2η and < (x, z), y >≤ 1 − η, ∀y ∈ K ⇔< x, a j >= 1 − 2η, and < x, y >≤ 1 − η, ∀y ∈ K
(4.5)
1
• We first prove the theorem for the Almgren sliding case.
Let K ⊂ R d be a 2-dimensional Almgren sliding stable minimal cone. Then there exists η < η 1 (K) and δ < η, such that K is (η, δ)-sliding stable. We will prove that K is also (η, δ)-sliding stable in R n .
First, let F = ϕ 1 (K) be a δ-sliding deformation in U n . The associated family is denoted by ϕ t as in Definition 2.10. Let f :
Moreover it is easy to see that
Now for each x ∈ ∂U d ∩ K, we know that ϕ 1 (x) ∈ ∂U n , and |ϕ 1 (x) − x| < δ.
Next we would like to prove that this ψ 1 is a δ-sliding Lipschitz deformation of K in U d . So let us construct a family ψ t , 0 ≤ t ≤ 1 which satisfies the conditions in Definition 2.10.
For t ∈ [0, 1], let ψ t , t ∈ [0, 1] be the line homotopy between ψ 0 = id and ψ 1 : 
where
Now we define, for x ∈Ū and t ∈ [0, 1],
is a continuous family of maps, hence it satisfies (2.13). Note that when t = 0
hence the definition of ψ 1 in (4.9) coincides with the ψ 1 defined previously, and ψ 0 = id. That is, (2.12) is satisfied. By definition of ψ 1 , (2.14) holds. Now let us look at ψ t for 0 < t < 1. Note that for each
(4.10) 
Now the family ψ t , 0 ≤ t ≤ 1 satisfies (2.12)-(2.16), hence
This holds for any δ-sliding deformation of K in U.
Now let E ∈ F δ (K,Ū n ). Then by definition, there exists a sequence {E j } j of δ-sliding deformation of K inŪ n , such that E j converges to E. By the above argument, each π(E j ∩Ū n ) is a δ-sliding
Since π is Lipschitz, hence π(E j ∩Ū n ) converges to π(E ∩Ū n ), and therefore
Note that this holds for all E ∈ F δ (K,Ū n ). Hence K is (η, δ)-Almgren sliding stable.
2
• Now we prove the theorem for the G-topological stability case.
Let K ⊂ R d be a 2-dimensional G-topological stable minimal cone. Then there exists η < η 1 (K) and δ < η, such that K is (η, δ)-G-topological stable. We will prove that K is also (η, δ)-G-topological
Take any (η, δ)-G-topological competitor F for K in R n . This means, by definition, that F satisfies
Let us look at the set π(F ). By (4.15), we know that
As a result,
which gives (4.15) for the set π(F ) and n = d.
Next, since δ < η, we know that V n δ ⊂ A n ∪ Γ n ∪ S n , and hence
by (4.6). As a result, we have
which gives
As consequence,
by (4.21), which gives (4.16) for the set π(F ) and n = d.
Next we prove that π(F
n , and hence by (4.17), 
Combine (4.18), (4.23) and (4.26), we know that π(F ) is a (η, δ)-G-topological competitor for
and hence by (4.18),
This holds for all (η, δ)-G-topological competitor of F in R n , hence by definition, K is (η, δ)-G-
Topological stable⇒Topological sliding stability⇒Almgren sliding stability
In this subsection we prove the second property for the stabilities:
Proof. Fix any η and δ. Let U denote U(K, η).
We want to prove the (η, δ)-G-topological sliding stability. So let F be a (η, δ)-G-topological sliding competitor for K. That is, there exists a 2-dimensional G-topological competitor E for K in U, and a δ-sliding deformation ϕ t , t ∈ [0, 1] for E in U, such that F = ϕ 1 (E).
We would like to prove that F is a (η, δ)-G-topological competitor for K. We are going to prove that F := F ∪ V δ is an G-topological competitor for K in 4U. We are going to construct a deformation f in 3U, so that f (E) is included in F .
Define ξ : 3Ū → 3Ū:
where t x is such that x ∈ (2 − t x )∂U for x ∈ 2U\U.
Then ξ is a Lipschitz deformation in 3U,
and due to the property (2.16) of the family ϕ t , we know that ξ(E ∩ 2U\Ū) ⊂ V δ .
Note that ξ(E) is a deformation of E in 3U, hence by Proposition 2.7, ξ(E) is a G-topological competitor of dimension 2 for K in 4U. Since ξ(E) ⊂ F , and F \4U = ξ(E)\4U, by definition of G-topological competitor, F is also a G-topological competitor of dimension 2 for E in 4U. But E is a G-topological competitor for K, Hence (2.23) holds for F .
As a result, F is a (η, δ)-G-topological competitor for K. Since K is (η, δ) G-topological stable, we know that
This holds for all δ-sliding G-topological competitors F for K in U, hence K is also (η, δ)-Gtopological sliding stable.
2
• . Let K ⊂ R n be (η, δ)-G-topological sliding stable. We want to prove that it is (η, δ)-Almgren sliding stable. By definition, it is enough to prove that all limits of (η, δ)-Almgren sliding competitors are (η, δ)-G-topological sliding competitors. But this is easy: if F = ϕ 1 (K) be a δ-sliding deformation of K in U := U(K, η), since K is a G-topological competitor for itself, we know that F is also a We will see that the proof are getting more and more involved when the structure of the minimal cones are getting more complicated. To the end, the proof for the codimension 2 cone Y × Y becomes a separated article (see [14] ).
Planes
Theorem 5.1. Let P be a 2-dimensional plane in R n . Then it is (η, R 1 (η)) Almgren and G-topological sliding stable for all abelien group G, and for all η < 1, where
Proof. Fix any abelien group G, and n ∈ N, and η < 1. We first prove the G-topological stability.
Without loss of generality, suppose that
We first notice that for any G-topological competitor F of P in a ball B ⊂ R n , π(F ) = P . In fact, if this is not true, there exists x ∈ P such that π −1 {x} ∩ F = ∅. Without loss of generality we can suppose that B = B(0, 1). Then obviously x ∈ B P (0, 1). Let D denote the n − 2-dimensional ball {y ∈ R n : π(y) = x and ||y − x|| ≤ 2} ⊂ F C , and let S denote the n − 3-dimensional sphere S = {y ∈ R n : π(y) = x and ||y − x|| = 2} ⊂ F C . It is easy to see that S is the boundary of D, which does not intersect F . Hence S represents a zero element in H n−3 (R n \F ; G). Note that S ⊂ B(0, 1) C , S ∩ P = ∅, and S is non zero in R n \P , this contradicts the fact that F is a G-topological competitor for P .
As a result, if F is a (η, R 1 )-G-topological competitor for P , then (F ∪ V R1 ) is a G-topological competitor for K in R n , and hence π(F ∪ V R1 ) = P .
On the other hand, let Q = P ⊥ , Then by definition,
Thus by (5.2), we get
This holds for all (η, R 1 (η)) G-topological competitors for P . Hence P is (η, R 1 (η)) G-topological sliding stable.
By Proposition 4.3, P is also (η, R 1 (η)) G-topological sliding and Almgren sliding stable. 2
The Y set
In this subsection we prove the sliding stabilities for Y sets. 
Proof. We first prove the G-topological stability. Fix η < 2 , 0), and
For any set F ⊂ R 3 , and each t ∈ R, set F t = f −1 {t} ∩ F the slice of F at level t.
We first prove the following lemma: 
, and the sets C 1 and {a t 2 , a t 3 } belong to different connected components ofB t \γ.
As consequence, there exists t 2 , t 3 ∈ [0, 1], such that γ(t j ) belong to the open minor arc of circlē
As a result, b j := γ(t j ) belong to different connected components of R 3 t \Y t , and hence they belong to different connected components of
. Then β ⊂ R 3 \F , and it connects 2b 2 and 2b 3 . Hence the two points 2b 2 and 2b 3 belong to the same connected components of R 3 \F .
On the other hand, we know that b j , j = 2, 3 belong to different connected components of R 3 \Y . We continue the proof of Theorem 5.2. So let F be an (η,
Also by definition of (η, δ)-G-topological competitors, we know that F t \Ū t = Y \Ū t . As a result,
Let us look at the planar convex region U t .
Denote by π the orthogonal projection to the horizontal plane {z = 0}. Then by definition,
The shape of π(Ū t ) is as in the picture: take the disk B(0, √ 1 − t 2 ), then throw away the parts
The boundary of π(Ū t ) is a union of three segments I i of length R 1
, and three arcs of circles ξ ij ,
that lie between I i and I j .
Now we know that
Let c ∈ ∆ q1q2q3 be the Fermat point of the three points q i . Then we have
Denote by L i the line containing I i , 1 ≤ i ≤ 3. Then we have
Note that c is contained in the triangle ∆ q1q2q3 , which is contained in the equilateral triangle ∆ enclosed by the three L i , 1 ≤ i ≤ 3. Since ∆ is equilateral, it is easy to verify that for all x ∈ ∆, the
The last equality is because Y t is parallel to the horizontal plane {z = 0}.
Combine with (5.6) and (5.7), we know that
Note that F 0 is a subset of π(F t ∩Ū t ), hence
As a result, we have
Now by coarea formula (cf.
[5] Theorem 3.2.22), since f is 1-Lipschitz, we have 
The T sets
In this subsection we prove that the 2-dimensional T sets are Almgren and (Z-)topological sliding stable. Here the Almgren sliding stability will be proved in R n for arbitrary n, but the topolgical sliding stability is only proved in R 3 . The author believes that the topological sliding stability for T sets are also true in R n for any n ≥ 3. But as stated in the introduction, the main motivation (up to now) of proving the sliding stability for T sets is to use them to generates new minimal cones by taking the union with other Almgren (resp. topological) sliding stable and Almgren (resp. topological) unique minimal cones. Thus it is essentially enough to know that T sets are sliding stable in R 3 : let T be a T set, and let K be another Almgren (resp. topological) unique and Almgren (resp. topological) sliding stable minimal cone in R d . Then the almost orthogonal union of T and K in R 3+d is Almgren (resp. G-topological) minimal. Then by Remark 2.8, the set is also Almgren (resp. topological) minimal in ambient dimension n + d for n ≥ 3-independent of knowing that T is Almgren (resp. topological) sliding stable in R n .
Let us first prove the following geometric facts.
Lemma 5.5. Let P be a 2-dimensional plane in R 3 . Let ξ ⊂ P ∩ ∂B(0, 1) be an arc of angle θ < π.
Fix a unit vector v ∈ P ⊥ , take any α ∈ (0, π 2 ), and any η < 1 2 . Then the following holds: Let e 1 be the midpoint of ξ, and let e 2 ∈ P ∩ ∂B(0, 1) such that e 2 ⊥ e 1 . Let Q + be the 2-plane generated by e 2 and cos αe 1 + sin αv, and let Q − be the 2 plane generated by e 2 and cos αe 1 − sin αv.
Let π ± be the orthogonal projections to Q ± respectively. Letξ be the cone over ξ centered at the origin. Define the 2-dimensional band
={x ∈ (ξ × P ⊥ ) ∩B(0, 1) :< x, z >< 1 − η, ∀z ∈ ξ, and < x, z 0 >= 1 − η for some z 0 ∈ ξ}. (5.13)
Then for any decomposition Ξ η = C + ∪ C − , with H 2 (C + ∩ C − ) = 0, we have (5.14)
where C(α, θ) depends only on α and the arc length θ of ξ, but not on the decomposition.
Proof. Without loss of generality, we can suppose P is the horizontal plane {(x, y, z) ∈ R 3 : z = 0}, and v = (0, 0, 1).
Let E be such a set. Since Ξ η := ξ × [−R 1 , R 1 ], for each q ∈ Ξ η , we express it in the coordinate q = (p, t), with p ∈ ξ and
Since Ξ η is the product of the arc of circle ξ with the interval [−R 1 , R 1 ], at each point p ∈ ξ, the tangent plane T p,t of Ξ η at the point (p, t) is just the plane p ⊥ orthogonal to p in R 3 . In particular, it does not depend on t. The angle between p ⊥ and Q + is the angle between p and Q
2 ) because ξ is of angle less than π), then the angle between p ⊥ and Q + is arccos | < p, Q ⊥ + > | = arccos | − sin α · cos β p | = arccos(sin α cos β p ). Similarly, the angle between p ⊥ and Q − is also arccos(sin α cos β p ).
As a result, we know that |π ± | Tp,t | = sin α cos β p . 
Similarly we have
We sum (5.16) and (5.17), and get cos tdt = 2 sin θ 2 .
As a result, by (5.18), we have
And, since
, the following holds: Let Y be a 2-dimensional Y set in R 3 , and fix η < . As in the definition of U(K, η) in Section 2, let a 1 and a 2 = −a 1 be the two singular points of Y ∩ ∂B(0, 1). Then Y ∩ ∂B(0, 1) is the union of three half circles γ j , 1 ≤ j ≤ 3, all of which join a 1 and a 2 . Let v j be the mid point of γ j , and let w j be perpendicular to both v j and a 1 . Let P j be the 2-plane generated by w j and sin αa 1 − cos αv j , j = 1, 2, 3. Let π j be the orthogonal projection to P j .
Then if E 1 , E 2 , E 3 are three essentially disjoint subsets of A 1 , with ∪ 3 j=1 E j = A 1 , then
Proof. The proof of this is almost trivial. Since A 1 is part of a plane, it is enough to notice that the angle between A 1 and the planes P j , 1 ≤ j ≤ 3 are all α. 2
Now let us prove the stabilities of T sets. We first do some simplifications: Proof. It is enough to prove that, for any (η, δ)-G-topological sliding competitor F for K, and any > 0, there exists a regular (η, δ)-G-topological sliding competitor F for K, such that
So take any (η, δ)-G-topological sliding competitor F for K, and fix any > 0. Since F is a G-topological sliding competitor, there exists a G-topological competitor E of K in U, and a δ-sliding deformation ϕ t inŪ, such that F = ϕ 1 (E ∩U). Since U is convex, the segment [x, ϕ 1 (x)] ⊂Ū. For each
x ∈ R n , let r x denote the number such that x ∈ r x ∂U (in other words, r(x) := r x is the Minkowski functional of the convex set U). Then without loss of generality, we suppose that ϕ t (x) =
, the "projection" of the segment [x, ϕ 1 (x)] out to ∂U.
Then it is clear that |x − ϕ t (x)| < |x − ϕ 1 (x)| < δ, for all t < 1.
So fix a t 0 < 1, such that
. This is possible, because E ∩ ∂U = K ∩ ∂U is 1-rectifiable and hence is of H 2 measure zero. Let δ 0 = sup x∈E∩∂U |ϕ t0 (x) − x|. Since the function |ϕ t0 (x) − x| < |ϕ 1 (x) − x| < δ for all x ∈ E ∩ ∂U, and E ∩ ∂U is compact, we know that δ 0 < δ.
Let α > 0 be small, to be decided later. We define ψ 1 : R n → R n , so that
Then ψ t is a δ 0 sliding deformation inŪ, and we have
Then we apply Theorem 4.3.4 of [6] , and get a n-dimensional polyhedral complex (which is surely the support of a smooth simplicial sub-complex of a triangluation of R n ) K, and a Lipschitz deforma-
• All the polyhedrons in K are of diameters less than min{ δ−δ0
• g| (1+α)ψ1(E) is a Federer-Fleming projection from ψ 1 (E) to K 2 . In particular, we have g(σ) ⊂ σ for all σ ∈ K;
For more details of definitions and notations in the above theorem, see [6] for more details (or see [11] Section 2 for an explanation in english).
By 2
• and 3
• , we know that g • ψ(E) is a regular subset of R n , and for each x ∈ (1 + α)ψ 1 (E),
3 , and |g(x) − x| ≤ dist((1 + α)∂U, U). The second control of |g(x) − x| yields that dist(g(x),Ū) > 0 for x ∈ (1 + α)(ψ 1 (E) ∩ ∂U). Therefore if we denote by π the shortest-distance projection from R n toŪ, then for each x ∈ (1 + α)(ψ 1 (E) ∩ ∂U, we know that π • g(x) ∈ ∂U. Also, since g((1 + α)(ψ 1 (E))) is regular, so is π • g((1 + α)(ψ 1 (E))). Last, for each x ∈ (1 + α)(ψ 1 (E)), we know that
and hence for all x ∈ ∂U,
(5.29)
Now we take α, so that
Then by (5.28) and (5.29), the map h is a δ-sliding deformation for E inŪ, and
Set F = h(E). Then F is a regular (η, δ)-G-topological competitor for K that satisfies (5.24). 2
Remark 5.9. The result can be certainly generalized to general domains U with piecewise linear boundary, and sets E such that E ∩ ∂U is regular.
Proposition 5.10. Let K ⊂ R n be a 2-dimensional minimal cone. Fix any η, and any δ ∈ (0, η), let
F is an regular (η, δ) − G − sliding topological competitor of K and F ∩ ∂U is a Lipschitz deformation of K ∩ ∂U}.
(5.32)
Proof. It is enough to prove that, for any regular (η, δ)-G-topological sliding competitor F of K, and any > 0, there exists a regular (η, δ)-G-topological sliding competitor F of K, such that
So let F be any regular (η, δ)-G-topological sliding competitor of K. Then there exists a G-
For any γ > 0 small, let f :
Then it is easy to see that f (E) is still a G-topological competitor of K in U. For x ∈ U, let r x be such that x rx ∈ ∂U). Let ψ t :Ū →Ū:
It is easy to verify that ψ 1 is a Lipschitz δ-sliding deformation for f (E). In fact, in the region (1 − γ)Ū, the action of ψ 1 is just dilate it toŪ, apply ϕ 1 , and then shrink it back to (1 − γ)Ū; while forŪ\(1 − γ)Ū, for each x ∈ r x ∂U, we just dilate it to ∂U, apply ϕ 1 ∂U , and shrink it back to r x ∂U.
In particular, ϕ 1 • f (E) is regular, and (2.12)-(2.16) hold for ψ t , t ∈ [0, 1] and the set f (E). Moreover,
(η, δ)-G-topological sliding competitor for K, which satisfies that F ∩ ∂U is a Lipschitz deformation of K ∩ ∂U.
Let us look at the measure of F . We have
We know that
by (5.36 ) and the definition of U, a simple calculation give
Combine with (5.38), we get
Let γ = H 1 (ϕ1(K∩∂U )) , and we get the conclusion. 2
Now let us prove the following:
Theorem 5.11. The T sets are (η, R 1 (η))-Almgren and (Z-)topological sliding stable for all η <
Proof. We first prove the topological sliding stability. Fix η < For 1 ≤ j ≤ 4, let ξ j = ∪ l =j ξ jl . Then it is the boundary of Ω j .
Take any (η, R 1 )-topological sliding competitor F for T . Then there exists a topological competitor E of T in U, and a sliding deformation ϕ 1 inŪ, such that ϕ 1 (E ∩Ū) = F . Note that E ∩ ∂U = T ∩ ∂U = ∪ 1≤j<l≤4 ξ jl .
By Propositions 5.8 and 5.10, we can suppose that F is regular, and that (5.41) F ∩ ∂U = ϕ 1 (E ∩ ∂U), and hence H 2 (F ∩ ∂U) = 0.
The images ϕ 1 (ξ j ), 1 ≤ j ≤ 4 are closed Lipschitz curves. Note that ϕ 1 (∂U) ⊂ ∂U, hence ϕ 1 (ξ j )
are still closed curves in ∂U.
On ∂U, if we regard ξ j and Ω j as simplicial chains with coefficient in Z 2 , then the map ϕ 1 * maps them to the chains represented by ϕ 1 (ξ j ), and the image ϕ 1 * (Ω j ). Then the support D j of ϕ 1 * (Ω j ) is a subset of ∂U, with ∂D j = ϕ 1 (ξ j ). Since ∪ 1≤j≤4 Ω j = ∂U, we have the disjoint union ∂U = ∪ 1≤j≤4 D j .
Moreover, since |ϕ t (x) − x| < R 1 for all t ∈ [0, 1], we know that
On the other hand, since E is a topological competitor for T , we know that E separates the 4 connected components of R 3 \(T ∪ U). Let C j be the connected component of R 3 \E that contains Ω j and with ξ j ∈ ∂C j , 1 ≤ j ≤ 4. LetC j = C j ∩Ū. Then Ω j ⊂ ∂C j ⊂ E ∪Ω j , and ∂(∂C j \Ω j ) = ∂Ω j = ξ j .
Therefore, ξ j represents a zero element in H 1 (E ∩Ū). As a result, ϕ 1 (ξ j ) represents a zero element in H 1 (F ∩Ū). In particular, it represents a zero element in H 1 (F ∩Ū, Z 2 ). Let Σ j be a Z 2 simplicial chain in F ∩Ū with ∂Σ j = ξ j . To save notations, we still denote by D j the Z 2 -chain associated to On the other hand, we know that H 2 (F ∩ ∂U) = 0, and D j ⊂ ∂U. Hence H 2 (D j ∩ F ) = 0. As a result, by (5.43), we know that D j ⊂ ∂O j , and ∂O j \D j ⊂ |Σ j | ⊂ F . In addition, O j ∩ ∂U = D j .
We would like that the domains O j do not intersect each other. So set O j = O j \(∪ i =j O i , j = 1, 2, 3.
Then the O j , 1 ≤ j ≤ 4 are disjoint. Note that ∂O j ⊂ ∪ 1≤j≤4 ∂O j ⊂ F ∪ ∂U.
Since the D j , 1 ≤ j ≤ 4 are disjoint, and O j ∩ ∂U = D j , we know that O j ∩ ∂U = D j . Set For each point x ∈ D j , let n j (x) be the unit normal vector (which is well defined for almost all x ∈ D j ) pointing towards to the origin. And for each x ∈ ∂O j , let v j (x) be the unit normal vector pointing outward to O j . Then if x ∈ D j , n j (x) = −v j (x).
By Stokes, we know that Let P i be the 2-plane orthogonal to a i , and let π i be the orthogonal projection to P i , then the last term of (5.46) is just (5.47) Di < n i (x), a i > dH 2 (x) = H 2 (π i (D i )).
We sum over 1 ≤ j ≤ 4, and get (5.48)
We first look at the left-hand-side of (5.48). Since F is regular, so is F = ∪ 4 i=1 F i . Let F ij = F i ∩F j , 1 ≤ i = j ≤ 4. Then for each x ∈ F ij , n i (x) = −n j (x). Since the four O j , 1 ≤ j ≤ 4 are essentially disjoint, for H 2 -almost all x ∈ F , x belongs to at most 2 of the F j . Let F j = F j \ ∪ i =j F ij . Then we have the essentially disjoint union
Thus the left-hand-side of (5.48) becomes Fix any 1 ≤ j ≤ 4, we know that the angle between the plane containing A j and all the 3 P i , i = j are the same. Hence by Lemma 5.6, and (5.52), the quantity (5.54)
is a constant that does not depend on F . In particular, note that T itself is a topological sliding competitor for T , where the D j for T corresponds to the Ω j , 1 ≤ j ≤ 4. Hence (5.55)
By the same reason, Lemma 5.5 and (5.53) gives that, for all permutations (i, j, k, l) of (1, 2, 3, 4), we have
Recall that we have the essentially disjoint union
By (5.42), we have (5.59)
Note that by definition, the projections π i (Ω i ), π i (A j ), j = i, and π i (Γ ij ), j, k = i, j < k are disjoint, hence we have the disjoint union
