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Abstract
Part-of-speech (POS) tagging is a fundamental task in natural language processing (NLP). It provides useful information for
many other NLP tasks, including word sense disambiguation, text chunking, named entity recognition, syntactic parsing,
semantic role labeling, and semantic parsing. In this paper, we present a new method for Vietnamese POS tagging using dual
decomposition. We show how dual decomposition can be used to integrate a word-based model and a syllable-based model to
yield a more powerful model for tagging Vietnamese sentences. We also describe experiments on the Viet Treebank corpus,
a large annotated corpus for Vietnamese POS tagging. Experimental results show that our model using dual decomposition
outperforms both word-based and syllable-based models.
c© 2013 The Authors. Published by Elsevier B.V.
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1. Introduction
Part-of-Speech (POS) tagging is the process of assigning to each word in a sentence the proper POS tag in
the context it appears. In general, a word can be classiﬁed into some POS classes. For example, the word “book”
can be a noun or a verb. In a given context, however, there is a POS tag which is more appropriate than the
others, and the task of a tagger is to ﬁnd this tag. The input of a tagging algorithm is a string (usually a sentence)
of words and a speciﬁc tagset. The output is a string in which each word is assigned with the most appropriate
tag according to the context it appears in the sentence. For example, consider the input sentence “Book that
ﬂight.”, a possible output can be “Book/VB that/DT ﬂight/NN ./.” (VB, DT, and NN mean verb, determiner, and
noun, respectively). The challenges in the POS tagging task are how to ﬁnd POS tags of new words and how to
disambiguate multi-sense words.
Several methods have been proposed to deal with the POS tagging task in Vietnamese. They usually consider
the task as a sequence labeling problem, and various kinds of learning models have been investigated, including
Maximum Entropy Models [8, 18, 19], Support Vector Machines [10, 18], Conditional Random Fields [11, 18],
and Guided Online Learning [11]. These methods achieved relative good results on the Vietnamese POS tagging
task.
∗Corresponding author. Tel.: +81-80-4254-0684.
E-mail address: bachnx@jaist.ac.jp.
Available online at www.sciencedirect.com
© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
124   Ngo Xuan Bach et al. /  Procedia Computer Science  22 ( 2013 )  123 – 131 
Fig. 1. An example of a Vietnamese sentence in word-based and syllable-based models (N: noun; V: verb; R: adverb).
Unlike English words, words in Vietnamese cannot be delimited by white spaces. Vietnamese words may
consist of one or more syllables, which are delimited by white spaces. This leads to two types of models for
Vietnamese POS tagging: word-based models and syllable-based models. In a word-based model, the input
sentence is considered as a sequence of words, and the goal is to assign a POS tag to each word. On the other
hand, a syllable-based model considers the input sentence as a sequence of syllables, and the goal is to assign a
POS tag to each syllable. The ﬁnal POS tags of words in a syllable-based model can be determined in several ways.
For example, the POS tag of a word is chosen as the POS tag of the ﬁrst syllable in that word. Figure 1 shows an
example of modeling a Vietnamese sentence in word-based and syllable-based models. In this example, the input
sentence consists of six words in the word-based model, while it consists of eight syllables in the syllable-based
model. Tran et al. [19] show that a syllable-based model outperforms a word-based model when using the same
machine learning method (Maximum Entropy Models).
In this paper, we present a model for Vietnamese POS tagging using dual decomposition [15, 17]. Our model is
a joint model of two base models: a word-based model and a syllable-based model. Two base models are trained
using Maximum Entropy Models [2, 20] and exploit a beam search algorithm for decoding. Our motivation is
that word-based models and syllable-based models have their own advantages. They exploit linguistic features at
diﬀerent levels. Our goal is to utilize the power of both types of models. To our knowledge, this is the ﬁrst work
which tries to integrate a word-based model and a syllable-based model for Vietnamese POS tagging.
The contributions of this paper are two-fold: First, we show that a word-based model and a syllable-based
model can be integrated to yield a more powerful model for Vietnamese POS tagging. We present such a model
by employing dual decomposition. Second, we evaluate the proposed model on the Viet Treebank corpus [12], a
large and public corpus for Vietnamese POS tagging.
The rest of this paper is organized as follows. Section 2 presents a brief introduction to characteristics of
Vietnamese words, Maximum Entropy Models, and basic knowledge about Lagrangian relaxation and dual de-
composition for inference. Section 3 describes our proposed method, including two base models and a dual
decomposition model for Vietnamese POS tagging. Experiments on the Viet Treebank corpus are presented in
Section 4. Finally, Section 5 concludes the paper.
2. Background
2.1. Characteristics of Vietnamese Words
Each Vietnamese word consists of one or more syllables, which are delimited by white spaces. Generally,
each Vietnamese syllable has ﬁve parts: ﬁrst consonant, secondary vowel, main vowel, last consonant, and a tone
mark. However, except for the main vowel which is required for all syllables, the other parts may be not present
in some cases. For example, the syllable “anh” (brother) has no tone mark, secondary vowel, and ﬁrst consonant.
The syllable “hoa” (ﬂower) has a secondary vowel (o) but no last consonant.
Based on the ways of constructing words from syllables, Vietnamese words can be classiﬁed into three main
categories: single words, compound words, and reduplicative words [9]. A single word consists of only one syl-
lable. Compound words consist of several syllables which have semantic relations with each other. Reduplicative
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Fig. 2. Some Vietnamese words in three categories: single words, compound words, and reduplicative words.
words consist of at least two syllables and at most four syllables, which have some duplicate parts. Figure 2 shows
some examples of words in three categories. In this work, we focus on the way of formulating the POS tagging
task. Therefore, we only consider two word categories: single words (words containing only one syllable) and
complex words (words containing at least two syllables). In this sense, both compound words and reduplicative
words can be seen as complex words.
2.2. Maximum Entropy Models
Maximum Entropy Model (MEM) [2, 14] is a method of estimating the conditional probability p(y|x) that a
model outputs a label y given a context x:
p(y|x) = 1
Z(x)
exp(
∑
i
λi fi(x, y))
where fi(x, y) refers to a feature function; λi is a parameter of the model; and Z(x) is a normalization factor.
To capture statistic information, this method requires that the model accord with some constraints (properties).
Among the models that satisfy these constraints, the MEM method chooses the model with the ﬂattest probability
distribution (the model with the highest entropy).
To solve the constrained optimization problem, we ﬁrst convert the primal problem to a dual optimization
problem using the method of Lagrange multipliers [2]. Then the solution of the dual optimization problem can be
found by applying the improved iterative scaling method [2, 3] or LBFGS method [13].
Maximum Entropy Models have been applied successfully to many NLP tasks, including POS tagging [14],
chunking [6], syntactic and semantic dependency parsing [21], and statistical machine translation [2, 4].
2.3. Lagrangian Relaxation and Dual Decomposition for Inference
2.3.1. Lagrangian Relaxation
In statistical natural language processing, we usually deal with the problem of mapping some input x (e.g, a
sentence) to some structured output y (e.g, a sequence of POS tags or a syntactic parse tree). We deﬁne a function
score h : Y → R, which assigns a score h(y) to each y in the space of all the possible structured output Y . The task
of ﬁnding y∗ that maximizes the score function is referred to as the decoding problem
y∗ = argmaxy∈Yh(y).
Without loss of generality, we assume that each structured output y is represented as a feature vector and Y is
a subset of Rd. The score function can be deﬁned as h(y) = y · θ, where θ (parameter vector) is also a vector in Rd.
The decoding problem now becomes
y∗ = argmaxy∈Yh(y) = argmaxy∈Y (y · θ).
In Lagrangian Relaxation method [15, 17], we ﬁrst choose a set Y
′ ⊂ Rd that satisﬁes the following properties:
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1. Y ⊂ Y ′ ,
2. We can easily ﬁnd argmaxy∈Y ′ (y · θ), for any θ ∈ Rd, and
3. Y = {y|y ∈ Y ′ and Ay = b} for some A ∈ Rp×d, b ∈ Rp. The condition Ay = b speciﬁes p constraints on y.
We introduce a vector of Lagrange multipliers u ∈ Rp and the Lagrangian
L(u, y) = y · θ + u · (Ay − b).
The dual objective is
L(u) = maxy∈Y ′ L(u, y),
and the dual problem is to ﬁnd
minu∈RpL(u).
The dual problem is usually solved by using a sub-gradient algorithm [15].
2.3.2. Dual Decomposition
The idea of dual decomposition, a special case of Lagrangian relaxation, comes from the observation that
many decoding problems can be decomposed into two or more sub-problems, together with linear constraints that
enforce agreements on solutions of the sub-problems [15]. The sub-problems are chosen such that they can be
solved eﬃciently. The constraints are incorporated using Lagrange multipliers, and an iterative algorithm is used
to minimize the resulting dual.
Consider the following optimization problem
argmaxy∈Y,z∈Z( f (y) + g(z))
subject to: y(i) = z(i), for all i ∈ {1 . . . n}.
Each constraint y(i) = z(i) describes an agreement on the solutions of two sub-problems. For example, if y and z
are two sequences of elements, an agreement can be “the ith element in y equals to the ith element in z”.
We introduce Lagrange multipliers u(i), i ∈ {1 . . . n} and assume that for any value u(i) ∈ R, we can eﬃciently
solve two following problems
argmaxy∈Y ( f (y) +
n∑
i=1
u(i)y(i)), and
argmaxz∈Z(g(z) −
n∑
i=1
u(i)z(i)).
The dual decomposition algorithm can be expressed as Algorithm 1, where δk is the step size at the kth iteration1.
Dual decomposition has been applied successfully to several NLP tasks such as parsing [16], dependency
parsing [7], coordination disambiguation [5], and discourse parsing [1].
3. Proposed Method
3.1. Base Models
Let x = x1x2 . . . xn be a Vietnamese sentence, where xi is the ith element in x (a word in a word-based model or
a syllable in a syllable-based model) and n is the length of the sentence. In the learning step, we learn a classiﬁer,
which takes the context of the element xi as the input and returns the most suitable POS tag for it. In the decoding
step, we use the classiﬁer to label each element in x from left to right.
1See Rush and Collins [15] and Sontag et al. [17] for more details about Lagrangian relaxation and dual decomposition.
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Algorithm 1 The dual decomposition algorithm [15].
1: Initialize: u(0)(i) = 0, for all i ∈ {1 . . . n}
2: for k = 1 to K do
3: y(k) ← argmaxy∈Y ( f (y) +∑ni=1 u(k−1)(i)y(i)) [Sub-problem 1]
4: z(k) ← argmaxz∈Z(g(z) −∑ni=1 u(k−1)(i)z(i)) [Sub-problem 2]
5: if y(k)(i) = z(k)(i) for all i ∈ {1 . . . n} then
6: return (y(k), z(k))
7: else
8: u(k)(i)← u(k−1)(i) − δk(y(k)(i) − z(k)(i))
9: end if
10: end for
11: return (y(K), z(K))
To learn the classiﬁer, we exploit Maximum Entropy Models [2, 20]. The context of each element xi, in which
xi−2 is the element before the preceding element, xi−1 is the preceding element, xi+1 is the next element, xi+2 is
the element after the next element, and yi−2 and yi−1 are predicted POS tags of xi−2 and xi−1 in previous steps,
respectively, is deﬁned as follows:
• Unigrams: xi−2, xi−1, xi, xi+1, xi+2
• Bigrams: xi−2xi−1, xi−1xi, xixi+1, xi+1xi+2
• Trigrams: xi−2xi−1xi, xi−1xixi+1, xixi+1xi+2
• Tags of two previous words: yi−2, yi−1
• Tag bigram: yi−2yi−1
• Whether xi contains a capital letter, a number, a punctuation mark, or all capital letters.
Note that in the decoding step, we will label each element in the input sentence from left to right. Therefore, when
labeling xi we have assigned the POS tags to xi−2 and xi−1 (yi−2 and yi−1).
The decoding algorithm using beam search is presented as Algorithm 2, in which the plus operation on tag
sequences in Line 8, Tags[j] + t, means that we add tag t to the end of the tag sequence Tags[j]. The main idea of
the algorithm is that when labeling each element in the input sentence, we store the tag sequences with the highest
scores. The beam size B is used to limit the number of candidates.
3.2. Dual Decomposition for POS Tagging
This sub-section describes our method to integrate a word-based model and a syllable-based model for Viet-
namese POS tagging using dual decomposition. Let x be a Vietnamese sentence, x can be considered as a sequence
of m Vietnamese words as well as a sequence of n Vietnamese syllables (m ≤ n). The goal is to ﬁnd
y∗ = argmaxy∈Yh(y)
where Y is the space of all possible POS tag sequences with length n, and h(y) is a score function deﬁned on Y .
In our method, the score function consists of two factors h(y) = f (y) + g(y), where f (y) is a score function
deﬁned by a syllable-based model, and g(y) is a score function deﬁned by a word-based model. Note that a POS
tag sequence in a word-based model can be easily converted to a POS tag sequence in a syllable-based model by
adding the same POS tags to words which have more than one syllable.
For each tag sequence y and a tag t ∈ T (T is the set of all POS tags), we deﬁne variables y(i, t) as follows.
y(i, t) =
{
1 if the ith element of y equals to tag t
0 otherwise.
The decoding problem now becomes
argmaxy∈Y,z∈Z( f (y) + g(z))
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Algorithm 2 Decoding with beam search.
1: Input: a sentence x = x1x2 . . . xn, a tagset T , and beam size B
2: Variables:
• Tags: stores tag sequences
• Tags[j]: the tag sequence which is ranked at the jth position according to its score
• Tags[j][i]: the POS tag of xi in Tags[j]
• Scores: stores scores of Tags
• Scores[j]: the score of the tag sequence Tags[j]
3: for i = 1 to n do
4: for j = 1 to B do
5: Set the context of xi using tag sequence Tags[j]
6: for t ∈ T do
7: Calculate the probability that the model assigns tag t to xi: prob(i, t)
8: Calculate the score of the tag sequence (Tags[j] + t) of x1x2 . . . xi: Scores[j] + prob(i, t)
9: end for
10: end for
11: Chose B tag sequences with the highest scores, store them to Tags, and update Scores as follows.
12: for j = 1 to B do
13: Scores[j] =
∑i
k=1 score(k,Tags[j][k]), where score(k, t) = prob(k, t), the probability that the classiﬁer
assigns tag t to xk.
14: end for
15: end for
16: Output: the tag sequence with the highest score (Tags[1])
subjects to: y(i, t) = z(i, t) for all i = 1 . . . n, t ∈ T , where Z = Y = Tn.
We introduce Lagrange multipliers u(i, t) for all i = 1 . . . n, t ∈ T , and consider two following sub-problems.
Sub-problem 1
argmaxy∈Y ( f (y) +
∑
i,t
u(i, t)y(i, t)), and
Sub-problem 2
argmaxz∈Z(g(z) −
∑
i,t
u(i, t)z(i, t)).
Our dual decomposition algorithm for Vietnamese POS tagging is shown as Algorithm 3, where s prob(i, t) is
the probability that the syllable-based model assigns tag t to xi, and w prob(i, t) is the probability that the word-
based model assigns tag t to xi. Note that in the decoding process of two base models, the score functions are
modiﬁed with Lagrange multipliers (Line 6 and Line 8 in Algorithm 3).
4. Experiments
4.1. Data & Experiment Setting
To evaluate the performance of our proposed model, we conducted experiments on the Viet Treebank corpus
[12], a widely used corpus for Vietnamese POS tagging. The Viet Treebank corpus consists of approximately
20,000 annotated sentences collected from the Youth online daily newspaper. The minimal and maximal sentence
lengths are 2 words and 105 words, respectively. Table 1 shows the set of POS tags2 we used in experiments.
To conduct experiments, we randomly divided the corpus into two subsets: a training set (80%) and a test set
(20%). In our experiments, we used the Maxent tool [20], an implementation of Maximum Entropy Models using
LBFGS method, for training two base models.
2We used a special tag PUNC for punctuation marks.
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Algorithm 3 A dual decomposition algorithm for Vietnamese POS tagging.
1: Input:
• Two base models: a syllable-based model and a word-based model
• A tagset T
• Number of iterations K, and beam size B
• A Vietnamese sentence x = x1x2 . . . xn
2: Output: The POS tag sequence for the input sentence
3: Initialization: u(0)(i, t) = 0, for all i ∈ {1 . . . n}, t ∈ T
4: for k = 1 to K do
5: Use the syllable-based model and the beam search algorithm to ﬁnd the most appropriate tag sequence y(k).
The score of assigning tag t to the ith element is calculated as follows.
6: score(i, t) = s prob(i, t) + u(i, t)
7: Use the word-based model and beam search algorithm to ﬁnd the most appropriate tag sequence z(k). The
score of assigning tag t to the ith element is calculated as follows.
8: score(i, t) = w prob(i, t) − u(i, t)
9: if y(k)(i, t) = z(k)(i, t) for all i ∈ {1 . . . n}, t ∈ T then
10: return y(k)
11: else
12: u(k)(i, t)← u(k−1)(i, t) − δk(y(k)(i, t) − z(k)(i, t))
13: end if
14: end for
15: return y(K)
Table 1. Vietnamese Part-of-Speech tags [8, 11]
No. Category Description No. Category Description
1 Np Proper noun 10 M Numeral
2 Nc Classiﬁer 11 E Preposition
3 Nu Unit noun 12 C Subordinating conjunction
4 N Common noun 13 CC Coordinating conjunction
5 V Verb 14 I Interjection
6 A Adjective 15 T Auxiliary, modal words
7 P Pronoun 16 Y Abbreviation
8 R Adverb 17 Z Bound morpheme
9 L Determiner 18 X Unknown
4.2. Experimental Results
Experimental results on the Viet Treebank corpus are shown in Table 2. In our experiments, the number of
iterations K was set to 10 and the beam size B was set to 100. We can see that the dual decomposition model
outperformed both the base models. It achieved 88.52% accuracy, which improved 1.42% compared with the
word-based model and 0.95% compared with the syllable-based model.
We also conducted experiments to measure the performance of three models on single words (words containing
only one syllable) and complex words (words containing at least two syllables)3. Table 3 shows experimental
results on two types of words. We can see that the word-based model was more accurate than the syllable-
based model on single words while the syllable-based model was more accurate than the word-based model on
complex words. Therefore, the two base models are complementary. As expected, the dual decomposition model
outperformed the two base models on both single words and complex words.
3Remind that complex words consist of both compound words and reduplicative words.
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Table 2. Performance of tagging models on the Viet Treebank corpus
Model Accuracy(%)
Word-based 87.10
Syllable-based 87.57
Dual decomposition 88.52
Table 3. Performance of three models on single words and complex words
Model Accuracy(%) on Single Words Accuracy(%) on Complex Words
Word-based 88.7 80.0
Syllable-based 88.1 85.3
Dual decomposition 89.0 86.5
4.3. Running Example
Figure 3 illustrates a running example of our dual decomposition model. In this example, the input sentence
consists of ﬁve words. From Iteration 1 to Iteration 4, neither the word-based model nor the syllable-based model
assigns a correct POS tag to the ﬁrst word. At Iteration 5, the syllable-based model provides correct POS tags for
all words in the input sentence, while the word-based model still makes a mistake on the ﬁrst word. At Iteration
7, the two base models assign the same POS tag sequence to the input sentence4. The algorithm stops after 7
iterations and returns the correct POS tag sequence.
5. Conclusions
We presented a method to integrate a word-based model and a syllable-based model for the Vietnamese POS
tagging task. Word-based models and syllable-based models operate at diﬀerent linguistic levels, and each type of
model has its own advantages. We proposed a newmodel that exploits dual decomposition to combine two types of
models to yield a more powerful model for tagging Vietnamese sentences. We also conducted experiments on the
Viet Treebank corpus, a large annotated corpus for Vietnamese POS tagging. Experimental results showed that: 1)
the word-based model was more accurate than the syllable-based model on single words, while the syllable-based
model was more accurate than word-based model on complex words; 2) the proposed dual decomposition model
outperformed both the word-based model and the syllable-based model on both single words and complex words.
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