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CONCURRENT PROCESSING OF COMPLEX ALGORITHMS 
BY 
John W .  Stoughton' and Roland R. Mielke2 
CHAPTER 1 
1.0 INTRODUCTION 
This  r e p o r t  presents  t h e  r e s u l t s  o f  ongoing research d i r e c t e d  a t  deve l -  
o p i n g  a graph t h e o r e t i c  model f o r  d e s c r i b i n g  da ta  and c o n t r o l  f l o w  associ-  
a ted w i t h  t h e  execut ion o f  l a r g e  g ra ined  a lgo r i t hms  i n  a s p e c i a l  d i s t r i b u t e d  
computer environment. T h i s  model i s  i d e n t i f i e d  b y  t h e  acronyn ATAMM which 
rep resen ts  - A l g o r i t h m / A r c h i t e c t u r e  - -  - Mapping - Model. The purpose o f  such a 
model i s  t o  p r o v i d e  a b a s i s  f o r  e s t a b l i s h i n g  r u l e s  f o r  r e l a t i n g  an a l g o r i t h m  
t o  i t s  execut ion i n  a mu1 t i p r o c e s s o r  environment. S y n b o l i c a l l y  t h i s  problem 
i s  i l l u s t r a t e d  i n  F igu re  1.1 
Spec i f  c a t i o n s  de r i ved  from t h e  model l ead  d i r e c t l y  t o  t h e  d e s c r i p t i o n  
o f  a da ta  f ow a r c h i t e c t u r e  which i s  a consequence o f  t h e  i nhe ren t  behavior  
o f  t h e  d a t a  and c o n t r o l  f l o w  descr ibed b y  t h e  model. The purpose o f  t h e  
ATAMM based a r c h i t e c t u r e  i s  t o  o p t i m i  ze computat ional  concurrency i n  t h e  
mu1 t i p r o c e s s o r  environment and t o  p r o v i d e  an a n a l y t i c a l  b a s i s  f o r  p e r f o r -  
mance eva lua t i on .  The ATAMM model and a r c h i t e c t u r e  s p e c i f i c a t i o n s  a re  dem- 
o n s t r a t e d  on a p r o t o t y p e  system f o r  concept v a l i d a t i o n .  
The problem domain o f  t h e  research  r e p o r t e d  h e r e i n  c o n s i s t s  o f  d e c i s i o n  
f r e e  a lgo r i t hms  w i t h  computat ional  l y  complex p r i m i t i v e  o p e r a t i o n s  which a re  
assuned t o  be implemented i n  a ded ica ted  d i s t r i b u t e d  mu1 t icomputer  env i ron-  
ment. The a lgo r i t hms  a r e  such as may be found i n  ( b u t  n o t  l i m i t e d  t o )  l a r g e  
'Associate Professor,  Department o f  E l e c t r i c a l  and Computer Engineering, Old 
Dominion U n i v e r s i t y ,  Nor fo l k ,  V i r g i n i a  23508. 
Professor, Department o f  E l e c t r i c a l  and Computer Engineering, Old Dominion 
U n i v e r s i t y ,  Nor fo l k ,  V i r g i n i a  23508. 
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Figure 1. i Algorithm t o  architecture mapping problerri. 
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s c a l e  s igna l  process ing and c o n t r o l  a p p l i c a t i o n s .  The a n t i c i p a t e d  mu1 t i p r o -  
cessor environment i s  assuned t o  c o n s i s t  o f  2 t o  20 process ing elements f o r  
concurrent  execu t ion  o f  t h e  va r ious  a l g o r i t h m  p r i m i t i v e s .  
High Speed I n t e g r a t e d  C i r c u i t  ( V H S I C )  technology i n c o r p o r a t i n g  t h e  MIL-STD 
1750A i n s t r u c t i o n  s e t  i s  t h e  in tended technology f o r  t h e  support  o f  t h e  
mu l t i p rocesso r  environment. 
Fur ther ,  Very 
From t h e  g i ven  problem domain, t h e  research products  a r e  t h e  r e s u l t  o f  
These areas a re  non Von Neunann mu l t i p roces -  understanding two major areas. 
s o r  a r c h i t e c t u r e s  and P e t r i - n e t  and marked graph t h e o r y  which p rov ides  t h e  
t h e o r e t i c a l  b a s i s  f o r  t h e  ATAMM model. 
Chapter 2 presents  t h e  ATAMM model development. From t h e  model des- 
c r i p t i o n ,  general  s p e c i f i c a t i o n s  o f  a d a t a  f l o w  a r c h i t e c t u r e  a re  generated. 
Chapter 3 p resen ts  an i n t r o d u c t o r y  d i scuss ion  o f  performance measures. 
Chapter 4, a d a t a  f l o w  p r o t o t y p e  o f  a mu1 t i  processor a r c h i t e c t u r e  design 
based on t h e  ATAMM s p e c i f i c a t i o n s  i s  descr ibed. 
p ro to type  p rov ides  exper imental  v e r i f i c a t i o n  o f  t h e  ATAMM Model r u l e s .  
Chapter 5 p resen ts  p r e l i m i n a r y  e v a l u a t i o n  r e s u l t s  f rom t h e  d a t a  f l o w  
prototype.  
I n  
Implementat ion o f  t h i s  
3 
CHAPTER 2 
2.0 A T M  MODEL DEVELOPMENT 
2 . 1  Introduction 
New computer architectures based upon mu1 t i p l e  processor organi zations 
f o r  computation are motivated mainly by the desire t o  increase computer 
performance through the use of concurrency for computational ly  intensive 
appl ications. The development of para1 le1 architectures composed of 
identical, special purpose computing elements i s  already a topic of great 
interest  t o  many researchers. 
of a gorithms i n  th i s  setting do  not  appear t o  be adequate t o  address the 
comp ex issues of schedul i n g ,  coordination, and communication. 
However, models for describing the behavior 
In  t h i s  chapter, a modeling process t o  describe concurrent processing 
of decomposed algorithms i s  presented. The resulting model (ATAMM) consists 
of a Petri net marked g r a p h  which incorporates general specifications of 
communication and processing associated with each computational event i n  a 
multiprocessor d a t a  flow architecture. 
process i s  important for two reasons. Firs t ,  the model provides a hardware- 
independent context i n  which t o  investigate the relat ive merits of different 
algorithm decomposition and implementation strategies.  
clearly displays the d a t a  flow and control flow which must be manifested by 
any d a t a  flow computer architecture implementing the decomposed algorithm. 
T h u s  the ATAMM Model provides the foundation for the development of design 
procedures for  concurrent processing of complex algorithms. 
The avai labi l i ty  of such a modeling 
Second, the model 
In Section 2.2,  a description of the class of problems under considera- 
t ion i s  given. The directed graph  representation of particular decomposed 
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a lgo r i t hms  i s  desc r ibed  i n  Sec t i on  2.3. 
P e t r i - n e t  and marked graphs i n  Sect ion 2.5. The b a s i c  assunpt ions concern- 
i n g  t h e  a r c h i t e c t u r a l  enviroment a r e  presented i n  Sec t i on  2.6. 
ment o f  t h e  computat ional  marked graph model i n  Sect ion 2.7 completes t h e  
ATAMM model i n  Sec t i on  2.7 completes t h e  ATAMM model d e v e l o p e n t .  
A f t e r  a b r i e f  i n t r o d u c t i o n  t o  
The develop- 
2.2 Problem D e s c r i p t i o n  
The computat ional  problems o f  i n t e r e s t  a re  dec i  s i o n - f r e e  computation- 
a l l y  complex problems as a r e  o f t e n  found i n  s i g n a l  process ing and c o n t r o l  
a p p l i c a t i o n s .  
f u n c t i o n  g i ven  b y  t h e  t r i p l e  (X,Y,F). 
m i s s i b  e inputs ,  Y r ep resen ts  t h e  s e t  o f  admiss ib le  outputs ,  and F:X + Y i s  
t h e  r u  e o f  correspondence which unmb iguous ly  ass igns e x a c t l y  one element 
f r o m T  t o  each element of Q. This f u n c t i o n a l  problem statement i s  i l l u s -  
t r a t e d  i n  F i g u r e  2.1. Associated w i t h  a computat ional  problem i s  an a l g e  
r i t h m .  An a l g o r i t h m  i s  composed o f  a s e q u e n t i a l l y  o rde r  s e t  o f  p r i m i t i v e  
ope ra t i ons  and operands which r e p r e s e n t  t h e  p a r t i c u l a r  r u l e  o f  c o r r e s p o w  
dence F:X + Y. 
A problem d e s c r i p t i o n  no rma l l y  r e s u l t s  i n  t h e  d e f i n i t i o n  o f  a 
The s e t  X rep resen ts  t h e  s e t  o f  ad- 
A g iven  problem o f t e n  decomposes i n t o  a nunber o f  d i f f e r e n t  a l g o r i t h m s .  
I n  general ,  a g i ven  a l g o r i t h m  can be decomposed b y  severa l  d i f f e r e n t  p r i m i -  
t i v e  ope ra to r  sets .  
o f t e n  d i f f e r e n t  sequences o f  p r i m i t i v e  ope ra t i ons  wnich can be scheduled t o  
c a r r y  o u t  t h e  a lgor i thm.  For i l l u s t r a t i o n ,  cons ide r  t h e  f o l l o w i n g  problem. 
Suppose t h a t  Q = T i s  t h e  s e t  o f  (nxn) m a t r i c e s  w i t h  elements i n  R ( s e t  o f  
r e a l  nunbers.) Given a m a t r i x  x E Q ,  i t  i s  d e s i r e d  t o  compute a m a t r i x  
2 
y e  Y g i ven  b y  y = f ( x )  = x + ax + b where a and b a re  s p e c i f i e d  (nxn) 
m a t r i c e s  w i t h  elements i n  R. 
Also, f o r  a g i v e n  p r i m i t i v e  ope ra to r  set ,  t h e r e  a re  
This  a l g o r i t h m  can be  decomposed i n  t h e  two 
5 
f: x -y 
tasks -function 
Figure 2.1 Functional correspondence. 
6 
s e t s  of  p r i m i t i v e  ope ra to rs  s t a t e d  below. 
P r i m i t i v e  Operator Set One: 
and 
P r i m i t i v e  Operator Set Two 
Using p r i m i t i v e  ope ra to r  s e t  one, t h e  a l g o r i t h m  i s  represented by  two 
d i f f  eren t opera to r  sequences : 
y = f ( x )  = { [ ( x  x )  + ( a  x ) ]  + b )  
o r  
Y = f ( x )  = { [ x  ( x  + a ) ]  + b} 
Another decomposit ion i s  expressed us ing  p r i m i t i v e  o p e r a t i v e  s e t  two: 
where t h e  n o t a t  
y = f ( x )  = { x  [ ( l  x) + a] + b} 
= f3t x, f3[ l ,a,x l ,  b l .  
on 1 i s  used t o  rep resen t  t h e  (nxn) i d e n t  t y  m a t r i x .  
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2.3 A1 g o r i  thm D i  r e c t e d  Graph 
An a lgor i thm d i r e c t e d  graph (ADG) i s  a d i r e c t e d  graph which represents  
The graph prov ides a d e s c r i p t i o n  o f  t h e  a s p e c i f i c  a lgor i thm decomposition. 
operand d a t a  f l o w  and opera t ion  sequence r e q u i r e d  b y  t h e  a lgor i thm 
decomposition. 
each occurence o f  a p r i m i t i v e  operat ion.  The a lgor i thm graph c o n t a i n s  an 
edge ( i , j )  d i r e c t e d  from v e r t e x  i t o  v e r t e x  j i f  t h e  o u t p u t  o f  p r i m i t i v e  
opera t ion  i i s  an i n p u t  operand f o r  p r i m i t i v e  o p e r a t i o n  j. When 
c o n s t r u c t i n g  an a l g o r i t h m  graph, v e r t i c e s  ( p r i m i t i v e  opera t ions)  a r e  
d isp layed as c i r c l e s ,  and edges ( i n p u t - o u t p u t  s igna ls )  a re  d isp layed as 
d i r e c t e d  l i n e  segments connect ing appropr ia te  v e r t i c e s .  
f o r  i n p u t  and ou tpu t  s i g n a l s  a r e  represented as squares. Sources from 
constants  are n o t  u s u a l l y  inc luded i n  t h e  a lgor i thm graph; however, 
t r i a n g l e s  are  used f o r  t h i s  purpose when necessary. 
Ver t i ces  o f  t h e  ADG are i n  a one-to-one correspondence w i t h  
Sources and s i n k s  
To i l l u s t r a t e  t h e  c o n s t r u c t i o n  o f  an a lgor i thm d i r e c t e d  graph, cons ider  
t h e  problem of computing t h e  ou tpu t  o f  a d i s c r e t e  l i n e a r  system g iven a 
sequence o f  i n p u t s  t o  t h e  system. 
p a r t i t i o n e d  s t a t e  equat ion 
Le t  t h e  system be descr ibed b y  t h e  
and 
8 
where x 
t o r ,  p + q = n, and Aij and Bk a re  cons tan t  submatrices. 
ope ra t i ons  a re  de f i ned  as m a t r i x  mu1 t i p 1  i c a t i o n  and v e c t o r  a d d i t i o n ,  and t h e  
n a t u r a l  a l g o r i t h m  decomposi t ion r e s u l t i n g  f rom t h e  s t a t e  equat ion d e s c r i  p- 
t i o n  i s  se lected.  
rithm i s  shown i n  F ig .  2.2. Note t h a t  each edge i s  l a b l e d  w i t h  t h e  c o r r e -  
sponding da ta  and t h e  nodes a re  l a b l e d  t o  i n d i c a t e  t h e  associated computa- 
i s  a p-vector,  x 
1 2 i s  a q-vector,  u i s  an m-vector, y i s  an r -vec-  
The p r i m i t i v e  
The a l g o r i t h m  d i r e c t e d  graph f o r  t h i s  decomposed algo- 
t i  onal ope ra t i on .  
2.4 P e t r i  Nets and Marked Graphs 
P e t r i  n e t s  have been e s t a b l i s h  d a  a app rop r ia te  m de l s  f o r  desc r ib -  
i n g  o r  c o n t r o l l i n g  systems d e f i n e d  b y  some sequence o f  events.  Without 
argument, t h e  a l g o r i t h m  d i r e c t e d  graph s a t i s f i e s  t h i s  general  aspect. Fur- 
t he r ,  s i n c e  computers need t o  communicate and be c o n t r o l l e d  on t h e  occurence 
o f  c e r t a i n  events, t h e  P e t r i  n e t  becomes a s u i t a b l e  t o o l  t o  form t h e  b a s i s  
o f  t h e  ATAMM model. 
lems under c o n s i d e r a t i o n  l ead  t o  a s i m p l i f i e d  P e t r i  n e t  rep resen ta t i on .  
( F o r  a formal d e s c r i p t i o n  o f  P e t r i  n e t  features,  t h e  reader  i s  r e f e r r e d  t o  
Appendix A.) 
C e r t a i n  phys i ca l  c h a r a c t e r i s t i c s  o f  t h e  c l a s s  o f  prob- 
Consider ing t h e  da ta  f l o w  i n  an a l g o r i t h m  d i r e c t e d  graph, t h e  execu t ion  
o f  a p r i m i t i v e  o p e r a t i o n  i s  p recond i t i oned  on t h e  a v a i l a b i l i t y  o f  i n p u t  
s i g n a l s  ( o r  operands). 
" t r a n s i t i o n "  which i s  "enabled" f o r  " f i r i n g "  when i n p u t  ' Ipl  aces" t o  t h e  
t r a n s i t i o n  a re  marked w i t h  " tokens".  Because t h e  s i g n a l  o r  d a t a  a v a i l a b i l -  
i t y  i s  a b i n a r y  c o n d i t i o n ,  i t  i s  app rop r ia te  t h a t  t h e  tokens a re  l i m i t e d  t o  
t h e  s e t  ( 0 , l )  i n  o rde r  t o  associate p laces ( c o n d i t i o n s )  t o  t r a n s a c t i o n s  
(events)  i n  a b i n a r y  way. A P e t r i  n e t  having such r e s t r i c t e d  i n p u t  and 
T h i s  process may be d i r e c t l y  modeled b y  a P e t r i - n e t  
9 
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ou tpu t  f unc t i ons  i s  c a l l e d  an o r d i n a r y  P e t r i  ne t .  
t h e  o r d i n a r y  P e t r i  n e t  f ea tu res .  
model developed here i s  t h e  a v a i l a b i l i t y  o f  a s i g n a l .  
o f  a token i n d i c a t e s  t h e  absence o f  a d a t a  s i g n a l ,  and t h e  presence of  a 
token i n d i c a t e s  t h e  a v a i l a b i l i t y  o f  a d a t a  s i g a l .  P e t r i  n e t s  hav ing such 
r e s t r i c t e d  markings a re  c a l l e d  sa fe  o r  one-bounded P e t r i  nets .  
assunpt ion i s  made t h a t  t h e  a lgo r i t hms  under c o n s i d e r a t i o n  c o n t a i n  no con- 
f l i c t  o r  d e c i s i o n  making such as " i f  then  e l se "  o r  "do wh i l e "  statements, 
t h u s  l i m i t i n g  t h e  P e t r i  n e t  p laces t o  hav ing one i n p u t  t r a n s i t i o n  and one 
o u t p u t  t r a n s i t i o n .  This  c l a s s  o f  r e s t r i c t e d  P e t r i  n e t s  i s  c a l l e d  marked 
graphs. 
F i g u r e  2.3 i l l u s t r a t e s  
The i n t e r p r e t a t i o n  o f  p laces i n  t h e  system 
That i s ,  t h e  absence 
F i n a l l y ,  t h e  
Therefore, t h e  P e t r i  n e t s  used i n  t h i s  r e p o r t  a r e  o r d i n a r y ,  s a f e  
marked graphs. 
The d e c i s i o n  t o  i n i t i a l  y consider  d e c i s i o n - f r e e  a lgo r i t hms  i s  made 
because t h e  r e s u l t i n g  marked graph models are b e t t e r  understood than general  
P e t r i  nets .  Well  known prop r t i e s  o f  marked graphs h o l d  t h e  p o t e n t i a l  f o r  
t h e  development o f  performance bounds f o r  concurrent  processing s t r a t e y i e s .  
An i n t e r e s t i n g  extens ion o f  t h i s  work i s  t o  admit a lgo r i t hms  which i n c l u d e  
cond i ti onal  branching . 
2.5 A lgo r i t hm Marked Graph 
An a l g o r i t h m  marked graph (AMG) i s  a marked graph wh ch  rep resen ts  a 
s p e c i f i c  a l g o r i t h m  decomposit ion and i s  i d e n t i c a l  i n  top0 ogy t o  t h e  
corresponding a l g o r i t h m  d i r e c t e d  graph. 
a p p l i c a t i o n  o f  t h e  P e t r i  n e t  s t r u c t u r e  t o  t h e  developnent o f  t h e  ATAMM 
model. 
t h a t  t h e  edges a r e  marked w i t h  tokens t o  rep resen t  t h e  a v a i l a b i l i t y  o f  data.  
That i s ,  edge ( i , j )  i s  marked w i t h  a token i f  an o u t p u t  f rom p r i m i t i v e  
ope ra to r  i s  i s  a v a i l a b l e  as an i n p u t  t o  p r i m i t i v e  ope ra to r  j .  
The AMG rep resen ts  t h e  f i r s t  
The c o n s t r u c t i o n  r u l e s  and synbols  are t h e  same as t h e  ADG except 
The presence 
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of a token on an edge i s  i n d i c a t e d  b y  a s o l i d  d o t  placed on t h e  edge. 
v e r t i c e s  correspond t o  t r a n s i t i o n s  which may f i r e  a f t e r  be ing enabled b y  t h e  
a v a i l a b i l i t y  o f  a l l  i n p u t  d a t a  tokens. 
The 
The decomposed s t a t e  equa t ion  represented i n  Fig.  2.2 i s  used t o  
i l l u s t r a t e  t h e  AMG. The example AMG i s  shown i n  Fig.  2.4. It should be 
noted t h a t  t h e  i n i t i a l  c o n d i t i o n s  f o r  t h e  r e c u r s i o n  a re  represented b y  
tokens on t h e  l o o p  edges. 
The a l g o r i t h m  marked graph i s  a u s e f u l  t o o l  f o r  r e p r e s e n t i n g  decomposed 
a lgo r i t hms  and f o r  d i s p l a y i n g  d a t a  f l o w  w i t h i n  an a lgor i thm.  
AMG does n o t  d i s p l a y  procedures t h a t  a computing s t r u c t u r e  must man i fes t  i n  
order  t o  perform t h e  computing task.  I n  a d d i t i o n ,  t h e  i ssues  o f  c o n t r o l ,  
t i m e  performance, and resource management a r e  n o t  apparent i n  t h i s  graph. 
However, t h e  
2.6 Comput a t  i on a1 En v i ronmen t 
The computat ional  environment f o r  t h e  ATAMM model i s  assuned t o  be a 
mu1 t i p r o c e s s o r  da ta - f l ow  computer a r c h i t e c t u r e .  
mo t i va ted  b y  t h e  a l g o r i t h m  d i r e c t e d  graph which d e f i n e s  t h e  d a t a  f l o w  
r e q u i r e d  t o  execute the  a lgor i thm.  
The d a t a  f l o w  aspect i s  
The a r c h i t e c t u r e  i s  assmed t o  c o n s i s t  o f  R i d e n t i c a l  processors o r  
f u n c t i o n a l  u n i t s  (FUNS) where R has a va lue  i n  t h e  range o f  two t o  twenty.  
T h i s  upper bound i s  suggested f o r  p r a c t i c a l  reasons due t o  t h e  l a r g e  g ra ined  
aspect of t h e  a lgo r i t hm decomposi t ion and t h e  need t o  m a i n t a i n  communication 
t imes smal l  r e l a t i v e  t o  process t imes.  Therefore, l i t t l e  o r  no c o n t e n t i o n  
f o r  access t o  communication paths occurs between f u n c t i o n a l  u n i t s .  
Each FUN i s  a processor hav ing l o c a l  memory f o r  program storage and 
temporary i n p u t  and o u t p u t  d a t a  con ta ine rs .  
execute any a l g o r i t h m  p r i m i t i v e  ope ra t i on .  
Each FUN has t h e  c a p a b i l i t y  t o  
The FUNS share a common g l o b a l  
13 
* 
> 
L X  0 .- 
lQ 
L 
a 
-U 
aJ 
Y 
L 
la 
ZE 
Q, 
L 
3 
Ol 
14 
memory (GLM) which may be  e i t h e r  c e n t r a l i z e d  o r  d i s t r i b u t e d .  The 
c o o r d i n a t i o n  o f  FUNS i n  r e l a t i o n  t o  d a t a  and c o n t r o l  f l o w  i s  d i r e c t e d  b y  t h e  
graph manager (GRM). The GRM i t s e l f  may be c e n t r a l i z e d  o r  d i s t r i b u t e d .  
Output c rea ted  b y  t h e  complet ion o f  a p r i m i t i v e  o p e r a t i o n  i s  placed 
i n t o  g loba l  memory o n l y  a f t e r  t h e  o u t p u t  d a t a  c o n t a i n e r s  have been emptied. 
That i s ,  ou tpu ts  must be consumed as i n p u t s  t o  successor p r i m i t i v e  
ope ra t i ons  b e f o r e  a l l o w i n g  new d a t a  t o  f i l l  t h e  o u t p u t  l o c a t i o n s .  
Assignment o f  a f u n c t i o n a l  u n i t  t o  a s p e c i f i c  a l g o r i t h m  p r i m i t i v e  
o p e r a t i o n  i s  made b y  t h e  GRM o n l y  when a l l  i n p u t s  r e q u i r e d  b y  t h e  o p e r a t i o n  
are a v a i l a b l e  i n  g l o b a l  memory and a f u n c t i o n a l  u n i t  i s  a v a i l a b l e .  A 
f e a t u r e  t h a t  w i l l  be developed l a t e r  i s  t h a t  assignment o f  f u n c i t o n a l  u n i t s  
t o  p r i m i t i v e  ope ra t i ons  i s  performed c o n t i n u o u s l y  d u r i n g  run - t ime  execut ion 
w i t h  s t a t i c  resource assignment procedures 
u n i t s  
procedures 
u n i t s  
d u r i n g  program comp i la t i on .  
c o n s i s t e n t  w i t h  these assumptions i s  shown i n  F ig .  2.5. 
of an exper imental  p ro to type  a r c h i t e c t u r e  a re  descr ibed i n  Chapter 4. 
One o f  many p o s s i b l e  computer a r c h i t e c t u r e s  
S p e c i f i c  f e a t u r e s  
o f  t h e  a lgor i thm.  T h i s  c o n t r a s t s  
i n  which p r i m i t i v e  ope ra t i ons  are 
d u r i n g  program development, and w 
i n  which p r i m i t i v e  ope ra t i ons  are 
assigned t o  s p e c i f i c  f u n c t i o n a  
t h  dynamic resource assignment 
assigned t o  s p e c i f i c  f u n c i t o n a  
2.6 Node Marked Graph 
A lgo r i t hm requirements and t h e  computing environment may now be  
i n t e g r a t e d  i n t o  a comprehensive P e t r i  n e t  model t o  complete t h e  ATAMM model. 
The model c o n s i s t s  o f  a P e t r i  n e t  marked graph c a l l e d  t h e  computat ional  
marked graph (CMG). 
r e q u i r e d  t o  implement a decomposed a l g o r i t h m  i n  a m u l t i p r o c e s s o r  d a t a  f l o w  
The CMG d i s p l a y s  t h e  d a t a  f l o w  and c o n t r o l  f l o w  
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computer a r c h i t e c t u r e .  Before d e f i n i n g  t h i s  model, i t  i s  h e l p f u l  t o  d e f i n e  
an i n te rmed ia te  graph c a l l e d  t h e  node marked graph ( N M G ) .  
A node marked graph i s  a P e t r i  n e t  r e p r e s e n t a t i o n  o f  t h e  computing behavior  
o f  a p r i m i t i v e  o p e r a t i o n  b y  a f u n c t i o n a l  u n i t .  
read ing  o f  i n p u t  d a t a  f rom g l o b a l  memory, process ing o f  i n p u t  d a t a  t o  
compute an output ,  and w r i t i n g  o f  o u t p u t  d a t a  t o  g l o b a l  memory, a re  
Three p r imary  a c t i v i t i e s ,  
represented as t r a n s i t i o n s  ( v e r t i c e s )  i n  t h e  
paths are represented as p laces (edges), and 
no ta ted  b y  tokens marking approp r ia te  edges. 
process and w r i t e  t r a n s i t i o n s  o f  t h e  NMG are 
ne t ,  w h i l e  t h e  read  t r a n s i i t o n  has one a d d i t  
a d d i t i o n  t o  hav 
f u n c t i o n a l  u n i t  
b e f o r e  t h e  read 
t o  implement t h  
NMG. Data and c o n t r o l  f l o w  
t h e  presence o f  s i g n a l s  i s  
The c o n d i t i o n s  f o r  f i r i n g  t h e  
as d e f i n e d  f o r  a general  P e t r i  
onal c o n d i t i o n  f o r  f i r i n g .  I n  
ng a token present  on each incoming s igna l  edge, a 
must be a v a i l  ab le  f o r  assignment t o  t h e  p r i m i t i v e  o p e r a t i o n  
node can f i r e .  Once assigned, t h e  f u n c t i o n a l  u n i t  i s  used 
read, process, and w r i t e  ope ra t i ons  b e f o r e  being r e t u r n e d  
t o  a queue o f  a v a i l a b l e  F U N S .  
Two d i f f e r e n t  node marked graphs a r e  d e f i n e d  t o  rep resen t  two d i f f e r e n t  
s t r a t e g i e s .  
c o n t r o l  s i g n a l s  i n d i c a t i n g  t h a t  empty d a t a  c o n t a i n e r s  a r e  a v a i l a b l e  t o  
r e c e i v e  new o u t p u t  are i n p u t  edges t o  t h e  w r i t e  t r a n s i t i o n .  
The f i r s t  mode, c a l l e d  t h e  t h r e e  node model, r e q u i r e s  t h a t  
Therefore,  
i n i t i a t i o n  o f  t h e  p r i m i t i v e  o p e r a t i o n  depends o n l y  on a v a i l a b l i t y  o f  i n p u t  
d a t a  and a v a i l a b i l i t y  o f  a f u n c t i o n a l  u n i t .  This s t r a t e g y  a l l ows  a 
p r i m i t i v e  o p e r a t i o n  t o  commence w i t h o u t  f i r s t  hav ing an o u t p u t  c o n t a i n e r  
a v a i l a b l e  i n  g l o b a l  memory. This  model i s  shown i n  F ig .  2.6. The second 
model, c a l l e d  t h e  one node model, r e q u i r e s  c o n t r o l  s i g n a l s  i n d i c a t i n g  t n a t  
empty d a t a  con ta ine rs  are a v a i l a b l e  t o  r e c i e v e  new o u t p u t  as i n p u t  edges t o  
t h e  read  t r a n s i t o n .  Therefore, i n i t i a t i o n  o f  t h e  p r i m i t i v e  o p e r a t i o n  
r e q u i r e s  n o t  o n l y  t h e  a v a i l a b i l i t y  o f  i n p u t  d a t a  and a f u n c t i o n a l  u n i t ,  b u t  
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a lso  t h e  a v a i l a b i l i t y  o f  empty o u t p u t  d a t a  con ta ine rs  i n  g l o b a l  memory. 
This  model i s  shown i n  Fig.  2.7. It i s  noted t h a t  t h e  t h r e e  node model i s  
used i n  f o r  most o f  t h e  examples o f  t h i s  r e p o r t .  However, i t  has been 
t h e  i nhe ren t  p r o p e r t y  o f  
pated t h a t  t h e  one 
a p p l i c a t i o n  o f  t h e  
r e c e n t l y  observed t h a t  t h e  one node model has 
m a i n t a i n i n g  deadlock f r e e  
node NMG w i l l  become prom 
ATAMM model. 
2.7 Computational Marked 
CMG graphs. Thus, 
nen t  i n  f u t u r e  deve 
Graph 
t i s  a n t i c  
opment and 
A computat ional  marked graph (CMG) i s  cons t ruc ted  f rom an a l g o r i t h m  
marked graph accord ing t o  t h e  f o l l o w i n g  r u l e s .  
1. Source and s i n k  nodes i n  t h e  a l g o r i t h m  graph a re  represented b y  
source and s i n k  nodes i n  t h e  CMG. 
Nodes corresponding t o  p r i m i t i v e  ope ra t i ons  i n  t h e  a l g o r i t h m  graph 
a r e  represented b y  NMGs i n  t h e  CMG. 
3. Edges i n  t h e  a l g o r i t h m  graph a re  represented b y  edge p a i r s ,  one 
f o r w a r d  d i r e c t e d  f o r  d a t a  f l o w  and one backward d i r e c t e d  f o r  
c o n t r o l  f low,  i n  t h e  CMG. 
2.  
The p l a y  o f  t h e  CMG proceeds according t o  t h e  f o l l o w i n g  graph r u l e s .  
1) A node i s  enabled when a l l  incoming edges are marked w i t h  a token. 
An enabled node f i r e s  b y  encunber ing one token f rom each incoming 
edge, d e l a y i n g  f o r  some s p e c i f i e d  t r a n s i t i o n  t ime, and then  
d e p o s i t i n g  one token on each outgoing edge. 
A source node and a s i n k  node f i r e  when enabled w i t h o u t  rega rd  f o r  
t h e  a v a i l a b i l i t y  o f  a FUN. 
A p r i m i t i v e  o p e r a t i o n  i s  i n i t i a t e d  when t h e  read node o f  an NMG i s  
enabled and a FUN i s  a v a i l a b l e  f o r  assignment t o  t h e  NMG and t h u s  
f i r e s  t h e  read node. 
2)  
3) 
A FUN remains assigned t o  an NMG u n t i l  
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complet ion o f  t h e  f i r i n g  o f  t h e  w r i t e  node o f  t h e  NMG. 
o f  t h i s  l o g i c a l  assugnment o f  t h e  f u n  i s  managed b y  t h e  GRM. 
Superv is ion 
I n  o rde r  t o  i l l u s t r a t e  t h e  c o n s t r u c t i o n  o f  a computat ional  marked 
graph, t h e  CMG corresponding t o  t h e  a l g o r i t h m  graph o f  F ig .  2.2 i s  shown i n  
F ig .  2.8. The t h r e e  node NMG i s  used i n  t h i s  CMG f o r  convenience o f  
presentat ion.  
c l e a r l y  d i s p l a y s  t h e  d a t a  and c o n t r o l  f low which must occur i n  any hardware 
implementat ion o f  t h e  model process, and because i t  p rov ides  a hardware 
independent c o n t e x t  i n  which t o  eva lua te  process performance. 
Decomes t h e  t h e o r e t i c a l  v e h i c l e  f o r  p resen t ing  t h e  A T M M  model. 
The computat ional  marked graph i s  impor tan t  because i t  
Thus, t h e  CMG 
The ATAMM model c o n s i s t s  o f  a l l  t h e  model ing steps which l e a d  t o  t h e  
i n t e g r a t i o n  o f  t h e  a l g o r i t h m  d a t a  f l o w  w i t h  t h e  d a t a  f l o w  a r c h i t e c t u r e .  
p i c t o r i a l  d e s c r i p t i o n  o f  t h e  ATAMM model i s  shown i n  F ig .  2.9. 
A 
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CHAPTER 3 
3.0 GRAPH MODEL OPERATING CHARACTERISTICS 
3.1 I n t r o d u c t i o n  
An impor tan t  component o f  t h e  ATAMM model, as p r e v i o u s l y  descr ibed, i s  
t h e  CMG a l g o r i t t d a r c h i t e c t u r e  behav io ra l  model. T h i s  model i s  impor tan t  
because i t  prov ides a hardware independent c o n t e x t  i n  which t o  i n v e s t i g a t e  
t h e  r e l a t i v e  m e r i t s  o f  d i f f e r e n t  a l g o r i t h m  decomposit ions and d i f f e r e n t  
implementat ion s t r a t e g i e s .  I n  t h i s  chapter,  p r o p e r t i e s  o f  t h e  CMG P e t r i  n e t  
model a re  s tud ied  a n a l y t i c a l l y  t o  determine graph o p e r a t i n g  c h a r a c t e r i s t i c s  
and t o  develop bounds on computat ional  performance. Many o f  t h e  p r o p e r t i e s  
presented here r e s u l t  f rom r e s t r i c t i n g  t h e  a lgo r i t hms  under c o n s i d e r a t i o n  t o  
be d e c i s i o n - f r e e  so t h a t  t h e  graph models a re  marked graphs. 
ex tens ion  o f  t h i s  work i s  t o  conduct a s i m i l a r  s tudy  a d m i t t i n g  a lgo r i t hms  
c o n t a i n i n g  d e c i s i o n  p o i n t s  (b ranch ing ) .  
An impor tan t  
I n  Sec t i on  3.2, a s t a t e  v a r i a b l e  d e s c r i p t i o n  i s  developed f o r  t h e  com- 
p u t a t i o n a l  marked graph (CMG). This  f o r m u l a t i o n  expresses t h e  n e x t  graph 
mark ing as a f u n c t i o n  o f  t h e  present  marking and a v e c t o r  which i n d i c a t e s  
which t r a n s i t i o n  i s  t o  be f i r e d .  Graph opera t i ng  c h a r a c t e r i s t i c s  a re  de- 
veloped a n a l y t i c a l l y  i n  Sec t i on  3.3. Pmong t h e  p r o p e r t i e s  considered a re  
r e a c h a b i l i t y ,  1 iveness and safeness. Then, i n  Sec t i on  3.4, performance 
bounds a re  i nves t i ga ted .  
es tab l i shed .  
Upper and lower bounds f o r  computat ional  t i m e  a re  
3.2 S t a t e  Equat ion D e s c r i p t i o n  
I n  t h i s  sect ion,  a s t a t e  equat ion fo rmu la t i on  f o r  computing t h e  mark ing 
v e c t o r  o f  a marked graph i s  presented. 
t o  general  P e t r i  nets .  
T h i s  development i s  e a s i l y  extended 
Let  G be a marked graph c o n s i s t i n g  o f  m p laces and n 
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t r a n s i t i o n s .  
f i r i n g  o f  some sequence of  k t r a n s i t i o n s .  
necessary f o r  t h e  s t a t e  equa t ion  fo rmu la t i on .  
Complete i nc idence  M a t r i x .  The complete i nc idence  m a t r i x  f o r  a marked graph 
G i s  t h e  (nxm) m a t r i x  A = [a .  .] hav ing rows corresponding t o  t r a n s i t i o n s  and 
1 J  
c o l  umns corresponding t o  p l  aces , and where 
The m-vector Mk i s  t h e  marking v e c t o r  f o r  G r e s u l t i n g  f rom t h e  
The f o l l o w i n g  t w o  d e f i n i t i o n s  a r e  
+ l ( - 1 )  i f  p l a c e  j i s  i n c i d e n t  a t  t r a n s i t i o n  i and 
d i r e c t e d  o u t  o f  ( i n t o )  t h e  t r a n s i t i o n  I 
Elementary F i r i n g  Vector.  An elementary f i r i n g  v e c t o r  Uk i s  an n -vec to r  
having a l l  zero e n t r i e s  except f o r  t h e  i t h  component which i s  1 deno t ing  
t h a t  t r a n s i t i o n  i i s  t h e  k t h  t r a n s i t i o n  t o  f i r e  i n  some t r a n s i t i o n  f i r i n g  
sequence. 
To ga in  i n s i g h t  t o  t h e  s t a t e  equat ion fo rmu la t i on ,  i t  i s  h e l p f u l  t o  
consider  t h e  f i r i n g  o f  t r a n s i t i o n  k. 
t r a n s i t i o n  k. 
i f o r  which aki = -1. 
each p l a c e  i f o r  which a 
which a 
d e s c r i p t i o n  f o r  t h e  marking v e c t o r  o f  a marked graph. 
I f  aki = -1, p lace  i i s  an i n p u t  t o  
Therefore, t r a n s i t i o n  k i s  enabled i f  M( i )  = 1 f o r  each p lace  
When t r a n s i t i o n  k f i r e s ,  one token i s  removed f rom 
= -1, and one token i s  added t o  each p l a c e  j f o r  k i  
= +l. These observa t i ons  l e a d  t o  t h e  f o l l o w i n g  s t a t e  equa t ion  
k j  
S t a t e  Equat ion Desc r ip t i on .  
and elementary f i r i n g  v e c t o r  u 
For a marked graph G w i t h  p resen t  marking Mk,l 
t h e  n e x t  mark ing v e c t o r  i s  g i v e n  by  
k ’  
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where T denotes transpose. 
The s t a t e  equat ion f o r m u l a t i o n  can be used t o  express t h e  graph marking 
r e s u l t i n g  from t h e  appl i c a t i o n  o f  sequences o f  e lementary f i r i n g  v e c t o r s .  
T h i s  i s  done i n  t h e  n e x t  t w o  d e f i n i t i o n s .  
F i r i n g  Count Vector.  L e t  (u1,u2,. . . .,ud) be a sequence o f  e lementary f i r i n g  
v e c t o r s  t a k i n g  a marked graph G f rom an i n i t i a l  marking M t o  a d e s t i n a t i o n  
marking M f o r  t h i s  elementary f i r i n g  v e c t o r  d' d 
sequence i s  d e f i n e d  by 
0 
The f i r i n g  count  v e c t o r  x 
x = E u k  , k=1,2.. .d d 
S t a t e  T r a n s i t i o n s .  
(ul ,u2,. . . ,ud) t a k i n g  marked graph G f rom marking Mo t o  Md. 
Then 
Consider a sequence o f  e lementary f i r i n g  v e c t o r s  
T 
T 
M1 = Mo + A u1 
M2 = M1 + A u2  
. 
and repeated s u b s t i t u t i o n  y i e l d s  t h e  s t a t e  t r a n s i t i o n  equa t ion  
where Xd i s  t h e  f i r i n g  count v e c t o r .  
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T h i s  s t a t e  equat ion d e s c r i p t i o n  f o r  t h e  marking v e c t o r  o f  a marked 
graph i s  used i n  t h e  nex t  s e c t i o n  t o  i n v e s t i g a t e  p r o p e r t i e s  o f  t h e  computa- 
t i o n a l  marked graph. 
3.3 Marked Graph P r o p e r t i e s  
Several graph t h e o r e t i c  p r o p e r t i e s  o f  t h e  computat ional  marked graph 
a r e  developed i n  t h i s  sec t i on .  The p r o p e r t i e s  i n v e s t i g a t e d  i n c l u d e  
r e a c h a b i l i t y ,  1 iveness, and safeness. This  area o f  i n v e s t i g a t i o n  should be  
viewed as a p r e l i m i n a r y  s tudy  only;  a d d i t i o n a l  p r o p e r t i e s  a r e  l i k e l y  t o  be 
developed as more exper ience i s  gained w i t h  t h e  computat ional  marked graph 
model. It w i l l  a l so  be impor tan t  t o  at tempt t o  extend these o r  s i m i l a r  
p r o p e r t i e s  t o  t h e  more general  P e t r i  n e t  model o f  concurrent  processes. 
The f i r s t  graph p r o p e r t y  t o  be considered i s  r e a c h a b i l i t y .  We beg in  
w i t h  a d e f i n i t i o n  o f  t h i s  p roper t y .  
R e a c h a b i l i t y .  
sequence o f  e lementary f i r i n g  v e c t o r s  t h a t  t ransforms Mo t o  Md. 
s t a t i n g  c o n d i t i o n s  f o r  r e a c h a b i l i t y ,  i t  i s  necessary t o  d e f i n e  a new m a t r i x  
q u a n t i t y  c a l l e d  a fundamental c i r c u i t  m a t r i x .  For  s i m p l i c i t y ,  i t  i s  assumed 
t h a t  G i s  connected. 
i n  G. 
Fundamental C i r c u i t s .  L e t  T b e  a t r e e  o f  G. 
fundamental ( o r  f )  c i r c u i t s ,  each u n i q u e l y  formed b y  appending one c o t r e e  
edge t o  t h e  t ree ,  a r e  c a l l e d  t h e  fundamental c i r c u i t s  o f  G f o r  t r e e  T. 
Fundamental C i r c u i t  Ma t r i x .  The fundamental c i r c u i t  m a t r i x  o f  a graph G 
f o r  t r e e  T i s  t h e  ( m n + l )  x ( m )  m a t r i x  Bf= [ b .  . ]  having rows corresponding 
t o  places, and where 
A marking Md i s  reachable f rom a marking Mo i f  t h e r e  e x i s t s  a 
Before 
That i s ,  a pa th  e x i s t s  between every p a i r  o f  v e r t i c e s  
Then t h e  s e t  o f  ( m n + l )  
1 J  
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+l(-l) i f  p l a c e  j i s  conta ined i n  f - c i r c u i t  
i and t h e  edge and t h e  edge and c i r c u i t  
/ 
b i j  = 
d i r e c t i o n s  agree (d i sag ree )  
i f  p l a c e  j i n  n o t  conta ined i n  f - c i r c u i t  i. 
The f o l l o w i n g  p r o p e r t y  g i v e s  necessary and s u f f i c i e n t  c o n d i t i o n s  f o r  a mark- 
i n g  Md t o  be reachable from an i n i t i a l  marking Mo. 
P roper t y  1 ( R e a c h a b i l i t y ) .  I n  a computat ional  marked graph G, a marking 1v1 
i s  reachable from an i n i t i a l  marking M i f  and o n l y  i f  B Iv1 = B M where B 
i s  a fundanental  c i r c u i t  m a t r i x  f o r  G. 
d 
f 0 f d  f o  
Proof  o f  Necessi ty.  
t r a n s i t i o n  equat ion,  t h e r e  e x i s t s  a f i r i n g  count v e c t o r  x 
m a t r i x  A, such t h a t  
Suppose Md i s  reachable f rom Mo. Then f rom t h e  s t a t e  
and inc idence  d 
T Md- Mo = AM = A xd. 
It i s  known f rom l i n e a r  a lgebra t h a t  t h i s  equat ion has a s o l u t i o n  f o r  x i f  
and o n l y  i f  A i s  or thogonal  t o  every s o l u t i o n  o f  t h e  transposed homogenous 
equa t ion  A = 0 (y i s  m x l  v e c t o r ) .  By t h e  o r t h o g o n a l i t y  of A and Bf, i t  i s  
apparent t h a t  a l l  p o s s i b l e  s o l u t i o n s  f o r  y a r e  conta ined i n  t h e  space span- 
ned by  t h e  colunns o f  Bf . 
d 
M 
Y 
T 
Thus B?Md = 0 and t h e  p r o p e r t y  f o l l o w s .  
Proof O f  Su f f i c i ency .  Suppose BfMd = BfMo. Then BfAM = 0 and i t  f o l l o w s  b y  
t h e  above argument t h a t  t h e r e  e x i s t s  a v e c t o r  xd s a t i s f y i n g  t h e  equa t ion  
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I t  i s  known that  x 
contains no token free directed circui ts  [4 ] .  
free directed c i rcu i t s ,  xd i s  executable so that  rld i s  reachable from M . 
This completes the proof. 
i s  an executable f i r i n g  count vector i f  and only i f  G d 
Since a CMG contains no token 
0 
The second graph property t o  be considered i s  1 iveness. A1 so presented 
is  a discussion of another closely related property called consistency. 
Liveness. 
reachable from Mo, i t  i s  possible t o  f i r e  any transit ion of G by progressing 
t h r o u g h  some f i r ing sequence. 
A marked graph  G i s  l ive  f o r  marking Mo i f ,  for  a l l  markings 
The following property gives necessary and sufficient conditions for a g r a p h  
t o  be live. 
Property 2 (Liveness). A marked g r a p h  G i s  1 ive 
i f  G has no token free directed c i rcu i t s  in mark 
A proof of t h i s  property i s  given in [4]  and i s  
for  marking M i f  and only  
ng M .  
o t  repeated here. Since by 
the construction rules of the CMG there are no token-free directed circui ts ,  
i t  follows t h a t  the CMG i s  l ive.  
A very important property which i s  closely related t o  liveness i s  
a property called consistency. 
Consistency. 
and a f i r i n g  sequence E from Mo back t o  Mo such that  every transition occurs 
a t  least  once i n  E. 
I t  i s  shown t h a t  the CMG i s  consistent. 
A marked graph G i s  consistent i f  there exists a marking Mo 
Property 3 (Consistency). 
transit ion of G occurs i n  E an equal nunber of times. 
A connected CMG i s  consistent. In a d d i t i o n ,  each 
Proof. The incidence matrix for  a marked g r a p h  G i s  an ( n  x m) matrix A. 
If G i s  connected, then i t  i s  shown [9] that  the rank  of A i s  n-1,  and thus 
T T the null space of A has dimension one. I t  i s  observed t h a t  each row of A 
has dimension one. I t  i s  observed t h a t  each row of A has one ( l ) ,  one (-1) T 
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and a l l  remain ing terms o f  (0)s;  and, i n  terms o f  t h e  c o l m n s ,  C o f  AT  
j '  
" C C j  = 0 j=1,2 ,... n 
I t  i s  r e a d i l y  shown t h a t  t h e  homogeneous equat ions 
C k . C  = 0 j = 1,2 ,..., n 
J J  
has o n l y  one non zero s o l u t i o n  f o r  t h e  k . ' s .  
where K i s  an a r b i t r a r y  constant .  
equa t ion  
That i s ,  k =k = * * = k  = l * K ,  J 1 2  n 
The homogenous s o l u t i o n  f o r  t h e  s t a t e  
where A M  i s  zero, d i r e c t l y  f o l l o w s .  That i s ,  t h e  f i r i n g  vec to r ,  xd, has 
elements a l l  equal t o  an a r b i t r a r y  constant ,  K, o r  xd = [K,K, .... K ]  . 
Because x i s  a f i r i n g  vector ,  K i s  r e s t r i c t e d  t o  non nega t i ve  i n tege rs .  By 
f u r t h e r  r e s t r i c t i n g  K t o  be  non zero and e l i m i n a t i n g  t h e  n u l l  f i r i n g  vector ,  
t hen  A x = 0 i m p l i e s  t h a t  t h e r e  e x i s t s  a non t r i v i a l  f i r i n g  sequence such 
t h a t  Md = 
T 
d 
T 
and thus  G i s  c o n s i s t e n t .  Th is  completes t h e  proof. 
MO' 
The cons is tency  p r o p e r t y  i s  impor tan t  because i t  shows t h a t  t h e  CMG 
operates p e r i o d i c a l l y  as l o n g  as i n p u t s  are a v a i l a b l e .  Dur ing each per iod,  
each t r a n s i t i o n  o f  t h e  CMG f i r e s  an equal nunber o f  t imes.  
The t h i r d  and f i n a l  graph p r o p e r t y  considered i n  t h i s  s e c t i o n  i s  
safeness. T h i s  p r o p e r t y  i s  f i r s t  def ined,  and then i t  i s  shown t h a t  t h e  CMG 
i s  safe. 
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Boundedness. 
markings reachable f rom Mo, no p lace conta ins  more than K tokens. 
Safeness. 
M .  
Proper ty  4 (Safeness). 
every p lace o f  G belongs t o  a d i r e c t e d  c i r c u i t  w i t h  token count one. 
A marked graph G i s  K-bounded f o r  marking M i f ,  f o r  a l l  
0 
A marked graph G i s  sa fe  f o r  marking M i f  i t  i s  1-bounded f o r  
0 
0 
A l i v e  marking Mo o f  a marked graph G i s  safe i f  
bij = 
Proof.  L e t  Bd = [b . . ]  be t h e  d i r e c t e d  c i r c u i t  m a t r i x  f o r  G. Then t h e  rows 
1J 
t1 i f  p lace j i s  i n  d i r e c t e d  c i r c u i t  i 
0 i f  p lace  j i s  n o t  i n  d i r e c t e d  c i r c u i t  i 
of G correspond t o  d i r e c t e d  c i r c u i t s  o f  G, t h e  c o  
d i r e c t e d  c i r c u i t s  o f  G, and t h e  e n t r i e s  o f  B a re  f 
Con 
unns correspond t o  
g iven b y  
i d e r  t h e  s t a t e  t r a n s i t i o n  equat ion f o r  G. Since B i s  orthogonal  t d t h e  
inc idence m a t r i x  A, i t  f o l l o w s  t h a t  f o r  any marking M reachable f rom M , d 0 
For any M, t h e  p t h  component o f  v e c t o r  B M i s  equal t o  t h e  number o f  tokens 
conta ined i n  d i r e c t e d  c i r c u i t  p. 
conta ined i n  a d i r e c t e d  c i r c u i t  i s  i n v a r i a n t .  Therefore, i f  every  p l a c e  
belongs t o  a d i r e c t e d  c i r c u i t  w i t h  token count one f o r  marking Mo, i t  
f o l l o w s  t h a t  every p lace belongs t o  a d i r e c t e d  c i r c u i t  w i t h  token count  one 
f o r  a l l  markings reachable from Mo. It f o l l o w s  t h a t  no p lace  o f  G c o n t a i n s  
more than one token. 
d 
It f o l l o w s  t h a t  t h e  n m b e r  o f  tokens 
This  completes t h e  proof.  
I n  sunmary, i t  has been shown t h a t  t h e  computat ional  marked graph i s  
l i v e ,  cons is ten t ,  and safe. I n  add i t ion ,  necessary and s u f f i c i e n t  
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c o n d i t i o n s  f o r  a marking Md t o  be reachable f rom an i n i t i a l  marking Mo has 
been given. 
p e r i o d i c a l l y ,  each t r a n s i t i o n  f i r e s  an equal number o f  t imes  d u r i n g  a 
per iod,  and t h a t  t h e  nunber o f  tokens conta ined i n  any d i r e c t e d  c i r c u i t  i s  
i nvar i an t  under t r a n s i  t i  on f i r i n g s .  
It has a l s o  been e s t a b l i s h e d  t h a t  when a CMG operates 
3.4 A n a l y t i c a l  Bounds on Computational Performance 
I n  t h i s  sect ion,  bounds on t h e  computat ional  performance o f  t h e  
Inc luded  a re  formul a t i o n s  o f  an computat ional  marked graph a r e  developed. 
upper bound on t h e  complet ion t ime  f o r  t h e  performance o f  an a lgor i thm,  and 
a lower  bound f o r  t h e  complet ion t i m e  o f  t h e  performance o f  an a lgor i thm.  
An o b j e c t i v e  o f  f u t u r e  research i s  t o  develop t i g h t e r  bounds on o p e r a t i o n  
performance as a f u n c t i o n  of  t h e  nunber of  f u n c t i o n a l  u n i t s  a v a i l a b l e .  
The t ime  r e q u i r e d  t o  complete a computat ional  t ask  implemented accord- 
i n g  t o  t h e  r u l e s  of t h e  computat ional  marked graph has been shown t o  be a 
f u n c t i o n  o f  t h e  number o f  f u n c t i o n a l  u n i t s  a v a i l a b l e  t o  c a r r y o u t  p r i m i t i v e  
ope ra t i ons ,  t h e  p r i o r i t y  schedule w i t h  which f u n c t i o n a l  u n i t s  a re  assigned 
t o  p r i m i t i v e  operat ions,  and t h e  node marked graph s t r a t e g y  which i s  em- 
ployed. A t  t h i s  t ime, i t  i s  n o t  c l e a r l y  understood how each o f  these oper- 
a t i n g  parameters e f f e c t s  t h e  computat ional  t ime. However, as shown i n  F ig .  
3.1 computat ional  t i m e  i s  maximum when a s i n g l e  f u n c t i o n a l  u n i t  i s  used, and 
a minimun computat ional  t ime  i s  r e a l i z e d  when t h e  number o f  f u n c t i o n a l  u n i t s  
i s  equal t o  t h e  nunber o f  p r i m i t i v e  operat ions,  n. 
bounds, i d e n t i f i e d  as Tmax and Tmin, are presented i n  t h i s  s e c t i o n .  
Fu tu re  research  w i l l  address determin ing N=Nmax which i s  t h e  minimum $ax 
r e q u i r e d  f o r  opt imal  performance. 
P r o p e r t i e s  o f  these 
i s  an upper bound on t h e  t i m e  r e q u i r e d  t o  complete a computat ion Tm ax 
( i n p u t  t o  o u t p u t ) .  Tmdx i s  t h e  ac tua l  computat ional  t i m e  when o n l y  a s i n g l e  
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N = n  
'%ax 
N=l 
RESOURCES 
EXPERIMENTALLY EVALUATED ---m - -1 I 1 I 
I 
I 
I I 
TIME 
Tmin L a x  
F i g u r e  3 . 1  P e r f o r m a n c e  Bounds.  
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f u n c t i o n a l  u n i t  i s  a v a i l a b l e .  The f o l l o w i n g  a re  p r o p e r t i e s  o f  t h e  
opera t i ng  bound. 
i s  an upper bound f o r  a l l  admissable ope ra t i ng  c o n d i t i o n s .  
Task performance i s  always completed w i t h i n  t h i s  t ime. 
Tmax 
i s  independent o f  node marked graph s t ra tegy .  The same 2*  Tmax 
maximun t i m e  i s  r e q u i r e d  i n  t h e  three-node model and t h e  one-node 
model. 
i s  independent o f  p r i o r i t y  schedule used t o  ass ign f u n c t i o n a l  3. L a x  
u n i t s  t o  p r i m i t i v e  ope ra t i ons .  
= C Tk, k=1,2,. . ,n 4. Tmax 
where Tk i s  t h e  d e l a y  t i m e  associated w i t h  t r a n s i t i o n  k .  
T i s  a lower bound on t h e  t i m e  r e q u i r e d  t o  complete a computation. min 
The f o l l o w i n g  a re  p r o p e r t i e s  o f  t h i s  o p e r a t i n g  bound. 
1. Tmin i s  a lower bound f o r  a l l  admissable ope ra t i ng  c o n d i t i o n s .  
Task performance i s  never completed i n  a s h o r t e r  p e r i o d  o f  t ime. 
i s  dependent on node marked graph o p e r a t i n g  s t r a t e g y .  It i s  
2 *  Tmin 
a n t i c i p a t e d  t h a t  Tmin (1-node model).  
r e q u i r e s  f u r t h e r  research  f o r  more s p e c i f i c  assessment. 
Tmin = Max { T(Ci)/Mo(Ci)} 
However, t h i s  p r o p e r t y  
3* 
where T(C.) i s  t h e  sum o f  t r a n s i t i o n s  de lays  i n  d i r e c t e d  c i r c u i t  
Ci, M (C.)  i s  t h e  nunber o f  tokens conta ined i n  d i r e c t e d  c i r c u i t  Ci, and t h e  
maximum i s  taken over a l l  d i r e c t e d  c i r c u i t s .  
1 
0 1  
I n  t h e  n e x t  chapter,  a p ro to type  hardware implementat ion which operates 
accord ing t o  t h e  CMG r u l e s  i s  presented. 
t h e  CMG model, and as an exper imental  t es tbed  t o  i n v e s t i g a t e  computat ional  
performance. 
The p ro to type  i s  used t o  v a l i d a t e  
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CHAPTER FOUR 
4.0 PROTOTYPE ARCHITECTURE 
4.1 I n t r o d u c t i o n  
A d e s c r i p t i o n  of a p r o t o t y p e  system which was used t o  implement t h e  
ATAMM Model i s  discussed i n  t h i s  chapter .  An overv iew o f  t h e  system i s  
presented i n  Sect ion 4.2. A d e s c r i p t i o n  o f  t h e  p r o t o t y p e  graph manager i s  
presented i n  Sec t i on  4.3. Discuss ion o f  t h e  p r o t o t y p e  f u n c t i o n a l  u n i t  and 
g l o b a l  memory are presented i n  Sect ions 4.4 and 4.5, r e s p e c t i v e l y .  
d i scuss ion  o f  t h e  r e 1  a t i o n s h i p  between des ign requi rements and graph 
v a l i d a t i o n  i s  discussed i n  Sec t i on  4.6. 
A 
4.2 P ro to type  Overview 
The p r o t o t y p e  r e a l i z a t i o n  i s  based on computing environment assumptions 
f o r  t h e  ATAMM model as descr ibed i n  Sec t i on  2.6. 
r e i t e r a t e d  below. 
These assunpt ions a r e  
1. The computing s t r u c t u r e  c o n t a i n s  N f u n c t i o n a l  u n i t s  (FUN). FUNs 
a re  processors w i t h  l o c a l  memory f o r  program storage and temporary 
i n p u t  and ou tpu t  d a t a  con ta ine rs .  The s to red  programs i n c l u d e  a l l  
p r i m i t i v e s  t o  be executed. 
The comput ng s t r u c t u r e  c o n t a i n s  a g l o b a l  d a t a  memory access ib le  t o  
a l l  FUNs. 
chosen t o  be c e n t r a l i z e d  f o r  implementat ion convenience. 
d a t a  f o r  each p r i m i t i v e  o p e r a t i o n  are found i n  f i x e d  d a t a  
con ta ine rs  i n  t h e  g l o b a l  d a t a  memory. 
2. 
Although t h e  GLM cou ld  b e  d i s t r i b u t e d ,  t h e  GLM was 
The i n p u t  
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3. A p r i m i t i v e  o p e r a t i o n  i s  assigned f o r  execu t ion  on a f u n c t i o n a l  
u n i t  o n l y  when a l l  i n p u t s  r e q u i r e d  b y  t h e  o p e r a t i o n  a re  a v a i l a b l e  
i n  d a t a  memory, and a FUN i s  a v a i l a b l e  t o  c a r r y  o u t  t h e  p r i m i t i v e  
ope ra t  ion.  
Output c rea ted  by  t h e  complet ion o f  a p r i m i t i v e  o p e r a t i o n  may be 
placed i n t o  g l o b a l  memory o n l y  a f t e r  t h e  o u t p u t  d a t a  c o n t a i n e r s  
have been emptied. 
successor p r i m i t i v e  ope ra t i ons  b e f o r e  a l l o w i n g  new d a t a  t o  f i l l  t h e  
o u t p u t  1 ocat ions.  
4. 
That i s ,  ou tpu ts  must be  consumed as i n p u t s  t o  
A p r o t o t y p e  a r c h i t e c t u r e ,  based upon t h e  above requirements,  has been. 
implemented t o  p rov ide  hardware v a l i d a t  on o f  t h e  ATAMM model r u l e s .  
NMG t h a t  i s  used i s  t h e  t h r e e  node mode . 
i s  o n l y  one o f  severa l  candidates which cou ld  have been used t o  per form t h e  
concur ren t  ope ra t i ons .  The r e s u l t i n g  s t r u c t u r e  i s  a d a t a - f l o w  a r c h i t e c t u r e  
which i s  a n a t u r a l  consequence o f  meet ing t h e  requi rements o f  t h e  ATAMM 
model. 
The 
The p r o t o t y p e  i s  n o t  unique and 
The hardware c o n f i g u r a t i o n  o f  t h e  p r o t o t y p e  i s  shown i n  Fig.  4.1. A 
p r imary  m o t i v a t i o n  f o r  t h e  p a r t i c u l a r  des ign was t h e  a v a i l a b i l i t y  o f  hard- 
ware. The hardware used t o  implement t h e  system c o n s i s t s  o f  S-100 c ra tes ,  
each hav ing an I n t e l  8088 CPU card, m u l t i p l e  s e r i a l  1/0 channels and 32K 
memory. 
graph d e s c r i p t i o n s  t o  t h e  system. 
been developed w i t h  t h r e e  FUNS employing s e r i a l  communications i n  l i e u  o f  
bus- 1 eve1 commun i c a t i  ons. 
An I B M  PC/XT i s  used t o  hos t  t h e  system and t o  download a l g o r i t h m  
A working p r o t o t y p e  o f  t h e  system has 
4.3 P ro to type  Graph Manager 
The purpose o f  t h e  graph manager (GRM) i s  t o  f a c i l i t a t e  t h e  assignment 
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F i g u r e  4 . 1  Experirnenxal Procype S l o c k  DiaSram. 
F U N # 2  F U N # 3  
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of  FUNs t o  t h e  va r ious  a l g o r i t h m  graph node opera t i ons  i n  r e l a t i o n  t o  t h e  
advancement o f  tokens and t r a n s i t i o n  f i r i n g  i n  t h e  CMG f o r  t h e  p a r t i c u l a r  
a l g o r i t h m  be ing  executed. 
t a i n e d  b y  t h e  GRM. 
i n f o r m a t i o n  which i s  communicated t o  and/or f rom t h e  a c t i v e  FUNs i n  t h e i r  
r e s p e c t i v e  stages o f  computing a c t i v i t y .  
GRM when enabl ing i n fo rma t ion  has been determined. 
t h e  FUN which w i l l  execute t h e  p a r t i c u l a r  process. 
manages t h e  a b s t r a c t  p r o p e r t i e s  o f  t h e  graph through placement o f  tokens, 
b u t  does n o t  handle data, per se. The GRM o n l y  respond t o  t h e  d a t a  f l o w  
c o n d i t i o n s  i n  t h e  CMG and f a c i l i t a t e s  t h e  f i r i n g  o f  enabled t r a n s i t i o n s .  
The NMG c h a r a c t e r i s t i c s  f o r  each node a re  main- 
The updat ing o f  token placement i s  f a c i l i t a t e d  b y  s t a t u s  
Node f i r i n g s  are actuated b y  t h e  
Also, t h e  GRM assigns 
It i s  noted t n a t  t h e  GRivl 
A s i m p l i f i e d  l o g i c a l  f l o w  diagram f o r  t h e  p ro to type  GRM o p e r a t i n g  
system i s  shown i n  Fig.  4.2. Each node NMG a t t r i b u t e  i s  scanned i n  a 
predetermined o rde r  which e s t a b l i s h e s  a p r i o r i t y  o rde r  among t h e  nodes. 
example, cons ide r  t h e  f o l l o w i n g  pa th  i n  t h e  c o n t r o l  f l o w :  
For 
I f  a node i s  n o t  busy, B, t h e  i n p u t s  tokens a re  checked f o r  enab lmen t ,  
If a FUN i s  a v a i l a b l e ,  F, a FUN i s  assigned t o  t h e  p a r t i c u l a r  node I E .  
computation, and t h e  node p o i n t e r  i s  r e s e t .  
The c o n t r o l  f l o w  i s  i n t e r r u p t e d  when new s t a t u s  c o n d i t i o n s  a re  be ing  
r e p o r t e d  b y  t h e  va r ious  FUNS. These s t a t u s  c o n d i t i o n s  a re  then recorded i n  
t h e  va r ious  node NMG a t t r i b u t e s  and c o n t r o l  f l o w  i s  resuned on t h e  updated 
c ond i ti ons . 
4.4 P ro to type  Func t iona l  U n i t  
Each FUN must p rov ide  f o r  communication hand l i ng  as w e l l  as execu t ion  
o f  t h e  p r i m i t i v e .  The FUN must communicate s t a t u s  c o n d i t i o n s  t o  t h e  GRM 
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1. Reset node list pointer B - node busy 
2. Scan node busy condition F - FUN available 
3. Check enabled inputs IE - inputs enabled 
4. Check available FUN'S OE - outputs enabled 
5. Assign FUN to node PD - process done 
6. Check output empty 
7. Send output labels 
8. Increment node list pointer 
F i g u r e  4 .2  S i m p l i f i e d  Graph Manager c o n t r o l  s t a t e s .  
3s 
i n  o rde r  t h a t  t h e  GRM may t r a c k  CMG token f l ow .  
w i t h  t h e  GLM t o  f a c i l i t a t e  t h e  approp r ia te  access o f  d a t a  con ta ine rs .  
GRM i d e n t i f i e s  an i d l e  FUN t o  which i s  passed l a b e l s  i n d i c a t i n g  p r i m i t i v e  
execut ion and d a t a  con ta ine rs  o f  i n p u t  operands. 
w i t h  t h e  GRM p rov ides  o u t p u t  d a t a  con ta ine rs  l a b e l s  (when t h e y  become 
a v a i l a b l e )  and complet ion o f  t h e  process ing events. Thus t h e  opera t i ng  
system of t h e  FUN must manage graph a t t r i b u t e  d e t a i l s  w i t h  t h e  GRM and 
ac tua l  d a t a  management w i t h  t h e  GLM. 
The FUN must communicate 
The 
Subsequent communication 
A c o n t r o l  f l o w  diagram o f  t h e  p r o t o t y p e  FUN o p e r a t i n g  system i s  shown 
i n  F ig .  4.3. The c o n t r o l  s t a t e  o f  t h e  FUN o p e r a t i n g  system i s  denoted b y  
" Z " .  
Task (Z=3), Wait f o r  Empty Output Container, (Z=4), and Output Data ( Z = 5 ) .  
The f i v e  c o n t r o l  s t a t e s  a re  Wait (Z=1), Fetch Data (Z=2), Complete 
4.5 P ro to type  Global  Memory 
The GLM opera t i ng  system responds t o  d i r e c t i v e s  b y  t h e  FUN t o  e i t h e r  
f e t c h  o r  w r i t e  operands t o  t h e  va r ious  d a t a  c o n t a i n e r  l a b e l s  i n  t h e  g l o b a l  
memory. 
F i g u r e  4.4. 
A s i m p l i f i e d  opera t i ng  system f o r  t h e  p ro to type  GLM i s  shown i n  
The opera t i ng  system p o l l s  each FUN s e r i a l  communication p o r t  
t o  determine t h e  request  f o r  t r a n s f e r  o f  data.  
t h e  t y p e  ( i n p u t  o r  ou tpu t )  and l a b e l  i s  t r a n s f e r .  Then t h e  approp r ia te  d a t a  
i s  t r a n s f e r r e d .  
I f  a t r a n s f e r  i s  requested, 
4.6 Synthes is  Considerat ions 
The syn thes i s  procedure f o r  a p a r t i c u l a r  r e a l i z a t i o n  o f  t h e  ATAMM based 
a r c h i t e c t u r e  must preserve t h e  graph model requirements.  Care must be exer- 
c i s e d  n o t  t o  change t h e  behavior  o f  t h e  ATAMM c h a r a c t e r i s t i c s  as represented 
b y  t h e  NMG model. Thus communication/data exchange events b u i l t  i n t o  t h e  
a r c h i t e c t u r e  must be modeled i n  accordance w i t h  graph expansion r u l e s  f o r  
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F i g u r e  4 . 4  Global  Memory C o n t r o l  Diagram. 
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marked graphs [6], [7]. Al lowab 
p a r a l l e l  edges, s e r i e s  edges and 
l e v e l  syn thes i s  expansion o f  t h e  
e a d d i t i o n s  t o  t h e  NMG i n c l u d e  a d d i t i o n s  o f  
nodes, and Y-A t r ans fo rma t ions .  The f i r s t  
read node o f  an NMG i s  conducted t o  exem- 
p l i f y  t h e  syn thes i s  and model ing v e r i f i c a t i o n .  
r e q u i r e s  t h a t  d a t a  be  brought f rom t h e  GLM t o  t h e  assigned FUN. Th i s  t rans -  
a c t i o n  r e q u i r e s  t h e  d a t a  c o n t a i n e r  1 abel s ( l o c a t i o n s )  and task  assignment t o  
be  sent  from t h e  GRM t o  t h e  FUN. The FUN i n  t u r n  requests  t h e  d a t a  from t h e  
g i ven  l o c a t i o n s  i n  t h e  GLM. 
must i n d i c a t e  t o  t h e  GRM t h a t  t h e  d a t a  c o n t a i n e r  has been emptied so t h a t  
t h e  approp r ia te  tokens can be placed i n  t h e  graph d e s c r i p t i o n .  
graph expansion o f  t h e  read node i s  shown i n  F ig .  4.5. 
The read node o f  t h e  NMG 
When da ta  has been placed i n  t h e  FUN, t h e  FUN 
The marked 
The above syn thes i s  process leads t o  t h e  communication d ia logue  se- 
quence shown i n  Fig.  4.6. The expanded t h r e e  node NMG w i t h  t h e  communica- 
t i o d d a t a  t r a n s a c t i o n s  and r e l a t e d  handshaking i s  shown i n  F ig .  4.7. 
should be noted t h a t  t h e  topo logy  o f  t h e  graph r e f l e c t s  t h e  p h y s i c a l  l a y e r s  
i n  t h e  a r c h i t e c t u r e  where t h e  GRM a c t i v i t i e s  occur on t h e  t o p  l a y e r ,  t h e  FUN 
I t  
t i e s  occur on t h e  
ng form l i n k s  t o  t h e  
a c t i v i t i e s  occur on t h e  m idd le  l aye r ,  and t h e  GLM a c t i v  
bottom l a y e r .  The communication and r e q u i s i t e  handshak 
va r ious  l aye rs ,  as should be expected. 
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CHAPTER FIVE 
5.0 EXPERIMENTAL EVALUATION 
5.1 I n t r o d u c t i o n  
Chapter f i v e  presents  a p r e l  i m i n a r y  e v a l u a t i o n  o f  t h e  p r o t o t y p e  imp1 e- 
men ta t i on  descr ibed i n  Chapter Four. 
development o f  a d i a g n o s t i c  procedure which i n t e r a c t s  w i t h  t h e  GRM. 
d i a g n o s t i c s  a re  discussed i n  Sec t i on  5.2. 
t o  i l l u s t r a t e  b o t h  t h e  behavior  o f  t h e  system and d i a g n o s t i c  a t t r i b u t e s .  
The e v a l u a t i o n  i s  supported b y  t h e  
The 
An a l g o r i t h m  example i s  executed 
5.2 System D iagnos t i cs  
The e v a l u a t i o n  o f  t h e  p r o t o t y p e  i s  impor tant  i n  o rde r  t o  determine i f  
t h e  system i s  behaving i n  accordance w i t h  t h e  ATAMM model. 
d i f f i c u l t  due t o  t h e  concurrent  process ing and communication events t a k i n g  
p lace.  
p r o p e r t i e s  o f  t h e  Graph Manager i n  t h a t  a l l  system events a re  known as a 
t r a n s l a t i o n  o f  t h e  CMG token  placement and node f i r i n g s .  
Ana lys i s  i s  
An approp r ia te  d i a g n o s t i c  o r  a n a l y s i s  t o o l  should make use o f  t h e  
The Graph Manager has an i n t e r n a l  r e a l  t i m e  c l o c k  which may be used t o  
t i m e  mark each event.  l h e  events  t o  be  recorded inc lude :  
1. t h e  assignment o f  a FUN t o  a p a r t i c u l a r  node, 
2. t h e  a c q u i s i t i o n  of  i n p u t  d a t a  b y  t h e  node be ing  processed, 
3. t h e  complet ion o f  t h e  node processing, 
4. t h e  f u l l  o r  empty c o n d i t i o n  o f  t h e  d a t a  c o n t a i n e r  l a b e l s ,  
5. t h e  w r i t i n g  o f  t h e  o u t p u t  data, 
The format  o f  each o f  t h e  e n t r i e s  o f  t h e  r e p o r t  c o n t a i n s  t h e  n e x t  
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i tems o f  i n fo rma t ion :  
1. Time a t  which t h e  event t ook  p lace.  
2. Node a t  which t h e  event took p lace.  
3. Type o f  event (any  o f  t h e  above). 
By r e c o r d i n g  t h e  event t i m e  o f  every event o f  a p a r t i c u l a r  graph execu- 
t i o n ,  t h e  system can be analyzed. The a n a l y s i s  y i e l d s  i n f o r m a t i o n  on how 
t h e  va r ious  FUNs d i s p a t c h  t h e i r  r e s p e c t i v e  assignments, how t h e y  a re  con- 
t r o l l e d  by  t h e  d a t a  f l o w  i n  t h e  system, and how t h e y  compete f o r  memory 
access. I n  terms o f  performance, i n f o r m a t i o n  can be de r i ved  t o  evaluate 
d a t a  t h r u p u t  parameters. 
i n f o r m a t i o n  t o  a more readable form i s  be ing  developed. 
c a1 1 ed ANALYZER. 
For such an analys is ,  a program t o  t r a n s l a t e  t h i s  
This  sof tware i s  
I n  o r d e r  t o  demonstrate t h e  general  f e a t u r e s  o f  t h e  ANALYZER program, 
an example was r u n  i n  t h e  p ro to type  system. 
s t a t e  equa t ion  a l g o r i t h m  t h a t  was p r e v i o u s l y  descr ibed i n  Sect ion 2.3. 
Recal l  t h a t  t h i s  p a r t i c u l a r  graph has eleven nodes, one i n p u t  t o  t h e  
a l g o r i t h m  and one o u t p u t  f rom t h e  a lgor i thm.  
w i t n  a sequence o f  t e n  i npu ts .  
Th is  example i s  t h e  p a r t i t i o n e d  
The a l g o r i t h m  i s  presented 
Several f i g u r e s  a re  presented t o  i l l u s t r a t e  t h e  behav io r  o f  t h e  algo- 
F i g u r e  5.1 i s  a d i s p l a y  of r i t h m  and t h e  d i a g n o s t i c  products  o f  ANALYZER. 
t h e  a c t i v i t y  o f  t h e  a l g o r i t h m  graph nodes 1 t o  7. 
axes ( t i m e )  are a l i gned  i n  o rde r  t o  show t h e  concur ren t  behavior  o f  t h e  
v a r i o u s  nodes. The lowest  graph i s  a d i s p l a y  o f  Node #l. 
cates  when t h a t  node becomes a c t i v e  and t h e  d u r a t i o n  o f  t h a t  s t a t e .  For 
t h i s  example, t h r e e  FUNs a re  a v a i l a b l e  t o  t h e  system. Whenever a box i s  
f i l l e d  w i t h  h o r i z o n t a l  l i n e s  i t  i n d i c a t e s  t h a t  t h e  Funct ional  U n i t  #1 i s s  
connected t o  t h a t  p a r t i c u l a r  t ask  o r  node. V e r t i c a l  l i n e s  i n d i c a t e  
I n  these p l o t s ,  t h e  x- 
The d i s p l a y  i n d i -  
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Funct ional  U n i t  #2, l i n e s  r u n n i n g  f rom u p - l e f t  t o  down-r ight  i n d i c a t e  Func- 
t i o n a l  U n i t  #3, and so on. The d i s p l a y  can be changed i n  o rde r  t o  show t h e  
amount o f  t i m e  r e q u i r e d  t o  execute t h e  i n d i v i d u a l  sub-processes ( i  .e. 
i n p u t  read t ime, process t ime, w a i t i n g  f o r  d a t a  o u t p u t  c l e a r  and d a t a  o u t p u t  
w r i t e  t ime) f o r  eve ry  node. T h i s  p r e s e n t a t i o n  fo rma t  i s  shown i n  F ig .  5.2. 
Hor i zon ta l  1 i nes  i n d i c a t e  i n p u t  read t ime, v e r t i c a l  1 i n e s  i n d i c a t e  process 
t ime, l i n e s  runn ing  froin u p - l e f t  t o  down-r ight  i n d i c a t e  w a i t i n g  f o r  d a t a  
ou tpu ts  t o  c l e a r ,  and l i n e s  runn ing  f rom down- le f t  t o  u p - r i g h t  i nd ' i ca te  d a t a  
o u t p u t  w r i t e  t ime. 
t h e  d a t a  presented b y  these  d i s p l a y s  i s  t h e  c a p a b i l i t y  t o  "zoom i n "  t o  a 
marked sec t i on .  The r e g i o n  enclosed by  t h e  t w o  c u r s o r s  i n  F ig .  5.2 i s  en- 
l a r g e d  i n  Fig.  5.3. Any o t h e r  r e g i o n  can be d e f i n e d  i n  Fig.  5.3 and be 
enlarged again and so on. 
processes marking a re  more ev ident .  
a c t i v i t y  h i s t o r y  o f  each i n d i v i d u a l  FUN. 
f o r  t h e  a l g o r i t h m  example i s  shown i n  Fig.  5.4. The bottom p l o t  c o r r e -  
sponds t o  Funct ional  U n i t  #l. It i s  a l s o  p o s s i b l e  t o  app ly  t h e  "zoom" fea- 
t u r e  t o  t h i s  screen. 
shown i n  Fig .  5.2. 
da ta  
A f e a t u r e  t h a t  he lps  t h e  user  t o  more c l o s e l y  examine 
In  t h i s  case t h e  d i f f e r e n c e s  between t h e  sub- 
An a d d i t i o n a l  d i s p l a y  p rov ides  a t i m e  
T h i s  ANALYZER FUN a c t i v i t y  d i s p l a y  
The i n t e r p r e t a t i o n  o f  t h e  p a t t e r n s  i s  t h e  sane as 
Of p a r t i c u l a r  importance i s  t h e  q u a n t i f y i n g  o f  t h e  a l g o r i t h m  d a t a  
performance. The ANALYSER program p rov ides  d i s p l a y s  t o  i n d i c a t e  The I n p u t  
t o  Output t i m e  (TBIO), Time between I n p u t s  (TBI) ,  and Time between Outputs 
(TBO). For t h e  a l g o r i t h m  example hav ing a sequence o f  t e n  i npu ts ,  F ig .  5.5 
shows t h e  t a b u l a t e d  va lues and a p i c t o r i a l  d i s p l a y .  The s o l i d  l i n e  rep re -  
sents T B I ,  t h e  dashed 1 i n e  rep resen ts  TBIO,  and t h e  d o t t e d  1 i n e  rep resen ts  
TBO. The graphs a r e  n o t  presented on t h e  same scale,  b u t  a r e  presented t o  
p rov ide  q u a l i t a t i v e  i n f o r m a t i o n  on t h e  t r a n s i e n t  and s teady s t a t e  
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c h a r a c t e r i s t i c s  o f  these performance measures. An a d d i t i o n a l  performance 
s t a t i s t i c  prov ided b y  ANALYZER i s  t h e  mean v a l u e  o f  eve ry  sub-process t i m e  
f o r  a g i v e n  node f o r  t h e  e n t i r e  process. 
co rne r  o f  Figs. 5.1, 5.2, 5.4 and 5.4 c o n t a i n  t h i s  i n f o r m a t i o n  f o r  several  
nodes. 
Fig.  5.6. 
same t i m e  versus t ime. The box i n  t h e  l ower  r i g h t  co rne r  i n d i c a t e s  t h e  
percentage o f  t h e  t o t a l  t ime  i n  t h e  v iewpor t  t h a t  a g i v e n  nunber o f  nodes o r  
FUNS a re  working a t  t h e  same t ime.  Time between any t w o  p o i n t s  along t h e  x- 
a x i s  can be measured us ing a double cu rso r  arrangement. One cu rso r  i s  f i x e d  
and t h e  o t h e r  can be placed a t  any p o i n t  i n  t ime. 
b o t h  i s  c o n t i n u o u s l y  r e p o r t e d  i n  t h e  upper r i g h t  co rne r  o f  t h e  screen as 
shown i n  Fig.  5.2. 
The boxes i n  t h e  lower  r i g h t  
The "concurrency'  o f  a se lec ted  r e g i o n  i n  t i m e  i s  i l l u s t r a t e d  i n  
This p l o t t i n g  shows t h e  nunber o f  nodes t h a t  a re  working a t  t h e  
The d i f f e r e n c e  between 
The SIMULATION progran, as r e p o r t e d  i n  [8], has been m o d i f i e d  i n  o r d e r  
t o  r e p o r t  t h e  same t y p e  o f  i n f o r m a t i o n  as t h e  hardware system. 
fashion, t h e  execu t ion  o f  a s p e c i f i c  graph can b e  compared t o  t h a t  o f  t h e  
s imulated behavior  us ing  t h i s  analyzer  program. 
progran can be  ' tuned '  t o  t h e  hardware f o r  more accuracy. 
program w i l l  r u n  i n  an ZBM PC o r  t r u e  compat ib le  wi th  a t  l e a s t  256k of 
memory, one d i s k  d r i v e  and an Enhanced Graphics Adapeer w i t h  a t  l e a s t  64k o f  
memory and e i t h e r  an Enhanced Color D i s p l a y  o r  Monochrome Display.  
v e r s i o n  used f o r  t h e  f i g u r e s  w i l l  r u n  under these d i s p l a y  r e s t r i c t i o n s  us ing  
an Enhanced Color D isp lay  (640x350 p i x e l s )  o r  Monochrome D i s p l a y  us ing  j u s t  
four  c o l o r s  o r  tones. 
us ing a Color D isp lay  and showing up t o  s i x t e e n  c o l o r s  (640x200 p i x e l s )  o r  
w i t h  an Enhanced Color  D i s p l a y  a1 so w i t h  s i x t e e n  c o l o r s  (640x350 p i x e l s ) .  
I n  t h i s  
This  way t h e  s i m u l a t i o n  
The ANALYZER 
The 
There i s  another v e r s i o n  o f  t h e  program t h a t  w i l l  r u n  
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APPENDIX A 
Petri Net Background 
A useful mathematical tool for modeling systems with interacting 
concurrent components i s  the Petri net. Petri nets were f i r s t  developed b y  
Carl Petri [l] i n  1962, and la ter  were identified as a useful system 
analysis tool i n  the work of Holt and Commoner [2]. A comprehensive 
introductory treatment of Petri nets i s  presented i n  Peterson [3]. 
A Petri net i s  a bipar t i te  directed multigraph G described by a f ive  
tuple, G=(P,T,u,B,Mo). 
Places are used t o  represent the condition or status of a system. 
set  of I T I = n  objects, disjoint  from elements of P ,  called transit ions.  
The set  P i s  a set  of I P I = m  objects called places. 
T i s  a 
Transitions are used t o  represent events or actions i n  a system. The terms 
a : P X T -> N ( se t  of nonnegative integers) i s  called the input function. 
The term u ( p i , t . )  i s  the nunber of arcs directed from place pi  i n t o  
J 
t ransit ion t Arcs directed from a place pi  t o  a transition t indicates 
j. j 
that  the s ta tus  represented by place pi  i s  a precondition for  the event 
represented by transit ion t The expression 8 : P X T -> N i s  called the 
o u t p u t  function. B ( p  , t . )  i s  the nunber o f  arcs directed o u t  of transit ion 
j '  
k J  
k '  t .  t o  place p J 
Certain physical characteristics of the class of problems under 
consideration lead t o  a simplified Petri net representation. 
posed algorithm, the performance of a primitive operation i s  either precon- 
ditioned on the avai labi l i ty  o f  a signal or i t  i s  not .  T h a t  is ,  arcs asso- 
In a decom- 
c ia te  places (conditions) t o  transactions (events) in a b i n a r y  way. There- 
fore, a : P X T -> ( 0 , l )  and B : P X T - > ( O , l ) .  A Petri net h a v i n g  such 
restricted inputs and o u t p u t  functions i s  called an ordinary Petri net. 
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Arcs d i r e c t e d  from a t r a n s i t i o n  t .  t o  a p lace  pk i n d i c a t e s  t h a t  t h e  J 
a c t i o n  represented ~y t r a n s i t i o n  t t o  a p lace pk i n d i c a t e s  t h a t  t h e  a c t i o n  
represented b y  t r a n s i t i o n  t r e s u l t s  i n  t h e  s t a t u s  represented b y  p lace pk.  
A c o n d i t i o n  may e x i s t  and i s  i n d i c a t e d  b y  marking t h e  corresponding p lace 
w i t h  one o r  more tokens. Mo:P ->  N i s  c a l l e d  t h e  i n i t i a l  marking vec tor .  
The components o f  Mo i d e n t i f y  t h e  nunber o f  tokens marking each place. 
The placement o f  tokens i n  a P e t r i  net ,  and t h e  s t a t u s  o f  t h e  corre-  
j 
j 
sponding system, evolve according t o  t h e  f o l l o w i n g  r u l e s .  
i s  enabled i f  a l l  i n p u t  places c o n t a i n  a t  l e a s t  as many tokens as i n p u t  
arcs.  
f i r e s ,  tokens i n  each i n p u t  p lace  p. equal i n  nunber t o  t h e  nunber o f  i n p u t  
J 
arcs  a ( p . , t . )  a re  removed. 
t o  the  nunber o f  ou tpu t  arcs B(pk,ti) a re  deposi ted.  
con t inue as long as a t  l e a s t  one t r a n s i t i o n  i s  enabled. 
enabled t r a n s i t i o n s ,  t h e  execut ion o f  t h e  n e t  h a l t s .  
A t r a n s i t i o n  ti 
That i s ,  M(p) > a(p,t i)  f o r  a l l  p E P. When an enabled t r a n s i t i o n  ti 
Tokens i n  each ou tpu t  p lace  pk equal i n  nunber 
J 1  
T r a n s i t i o n  f i r i n g s  
When t h e r e  are no 
The concept o f  t i m e  i s  n o t  e x p l i c i t l y  inc luded i n  t h e  d e f i n i t i o n  o f  
P e t r i  nets .  However, f o r  performance eva lua t ion  and schedul ing problems, i t  
i s  necessary and usefu l  t o  d e f i n e  t imed delays associated w i t h  t h e  p e r f o r -  
mances o f  events. Such a P e t r i  n e t  i s  c a l l e d  a t imed P e t r i  n e t  and i s  
de f ined b y  t h e  s i x - t u p l e  G = (P,T,a,B, %,A). 
as p r e v i o u s l y  def ined.  The f u n c t i o n  X : T -> R (nonnegat ive r e a l  nunbers) 
i s  c a l l e d  t h e  f i r i n g  t ime f u n c t i o n .  The components o f  X i d e n t i f y  t h e  t i m e  
d e l a y  associated w i t h  each t r a n s i t i o n .  The placement o f  tokens i n  a t imed 
P e t r i  n e t  evolve according t o  t h e  f o l l o w i n g  r u l e s .  Tokens have two s t a t e s  
c a l l e d  reserved and non-reserved. A t r a n s i t i o n  ti i s  enabled i f  a l l  i n p u t  
places c o n t a i n  a t  l e a s t  as many non-reserved tokens as i n p u t  arcs. 
before,  an enabled t r a n s i t i o n  may o r  may n o t  f i r e .  
The f i r s t  f i v e  parameters a re  
As 
When an enabled 
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t r a n s i t i o n  ti f i r e s ,  t h e  f i r i n g  process commences b y  changing t h e  s t a t u s  o f  
tokens i n  each i n p u t  p lace  p 
a ( p  ,t ) ,  f rom non-reserved t o  reserved. 
h ( t i )  t i m e  u n i t s  a f t e r  i n i t i a t i o n  b y  removing a ( p . , t ]  reserved tokens f rom 
each i n p u t  p l a c e  p 
o u t p u t  p lace  pk. 
equal i n  nunber t o  t h e  nunber o f  i n p u t  arcs 
j ’  
F i r i n g  o f  t r a n s i t i o n  ti te rm ina tes  
j i  
J 
and d e p o s i t i n g  B (Pk , t i )  non-reserved tokens a t  each 
j’ 
Two v e r y  impor tan t  subclasses o f  P e t r i  n e t s  a r e  s t a t e  machines and 
marked graphs. 
r e s t r i c t e d  t o  hav ing e x a c t l y  one i n p u t  p lace  and one o u t p u t  p lace.  
graph i s  t h e  dual  of a s t a t e  machine. 
which each p lace  i s  r e s t r i c t e d  t o  hav ing e x a c t l y  one i n p u t  t r a n s i t i o n  and 
one o u t p u t  t r a n s i t i o n .  
p l a c e  w i t h  severa l  ou tpu t  t r a n s i t i o n s ,  b u t  cannot model t h e  c r e a t i o n  and 
d e s t r u c t i o n  o f  tokens r e q u i r e d  t o  model concurrency o r  t h e  w a i t i n g  which 
c h a r a c t e r i z e s  synchronizat ion.  
model c o n f l i c t s  o r  data-dependent dec is ions,  b u t  can model concurrency. 
A s t a t e  machine i s  a P e t r i  n e t  i n  which each t r a n s i t i o n  i s  
A marked 
A marked graph i s  a P e t r i  n e t  i n  
Thus, a s t a t e  machine can rep resen t  c o n f l i c t s  b y  a 
Marked graphs, on t n e  o t h e r  hand, can n o t  
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