Sincerely dedicated to Alan J. Hoffman on the 50th birthday of his example.
A motivating historical misunderstanding
Hoffman's celebrated 50-years-old cycling example is a linear program for which cycling occurs when Dantzig's primal simplex method (cf. [1] ) with certain pivoting rule is used to solve it. There are two adjustable parameters involved, namely an angle θ and a scaling factor ω. From now on, we shall shorten the following trigonometric expressions as 
Note that we have used the following unsymmetric primal-dual pair of linear programs with a non-standard notation (and that we have deliberately exchanged the usual roles of b and c, x and y, n and m, and (P ) and (D), as e.g. in [9, §2] ):
where A ∈ R n×m with m ≥ n and rank(A) = n. We denote with F and G the feasible region of (P ) and (D), respectively. The notation used here is
where a j is the jth column of A. As usual, B is the ordered index set of basic variables and N that of the non-basic ones, and the current iteration is noted by a superindex (k) when it is not clear from context. We assume that the reader is capable of applying to problem (D) the primal simplex algorithm (starting from a vertex y ∈ G such that |B| = n) and we do not repeat it here.
As Alan recently confirmed to us, his original report [6] had not been published is the unique requisite in all its published occurrences. We are interested in particularizing Hoffman's example to the case |ω| = t, because it is the only value of ω ∈ R such that a j 2 is constant for all j ∈ 1: m, an important feature to design a cycling example for certain sparse linear programming algorithm in which we have been involved for several years [5] .
Let us tell how our misunderstanding arose, because it constitutes the main motivation of this work. In Hoffman's example we have to apply the following rules when operating with the primal simplex method:
(1) The entering variable p is the non-basic whose reduced cost is minimum. as tan(θ)/ω or as tan(θ/ω), but Lee's article [7] (that we were not aware of and to which Alan kindly called our attention) confirmed that the former was the right interpretation. Moreover, Alan also wrote us I simply underestimated how big ω had to be. This was called to the attention of Saul Gass when he published the example in his book on linear programming, Saul told me, but I didn't do anything about it.
so our interpretation "for all ω > (1 − c)/(1 − 2c)" was wrong, and the right interpretation must be "for some ω > (1 − c)/(1 − 2c)". This fact, that was also noticed by Saul Gass, lead us to the conclusion that additional conditions have to be imposed for cycling to occur.
The aim of this short note is to answer the following questions (that naturally arise and that have not been addressed before, to the best of our knowledge): in §1, the basis in the kth iteration (k ∈ N) has to be can be done with ω = −t for θ ∈ [3π/2, 2π] in this case, and then we can conclude that |ω| = t entails no cycling for any value of θ.
