The VIIRS Land Surface Temperature (LST) Environmental Data Record (EDR) has reached validated (V1 stage) maturity in December 2014. This study compares VIIRS v1 LST with the ground in situ observations and with heritage LST product from MODIS Aqua and AATSR. Comparisons against U.S. SURFRAD ground observations indicate a similar accuracy among VIIRS, MODIS and AATSR LST, in which VIIRS LST presents an overall accuracy of −0.41 K and precision of 2.35 K. The result over arid regions in Africa suggests that VIIRS and MODIS underestimate the LST about 1.57 K and 2.97 K, respectively. The cross comparison indicates an overall close LST estimation between VIIRS and MODIS. In addition, a statistical method is used to quantify the VIIRS LST retrieval uncertainty taking into account the uncertainty from the surface type input. Some issues have been found as follows: (1) Cloud contamination, particularly the cloud detection error over a snow/ice surface, shows significant impacts on LST validation; (2) Performance of the VIIRS LST algorithm is strongly dependent on a correct classification of the surface type; (3) The VIIRS LST quality can be degraded when significant brightness temperature
and other specialists are prepared and able to utilize data through the JPSS program. The VIIRS LST product completed the validated V1 stage maturity review in December 2014. The V1 stage is a critical milestone in the JPSS EDRs production; it is defined as "using a limited set of samples, the algorithm output is shown to meet the threshold performance attributes identified in the JPSS level 1 requirements".
Some researchers have evaluated the VIIRS LST product during its beta maturity stage [7, 21, 22] . In this study, we present evaluations of the VIIRS LST data since its provisional stage from April 2014 when a newly calibrated algorithm coefficients set was implemented. The evaluations are based on comparisons of the VIIRS LST data with the ground station observations and with the heritage LST products from MODIS Aqua collection 5 and AATSR. Furthermore, a method is presented to quantify the uncertainty of LST derived from the surface type dependent algorithm. In addition, a proxy method, consisting of the use of the VIIRS LST algorithm to MODIS observations, is adopted for the interpretation of the cross comparison between the VIIRS and MODIS LSTs. The outline of the paper is as follows. Section 2 gives a detailed description of the data sets including the satellite data and ground in situ data as well as the data quality control procedures. Section 3 provides a description of the methodology used in this study. The validation results are presented in Section 4. The limitation of the VIIRS LST algorithm and the uncertainty caused by the surface type input are analyzed and discussed in Section 5. Finally, the concluding remarks are provided in Section 6.
Data
Multiple data sets were used in this study: VIIRS LST data, which are to be assessed; ground observations from the SURFace RADiation budget observing network (SURFRAD) and from the validation station "Gobabeb" (Namibia) operated by Karlsruhe Institute of Technology (KIT) are used as reference data for temperature based (T-based) validation; MODIS LST and AATSR LST are reference data used in cross validation. In addition, the radiative transfer simulation database is used for the theoretical analysis of the LST uncertainty caused by the surface type input.
VIIRS LST EDR
Two algorithms coexist in the VIIRS LST software package: SW and dual split window algorithms (DSW). The VIIRS EDR has been operationally generated using SW algorithm since 11 August 2012. The VIIRS moderate resolution channels M15 and M16 centered at 10.76 µm and 12.01 µm, respectively, are utilized in the LST algorithm. 
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Where aj(i) are algorithm coefficients derived from regression analyses; index i denotes 17 land surface types defined by the International Geosphere-Biosphere Programme (IGBP); T15 and T16 are corresponding brightness temperatures of M15 and M16 bands; θ is satellite viewing zenith angle. Physically, brightness temperature T15 in the SW algorithm is utilized as primary estimate of the land surface temperature; the brightness temperature difference (T15 − T16), with its first order and second order, are applied for atmospheric corrections; and the satellite viewing zenith angle is applied further for atmospheric path correction. Algorithm coefficients {aj} are clarified by daytime and nighttime atmospheric conditions. VIIRS LST data is archived and distributed by NOAA Comprehensive Large Array-data Stewardship System (CLASS) [23] . Although VIIRS cryoradiator opened doors on 19 January 2012, 1 February 2012 is chosen as the start date in this study considering the signal at very early stage might be unstable. For T-based validation, VIIRS LST data is from the CLASS subset data provided by NASA's Land Product Evaluation and Analysis Tool Element (LPEATE); for cross-comparison, the granule data is from CLASS. All VIIRS LST is reprocessed by using the up to date LUT. The local calculation has been verified with operational product and the difference is found within the floating calculation error.
Reference Data

MODIS LST Product
The time for VIIRS overpass equator is at local time 1:30 am/pm which is same as MODIS Aqua so the MODIS Aqua LST product MYD11_L2 (collection 5), equivalent to VIIRS LST EDR, is selected as a reference to evaluate the performance of the VIIRS LST. The generalized split window algorithm [11] is used to derive LST value from brightness temperature measurements in MODIS band 31 and band 32, centered at 11.02 µm and 12.03 µm, respectively. 
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Where Ai (I = 0-6) are algorithm coefficients depending on viewing zenith angle, surface air temperature and water vapor content. ε and Δε are the mean and difference of the surface emissivity in band 31 and band 32. The coefficients are derived from regression analysis for a LST value ranging from Tair −16 K to Tair +16 K for C5 LST product [24] .
AATSR LST Product
The basic form of the Advanced Along Track Scanning Radiometer (AATSR) LST algorithm expresses the LST as a linear combination of the two brightness temperatures T11 and T12. The weak non-linearity by permitting the temperature difference to vary with a power n is introduced into the algorithm [25] .
Where n = 1/cos(θ/m), θ is satellite zenith angle and m is a variable parameter controlling the dependence on view angle. af,i,pw = d(sec(θ) − 1)pw + fav,i + (1 − f)as,i, f is vegetation fraction and pw is total precipitable water bf,i = fbv,i
These coefficients are determined by regression over simulation dataset for 14 land cover classes (I = 1-14). The parameters d and m are empirically determined using the radiative transfer simulations for regions where validation data are available [25] . m = 5 and d = 0.4 are used in [26] for LST derivation. The available AATSR LST data covers the time period from 2002 to 2012. Therefore the data from 1 February 2012 to 8 April 2012 are used in this study.
SURFRAD Ground Observations
The SURFRAD stations provide high quality in situ measurements of surface upwelling and downwelling long wave radiations along with other meteorological parameters [27] [28] [29] . The pyranometer is usually mounted on a 10 meter high tower in each SURFRAD site, facing downward to measure the surface upwelling radiation. The spatial representativeness is about 70 m × 70 m [21] . Observations from SURFRAD stations have been widely used for evaluating satellite-based estimates of surface radiation, for validating hydrology, weather prediction, climate models and satellite LST products from ASTER, GOES and MODIS [1, 15, [30] [31] [32] [33] . In this study, SURFRAD observations from February 2012 to April 2015 over 7 sites as shown in Table 1 are used for validation of the VIIRS LST retrieval. The in situ surface skin temperature, Ts, is estimated using the following equation
where  R and  R are upwelling and downwelling long wave fluxes respectively, ε is the surface broadband emissivity, and σ is Stefan-Boltzmann constant i.e., 5.67051 × 10 −8 W· m −2 · K −4 . ε is estimated from a spectral to broadband relationship [34] as shown in Equation (5). 29 31 32 0.2122 0.3859 0.4029
where, ε31 and ε32 are narrowband emissivity of the MODIS bands 29, 31, and 32 centered at 8.52 µm, 11.03 µm and 12.02 µm. Instead of using the fixed emissivity value for each site, the monthly emissivity from the Global Infrared Land Surface Emissivity database [35] is used for broadband emissivity calculation to better characterize the emissivity change over sites. The accuracy of the LST estimated by Equation (4) depends on the accuracy of the upwelling and downwelling radiation and the broadband emissivity. The accuracy of the pyrgeometer is claimed to be about 9 W· m −2 [27] . The broadband emissivity matches well the ground measurements, with a standard deviation of 0.0085 and a bias of 0.0015 [33] .
Ground Observation at Gobabeb, Namibia
KIt isIt is LST validation station at Gobabeb (latitude 23.55°S, longitude 15.05°E, 406 m a.s.l.) is located in the hyper-arid climate of the Namibia Desert on large (several thousand km 2 ) and highly homogeneous gravel plains ( Figure 1 ). The gravel plain consists mainly of gravel and sand (about 75%) and spatially well distributed desiccated grass (about 25%), but there are also some smaller wadis and rock outcrops. This site is well characterized and is dedicated to LST validation [18, 36, 37] .
(a) (b) Figure 1 . (a) is Geographic landscape in Gobabeb station in Namibia and (b) is the instrumentation for LST measurement: two radiometers measure the surface-leaving radiance (9.6-11.5 μm) from the gravel plain, which is highly homogenous over at least 2500 km 2 . A third radiometer measures sky radiance.
The station instruments are mounted at several heights of 30 m high wind profiling tower. The main instrument for the in situ determination of LST at KIt isIt is validation stations is the precision radiometer "KT15.85 IIP" produced by Heitronics GmbH, Wiesbaden, Germany. KT15.85 IIP radiometers measure thermal infra-red radiance between 9.6 μm and 11.5 μm, have a temperature resolution of 0.03 K and an accuracy of ±0.3 K over the relevant temperature range [36] . The KT15.85 IIP has a drift of less than 0.01% per month: the high stability is achieved by linking the radiance measurements via beam-chopping (a differential method) to internal reference temperature measurements and was confirmed by a long-term parallel run with the self-calibrating radiometer "RotRad" from CSIRO, which is continuously stabilized with 2 blackbodies [38] . Due to the KT-15 IIP's narrow spectral response function and the small distance between the radiometers and the surface, atmospheric attenuation of the surface-leaving TIR radiation is negligible. However, the measurements of the surface-observing KT-15 IIPs contain radiance emitted by the surface (i.e., the target signal) as well as reflected downward IR radiance from the atmosphere, which needs to be corrected for [36] . Therefore, at each station an additional KT-15.85 IIP measures downward longwave IR radiance from the atmosphere at 53° VZA: measurements under that specific zenith angle are directly related to downward hemispherical radiance [39] so that no ancillary data for deriving ground truth LST are needed.
Brightness temperatures from the surface pointing radiometers are converted to radiances; these are corrected for reflected downwelling radiance using Satellite Application Facility on Land Surface Analysis [36] emissivity and measured downwelling radiance. LST is obtained from these corrected surface leaving radiances. Ground data, corresponding to observations taken every minute throughout the whole year of 2012, are used for VIIRS LST validation.
Quality Control Procedures
Quality control of the both ground data and satellite data is critical to reliable results. The following procedures are performed in this study.
(1) Ground data quality control Two procedures are used for ground data quality control: the first takes into account the quality flag (QF) included in the data, e.g., in SURFRAD data set, a QF of zero indicates that the corresponding data point is good, having passed all QC checks; the other is the temporal variation test by checking the Standard Deviation (STD) of ground observations in 30 min temporal interval centered at the observation time. In our practice, it is observed that LST can be varied significantly in 30 min time scale. We therefore have tested using different threshold values to filter out noise data and found that 1.5 STD is a reasonable threshold to remove noisy data and to still keeping reasonable time-varying LST data.
(2) Satellite data quality control
The main purpose for satellite data quality control is to reduce the impact from the cloud contamination and suboptimal atmospheric conditions. Therefore, the QF for cloud condition in LST product is used to constrain the cloud to be confidently clear. In addition, the spatial variation test, i.e., the STD of the 3 by 3 pixel brightness temperature of the channel at 11 µm centered at the matchup pixel, is applied as an additional cloud filter [15] . The STD should be small over thermal homogeneous surfaces unless there is cirrus or cloud cover. The spatial variation test is widely used in LST validation studies. For example, Li et al. [30] used the neighboring 5 × 5 box for MODIS LST validation using 10 year SURFRAD data. In this study, the threshold is set as 1.5 K, although it may be slightly higher (e.g., 1.75 K) for sites like Boulder [33] . We intend to include all angle measurements in the validation so the LST data quality flag is not applied as it includes the viewing zenith angle restriction.
(3) Match up process
For T-based validation, the spatially closest pixel to the site is used for the matchup and temporally the ground site observations match with the granule start time. Because the subset VIIRS LST data provided by LPEATE is aggregated to ~5 min, which is same to MODIS v5 LST data, the temporal difference between satellite observations and ground measurements is up to 5 min. Different from MODIS and VIIRS, the overpass time of AATSR LST is calculated at pixel level so that the AATSR LST data is concurrent to the ground measurements. To evaluate the relative agreement between VIIRS and MODIS LST products, Simultaneous Nadir Overpasses (SNOs) tool [40] is used to search for the "just-miss" scenes for both satellite. The SNO tool provides the service for three regions: polar area (north and south), low latitude area and continental US area. The SNO criteria are set as 10 min temporal difference and 250 km nadir distance. More than 100 SNOs are chosen in the cross comparison of VIIRS and MODIS Aqua granules acquired from 2012 to early 2014.
LST Assessment Methodology
There are many challenges in evaluation of the satellite LST products. Among these, one should bear in mind that: in situ LST measurements are usually performed within a very small area that may not represent well the measurement from satellite sensor, that is of the much larger pixel footprint; temporal variability of LST, particularly during the daytime, requires a stable in situ measurement and tolerance of very short time difference to the satellite observation; high quality in situ measurements are extremely limited, reducing the statistical significance of the results, and limiting the seasonal and global representativeness.
Three approaches are widely used for LST products validation: T-based method, radiance based (R-based) method and the cross-satellite comparison method. Obtaining reference (or "truth") LST value is the key. In the T-based and the cross-satellite approach, the reference LST is the ground measurement and the cross-satellite measurement, respectively. While in the R-base method, numerical radiative transfer model is applied to calculate the reference LST using the satellite sensed top of atmosphere brightness temperatures. This method, however, requires accurate atmospheric profile and surface emissivity information which are hard to obtain. In this study, we used the T-based method and cross-satellite comparison methods to assess the VIIRS LST quality.
T-Based Validation Method
The T-based method is a direct comparison analysis of ground measurements of LST and the corresponding satellite estimates. It is based on the assumption that the ground LST measurements would represent fairly well the satellite LSTs. Obviously, such assumption may be problematic in some ground sites where thermal homogeneity is a serious issue. Some field campaigns have been conducted to validate LST products over surfaces such as lake, grassland and rice fields [24, 26, [41] [42] [43] [44] [45] . However, the in situ data collected from field campaigns are very limited and costly. Researchers studied various methodologies to characterize/calibrate traditional ground station data for the T-based LST validation [46] [47] [48] . In this study, we use ground observations of surface leaving longwave radiation to estimate in situ LST such as from the SURFRAD [1, 31, 33, 49] . The T-based method is limited by the spatial variability of LSTs, especially during the daytime [50] .
Cross Satellite Comparison Method
The cross comparison with heritage satellite LST product is widely used for satellite LST evaluation [29, 51, 52] . However, this is not an absolute validation unless one of the satellite products has been independently validated [21] . As the VIIRS is expected to replace MODIS in the future, the cross comparison to the MODIS LST will provide the evaluation of the VIIRS LST retrieval performance with respect to characterization of the differences, i.e., spatial pattern, systematic error budget, which may reflect the algorithm difference, limitations and error sources. Since the launch of MODIS Terra in December 1999, the MODIS LST data has been widely used and evaluated by many individual and institutional investigators [40, 43, 53] .
LST product from AATSR is also used in this study. For the nadir view of AATSR, the instantaneous field of view (IFOV) is 1 km × 1 km at the center of swath, which is also the case for MODIS observations close to nadir. One of the special features of the AATSR instrument is its use of a conical scan to give a dual-view of the Earth's surface. AATSR LST product has also been available over a decade and many studies have been conducted to assess and validate this product [9, 26, 54] . The validation result indicates that AATSR LST data has a fairly good accuracy, e.g., an average error of −0.9 K with a STD of 0.9 K was reported by Coll et al. [26] using ground measurements from experimental site in an area of rice crops.
VIIRS LST Uncertainty to Input Imprecision
The need for a correct characterization of the uncertainty associated with satellite retrievals is becoming increasingly recognized. The VIIRS LST algorithm (see Section 2.1 for further details) uses as explicit inputs the TOA brightness temperatures (split-window channels M15 and M16) and the pixel view zenith angle. Other variables, such as the pixel land cover classification and solar zenith angle are implicit inputs, since they are used to select the correct set of coefficients to be used in the retrieval (see Equation (1)). The surface type misclassification implies the use of inaccurate emissivity for the split window bands, which are built up according to emissivity and land cover type data to represent different IGBP surfaces in the regression process therefore affecting the algorithm coefficients retrieval. The overall typing accuracy for the 17 land cover types is expected to be 70 percent at moderate spatial resolution [55] , which means that about 30% of pixels might be misclassified as other surface types. Several studies have pointed surface emissivity as one of the most relevant sources of LST, and here we will consider in particular the expected uncertainty in VIIRS LST, which can be attributed to land cover/emissivity misclassification, as summarized by Equations (6) and (7). 
Where pij is the probability of (mis-)classification of surface type i (I = 1, 2…17) to be j (j = 1, 2…17). (Table 2 ) based on statistical analysis of a whole year of surface type input is used in the theoretical analysis. Figure 2 shows overall comparisons of the VIIRS LSTs (a) and the MODIS LSTs (b) against the SURFRAD LSTs. The number of VIIRS matchups is twice that of MODIS matchups: On the one hand, this is due to a better coverage of VIIRS compared to MODIS; on the other hand, it is a result of different cloud flag definition. In the MODIS LST product, the cloud free pixels affected by nearby clouds are excluded, which is not the case for the VIIRS LST product. It presents that accuracy and precision of the VIIRS LSTs are −0.41 K and 2.35 K, respectively, which is better than that of the MODIS LSTs (i.e., −1.36 K and 2.50 K, respectively). Note that a better accuracy/precision of the VIIRS LSTs are at nighttime (−0.24 K/1.97 K) compared to that at daytime (−0.71 K/2.86 K). The better nighttime performance is expected because the thermal heterogeneity is usually higher during daytime and the atmospheric water vapor is less and the land surface behaves almost homogeneously at night [7] . This result is consistent with the results of other studies [21, 33, 47, 56] .
Results
Comparison with SURFRAD Data
Note also that overall the VIIRS LSTs are 0.95 K warmer than the MODIS LSTs. A similar comparison of the VIIRS LSTs and the AATSR LSTs against the SURFRAD LSTs is shown in Figure 3 . In which, bias and of the VIIRS LSTs are −0.78 K and 2.34 K, respectively, which is comparable to that of the AATSR LSTs (i.e., −0.20 K and 2.42 K, respectively). Note that VIIRS LST is on average 0.5 K colder than AATSR LST.
Note that circled matchups of the VIIRS LSTs in Figures 2 and 3 are significantly lower than the ground measurements. These are suspicious cloud contaminated data since temperature of the cloud top is mostly lower than the land surface during the time. Although the VIIRS QF from the cloud mask product and additional cloud filtering have been utilized, it appears insufficient for the validation purpose. It is found that all matchups in the circle are with snow/ice cover, which suggests a degradation of the cloud detection over bright surfaces. Four types of misclassification have been found for snow/ice identification with the cloud mask including the multi-layered cloud misclassified as snow [57] . Cloud leakage has been reported by EDR groups and snow/ice/cloud differentiation has been listed as the major issue for further improvement [58, 59] . Besides, the snow/ice EDR only provides temporal snow for daytime, which leads to the incorrect surface type used in the VIIRS LST retrieval at night. Therefore, the VIIRS nighttime LST is likely degraded by misuse of the surface cover information. In order to solve this problem, the nighttime snow/ice detection was introduced to the operational product on 22 May 2014. However, it cannot help the analysis of past data prior to that date. Difference between the VIIRS LSTs and SURFRAD LSTs also demonstrates a strong seasonal variation. As shown in Table 3 , the best agreement occurs in fall with a bias of −0.23 K and STD as of 1.82 K and the worst agreement in spring with a bias of −0.57 K and STD as of 2.56 K; the seasonal pattern is more significant at daytime than at nighttime. The seasonal variation is also reported in MODIS LST validation [30] . Two most relevant error sources in LST retrieval are atmospheric water vapor absorption and the surface emissivity uncertainty. Significant decrease of the atmospheric transmittance at 11 and 12 µm with increase of the water vapor introduces significant error in the split window algorithm when the surface temperature is high [60] , which is the fundamental reason of the worsen performance in spring and summer compared to that in fall and winter. Besides, the large discrepancies in spring are also attributed to the cloud contamination over snow/ice surface (those matchups in the red circle of Figure 2 happened in spring) and considerably warm LST retrievals about 6-10 K greater than ground observations over Bondville station in late spring to early summer. As shown in blue circle of Figure 2 , the feature is found in both VIIRS LST and MODIS LST validation results against SURFRAD observations. In their MODIS LST validation study, Li et al. [30] compared 10 years 16-day average NDVI and daily emissivity datasets from the MODIS observations and found that this feature might be caused by anomalous NDVI-emissivity relationship, i.e., emissivity does not change accordingly with the NDVI change during the time period. Guillevic et al. [21] mentioned that validation results obtained for stations surrounded by croplands present strong seasonal dependency: station observations may be closer/deviate more from the temperature of surrounding fields, according to crop maturity. As such, VIIRS LST tends to be much lower than that of Bondville station when plants in surrounding fields (corn and soybeans) are well developed in summer and significantly higher after the harvest. In our dataset, however, we mainly observed higher LST at early growth stage from May to June but not after the harvest; and this feature is not obvious from other sites with cropland cover such as over the SXF site. Therefore, other impacts should be investigated. Some matchups with higher LST estimation are listed in Table 4 . It mainly happens at local time 1-3 p.m. When crops are short, they will have little shade on ground. From the angles shown in columns of STZ (Satellite Zenith Angle), STAZ (Satellite Azimuth Angle), SOZ (Solar Zenith Angle) and SOAZ (Solar Azimuth Angle), the sun illuminates crops with a certain angle from 17 deg to 36 deg centering at about 20 deg, and the satellite views the soil surface and vegetation stem rather than the canopy.
Radiometer of the station, however, is always looking down at nadir measuring the surface upwelling radiance from the vegetation canopy. Such observation difference might be another reason leading to lower ground observations than satellite LST estimation. To characterize the spatial representativeness of the ground site LST, ASTER LST product is used by aggregating 90 m ASTER pixels to form 1 km pixels centered at each station [7, 21] . In this study, google earth image is used for visual check of the surface heterogeneity. The SURFRAD sites DRA and FPK appear more homogeneous than other sites. The quality of validation results over relatively heterogeneous sites depend on the satellite footprint, geolocation accuracy, surface type accuracy as well as the emissivity settings of ground LST calculation. The discrepancies between VIIRS LST and ground measurements are analyzed over each site and associated surface types (Table 5 ). All sites except DRA and GWN present seasonal snow cover. The validation results are strongly impacted by cloud contamination in FPK and SXF sites for snow cover. The analysis result suggests land cover discrepancies between sites and satellite footprints. For example, FPK site and surroundings are located within grassland areas; however 90 out of 637 matchup pixels are classified as crop/vegetation mosaic, which results in a relatively large error. Similarly PSU site is with cropland cover on site; however, 17 matchups pixels are classified as deciduous broadleaf forests, which also causes a significant error. For the DRA site, although there were 149 matchups misclassified as barren surface, a good agreement between the satellite observations and ground measurements is obtained. This is possibly because that the emissivity setting for barren surface (emissivity pair of 0.965 and 0.97 for VIIRS band 15 and 16, respectively) is close to the bushy surface of the site. Furthermore, there would also be considerable bush shading at the site so that no obvious underestimation observed. It is also noted that the remaining 97 matchups are classified as closed shrubland at DRA site. According to the IGBP surface type definitions, shrub canopy cover is greater than 60% and 10%-60% for closed shrubland type and open shrubland type, respectively. Therefore surface type over the DRA site might change depending on the green and dry season.
Comparison with Data from Gobabeb, Namibia
The same QC control procedure as for the SURFRAD sites is implemented and the validation results are shown in Figure 4 . Gobabeb in situ LST are also used to validate MODIS Aqua LST (collection 5), which are used as a reference. The results show that the VIIRS and MODIS algorithms underestimate in situ LST with a bias of 1.57 K and 2.97 K, respectively, whereas they achieve similar precisions of 2.06 K for VIIRS and 1.92 K for MODIS. As shown in Figure 1 , the location used for the comparison is about 13 km east of the validation station, where the gravel plain is highly homogeneous over large areas [37] . Using additional in situ measurements across the gravel plains, Göttsche et al. [36] demonstrated that the surface conditions at Gobabeb station are highly representative of the gravel plains and that there is an excellent match between the operational SEVIRI LST retrieved by EUMETSAT's Land Surface Analysis-Satellite Application Facility (LSA-SAF) and Gobabeb station LST [18] , with typical monthly biases of less than 1.0 K and rms errors of about 1.0 K to 1.5 K.
Wan [54] clearly described the underestimation of MODIS v5 LST over bare soil sites. Three possible sources are considered for the large LST error: (1) The original split window algorithm does not well cover the wide range of LSTs; (2) the large errors in surface emissivity values in bands 31 and 32 estimated from land-cover types; (3) effect of dust aerosols that has not been considered in the R-based validation. Emissivity adjustment model for bare soil pixel as well as a new set of split window algorithm coefficients is incorporated into the day/night algorithm, resulting C6 level 2 LST products. Above reasons (1) and (2) are also applicable for the large error in VIIRS LST. Reason 3 is not investigated in this study.
Besides, the misclassification of surface type over Gobabeb site is observed, with 4 matchup pixels being classified as evergreen broadleaf forest. These lead to large LST errors and were therefore removed from the validation results. Again this demonstrates the impact of surface type misclassification on LST estimates. It is necessary to understand the LST uncertainty associated with the surface type input. Section 5 presents this analysis in detail.
Cross Comparison with MODIS Aqua LST
The cross comparison of the VIIRS and MODIS LST product is conducted at granule level using the SNO service. As described in the quality control section, the temporal difference is restricted to 10 min. Over 100 scenes are chosen covering each month of one year in continental US, low latitude and polar area representing low, middle to high latitudes climate. The overall comparison results as shown in Figure 5 , indicate that MODIS LST and VIIRS LST produce a consistent measurement with a bias of 0.77 K and STD of 1.97 K (VIIRS minus MODIS).
Considering that the cloud residue and surface cover difference within two satellite footprints have strong impact on the cross comparison, the spatial variation test is applied to both MODIS and VIIRS LSTs, which results in the exclusion of two third of match-up pixels as shown in Figure 5b . The viewing angle difference screening is further applied based on Figure 5b . Therefore Figure 5c , representing the cross comparison results with cloud and VZA screening, shows a bias of 0.7 K and STD of 1.13 K. In order to check if the discrepancy is due to the LST retrieval algorithm, a proxy like method is used for VIIRS LST calculation, i.e., using MODIS sensor data records (BT and geometry information) as input for VIIRS LST retrieval. This way the impact of difference in the sensor data records can be excluded. The result shows a bias of 0. 5K and STD of 0.7 K (Figure 5d ).
We also apply the above proxy like procedure to generate multiple daily global data, which leads to similar results. For example, a bias of 0.13 K and STD of 0.72 K is obtained for the global proxy comparison on 22 April 2014; a bias of 0.5 K and STD of 0.55 K is obtained on 19 December 2014. This exercise demonstrates that the algorithm difference is rather small in terms of uncertainty; more significant uncertainties are due to the sensor characterization, thermal heterogeneity of the land surface, temporal difference, and the angular anisotropy of land surface emissivity and temperature. A positive bias of the order of 0.5 K is found between VIIRS and MODIS LST. The comparison of VIIRS and MODIS LST over surface types is summarized in Table 6 . It is noted that the comparison result does not cover all surface types, e.g., snow/ice in nighttime and closed shrubland in daytime, and the number of match-ups in each surface type varies significantly from 2 to 552,550. The surface types with less than 500 samples are excluded from the following discussion due to lack of statistical representativeness. In the daytime, the LST difference ranges from 0.2 K to 3.3 K for absolute bias and from 0.57 K to 1.49 K for STD; in the nighttime, the LST difference ranges from 0.06 K to 2.11 K for absolute bias and from 0.93 K to 1.53 K for STD. Large discrepancies are found over open shrubland, savannahs and barren soil, for which the difference is up to 3.3 K. The comparison results are restrained by availability of SNOs and accuracy of the VIIRS LST surface type information. Australia, where VIIRS overpasses at UTC 04:17 and MODIS Aqua overpasses at UTC 04:45. Therefore, the temporal separation is about 30 min. The corresponding granules are used as a case study to investigate the problem. Table 6 . Cross comparison of VIIRS LST and MODIS LST over surface type. This result is corresponding to Figure 5c . i.e., the data has been filtered to include only LST with the angle difference within 10 degrees and possible cloud contamination excluded. The overpass includes areas in low latitude, high latitude and US. The overall granule comparison of VIIRS and MODIS LST (Figure 6a) shows that VIIRS LST is statistically 2 K warmer than MODIS LST and the maximum difference is over 10 K. To examine whether these highest discrepancies are caused by the sensor input, we examine the brightness temperature at 11 µm and the BT difference of the two split windows; the results are displayed in Figure 6b ,c, respectively.
It is found that the VIIRS BT15 is on average 1 K colder than MODIS BT31 (Figure 6b ) but the VIIRS BT difference between two split windows is statistically 1 K higher than that in MODIS (Figure 6c ), which is considered as the main cause for the large LST discrepancy as the impact of BT difference on VIIRS LST is not linear but quadratic growth. For verification, we calculate VIIRS LST using the same proxy method in generating Figure 5d and then compare with MODIS LST. The LST discrepancy becomes much smaller as shown in (Figure 6d ) with a bias of 0.01 K. Therefore, it once again suggests that the algorithm difference is not the main cause for the large discrepancies. However, VIIRS LST might overcorrect the atmospheric absorption under very high BT difference condition, which results in the LST degradation for the particular case. 
Impact from the Non-Linear Term
Note that split window algorithm applied for the VIIRS LST retrieval is a heritage of the sea surface temperature (SST) retrieval; it is a linearization approach of the radiative transfer equation. Over water, surface emissivity difference between the two split window channels (centered at about 11 and 12 µm wavelengths, respectively) is ignorable so that brightness temperature (BT) difference between the split window channels represents well the atmospheric absorption. Over land, however, the BT difference includes the emissivity difference as well as the atmospheric absorption. In particularly, the VIIRS LST algorithm applies a linear and a quadratic term (Equation (1)), (T11 − T12) and (T11 − T12) 2 , for correcting atmospheric absorption. Emissivity difference between the two channels may introduce significant error. The non-linear SW algorithm is proposed primarily to improve the accuracy of LST retrieval [61] . Many similar forms of nonlinear SW algorithms have been developed in the literature. In our simulation database, the BT difference is within −1 K to 3 K for most cases but the real orbit data may go far beyond this range. Figure 7 shows the daily global BT distribution on 19 December 2014 and 4 July 2014, representing the hemisphere summer and winter. The global BT difference distribution presents an obvious regional feature, high BT difference centers in the low latitude area and low BT difference centers in middle and high latitude area with a seasonal variation. The BT difference distribution also varies under day and night condition, more homogeneous at nighttime compared to those at daytime. It is mostly less than 4 K at nighttime even in low latitude areas but close or even higher than 10 K at daytime particularly over Australia and South Africa. Refining the algorithm by extending the representativeness of the simulation database used for algorithm regression does not provide a promising improvement; it may improve over some areas but likely degrade over some other areas due to large variation at global scale. A specific coefficient set is recommended in this case to counter for the large variation within a surface type.
Uncertainty due to Error of Surface Type
Note also that the VIIRS LST algorithm is surface type dependent and therefore the impact of error in surface type input is a concern. Theoretical analysis of the algorithm uncertainty due to the surface type has been described in Section 3.3. Figure 8 shows that the overall LST uncertainty caused by surface type misclassification is 0.73 K, more specifically, 0.83 K for nighttime and 0.61 K for daytime. The impact varies significantly with different surface types and day/night conditions. The most significant impact is found over closed shrubland in which an LST uncertainty of 1 K is found at daytime and 1.9 K at nighttime. Though the accuracy over snow/ice surface type is as high as 91%, the 9% misclassification causes 1 K LST uncertainty. Therefore, the impact of surface type accuracy on LST uncertainty is closely related to the emission characteristics differences between the correct surface type and misclassified surface types. It is noted that the daytime uncertainty is smaller than nighttime uncertainty from the theoretical analysis. The combination of atmospheric conditions and SW coefficients turn night-time LST estimates more sensitive to errors in surface type classification than daytime retrievals. Figure 8 . LST uncertainty associated with the uncertainty in surface type classification. These values are estimated using the simulation dataset for all surface types and day/night conditions. In addition to the theoretical estimation, a set of global daily VIIRS data on 22 October 2014 for both daytime and nighttime are used as a real data case study. The blue line in Figure 9 represents the surface type accuracy from 0 (zero percent) to 1 (100 percent). The red line represents the LST uncertainty introduced by the surface type misclassification. As expected, the higher the surface type accuracy is, the smaller the uncertainty of the LST retrieval. Impact at daytime is more significant than that at nighttime. The surface type misclassification causes overall LST errors of 1.2 K, with 1.5 K and 0.8 K for daytime and nighttime respectively, which is larger than the theoretical results based on the simulation data. The maximum impact of 3 K is found at daytime over open shrubland and 1.4 K at nighttime over permanent wetland. LST performance is severely affected over closed shrub land, open shrub land, woody savannahs and croplands/Natural vegetation mosaics at daytime. Night-time LST uncertainties are generally smaller than those obtained for daytime, and tend to be higher over permanent wetland, close shrubland, open shrubland and evergreen broadleaf forest. Furthermore, some problems are observed from the surface type accuracy table, for instance closed shrub land, all classified as evergreen needle leaf forests which is quite distinct to shrub land in terms of surface emission characteristics, causing large LST errors in this case.
(a) (b) Figure 9 . Impact of surface type accuracy (blue line, ranging from 0 to 1) on LST uncertainty (red line, in K) for daytime (a) and nighttime (b).
Conclusions
Two validation approaches are used in this study, namely the T-based method to compare the VIIRS LST retrieval with ground LST measurements and the comparison with different satellite products, e.g., MODIS Aqua LST product and AATSR LST. These two methods are complementary to each other and both are useful to quantify and characterize the accuracy of VIIRS LST product and help refine the LST retrieval algorithms. The comparisons with ground measurements in SURFRAD indicate that the VIIRS LST EDR yields a reasonable accuracy with an average bias of −0.41 K and RMSE of 2.38 K for the seven sites. The accuracy at nighttime is better than that in daytime. In addition, the VIIRS LST quality shows significant seasonality with a better performance in fall and winter than that in spring and summer. The comparisons with ground measurements in Gobabeb, Namibia, indicate that VIIRS and MODIS underestimate the LST over desert area by 1.57 K and 2.97 K, respectively. The cloud contamination and surface type misclassification are found to have a great impact on the validation result. Additional cloud screening is strongly recommended in the LST validation and applications. The surface type misclassification under given accuracy introduces a 0.7 K uncertainty in LST when using the MODTRAN simulation database, lower than that from the real case (1.2 K or so). Currently, VIIRS LST is the only product using surface type dependent algorithm among the existing operational LST products. It strongly depends on the accurate classification of surface cover at satellite footprint. The consistency of the surface type product, surface type mixed pixel and misuse of the surface type information will definitely affect and limit the performance of the VIIRS LST retrieval. During the time of this study, surface type EDR is updated quarterly but now has changed to an annual product, which will potentially have a negative impact on surface type dependent LST retrieval. As shown in Table 4 , there is more than one surface classification for matchups over DRA, FPK, GWN, and PSU sites in addition to the temporal snow/ice cover. It might be either misclassification or the natural variation of the surface cover along the year. The impact on LST validation varies depending on how distinct/ close the emission characteristics are among those surface types. With the annual surface type product, the LST algorithm should be able to account for significant emissivity variability which might go beyond the range for a typical IGBP surface type. It is certainly a big challenge for the current VIIRS LST algorithm. A possible solution will be to explicitly employ emissivity values as the parameters of the split window algorithm. Many algorithms of this type have been proposed, for instance, the LST algorithms for MODIS [11] , for GOES [47] as well as for the future GOES-R [1] . Additional refinement is needed to improve the emissivity explicit algorithm performance over arid and semi-arid regions, e.g., dynamic surface emissivity setting [21] and separate coefficient set for this surface type [54] .
The cross comparison with existing satellite data at granule level, e.g., MODIS LST product, indicates that VIIRS LST and MODIS LST are in very good agreement with over 100 SNO scenes. However, large discrepancies are found when the BT difference between the two split window channels is very large. This usually indicates a hot and humid weather condition and a coupled effect of significant spectral emissivity difference between split window channels. This high BT difference is mostly found at daytime and spatially distributed in low latitude area. This problem is not observed in the ground validation. The analysis results using MODIS sensor data as input for VIIRS LST retrieval clearly show that the large difference between VIIRS LST and MODIS LST for this particular situation is attributed to the sensor data difference, particularly the split window BT difference. Special attention needs to be paid to the usage of the quadratic term in LST retrieval, e.g., the contribution of this term has to be restricted so that it won't cause the overcorrection of the atmospheric effect, thus cause the overestimate of the LST. Possible solutions include the stratification of the retrieval by water vapor or a separate coefficient set particularly developed for very high BT difference situation.
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