Large computing systems such as data centers are becoming the mainstream infrastructures for big data processing. As one of the key data operators in such scenarios, distributed joins is still challenging current techniques since it always incurs a significant cost on network communication. Various advanced approaches have been proposed to improve the performance, however, most of them just focus on data skew handling, and algorithms designed specifically for communication reduction have received less attention. Moreover, although the state-of-the-art technique can minimize network traffic, it provides fine-grained optimal schedules for all individual join keys, which could result in obvious overhead. In this paper, we propose a new approach called LAS (Lightweight Locality-Aware Scheduling), which targets reducing network communication for large distributed joins in an efficient and effective manner. We present the detailed design and implementation of LAS, and conduct an experimental evaluation using large data joins. Our results show that LAS can effectively reduce scheduling overhead and achieve comparable performance on network reduction compared to the state-of-the-art.
Introduction
To cope with the growing Big Data from various domains, large systems such as data centers have been built across the globe to support high-performance data processing. As one of the core tasks in such scenarios, efficient execution of distributed data operators such as joins is still challenging current techniques and systems. The main reason is that these operators are always expensive, in terms of both network resource consumption and network communication time. In fact, in recent years, the performance of CPUs has grown much faster than network bandwidth and, as such, the network becomes a performance bottleneck to computation [1, 2] . Therefore, effective strategies on the execution of distributed data operators, which can reduce data communication time, becomes increasingly desirable.
In this work, we focus on one of the most challenging operators -distributed joins, which is used to facilitate combination of two relations based on a common key. More specifically, we focus on reducing its network traffic. The main reason is that any communication reduction in a distributed join will be directly translated to faster execution, for both low-end and high-end platforms [3] . Moreover, data systems would also benefit from our design in terms of energy consumption, since data centers could consume obvious energy on communication links, switching and aggregation elements.
A typical distributed join implementation contains a data redistribution process, which always incurs large amounts of data transferring over networks [4] . Various advanced join approaches have shown that they can effectively reduce network communication [4, 5] . However, they mainly focus on data skew handling, i.e., communication reduction is only considered as a byproduct of their designs. In comparison, the state-of-the-art track approach [3] is designed specifically for minimizing network traffic. It provides a fine-grain granularity optimum on data locality for all input tuples, and thus minimal data communication can always be achieved. Moreover, the experiments have shown that the method can significant speed up conventional join approaches. However, the scheduling process of track is relatively complex, which would make the scheduling itself costly and thus bring in obvious overhead for the final joins, especially when the number of keys is large (details see Section 2).
To reduce network traffic for distributed joins in an efficient and effective manner, in this paper, we present a novel algorithm called LAS (Lightweight Locality-Aware Scheduling). We provide the detailed design and implementation of LAS in a distributed computing environment and conduct a performance evaluation using maximal 100GB data over up to 128 computing cores (32 nodes). We summarize the contributions of this work as following:
-We introduce the state-of-the-art scheduling approach for distributed joins and analyze its possible performance issues in the presence of big datasets. -We propose LAS, for minimizing network traffic in distributed joins, by incorporating efficient and effective strategies on data locality exploration. -Our experimental results demonstrate that LAS is obviously lightweight and can achieve comparable performance on network reduction compared to the state-of-the-art. Moreover, join implementations based on LAS can significantly outperform the conventional approaches for large datasets.
The rest of this paper is organized as follows: In Section 2, we introduce some current distributed join approaches and analyze their possible performance issues. We describe our new method and its implementation in Section 3, and present the experimental evaluation in Section 4. We report on related work in Section 5 while we conclude the paper in Section 6.
Background
In this section, we briefly introduce two basic join approaches and two advanced techniques. Moreover, we also discuss about their possible performance issues in terms of network communication.
Basic Approaches
The redistribution-based and duplication-based joins are the two conventional distributed join methods. In the former approach, tuples on each node are firstly partitioned into distinct sets. Then, each set is transferred to a remote node for final local joins [4] . As the partitioning is usually based on the hash values of join keys, we refer the method to Hash in the following. An example of the scheme between two relations R and S is shown in Fig. 1(a) . There, tuples are in the form of k, v pairs, where k is join key and v is payload. Assuming each hash value is calculated based on the modulus of 5, then all the tuples with key 3 will be transferred to node 3. If we quantify the cost of network traffic by the number of tuples transferred to remote nodes, then the cost of Hash is 13. Similarly, as shown in Fig. 1(b) , for a duplication-based case, all the 4 tuples in the small relation R is duplicated to all the remote nodes, and thus its cost is 16.
From a scheduling perspective, the two approaches have not used any related techniques: the destination node(s) of a tuple only depends on the hash value of its join key or the size of the relation it belongs to. These kinds of straightforward processing make the two methods far from optimal in terms of network communication, because transferring all input tuples or broadcasting a relation over networks is always expensive. Additionally, as a well known issue, the performance of Hash will dramatically decrease in the presence of significant data skew [4] . We will focus on Hash in the following, as the approach is widely used in various data applications. In contrast, the duplication-based method is relatively seldom adopted, except for small-large joins [4] .
Skew Handling Methods
To improve the performance of the conventional approaches, various advanced techniques have been proposed, and one of them is PRPD (partial redistribution & partial duplication) [5] . Its main idea is to distinguish skew and non-skew tuples and handle them in different ways: non-skew tuples are processed by Hash while the skew ones are based on duplication. As shown in Fig. 2(a) , assume the tuples with key 3 are the skew ones, then the two tuples 3, 10 and 3, 11 of R at node 2 will be broadcast, and the tuples 5, 13 and 8, 12 will be redistributed. Then, the network cost of PRPD is 10, which is smaller than Hash. Moreover, it should be noticed that all the skew tuples in S are kept locally rather than being redistributed, and thus the data skew problem in Hash is well addressed.
In terms of data locality scheduling, PRPD only needs to identify the skew keys of input tuples. This process would be simple and can be done in a quick way, such as sampling, while the cost of which is always negligible for join time [5] . Because of the efficiency of PRPD, the method has been widely used and studied in various large data systems. However, if we look at the details of PRPD in Fig. 2 (a), we can find that PRPD is not optimal in communication reduction in two perspectives: (1) part of data transferring is actually unnecessary. For example, the tuples 5, 13 and 8, 12 do not make any contributions to the join, i.e., their join results are actually empty, but they are scheduled to be transferred; and (2) some nodes may receive some tuples that they do not really need. For instance, S does not have any tuples on node 0 and 3, but the two tuples 3, 10 and 3, 11 are scheduled to be duplicated to the two nodes.
The State-of-the-art
Compared to PRPD, the track approach [3] (referred to Track) is able to minimize network traffic for a distributed join, which can be considered as the stateof-the-art. The method is based on the complete knowledge of occurrence frequency of each key on each node. As illustrated in Fig. 2 (b), based on a global statistic, Track knows that none of the five nodes has tuples with keys 5 or 8 in S, thus the tuples with these two keys in R, i.e., 5, 13 and 8, 12 , will be scheduled to keep locally (and be ignored in later join execution). Moreover, for the case with key 3, Track only broadcasts the two tuples 3, 10 and 3, 11 to the nodes with matching keys in S, i.e., node 1 and 4. This process is called as select broadcast, which is different from PRPD that broadcasting to all the nodes (i.e., full broadcast). After that, Track uses a very smart way, i.e., migration, to further explore the possibilities on reducing communication traffic. For example, Track will check whether the cost is decreased, when moving 3, 1 from node 1 to node 2 with removing the duplication of 3, 10 and 3, 11 from node 2 to node 1. In this case, the traffic is indeed decreased, and consequently the schedule plan will be updated. Following this processing, the final network cost of Track is 3, which is much smaller than the above approaches.
Track is actually an approach which has extensively used the philosophy of moving small data chunks instead of large data chunks in a distributed environment to minimize network traffic. More specifically, it employs of a fine-grained multi-phase scheduling algorithm to explore data locality in a superlative way, i.e., per distinct key 1 . In fact, the global statistic of each key is done in a way which is very similar to a distributed join over all unique keys. This could be costly, when the number of unique keys is large. Moreover, different from a simple join, to record the frequency and location of each distinct key, the pre-join has to aggregate all the keys in the form of key, (list[N r], list[N s]) , the computing of which could be expensive. In addition to that, the scheduling using select broadcast and migration (SBM) has to be performed on all the aggregated (list[N r], list[N s]), which would be also time costly if the number of nodes is large. All of these could result in obvious overhead for the join execution of Track. In comparison, as we will show later that LAS is significantly lightweight and can achieve comparable performance to Track on network reduction.
Our Approach
In this section, we present LAS and its implementation in detail. Additionally, we also discuss about its advantages by the comparison with current techniques.
The LAS Method
Based on the analysis of the approaches described above, we can see that there is actually a trade-off between communication reduction and scheduling overhead. Namely, scheduling leading to less network traffic could have a heavier overhead in data locality exploration, and vice versa. To reduce network traffic as much as we can and also in a quick manner for big data joins, we have one core design principle for LAS: fine granularity optimal scheduling such as Track should only be applied to a small number of keys which can greatly reduce network traffic, rather than all the distinct keys.
Following the above principle, we can use a hybrid way to explore data locality for input tuples, i.e., applying Track on the skew tuples and Hash on the rest ones. The main motivation is that the number of skewed tuples could be huge, but the number of their unique keys is normally small, and thus they can be scheduled in a quick way. Moreover, although the number of non-skew keys is large, Hash can always handle them quickly. This means that such a hybrid scheduling will be very lightweight. However, since the communication reduction ability of Hash is weak, the network traffic brought by the hybrid scheduling could be still high. Taking the case in Fig. 2(b) for example, the non-skew tuples 5, 13 and 8, 12 will be transferred, which is actually not necessary.
To improve the above problem, we use a relatively fine-grained method for the non-skew data from the idea of Track: exploring data locality in a per-key level. The main difference is that we perform our scheduling based on per join key rather than per distinct key. Namely, when we count the key appearing frequency, a key in R and a key in S will be treated as a same key, if they have the same value (i.e., matching). For the detailed scheduling, we do not distinguish keys from R and S, thus we do not need to perform any SBM operations. Instead, for each join key, we just set its destination to a node, which contains the most number of tuples having the key. We call this processing as a locality-aware operation (LA). Obviously, LA can greatly simplify the statistic and data locality exploration operations on each node, compared to Track. In general, the proposed LAS can be divided into the following three main phases from a global point of view:
phase 1 : on the basis of identified skew keys, group all input tuples of R and S into two parts, the skew ones (R , S ) and non-skew ones (R , S ). phase 2 : minimize the network traffic for (R , S ) use Track [3] , i.e., exploring data locality for each distinct key using select broadcast and migration. phase 3 : minimize the network traffic for (R , S ) by exploring data locality for each join key with a locality-aware way.
Based on LAS, the non-skew tuples 5, 13 and 8, 12 in Fig. 2(b) will not be transferred. The reason is that node 1 has the most number tuples with key 5 and node 2 with 8, and thus the destination nodes of the two tuples will be assigned to node 1 and node 2 respectively. In this case, the network cost of LAS is 3, which is much smaller than Hash and PRPD.
Comparison with Current Approaches
From a scheduling granularity viewpoint, we summarize the differences of the four techniques Hash, PRPD, Track and LAS, in Table 1 . It can be seen that LAS is based on per-key level scheduling, thus it will be more powerful than Hash and PRPD on communication reduction. More specifically, LAS has inherited the advantages from Track so that it can avoid any redundant duplication for skew data, compared to PRPD. Moreover, for non-skew tuples, LAS also has tried to explore data locality, instead of just simply redistributing them. 
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if key ∈ skew then 5: number of unique keys is large. We have an additional skew quantification process in LAS. Nevertheless, as we have described in Section 2.2, the cost (of sampling) will be very small. Moreover, although we have used a relatively coarse way to schedule the non-skew tuples, our approach is still based on per-key, and thus network traffic can still be effectively reduced. In fact, as we will show in our later evaluation, LAS can achieve comparable performance on communication reduction to Track, and much better than other methods.
Parallel Implementation
LAS schedules each key independently, therefore it can be implemented in parallel in a distributed computing environment. The parallel implementation of LAS on each node i is given in Algorithm 1. We assume that we have obtained the skew keys. Then, the inputs of LAS are the two relations and the skew, and the output is a schedule plan including the source node and destination node(s) of each key. In the local statistic process, we count the appearing frequency of keys in skew and non-skew tuples in a separate way (lines 2-9). The recorded information is in the form of key, f req pairs, and each pair is collected by a specified bucket, based on the hash value of the key. We have to distinguish the keys with the same value but from different relations for the skew data (i.e., per distinct key). For simplicity, we have added a negative sign to each key from S, when we read the relation (assume all the input keys are positive integers). In this condition, when we count the appearing number for the non-skew keys, we just simply used their absolute values (lines 6-7). After that, similar to a hash redistribution, each bucket is pushed to the assigned remote node for further processing (lines 10-12).
Based on the received pairs from each node, the detailed scheduling of LAS is presented in lines 13-31 of Algorithm 1. All the keys are firstly aggregated, so that we can get the frequency information of each key on each node. Then, we perform the SBM operations over the skew data (lines 20-25). For each key in the non-skew part, we simply scan the aggregated entries and search the node with the maximal value on f req. Then, the found node will be added into schedule plan as the destination node for the key (lines 26-31). All the scheduling process will be ended when the destination(s) of each key from each node is assigned. For the latter join executions, input tuples will be partitioned based on their destination nodes and then transferred to remote nodes for local joins.
Experimental Evaluation

Experiment Setup
We evaluate our approach over a cluster located at SUSTech in Shenzhen City in China. We use 4 CPU cores running at 2.80 GHz for each computing node with 64GB of RAM. The nodes are connected by Infiniband, and the operating system is Linux kernel version 2.6.32-431.
We compare LAS with the widely used Hash and the state-of-the-art Track, and have implemented the three methods using the programming language X10 [6] , with version 2.3, compiling to C++ with gcc version 4.4.7. The evaluation is implemented on joins between two relations R and S. We fix the cardinality of R to 64 million and S to 1 billion records. Following a general way, we set the data format to key, payload pairs, where each key is an integer. We assume that R and S meet the foreign key relationship, and thus we only add skew to S, following the Zipf distribution. As listed in Table 2 , besides a uniform distributed dataset, we have generated another three sets with different degrees of skew, by varying the Zipf factor from 0.8 to 1.1. It should be noted that joins with such characteristics and workloads are common in data warehouses [4] . In all our experiments, we set the system parameter X10 NPLACES to the number of cores. This lets us be able to focus on analyzing the performance of our approach in distributed computing environments rather than computing with multiple thread parallelism (as each place in X10 can be considered as a logical node). To capture the precise characteristics of LAS, we manually set the first top X keys as skewed keys and do not take the actually skew quantification time into account in our results. As a default, we set X to 4000, and we use 64 cores (16 nodes) and the data set DS3. 
Experimental Results
We measure the efficiency and effectiveness based on three metrics: data locality, scheduling time and join runtime. The first metric indicates the volume of network traffic, a high data locality indicates a light traffic load on a network.
Vary data skew. We run our tests using 64 cores (16 nodes) over the four different datasets. Fig. 3 shows the results of data locality and scheduling time of each algorithm. There, LAS and Track achieve much higher data locality than Hash in all the cases, demonstrating the effectiveness of the two approaches on reducing data communication. Specifically, their data locality is around 92% when the data is uniform distributed. This means the per-key level stratogies can effectively explore data locality for non-skew tuples, and Hash or current skew handling techniques such as PRPD [5] have not considered such an optimization. Moreover, we can observe that the data locality of LAS is generally lower than Track. However, their results are still in a comparable range. In fact, as shown in our later results in Fig. 5 , this kind of data locality difference can be decreased by increasing X in LAS. For scheduling time, it can be seen that LAS is always more lightweight than Track. Moreover, their scheduling time decreases with the increasing of data skew, the reason is that the number of unique keys decreases.
Vary number of nodes. We also test the three approaches over the system by varying the number of cores from 16 (4 nodes) to 128 over the default dataset. As shown in Fig. 4 , the data locality of LAS and Track are always much higher than Hash. Although Track transfers less data than LAS, their difference is decreasing with increasing the number of cores. The possible reason is that the distribution of keys becomes sparse, and part of skew keys could become not so Vary number of skew keys. LAS treats skew and non-skew keys in different ways. To show the impacts of the selected skew keys in our implementations, we vary the value of X from 1000 to 50000 over the four datasets and present the results in Fig. 5 . There, the data locality for DS1 keeps consistence, due to the dataset is uniform distributed. For the skew cases, the data locality is increasing with increasing the number of selected top skew keys. This is because the SBM operation used for skew keys can provide a more fine-grained control on reducing network traffic than the LA. In this experiment, we find that the scheduling time over each data set has only slight changes (in 1 sec) with increasing X. The reason is that the number of selected keys is still much smaller compared to the whole unique keys. This also means that we can actually set X to 50K rather than 4K as a default at least, to keep the data locality differences between LAS and Track smaller in the results presented in Fig. 3 and Fig. 4 . For example, the data locality of LAS can be increased from 55% to 68% for DS3 by changing X from 4K to 50K, without any increase on the scheduling time.
Join performance. We finally compare the join performance of the three approaches by varying the size of payload Y for all tuples, from 10 Bytes to 100 Bytes. This means that the maximal dataset in size is around 100GB. For local join execution, we select the commonly used hash joins, i.e., hash table building and probing [4] . For each join, we only count the number of matches rather than materializing the output. Additionally, to avoid the network congestion in data transferring, we use a simple and efficient round-robin communication pattern in the joins [4] . The results are shown in Fig. 6 . There, joins using LAS and Track perform better than Hash. However, we notice that when the dataset is small (e.g., Y=10), the runtime difference between Hash and LAS (and Track) is only 20 secs. Considering the scheduling time of LAS is 12 secs and Track is 29 secs, we believe Hash could be the best choice for joins, when the number of keys is huge but the whole dataset in size is small. With the increase of Y, the advantages of LAS and Track become obviously, indicating that these two approaches would be more suitable for large datasets (in size). Moreover, we can see that LAS can always achieve similar performance with Track, and their difference is only 15 secs when the data reaches 100GB. Since LAS is around 17 secs faster than Track on scheduling for the case, we believe that LAS would be a better solution for moderate size datasets (e.g., 100GB or smaller). It should be noticed that, in real cases, a system optimizer will be able to get the possible cost of scheduling and network communication for each approach, and consequently to choose the best plan for executions. Nevertheless, detailed discussion on how to compute and compare the cost is outside the scope of this paper.
Brief summary. In general, LAS has applied per-key strategies on communication reduction, thus it always transfers much less data over networks than Hash. Compared to the state-of-the-art Track, LAS has adopted a relatively coarse-grained operation (i.e., LA) to large number of non-skew keys, and thus its scheduling is more lightweight, especially when the number of unique keys is large. From above results, we can see the LAS can always achieve comparable performance to Track, in terms of data locality and join runtime. In such scenarios, we believe that LAS can be considered as a new and efficient solution for distributed joins in large-scale distributed scenarios.
Related Work
Research towards optimizing main-memory joins has already achieved significant performance speedups through optimizations over modern processors. Nevertheless, as applications grow, join performance would be limited by the available computing cores or system memory [4] . The two conventional Hash and duplication-based methods offer the potential scalability on processing big data. However, they are far from network-optimal, because transferring all input tuples or broadcasting a single relation would incur a heavy time-cost. Moreover, Hash could meet serious load balancing issues when input data is skew.
As data skew is quite common in data applications, various advanced algorithms have been proposed to against join skew [4, 5] . The main idea of these approaches is keeping large number of skew tuples locally instead of transferring them over networks. This leads to obvious network traffic reduction in their join executions. However, all these methods focus on skew handling rather than reducing network traffic, and thus they are still not optimal. For example, although the work [4] proposes a fetch on demand method to process skew tuples, similar to PRPD [5] , it has not explored data locality issues for non-skew data yet. In comparison, LAS provides a more fine-grained scheduling for all input tuples, and thus it can perform better on communication reduction.
To maximize data-locality, different data partitioning techniques have been proposed to avoid remote join operations for queries [7] . More generally, various advanced data placement and replication strategies have been proposed for data center storage systems to reduce the network overhead for particular workloads [8, 9] . Different from them, we focus on exploring data locality using online scheduling rather than pre-processing. On the other hand, although the state-ofthe-art Track [3] is able to minimize network traffic, it applies complex schedules to all join keys, which could lead to heavy overhead in the presence of big data.
In comparison, LAS has used a simpler but effective way to handle input data, and thus LAS is more lightweight. More important, as we have shown in our experiments, LAS can reduce the network traffic significantly, and also can achieve comparable performance to Track.
Recent work has tried to optimize network time for distributed joins [10] . However, the optimization problem is NP-complete, making the technique can not be applied to per-key [3] . Although an efficient heuristic has been proposed for the optimization [11] , its scheduling still performs based on data chunks (i.e., partitions) rather than individual keys. In contrast, LAS uses linear scheduling applied to each join key and thus it is more powerful on communication reduction. On the other hand, LAS can be used in conjunction with these techniques to optimize network communication time at a more fine-grained granularity.
Conclusions
In this paper, we focus on effective and efficient scheduling techniques to reduce network traffic for distributed joins. We have discussed the possible performance issues of current approaches and proposed the LAS algorithm on that basis. We have described the detailed design and implementation of LAS, and experimentally shown that LAS is lightweight and can achieve comparable performance on communication reduction, compared to the state-of-the-art. Moreover, we have also shown that LAS can obviously outperform the conventional approaches such as Hash in both communication reduction and join runtime. Our future work mainly lies in extending the proposed scheduling approach in more complex environments such as mobile and cloud computing systems [12, 13] .
