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Abstract
Density Functional Theory (DFT) is one of the most successful and popular computational
Quantum Mechanical approaches to understand materials. DFT allows the prediction of material
properties from the electron density. Although in principle density functional theory is exact, it,
however, relies on approximate functional for exchange-correlation energy. Due to the
approximate nature of the exchange-correlation functional, the self-Coulomb energy of the
electrons is not exactly canceled out by the self-exchange leading the spurious self-interaction
error (SIE). This error is responsible for the unphysical orbital energies of DFT and delocalization
of the orbitals. The orbital energies of the valence electrons are higher in DFT due to the selfinteraction error. The SI correction leads to lower orbital energies and therefore the electronic
density is less diffused. One of the properties where the SIE is seen is polarizability which is the
response of a system to an applied electric field. We apply the recently developed Fermi-Lowdin
orbital based self-interaction correction (FLOSIC) scheme to examine the polarizabilities of small
molecules. We apply this method to 𝑁𝑎 dimer, 𝑁𝑎𝐶𝑙, and 𝐶6𝐻6 molecule along with 𝑁𝑎 atom to
calculate static dipole polarizability. For the Na atom, the calculated polarizability is in good
agreement with experiment. For the molecules, more systems need to be studied to understand
how SIC affects the calculated polarizability values.
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Chapter 1: Introduction
The progress of human civilization has been strongly influenced by the progress in the field
of material science. The most important function is the total energy by which the basic physical
and chemical properties of materials can be described, and it consists two parts: kinetic energy and
potential energy. It is necessary to incorporate all the important contributions to both the parts to
make a realistic model which is challenging if the system contains a big number of particles. For
this reason, different approximations can be applied to achieve a balance between complexity and
accuracy. Among these approximations, the density functional theory (DFT) is very popular and
successful in realistic modeling of the ground state. In this chapter, we present the basic ideas of
the DFT shortly.
Thomas-Fermi(TF) model was the predecessor to DFT. This model is developed by the
contribution from both Thomas and Fermi in 1927. According to TF model, the distribution of
electrons in an atom is uniform in a small volume ΔV and this can vary from one volume to the
next. Although this was an important first step, the problem was with the accuracy of the kinetic
energy expression which was just an approximation and was not very accurate. In 1928, an
exchange energy term was added to DFT by Dirac. Another notable contribution was from
Weizsacker in 1935 which was a correction [1] of TF kinetic energy. In 1962, Edward Teller
proved that TF theory is unable to describe molecular bonding properly. He showed that calculated
energy by TF theory of any molecule is higher than the sum of the energy of the constituent atoms.
In a very simple way, if the bond length is increased uniformly then the total energy decreases
[2][3][4]. There is no doubt that the TF model was the root of DFT but the first firm theoretical
foundation of DFT was by Walter Kohn and Pierre Hohenberg in 1964 which is known as
Hohenberg-Kohn(H-K) [5]. The first H-K theorem states that the potential and thus all other
properties of the system can be determined by the ground state density and the second theorem
states that the true ground state density is that which minimizes the total energy. The HohenbergKohn theorems do not offer any way to compute ground state energy of a system in practice
1

although this is an extremely powerful method. After one year in 1965, the seminal DFT paper by
Hohenberg and Kohn, Kohn and Sham [6] devised a simple method for carrying-out DFT
calculations, that has the exact nature of DFT. Kohn-Sham proposed to work with a many body
non-interacting fictitious system which has the same ground state density as that of the real
interacting system. This approach greatly facilitates the calculations and still, it is considered as
exact formulation. In principle, it is considered as exact but in practice, it is not because of
approximate exchange-correlation functional.
Since the exact expression of exchange-correlation functional is not known except for the
free electron gas, we use different types of approximate exchange-correlation functional which
allow the calculation of certain physical quantities quite accurately [7]. Local density
approximation is one of them. The LDA functional depends only on the density at the coordinate
where the functional is evaluated and the density is considered as uniform everywhere. Because
of this, the LDA tends to under-estimate the exchange energy and over-estimate the correlation
energy [8]. There is another approximation that is used widely for the non-homogeneity of the true
electron density is known as generalized gradient approximations (GGA) [9]–[11]. This
approximation allows for corrections based on the changes in density away from the coordinate.
Another problem in DFT is Self-interaction error (SIE) which is responsible for the unphysical
orbital energies contribution to DFT and delocalization of the orbitals. In our present research, we
use recently developed FLOSIC scheme to avoid that error.
Our present research concentrates to(1) To use FLOSIC scheme to Na (Sodium), Na-dimer (Sodium dimer), NaCl (Sodium
Chloride), C6H6 (Benzene) and C22H14 (Pentacene) to calculate (SIE) free energies.
(2) To calculate polarizability by using field dependent energy.

This thesis is arranged in the systematic way as follows:
Chapter 1 entitled “Introduction” gives the basic ideas of DFT. Chapter 2 entitled
“Literature Review” gives a brief description of the earlier works relevant to my work. And some
2

basic mechanism related to SIC-DFT. Chapter 3 entitled “Results and Discussion” where the
results and related figures are shown, and their detail explanation is given in this chapter. Chapter
4 entitled “Conclusions and Future Direction” summarizes the findings of this assessment and
makes suggestions for future work.

3

Chapter 2: Literature Review
2.1 Introduction
DFT has been very popular for calculation in solid state physics since the 1970s. However,
DFT was not considered accurate enough for calculations until the 1990s, when the
approximations used in the theory were greatly refined to better model the exchange and
correlation interactions. Although we have mentioned the history behind DFT in the introduction
part briefly, we would like to explain some of those here elaborately.
2.2 Schrödinger equation
In quantum mechanics, we know that if we have a wavefunction then we can possibly have
all the information about a given system and we can calculate the wave function by using
Schrodinger’s equation. This is one of the most fundamental equations of physics for describing
the quantum mechanical behavior of any system. It was named after Erwin Schrödinger, who
derived the equation in 1925 and published it in 1926, forming the basis for his work that resulted
in Schrödinger being awarded the Nobel Prize in Physics in 1933 [12], [13].
If we consider a single electron is moving in a potential energy 𝑣𝑒𝑥𝑡 (𝑟̅ ), then the
Schrödinger equation for one-electron system is:
−ℏ2 𝛻 2
[
+ 𝑣𝑒𝑥𝑡 (𝒓)] 𝜓(𝒓) = 𝐸𝜓(𝒓)
2𝑚

(1)

Where,
𝜓(𝒓) = wave function
𝐸 = 𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦
T=

−ℏ2 𝛻2
2𝑚

= 𝐾𝑖𝑛𝑒𝑡𝑖𝑐 𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟

V = 𝑣𝑒𝑥𝑡 (𝒓) = 𝐸𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦
And the Schrödinger equation for many body systems (if the system has more than one electron)
is:

4

𝑁

[∑[

−ℏ2 𝛻 2
+ 𝑣𝑒𝑥𝑡 (𝒓𝒊 ) ] + ∑ 𝑈(𝒓𝒊 , 𝒓𝒋 ) ] 𝜓(𝒓𝟏 , 𝒓𝟐 , 𝒓𝟑 , … . 𝒓𝑵 ) = 𝐸 𝜓(𝒓𝟏 , 𝒓𝟐 , 𝒓𝟑 , … . 𝒓𝑵 ) (2)
2𝑚
𝑖<𝑗

𝑖

where N is the number of electrons in the system and 𝑈(𝑟̅,𝑖 𝑟̅)
𝑗 is the electron-electron
interaction energy.
For a Coulomb system,
𝑈 = ∑ 𝑈(𝒓𝒊 , 𝒓𝒋 )
𝑖<𝑗
𝑞2

= ∑𝑖<𝑗 |𝒓 −𝒓 |.
𝑖

𝑗

For an atom,
V = ∑ 𝑣𝑒𝑥𝑡 (𝒓) = ∑

𝑁

𝑄𝑞

,

𝑖 |𝒓−𝑹|

where Q is the nuclear charge and R is the nuclear position (for a single atom R is taken
to be zero of the coordinate system).
For a molecule,
𝑁

𝑽 = ∑ 𝑣𝑒𝑥𝑡 (𝒓) = ∑

𝑄𝑘

.

𝑖𝑘 |𝒓𝑖 −𝑹𝐾 |

Here, the sum of k extends over all nuclei of the system with charge Qk (= Zk e; Z is the
atomic number) and position Rk.
To solve the Schrodinger equation (SE) the quantum mechanical approach is:
𝑆𝐸

<𝜓|….|𝜓>

𝑣(𝒓) ⇒ 𝜓(𝒓𝟏 , 𝒓𝟐 , 𝒓𝟑 , … . 𝒓𝑵 ) ⇒

𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑙𝑒𝑠,

which means if we have a system with potential 𝑣(𝒓), we can plug this value into Schrodinger
equation and can solve for wavefunction, 𝜓 (𝒓) and then can calculate any observables by taking
the expectation value of operators with wavefunction. Particles density 𝑛(𝒓) is one of those
observables. The electron density if defined as
𝑛(𝒓) = 𝑁 ∫ 𝑑 3 𝑟2 ∫ 𝑑3 𝑟3 … … … ∫ 𝑑3 𝑟𝑁 𝜓 ∗ (𝒓, 𝒓2 , … , 𝒓𝑁 ) 𝜓(𝒓, 𝒓2 , … , 𝒓𝑁 ) .

5

To solve the Schrödinger equation many powerful and computationally intensive approaches
have been developed. Among them a popular and simple approach is the DFT that can be
represented as:
𝑛(𝒓) => 𝑣(𝒓)
Here 𝑛(𝒓) depends on the external potential and all observables or properties canbe
extracted from the density. This is just the basic idea of DFT. We will describe later what is done
in the actual application of DFT and our main concern is electronic structure of many body
systems.
2.3 Introduction to Thomas-Fermi Model
Working independently, Llewellyn Thomas and Enrico Fermi developed a quantum
mechanical model (TF model) about the distribution of electrons in an atom in 1927, after the
introduction of Schrödinger equation. In general, the electron distribution is not uniform for many
body systems. In TF model Thomas and Fermi approximate the electron density[𝑛(𝒓)] as uniform
in a small volume (∆𝑉) but this can vary from one volume to the next. This approximation greatly
simplified the actual many body problem and that is the reason TF model is considered as the
predecessor to DFT.
For mathematical formulation, if we consider the electrons are distributed in phase space
with two electrons in every ℎ3 of volume, then for each element of coordinate space volume (𝑑 3 𝑟)
we can fill out a sphere in momentum space up to the Fermi momentum (𝑝𝑓 ). The electron density
in terms of the volume in momentum space is
8𝜋

𝑛(𝒓) = 3ℎ3 𝑝𝑓3 (𝒓).
After solving 𝑝𝑓 and substituting this value to classical kinetic energy formula, we have
the kinetic energy functional in terms of density as:
2

5
5
3ℎ2 3 3
𝑇[𝑛(𝒓)] =
( ) ∫[𝑛(𝒓)]3 𝑑 3 𝑟 = 𝐶𝐹 ∫[𝑛(𝒓)]3 𝑑 3 𝑟
10𝑚𝑒 8𝜋

6

(3)

The TF model is considered as a semiclassical approach that means certain ideas are
borrowed from quantum mechanics, but otherwise one operates with a classical function instead
of quantum mechanical operators.
The TF approach to the total energy of a many body systems as a function of electron density is:
𝐸[𝑛(𝒓)]𝑇𝐹 = 𝑇[𝑛(𝒓)] + 𝑈𝑒𝑁 [𝑛(𝒓)] + 𝑈𝑒𝑒 [𝑛(𝒓)]

(4)

Where, 𝑈𝑒𝑁 is the potential energy of an atom's due to the attraction between negatively charged
electron and positively charged nucleus.
𝑈𝑒𝑁 = ∫ 𝑛(𝒓)𝑉𝑁(𝒓) 𝑑 3 𝑟 = ∫ 𝑛(𝒓)𝑉𝑁(𝒓)

−𝑍 𝑒 2
𝑟

𝑑3𝑟 ,

and 𝑈𝑒𝑒 is the potential energy due to the electron-electron repulsion.
𝑈𝑒𝑒

1 2 𝑛(𝒓)𝑛(𝒓′ ) 3 3 ,′
= 𝑒 ∫
𝑑 𝑟𝑑 𝑟 .
2
|𝒓 − 𝒓′ |

The total energy expression is:
5

𝐸[𝑛(𝒓)] 𝑇𝐹 = 𝐶𝐹 ∫[𝑛(𝒓)]3 𝑑3 𝑟 + ∫ 𝑛(𝒓)
1

𝑒2 ∫
2

𝑛(𝒓)𝑛(𝒓′ )
|𝒓−𝒓′ |

𝑑3 𝑟 𝑑3𝑟 ,

−𝑍 𝑒 2
𝑟

𝑑 3 𝑟+
(5)

The main problem with TF model is that it did not consider the actual orbital structure of
electrons. As a result, TF model is considered as a good approximation for atom but inaccurate for
more complex systems. In 1962, Edward Teller showed that Thomas–Fermi theory cannot describe
molecular bonding – the energy of any molecule calculated with TF theory is higher than the sum
of the energies of the constituent atoms. More generally, the total energy of a molecule decreases
when the bond lengths are uniformly increased [2], [3], [14]. This can be overcome by improving
the expression of the kinetic energy. One notable historical improvement to the Thomas–Fermi
kinetic energy is the Weizsäcker (1935) correction [1]
1 ℏ2

𝑇𝑤 = 8 𝑚 ∫

|∇𝑛(𝒓)|2

7

𝑛(𝒓)

𝑑𝒓.

For orbital free density functional theory, this is another notable building block.
2.4 Hohenberg-Kohn paper proving existence of exact DFT
In 1964 Walter Kohn and Pierre Hohenberg gave a firm foundation to DFT by giving two
important theorems that are called Hohenberg-Kohn(H-K) theorems [5]. According to the first
theorem, the ground state properties of many body systems can be uniquely determined by electron
density of that system which is three spatial coordinates dependent. Now if we consider an
interacting system with external potential 𝑉𝑒𝑥𝑡 (𝒓), then the total energy would be a unique
functional of electron density, 𝑛(𝒓).
𝐸[𝑛(𝒓)] = ∫ 𝑛(𝒓) 𝑉𝑒𝑥𝑡 (𝒓)𝑑𝒓 + 𝐹𝐻𝐾 [𝑛(𝒓)]

(6)

where 𝐹[𝑛(𝒓)] is unknown but according to H-K theorem it a functional of electron density. To
know that density we need to apply the second H-K theorem. The second theorem states that true
ground state electron density minimizes the total energy functional. Considering, our system has a
̂ ) can be written as:
non-degenerate ground state, then the Hamiltonian (𝐻

̂ |𝜓 > and
𝐸[𝑛(𝒓)] =< 𝜓|𝐻
̂ = 𝐹̂𝐻𝐾 + 𝑉̂𝑒𝑥𝑡 = 𝑇̂ + 𝑉̂𝑒𝑒 + 𝑉̂𝑒𝑥𝑡
𝐻

(7).

𝐹̂𝐻𝐾 is electronic Hamiltonian consisting of a kinetic energy operator (𝑇̂) and electronelectron interaction operator (𝑉̂𝑒𝑒 ). Now, the challenge is to find out the expression for 𝐹̂𝐻𝐾 .

8

Figure 2.1: Orbital free approach to DFT 1
The main disadvantage of H-K theorem is its limitation to the non-degenerate system. If
there is more than one wave function corresponding to the ground state energy of a system, there
is no uniqueness of the expectation value of the ground state energy. Also, they do not offer a way
of computing the ground state density of a system in practice. About one year after the seminal
DFT paper by Hohenberg and Kohn, Kohn and Sham [5] [6] devised a simple method for carryingout DFT calculations, that retains the exact nature of DFT.
2.5 Kohn-Sham scheme introduced
Orbital free DFT calculation of the energy of interacting electrons was not very accurate
due to the inaccurate approximations of the kinetic energy functional. Kohn and Sham proposed
an alternate approach to solving this problem in 1965 [6]. They proposed to work with the noninteracting system instead of interacting. In general, the wavefunction and the density of non-

1

Credit: University of Southampton, School of Chemistry

9

interacting and interacting system are not same. So, Kohn-Sham(KS) approach is to create a noninteracting fictitious system in such a way that the density is same as that of a real interacting
system. Since we know the exact kinetic energy of non-interacting electrons, so we don’t need to
approximate the kinetic energy.
So, in orbital free DFT the energy functional is:
𝐸[𝑛] = 𝐸𝑘𝑖𝑛 [𝑛] + 𝐸𝐶𝑜𝑢𝑙 [𝑛] + 𝐸𝑋𝐶 [𝑛] + 𝐸𝑒𝑥𝑡 [𝑛]

(8)

The Kohn-Sham trick is
𝐸[𝑛] = 𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛]+(𝐸𝑘𝑖𝑛 [𝑛] − 𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛]) + 𝐸𝐶𝑜𝑢𝑙 [𝑛] + 𝐸𝑋𝐶 [𝑛] + 𝐸𝑒𝑥𝑡 [𝑛]
𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛] is the kinetic energy of non-interacting Kohn-Sham electrons and we know the exact
expression of it in terms of molecular orbital rather than density.(𝐸𝑘𝑖𝑛 [𝑛] − 𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛]) value is
smaller than the error in orbital free DFT. As a result, Kohn-Sham approach allows us to set up a
more accurate DFT calculation. Since, KS contribution to find exact DFT functional is very
important, we would like to explain it details in the following part:

Figure 2.2: Exact electron density of interacting system2

2

Credit: University of Southampton, School of Chemistry
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Interacting system: The exact Hamiltonial for an interacting system is:
1 2
𝑁𝑒𝑙
𝑁𝑎𝑡 −𝑍𝐴
𝑁𝑒𝑙 𝑁𝑒𝑙
𝑒𝑙
̂ = ∑𝑁
∑𝑗=𝑖+1
𝐻
) + ∑𝑖=1
𝑖=1 − 𝛻𝑖 + ∑𝑖=1(∑𝐴=1
=

2
1
𝑁𝑒𝑙
∑𝑖=1 − 𝛻𝑖2
2

+

1

|𝒓𝒊 −𝑹𝐴 |
|𝒓i −𝒓𝑗 |
1
𝑁𝑒𝑙
𝑁𝑒𝑙 𝑁𝑒𝑙
∑𝑖=1 𝑉𝑒𝑥𝑡 (𝒓𝑖 ) + ∑𝑖=1 ∑𝑗=𝑖+1
|𝒓i −𝒓𝑗 |

Figure 2.3: Approximate electron density of non-interacting system3
Non-interacting system: The Hamiltonian for the non-interacting system is:
1 2
𝑁𝑒𝑙
𝑁𝑒𝑙
𝑒𝑙
̂ = ∑𝑁
𝐻
𝑖=1 − 2 𝛻𝑖 + ∑𝑖=1 𝑉𝑒𝑥𝑡 (𝒓𝑖 ) + ∑𝑖=1 𝑉𝑎𝑣 (𝒓𝑖 )
1

𝑁𝑒𝑙
𝑁𝑒𝑙
= ∑𝑖=1
− 2 𝛻𝑖2 + ∑𝑖=1
{𝑉𝑒𝑥𝑡 (𝒓𝑖 ) +𝑉𝑎𝑣 (𝒓𝑖 )}
1

𝑁𝑒𝑙
𝑁𝑒𝑙
= ∑𝑖=1
− 2 𝛻𝑖2 + ∑𝑖=1
𝑉𝑒𝑓𝑓 (𝒓𝑖 )
1

𝑁

𝑒𝑙
= ∑𝑖=1
{− 2 𝛻𝑖2 +𝑉𝑒𝑓𝑓 (𝒓𝑖 )}

𝑁

𝑒𝑙 ̂
= ∑𝑖=1
ℎ(𝒓𝑖 )

So, the entire Hamiltonian is the sum of each one-electron Hamiltonian.

3

Credit: University of Southampton, School of Chemistry
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Figure 2.4: Comparison of Kohn-Sham electron density of fictitious system to real interacting
system 4
Now, we can solve Schrödinger equation for one electron system:
ℎ̂(𝒓𝑖 )𝛹𝑎 (𝒓𝑖 ) = 𝜀𝑎 𝛹𝑎 (𝒓𝑖 )
from where we can find molecular orbitals 𝛹𝑎 (𝒓𝑖 ) and energies 𝜀𝑎 .
If the wavefunction is a single Slater determinant, the expression for electron density is
𝑁 /2

𝑒𝑙
𝑛(𝒓) = 2 ∑𝑖=1
| 𝛹𝑖 (𝒓)|2

The final KS energy functional:
𝐸[𝑛] = 𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛]+ 𝐸𝐶𝑜𝑢𝑙 [𝑛] + 𝐸𝑒𝑥𝑡 [𝑛]+𝐸𝑘𝑖𝑛 [𝑛] − 𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛] + 𝐸𝑋𝐶 [𝑛]
= 𝐸𝐶𝑜𝑢𝑙 [𝑛] + 𝐸𝑒𝑥𝑡 [𝑛]+𝐸𝑘𝑖𝑛 [𝑛] − 𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛] + 𝐸𝑋𝐶 [𝑛]
𝑁𝑒𝑙 /2

1
= 2 ∑ ∫ 𝜓𝑖∗ (𝒓) (− ∇2 )𝜓𝑖 (𝒓)𝑑𝒓 + 𝐸𝐶𝑜𝑢𝑙 [𝑛] + (𝐸𝑘𝑖𝑛 [𝑛] − 𝐸𝑘𝑖𝑛 ,𝐾𝑆 [𝑛]) + 𝐸𝑋𝐶 [𝑛]
2
𝑁𝑒𝑙 /2

𝑖=1

1
= 2 ∑ ∫ 𝜓𝑖∗ (𝒓) (− ∇2 )𝜓𝑖 (𝒓)𝑑𝑟 + 𝐸𝐶𝑜𝑢𝑙 [𝑛] + 𝐸𝑒𝑥𝑡 [𝑛] + {𝐸𝑘𝑖𝑛 [𝑛] − 𝐸𝑘𝑖𝑛,𝐾𝑆 [𝑛] + 𝐸𝑋𝐶 [𝑛]}
2
𝑖=1

4

Credit: University of Southampton, School of Chemistry
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𝑁𝑒𝑙 /2

1
′
= 2 ∑ ∫ 𝜓𝑖∗ (𝒓) (− ∇2 )𝜓𝑖 (𝒓)𝑑𝑟 + 𝐸𝐶𝑜𝑢𝑙 [𝑛] + 𝐸𝑒𝑥𝑡 [𝑛] + 𝐸𝑋𝐶
[𝑛]
2
𝑖=1

So, the total KS energy functional is written in terms of kinetic energy part which is a
functional of molecular orbital and rest of the energy terms are functionals of electron density.
′
𝐸𝑋𝐶
[𝑛] is called “Exchange-correlational functional”. It now also contains the contribution from

the kinetic energy term, which is the difference between the kinetic energy of an interacting and
′
non-interacting system. We need to find a correct approximation of 𝐸𝑋𝐶
[𝑛] to find exact energy.

Figure 2.5: Kohn-Sham approach to DFT5
2.6 2Exchange-Correlation Functional
′
We can compute every part of K-S energy functional except the 𝐸𝑋𝐶
[𝑛] part.
5

Credit: University of Southampton, School of Chemistry
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′ [𝑛]
𝐸𝑋𝐶
= 𝑇[𝑛] − 𝑇0 [𝑛] + 𝐸𝑋𝐶 [𝑛]

(9)

𝑇[𝑛] − 𝑇0 [𝑛] is the kinetic energy difference of interacting and non-interacting system and
𝐸𝑋𝐶 [𝑛] is the Coulomb interaction of electrons with exchange correlation hole [𝑛𝑋𝐶 ].
Adiabatic connection formula:
1

1

′ [𝑛]
𝐸𝑋𝐶
= 2 ∫ 𝑑𝒓𝑛(𝒓) ∫ 𝑑𝒓′ ∫0 𝑑𝝀

𝑛𝑥𝑐,𝜆 (𝒓,𝒓′ )
|𝒓−𝒓′ |

𝜆 is the interaction parameter.
The slef-interaction error in DFT arises because the self-Coulomb energy is not exactly
canceled out by the self-exchange energy given by the approximate exchange-correlation energy
functional Exc. In 1981, Perdew and Zunger[15] proposed as orbital by orbital self-interaction
correction to the total energy:
𝐸 𝐷𝐹𝑇−𝑆𝐼𝐶 = 𝐸 𝐷𝐹𝑇 − ∑
𝛼,𝜎

𝑎𝑝𝑝𝑟𝑜𝑥
{𝑈[𝑛𝛼,𝜎 ] + 𝐸𝑥𝑐
[𝑛𝛼,𝜎 , 0]}

here 𝛼 𝑎𝑛𝑑 𝜎 are the orbital and spin indices. Here, 𝑈[𝑛𝛼,𝜎 ] is the exact self-Coulomb
𝑎𝑝𝑝𝑟𝑜𝑥
energy of the orbital and 𝐸𝑥𝑐
[𝑛𝛼,𝜎 , 0] is the approximate self exchange-correlation energy.

Orbital 𝜑𝛼,𝜎 (𝒓) are used to define the orbital densities 𝑛𝛼,𝜎 [𝒓] as:
𝑛𝛼,𝜎 [𝒓] = |𝜑𝛼,𝜎 (𝒓)|2
Although the Perdew-Zunger SIC approach is conceptually simple, a direct application works only
for atoms. For extended systems, it was shown that the correction per atom is different from that
in an atomic system. In 1984, Pederson, Heaton, and Lin showed that SIE can be eliminated by
using local orbitals in extended systems which means transforming the KS orbitals to a set of local
orbitals. Since a large variety of local orbitals can be conceived, the local orbitals should be chosen
such that it variationally minimizes the SI corrected total energy. Thus, the problem of
incorporating the SIC reduces to finding the correct set of local orbitals. In practice, this procedure
is lengthy and most of the SI corrections have been applied only to small molecules.
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In 2014, Pederson et al. [16] introduced a method to calculate the SIC through use of a type of loca
orbitals known as Fermi orbitals. They proposed to construct local orbitals or Fermi Orbital(FO)
from the unitary transformation that is explicitly dependent on the non-interacting one-particle
density matrix. If a set of KS orbitals are given, then the FO (𝐹𝑖𝜎 ) can be defined as:
𝜌(𝑎𝑖𝜎 , 𝒓)
𝐹𝑖𝜎 (𝒓) =
√𝜌(𝑎𝑖𝜎 )
∑𝛼 𝜓𝛼𝜎 (𝒂𝑖𝜎 )𝜓𝛼𝜎 (𝒓)
𝜎
𝐹𝑖𝜎 (𝒓) =
= ∑ 𝑇𝑖𝛼
𝜓𝛼𝜎 (𝒓)
2
𝛼
√{∑𝛼|𝜓𝛼𝜎 (𝒂𝑖𝜎 )| }

(10)

which is a simple transformation of the KS orbitals to FO. Here 𝒂𝑖𝜎 represent the Fermi
orbital descriptor (FOD) positions. The Fermi orbitals crucially depend on the FOD position which
defines the Fermi orbitals. The variational minimization of the total SI corrected total energy
therefore reduces to finding the positions of the N descriptors. This leads to reduction in
computation since instead of finding N2 elements for transformation of the KS orbitals to the
minimizing local orbitals, we need to find 3N coordinates of the FODs for a system with N
electrons. The Fermi orbitals are normalized for normalized KS orbitals but are not mutually
orthogonal. In practice, the Fermi orbitals are orthogonalized using the Löwdin orthogonalization
scheme. This correction scheme is therefore known as Fermi-Löwdin orbital based self-interaction
correction(FLOSIC) scheme. This scheme is used in this study to calculate SIC energy and
polarizability of different systems.
2.7 Polarizability
Polarizabilities determine the dynamical response of a bound system to an external electric
field and provide insight into a molecule’s internal structure. If we place an atom which is
electrically neutral in an external electric field, the center of the positive charge is displaced along
the field direction and the negative charge in the opposite direction.
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Nucleus
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Equilibrium
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+Ze

Field direction
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Figure 2.6: Position of +ve and –ve charges in an atom (left) without Electric Field and (right)
with Electric Field.
To describe anisotropic media a polarizability tensor 𝛼 is defined as a 3x3 matrix as:
𝛼𝑥𝑥
𝛼
𝛼 = [ 𝑦𝑥
𝛼𝑧𝑥

𝛼𝑥𝑦
𝛼𝑦𝑦
𝛼𝑧𝑦

𝛼𝑥𝑧
𝛼𝑦𝑧 ],
𝛼𝑧𝑧

where 𝛼𝑥𝑦 value indicates that an applied electric field along y-direction will also polarize the
system in the x-direction and the diagonal elements describe the response of system parallel to the
applied electric field. An applied field polarizes the atomic charge distributions and induces a
transfer of charge between them. The resulting changes in the dipole moment per unit of applied
field determine the corresponding contributions to the polarizability [17]. DFT have been used to
calculate static polarizabilities for the past couple of years [18]–[24][25][26].
We can calculate the polarizability of a molecule by expanding the electric field-dependent
energy E(F) in a series,
𝜕𝐸
1
𝜕 2𝐸
𝐸 = 𝐸0 + ∑
|
F + ∑
| 𝐹𝐹 +⋯
𝜕𝐹𝑖 𝐹=0 i 2! 𝑖 𝜕𝐹𝑖 𝜕𝐹𝑗 𝐹=0 𝑖 𝑗
𝑖
1
= 𝐸0 + ∑ 𝜇𝑖 𝐹𝑖 + ∑ 𝛼𝑖𝑗 𝐹𝑖 𝐹𝑗 + ⋯
2!
𝑖

(11)

𝑖

The polarizability components are calculated using finite difference method from the total
energies with an electric field applied in various directions. The mean polarizability is defined as
the average value of the polarizability tensor:
𝛼̅ =

1
3

(𝛼𝑥𝑥 + 𝛼𝑦𝑦 + 𝛼𝑧𝑧 ).
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Although the DFT performs well for the calculation of polarizability using the finite field
approach,

the self-interaction error can lead to inaccuracies. The SI error results in more

delocalized orbitals which reduces the screening of the nuclei. This can be more prominent in
some of the conjugated systems with delocalized orbitals. Moreover, the bond lengths are larger
in the local density approximation. The SIC will lead to shorter bond lengths compared to LDA.
In this thesis, we examine the effect of self-interaction correction on the polarizability of
Na atom, Na2 dimer, NaCl molecule and benzene molecules. In this application, we do not relax
the ionic geometry which is set the geometries obtained with PBE-GGA functional. Here we
examine only the changes to polarizability due to the changes in electronic density.
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Chapter 3: Results and Discussions
The Fermi-Lowdin orbital based self-interaction correction scheme is used to determine
the energies of the Na atom and the molecules. In this scheme, the self-interaction potential is
calculated for each Fermi orbital which is defined by eq. (10) in the previous chapter. Each Fermi
orbital is normalized to one by construction. The Fermi orbitals depend on the special positions
called Fermi orbital descriptor (FOD). The variational minimization of total energy requires
finding the set of Fermi orbitals which will give the minimum self-interaction corrected total
energy. In practice, the problem of finding the minimizing Fermi orbital set reduces to finding the
set of descriptor positions which minimizes the total energy. Thus, the variational problem reduces
to optimization of the FOD positions, similar to finding the ionic positions on potential energy
surface of a molecule. We start with a trial set of FOD positions for each molecule. The potential
and total energy are calculated self-consistently for a given set of Fermi orbitals. The forces are
then calculated on the FOD positions and their positions are optimized. The optimization process
can be long depending on the system and the initial set of FOD positions.
In the following, we describe each system we have studied here.
3.1 Na atom:
We have chosen Na atom as a test system since the polarizability of Na atom in the gas
phase is well studied experimentally. The electronic configuration of the Na atom is 1s22s22p63s1.
We have carried out the spin-polarized calculations on the Na atom with 6 spin up and 5spin down
electrons. The number of Fermi orbitals and hence the number of descriptors are same as the
number of electrons for each spin. The Fermi orbitals for the Na atoms can be categorized as
follows: a core Fermi orbital which is very similar to that of the 1s atomic orbital, four Fermi
orbitals that correspond to four sp3 hybridized orbitals corresponding to the 2nd shell of electrons,
and one orbital that correspond to the 3s electron. The FOD that correspond to the core orbital is
found to be on top of the nuclear position, FODs that correspond to the sp3 hybridized orbitals
form a tetrahedron around the atom. The last FOD is found to be located away from the other five.
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The majority spin FOD positions of the Na atom are shown in red in Fig. 3.1. The last FOD can
be symmetrically placed around the Na atom on a sphere. The distance of the last FOD is 3.37 Å
from the nuclear position.
To determine the polarizability we have adopted a finite field method [26], [27] where the
polarizability tensor is built by taking the finite difference of the total energies of the molecule
with an electric field applied in 12 different directions. We have used a small value of electric
field 0.02 a.u. for our calculations. The optimized FODs for the Na atom were used as initial guess
for each calculation with electric fields. The 12 electric fields used in all our calculations are
(0.02,0,0), (-0.02,0,0), (0,0.02,0), (0, -0.02,0), (0,0,0.02), (0,0, -0.02), (0.02,0.02,0), (-0.02, 0.02,0), (0.02,0,0.02), (-0.02,0, -0.02), (0,0.02,0.02), (0, -0.02, -0.02). This required optimization
of the FODs for each applied electric field. Although the atom is symmetric and therefore does not
require all the 12 calculations, still we performed them to check the FOD movements. The final
positions of the FODs with respect to the initial positions for various applied fields are shown in
Fig. 3.1.

(a)

(b)
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(d)

(c)

(e)

(f)

(g)

(h)

(i)

(j)
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(k)

(l)

Figure 3.1: FOD (spin up) positions of Na atom before (red) and after(blue) applying Electric
Field (strength 0.02) along (a) +X (b) -X (c) +Y (d) -Y (e) +Z (f) -Z (g) +X and +Y
(h) -X and -Y (i) +Y and +Z (j) -Y and -Z (k) +Z and +X (l) -Z and -X directions.
The electron density of the molecule changes upon application of an external electric field.
The total energy changes due to the change in the density and also due to the interaction of the
positive charge nuclei and the negatively charged electrons with the electric field. The total
energies of the system with various field values are presented in Table. 3.1. These total energies
are used for calculating the polarizability tensor. The average polarizability is calculated from the
average value of the trace of the polarizability tensor. The available experimental value of
polarizability for Na atom is 24.11 Å3. Our calculated value 24.32 Å3 is in excellent agreement
with experiment. The value of polarizability using GGA is 20.40 Å3 smaller than an experiment.
The SIC lowers the eigenvalues by correcting for the unphysical self-interaction and thereby
reduces the delocalization of the orbitals. At the same time, the core orbitals also are more tightly
bound and better screens the nuclear potential of the valence orbitals. The overall effect is,
therefore, is that the valence orbitals are affected more by the applied electric field and as result
the polarizability increases.
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Table 3.1: Field dependent energy calculation for Na atom.
Direction of applied Electric Field (a.u.)

Energy (Hartree)

Ex

Ey

Ez

0

0

0

-162.6725463

0.02

0

0

-162.7052515

-0.02

0

0

-162.7054137

0

0.02

0

-162.7052263

0

-0.02

0

-162.7054137

0

0

0.02

-162.7054460

0

0

-0.02

-162.7054874

0.02

0.02

0

-162.7390375

-0.02

-0.02

0

-162.7389972

0.02

0

0.02

-162.7391647

-0.02

0

-0.02

-162.7391895

0

0.02

0.02

-162.7391300

0

-0.02

-0.02

-162.7391897

3.2 Na dimer:
The alkali dimers are interesting systems with two valences electrons and energetically
well separated core states. The Na atoms, in this case, have a core structure similar to Ne. The
initial FOD positions are therefore chosen to represent the inner core with 5 FODs of which 4
FODs form a tetrahedron. The remaining FOD is placed in the middle of the bond between the two
Na atoms. The optimization showed that the inner is not perfectly symmetric as in Ne. This feature
is also seen in the isolated Na atom. The optimized FOD positions are shown in Fig. 3.2. Once
the FODs for the zero-applied field is optimized we used them as initial positions for calculations
with external fields. The procedure is exactly same as described earlier for Na atom. The
22

movement of the FOD due to various applied fields is shown in Fig. 3.2. Overall, the movement
of only the valence FOD is most prominent but for several cases we also see the movement of the
FODs forming the inner tetrahedrons. The movements are most prominent when there is a
component of the field along the molecular axis, which is along the x-axis in this case. In our
calculations, the components of the field have the same value, but the total field strength is not
kept same. As a result, for cross-fields, the total strength is higher and as result, the effects on the
FODs are more prominent. The symmetry of the FOD position change for fields along XY and XZ
directions is however not seen. One reason could be the large field produces non-linear effects,
but it requires more detailed investigation.
The calculated value of polarizability of the Na dimer is using GGA is 33.54 Å3 and at the
LDA-SIC level, it is reduced to 32.80 Å3. The experimental value is 36.45 Å3[28]. In the case of
Na2, the agreement with SIC worsens compared to DFT-GGA calculations. Another point is that
the polarizability actually decreases in this case. As mentioned earlier there are two effects of SIC
– one is that the valence orbital is more tightly bound, and the other is that the nuclear potential is
more screened. It is a combination of these two effects and in this case, the first effect is larger
than the second one. We point out that the ionic positions are kept fixed at the PBE-GGA
optimized structure. It is likely that the bond length of the Na dimer will change with the
application of SIC and that effect is not taken into account here.

(a)

(b)

(c)

(d)
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(f)

(e)

(g)
(h)
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(j)

(k)

(l)

Figure 3.2: FOD (spin up) positions of Na dimer with (blue) and without (red) applied electric
field. The Na atoms are placed along the X-axis. The electric fields (strength 0.005)
are applied along (a) +X (b) -X (c) +Y (d) -Y (e) +Z (f) -Z (g) +X and +Y (h) -X and
-Y (i) +Y and +Z (j) -Y and -Z (k) +Z and +X (l) -Z and -X directions.
Table 3.2: Field dependent energy calculation for Na dimer
Direction of applied Electric Field (a.u)

Energy (Hartree)

Ex

Ey

Ez

0

0

0

-325.3756334

0.005

0

0

-325.3792811

-0.005

0

0

-325.3792805

0

0.005

0

-325.3779639

0

-0.005

0

-325.3779533

0

0

0.005

-325.3779682
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0

0

-0.005

-325.3779521

0.005

0.005

0

-325.3818069

-0.005

-0.005

0

-325.3826554

0.005

0

0.005

-325.3816791

-0.005

0

-0.005

-325.3816425

0

0.005

0.005

-325.3802714

0

-0.005

-0.005

-325.3802749

3.3 NaCl
This is another interesting system with one Na and one Cl atom and it has also energetically
well separated core states like Na2. The Na atom, in this case, has an exactly same structure which
is described earlier. The electronic structure of Cl is 1s22s22p63s23p5. The initial FOD positions
are therefore chosen to represent the inner core with 5 FODs of which 4 FODs form first
tetrahedron shell and the remaining FOD form second tetrahedron shell. We have carried out the
spin polarized calculation here also like the other systems. The optimized FOD positions are shown
in Fig. 3.3. After optimization of FODs with zero electric fields, we used them as the initial position
for calculations with external fields of strength 0.02 a.u. The procedure is exactly same as
described earlier for other systems. The movement of the FOD due to various applied fields is
shown in Fig. 3.3 where red positions indicate the positions of FODs without an electric field and
the blue indicate the movement of FODs after applying an electric field. One feature after applying
electric field is seen that the movement of outermost FODs of Cl atom is significantly more
compared to the Na atom. This is due to the larger distances of outermost Cl electrons with respect
to core electrons compared to the outermost electros of Na. Since we know the outermost electrons
of Cl atoms belong to the second shell of tetrahedron while for Na atom it is the first shell. The
movements are most prominent when there is a component of the field along the molecular axis,
which is also along the x-axis in this case like Na2.
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The calculated value of polarizability of the NaCl dimer is using GGA is 5.37 Å3 and at the LDASIC level, it is reduced to 4.18 Å3. The experimental value per ion pair in NaCl crystal is 3.2623.380 Å3 [29], [30]. We don’t have the experimental value for the NaCl in the gas phase for direct
comparison.
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Figure 3.3: FOD (spin up) positions of NaCl before (red) and after(blue) applying Electric Field
(amount 0.02) along (a) +X (b) -X (c) +Y (d) -Y (e) +Z (f) -Z (g) +X and +Y (h) -X
and -Y (i) +Y and +Z (j) -Y and -Z (k) +Z and +X (l) -Z and -X directions.

Table 3.3: Field dependent energy calculation for NaCl
Direction of applied Electric Field (a.u.)

Energy (Hartree)

Ex

Ey

Ez

0

0

0

-623.8808236

0.02

0

0

-623.8171998

-0.02

0

0

-623.957165

0

0.02

0

-623.885973

0

-0.02

0

-623.8864165

0

0

0.02

-623.886109

0

0

-0.02

-623.8859323

0.02

0.02

0

-623.8239013

-0.02

-0.02

0

-623.9620676
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0.02

0

0.02

-623.8237981

-0.02

0

-0.02

-623.9620850

0

0.02

0.02

-623.8910947

0

-0.02

-0.02

-623.8911744

3.4 C6H6
Benzene is the simplest aromatic hydrocarbon with the molecular formula C6H6. August
Kekule proposed that benzene was a rapidly equilibrating mixture of two compounds, each
containing a six-membered ring with three alternating  bonds. Although benzene is still drawn as a
six-membered ring with alternating  bonds, in reality, there is no equilibrium between the two different
kinds of benzene molecules. Benzene has a p orbital on each atom of the ring. Current descriptions of
benzene are based on resonance and electron delocalization due to orbital overlap. To determine the

polarizability of benzene we have used 0.02 a.u for our calculation. Like previous systems, the
optimized FODs for the C6H6 were used as initial guess for each calculation with electric fields
along twelve different directions as we mentioned above. The final positions of the FODs with
respect to the initial positions for various applied fields are shown in Fig. 3.4.

(b)

(a)

28

(c)

(d)

(f)

(e)

(h)

(g)

29

(j)

(i)

(k)

(l)

Figure 3.4: FOD (spin up) positions of C6H6 before (red) and after(blue) applying Electric Field
(amount 0.02) along (a) +X (b) -X (c) +Y (d) -Y (e) +Z (f) -Z (g) +X and +Y (h) -X
and -Y (i) +Y and +Z (j) -Y and -Z (k) +Z and +X (l) -Z and -X directions.
The calculated value of polarizability of C6H6 is using GGA is 10.40 Å3 and at the LDA-SIC level,
it is increased to 10.71 Å3. The experimental value ranges from 9.90 – 10.38 Å3[31]. In the case
of C6H6, the agreement with SIC worsens compared to DFT-GGA calculations.
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Table 3.4: Field dependent energy calculation for C6H6
Direction of applied Electric Field (a.u)

Energy (Hartree)

Ex

Ey

Ez

0

0

0

-233.1496829

0.02

0

0

-233.1655464

-0.02

0

0

-233.1662448

0

0.02

0

-233.1659983

0

-0.02

0

-233.1662429

0

0

0.02

-233.1603372

0

0

-0.02

-233.1604880

0.02

0.02

0

-233.1822181

-0.02

-0.02

0

-233.1822276

0.02

0

0.02

-233.176120

-0.02

0

-0.02

-233.1759138

0

0.02

0.02

-233.1761101

0

-0.02

-0.02

-233.1759289
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Table 3.5: Polarizability calculation by using Field dependent energy of different systems

Polarizability components, (Å)3

Systems

𝛼𝑦𝑦

𝛼𝑥𝑥

Average

𝛼𝑧𝑧

polarizability
𝛼̅ =

1
(𝛼 + 𝛼𝑦𝑦 + 𝛼𝑧𝑧 )
3 𝑥𝑥

(Å)3
DFT

SIC

DFT

SIC

DFT

SIC

DFT

SIC

Exp.

Na

20.40

24.29

20.00

24.28

20.70

24.39

20.40

24.32

24.11

Na2

46.57

43.24

27.02

27.56

27.02

27.58

33.54

32.80

36.45

NaCl

6.53

4.71

4.80

3.98

4.78

3.85

5.37

4.18

-

C6H6

12.30

12.20

12.29

12.02

6.61

7.90

10.40

10.71

9.90 10.38

The calculated polarizability values are summarized in Table 3.5. The calculated values
are in good agreement, but a clear trend is not seen. To check how the SIC changes other properties
of the molecule, we also applied it to calculate the first ionization potential of the systems studied
here. According to Koopmans theorem, the eigenvalue of the highest occupied molecular orbital
is the negative of the first ionization potential. However, this relation is not satisfied in density
functional theory because of the self-interaction error. We present the calculated SI correction to
total energy values and the HOMO eigenvalues in Table 3.5. The experimental values of first
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ionization potentials for Na and Na2 are 5.14 and 4.9 eV[32], respectively, which are in excellent
agreement with our calculated values. The experimental ionization potential for NaCl is 9.8
eV[32] which is slightly lower than our calculated value of 10.34 eV. Our calculated value of
ionization potential is in excellent agreement with the experimental value of 9.24 eV for benzene.
Table 3.6: Total and Highest occupied molecular orbital(HOMO) energies of different systems
Systems

HOMO energy (eV)
DFT

SIC

Exp.
ionization
potential(eV)

Na

2.99

5.17

5.14

Na2

2.99

5.17

4.9

NaCl

5.17

10.34

10.34

C6H6

6.53

9.25

9.24

The close agreement of the calculated ionization potentials with experiment shows that the
Fermi-Lowdin orbital method has tremendous potential. The lack of close agreement between
calculated polarizability can be attributed to several factors mostly related to the ionic structure.
We point out that the ionic relaxation due to the SI corrections to density is not taken into account
in this calculation. This could be one source of discrepancy between the calculated and the
experimental values of polarizability. Another possibility is to test more sets of Fermi orbitals for
these systems. Basis set effects can also be large for calculations with the applied electric field.
Moreover, the contributions to polarizability from vibrational motion of the molecules are not
included in this work.
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Chapter 4: Conclusion and Future Direction
The Fermi-Lowdin Orbital based self-interaction correction(FLOSIC) scheme have been
used to calculate polarizability of small molecules and atom such as 𝑁𝑎, 𝑁𝑎𝐶𝑙, 𝑁𝑎2 (Na dimer),
𝐶6 𝐻6(Benzene).

One purpose of this exercise is to see how the FOD positions change depending on the
applied electric field. We see that the positions of the outer FODs which correspond to the valence
electrons change significantly more compared to the FODs corresponding to core electrons.
The orbital energies of the valence electrons are higher in DFT due to the self-interaction
error. The SI correction leads to lower orbital energies and therefore the electronic density is less
diffused.
The treatment considers only the electronic contribution to polarizability; We have not
taken into account the contribution to polarizability from vibrational motion of the molecules. For
the Na atom, the calculated polarizability is in good agreement with experiment.

For the

molecules, more systems need to be studied to understand how SIC affects the calculated
polarizability values.
Future Direction
Since we mentioned earlier that more systems need to be studied to understand how SIC
affects the calculated polarizability values, so to carry out the research further some big systems
(e.g. Tetracene, Pentacene) can be considered to see how it works.
Also besides polarizability, some other properties (e.g. Ionization potential) can be
calculated to see the accuracy of SIC.
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