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This paper studies two widely used stochastic non-autonomous logistic models. For
the ﬁrst system, suﬃcient conditions for extinction, non-persistence in the mean, weak
persistence and stochastic permanence are established. The critical number between weak
persistence and extinction is obtained. For the second system, suﬃcient criteria for
extinction, non-persistence in the mean, weak persistence in the mean, strong persistence
in the mean and stochastic permanence are established. The critical number between weak
persistence in the mean and extinction is obtained. It should be pointed out that this
research is systematical and complete. In fact, the behaviors of the two models in every
coeﬃcient cases are cleared up by the results obtained in this paper.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The investigation of logistic system has long been and will continue to be one of the dominant themes in both ecology
and mathematical ecology due to its importance. Persistence and extinction of this model is one of the most interesting and
important topics. The classical non-autonomous logistic equation can be expressed as follows:
dx(t)/dt = x(t)[r(t) − a(t)x(t)] (1)
for t  0 with initial value x(0) = x0 > 0, x(t) is the population size at time t , r(t) denotes the rate of growth and
r(t)/a(t) stands for the carrying capacity at time t . Both r(t) and a(t) are continuous bounded functions on [0,+∞) and
mint∈R+ a(t) > 0. We refer the reader to May [1] for a detailed model construction. System (1) models a single species
whose members compete among themselves for a limited amount of food and living space.
Owing to its theoretical and practical signiﬁcance, the deterministic system (1) and its generalization form have been
extensively studied and many important results on the global dynamics of solutions have been founded, see e.g. Freedman
and Wu [2], Golpalsamy [3], Kuang [4], Lisena [5] and the references therein. In particular, the books by Golpalsamy [3] and
Kuang [4] are good references in this area.
On the other hand, population dynamics in the real world is inevitably affected by environmental noise which is an
important component in an ecosystem (see e.g. Gard [6,7]). The deterministic models assume that parameters in the systems
are all deterministic irrespective environmental ﬂuctuations. Hence they have some limitations in mathematical modeling of
ecological systems, besides they are quite diﬃcult to ﬁtting data perfectly and to predict the future dynamics of the system
accurately [8]. May [1] pointed out the fact that due to environmental noise, the birth rate, carrying capacity, competition
coeﬃcient and other parameters involved in the system exhibit random ﬂuctuation to a greater or lesser extent.
Currently there are two main ways considered in the literatures to model the effect of the environmental ﬂuctuations in
population dynamics. One is to assume that the white noise affects a(t) mainly. Another is to assume that the most sensitive
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reproduction, a very sensitive phase in the life cycle. The studies [9–13] are the former type while the investigations [14–23]
are the latter case.
Firstly, let us consider the former case. Recall that a(t) represents the intraspeciﬁc competition coeﬃcient at time t . In
practice we usually estimate it by an average value plus an error term. In general, by the well-known central limit theorem,
the error term follows a normal distribution. Thus for short correlation time, we may replace a(t) by
−a(t) → −a(t) + σ(t)B˙(t),
where σ(t) is a continuous bounded function on R+ and σ 2(t) represents the intensity of the white noise at time t; B˙(t)
is the white noise, namely B(t) is a Brownian motion deﬁned on a complete probability space (Ω,F ,P) with a ﬁltration
{Ft}t∈R+ satisfying the usual conditions (i.e., it is right continuous and increasing while F0 contains all P-null sets). Then
we obtain a stochastic model described by the following Itô equation
dx(t) = x(t)[r(t) − a(t)x(t)]dt + σ(t)x2(t)dB(t). (2)
If we assume that the noise affects the growth rate r(t) mainly with
r(t) → r(t) + σ(t)B˙(t),
then a new stochastic form will be
dx(t) = x(t)[r(t) − a(t)x(t)]dt + σ(t)x(t)dB(t). (3)
Owing to their theoretical and practical signiﬁcance, models (2) and (3) have deserved a lot of attention. For example,
[9–13] studied many properties of model (2) in autonomous case. The authors have claimed that the presence of even a
tiny amount of noise on a can suppress a potential population explosion. However, since model (2) describes a population
dynamics, it is critical to ﬁnd out when the population will go to extinction and when will survive. As far as we know, there
are few results of this aspect for system (2). For model (3), there are some results on persistence. For example, Jiang, Shi
and Li [17] studied the stochastic permanence of model (3) and claimed that if r(t),a(t) and α(t) are continuous T -periodic
functions satisfying a(t) > 0, r(t) > 0 and mint∈[0,T ] r(t) > maxt∈[0,T ] σ 2(t), then system (3) is stochastically permanent.
However, on the one hand, the above conditions are too restricted; On the other hand, as far as we know, all the publications
have not obtained the persistence-extinction threshold for model (3). The aims of this work are to deal with the above
problems one by one and moreover, obtain the behaviors of models (2) and (3) in every coeﬃcient cases. The important
contributions of this paper is therefore clear.
To proceed, we need some appropriate deﬁnitions of persistence. Ma and his co-workers proposed the concepts of weak
persistence [24], weak persistence in the mean [25] and strong persistence in the mean [26] for some deterministic models.
Especially, Wang and Ma [27] pointed out the fact that there is only threshold between weak persistence (in the mean) and
extinction of populations for general non-autonomous population models.
Notations and useful deﬁnitions.
b(t) = r(t) − σ 2(t)/2.
〈 f (t)〉 = 1t
∫ t
0 f (s)ds; f∗ = lim inft→+∞ f (t).
f ∗ = limsupt→+∞ f (t); R+ = [0,+∞).
Extinction: limt→+∞ x(t) = 0 a.s.
Non-persistence in the mean: limt→+∞〈x〉 = 0.
Weak persistence: x∗ > 0.
Weak persistence in the mean: 〈x〉∗ > 0.
Strong persistence in the mean: 〈x〉∗ > 0.
Stochastic permanence: there are constants β > 0, M > 0
such that P∗{x(t) β} 1− ε and P∗{x(t) M} 1− ε.
It follows from the above deﬁnitions that stochastic permanence means strong persistence in the mean with large prob-
ability, strong persistence in the mean implies weak persistence in the mean, weak persistence in the mean indicates weak
persistence, extinction means non-persistence in the mean. But generally, the reverses are not true.
There are many methods to analyze deterministic system, such as Lyapunov functions, coincidence degree theory, Jaco-
bian matrix and so on. But there is lack of mathematical machinery available to analyze stochastic system. One of current
approaches for studying stochastic system is to make use of Fokker–Planck equation (see e.g. [28]). However, (2) and (3) are
non-autonomous stochastic models, whose corresponding Fokker–Planck equations are not ordinary differential equations
but partial differential equations. Moreover, the uniform boundedness of x in deterministic model (1) is destroyed in models
(2) and (3). It is well known that boundedness is a very important property in the proof. In this work, we mainly use Itô’s
formula, theory of stochastic differential equation and Lyapunov functions to analyze the properties of systems (2) and (3).
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conditions for extinction, non-persistence in the mean, weak persistence and stochastic permanence are established. The
constant which determines weak persistence and extinction of the species is obtained. In Section 3, we carry out the survival
analysis for system (3) and obtain suﬃcient conditions for its extinction, non-persistence in the mean, weak persistence in
the mean, strong persistence in the mean and stochastic permanence. The constant represented by the coeﬃcients of the
stochastic system is found. The results show that if the constant is negative, the species will go to extinction; If the constant
is positive, the species will be weakly persistent in the mean. In Section 4, we work out some ﬁgures to illustrate the various
theorems obtained in Section 2 and Section 3. The last section gives the conclusions and future directions of the research.
2. Analysis of model (2)
Throughout this paper, we suppose that r(t), a(t) and σ(t) are continuous bounded functions on R+ = [0,+∞) and
inft∈R+ a(t) > 0. If ν(t) is a continuous bounded function on R+ , deﬁne
νˇ = inf
t∈R+
ν(t), νˆ = sup
t∈R+
ν(t).
In this section, we carry out survival analysis for model (2). As x(t) in Eq. (2) is population size at time t , it should be
nonnegative. Moreover, in order for a stochastic differential equation to have a unique global (i.e. no explosion in a ﬁnite
time) solution for any given initial value, the coeﬃcients of the equation are generally required to satisfy the linear growth
condition and local Lipschitz condition (see e.g. [28]). However, the coeﬃcients of model (2) do not satisfy the linear growth
condition, though they are locally Lipschitz continuous, so the solution of system (2) may explode at a ﬁnite time. Thus for
further study, we must ﬁrstly give some conditions under which Eq. (2) has a global positive solution.
Lemma 1. For (2), with any given initial value x(0) = x0 > 0, there is a unique solution x(t) on t  0 and the solution will remain in
R+ with probability one.
Proof. Our proof is motivated by the works of Mao, Marion and Renshaw [9, Theorem 2.1]. Since the coeﬃcients of the
equation are locally Lipschitz continuous, then for any given initial value x0 ∈ R+ , there is a unique maximal local solution
x(t) on t ∈ [0, τe], where τe is the explosion time (see e.g. [28]). To show this solution is global, we only need to show
that τe = ∞. To this end, let n0 > 0 be so large that x0 lying within the interval [1/n0,n0]. For each integer n > n0, deﬁne
the stopping times τn = inf{t ∈ [0, τe]: x(t) /∈ (1/n,n)}. Clearly, τn is increasing as n → ∞. Let τ∞ = limn→+∞ τn , whence
τ∞  τe a.s. Now, we only need to show τ∞ = ∞. If this statement is false, there is a pair of constants T > 0 and ε ∈ (0,1)
such that P{τ∞ < ∞} > ε. Thus, there exists an integer n1  n0 such that
P{τn < T } > ε, n > n1. (4)
Deﬁne a C2-function V : R+ → R+ by V (x) = √x − 1 − 0.5 ln x. The nonnegativity of this function can be observed from
u − 1− lnu  0 on u > 0. If x(t) ∈ R+ , in view of Itô’s formula (see e.g. [28, p. 32]), we compute
dV (x) = Vx dx+ 0.5Vxx (dx)2
= 0.5x−0.5(1− x−0.5)[x(r(t) − a(t)x)dt + σ(t)x2 dB(t)]+ 0.5(−0.25x−1.5 + x−2)σ 2(t)x4 dt
= [−0.125σ 2(t)x2.5 + 0.25σ 2(t)x2 − 0.5a(t)x1.5 + 0.5a(t)x+ 0.5r(t)x0.5 − 0.5r(t)]dt
+ 0.5σ(t)x(x0.5 − 1)dB(t). (5)
Note that
−0.125σ 2(t)x2.5 + 0.25σ 2(t)x2 − 0.5a(t)x1.5 + 0.5a(t)x+ 0.5r(t)x0.5 − 0.5r(t)
−0.25σ 2(t)x2(0.5x0.5 − 1)− 0.5aˇx1.5 + 0.5aˆx+ 0.5 sup
t∈R+
∣∣r(t)∣∣(x0.5 + 1).
Now if 0.5x0.5 − 1 0 (i.e. x 4), then it follow from aˇ > 0 and the boundedness of r(t) that there exists a positive number
G1 independent of x and t such that
−0.25σ 2(t)x2(0.5x0.5 − 1)− 0.5aˇx1.5 + 0.5aˆx+ 0.5 sup
t∈R+
∣∣r(t)∣∣(x0.5 + 1)
−0.5aˇx1.5 + 0.5aˆx+ 0.5 sup
t∈R+
∣∣r(t)∣∣(x0.5 + 1) G1.
If 0 < x < 4, it is clearly that there exists a positive number G2 independent of x and t such that
−0.25σ 2(t)x2(0.5x0.5 − 1)− 0.5aˇx1.5 + 0.5aˆx+ 0.5 sup ∣∣r(t)∣∣(x0.5 + 1) sup σ 2(t) + 2aˆ+ 1.5 sup ∣∣r(t)∣∣ G2.
t∈R+ t∈R+ t∈R+
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−0.125σ 2(t)x2.5 + 0.25σ 2(t)x2 − 0.5a(t)x1.5 + 0.5a(t)x+ 0.5r(t)x0.5 − 0.5r(t) G.
Substituting this inequality into Eq. (5), we see that
dV
(
x(t)
)
 G dt + 0.5σ(t)x(x0.5 − 1)dB(t),
which implies that
τn∧T∫
0
dV
(
x(t)
)

τn∧T∫
0
G dt +
τn∧T∫
0
0.5σ(s)x(s)
(
x0.5(s) − 1)dB(s),
where ρ ∧ 
 =min{ρ,
}. Taking expectation on both sides of the above inequality, we can derive that
EV
(
x(τn ∧ T )
)
 V
(
x(0)
)+ GE(τn ∧ T ) V (x(0))+ GT . (6)
Set Ωn = {τn  T }, then by inequality (4) we have P(Ωn) ε. Note that for every ω ∈ Ωn , x(τn,ω) equals either n or 1/n,
hence V (x(τn,ω)) is no less than min{√n − 1− 0.5 lnn, 1/√n− 1+ 0.5 lnn}. By (6), we have
V
(
x(0)
)+ GT  E[1Ωn (ω)V (x(τn))] εmin{√n− 1− 0.5 lnn, 1/√n− 1+ 0.5 lnn}
where 1Ωn is the indicator function of Ωn . Letting n → ∞ leads to the contradiction ∞ > V (x(0)) + G1T = ∞, which
completes the proof. 
Now, we give our extinction and persistence results for model (2).
Theorem 2. If 〈r〉∗ = limsupt→+∞〈r(t)〉 < 0, species x(t) modeled by (2) will go to extinction almost surely (a.s.).
Proof. Applying Itô’s formula to Eq. (2) leads to
d ln x = dx
x
− (dx)
2
2x2
= [r(t) − a(t)x− 0.5σ 2(t)x2]dt + σ(t)xdB(t).
That is to say,
ln x(t) − ln x(0) =
t∫
0
[
r(s) − a(s)x(s) − 0.5σ 2(s)x2(s)]ds + M(t), (7)
where M(t) = ∫ t0 σ(s)x(s)dB(s), whose quadratic variation is
〈
M(t),M(t)
〉=
t∫
0
σ 2(s)x2(s)ds.
By virtue of the exponential martingale inequality (see e.g. [28, p. 44]), for any positive constants T ,α and β , we have
P
{
sup
0tT
[
M(t) − α
2
〈
M(t),M(t)
〉]
> β
}
 exp{−αβ}. (8)
Choose T = n, α = 1, β = 2 lnn, we get
P
{
sup
0tn
[
M(t) − 1
2
〈
M(t),M(t)
〉]
> 2 lnn
}
 1/n2.
An application of Borel–Cantelli lemma (see e.g. [28, p. 7]) yields that for almost all ω ∈ Ω , there is a random integer
n0 = n0(ω) such that for n n0,
sup
0tn
[
M(t) − 1
2
〈
M(t),M(t)
〉]
 2 lnn.
That is to say
M(t) 2 lnn + 1
2
〈
M(t),M(t)
〉= 2 lnn + 0.5
t∫
σ 2(s)x2(s)ds0
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ln x(t) − ln x(0)
t∫
0
r(s)ds −
t∫
0
a(s)x(s)ds + 2 lnn
t∫
0
r(s)ds + 2 lnn (9)
for all 0 t  n, n n0 a.s. In other words, we have already shown that for 0 < n − 1 t  n,
t−1
{
ln x(t) − ln x0
}

〈
r(t)
〉+ 2 lnn/(n − 1),
which indicates that [t−1 ln x(t)]∗  〈r〉∗ . That is to say, if 〈r〉∗ < 0, one can see that limt→+∞ x(t) = 0. 
Theorem 3. If 〈r〉∗ = 0, species x(t) will be non-persistent in the mean a.s.
Proof. For ∀ε > 0, ∃T1 such that t−1
∫ t
0 r(s)ds 〈r〉∗ + ε/2 = ε/2 for t > T1. Substituting this inequality into (9) gives
ln x(t) − ln x(0)
t∫
0
r(s)ds −
t∫
0
a(s)x(s)ds + 2 lnn εt/2− aˇ
t∫
0
x(s)ds + 2 lnn
for all T1 < t  n, n  n0 a.s. Note that for suﬃciently large t satisfying T1 < T < n − 1  t  n and n  n0 we have
(lnn)/t  ε/4. In other words, we have already shown that
ln x(t) − ln x(0) εt − aˇ
t∫
0
x(s)ds; t > T .
Let h(t) = ∫ t0 x(s)ds, then we have
ln(dh/dt) < εt − aˇh(t) + ln x0; t > T .
Consequently,
exp
(
aˇh(t)
)
(dh/dt) < x0 exp{εt}; t > T .
Integrating this inequality from T to t results in
aˇ−1
[
exp
{
aˇh(t)
}− exp{aˇh(T )}]< x0ε−1[exp{εt} − exp{εT }].
Rewriting this inequality we then derive
exp
{
aˇh(t)
}
< exp
{
aˇh(T )
}+ x0aˇε−1 exp{εt} − x0aˇε−1 exp{εT }.
Taking the logarithm of both sides yields that
h(t) < aˇ−1 ln
{
x0aˇε
−1 exp{εt} + exp{aˇh(T )}− x0aˇε−1 exp{εT }}.
In other words, we have already shown that{ t∫
0
x(s)ds/t
}∗
 aˇ−1
{
ln
{
x0aˇε
−1 exp{εt} + exp{aˇh(T )}− x0aˇε−1 exp{εT }}/t}∗.
By the L’Hospital’s rule, one can derive
〈x〉∗  aˇ−1{t−1 ln[x0aˇε−1 exp(εt)]}∗ = ε/aˇ.
Since ε is arbitrary, we get 〈x〉∗  0, which is the required assertion. 
Theorem 4. If 〈r〉∗ > 0, x(t) will be weakly persistent a.s.
Proof. We ﬁrst claim that[
t−1 ln x(t)
]∗  0 a.s. (10)
In fact, making use of Itô’s formula to Eq. (2) gives
d
(
exp(t) ln x
)= exp(t) ln xdt + exp(t)d ln x
= exp(t)[ln x+ r(t) − a(t)x− 0.5σ 2(t)x2]dt + exp(t)σ (t)xdB(t).
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exp(t) ln x(t) − ln x0 =
t∫
0
exp(s)
[
ln x(s) + r(s) − a(s)x(s) − 0.5σ 2(s)x2(s)]ds + N(t), (11)
where N(t) = ∫ t0 exp(s)σ (s)x(s)dB(s) is a local martingale with the quadratic form
〈
N(t),N(t)
〉=
t∫
0
exp(2s)σ 2(s)x2(s)ds.
It then follows from the exponential martingale inequality (8) by choosing T = γ k, α = exp(−γ k), β = θ exp(γ k) lnk that
P
{
sup
0tγ k
[
N(t) − 0.5exp(−γ k)〈N(t),N(t)〉]> θ exp(γ k) lnk} k−θ ,
where θ > 1 and γ > 1. By virtue of Borel–Cantelli lemma, for almost all ω ∈ Ω , there exists a k0(ω) such that for every
k k0(ω),
N(t) 0.5exp(−γ k)〈N(t),N(t)〉+ θ exp(γ k) lnk, 0 t  γ k.
Substituting the above inequality into Eq. (11) yields that
exp(t) ln x(t) − ln x0 
t∫
0
exp(s)
[
ln x(s) + r(s) − a(s)x(s) − 0.5σ 2(s)x2(s)]ds
+ 0.5exp(−γ k)
t∫
0
exp(2s)σ 2(s)x2(s)ds + θ exp(γ k) lnk
=
t∫
0
exp(s)
[
ln x(s) + r(s) − a(s)x(s) − 0.5σ 2(s)x2(s)[1− exp(s − γ k)]]ds + θ exp(γ k) lnk.
It is easy to see that for any 0 s γ k and x > 0, there exists a constant C independent of k such that
ln x+ r(s) − a(s)x− 0.5σ 2(s)x2[1− exp(s − γ k)] C .
In other words, for any 0 t  γ k, we have
exp(t) ln x(t) − ln x0  C
[
exp(t) − 1]+ θ exp(γ k) lnk.
That is to say
ln x(t) exp(−t) ln x0 + C
[
1− exp(−t)]+ θ exp(−t)exp(γ k) lnk.
If γ (k − 1) t  γ k and k k0(ω), we have
ln x(t)/t  exp(−t) ln x0/t + C
[
1− exp(−t)]/t + θ exp(−γ (k − 1))exp(γ k) lnk/t,
which becomes the desired assertion (10) by letting k → +∞.
Now suppose that 〈r〉∗ > 0, let us prove x∗ > 0 a.s. If this assertion is not true, let E be the set E = {x∗ = 0}, then
P(E) > 0. It follows from (7) that
t−1
[
ln x(t) − ln x(0)]= 〈r(t)〉− 〈a(t)x(t)〉− 0.5〈σ 2(t)x2(t)〉+ M(t)/t. (12)
On the other hand, for ∀ω ∈ E , we have limt→+∞ x(t,ω) = 0. Note that σ(t) is bounded on R+ , then the law of large
numbers for local martingales (see e.g. [28, p. 12]) implies that limt→+∞ M(t)/t = 0. Substituting the above inequality into
(12) gives [t−1 ln x(t,ω)]∗ = 〈r(t)〉∗ > 0. Then P([t−1 ln x(t)]∗) > 0, this contradicts (10). 
Remark 1. It is useful to point out that if r(t) is a continuous T -periodic function, then 〈r〉∗ in the above theorems can be
replaced by
∫ T
0 r(s)ds.
Remark 2. Theorems 2–4 have an obvious and interesting biological interpretation. It is easy to see that the extinction and
persistence of species x(t) modeled by (2) depend only on 〈r〉∗ . If 〈r〉∗ > 0, the population x(t) will be weakly persistent; If
〈r〉∗ < 0, the population x(t) will go to extinction. At the same time, one can see that the stochastic noise on a(t) has no
impact on the persistence and extinction of the species modeled by (2).
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the population will survive forever, is one of the most important and interesting topics owing to its theoretical and practical
signiﬁcance. So now let us show that x(t) modeled by Eq. (2) is stochastically permanent in some cases.
Theorem 5. If r∗ > 0, then species x will be stochastically permanent.
Proof. We ﬁrst show that for arbitrary ﬁxed ε > 0, there exists an M > 0 such that P∗(x(t)  M)  1 − ε. The following
proof is motivated by the works of Luo and Mao [13, Lemma 3.2]. Deﬁne V (x) = xq for x ∈ R+ , where 0 < q < 1. Then it
follows from Itô’s formula that
dV (x) = qxq−1 dx+ q(q − 1)
2
xq−2 (dx)2
= qxq−1{x[r(t) − a(t)x]+ σ(t)x2 dB(t)}+ q − 1
2
xq−2σ 2(t)x4 dt
= qxq
[
r(t) − a(t)x− 1− q
2
σ 2(t)x2
]
dt + qσ(t)xq+1 dB(t).
Let k0 > 0 be so large that x0 lying within the interval [1/k0,k0]. For each integer k  k0, deﬁne the stopping time τk =
inf{t  0: x(t) /∈ (1/k,k)}. Clearly τk → ∞ almost surely as k → ∞. Applying Itô’s formula again to exp{t}V (x) gives
d
(
exp{t}V (x))= exp{t}V (x)dt + exp{t}dV (x)
= exp{t}
[
xq + qxq
(
r(t) − a(t)x− 1− q
2
σ 2(t)x2
)]
dt + exp{t}qσ(t)xq+1 dB(t)
 exp{t}K + exp{t}qσ(t)xq+1 dB(t),
where K is a positive constant. Integrating this inequality and then taking expectations on both sides, one can see that
E
[
exp{t ∧ τk}xq(t ∧ τk)
]− xq0  E
t∧τk∫
0
exp{s}K ds K (exp{t} − 1).
Letting k → ∞ yields exp{t}E[xq(t)] xq0 + K (exp{t} − 1), or
E
[
xq(t)
]
 exp{−t}xq0 + K . (13)
In other words, we have already shown that limsupt→+∞ E[xq(t)]  K . Thus for any given ε > 0, let M = K 1/q/ε1/q , by
virtue of Chebyshev’s inequality, we can derive that
P{x(t) > M}= P{xq(t) > Mq} E[xq(t)]/Mq,
that is to say P∗{x(t) > M} ε. Consequently P∗{x(t) M} 1− ε.
Next we demonstrate that for arbitrary given ε > 0, there exists a constant β > 0 such that P∗{x(t) β} 1− ε. Deﬁne
V1(x) = 1/x2 for x ∈ R+ . Applying Itô’s formula to Eq. (2) we can obtain that
dV1
(
x(t)
)= −2x−3 dx+ 3x−4 (dx)2
= 2V1(x)
[
a(t)x− r(t)]dt + 3σ 2(t)dt − 2σ(t)x−1 dB(t)
= 2V1(x)
[
1.5σ 2(t)x2 + a(t)x− r(t)]dt − 2σ(t)x−1 dB(t).
Deﬁne
V2(x) =
(
1+ V1(x)
)θ
,
where θ ∈ (1/4,1/2). Making use of Itô’s formula again leads to
dV2
(
x(t)
)= θ(1+ V1(x(t)))θ−1 dV1 + 0.5θ(θ − 1)(1+ V1(x(t)))θ−2(dV1)2
= θ(1+ V1(x))θ−2{(1+ V1(x))2V1(x)[1.5σ 2(t)x2 + a(t)x− r(t)]
+ 2(θ − 1)V1(x)σ 2(t)
}
dt − 2θ(1+ V1(x))θ−1x−1σ(t)dB(t)
= θ(1+ V1(x))θ−2{−2r(t)V 21 (x) + 2a(t)V 1.51 (x) + [(2θ + 1)σ 2(t) − 2r(t)]V1(x)
+ 2a(t)V 0.51 (x) + 3σ 2(t)
}
dt − 2θ(1+ V1(x))θ−1x−1σ(t)dB(t)
 θ
(
1+ V1(x)
)θ−2{−2(r∗ − ε)V 21 (x) + 2aˆV 1.51 (x) + [(2θ + 1)σˆ 2 − 2(r∗ − ε)]V1(x)
+ 2aˆV 0.5(x) + 3σˆ 2}dt − 2θ(1+ V1(x))θ−1x−1σ(t)dB(t)1
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0 < η/θ < 2(r∗ − ε).
Deﬁne V3(x) = exp{ηt}V2(x). By virtue of Itô’s formula
dV3
(
x(t)
)= η exp{ηt}V2(x)dt + exp{ηt}dV2(x)
 θ exp{ηt}(1+ V1(x))θ−2{η(1+ V1(x))2/θ − 2(r∗ − ε)V 21 (x)
+ 2aˆV 1.51 (x) +
[
(2θ + 1)σˆ 2 − 2(r∗ − ε)
]
V1(x) + 2aˆV 0.51 (x) + 3σˆ 2
}
dt
− exp{ηt}2θ(1+ V1(x))θ−1x−1σ(t)dB(t)
= θ exp{ηt}(1+ V1(x))θ−2{−2(r∗ − ε − 0.5η/θ)V 21 (x) + 2aˆV 1.51 (x)
+ [(2θ + 1)σˆ 2 − 2(r∗ − ε) + 2η/θ]V1(x) + 2aˆV 0.51 (x) + 3σˆ 2 + η/θ}dt
− exp{ηt}2θ(1+ V1(x))θ−1x−1σ(t)dB(t)
= : exp{ηt}H(x)dt − exp{ηt}2θ(1+ V1(x))θ−1x−1σ(t)dB(t)
for t  T . Note that H(x) is upper bounded in R+ , namely C1 := supx∈R+ H(x) < +∞. Consequently,
dV3
(
x(t)
)
 C1 exp{ηt}dt − exp{ηt}2θ
(
1+ V1(x)
)θ−1
x−1σ(t)dB(t)
for suﬃciently large t . Integrating both sides of the above inequality and then taking expectations give[
exp{ηt}(1+ V1(x(t)))θ ] (1+ V1(x(T )))θ + C1(exp{ηt} − exp{ηT })/η
− 2θ E
[ t∫
T
exp{ηs}(1+ V1(x(s)))θ−1x−1(s)σ (s)dB(s)
]
.
Compute that
E
t∫
T
exp{2ηs}(1+ V1(x(s)))2θ−2x−2(s)σ 2(s)ds = E
t∫
T
exp{2ηs}(1+ x2(s))2θ−2x2−4θ (s)σ 2(s)ds
 E
t∫
T
exp{2ηs}x2−4θ (s)σ 2(s)ds
=
t∫
T
exp{2ηs}E[x2−4θ (s)]σ 2(s)ds < ∞.
The ﬁrst inequality follows from θ < 1 and the last inequality follows from the boundedness of σ 2(s), θ ∈ (1/4,1/2)
and (13). Then we have
exp{ηs}(1+ V1(x(s)))θ−1x−1(s)σ (s) ∈ M2([T , t]; R),
where M2([T , t]; R) denotes the spaces of all real-valued measurable {Ft}-adapted processes f = { f (s)}Tst such that
E
∫ t
T | f (s)|2 ds < ∞. Making use of the property of the stochastic integral (see e.g. [28, p. 22]) yields
E
[ t∫
T
exp{ηs}(1+ V1(x(s)))θ−1x−1(s)σ (s)dB(s)
]
= 0.
In other words, we have already shown that
limsup
t→+∞
E
[
V θ1
(
x(t)
)]
 limsup
t→+∞
E
[(
1+ V1
(
x(t)
))θ ] C1/η.
That is to say limsupt→+∞ E[x−2θ (t)] C1/η =: C . Thus for any given ε > 0, let β = ε0.5/θ /C0.5/θ , by Chebyshev’s inequality,
P{x(t) < β}= P{x−2θ (t) > β−2θ} E[x−2θ (t)]/β−2θ = β2θ E[x−2θ (t)].
That is to say P∗{x(t) < β} ε. Thus P∗{x(t) β} 1− ε. 
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In the previous section, we have carried out survival analysis for model (2). In this section we will turn to system (3).
Let us prepare a lemma.
Lemma 6. (See Jiang et al. [16].) (3) has an explicit solution of the form:
x(t) = exp{int
t
0b(s)ds + intt0σ(s)dB(s)}
1/x0 + intt0a(s)exp{ints0b(τ )dτ + ints0σ(τ )dB(τ )}ds
. (14)
For species x(t) represented by (3), we have
Theorem 7. If 〈b〉∗ < 0, the population will go to extinction a.s., where
〈b〉∗ = limsup
t→+∞
t−1
t∫
0
b(s)ds.
Proof. The proof is rather standard but for the completeness of the paper we will give it brieﬂy. It follows from (14) that
x(t) x0 exp
{
t
[
t−1
t∫
0
b(s)ds − M(t)/t
]}
 x0 exp
{
t
[〈b〉∗ + ε − M(t)/t]} (15)
for suﬃciently large t , where M(t) = ∫ t0 σ(s)dB(s) is a martingale whose quadratic variation is 〈M,M〉t = ∫ t0 σ 2(s)ds 
(σˆ )2 t . Making use of the strong law of large numbers for martingales yields that
lim
t→+∞M(t)/t = 0, a.s. (16)
Taking superior limit on both sides of inequality (15) leads to x∗  x0 limsupt→+∞ exp{t[〈b〉∗ + ε]} = 0. 
Theorem 8. If 〈b〉∗ = 0, the x(t) will be non-persistent in the mean a.s.
Proof. Applying Itô’s formula to Eq. (3) gives
t−1 ln
[
x(t)/x0
]= t−1
t∫
0
b(s)ds − 〈a(t)x(t)〉+ M(t)/t. (17)
It then follows from (16) that for ∀ε > 0, ∃T such that t−1 ∫ t0 b(s)ds 〈b〉∗ +ε/2 and M(t)/t  ε/2 for all t > T . Substituting
these inequalities into (17) yields that
ln x(t) − ln x0 <
(〈b〉∗ + ε)t − aˇ
t∫
0
x(s)ds = εt − aˇ
t∫
0
x(s)ds.
Then the same argument as in the proof of Theorem 3 implies the required assertion. 
Theorem 9. If 〈b〉∗ > 0, x(t) will be weakly persistent in the mean a.s.
Proof. It follows from Corollary 3.4 of [19] that[
t−1 ln
(
x(t)
)]∗  0 a.s. (18)
Now let us prove that P{〈x〉∗ = 0} > 0 is false provided 〈b〉∗ > 0. In fact, by (17),
t−1 ln x(t) − t−1 ln x0 +
〈
a(t)x(t)
〉= t−1
t∫
0
b(s)ds + M(t)/t.
For ∀ω ∈ {〈x〉∗ = 0}, it is easy to see that 〈a(t)x(t,ω)〉∗  aˆ〈x〉∗ = 0. Then it follows from (16) that [t−1 ln(x(t,ω)]∗ = 〈b〉∗ > 0.
Consequently P{[t−1 ln(x(t))]∗ > 0} > 0. Combining (18), it is a contravention. 
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x(t) depend only on 〈b〉∗ . If 〈b〉∗ > 0, the population x(t) will be weakly persistent in the mean; If 〈b〉∗ < 0, the population
x(t) will go to extinction.
Now, we strengthen the conditions to give some other results.
Theorem 10. If 〈b〉∗ = lim inft→+∞ t−1
∫ t
0 b(s)ds > 0, the population will be strongly persistent in the mean a.s. Moreover, 〈x〉∗ 〈b〉∗/aˆ a.s.
Proof. For ∀ε > 0, there exists a T such that t−1 ∫ t0 b(s)ds > 〈b〉∗ − ε/2 and M(t)/t > −ε/2 for all t > T . Substituting these
inequalities into Eq. (17) and noting 〈a(t)x(t)〉 aˆ〈x(t)〉 we get
ln x(t) − ln x0 > νt − aˆ
t∫
0
x(s)ds; t > T ,
where ν = 〈b〉∗ − ε. Let g(t) = intt0x(s)ds, then we have
ln(dg/dt) > νt − aˆg(t) + ln x0; t > T .
Consequently exp{aˆg(t)}(dg/dt) > x0 exp{νt}, t > T . Integrating this inequality from T to t results in
aˆ−1
[
exp
{
aˆg(t)
}− exp{aˆg(T )}]> x0ν−1[exp{νt} − exp{νT }].
Rewriting this inequality, we obtain
exp
{
aˆg(t)
}
> exp
{
aˆg(T )
}+ x0aˆν−1 exp{νt} − x0aˆν−1 exp{νT }.
Taking logarithm of both sides yields
g(t) > aˆ−1 ln
{
x0
[
aˆν−1 exp{νt}]+ exp{aˆg(T )}− x0aˆν−1 exp{νT }},
that is to say{ t∫
0
x(s)ds/t
}
∗
 aˆ−1
{
ln
{
x0
[
aˆν−1 exp{μt}]+ exp{aˆg(T )}− x0aˆμ−1 exp{νT }}/t}∗.
In view of the L’Hospital’s rule, one then sees that
〈x〉∗  aˆ−1
{
t−1 ln
[
x0aˆν
−1 exp(νt)
]}
∗ = ν/aˆ =
(〈b〉∗ − ε)/aˆ.
Since ε is arbitrary, we obtain 〈x〉∗  〈b〉∗/aˆ > 0. 
Remark 4. It is useful to point out that if b(t) is a continuous T -periodic function, then 〈b〉∗ and 〈b〉∗ in above theorems
can be replaced by
∫ T
0 b(s)ds.
Theorem 11. If b∗ = lim inft→+∞(r(t) − σ 2(t)/2) > 0, the species x will be stochastically permanent.
Proof. We ﬁrst show that for arbitrary given ε > 0, there exists a χ > 0 such that P∗(x(t) χ) 1− ε. The proof is similar
to ﬁrst part of Theorem 5 by deﬁning V (x) = xq for x ∈ R+ and hence is omitted.
Next, we prove that for arbitrary ﬁxed ε > 0, there exists a constant β > 0 such that P∗{x(t) β} 1− ε. The proof is
similar to Theorem 5 by deﬁning V1(x) = 1/x, V2(x) = (1+ V1(x))θ , V3(x) = exp{κt}V2(x) for x ∈ R+ , where θ is a positive
constant satisfying b∗ > θ(σ 2)∗/2 and κ > 0 is a suﬃciently small constant satisfying 0 < κ/θ < b∗ − θ(σ 2)∗/2− ε. 
Remark 5.
(i) It is useful to point out that if limt→+∞ b(t) exists, then 〈b〉∗ , 〈b〉∗ and b∗ in the above theorems can be replaced by
limt→+∞ b(t).
(ii) As said above, Jiang, Shi and Li [17] studied the stochastic permanence of model (3) and claimed that if r(t), a(t)
and α(t) are continuous T -periodic functions satisfying a(t) > 0, r(t) > 0 and mint∈[0,T ] r(t) > maxt∈[0,T ] σ 2(t), then
system (3) is stochastically permanent. Obviously, our conditions of Theorem 11 are much weaker than [17].
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Fig. 1. Solutions of system (2) for σ 2(t) = 10, a(t) = 0.5 + 0.2sin2t , x(0) = 0.4, step size t = 0.001. The horizontal axis in this and following ﬁgures
represents the time t . (a) is with r(t) = −0.001+ 0.1sin t; (b) is with r(t) = 0.001+ 0.1sin t . (c) is with r(t) = 0.1+ 0.01sin t .
Remark 6. Generally, from the biological viewpoint, Theorem 11 is more desired than Theorems 7–10. Theorem 11 means
that if the time is suﬃciently large, the population size will be neither too small nor too large with large probability. That is
to say the species will stably exist, which is the most desired. Theorem 7 indicates that the population will go to extinction,
which is the worst. Theorem 8 means that the population is bare. Both Theorems 9 and 10 admit that the population size
is closed to zero even the time is suﬃciently large, i.e., the survival of species could be dangerous in reality. In other words,
the survival conditions of Theorem 11 are better than Theorems 7–10. That is the reason why 〈b〉 is used in Theorems 7–10
whereas b∗ is used in Theorem 11. On the other hand, lim inft→+∞〈x(t)〉 = 0 is allowed in Theorem 9 but is not allowed in
Theorem 10, which means that the survival of Theorem 10 is stronger than Theorem 9, then 〈b〉∗ is used in Theorem 9 and
〈b〉∗ used in Theorem 10. Similarly, we used 〈r〉∗ and r∗ in Theorems 2–4 and Theorem 5 respectively.
Remark 7. Now let us see why our persistence and extinction results for model (2) are expressed in terms of 〈r〉∗ and r∗
while the corresponding results for model (3) are expressed in terms of 〈b〉∗ , 〈b〉∗ , and b∗ . Under the assumption that
only the intraspeciﬁc competition coeﬃcient a(t) is affected by the stochastic noise, we obtain system (2); whereas model
(3) is formulated by assuming that only the growth rate r(t) is affected by the stochastic noise. The results show that the
stochastic noise on a(t) has no impact on the persistence and extinction of the species, but the stochastic noise on r(t) plays
an important role in determining persistence and extinction of the species. Thus, in true ecological modeling, the stochastic
noise on r(t) should be taken into account but the stochastic noise on a(t) could be neglected in some cases.
4. Numerical simulations
In this section we use the Milstein method mentioned in Higham [29] to substantiate the analytical ﬁndings.
For model (2), consider the discretization equation:
xk+1 = xk + xk
[
r(kt) − a(kt)xk
]
t + σ(kt)x2k
√
tξk + 0.5σ 2(kt)x2k
(
ξ2k t − t
)
,
where ξk is Gaussian random variable that follows N(0,1).
Consider the discretization equation for model (3):
xk+1 = xk + xk
[
r(kt) − a(kt)xk
]
t + σ(kt)xk
√
tξk + 0.5σ 2(kt)xk
(
ξ2k t − t
)
.
In Fig. 1, we choose a(t) = 0.5 + 0.2sin2t and σ 2(t) = 10. The only difference between conditions of Fig. 1(a), Fig. 1(b)
and Fig. 1(c) is that the representation of r(t) is different. In Fig. 1(a), we choose r(t) = −0.001 + 0.1sin t . Then it is easy
to obtain 〈r(t)〉∗ < 0. In view of Theorem 2, species x will go to extinction. Fig. 1(a) conﬁrms this. In Fig. 1(b), we choose
r(t) = 0.001+ 0.1sin t . Then the condition 〈r(t)〉∗ > 0 is valid. By virtue of Theorem 4, x will be weakly persistent. This can
be seen from Fig. 1(b). In Fig. 1(c), we choose r(t) = 0.1 + 0.01sin t . Then it is easy to obtain lim inft→+∞ r(t) > 0. In view
of Theorem 5, species x will be stochastically persistent. Fig. 1(c) conﬁrms this. By comparing Fig. 1(a) with Fig. 1(b), we
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Fig. 1. (continued).
can observe that although the noise power σ 2 is very large, it is not the σ 2 but the value of 〈r(t)〉∗ plays the key role in
determining the survival and extinction of x.
Let us now turn to model (3). As pointed out in Section 3, persistence and extinction of the species depend on the values
of 〈r(t) − σ 2(t)/2〉∗ , 〈r(t) − σ 2(t)/2〉∗ and (r(t) − σ 2(t)/2)∗ . In Fig. 2, we choose r(t) = 0.5+ 0.1sin t , a(t) = 0.5+ 0.2sin2t .
The only difference between conditions of Fig. 2(a), Fig. 2(b), Fig. 2(c) and Fig. 2(d) is that the representation of σ 2(t)
is different. In Fig. 2(a), we choose σ 2(t)/2 = 0.501 + 0.4sin t . Then it is easy to obtain 〈r(t) − σ 2(t)/2〉∗ < 0. In view of
Theorems 7, species x(t) will go to extinction. Fig. 2(a) conﬁrms this. In Fig. 2(b), we choose σ 2(t)/2 = 0.499+0.4sin t . Then
the condition 〈r(t) − σ 2(t)/2〉∗ > 0 holds. Making use of Theorem 9 gives that x(t) will be weakly persistent in the mean.
This can be observed from Fig. 2(b). In Fig. 2(c), we choose σ 2(t)/2 = 0.48+0.4sin t . That is to say, 〈r(t)−σ 2(t)/2〉∗ > 0. By
virtue of Theorem 10, one can get that x(t) will be strongly persistent in the mean and 〈x〉∗  〈r(t)− σ 2(t)/2〉∗/aˆ = 0.0287.
See Fig. 2(c). In Fig. 2(d), we choose σ 2(t)/2 = 0.45 + 0.4sin t . Then the conditions satisfy (r(t) − σ 2(t)/2)∗ > 0. Applying
Theorem 11, we can see that x(t) will be stochastically persistent. Fig. 2(d) conﬁrms this.
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Fig. 2. Solutions of system (3) for r(t) = 0.5+ 0.1sin t , a(t) = 0.5+ 0.2sin2t , x(0) = 0.4, step size t = 0.001. (a) is with σ 2(t)/2 = 0.501+ 0.4sin t; (b) is
with σ 2(t)/2 = 0.499+ 0.4sin t; (c) is with σ 2(t)/2 = 0.48+ 0.4sin t; (d) is with σ 2(t)/2 = 0.45+ 0.4sin t .
5. Conclusions
Persistence and extinction of two most widely used stochastic non-autonomous logistic systems are studied. These pop-
ulation systems have received great attention and have been studied extensively owing to their theoretical and practical
signiﬁcance (see e.g. [9–13,16–21]). However, there are currently few persistence-extinction results on these stochastic mod-
els. We studied the persistence and extinction of model (2) initially and obtained many persistence and extinction results
of system (3) for the ﬁrst time. Especially, our conditions on stochastic persistence in Theorem 11 are much weaker than
[17] (see Remark 5 above). The behaviors of the two models in every coeﬃcient cases are studied, and this research is
systematical and complete. More precisely, for model (2)
(A) If 〈r〉∗ < 0, then species x(t) modeled by (2) will die out a.s.;
(B) If 〈r〉∗ = 0, then x(t) will be non-persistent in the mean a.s.;
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Fig. 2. (continued).
(C) If 〈r〉∗ > 0, then x(t) will be weakly persistent a.s.;
(D) If r∗ > 0, then x(t) will be stochastically persistent.
For system (3)
(I) If 〈b〉∗ < 0, then species x(t) represented by (3) will die out a.s.;
(II) If 〈b〉∗ = 0, then x(t) will be non-persistent in the mean a.s.;
(III) If 〈b〉∗ > 0, then x(t) will be weakly persistent in the mean a.s.;
(IV) If 〈b〉∗ > 0, then x(t) will be strongly persistent in the mean a.s.;
(V) If b∗ > 0, then x(t) will be stochastically persistent.
Some interesting topics deserve further investigation. One may propose some realistic but complex models. An example is
to incorporate the colored noise, such as continuous-time Markov chain, into the system. The motivation is that the popu-
M. Liu, K. Wang / J. Math. Anal. Appl. 375 (2011) 443–457 457lation may suffer sudden-environmental changes, e.g. rain falls and changes in nutrition or food resources, etc; Frequently,
the switching among different environments is memoryless and the waiting time for the next switch is exponentially dis-
tributed, then the sudden-environmental changes can be modeled by a continuous-time Markov chain (see e.g. [13,19,30]).
Also, it is interesting to study the persistence and extinction of stochastic non-autonomous Lotka–Volterra models, and these
investigations are in progress.
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