Network models are routinely downscaled because of a lack of computational resources, often without explicit mention of the limitations this entails. While reliable methods have long existed to adjust parameters such that the first-order statistics of network dynamics is conserved, here we show that this is generally impossible already for second-order statistics. We argue that studies in computational biology need to make the scaling applied explicit, and that results should be verified where possible by full-scale simulations. We consider neuronal networks, where the importance of correlations in network dynamics is obvious because they directly interact with synaptic plasticity, the neuronal basis of learning, but the conclusions are generic. We derive conditions for the preservation of both mean activities and correlations under a change in numbers of neurons or synapses in the asynchronous regime typical of cortical networks. Analytical and simulation results are obtained for networks of binary and networks of leaky integrate-and-fire model neurons, randomly connected with or without delays. The structure of average pairwise correlations in such networks is determined by the effective population-level connectivity. We show that in the absence of symmetries or zeros in the population-level connectivity or correlations, the converse is also true. This is in line with earlier work on inferring connectivity from correlations, but implies that such network reconstruction should be possible for a larger class of networks than hitherto considered. When changing indegrees, effective connectivity and hence correlation structure can be maintained by an appropriate scaling of the synaptic weights, but only over a limited range of in-degrees determined by the extrinsic variance. Our results show that the reducibility of asynchronous networks is fundamentally limited.
Introduction
While many aspects of brain dynamics and function remain unexplored, the numbers of neurons and synapses in a given volume are well known, and as such constitute basic parameters that should be taken seriously. The human brain contains about 10 11 neurons, organized into subnetworks with sizes in the approximate range of 10 5 −10 7 neurons (Fig. 1A) . A difficulty with these scales is that they are in some sense intermediate: they are generally too large to treat all elements individually, and too small to simplify the equations in the limit of infinite size (Fig. 1B,C) . This is illustrated in Fig. 1C using as an example the intrinsic and extrinsic contributions to correlations in random networks. Although the intrinsic contribution falls off more rapidly than the extrinsic one, it is the main contribution up to network sizes around 10 8 . Since the brain does not contain networks with more than 10 8 neurons that can be well approximated as random, taking the infinite size limit and neglecting the intrinsic contribution leads to the wrong conclusions [1] .
Taking the infinite size limit for analytical tractability and downscaling to make networks accessible by direct simulation are two separate problems. We concentrate in the remainder of this study on such downscaling, which is often performed both in neuroscience [2, 3, 4, 5] and in other disciplines [6, 7, 8, 9] . Neurons and synapses may either be subsampled or aggregated [10] ; here we focus on the former. One intuitive way of scaling is to ensure that the statistics of particular quantities of interest in the downscaled network match that of a subsample of the same size from the full network (Fig. 1D) . Alternatively, it may sometimes be useful to preserve the statistics of population sums of certain quantities, for instance population fluctuations.
The routine reduction of neuronal networks for simulation purposes is due to memory and time constraints both on traditional architectures [11] and in systems dedicated to neural network simulation [12] , despite rapid advances in neural network simulation technology and increased availability of computing resources [13] . As synapses outnumber neurons by a factor of 10 3 − 10 5 , these constitute the main constraint on network size. Computational capacity ranges from a few tens of millions of synapses on laptop or desktop computers, or on dedicated hardware when fully exploited [14, 15] , to 10 12 − 10 13 synapses on supercomputers [16] . This upper limit is still about two orders of magnitude below the full human brain, underlining the need of downscaling in computational modeling. In fact, any brain model that approximates a fraction of the recurrent connections as external inputs is in some sense downscaled: The missing interactions need to be absorbed into the network and input parameters in order to obtain the appropriate statistics. Unfortunately, the implications of such scaling are usually not investigated.
A few suggestions have been made for adjusting synaptic weights to numbers of synapses. In the well-known balanced random network model, the asynchronous irregular (AI) firing often observed in cortex is explained by a domination of inhibition which causes a mean membrane potential below spike threshold, and sufficiently large fluctuations that trigger spikes [17] . In order to achieve such an AI state for a large range of network sizes, one choice is to ensure that input fluctuations remain similar in size, and adjust the threshold or a DC drive to maintain the mean distance to threshold. As fluctuations are proportional to J 2 K for independent Poissonian inputs, where J is the synaptic weight and K the in-degree, this suggests the scaling A B The local cortical microcircuit containing roughly 10 5 neurons is the smallest network where the majority of the synapses (∼ 10 4 per neuron) can be represented using realistic connection probabilities (∼ 0.1). B Downscaling facilitates simulations, while taking the N → ∞ limit often affords analytical insight. C Results for the N → ∞ limit may not apply even for large networks. In this example, analytically determined intrinsic and extrinsic contributions to correlations between excitatory neurons are shown. The intrinsic contribution falls off more rapidly than the extrinsic contribution, but nevertheless dominates up to network sizes around 10 8 . The crosses indicate simulation results. Adapted from [1] Fig. 7 . D Scaling transformations may be designed to preserve average single-neuron or pairwise statistics for selected quantities, population statistics, or a combination of these. When average single-neuron and pairwise properties are preserved, the downscaled network of size N behaves to second order like a subsample of the full network of size N 0 . induces a Hopf bifurcation so that the scaled network is outside the linearly stable regime. B Covariance in the network where coupling strength J is scaled with the number of synapses K matches that in the reference network, whereas large oscillations appear in the network scaled with √ K. Shades of gray as in A. A reference network of 10, 000 inhibitory leaky integrate-and-fire neurons is scaled up to 100, 000 neurons, adjusting the external drive to keep the mean and variance of total (extrinsic plus intrinsic) inputs fixed. Single-neuron parameters, connection probability, and mean and standard deviation of inputs are as in Table 3 . Delays are 1 ms, and the reference network has J = 0.1 mV. The simulation time for each network is 100 s.
proposed in [17] . Since the mean input to a neuron is proportional to J K, (1) leads, all else being equal, to an increase of the population feedback with √ K, changing the correlation structure of the network, as illustrated in Fig. 2 for a simple network of inhibitory leaky integrate-and-fire neurons. This suggests the alternative [18, 19] 
where now the variance of the extrinsic drive needs to be adjusted to maintain the total input variance onto neurons in the network. The question of how to preserve correlations upon downscaling is relevant for several reasons. They are widely present; multi-unit recordings have revealed correlated neuronal activity in various animals and behavioral conditions [20, 21, 22] . Pairwise correlations were even shown to capture the bulk of the structure in the spiking activity of retinal and cultured cortical neurons [23] . They are also related to information processing and behavior. Synchronous spiking (corresponding to a narrow peak in the cross-correlogram) has for example been shown to occur in relation to behaviorally relevant events [24, 25, 26] . The relevance of correlations for information processing is further established by the fact that they can increase or decrease the signal-to-noise ratio of population signals [27, 28] . Moreover, correlations are important in networks with spike-timing-dependent plasticity, since they affect the average change in synaptic strengths [29] . Correspondingly, for larger correlations, stronger depression is needed for an equilibrium state with asynchronous firing and a unimodal weight distribution to exist in balanced random networks [30] . The level of correlations in neuronal activity has furthermore been shown to affect the spatial range of local field potentials effectively sampled by extracellular electrodes [31] . Investigating how correlations affect such a wide range of dynamical and information processing properties requires that they are accurately modeled.
In this paper we consider both networks of binary neurons and networks of leaky integrate-and-fire (LIF) neurons with current-based synapses, including a multi-layer microcircuit model of primary sensory cortex [32] . Despite the relevance of correlations, they are usually not considered when downscaling networks. Therefore, we first look at scaling transformations derived with only the explicit aim to preserve mean activities, and investigate their ability to uphold further dynamical properties. Using the theory of correlations in such networks in the asynchronous regime developed in [33, 34, 35, 36, 37, 38, 39, 40, 19, 1] , we then derive conditions for the simultaneous preservation of mean activities and correlations. We identify limits to scaling which indicate that simulations of realistically-sized networks remain essential. Preliminary results have been published in abstract form [41] .
Methods
Software We verify analytical results for networks of binary neurons and networks of spiking neurons using direct simulations performed with NEST [42] revisions 10711 and 11264 for the spiking networks and revision 11540 for the binary networks. For simulating the multi-layer microcircuit model, PyNN version 0.7.6 (revision 1312) [43] was used with the NEST back end, single-threaded on 12 MPI processes on a high-performance cluster. All simulations have a time step of 0.1 ms. In part, Sage was used for symbolic linear algebra [44] . Pre-and post-processing and numerical analysis were performed with Python.
Network structure and notation. For both the binary and the spiking networks, we derive analytical results where both the number of populations N pop and the population-level connectivity are arbitrary. Specific examples are given of networks with two populations (one excitatory, one inhibitory) and population-independent connectivities, which have symmetries not present in the general case. In addition, we discuss a spiking cortical microcircuit model with eight populations and population-specific connection probabilities [32] . This model deviates in some respects from the assumptions made for the linear theory, having distributed in-and out-degrees, and being in an oscillatory rather than the linearly stable regime. It thus serves to evaluate the robustness of our analytical results to such deviations from the underlying assumptions.
In all cases, pairs of populations are randomly connected. In the binary and one-and two-population LIF network simulations, in-degrees are fixed and multiple directed connections between pairs of neurons (multapses) are disallowed. In the multi-layer microcircuit model, in-degrees are distributed and multapses are allowed. In case of population-specific connectivities, we denote the (unique or mean) in-degree for connections from population β to population α by K αβ , and synaptic strengths by J αβ . For the multi-layer microcircuit model, we distinguish between excitatory and inhibitory synaptic strengths, J αβ and −g α J αβ , respectively. Here, the population specificity of the inhibitory synaptic strengths could be fully absorbed into the J αβ , leaving g population-independent without loss of generality; however, we include a dependence on the target population in g α to allow simpler relationships between the J αβ before and after scaling. Population sizes are denoted by N α . For the two-population networks, we denote the size of the excitatory population by N , the in-degree from excitatory neurons by K = pN , and the size of the inhibitory relative to the excitatory population by γ, so that the inhibitory in-degree is γK. Synaptic strengths are also taken to only depend on the source population, and are written as J for excitatory and −gJ for inhibitory synapses.
Binary network dynamics. We denote the activity of neuron j by n j (t). The state n j (t) of a binary neuron is either 0 or 1, where 1 indicates activity, 0 inactivity [33, 45, 35] . The state of the network of N such neurons is described by a binary vector n = (n 1 , . . . , n N ) ∈ {0, 1} N . We denote the mean activity by n j (t) t , where the average t is over time and realizations of the stochastic activity. The neuron model shows stochastic transitions (at random points in time) between the two states 0 and 1. In each infinitesimal interval [t, t + δt), each neuron in the network has the probability 1 τ δt to be chosen for update [46] , where τ is the time constant of the neuronal dynamics. We use an equivalent implementation in which the time points of update are drawn independently for all neurons. For a particular neuron, the sequence of update points has exponentially distributed intervals with mean duration τ , i.e., update times form a Poisson process with rate τ −1 . The stochastic update constitutes a source of noise in the system. Given that the j-th neuron is selected for update, the probability to end in the up-state (n j = 1) is determined by the gain function F j (n(t)) = Θ( k J jk n k (t) − θ) which in general depends on the activity n of all other neurons. Here θ denotes the threshold of the neuron and Θ(x) the Heaviside function. The probability of ending in the down state (n j = 0) is 1 − F j (n). This model has been considered earlier [33, 45, 47] , and here we follow the notation introduced in [45] that we also employed in our earlier works. We skip details of the derivation here that are already contained in [1] .
First and second moments of activity in the binary network. The combined distribution of large numbers of independent inputs can be approximated as a Gaussian N (µ, σ 2 ) by the central limit theorem. The arguments µ and σ are the mean and standard deviation of the synaptic input noise, together referred to as the working point [cf. Eqs. (38) and (39) ]. The stationary mean activity of a given population of neurons then obeys [17, 35, 39, 1] 
This equation needs to be solved self-consistently because n influences µ, σ through interactions within the population itself and with other populations. When network activity is stationary, the covariance of the activities of a pair (j, k) of neurons is defined as c jk (∆) = δn j (t + ∆)δn k (t) t , where δn j (t) = n j (t) − n j (t) t is the deviation of neuron j's activity from expectation, and ∆ is a time lag. Instead of the raw correlation n j (t + ∆)n k (t) t , here and for the spiking networks we measure the covariance, i.e., the second centralized moment, which is also identical to the second cumulant. To derive analytical expressions for the covariances in binary networks in the asynchronous regime, we follow the theory developed in [33, 35, 39, 40, 1] . We first consider the case of vanishing transmission delays d = 0 and then discuss networks with delays.
Let
be the covariance averaged over disjoint pairs of neurons in two (possibly identical) populations α, β, and a α = 1 Nα j∈α a j the population-averaged single-neuron variance a j (∆) = δn j (t + ∆)δn j (t) t . Note that for α = β there are only N α (N α − 1) disjoint pairs of neurons, so c αα differs from the average pairwise cross-correlation by a factor (N α − 1)/N α , but we choose this definition because it slightly simplifies the population-level equations. For sufficiently weak synapses and sufficiently high firing rates, and when higher-order correlations can be neglected, a linearized equation relating these quantities can be derived for the case d = 0 ( [33] Eqs. (9.14)-(9.16); [35] supplementary material Eq. (36), [1] Eq. (10)),
Here, we have assumed identical time constants across populations, and
is what we call the effective connectivity. The susceptibility S is defined as the slope of the gain function averaged over the noisy input to each neuron [39, 40, 1] , reducing for a Heaviside gain function to
Effective connectivity has previously been defined as "the experiment and time-dependent, simplest possible circuit diagram that would replicate the observed timing relationships between the recorded neurons" [48] . The time dependence generally arises through a dependence on the activity, here via the susceptibility. Our definition differs from this in the sense that we remove the time dependence by using the average susceptibility, but note that this is a minor modification under our assumption of stationarity. The definition of [48] highlights the fact that identical neural timing relationships can in principle occur in different physical circuits. However, with a given model of interactions or coupling, the activity may allow a unique effective connectivity to be derived [49] . We define effective connectivity in a forward manner with knowledge of the physical connectivity as well as the form of interactions. We show in this study that with this model of interactions, and with independent external inputs, the activity indeed determines a unique effective connectivity, so that the forward and reverse definitions coincide. This does not question the groundbreaking general insight of [48] .
With the definitionsc
(where ≡ is introduced in the sense of "is defined as") Eq. (5) is recognized as a continuous Lyapunov equation
which can be solved using known methods. Let v j , u k be the left and right eigenvectors of W, with eigenvalues λ j and λ k , respectively. Choose the normalization such that the left and right eigenvectors are biorthogonal,
Then multiplying Eq. (10) from the left with v jT and from the right with v k yields
Define
for m = c,c, A. Then solving Eq. (12) forc gives
as can be verified using Eq. (11) . This provides an approximation of the population-averaged zero-lag correlations, including contributions from both auto-and cross-correlations. To determine the temporal structure of the population-averaged cross-correlations, we start from the singleneuron level, for which the correlations approximately obey ( [40] Eq. (29))
where w ij is the neuron-level effective connectivity (w ij = S i J ij if a connection exists and w ij = 0 otherwise). This equation also holds on the diagonal, i = j. To obtain the population-level equation, we use Eqs. (4) and (8) and count the numbers of connections, which yields a factor K αβ for each projection. Equation (15) 
This step from the single-neuron to the population level constitutes an approximation when the out-degrees are distributed, but is exact for fixed out-degree [37, 40] . The correlations for ∆ < 0 are determined byc αβ (−∆) = c βα (∆). With the definition (13), Eq. (16) yields
Using the initial condition forc from Eq. (14) and multiplying Eq. (17) by u j u kT , summing over j and k, we obtain the solutionc
The shape of the autocovariances is well approximated by that for isolated neurons, Ae − ∆ τ , with corrections due to interactions being O(1/N ) [33] . Substituting this form in Eq. (18) leads to
equivalent to [33] Eq. (6.20) . Note that this equation still needs to be solved self-consistently, because the variance of the inputs to the neurons, which goes into S(µ, σ), depends on the correlations. However, correlations tend to contribute only a small fraction of the input variance in the asynchronous regime (cf.
[1] Fig. 3D ). The accuracy of the result (19) is illustrated in Fig. 5A for a network with parameters given in Table 1 by comparison with a direct simulation. Note that the delays were not zero but equal to the simulation time step of 0.1 ms, sufficiently small for the correlations to be well approximated by Eq. (19) . Now consider arbitrary transmission delay d > 0, and let both d and the input statistics be populationindependent. This case is most easily approached from the Fourier domain, where the population-averaged covariances including autocovariances can be approximated as [40] 
Here, H(ω) is the transfer function
which is equal for all populations under the assumptions made. The transfer function is the Fourier transform of the impulse response, which is a jump followed by an exponential relaxation,
where Θ is the Heaviside step function. For the case of population-independent H(ω), Fourier back transformation to the time domain is feasible, and was performed in [40] for symmetric connectivity matrices. Here, we consider generic connectivity (insofar as consistent with equal H(ω)), and again use projection onto the eigenspaces of W to obtain a form similar to Eq. (19), i.e., insert the identity matrix
both on the left and on the right of Eq. (20) , and Fourier transform to obtain
In the third line of (24), we used A jk = v jT Av k and collected the frequency-dependent terms for clarity. The exponential e iω∆ does not have any poles, so the only poles stem from f jk , which we denote by z l (λ j ) and the corresponding residues by Res j,k [z l (λ j )]. We only need to consider ∆ ≥ 0, since the solution for negative lags follows fromc(∆) =c T (−∆). The equation can then be solved by contour integration over the upper half of the complex plane, as the integrand vanishes at ω → +i∞. Stability requires that the poles of the first term of (24) lie only in the upper half plane (note that the linear approximation we have employed only applies in the stable regime). The poles of the second term correspondingly lie in the lower half plane and hence need not be considered. For d > 0, the locations of the poles are given by [40] Eq. (12),
where W l is the l th of the infinitely many branches of the Lambert-W function defined by x = W (x)e W (x) [50] . For d = 0, the poles are z(λ j ) = − i τ (λ j − 1). Using the residue theorem thus brings Eq. (24) into the form Limits to network scalingc
where I(γ) = 1 is the winding number of the contour γ around the poles. To see that (26) reduces to (19) when d = 0, substitute the poles in the upper half plane z(
When the input statistics and hence transfer functions are population-specific, Eq. (20) becomes
where
Spiking network dynamics. The spiking networks consist of single-compartment leaky integrate-and-fire neurons with exponential current-based synapses. The subthreshold dynamics of neuron i is given by
where we have set the resting potential to zero without loss of generality, and absorbed the membrane resistance into the synaptic current I i , in line with previous works [51, 19] . Bringing back the corresponding parameters, the dynamics reads
Thus, our scaled synaptic amplitudes J ij in terms of the amplitudesJ ij of the synaptic current due to a single spike are J ij = R m τ s /τ mJij . Here, τ m and τ s are membrane and synaptic time constants, E L is the leak or resting potential, R m is the membrane resistance, d is the transmission delay,Ĩ i = I i /R m is the total synaptic current, and s j = k δ(t − t j k ) are the incoming spike trains. When V i reaches a threshold θ, a spike is assumed, and the membrane potential is clamped to a level V r for a refractory period τ ref . Threshold and reset potential in physical units are shifted by the leak potential θ =θ − E L , V r =Ṽ r − E L , showing that the assumption E L = 0 in (29) does not limit generality. The intrinsic dynamics of the neurons in the different populations are taken to be identical, so that population differences are only expressed in the couplings.
The cortical microcircuit model consists of 77, 169 neurons with approximately 3 × 10 8 synapses. The network comprises one excitatory and one inhibitory population in each of four layers, for a total of eight populations (2/3E, 2/3I, 4E, 4I, 5E, 5I, 6E, 6I). In-and out-degrees are binomially distributed, and delays are normally distributed (clipped at the simulation time step) with mean 0.75 ms for inhibitory source neurons and 1.5 ms for excitatory source neurons. All neurons receive excitatory Poisson input with population-specific rates. For further details we refer to [32] .
First and second moments of activity in the spiking network. An approximation of the stationary mean firing rate of LIF networks with exponential current-based synapses was derived in [51] ,
where the summed synaptic input is characterized by a Gaussian white noise with first moment µ and second moment σ 2 based on the diffusion approximation, and ζ is the Riemann zeta function. For the covariances, we follow and extend the theory developed in [19, 40] , starting with the average influence of a single synapse. Assuming that the network is in the asynchronous state, and that synaptic amplitudes are small, the synaptic influences can be averaged around the mean activity r j of each neuron j. These influences are characterized by linear response kernels h jk (t, t ′ ) defined as the derivative of the density of spikes of spike train s j (t) of neuron j with respect to an incoming spike train s k (t ′ ), averaged over realizations of the remaining incoming spike trains s\s k that act as noise. In the stationary state, the kernel only depends on the time difference t − t ′ , giving
where δs j ≡ s j − r j is the j-th centralized (zero mean) spike train. Here, w jk is the integral of h jk (t − t ′ ), and h(t − t ′ ) is a normalized function capturing its time dependence, which may be source-and target-specific. The dimensionless effective weights w jk are determined nonlinearly by the synaptic strengths J jk , the single-neuron parameters, and the working point (µ j , σ j ) (cf. [19] Eq. (A.3) but note that β as given there has a spurious factor J). We approximate the impulse response by the form (22) , where τ is now an effective time constant depending on the working point (µ j , σ j ) and the parameters of the target neurons. This form of the impulse response, corresponding to a low-pass filter, appears to be a good approximation in the noisy regime when the neuron fires irregularly. In the mean-driven regime (µ ≫ σ) the transfer function of the LIF neuron is known to exhibit resonant behavior with a peak close to its firing rate. In this regime a single exponential response kernel is expected to be a poor approximation (see, e.g., [52] Fig. 1 ). In general, the source population dependence of Eq. (22) comes in through the delay d, and the target population dependence through both τ and d.
As for binary networks with delays, the average pairwise covariance functions c ij (∆) ≡ δs i (t + ∆)δs j (t) t are most conveniently derived starting from the frequency domain. In case of identical transfer functions for all populations, the matrix of average cross-covariances is given by [40] Eq. (16) minus the autocovariance contribution,
Here, W contains the effective weights of single synapses from population β to population α times the corresponding in-degrees, K αβ w αβ ; and A contains the population-averaged autocovariances, which we approximate as δ αβ rα Nα , with r α the mean firing rate, as also done in [19] . In [40] , Eq. (33) was written using a more general diagonal matrix instead of A, to help clarify close similarities between binary and LIF networks and OrnsteinUhlenbeck processes or linear rate models; however, for LIF networks, this diagonal matrix corresponds precisely to the autocovariance matrix. We chose the form (33) because it separates terms that vanish at either ω → i∞ or ω → −i∞ depending on ∆. This facilitates Fourier back transformation, as contour integration with an appropriate contour can be used for each term.
To perform the Fourier back transformation, we apply the same method as used for the binary network. Let v j , u j be the left and right eigenvectors of the connectivity matrix W, and λ j the corresponding eigenvalues. Insert j u j v jT = 1 1 into Eq. (33) on the left and right, and Fourier transform,
As for the binary case, we only need to consider ∆ ≥ 0, as the solution for ∆ < 0 is given by c(∆) = c T (−∆). The contour can then be closed over the upper half plane, where the term containing only H(−ω) has no poles due to the stability condition. When ∆ < d, the contour for the term containing only H(ω) can also be closed in the lower half plane where it has no poles, so that the corresponding integral vanishes. Analogously, the integral of the term with only H(−ω) vanishes when 0 > ∆ > −d. Therefore, the second and third terms represent 'echoes' of spikes arriving after one transmission delay [40] . For ∆ = 0 and d > 0, only the first term contributes, and the contour can be closed in either half plane. As before, the poles are given by Eq. (25) for d > 0, and by
The residue theorem yields a solution of the form (26), the only difference being the precise form of the residues, and the fact that we here consider c as opposed toc.
In the absence of delays, an explicit solution can again be derived. For ∆ > 0, the poles inside the contour are z(λ j ) = − 
which is reminiscent of but not identical to Eq. (19) for the binary network. Note that (35) for the LIF network corresponds to spike train covariances with the dimensionality of 1/t 2 due to [A jk ] = [1/t] and the factor 1/τ , whereas the covariances for the binary network are dimensionless.
The population-specific generalization of Eq. (33) reads
where M(ω) has elements H αβ (ω)K αβ w αβ , as before. The covariance matrix including autocovariances can be more simply written asC
The only difference compared to the expression (27) for the binary network is the form of the diagonal matrix, here analogous to white output noise in a linear rate model, whereas the binary network resembles a linear rate model with white noise on the input side, which is passed through the transfer function before affecting the correlations [40] .
Results
Scaling without regard for covariances: theory. Consider a binary or spiking network consisting of several excitatory and inhibitory populations with potentially source-and target-type dependent connectivity. We assume irregular network activity, approximated as Poissonian for the spiking network, with population means ν α . For the binary network, ν = n is the expectation value of the binary variable. For the spiking network, we absorb the membrane time constant into ν, defining ν = τ m r where r is the firing rate of the population. The external drive can consist of both synaptic inputs and a DC input m αx . The working points of each population, characterized by mean µ α and variance σ 2 α of the input, are given by
where E and I are the sets of excitatory and inhibitory source populations, respectively, g α are the relative strengths of inhibitory synapses compared to excitatory ones. The mean population activities are determined by µ α and σ α according to Eqs. (3) and (31) . Since the corresponding expressions are independent of N α , we can in principle reduce the number of neurons without having to change other parameters in order to approximately preserve the mean activities. However, alleviating the computational burden often requires downscaling also the number of synapses per neuron. We thus wish to find transformations that simultaneously leave both µ and σ 2 unchanged under K αβ → κK αβ , so as to preserve the mean activities to a good approximation. Three variables may be adjusted, in combinations of two, to achieve this: J αβ , g α , and m αx . We consider each combination in turn.
Since identical equations hold for each target population, we can suppress the target population index and let
for k = 0, 1, 2 and ψ = ν, φ. The variables x 
from the variance equation, and
from the equation for the mean. The resulting parameters depend in general on the division of the inhibitory synaptic strengths into g α and J αβ before scaling, but are uniquely defined in case the initial g and J are population-independent. If the external synaptic input is Poissonian, it may not be necessary for computational efficiency to scale down the corresponding in-degrees, since a combination of independent Poisson processes with rates r i can be modeled using a single Poisson process with rate i r i , and thus use only a single synapse per neuron. However, if the external in-degrees are adjusted with the factor κ, the corresponding input should be included in the calculation of x E ψ,k and x I ψ,k . If the external input is left unchanged, it should not enter into the calculation.
To obtain a unique solution under the second possible transformation, g → g ′ , J β → J ′ β , we need to make additional assumptions on J β . Let J ′ β = J ′ ∀β after the transformation. This yields
where we have definedx
Equation (45) only has a real solution as long as
Choosing the plus sign in Eq. (45) ensures positivity of J ′ above a certain value of κ, which is larger than the value given in Eq. (49) at least when external Poisson drive is kept invariant and hence is not contained inx 1 , since the intrinsicx 1 is negative in the balanced regime. Below this value, populations may be excitatory onto one target and inhibitory onto another, violating Dale's principle, which is biologically unrealistic and can have strong effects on activity patterns [53] . However, scaling may nevertheless effectively preserve certain dynamical characteristics of the network, including mean activities.
Another choice is to scale every J β by the same factor:
c ≡ x
and
A real solution of Eq. (50) requires
reducing to (49) when J is independent of the source population. We choose the plus sign in Eq. (50) to ensure ι > 0 for a larger range of scaling factors, so that excitatory synapses remain excitatory, and similarly for inhibitory synapses. The third possibility is to adjust J β and m x , keeping g constant. Again, a choice needs to be made on J β after the transformation. The simplest here is J ′ β = J β / √ κ, recovering the scaling (1). The external drive should then be changed according to m
As for the other scaling options, external Poisson spikes can be either treated like all other inputs, or left out of the calculation. Unlike the (g,m x ) and (J, g) scalings, this option preserves the eigenvectors of the effective connectivity matrix, as all entries are scaled by the same factor. These transformations can be rewritten in terms of conventional physical quantities using the equivalence between Eqs. (29) and (30) .
Scaling the microcircuit model without regard for covariances. Here we investigate the effects of each of the transformations derived in the previous subsection on mean activities, irregularity, and correlations using direct simulations of the multi-layer spiking network model of early sensory cortex introduced in [32] . We adjust K and N independently, but note that the equations only apply approximately when N is adjusted, since we ignore the typically small but non-vanishing contribution of the correlations to the input variance, and this contribution changes with N due to the 1/N dependence of correlation sizes. For simplicity, we also neglect the fact that the in-degrees of the microcircuit model are distributed, which affects the input variance mainly due to the resulting distribution of firing rates (cf. [1] Eq. (16) for binary networks and [54] for spiking networks). The synapses are drawn independently.
All
Regularity is quantified by the population-averaged coefficient of variation (CV) of the inter-spike interval (ISI) distributions. Population synchrony is determined as
where R i is the spike histogram of neuron i with a time step of 1 ms, · i indicates averaging across neurons, and · t indicates averaging over time. Thus, the measure corresponds to the variance of the average spike histogram over the average single-neuron variance, ranging from 0 for a completely asynchronous network to 1 in case of perfect synchrony. Correlations are determined with a resolution of 0.5 ms. To eliminate transients, the first 200 ms are discarded for the calculation of rates, regularity, and synchrony. The transformations require knowledge of the mean firing rates before scaling. These were determined using recordings from 10% of neurons from a 5 s run of the full-scale model. The external Poisson drive is not altered during scaling. For the g → g ′ , J → J ′ scaling, we choose the version where all weights are scaled by the same factor. The minimal in-degree scaling factor is 0.35 both for equal weights and for equal scaling of weights. Fig. 3 shows the effects of the scaling where J and m x are adjusted according to Eqs. (1) and (55) . The scaling works well for a wide range of network sizes and in-degrees, but breaks down at small K, and at small N combined with large K. This can be understood in light of the diffusion approximation, since in the former case, the assumption of high input rates is violated, whereas in the latter case, the assumptions of small weights and independent inputs no longer apply. Qualitatively similar results are obtained for the scaling options adjusting g and m x or g and J, except the latter shows a sharp increase in rates and synchrony for some networks when K is reduced to 45% or less. Fig. 4A -C show the effects of the three types of scalings on covariances, using 2/3E-2/3E pairs as an example. Qualitatively identical pictures emerge for other pairs of populations. All scalings change the size and the temporal structure of the covariances. In this example, the effect of J ∝ 1 √ K scaling is the least pronounced, and the change in temporal structure only becomes apparent for a relatively large reduction in K.
Correlations uniquely determine effective connectivity: population-independent transfer function. We now turn to scalings that aim to preserve not only mean activities but also correlations. In this section we show for both both binary and LIF networks with population-independent delays and input statistics that under fairly general conditions, the shapes of the average pairwise cross-covariances and their population structure -which we together refer to as 'correlation structure' -uniquely determine the effective connectivity. We assume H(ω) itself, and in particular the delay d and time constant τ , to be unchanged. Furthermore, we exclude the trivial scenarios where one or more of the populations are inactive, or do not interact either with themselves or any other population. We start with a simple intuitive one-dimensional example, followed by more general networks, first with d = 0 and then with d > 0.
Consider a binary network with only a single population and d = 0. Then c, W, and A are scalars, turning Eq. (16) 
with initial condition (from (5))
which is solved by
Note that a is fixed if we do not allow the mean activities to change. Equation (59) shows that W determines the temporal structure of the correlations, and with W and a fixed, correlation sizes are determined by N . More generally, the covariance matrix c(∆, d = 0) is given by Eq. (19) for binary networks and Eq. (35) for LIF networks. Since the dependence on the time interval ∆ in each of these expressions is determined by the eigenvalues λ j , any scaling transformation should keep these constant if it is to preserve the shape of the covariances. Even for a LIF network with λ j = 0, where the corresponding term drops out of the sum, this eigenvalue needs to be preserved (the only exception being that it may become equal to another existing eigenvalue), since otherwise an additional time dependence would appear. Besides exp[(λ j − 1)∆/τ ], it is clear at least if there are no degenerate or zero eigenvalues that its prefactor should be unchanged for each j. For populations α, β, these prefactors can be written as k a jk u (43) and (44) changes both the amplitude and the temporal structure of the covariance function. C Scaling synaptic strengths and mean external drive according to Eqs. (1) and (55) preserves covariances well when K is reduced to 90%, but changes their size and temporal structure when K is further reduced (shown by the thin curves). D Scaling synaptic strengths according to Eq. (2) and adjusting the external drive to restore the variance of inputs to neurons also preserves approximate covariances, but is only possible to a limited extent (cf. Eq. (69)).
and λ k . To preserve the population structure of the covariances under any scaling transformation, also the ratio
kT β should be unchanged. We show in the Appendix that, with the exception of LIF networks with λ j = 0, there is always at least one pair of populations α 2 , β with interactions on the time scale corresponding to λ j , such that this ratio is well-defined and equals u j α1 /u j α2 . That is, the eigenvector entries should be preserved relative to each other, fixing the eigenvectors up to a scaling factor. Assuming that W is diagonalizable, the combined conditions on the eigenvalues and eigenvectors fix the effective connectivity matrix via W = Udiag(λ 1 , . . . , λ N )U −1 where U = u 1 , . . . , u N is the matrix of right eigenvectors of W. Now consider arbitrary delays d. The time dependence in Eq. (26) uniquely determines both the set of poles z l (λ j ) and k,l a jkl u j α u k β for each unique pole z l (λ j ) at least in the absence of degenerate eigenvalues, which prohibits a trade-off between prefactors. The first condition fixes the λ j , as is evident from z(λ j ) = ∓ i τ (λ j − 1) in case d = 0, and for d > 0 results from the fact that W l1 (z 1 ) = W l2 (z 2 ) implies z 1 = z 2 . The second condition constrains the corresponding eigenvectors (with the same exceptions as for d = 0), as can be seen by dividing the α 1 , β and α 2 , β terms, which gives u j α1 /u j α2 . As for d = 0, this implies that the correlation structure fixes the eigenvectors up to an overall multiplicative constant.
Thus, correlation structure uniquely determines the effective connectivity matrix at least if it is diagonalizable, and if eigenvalues are neither zero nor degenerate.
Correlations uniquely determine effective connectivity: population-dependent transfer function. The assumption of a population-independent transfer function made so far is a strong constraint. Therefore, we would also like to show the one-to-one relationship between the effective connectivity and the correlations for the case where H(ω) differs between populations. Since this does not introduce additional symmetries, intuitively the relationship should still hold. We here show that, under certain conditions, this is indeed the case.
For population-specific H(ω), it is too difficult in general to calculate the poles in order to perform the Fourier back transformation to the time domain. Therefore, we stay in the frequency domain. We first consider LIF and then binary networks. AssumeC(ω) is invertible and expand the inverse of Eq. (37) to obtain
where in the second step we distinguish terms that only contribute on the diagonal α = β, those that only contribute on the off-diagonal α = β, and those that contribute in any case. For α = β, only the first and last terms contribute, and we getC
This fixes A α and thereby also W αα , since it multiplies terms with unique ω-dependence. For α = β, we obtain
With A α fixed, this additionally fixes W αβ , in view of the unique ω-dependence it multiplies. Since C(ω) = C(ω) − A, a constraint on A necessary for preservingC(ω) may not translate into the same constraint when we only require C(ω) to be preserved. However, C(ω) andC(ω) have identical ω-dependence, as they differ only by constants on the diagonal (approximating autocorrelations as delta functions in the time domain). To derive conditions for preserving C(ω), we therefore ignore the constraint on A but still require the ω-dependence to be unchanged. A potential transformation leaving the ω-dependent terms in both (61) and (62) α ; or if some of the entries of W vanish. The ω-dependence ofC and C would otherwise change, showing that, at least in the absence of symmetries or zeros in the effective connectivity matrix, preserving C(ω) requires preserving A and W.
To obtainC(ω) for binary networks, we only need to replace A by D(ω) (cf. Eq. (27)). Letting
..Npop , this yields
Since D
−1
α determines a quadratic dependence on ω that cannot be offset by other terms, it needs to be preserved, just as for the LIF network. This again fixes W αα , which similarly determines a unique ω-dependence. Furthermore, we have for α = βC
Here, the term W αβ D . Therefore, a priori it appears that there may be a freedom to scale both the population sizes N α and terms inC(ω) with the same inverse quadratic ω-dependence. We can see what this entails by considerinḡ This shows that changing any ω-dependent terms inQ(ω) would change the ω-dependence of C(ω). Furthermore, the elements ofQ −1 (ω) have the same form as those ofC −1 (ω) for the LIF network except for the index of τ α , with diagonal elementsQ
and off-diagonal elements
Hence, comparing to (62), we reach the same conclusion as for the LIF network: in order to preserve C(ω), D and W must not change, at least if all connections exist, and if there are no symmetries in the delays and time constants.
Correlation-preserving scaling. If the working point (µ, σ) is maintained, our results imply that requiring unchanged average covariances leaves no freedom for network scaling except for a possible trade-off J ∝ 1/K between in-degrees and synaptic weights. For LIF networks, this result is obtained under the assumption of small synaptic weights, which renders the dependence of w on J to a good approximation linear.
When implemented naively without adjusting the external drive to recover the original working point, the covariances change, as illustrated in Fig. 5B for a two-population binary network with parameters given in Table  1 . The results of correct implementation of this scaling are shown in Fig. 5C . The scaling shown in Fig. 5B also increases the mean activities (E: from 0.16 to 0.23, I: from 0.07 to 0.11), whereas that in Fig. 5C preserves them.
If one relaxes the constraint on the working point while still requiring mean activities to be preserved, the network does have additional symmetries due to the fact that only some combination of µ and σ needs to be fixed, rather than each of these separately. This combination is more easily determined for binary than for LIF networks, for which the mean firing rates depend on µ and σ in a complicated manner [cf. Eq. (31)]. When the derivative of the gain function is narrow (e.g., having zero width in the case of the Heaviside function used here) compared to the input distribution, the mean activities of binary networks depend only on (µ − θ)/σ [1] . Changing σ while preserving (µ − θ)/σ leads for a Heaviside gain function to a new susceptibility S ′ = (σ/σ ′ )S [cf. Eq. (7)]. For constant K, if the standard deviation of the extrinsic noise is changed proportionally to the intrinsic standard deviation, we have σ ∝ J and thus J ′ S ′ = JS, implying an insensitivity of the covariances to the synaptic weights J [39] . In particular, this symmetry applies in the absence of external noise. When K is altered, this choice for adjusting the extrinsic noise causes the covariances to change. However, with a different adjustment of the extrinsic noise such that σ ′ /σ = (J ′ K ′ )/(JK), the change in S can be countered to preserve W and correlations. This is illustrated in Fig. 5D for J ∝ 1/ √ K, which is another natural choice, as it preserves intrinsic fluctuations if one ignores the typically small contribution of the correlations to the input variance ([1] Fig. 3D shows the smallness of this contribution for an example network). This is only one of a continuum of possible scalings preserving mean activities and covariances when the working point and hence the susceptibility are allowed to change.
Limit to in-degree scaling. We now show that both the scaling J ∝ 1/K for LIF networks (for which we do not consider changes to the working point, as analytic expressions for countering these changes are intractable), and correlation-preserving scalings for binary networks (where we allow changes to the working point that preserve mean activities) are applicable only up to a limit that depends on the variance received from external sources.
For the binary network, assume a generic scaling K ′ = κK, J ′ = ιJ and a Heaviside gain function. Denote intrinsic and extrinsic variances respectively by σ . To keep SJK fixed we thus require
where we have used σ ′ int ≈ ι √ κσ int in the second line. For σ ext = 0 this scaling only works for κ > 1, i.e., increasing instead of decreasing the in-degrees. For σ ext > 0 the limit to downscaling occurs when σ
independent of the scaling of the synaptic weights. Thus, larger extrinsic and smaller intrinsic variance before scaling allow a greater reduction in the number of synapses. The in-degrees of the example network of Fig. 5 could be maximally reduced to 73%. Note that ι could in principle be chosen in a κ-dependent manner such that the extrinsic variance is fixed or increased instead of decreased upon downscaling, namely ι ≥
. However, (69) is still the limit beyond which this fails, as ι then diverges at that pointthere.
Note that the limit to the in-degree scaling also implies a limit on the reduction in the number of neurons for which the scaling equations derived here allow the correlation structure to be preserved, as a greater reduction of N compared to K increases the amount of common inputs neurons receive, and deviation from the assumptions of the diffusion approximation. This is shown by the thin lines in Fig. 5C,D . Now consider correlation-preserving scaling of LIF networks. Reduced K with constant JK does not affect mean inputs [cf. Eq. (38)] but increases the intrinsic variance according to Eq. (39) . To maintain the working point (µ, σ), it is therefore necessary to reduce the variance of extrinsic inputs. When the drive consists of excitatory Poisson input, the extrinsic mean can be kept constant while changing the variance by adding an inhibitory Poisson drive. With K ′ = K/ι and J ′ = ιJ, the change in intrinsic variance is (ι − 1)σ 2 int , where σ 2 int is the intrinsic variance due to input currents in the full-scale model. This is canceled by an opposite change in the extrinsic variance by choosing excitatory and inhibitory Poisson rates r e,ext = r e,0 +
(
where r e,0 is the Poisson rate in the full-scale model, and the excitatory and inhibitory synapses have weights J ext and −g J ext , respectively. Equations (70) and (71) match Eq. (E.1) in [19] except for the 1 + g in the denominator, which was there erroneously given as 1 + g 2 . Since downscaling K implies ι > 1, it is seen that the required rate of the inhibitory inputs is negative. Therefore, this method only allows upscaling. However, with a noisy current input -either already present in the full-scale network or replacing the Poisson drive -the network can be downscaled up to the point where the extrinsic variance vanishes. Substituting this condition into Eq. (68), the same expression for the minimal in-degree scaling factor (69) is obtained as for the binary network. Fig. 4D shows correlation-preserving scaling of the microcircuit model where the external drive is replaced by a noisy current to enable downscaling, using the excitatory population in layer 2/3 as an example. To approximate white noise, the current is varied using the smallest possible time step of 0.1 ms, equal to the simulation time step. Independent noise is provided to each neuron, matching the independence of the Poisson input in the original Table 2 : Parameters of the symmetric binary network.
model. As the microcircuit is in the oscillatory regime and has distributed in-and out-degrees, the success of this scaling shows that the results obtained with the linear theory are at least somewhat robust to deviations from the assumptions and approximations made. However, since the extrinsic variance of the full-scale model is small compared to its intrinsic variance, the in-degrees could not be reduced by more than about 10% [cf. Eq. (69)], at least when scaling the in-degrees of all populations by the same factor. Moreover, in this example, J ∝ 1/ √ K preserves correlations even better than J ∝ 1/K when in-degrees are decreased by 10%.
Zero-lag correlations in binary network. Although it is not generally possible to keep mean activities and correlation structure invariant upon downscaling, transformations may be found when only one aspect of the correlations is important, such as their zero-lag values. We illustrate this using a simple, randomly connected binary network of N excitatory and γN inhibitory binary neurons, where each neuron receives K = pN excitatory and γK inhibitory inputs. The parameters are given in Table 2 . The effective connectivity matrix is
When the threshold θ is ≤ 0, the network is spontaneously active without external inputs. In the diffusion approximation and assuming stationarity, the mean zero-lag cross-covariances between pairs of neurons from each population can be estimated from (5) (see also [39] )
where the subscripts e and i respectively denote excitatory and inhibitory populations. Moreover, W is the effective excitatory coupling,
with S the susceptibility as defined previously [cf. Eq. (7)]. Furthermore, a is the variance of the single-neuron activity,
which is identical for the excitatory and inhibitory populations. The mean input to each neuron is given by Eq. (38)
and, under the assumption of near-independence of the neurons, the variance of the inputs is well approximated by the sum of the variances from each sending neuron Eq. (39),
Finally, the mean activity can be obtained from the self-consistency relation (3) . Equation (73) shows that, when excitatory and inhibitory synaptic weights are scaled equally, the covariances scale with 1/N as long as the network feedback is strong (W ≫ 1), (for this argument, we assume that n is held constant, which may be achieved by adjusting a combination of θ and the external drive). Hence, conventional downscaling of population sizes tends to increase covariances. We use Eq. (73) to perform a more sophisticated downscaling (cf. Fig. 6 ). Let the new size of the excitatory population be N ′ . Equation (73) shows that the covariances can only be preserved when a combination of W , γ, and g is adjusted. We take γ constant, and apply the transformation
Solving Eq. (73) for f and g ′ yields (cf. Fig. 6B )
The change in W can be captured by K → f K as long as the working point (µ, σ) is maintained. This intuitively corresponds to a redistribution of the synapses so that a fraction f comes from inside the network, and 1 − f from outside (cf. Fig. 6A ). However, the external drive does not have the same mean and variance as the intrinsic inputs, since it needs to make up for the change in g. The external input can be modeled as a Gaussian noise with parameters
independent for each neuron. An alternative is to perform the downscaling in two steps: First change the relative inhibitory weights according to Eq. (80) but keep the connection probability constant. The mean activity can be preserved by solving Eq. (3) for θ, but the covariances are changed. The second step, which restores the original covariances, then amounts to redistributing the synapses so that a fractionf comes from inside the network, and 1 −f from outside, where the external (non-modeled) neurons have the same mean activity as those inside the network. This mean activity is negative, as the balanced regime implies stronger inhibition than excitation. Note thatf = f , since W changes already in the first step.
The requirement that inhibition dominate excitation places a lower limit on the network size for which the scaling is effective. The reason is that g decreases with network size, so that a bifurcation occurs at g = 1/γ, beyond which the only steady states correspond to a silent network or a fully active one.
Symmetric two-population spiking network. Due to the appearance of the eigenvalues in the numerator of the expression for the correlations in LIF networks [cf. Eqs. (34) and (35)], such networks are subject to a reduced number of constraints when W has a zero eigenvalue, as this leaves a freedom to change the corresponding eigenvectors. We therefore consider a simple, randomly connected network of excitatory and inhibitory LIF neurons with exponential current-based synapses and a population-independent connection probability, and perform a scaling that preserves mean activities as well as both the size and the temporal structure of the correlations. In contrast to the in-degree scaling described in "Correlation-preserving scaling", here both population sizes and numbers of synapses are decreased.
The single-neuron and network parameters are listed in Table 3 . The delay is chosen equal to the simulation time step to approximate d = 0, which we assume here. The effective connectivity matrix is
where w = ∂r target /∂r source is the effective excitatory synaptic weight obtained as the derivative of Eq. (31), taking into account the dependence on J to quadratic order. The inhibitory weight is approximated as gw to allow an analytical expression for the relative inhibitory weight in the scaled network to be derived. The left and right eigenvectors are
corresponding to eigenvalue 0. The normalization is chosen such that the bi-orthogonality condition (11) is fulfilled. A transformed connectivity matrix should have the same eigenvalues as W, and can thus be written as
Denote the new population sizes by N 1 and N 2 . Equating the covariances before and after the transformation yields using Eq. (35), and remembering that
In Eq. (86) we have assumed that the working points, and thus a 1 and a 2 , are preserved, which may be achieved with an appropriate external drive as long as the corresponding variance remains positive. The four equations are simultaneously solved by
where K ′ w ′ may be chosen freely. Thus, the new connectivity matrix reads
which may also be cast into the form
When the populations receive statistically identical external inputs, we have a 1 = a 2 = r, since the intrinsic inputs are also equal. Fig. 7 illustrates the network scaling for the choice w ′ = w. Results are shown as a function of the relative size N 1 /N of the excitatory population. External drive was provided at each network size to keep the mean and standard deviation of the total inputs to each neuron at the level indicated. The mean was supplied as a constant current input, while the variability was afforded by Poisson inputs according to Eqs. (70) and (71) (Fig. 7D) . It is seen that the transformations (Fig. 7B ) are able to reduce both the total numbers of neurons and the total number of synapses (Fig. 7C) while approximately preserving covariance sizes and shapes (Fig. 7E,F) . Small fluctuations in the theoretical predictions in Fig. 7E are due to the discreteness of numbers of neurons and synapses, and deviations of the effective inhibitory weight from the linear approximation g w. The fact that the theoretical prediction in Fig. 7F misses the small dips around t = 0 may be due to the approximation of the autocorrelations by delta functions, eliminating the relative refractoriness due to the reset. The numbers of neurons and synapses increase again below some N 1 /N , and diverge as g ′ becomes zero. This limits the scalability despite the additional freedom provided by the symmetry.
Discussion
We have derived conditions for systematically scaling numbers of neurons and synapses while preserving both singleneuron activities and covariances in networks of binary and networks of leaky integrate-and-fire (LIF) neurons with identical intrinsic properties. Such scaling is possible only within a limited range of network sizes. Within this range, our results can serve to limit the use of resources of classical or neuromorphic computers, and provide alternatives for widely applied ad hoc scalings. Analytical predictions are tested using direct simulations of randomly connected networks of excitatory and inhibitory neurons, and a multi-layer spiking network model of early sensory cortex [32] .
Our most important findings are:
i) The population-level effective connectivity matrix and average pairwise correlations, either with or without autocorrelations, are linked by a one-to-one mapping if the effective connectivity matrix has neither elements that are zero, nor symmetries in the delays and time constants, and the correlation matrix is invertible. Furthermore, when all populations have identical transfer functions, simultaneously preserving mean activities and population structure of covariances (which we together refer to as 'correlation structure') requires the effective connectivity to be fixed if it is diagonalizable and has neither zero nor degenerate eigenvalues.
ii) When correlations are of interest, changing the synaptic strengths in inverse proportion to the in-degrees (J ∝ 1/K) presents itself as a more natural scaling option than J ∝ 1/ √ K, since it can approximately preserve effective connectivity and hence correlation structure when neuronal susceptibility is unaltered.
iii) In-degrees of both binary and LIF networks can be maximally reduced by a factor equal to the ratio between intrinsic and total input variances if mean activities and correlation structure are to be preserved, and when all projections are scaled equally. This limitation follows from the fact that downscaling while preserving effective connectivity requires either increased synaptic strengths which diverge at the given in-degree scaling factor, or reduced extrinsic variance which vanishes at this scaling factor and cannot become negative. Thus, in the absence of external drive, no downscaling is possible without changing mean activities, correlations, or both. The example of the multi-layer cortical microcircuit model shows that this can be a strong constraint, only allowing minimal downscaling.
iv) Naive scaling can affect mean activities and correlation structure, and can change the presence and frequency of oscillations in the network. v) Transformations derived using the diffusion approximation are able to closely preserve the relevant quantities (mean activities, correlation shapes and sizes) in simulated networks of binary and spiking neurons within the given bounds. However, strong deviations from the assumptions of the diffusion approximation can cause scaling to fail. This occurs for instance when a drastic reduction in network size is coupled with a less than proportional reduction in in-degrees, leading to large numbers of common inputs and increased synchrony.
Thus, we have identified limits to the reducibility of neural networks, even when only considering first-and secondorder statistical properties. This type of non-reducibility is less obvious than ways in which networks inevitably change under downscaling: microscopic properties like potential information content and detailed network function are always affected. On the other hand, mean activity, a first-order macroscopic quantity, can usually be preserved. The present work makes it clear that non-reducibility already sets in at the second-order macroscopic level of correlations. Since a downscaled model never behaves entirely like its full-scale counterpart, and since the effects of scaling are in general difficult to predict, it remains essential to perform full-scale simulations to verify outcomes of reduced models. Our analysis is based on the diffusion approximation, in which inputs are treated as Gaussian white noise, valid in the asynchronous irregular regime when activities are sufficiently high and synaptic weights are small. Moreover, external inputs are taken to be independent across populations, and delays and time constants are assumed to be unchanged under scaling. A further assumption of the theory is that the dynamics is linearly stable. Simulations of the microcircuit model of [32] show that the J ∝ 1/K scaling can work to some extent also outside the linearly stable regime, at least within the limited range over which the extrinsic variance remains positive. However, we found for the microcircuit in this limited range that J ∝ 1/ √ K preserves correlations even better than J ∝ 1/K. Thus, the success of this scaling in the oscillatory regime is not generic, and the issue merits further investigation. We consider only mean correlations, and distributions of correlations across neuron pairs may change upon scaling even when the mean values are fixed.
Our finding of a one-to-one relationship between effective connectivity and correlations ties in with efforts to infer structure from activity, not only in neuroscience [55, 56, 57, 58, 59, 60, 61, 62] but also in other disciplines [63, 64, 65] . Within the same framework as that used here, [61] show that knowledge of the cross-spectrum at two distinct frequencies allows a unique reconstruction of the effective connectivity matrix by splitting the covariance matrix into symmetric and antisymmetric parts. The derivation considers a class of transfer functions rather than any specific form, but the transfer function is taken to be unique, whereas the present work allows for differences between populations. Furthermore, we here present a more straightforward derivation of the equivalence, not focused on the practical aim of network reconstruction, and clarify the conditions under which the inversion is possible.
The analytical derivation of this equivalence assumes stationarity, idealized forms of the transfer functions and correlations, and perfect knowledge of the parameters. In practice, however, neural activity may be nonstationary [66] , transfer functions are normally not measured directly, correlations are imperfectly known due to measurement noise, and both transfer functions and correlations deviate from their idealized forms. Furthermore, inference of anatomical from functional connectivity (correlations) is often done based on functional magnetic resonance imaging (fMRI) measurements, which are sensitive only to very low frequencies and therefore only allow the symmetric part of the connectivity to be reliably determined [62] . The presence of unobserved populations providing correlated input to two or more observed populations can also hinder inference of network structure. Thus, highresolution measurements (e.g., two-photon microscopy combined with optogenetics to record activity in a celltype-specific manner [67, 68] ) of networks with controlled input (e.g., in brain slices) hold the most promise for network reconstruction from correlations.
When the effective connectivity matrix is unchanged but network size N is adjusted, the size of pairwise covariances changes as 1/N , as found previously [33, 19] , also for networks with conductance-based synapses [18] . However, the 1/N dependence of the covariances preserves their sum, approximating the variance of population activity. Therefore, this type of scaling may be useful for instance for models that predict electroencephalographic (EEG) or local field potential (LFP) spectra.
For most scaling options, the mean activities of the full-scale model need to be known. Determining these from simulations is difficult when the very problem is that computational resources are insufficient for simulating the full model. However, for the networks considered here, the full-scale mean activities can be predicted using mean-field theory. Moreover, it is sometimes feasible to simulate the network at full scale at least once or a few times, for instance when porting a model from high-performance computers to smaller systems. Inference in the opposite direction is also possible: If a reduced model is available, the scaling equations enable one to estimate parameter values of the full-scale model that would give similar activity, and these parameter values can then be evaluated for realism. Finally, the transformations presented here may be used to compare simulations of reduced models with different (average) in-degrees, to test the robustness of the dynamics. This is possible even under sufficiently mild deviations from the type of network for which these results were derived.
Contrary to what is sometimes suggested in the literature, it is not necessary to scale synaptic weights as 1/ √ K in order to obtain a balanced network, and one can remain in the balanced regime using 1/K. In fact, whether an individual network is balanced does not depend on its relationship to networks of different sizes. In [17] , J ∝ 1/ √ K referred not only to a comparison between differently-sized networks, but also to the assumption that approximately √ K excitatory synapses need to be active to reach spike threshold. However, this is also not a necessary condition for balance, which can arise for a wide range of synaptic strengths relative to threshold, as long as inhibitory strengths are appropriately tuned compared to excitatory ones. As discussed in "Correlation-preserving scaling", J even drops out of the mean-field theory for binary networks with Heaviside gain function altogether with the right external drive [39] . The difficulty in the interpretation of the [17] results illustrates a more general point. Scaling laws are often derived based on the requirement that a mechanism be robust, for instance across networks of different sizes (as in [17] and [69] , who discuss scaling of the size of neuronal assemblies), or, in the case of [17] , also for strong synapses. In contrast, computational neuroscientists generally want to know how to set parameters in order to build the given mechanism into specific networks. It is useful to keep in mind these potentially different points of view of those deriving scaling laws and those interpreting them.
The question of the interrelation between network size, synaptic strengths, numbers of synapses per neuron, and activity is embedded in the wider context of anatomical and physiological scaling laws observed experimentally. In homeostatic synaptic plasticity, synaptic strengths are adjusted in a manner that keeps the activity of the postsynaptic neurons within a certain operating range [70, 71, 72] . Since postsynaptic activity depends not only on the strength of inputs but also on their number, this may induce a correlation between synaptic strengths and in-degree. In line with this hypothesis, excitatory postsynaptic currents (EPSCs) at single synapses were found to be inversely related to the density of active synapses onto cultured hippocampal neurons [73] , and the size of both miniature EPSCs and evoked EPSCs between neurons decreased with network size and with the number of synapses per neuron in patterned cultures [74] , although contrasting results have also been reported [75] . Developmental changes provide another opportunity for investigating networks of different sizes and connection densities that are otherwise similar. For instance, the amplitude of miniature EPSCs is reduced in a period of heightened synaptogenesis in rat primary visual cortex [76] . Our results open up a new perspective for analyzing and interpreting such biological scaling laws. Certainly, most network models will not fit neatly into the categories considered here. Nevertheless, it is always possible to at least mention whether and how a particular model is scaled. When the results are not amenable to mathematical analysis, we suggest investigating through simulations of networks of different sizes how essential characteristics depend on numbers of neurons and synapses. Thus, we argue for a more careful approach to network scaling than has hitherto been customary, making the type of scaling and its consequences explicit. Fortunately, in neuroscience full-scale simulations are now becoming routinely possible due to the technological advances of recent years.
