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We consider noninteracting electrons coupled to laser fields, and study perturbatively the effects of
the lattice potential involving disorder on the harmonic components of the electric current, which are
sources of high-order harmonic generation (HHG). By using the Floquet-Keldysh Green functions,
we show that each harmonic component consists of the coherent and the incoherent parts, which
arise respectively from the coherent and the incoherent scatterings by the local ion potentials. As the
disorder increases, the coherent part decreases, the incoherent one increases, and the total harmonic
component of the current first decreases rapidly and then approaches a nonzero value. Our results
highlight the importance of the periodicity of crystals, which builds up the Bloch states extending
over the solid. This is markedly different from the traditional HHG in atomic gases, where the
positions of individual atoms are irrelevant.
Introduction.—High-order harmonic generation
(HHG), which was traditionally studied in atomic and
molecular gases [1], has recently been extended to
solids [2–11]. Owing to the state-of-the-art optics tech-
nology, harmonic orders as large as 25 have successfully
been observed in semiconductors [2]. The HHG in solids
is important not only as a compact light source in the
attosecond physics [12, 13] but also as a probe for band
structures [14], and, hence, active studies are ongoing to
elucidate its principles and applications.
Mechanisms and characteristics of the HHG in solids
are often theoretically studied by effective two-band mod-
els or, equivalently, tight-binding models. For semicon-
ductors, two-band models [15–22] revealed that both the
interband transitions and the intraband dynamics are im-
portant sources of HHG although their relative impor-
tances seem intricate [2, 23, 24]. The effective two-band
models are also useful to study the HHG in, for exam-
ple, graphene [25, 26], Mott insulators [27, 28], charge-
density-wave materials [29, 30], superconductors [31, 32],
and topological insulators [33, 34], where both the inter-
and the intra-band contributions play important roles.
We emphasize that both contributions originate from the
periodic lattice potential, which is presupposed in those
effective models and expressed by the band dispersions
and the interband couplings.
To study the very origin of the HHG in solids, differ-
ent kinds of models are used, where the periodic lattice
potential appears explicitly in the Hamiltonian [35–46].
In these models, it is manifest that there is no harmonic
generation in the absence of the lattice potential no mat-
ter how strong the laser field becomes (see e.g. Ref. [46]).
Once the lattice potential is introduced, the quadratic
energy dispersion is folded to form the energy bands, and
the laser field causes both the anharmonic intraband dy-
namics and the interband transitions [41–43, 47]. HHG
has been studied in these models and the results seem
consistent with those of the effective models. However,
it has not been well studied how HHG changes when the
lattice potential is not perfectly periodic. Given that the
periodic lattice potential is the origin of HHG in solids,
how important is the perfect periodicity of the lattice po-
tential?
In this Letter, we address this question by investigat-
ing the high-harmonic components of the electric current
(HHCs), which give rise to HHG, under a strong laser
field and on a disordered lattice potential. By invoking
the Floquet-Keldysh Green functions, we show that the
HHC consists of the coherent and the incoherent parts,
and rapidly decreases to approach a nonzero value as
the disorder increases. On the basis of these results,
we highlight the difference between the mechanisms of
the HHG in solids and gases, and discuss the consistency
of our results with the recent experiments in amorphous
solids [48, 49].
Electron dynamics without potential.—We begin by an-
alyzing the electron dynamics in the absence of the lattice
potential. Let us consider noninteracting electrons cou-
pled to a homogeneous ac electric field at frequency Ω in
d dimensions. We ignore the spin degree of freedom since
it merely doubles our results. We represent the ac field
by the vector potential A(t) = A0 cos Ωt in the velocity
gauge. The Hamiltonian is given by
Hˆ0(t) =
pˆ2
2m
− e
m
pˆ ·A(t), (1)
where m and e (< 0) are the mass and the electric charge
of the electron, respectively, and pˆ is the momentum op-
erator.
The solutions of the time-dependent Schro¨dinger equa-
tion, i∂tψ(t) = Hˆ0(t)ψ(t), are known as the Volkov
states [50–52] (~ = 1 throughout this Letter). Their
wave functions are characterized by the momentum k and
given by
ψk(r, t) = e
−ikteik·r
∑
n
Jn(αk)e
inΩt, (2)
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2where k = k
2/2m, αk = eA0 · k/(mΩ), and Jn(z) de-
notes the n-th Bessel function of the first kind.
The Volkov states carry no HHC no matter how
strong the ac electric field is. In fact, their paramag-
netic and diamagnetic currents are given as jpara(k, t) =
−(ie/m) ∫ drψk(r, t)∗∇ψk(r, t) = ek/m and jdia(k, t) =
−(e2/m) ∫ drψk(r, t)∗A(t)ψk(r, t) = (e2/m)A(t) in ap-
propriate wave-function normalizations. These results
explicitly show that the Volkov state carries no HHC,
or the Fourier components at nΩ with |n| ≥ 2.
We note that jdia(k, t) = (e
2/m)A(t) is satisfied not
only by the Volkov state but also by any states. Thus
we ignore this part and focus on jpara(k, t) in the follow-
ing. Unlike jdia(k, t), jpara(k, t) may involve harmonics
when a lattice potential exists and k is no longer a good
quantum number. Our problem is to study the Fourier
components of jpara(k, t) in the presence of the potential.
For later use, we represent the Volkov states in the
Floquet picture [53]. The Floquet Hamiltonian corre-
sponding to Eq. (1), HF0 (k), acts on the extended Hilbert
space [54] labelled by the Floquet index m ∈ Z, and
its Floquet eigenstates and eigenvalues are labelled by
M ∈ Z and given by |ψM0 (k)〉 =
∑
n JM−n(αk) |φn(k)〉
and Mk = k + MΩ. Here, |φn(k)〉 is the Floquet state
corresponding to the wave function ∝ eik·re−inΩt. We
note that |ψM0 (k)〉 is the Floquet representation of the
Volkov state (2).
Model of lattice potential.—To investigate the effects
of the lattice potential on the HHC, we introduce the
following lattice potential,
V (r) = U
∑
a
u(r − ra), (3)
where U denotes the strength of the potential, u(r) is a
dimensionless function localized at r ∼ 0, and ra denotes
the position of the scattering center, i.e. the ion in solids.
Without loss of generality, we assume
∫
dr u(r) = 0 since
a constant shift of the total energy changes no physical
consequences. This assumption implies that the Fourier
component Vk = U
∑
a uke
−ik·ra vanishes at k = 0, and
thus the potential definitely changes the electron momen-
tum at scattering.
Suppose that ra’s form an approximate Bravais lattice
such as the simple cubic lattice. Let Ra denote the po-
sition of each lattice point a of the Bravais lattice, which
is characterized by a set of d integers {cia ∈ Z | i =
1, 2, · · · , d} as Ra =
∑d
i=1 c
i
aai with the primitive vec-
tors ai. Then we introduce a small deviation δra and
define ra as ra = Ra + δra. Unlike Ra’s, ra’s do not
have the exact discrete translational symmetry.
We assume that each of δra’s is an independent Gaus-
sian random variable. Its probability density function is
given by P (δra) = (2piσ
2)−1/2 exp
[−δr2a/(2σ2)], where
the standard deviation σ quantifies the randomness of
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FIG. 1. (upper) Feynmann diagram for O(U2) contribution
to jn(k). The solid line with (n,k) indicates the n-photon
state with momentum k, and the dot denotes the potential
scattering. We sum up the photon number n + l and the
momentum k′ in the internal line. (lower) After random aver-
aging, 〈jn(k)〉 consists of the two diagrams [see Eqs. (5)-(8)].
The left (right) diagram corresponds to the two scatterings
occurring at different sites (the same site).
the lattice. Our assumption of the independence of the
variables means, for instance, 〈δraδrb〉 = 〈δra〉〈δrb〉 for
a 6= b, where 〈· · · 〉 denotes the average over the random
variables. In the following, we analyze the HHC for a
given set of {ra}a and take its average over the devia-
tions {δra}a.
Floquet-Keldysh formalism.—We analyze the HHC by
using the Floquet-Keldysh formalism, which is a method
of combining the Floquet theory and the non-equilibrium
Green function (see e.g., Refs. [55, 56]).
Without the lattice potential, the analytical solutions
of the Green functions denoted by g are available since
all the eigenstates of the Floquet Hamiltonian HF0 (k) are
obtained. We assume a finite relaxation time 1/η (> 0),
which stems from the electron correlation and so on. We
consider the initial state whose distribution function is
nk = 1 for |k| = k ≤ kF and nk = 0 for k > kF with kF
being the Fermi momentum.
Once we have the non-equilibrium Green functions,
the Fourier components of the paramagnetic current
jpara(k, t) at frequency nΩ is obtained as
jn(k) = −i
∫ ∞
−∞
dω
2pi
vkg
<
n0(k, ω), (4)
where vk = ek/m is the electron velocity, and g
< is the
lesser Green function. The derivation of Eq. (4) is given
in Supplemental Material, where we also show jn(k) =
δn0nkek/m, which is consistent with jpara(k, t) = ek/m
obtained above directly by the wave function (2). We
note that the net current jn =
∫
ddk/(2pi)djn(k) vanishes
because jn(k) = −jn(−k) if nk = n−k.
Analytical calculations of HHC with potential.—In the
presence of the lattice potential (3), it is difficult to ob-
3tain the exact solutions to the Green functions, which
are denoted by G. We invoke the perturbation theory
in terms of the potential amplitude U to approximately
obtain G, and calculate the leading-order correction of
the HHC induced by the potential by Eq. (4) with g<
replaced by G<.
The HHC does not appear up to the first order of U .
In fact, at the zeroth order, G corresponds to g and there
is no HHC as mentioned above. Besides, the O(U) cor-
rections to the Green functions induce no HHC. This is
because Vk vanishes at k = 0 and the corrections are
made only on the off-diagonal components Gkk′ (k 6= k′),
while the HHC originates from the diagonal elements (see
Eq. (4)).
The HHC first appears at the second order. By
using the second-order Feynmann rules for the non-
equilibrium Green function [57], we can obtain the O(U2)
corrections to the full Green functions and calculate the
HHC by Eq. (4) (see Supplemental Material for de-
tail). In averaging the HHC over the random vari-
ables δra’s, we note that the random variables appear
only in the scattering vertices |Vk−k′ |2 in the following
form:
∑
a,b 〈e−i(k−k
′)·raei(k−k
′)·rb〉 = ∑B δ(k − k′ +
B)e−σ
2|B|2 + (1− e−σ2|k−k′|2), where B denotes the re-
ciprocal vector. The first and the second terms on the
right-hand side of the above equation correspond respec-
tively to the terms with a 6= b and a = b on the left-hand
side. In other words, these terms imply the double po-
tential scattering at two different sites and the same site.
Corresponding to this decomposition, we decompose the
HHC into two parts,
〈jn〉 = jCn + jICn , (5)
where jCn (j
IC
n ) stems from the double scattering at two
different sites (the same site), and has the coherent (inco-
herent) nature as discussed below. Each current is given
by
jCn =
∫
ddk
(2pi)d
∑
B
vkfn(k,k −B)e−σ2B2 , (6)
jICn =
∫
ddk
(2pi)d
∫
ddk′
(2pi)d
vkfn(k,k
′)(1− e−σ2|k−k′|2),
(7)
where fn(k,k
′) is
fn(k,k
′) = U2|uk−k′ |2(nk − nk′)
(
nΩ− 4iη
nΩ− 2iη
)∑
l
J−l(αk−k′)Jn+l(αk′−k)
[(k − k′)− lΩ− 2iη] [(k′ − k) + (n+ l)Ω− 2iη] . (8)
These relations are the main results of the present work.
We make interpretations on the above main results for
the n-th harmonic current. As shown by the Feynman
diagrams in Fig. 1, fn(k,k
′) consists of the physical pro-
cesses in which |φn(k)〉 is scattered to |φ0(k)〉 through
|φn+l(k′)〉 by the lattice potential. These processes are
summed over the internal photon number n + l so that
the difference of this number between the initial and the
final states is n [58]. In addition, these processes are also
summed over the internal momentum k′, and their con-
tributions are clearly distinct after the random averaging
depending on whether the momentum difference k − k′
coincides with a reciprocal lattice vector B or not. In
fact, the physical process is weighted by e−σ
2B2 when
k − k′ = B, and by 1− e−σ2|k−k′|2 otherwise.
When the disorder is very small, or σ ' 0, the n-th har-
monic current 〈jn〉 is dominated by jCn . In the limit of
σ → 0, jICn vanishes and jCn reduces to the result for the
perfectly periodic lattice. In this limit, jCn is the largest
because the phase factor ei(k−k
′)·(ra−rb) for the double
scattering at any pair of sites a and b becomes unity.
Namely, the scatterings at different sites are all coherent.
As the disorder increases, jCn exponentially decays in σ
2.
This is because the vertex phase factors ei(k−k
′)·ra fluc-
tuate and the scatterings at different pairs of sites work
destructively.
On the other hand, jICn becomes dominant when the
disorder is very large. In the limit of σ → ∞, jCn van-
ishes and jICn converges to a nonzero value. In this limit,
the fluctuations δra are so large that the phase factor
ei(k−k
′)·(ra−rb) is nonvanishing only for a = b. In other
words, jICn consists of the incoherent sum of the contri-
butions from each scattering center. This local nature
of jICn manifests as the presence of any momentum k
′ in
Eq. (7). We note that jICn vanishes at σ = 0, where the
lattice potential is perfectly periodic. Thus jICn is specific
to disordered systems.
Numerical evaluation and quantitative analysis.—Now
we numerically evaluate Eqs. (6) and (7) for a choice
of the potential u(r) and perform quantitative analy-
ses. We work in one dimension for simplicity. Simi-
lar calculations can be done for higher dimensions with
some increase of the computational cost. We adopt
u(x) = e−32x
2/a2lat cos(16x/alat) + e
−32x2/a2lat−2, which is
localized around x = 0 and satisfies
∫
dxu(x) = 0. Here
alat denotes the lattice constant, and we work in the units
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FIG. 2. (a) 〈jn〉 plotted against σ2 for n =1 (circle), 3 (triangle), and 5 (square). (b) |jCn | (filled) and |jICn | (open) plotted
against σ2 for n =1 (circle) and 3 (triangle). (c) Disorder effects on HHC spectrum. Each data set corresponds to the spectrum
at the degree of disorder σ2 = 0 (circle), 0.05 (triangle) and 0.5 (square). In all the graphs, the HHC is plotted in arbitrary
units.
of |e| = m = alat = 1. We set the parameters as kF = pi,
A0 = 1, Ω = 1 and η = 0.2.
The crossover between the two limits σ → 0 and
σ → ∞ is shown in Fig. 2(a). Here |〈jn〉| evaluated by
Eqs. (5)–(8) is plotted for n = 1, 3, and 5 with σ var-
ied. As discussed above, |〈jn〉| decreases exponentially
at σ ∼ 0, whereas it approaches a nonzero value as σ
increases. This is the crossover from the coherent scat-
tering regime to the incoherent one. We emphasize that
the harmonic currents |〈jn〉| (n = 3, 5) at σ → 0 are
larger by one- or two-order of magnitude than those at
σ →∞. This result shows the importance of the period-
icity of the lattice potential to obtain large HHG. We note
that 〈jn〉 = 0 for even n’s due to the inversion symmetry
after random averaging. One can prove this by noticing
that contributions from ±k cancel out each other.
We look into each of jCn and j
IC
n , which are summed to
give 〈jn〉. Figure 2(b) shows the σ-dependence of |jCn | and
|jICn | for n = 1 and 3. From the figure, we confirm that
|jCn | exponentially decays whereas |jICn | firstly increases
at σ ∼ 0 and approaches a nonzero value. We note that
the value of σ at which |jICn | overtakes |jCn | is not the
same for different n’s. Thus the disorder effect on the
HHC nontrivially depends on the harmonic order.
This nontrivial dependence leads to the clarification of
the plateau in the harmonic spectrum. Figure 2(c) shows
the harmonic spectrum for several σ, in which we find the
clearest plateau for σ2 = 0.5 due to the following reasons.
For n ≥ 9, |〈jn〉| is almost the same for σ2 = 0.05 and
0.5, meaning that the HHC is dominated by the incoher-
ent part, which is already saturated at σ2 ' 0.05. On
the other hand, for n = 3, 5, 7, |〈jn〉| keeps decreasing
at σ2 = 0.05, which means that the HHC is still domi-
nated by the coherent currents. Thus, as σ increases, the
coherent part persists longer for the smaller harmonic or-
der n, resulting in the larger decreases of the HHC for the
smaller n except for n = 1. This leads to the clarification
of the plateau in the harmonic spectrum.
Discussions and Conclusions.—We discuss the differ-
FIG. 3. Schematic illustrations of mechanisms of HHG in
gases (a), solids (b), and disordered solids (c). (a) Each sphere
shows an atom, the thick arrow on it does its velocity, the solid
curves show the potential energy for the electron, and the thin
arrow does the electron trajectory. (b) and (c) The pattern
illustrates the real-space distribution of the wave function of
the Floquet eigenstate in the presence of the lattice potential.
ence between the mechanisms of the HHG in gases and
solids. The HHG in an atomic gas is explained by the cel-
ebrated three-step model [59]. According to this theory,
the tunneling ionization occurs at an atom, an electron
propagates in the laser field, and the electron and the ion
recombine to produce radiation. These processes occur
at individual atoms and their positions are irrelevant as
shown in Fig. 3(a).
Our results highlight the essential difference of the
HHG in solids from that in gases. In solids, the HHG
is induced by the potential scatterings by the ions, whose
positions are of crucial importance. The HHG becomes
the largest when they are aligned periodically and the
scatterings at different positions are coherent. To put
this in the momentum space, the electrons in the peri-
odic potential are in the Bloch states whose wave func-
tions extend over the entire crystal and are compatible
with the periodicity. The Bloch states, when driven by
a strong laser field, produce the HHC, which results in
the HHG through bremsstrahlung as schematically de-
picted in Fig. 3(b). When the scattering centers fluctu-
ate and the disorder sets in, the HHC rapidly decreases.
As schematically illustrated in Fig. 3(c), the disorder dis-
5turbs the coherence of the Bloch states, and the resultant
HHC, or the HHG, is suppressed.
It is intriguing to compare our results with the recent
HHG experiments on amorphous fused silica [48, 49] al-
though our analysis based on the perturbation theory
may not be valid in real materials. In these experiments,
they have observed high harmonics with order n > 20,
while their efficiency is lower than those in crystalline
quartz. These observations are consistent with our re-
sults in the following two senses. First, we have shown
that, as σ increases, the HHC decreases but approaches
a nonzero value rather than vanishes. Second, this de-
crease is less effective for the larger harmonic order n.
These two characteristics are in line with the surprising
observation that such a high order has been detected in
amorphous solids.
In conclusion, we have studied the disorder effects on
the HHG in solids, and found that the n-th harmonic
current 〈jn〉 consists of two parts that arise respectively
from the coherent and the incoherent scatterings by ions.
We have shown that the HHG is the largest in the ab-
sence of the disorder and rapidly decreases as the disorder
increases, and thereby uncovered the importance of the
perfect periodicity of the lattice and the Bloch wave func-
tions. Unexpectedly, the HHG reduces but does not van-
ish when the disorder is quite large because there remain
the incoherent contributions. Besides, we have shown
that this reduction is less effective for higher orders and,
hence, high-order harmonics can be observed in disor-
dered solids. The HHG in real disordered materials is an
important open issue.
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Supplemental Materials
S1. DERIVATION OF FORMULA FOR HHC
We derive the formula for the HHC described by the non-equilibrium Green function (see Eq. (4) in the main text).
Let ψˆ(r, t) denote the second-quantized field operator in the Heisenberg picture, and then the electric current is given
by
j(t) = − ie
2m
∫
ddr
〈
ψˆ†(r, t)[∇ψˆ(r, t)]− [∇ψˆ†(r, t)]ψˆ(r, t)
〉
0
, (S1)
where 〈· · ·〉0 denotes the expectation value in the quantum state, not random averaging. Substituting the Fourier
expansion of ψˆ(r, t) and performing the integration of r, we obtain
j(t) =
∫
ddk
(2pi)d
vk
〈
ψˆ†k(t)ψˆk(t)
〉
0
, (S2)
where ψˆk(t) denotes the Fourier component of ψˆ(r, t). Here we define the lesser Green function as G
<(k; t, t′) ≡
i
〈
ψˆ†k(t
′)ψˆk(t)
〉
0
. The Fourier expansion of G<(k; t, t′) with respect to t and t′ is
G<(k; t, t′) =
∫ ∞
−∞
dω
2pi
∫ ∞
−∞
dω′
2pi
G˜<(k;ω, ω′)eiωte−iω
′t′ (S3)
=
∑
m,n
∫ Ω
0
dω
2pi
∫ Ω
0
dω′
2pi
G˜<mn(k;ω, ω
′)ei(ω−mΩ)te−i(ω
′−nΩ)t′ , (S4)
where we have used
∫∞
−∞ dωe
iωt =
∑
m
∫ Ω
0
ei(ω−mΩ)t and G˜<mn(k;ω, ω
′) ≡ G˜<(k;ω −mΩ, ω′ − nΩ) (0 ≤ ω, ω′ ≤ Ω).
For convenience, we extend the domain of G˜<mn(k;ω, ω
′) by G˜<m+1,n+1(k;ω, ω
′) = G˜<mn(k;ω − Ω, ω′ − Ω). We note
that m and n represent the Floquet indices.
7We assume G<(k; t, t′) = G<(k; t+T, t′+T ), meaning that the Green function is periodic with respect to the center
of time (t + t′)/2. This assumption implies that we consider a nonequilibrium steady state represented by a mixed
state of the Floquet eigenstates. From this assumption, we have G˜<mn(k;ω, ω
′) = 2piδ(ω−ω′)G<mn(k, ω), and then the
Green function at the same time t = t′ is given by
G<(k; t, t) =
∑
m,n
∫ Ω
0
dω
2pi
G<mn(k, ω)e
−i(m−n)Ωt. (S5)
Replacing the dummy variables of summation (m,n) with (l, n) (l = m− n) and using the relation G<m+1,n+1(k, ω) =
G<mn(k, ω − Ω), we obtain
G<(k; t, t) =
∑
l
∫ ∞
−∞
dω
2pi
G<l,0(k, ω)e
−ilΩt. (S6)
As a result, the Fourier component of j(t) at frequency nΩ is obtained as
jn =
∫ T
0
dt
T
j(t)einΩt = −i
∫
ddk
(2pi)d
∫ ∞
−∞
dω
2pi
vkG
<
n,0(k, ω). (S7)
This is the formula by which we calculate the HHC from the non-equilibrium Green function.
S2. CALCULATION OF HHC
A. Green functions in the absence of potential
Here we derive the non-equilibrium Green function in the absence of the lattice potential. It has three components,
the retarded, the advanced and the Keldysh Green functions. The retarded and the advanced Green functions have
information of the energy spectrum, whereas the Keldysh one has that of the energy spectrum and the distribution
function.
In the absence of the potential, the analytical expressions of the Green functions are available, since the eigenstates
and the eigenenergies of the Floquet Hamiltonian HF0 (k) are obtained. The retarded and advanced Green functions
are given by [S1, 2] (see also Ref. [S3])
gR/Amn (k, ω) = 〈φm(k)|
1
ω −HF0 (k)± iη
|φn(k)〉 =
∑
M
JM−m(αk)JM−n(αk)
ω − Mk ± iη
, (S8)
where m and n are the Floquet indices and run over (−∞,∞), and 1/η (> 0) is a finite relaxation time. Here we have
used
∑
M |ψM0 (k)〉 〈ψM0 (k)| = 1 and 〈φm(k)|ψM0 (k)〉 = JM−m(αk). Because of the finite relaxation time, the Keldysh
component has a Lorentzian form,
gKmn(k, ω) = −2iη(1− 2nk)
∑
M
JM−m(αk)JM−n(αk)
(ω − Mk )2 + η2
, (S9)
where nk is a distribution function.
Once we obtain three components of the non-equilibrium Green function, we can calculate the lesser Green function
g< = (gA − gR + gK)/2 and hence the HHC by the formula (S7). Substituting Eqs. (S8) and (S9) into Eq. (S7) and
integrating with respect to ω, we obtain
jn = δn0
∫
ddk
(2pi)d
nkvk. (S10)
The high harmonics with n ≥ 1 vanish, and the zeroth harmonic, i.e. the dc current, also vanishes if nk = n−k.
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FIG. 4. Feynmann diagram of the second-order corrections of the full Green functions G(2). The solid lines and the dots
indicate the bare Green function in the absence of the potential and the potential scattering respectively. We integrate the
internal momentum k′ and sum up the Floquet indices p and q.
B. HHC in the presence of potential
We calculate the HHC in the presence of the lattice potential perturbatively. Since the leading-order correction of
the HHC is the second-order of U as shown in the main text, we calculate the O(U2) corrections of the full Green
functions, which are denoted by G(2). According to the second-order Feynmann rules for the non-equilibrium Green
function extended to the Floquet systems [S4], the O(U2) corrections are given by
G(2)mn(k, ω) =
∑
p,q
∫
ddk′
(2pi)d
gmp(k, ω)Vk−k′gpq(k′, ω)Vk′−kgqn(k, ω), (S11)
where both G
(2)
mn(k, ω) and gmn(k, ω) are the 2× 2 matriices,
G(2)mn(k, ω) =
(
GR GK
0 GA
)(2)
mn
(k, ω), gmn(k, ω) =
(
gR gK
0 gA
)
mn
(k, ω). (S12)
Figure 4 shows the Feynmann diagram of G(2). Once we obtain G(2), we can calculate the second-order correction of
the HHC from the formula (S7).
To obtain the final results for the HHC, we take the average of the HHC over the random variables δra’s,
〈jn〉 = −i
∫
ddk
(2pi)d
∫
dω
2pi
vk 〈G<(2)n0 (k, ω)〉 . (S13)
The random variables exist only in the vertices Vk−k′ = U
∑
a uke
−ik·ra in Eq. (S11), and commonly appear in the
following form: ∑
a,b
〈e−i(k−k′)·raei(k−k′)·rb〉 =
∑
B
δ(k − k′ +B)e−σ2|B|2 + (1− e−σ2|k−k′|2), (S14)
where we have used 〈eik·δra〉 = e−σ2k2/2 and ∑a eik·Ra = ∑B δ(k+B). We note that the first and the second terms
on the right-hand side of Eq. (S14) correspond respectively to the terms with a 6= b and a = b on the left-hand side.
In other words, these terms imply the double potential scattering at two different sites and the same site.
Corresponding to the decomposition in Eq. (S14), we decompose 〈jn〉 into two parts,
〈jn〉 = jCn + jICn , (S15)
where jCn and j
IC
n are the terms which stem from the scattering at the different sites and the same site, respectively:
jCn =
∫
ddk
(2pi)d
∑
B
vkfn(k,k −B)e−σ2B2 , (S16)
jICn =
∫
ddk
(2pi)d
∫
ddk′
(2pi)d
vkfn(k,k
′)(1− e−σ2|k−k′|2), (S17)
where fn(k,k
′) is given by
fn(k,k
′) = U2|uk−k′ |2(nk − nk′)
(
nΩ− 4iη
nΩ− 2iη
)∑
l
J−l(αk−k′)Jn+l(αk′−k)
[(k − k′)− lΩ− 2iη] [(k′ − k) + (n+ l)Ω− 2iη] . (S18)
In the next section, we derive fn(k,k
′) concretely.
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FIG. 5. Poles of (a) RRR, (b) RRK, (c) RKA, (d) AAA, and (e) KAA terms in ω-plane.
C. Concrete calculation of HHC
Here, we concretely calculate the O(U2) correction of the HHC and derive Eqs. (S15)-(S18). From Eq. (S11), the
retarded, the advanced and the Keldysh components of the O(U2) correction of the full Green function are
GR(2)(k, ω) =
∫
ddk′
(2pi)d
RRR, (S19)
GA(2)(k, ω) =
∫
ddk′
(2pi)d
AAA, (S20)
GK(2)(k, ω) =
∫
ddk′
(2pi)d
(RRK +KAA+RKA), (S21)
where we have defined the following abbreviations:
(XY Z)mn ≡
∑
p,q
gXmp(k, ω)Vk−k′g
Y
pq(k
′, ω)Vk′−kgZqn(k, ω) (X,Y, Z = R,K,A). (S22)
Therefore, the HHC at frequency nΩ is
jn = −i
∫
ddk
(2pi)d
∫
dω
2pi
vkG
<(2)
n0 (k, ω)
= − i
2
∫
ddk
(2pi)d
∫
ddk′
(2pi)d
∫ ∞
−∞
dω
2pi
vk(AAA−RRR+RRK +KAA+RKA)n0, (S23)
where we have used G< = (GA −GR +GK)/2.
We perform the ω-integration in Eq. (S23) by calculating the residues. Since the integrand vanishes fast enough
for |ω| → ∞, we replace the integral path with the closed semicircle in the upper or the lower halves of the ω-plane.
First, the ω-integration of AAA and RRR terms vanish because their integrands have poles only in the upper or the
lower halves of the ω-plane (see Fig. 5(a) and (d)). Next, we perform the ω-integrations of RRK,KAA and RKA
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terms. From Eqs. (S8) and (S9), we calculate∫
C+
dω
2pi
(RRK)n0
= −2iη(1− 2nk)|Vk−k′ |2
∑
M,N,L,p,q
∫
C+
dω
2pi
JM−n(αk)JM−p(αk)
ω − Mk + iη
JN−p(αk′)JN−q(αk′)
ω − Nk′ + iη
JL−q(αk)JL(αk)
(ω − Lk )2 + η2
= 2η(1− 2nk)|Vk−k′ |2
∑
M,N,L,p,q
JM−n(αk)JM−p(αk)
Lk − Mk + 2iη
JN−p(αk′)JN−q(αk′)
Lk − Nk′ + 2iη
JL−q(αk)JL(αk)
Lk − Lk + 2iη
= −i(1− 2nk)|Vk−k′ |2
∑
M,N,L,p,q
JM−n(αk)JM−p(αk)JN−p(αk′)JN−q(αk′)JL−q(αk)JL(αk)
[(L−M)Ω + 2iη][(k − k′) + (L−N)Ω + 2iη] , (S24)
where we have calculated the residues owing to the second equality (see Fig. 5(b)). In the same way, we obtain∫
dω
2pi
(KAA)n0 = i(1− 2nk)|Vk−k′ |2
∑
M,N,L,p,q
JM−n(αk)JM−p(αk)JN−p(αk′)JN−q(αk′)JL−q(αk)JL(αk)
[(L−M)Ω + 2iη][(k − k′) + (M −N)Ω− 2iη] , (S25)∫
dω
2pi
(RKA)n0 = −i(1− 2nk′)|Vk−k′ |2
∑
M,N,L,p,q
JM−n(αk)JM−p(αk)JN−p(αk′)JN−q(αk′)JL−q(αk)JL(αk)
×
[
(L−M)Ω + 4iη
[(L−M)Ω + 2iη][(k − k′) + (L−N)Ω + 2iη][(k − k′) + (M −N)Ω− 2iη]
]
.
(S26)
Figure 5 shows the poles of the each term in Eq. (S23). Summing up all these terms, we obtain the following expression∫
dω
2pi
(AAA−RRR+RRK +KAA+RKA)n0
= −2i(nk − nk′)|Vk−k′ |2
∑
M,N,L,p,q
JM−n(αk)JM−p(αk)JN−p(αk′)JN−q(αk′)JL−q(αk)JL(αk)
×
[
(L−M)Ω + 4iη
[(L−M)Ω + 2iη][(k − k′) + (L−N)Ω + 2iη][(k − k′) + (M −N)Ω− 2iη]
]
= 2i
∑
l
(nk − nk′)|Vk−k′ |2(nΩ− 4iη)J−l(αk−k′)Jn+l(αk′−k)
(nΩ− 2iη) [(k − k′)− lΩ− 2iη] [(k′ − k) + (n+ l)Ω− 2iη]
= 2i
∑
a,b
fn(k,k
′)e−i(k−k
′)·raei(k−k
′)·rb , (S27)
where we have used
∑
a Ja(x)Jb−a(y) = Jb(x + y) and Vk = U
∑
a uke
−ik·ra . Taking the average over the random
variables δra’s and substituting Eq. (S27) to Eq. (S23), we obtain Eqs. (S15)–(S18).
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