This report presents a derivation of the modified discrete Fourier transform, which has the property that the origin in frequency space appears in the center of the plot rather than at the edges (one dimension) or at the four corners (two dimensions), as in conventional treatments. Also included is a listing of an unusual fast Fourier transform (FFT) program for calculating the twodimensional, modified discrete Fourier transform. The program makes use of the Eklundh fast matrix transposition algorithm and can transform arrays that are much too large to fit within the internal memory of the computer. By way of example, a complex array of size 2048 X 2048 can easily be transformed on a microcomputer with a 40-MB hard disk.
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INTRODUCTION AND SUMMARY
In radar theory, one frequently needs to compute Fourier transforms or quantities, such as convolutions and cross-correlations, which are most easily calculated in terms of such transforms. The required quantity is usually either a one-or two-dimensional continuous Fourier transform, which is subsequently reduced to a discrete form suitable for numerical calculation. In standard treatments 1 ' 2 -3 of the one-dimensional case, computation of the forward and inverse continuous Fourier transforms, F(u) = FT{f(x)} = f °° f(x)ei2 •*dx (la)
•'.oc f(x) = FT" 1 (F(u)} = f °° F(u)e i2 ' nui du ,
•'.00
is reduced to computation of the corresponding forward and inverse discrete Fourier transforms (DFT and IDFT, respectively): and X = length of basic integration interval N = number of sampling points Ax and Au are the sampling distances in direct and inverse (i.e., frequency) space, respectively.
In deriving Eq. (2a) from Eq. (la), one in effect converts an integral over the symmetric interval [-X/2, X/2] into one over the asymmetric interval [0, X]. By choosing the sampling points in direct space and frequency space (x k and u m , respectively) to be those in Eq. (3) above, one obtains an especially simple expression for the DFT. An equally simple expression is likewise found for the IDFT. The above formulation has, however, one very significant disadvantage. Although one apparently calculates the Fourier spectrum, F(u m ), within the frequency interval [0, U], one obtains, in
The remainder of this report is organized as follows. In Section 2 we derive the modified onedimensional DFT and IDFT from the corresponding continuous transforms. These modified quantities have the property that the basic sampled interval is placed symmetrically about zero in both direct and inverse (transformed) space. The straightforward calculation which follows shows that the modified discrete transforms are exact inverses of one another, just as are the conventionally defined quantities [see Eq. (2)]. Finally, we demonstrate the proper use of the one-dimensional modified DFT and IDFT in computing a convolution which is free of wraparound error. In Section 3 we extend the results of Section 2 to the two-dimensional case, with particular emphasis being placed on a description of the operation of the two-dimensional FFT program, FFT2D. These results are followed, in Section 4, by a brief summary of the programs included and the mathematical quantities they calculate. A complete listing of all programs discussed follows in the Appendix.
ONE-DIMENSIONAL FOURIER TRANSFORMS
The forward and inverse Fourier transforms are given by Eq. (1) . To obtain the continuous Fourier transform in terms of the modified DFT, we proceed as follows:
Write the Fourier integral over the infinite interval as a sum of integrals over consecutive finite intervals of length X, and let the basic interval coincide with [-X/2, X/2]. Choose X large enough to ensure that the integral over the basic interval is already a good approximation to the infinite integral. We obtain F(u) = f °° f(x)ei2 "-ux dx Choose U large enough to ensure that F(u) is essentially zero outside the interval [-U/2, 11/2]. This is accomplished by choosing M sufficiently large. Note carefully that the distance between adjacent sample points in frequency space is suggested by the Sampling Theorem: 8 If f(x) is identically zero outside the interval [-X/2, X/2], then it is possible to recover F(u) arbitrarily accurately in terms of samples spaced at intervals Au = 1/X: As before, assume that X is chosen large enough that f(x) is effectively zero outside the interval [-X/2, X/2]. Accordingly, approximate f p (x) by the n = 0 term in its expansion; i.e., set f p (x) = f(x). Then calculate F(u m ) approximately using the midpoint rectangle rule (see Figure 1 ):
We are immediately confronted by the problem of properly choosing Ax, or equivalently N, since N = X/Ax. According to the Sampling Theorem, if F(u) is zero outside the interval [-U/2, U/2], then it is possible to recover f(x) arbitrarily accurately using samples spaced at intervals Ax = 1/U. To obtain a high quality approximation to the above integral using the midpoint rectangle rule, one therefore chooses the rectangle width Ax = 1/U. The non-zero rectangle width causes an error in the calculation of F(u m ); this error is usually called aliasing in the frequency domain. 9 Assuming now that F(u) is essentially zero outside the interval [-U/2, U/2] and Ax = 1/U, the foregoing arguments give M = U/Au = UX\ .. . ,.
. w XT XT v, A vii which implies that M = N N = X/Ax = XU) Using M = N in the summation in Eq. (6) gives
Inserting into Eq. (7), we have
The above equation defines the modified discrete Fourier transform, F a (u m ). According to this equation, to obtain a DFT which places the zero frequency in the center of the plot, one should premultiply the data samples f(x k ) by a phase factor, perform the conventional DFT [see Eq. (2)], and then postmultiply the result by a second phase factor. In the following, the abbreviation MDFT will be used to designate the modified discrete Fourier transform defined in Eq. (8) above.
The two most important relations in connection with the DFT are: U = 1/Ax and Au = 1/X. U and Au are adjusted simply by varying X and Ax. If f(x) is identically zero outside [-X/2, X/2], one can obtain finer resolution (Au) in the frequency domain simply by extending the region of integration and filling the newly created space left and right of the old integration interval with zeros. It should also be carefully noted that if f(x) is not identically zero outside [-X/2, X/2], then greater accuracy in the calculation of F(u m ) can be achieved by using more than just one term in approximating fp(x) in Eq. From the theory of the (continuous) Fourier transform, it is known that FT"
. We now show that an analogous relationship holds for the modified discrete Fourier transform; i.e.,
iiic] e i(2ir/N)kinl (10) (m=0 j where the last line was obtained by using Eq. (9) . Inserting the expression for F a (u m ) [Eq. (8) ] into the braced expression above, we have Inserting this result into Eq. (10), we obtain
Note the remarkable fact that the MDFT and the MIDFT, which are derived as approximations to the forward and inverse continuous Fourier transforms, turn out to be exact inverses of one another as well.
The convolution, h(x), of two functions f(x) and g(x) is given by
•OJO
•Lee
At this point, in pursuit of a numerical method for calculating the convolution integral using the MDFT, one might be tempted to replace the above integrals over x and x' by discrete sums. If one chooses the sampling points x k = [k -(N -I)/2]Ax and x k -= [k' -(N -l)/2]Ax as before, then the argument x -x' (which is required in the convolution integral) goes over to x k -x k <, which represents a set of points which interlace those defined by x k and x' k -. Because of this difficulty and also for reasons of simplicity, approximation of the above integrals by discrete sums is deferred until later. Interchanging the order of integration in the above expression for H(u), we obtain
Calling the above bracketed expression I and setting x" = x -x', we obtain
•'-00
which gives H(u) = F(u) G(u). The convolution integral h(x) = f(x) * g(x) can therefore be computed by Fourier transforming f and g, forming the product of their transforms, and then inverse transforming the resulting product. To do the same calculation numerically, it would appear at first glance that one needs only to replace all continuous Fourier transforms (both forward and reverse) by their discrete counterparts and then to repeat the sequence of operations listed above. To understand clearly why the above prescription gives the wrong answer, consider the following. Assume that the functions f and g are both space-limited to the interval [-X/2, X/2] (see Figure 2 ). Then To obtain a good numerical approximation to h(x) = f(x) * g(x) which is free of wraparound error on the full interval [-X, X], one should proceed as follows: Compute the 2N-point MDFTs of the functions f and g defined above and then form the product of the two transforms.
TWO-DIMENSIONAL FOURIER TRANSFORMS
The forward and inverse Fourier transforms in two dimensions are given, respectively, by
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By analogy with Section 2, we obtain the two-dimensional continuous Fourier transform in terms of the two-dimensional modified DFT by proceeding as follows:
Write the Fourier integral over the infinite plane as an infinite sum over rectangles of size XY. Choose the central rectangle (centered on the origin) large enough to ensure that the integral over this rectangle is already a good approximation to the integral over the infinite plane.
Now set x' = x -m'X and y' = y -nT, interchange the order of summation and integration, and finally drop the primes on x' and y\ We then obtain X/2 Y/2 00
. e -i27r(um'X + vnT) > e -i2^ux + vy)(j xd y
By anology with the one-dimensional case, evaluate F(u,v) at the points
Substituting into the above equation, we obtain X/2 Y/2 00 00
The above result is exact. By analogy with the one-dimensional case, choose the central rectangle large enough to ensure that the truncation error which results from setting f p (x, y) = f(x, y) is small:
and the last line above follows from use of the midpoint rectangle rule in two dimensions, as illustrated in Figure 3 . The two-dimensional forward transform is easily evaluated by iteration:
(ID
Since the above quantity is simply a sequence of two one-dimensional transforms [see Eqs. (6) and (8)1 one can write the discrete approximation without further calculation as: • I • L_.
• Assume now that the function f(x, y) has been sampled on an N X N grid of points (N = even integer), as shown in Figures 3 and 4 , and that the resulting data have been stored in a computer disk file on a row-by-row basis, with one row to a record. According to Eq. (11), a two-dimensional MDFT of the data can be obtained simply by subjecting each row to a one-dimensional Fourier transform and then repeating the procedure on the columns. In practice, the column transforms present a problem since the elements comprising a single column are stored in N separate records; retrieving from the disk the one piece of data required from each record turns out to be extremely time consuming. This problem is solved by using the Eklundh algorithm, 5 which makes possible the fast transposition of matrices of size N X N, provided that N is a power of two. How a fast matrix transposition solves this problem will become clear shortly.
With the above in mind, assume that the function f(x, y) has been sampled on an N X N grid of points, where N is now a power of two, and that the resulting data have been stored in a disk file after the manner described above. The required two-dimensional MDFT is then obtained as follows (see Figure 4) :
Calculate the one-dimensional MDFT of each row of the matrix using the subroutine FFT1D. This routine evaluates Eq. (8) but omits the factor X. Note that FFT1D is contained within the subroutine FFT2D. After completion of the N transforms, the disk file contains the samples of Fy(u m , y^).
b. Use the Eklundh fast matrix transposition algorithm, which is implemented in the subroutine TRANSP within FFT2D, to transpose the matrix. What were previously columns now become rows.
c. Reflect the elements of each row about the vertical axis. This ensures that the index i increases from left to right (see Figure 4 ).
d.
Repeat the use of FFT1D on each of the resulting rows.
e. Reflect, once again, the elements of each row about the vertical axis.
f. Transpose the matrix a second and final time. The disk file now contains the samples of F(u m , v n ). The data are stored on a row-by-row basis, with one row to a record.
The MIDFT in two dimensions is obtained from Eq. (9) in a manner completely analogous to that in which the forward transform in two dimensions was obtained from Eq. (8) . We obtain
m=0 n=0
where FXUm, v n ) = F(u m , v n )e-i(2*/N)(m + n)c .
To calculate the MIDFT in two dimensions, in practice, one simply repeats the procedures a through f after altering the parameter list of FFT1D so that its output is the one-dimensional MIDFT. 
PROGRAM DESCRIPTIONS AND SAMPLE CALCULATIONS
The Appendix contains printouts of four FORTRAN programs described below: FFT2D, TTRANSP, TFFT2D, and CONVOLVE.
FFT2D
The subroutine FFT2D calculates either the forward or inverse, modified (in the sense discussed above), two-dimensional, discrete Fourier transform using the fast Fourier transform algorithm. The subroutine accepts as input the single precision, real data stored in two separate disk files, say REAL.DAT and IMAG.DAT, and assumes that these data represent the real and imaginary parts, respectively, of the samples of the function to be transformed. Each file contains N records of N samples each, with each record containing one row of the matrix of samples. N is limited to a power of two (N = 2 NPOW ) and must, in addition, satisfy the inequality 4 ^ N ^ 2 20 .
If in the parameter list of FFT2D we set IDIR = +1, then a Fourier transform in the forward direction is computed. The 'subroutine assumes, in this case, that the input data contained in REAL.DAT and IMAG.DAT represent the real and imaginary parts, respectively, of the samples of the complex function f(x, y) on the N X N grid of points
where k,£ = 0, 1,...,N -1 and X and Y are as in Figure 3 
where m, n = 0, 1,...,N -1, and U and V are as in To make the foregoing points more concrete, consider an example. For a complex matrix of size 1024 X 1024 (represented in actuality by two 1024 X 1024 real arrays contained in the disk files REAL.DAT and IMAG.DAT), we have N = 1024 = 2 10 and, therefore, NPOW = 10. According to the above considerations, to minimize execution time without wasting any array storage space, one should choose MPOW = 5. The internal memory required by FFT2D is then given by 4N(2 MPOW + MPOW + 10) «190 KB. To this, of course, must be added the space required by the subroutine package FFT2D and the calling program. Choosing MPOW smaller than 5 will reduce the internal memory required but also increase the execution time. On the basis of the above, it is clear that with FFT2D, a 1024 X 1024 complex matrix can easily be Fourier transformed on a microcomputer having a modest internal memory and a hard disk of no more than ~10-MB capacity. It should be noted carefully, however, that because of the very heavy I/O demands made by FFT2D, it is extremely important to have a disk with the smallest possible mean access time. This conclusion follows upon noting that the time required to transfer, say, 4N = 4096 bytes of data between computer and disk at a rate of 600 KB/s (typical of microcomputer hard disks) is -7 ms; this time, in turn, is much smaller than the mean access time characteristic of most microcomputer hard disks.
TTRANSP
TTRANSP is a test program which allows a prospective user of FFT2D to verify that the fast matrix transposition subroutine, TRANSP (the last subroutine included in the FFT2D package) functions without error. For each case (NPOW, MPOW), where NPOW = 2,.... 10 and MPOW = 1, ..., NPOW, the program generates a matrix of size N X N ( = 2 NP0W X 2NPOW) con . taining consecutive integers from 1 to N 2 , transposes the matrix by means of the subroutine TRANSP, and then compares the elements of the transposed matrix on a point-by-point basis with the quantities which should be there if the transposition has been achieved without error. TTRANSP was run on our DEC MicroVAX II computer with the result that TRANSP was shown to function flawlessly in all 54 cases tested. This includes matrices up to 1024 X 1024 in size.
TFFT2D
TFFT2D allows the user to test the accuracy of FFT2D in performing both forward and inverse transforms. The forward transform capability is tested by means of a three-step procedure. First, function subprograms FR and FI, representing the real and imaginary parts of the complex function f(x, y) to be transformed, are used to generate samples of f(x, y) on the grid of Eq. (14) with N = 256 and the samples so produced are then stored in two separate disk files, REAL. DAT and IMAG.DAT. Second, the disk files are input to FFT2D and a 256 X 256 forward MDFT of the input data is computed. Upon completion of the execution of FFT2D, the files REAL.DAT and IMAG.DAT contain the real and imaginary parts, respectively, of the transformed function F(u, v) evaluated on the grid of points given in Eq. (15). Third, at a small number of points (u m ,v n ), or equivalently (ROW, COL), specified at the beginning of the program, the Fourier transformed function F(u, v) is computed directly, but slowly, using Eq. (16); these quantities are then compared on a point-by-point basis with the corresponding quantities calculated by FFT2D. Although FFT2D performs all calculations in single precision, the direct, slow calculation must be done in double precision because the roundoff error in this case propagates much more rapidly than it does in the case of FFT2D.
As listed in the Appendix, TFFT2D produces the following output in connection with its test of the forward Fourier transform: Before leaving the subject of testing the subroutine FFT2D, we note that it has been run extensively on the DEC MicroVAX II computer in our laboratory. Mass storage for the computer is provided by RD-53 and RD-54 disk memory units, both of which have mean access times of 38 ms and transfer rates of 625 KB/s. Below we list typical CPU and total execution times for FFT2D on this computer as a function of complex array size and MPOW. Note that the total execution time includes I/O time whereas the CPU time does not. This program computes the convolution of two complex 512 X 512 arrays using procedures 3(a) through f. For example, we choose f(x, y) = rect[(512/400)(x/X)] rect[(512/400)(y/Y)]. When sampled on a 512 X 512 grid, this function appears as a 400 X 400 array of ones in the center of a field of zeros, as ilustrated in Figure 6 (a). Figure 6 (b), in turn, shows the 1024 X 1024 array which results from using CONVOLVE to convolve the array of Figure 6 (a) with itself. 
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CONCLUSION
A simplified treatment of the one-dimensional DFT has been provided and applied to the case of the two-dimensional DFT. Specific rules for computer implementation using fast algorithms for Fourier transformation and matrix transposition have also been given. Note that the formulation given here for the discrete transforms differs from general convention in that the basic discrete interval is placed symmetrically about zero in both direct and transformed spaces. (IDEV1, IMARK1, IDEV2, IMARK2, IDIR, MPOW, M,  & NPOW, N, NHALF, IP, IPP, IPAIR, IROWNR, ROWS, XREAL, XIMAG,  & DC, DS, DCC, DSS)  C  C THIS SUBROUTINE CALCULATES EITHER THE FORWARD OR INVERSE, MODIFIED,  C TWO-DIMENSIONAL DFT USING THE FFT ALGORITHM AND THE EKLUNDH A-3 c C CALL SCRAM TO UNSCRAMBLE THE RESULTS C CALL SCRAM(XREAL, XIMAG, ISIZE, IPOW) C RETURN END C C C ********************************************************************** 
SUBROUTINE FFT2D
