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THE VISCOUS SURFACE-INTERNAL WAVE PROBLEM:
GLOBAL WELL-POSEDNESS AND DECAY
YANJIN WANG, IAN TICE, AND CHANWOO KIM
Abstract. We consider the free boundary problem for two layers of immiscible, viscous, incom-
pressible fluid in a uniform gravitational field, lying above a general rigid bottom in a three-
dimensional horizontally periodic setting. We establish the global well-posedness of the problem
both with and without surface tension. We prove that without surface tension the solution decays
to the equilibrium state at an almost exponential rate; with surface tension, we show that the solu-
tion decays at an exponential rate. Our results include the case in which a heavier fluid lies above a
lighter one, provided that the surface tension at the free internal interface is above a critical value,
which we identify. This means that sufficiently large surface tension stabilizes the Rayleigh-Taylor
instability in the nonlinear setting. As a part of our analysis, we establish elliptic estimates for the
two-phase stationary Stokes problem.
1. Introduction
1.1. Formulation of the problem in Eulerian coordinates. In this paper we study the viscous
surface-internal wave problem, which concerns the dynamics of two layers of distinct, immiscible,
viscous, incompressible fluid lying above a general rigid bottom and below an atmosphere of con-
stant pressure. We assume that a uniform gravitational field points in the direction of the rigid
bottom. This is a free boundary problem since both the upper surface, where the upper fluid
meets the atmosphere, and the internal interface, where the upper and lower fluids meet, are free
to evolve in time with the motion of the fluids. In our analysis we consider the dynamics both with
and without the effect of surface tension on the free surfaces.
We will assume that the two fluids occupy the moving domain Ω(t), which we take to be three-
dimensional and horizontally periodic. One fluid (+) fills the upper domain
(1.1) Ω+(t) = {y ∈ T2 × R | η−(t, y1, y2) < y3 < 1 + η+(t, y1, y2)},
and the other fluid (−) fills the lower domain
(1.2) Ω−(t) = {y ∈ T2 × R | −b(y1, y2) < y3 < η−(t, y1, y2)}.
Here we have written the periodic horizontal cross-section as T2 = (2πL1T) × (2πL2T), where
T = R/Z is the usual 1–torus and L1, L2 > 0 are fixed constants. We assume that the function
0 < b ∈ C∞(T2) is fixed but that the surface functions η± are unknowns in the problem. The surface
Γ+(t) = {y3 = 1+η+(t, y1, y2)} is the moving upper boundary of Ω+(t), Γ−(t) = {y3 = η−(t, y1, y2)}
is the moving internal interface between the two fluids, and Σb = {y3 = −b(y1, y2)} is the fixed
lower boundary of Ω−(t).
The fluids are described by their velocity and pressure functions, which are given for each t ≥ 0
by v±(t, ·) : Ω±(t) → R3 and p¯±(t, ·) : Ω±(t) → R, respectively. The fluid motion is governed by
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the pair of the incompressible Navier-Stokes equations:
(1.3)
{
ρ±∂tv± + ρ±v± · ∇v± +∇p¯± = µ±∆v± − gρ±e3
div v± = 0.
in Ω±(t).
Here the positive constants ρ± and µ± denote the densities and viscosities of the respective flu-
ids, g > 0 is the acceleration of gravity, e3 = (0, 0, 1)
T and −gρ±e3 is the gravitational force.
Throughout the paper we will write JρK := ρ+ − ρ−.
We now prescribe the boundary conditions. We assume that the upper fluid is in contact with
an atmosphere of constant pressure pe. The standard assumptions at the free internal interface (cf.
[36]) are that the velocity is continuous across the interface and the jump in the normal stress is
proportional to the mean curvature of the surface multiplied by the normal to the surface. These
give rise to the conditions at the free boundaries:
(1.4)
{
(p¯+I − µ+D(v+))n+ = pen+ − σ+H+n+ on Γ+(t)
v+ = v−, (p¯+I − µ+D(v+))n− = (p¯−I − µ−D(v−))n− + σ−H−n− on Γ−(t),
where we have written I for the 3× 3 identity matrix, (Dv±)ij = ∂jvi±+ ∂ivj± for twice the velocity
deformation tensor, and n± for the unit normal of Γ±(t) (pointing up), which is given by
(1.5) n± =
(−∂y1η±,−∂y2η±, 1)√
1 + |∇∗η±|2
.
In this paper, we let ∇∗ denote the horizontal gradient, div∗ denote the horizontal divergence and
∆∗ denote the horizontal Laplace operator. The quantity S(p¯±, v±) = p¯±I − µ±Dv± is the viscous
stress tensor. We take σ± ≥ 0 to be the constant coefficient of surface tension, and H± to be twice
the mean curvature of the surface Γ±(t), which is given by the formula
(1.6) H± = div∗
(
∇∗η±√
1 + |∇∗η±|2
)
.
We enforce the no-slip condition at the fixed lower boundary:
(1.7) v− = 0 on Σb.
The free surfaces are advected with the fluids according to the kinematic boundary condition
(1.8) ∂tη± = v3,± − v1,±∂y1η± − v2,±∂y2η± on Γ±(t).
Notice that on Γ−(t), the continuity of velocity implies that v+ = v−, which means that it is the
common value of v± that advects the surface in (1.8).
Note that the constant 1 appearing above in the definition of Ω+(t) and Γ+(t) is the equilibrium
height of the upper fluid, i.e. the height of a solution with v± = 0, η± = 0, etc. It is not a loss
of generality for us to assume this value is unity. Indeed, if we were to replace the 1 in Ω+(t) and
Γ+(t) by an arbitrary equilibrium height L3 > 0, then a standard scaling argument would allow us
to rescale the coordinates and unknowns in such a way that L3 > 0 would be replaced by 1. Of
course, in doing so we would have to multiply L1, L2, µ±, σ±, g and b by positive constants and
to rescale b as well. In our above formulation of the problem we assume that this procedure has
already been done.
To complete the statement of the problem, we must specify initial conditions. We suppose that
the initial surfaces Γ±(0) are given by the graphs of the functions η±(0) = η0,±, which yield the
open sets Ω±(0) on which we specify the initial data for the velocity, v±(0) = v0,± : Ω±(0)→ R3.
We will assume that 1 + η0,+ > η0,− > −b on T2 and that η0,±, v0,± satisfy certain compatibility
conditions, which we will present in detail later. We assume further that the initial surface functions
satisfy the “zero-average” condition
(1.9)
∫
T2
η0,± = 0.
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For sufficiently regular solutions to the problem, the condition (1.9) persists in time, i.e.
(1.10)
∫
T2
η±(t) = 0 for t ≥ 0.
Indeed, from the equations (1.3)2, (1.7), and (1.8) we obtain
(1.11)
d
dt
∫
T2
η− =
∫
T2
∂tη− =
∫
Γ−(t)
v− · n− =
∫
Ω−(t)
div v− = 0,
and
(1.12)
d
dt
∫
T2
η+ =
∫
T2
∂tη+ =
∫
Γ+(t)
v+ · n+ =
∫
Ω+(t)
div v+ +
∫
Γ−(t)
v− · n− = 0.
If it happens that the initial surfaces do not satisfy the zero average condition (1.9), then it is
possible to shift the data and the coordinate system so that (1.9) is satisfied, provided that the
extra condition infT2 b+ (η0,−) > 0 is satisfied, where
(1.13) (η0,−) :=
1
|T2|
∫
T2
η0,−.
In this case we may shift
y3 7→ y3 − (η0,−), b 7→ b+ (η0,−), L3 = 1 7→ L3 = 1 + (η0,+)− (η0,−),
η− 7→ η0 − (η0,−), η+ 7→ η+ − (η0,+)(1.14)
to obtain a new solution with the initial surfaces satisfying (1.9). The shifted initial data will still
satisfy the compatibility conditions, while b + (η0,−) ≥ infT2 b+ (η0,−) > 0 and L3 = 1 + (η0,+)−
(η0,−) > 0 because of the assumption that 1+ η0,+ > η0,−. This new L3 > 0 may not be unity, but
we may then again rescale the problem as discussed above to set L3 = 1 without disrupting the
zero average condition.
To simply the equations we introduce the indicator function χ and denote{
v = v+χΩ+(t) + v−χΩ−(t), p¯ = p¯+χΩ+(t) + p¯−χΩ−(t),
ρ = ρ+χΩ+(t) + ρ−χΩ−(t), µ = µ+χΩ+(t) + µ−χΩ−(t),
(1.15)
on Ω(t) = Ω+(t) ∪ Ω−(t). We similarly denote quantities on Γ(t) := Γ+(t) ∪ Γ−(t), etc. We define
the modified pressure through p˜ = p¯+ ρgy3 − pe − ρ+g. Then the modified equations are
(1.16)

ρ∂tv + ρv · ∇v +∇p˜ = µ∆v in Ω(t)
div v = 0 in Ω(t)
(p˜+I − µ+D(v+))n+ = ρ+gη+n+ − σ+H+n+ on Γ+(t)
v+ = v− on Γ−(t)
(p˜+I − µ+D(v+))n− − (p˜−I − µ−D(v−))n− = JρK gη−n− + σ−H−n− on Γ−(t)
∂tη = v3 − v1∂y1η − v2∂y2η on Γ(t)
(v, η) |t=0= (v0, η0).
In this paper we shall always unify the notations by means of (1.15) to suppress the subscript “±”
unless clarification is needed.
1.2. Reformulation via a flattening coordinate transformation.
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1.2.1. Special flattening coordinate transformation. The movement of the free boundaries Γ±(t)
and the subsequent change of the domains Ω±(t) create numerous mathematical difficulties. To
circumvent these, as usual, we will transform the free boundary problem under consideration to a
problem with a fixed domain and fixed boundary. Since we are interested in the asymptotic decay
of solutions, we will use the equilibrium domain. We will not use the usual Lagrangian coordi-
nate transformation as in [25, 3], but rather utilize a special flattening coordinate transformation
motivated by the one introduced in [4].
To this end, we define the fixed domain
(1.17) Ω = Ω+ ∪ Ω− with Ω+ := {0 < x3 < 1},Ω− := {−b < x3 < 0}
for which we have written the coordinates as x ∈ Ω. We shall write Σ+ := {x3 = 1} for the upper
boundary, Σ− := {x3 = 0} for the internal interface and Σb := {x3 = −b(x1, x2)} for the lower
boundary. Throughout the paper we will write Σ = Σ+ ∪ Σ−. We think of η± as a function on
Σ± according to η+ : (T
2 × {1}) × R+ → R and η− : (T2 × {0}) × R+ → R, respectively, where
R
+ = (0,∞). We will transform the free boundary problem in Ω(t) to one in the fixed domain Ω
by using the unknown free surface functions η±. For this we define
(1.18) η¯+ := P+η+ = Poisson extension of η+ into T2 × {x3 ≤ 1}
and
(1.19) η¯− := P−η− = specialized Poisson extension of η− into T2 ×R,
where P± are defined by (A.4) and (A.9). We now encounter the first key problem of how to define
an appropriate coordinate transformation to flatten the two free surfaces together. Since we only
need to transform the third component of the spatial coordinate and keep the other two fixed,
we can flatten the domain by a linear combination of the three boundary functions, as introduced
by Beale in [4]. However, this would result in the discontinuity of the Jacobian matrix of the
coordinate transformation, which would then lead to severe technical difficulties in our proof of
the local well-posedness of the problem. We overcome this difficulty by flattening the coordinate
domain via the following special coordinate transformation, writing b˜ = 1 + x3/b:
(1.20)
{
Ω+ ∋ x 7→ (x1, x2, x23(η¯+ − (1 + 1/b)η¯−) + x3 + b˜η¯−) = Θ+(t, x) = (y1, y2, y3) ∈ Ω+(t),
Ω− ∋ x 7→ (x1, x2, x3 + b˜η¯−) = Θ−(t, x) = (y1, y2, y3) ∈ Ω−(t).
Note that Θ(Σ+, t) = Γ+(t), Θ(Σ−, t) = Γ−(t) and Θ−(·, t) |Σb= Id |Σb . In order to write down
the equations in the new coordinate system, we compute
(1.21) ∇Θ =
 1 0 00 1 0
A B J
 and A := (∇Θ−1)T =
 1 0 −AK0 1 −BK
0 0 K
 .
Here the components in the matrix are
(1.22)

A+ = x
2
3
(
∂1η¯+ − (1 + 1/b)∂1η¯− + (∂1bη¯−)/b2
)
+ ∂1η¯−b˜− (x3η¯−∂1b)/b2,
B+ = x
2
3
(
∂2η¯+ − (1 + 1/b)∂2η¯− + (∂2bη¯−)/b2
)
+ ∂2η¯−b˜− (x3η¯−∂2b)/b2,
J+ = 2x3(η¯+ − (1 + 1/b)η¯−) + x23(∂3η¯+ − (1 + 1/b)∂3η¯−) + 1 + η¯−/b+ ∂3η¯−b˜,
A− = ∂1η¯−b˜− (x3η¯−∂1b)/b2, B− = ∂2η¯−b˜− (x3η¯−∂2b)/b2,
J− = 1 + η¯−/b+ ∂3η¯−b˜, K = J
−1.
Notice that J = det∇Θ is the Jacobian of the coordinate transformation. We also denote
W = ∂tΘ
3K
N = (−∂1η,−∂2η, 1)
T i = ei + ∂iηe3 for i = 1, 2
θij = ∂jΘi for i, j = 1, 2, 3.
(1.23)
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It is straightforward to check that, because of how we have defined η¯±, A, etc., are all continuous
across the internal interface Σ−. This is crucial for our whole analysis. Also, we may remark that
one can replace x23 in the coordinate transformation (1.20) by some smooth function h(x3) with
h(1) = 1 and h(0) = h′(0) = · · · = 0, to let Θ be more regular across the interface Σ−.
Note that if η is sufficiently small (in an appropriate Sobolev space), then the mapping Θ is a
C1 diffeomorphism. This allows us to transform the problem to one in the fixed spatial domain Ω
for each t ≥ 0.
1.2.2. “Geometric” reformulation without surface tension. Without surface tension, i.e. σ± = 0,
we define the velocity u and the pressure p on Ω directly by the composition with Θ as u(t, x) =
v ◦ Θ(t, x) and p = p˜ ◦ Θ(t, x). Hence in the new coordinates, the system (1.16) without surface
tension becomes
(1.24)

ρ∂tu− ρW∂3u+ ρu · ∇Au− µ∆Au+∇Ap = 0 in Ω
divA u = 0 in Ω
SA(p+, u+)N+ = ρ+gη+N+ on Σ+JuK = 0, JSA(p, u)KN− = JρK gη−N− on Σ−
∂tη = u · N on Σ
u = 0 on Σb
(u, η) |t=0= (u0, η0).
Here we have written the differential operators ∇A,divA and ∆A with their actions given by
(∇Af)i := Aij∂jf , divAX := Aij∂jXi, and ∆Af = divA∇Af for appropriate f and X. We write
SA(p, u) := pI − µDAu for the stress tensor, where (DAu)ij = Aik∂kuj +Ajk∂kui is the symmetric
A–gradient. Note that if we extend divA to act on symmetric tensors in the natural way, then
divA SA(p, u) = −µ∆Au + ∇Ap for those u satisfying divA u = 0. We have also denoted the
interfacial jump as JfK = f+ |x3=0 −f− |x3=0. We refer to (1.24) as a “geometric” reformulation of
the problem since the differential operators involve A, which encodes the geometry of the domains
Ω±(t).
The form (1.24) is more faithful to the geometry of the free boundary problem, but it is incon-
venient for many of our a priori estimates. It is unsuitable to apply the differential operators since
the underlying linear operators have non-constant coefficients. To get around this problem, we will
also analyze the PDE in a different formulation, which looks like a perturbation of the linearized
problem:
(1.25)

ρ∂tu− µ∆u+∇p = G1 in Ω
div u = G2 in Ω
(p+I − µ+D(u+))e3 = ρ+gη+e3 +G3+ on Σ+JuK = 0, JpI − µD(u)K e3 = JρK gη−e3 −G3− on Σ−
∂tη − u3 = G4 on Σ
u− = 0 on Σb
(u, η) |t=0= (u0, η0),
where
G1 = ρW∂3u− ρu · ∇Au+ µ(∆A −∆)u− (∇A −∇)p,(1.26)
G2 = (div− divA)u,(1.27)
G3+ = (p − ρ+gη+)(e3 −N+) + µ+(Due3 − DA+u+N+),(1.28)
G3− = −(JpK− JρK gη−)(e3 −N−)− Jµ(Due3 − DAuN )K ,(1.29)
G4 = −u1∂1η − u2∂2η.(1.30)
One may also refer to [14, 15, 17, 29] for the the explicit expressions of Gi in components.
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1.2.3. Reformulation with surface tension. With surface tension, i.e. σ± > 0, η will be in a higher
regularity class than u. This allows us to use the clever idea introduced by Beale in [4] to transform
the velocity field in a manner that preserves the divergence-free condition. We define the pressure
p on Ω by the composition p(t, x) = p˜ ◦ Θ(t, x), but we define the velocity u on Ω according
to vi ◦ Θ(t, x) = Kθijuj(t, x) (equivalently, ui(t, x) = JAjivj ◦ Θ(t, x)). The advantages of this
transform are twofold. First, u has divergence zero in Ω if and only if v has the same property in
Ω(t). Second, the right-hand side of (1.16)6 is replaced simply by u3.
In this case, we shall only need to write down the equations for the new unknowns (u, p) in the
perturbation form. In the new coordinates, the momentum equations (1.16)1 become
(1.31) ρ∂tu− µ∆u+∇p = f in Ω,
where f = (f1, f2, f3) is given by
f i =− ρJAji[∂t(Kθjk)uk −W∂3(Kθjk)uk +K∂k(Kθjl)ukul] + ρ[W∂3ui −Kuk∂kui]
+ µJAniAjk∂k(Ajl)∂l(Kθnm)um + µAjk∂k(Ajl)∂lui + µJAniAjkAjl∂k∂l(Kθnm)um
+ µJAniAjkAjl∂l(Kθnm)∂kum + µJAniAjkAjl∂k(Kθnm)∂lum
+ µ(AjkAjl − δkl)∂k∂lui + (δki − JAjiAjk)∂kp, i = 1, 2, 3.
(1.32)
The boundary condition at Σ+ becomes
(1.33) (p+I − µ+D(u+))e3 = (ρ+gη+ − σ+∆∗η+)e3 + g+ on Σ+
where g+ = (g
1
+, g
2
+, g
3
+) is given by (here N and T i are as defined in (1.23))
gi+ = µJAmk∂k(Kθjl)ulNjT im + µ(Amkθjl − δikδjl)∂kulNjT im
+ µJAjk∂k(Kθml)ulNjT im + µ(Ajkθml − δjkδil)∂kulNjT im − µ∂iu1∂1η − µ∂iu2∂2η
+ ∂3ulNl∂iη − µ∂1ui∂1η − µ∂2ui∂2η + µ∂ku3Nk∂iη for i = 1, 2,
(1.34)
g3+ =2µ(A3kKθ3l − δ3kδ3l)∂kul + 2µA3k∂k(Kθ3l)ul
+ 2µ(Aik∂k(Kθjl)ul +AikKθjl∂kul)(NjNi − δj3δi3)|N |−2
+ 2µ(A3k∂k(Kθ3l)ul +A3kKθ3l∂kul)(|N |−2 − 1)− σ+((1 + |∇∗η|2)−1/2 − 1)∆∗η
+ σ+(1 + |∇∗η|2)−3/2((∂1η)2∂21η + 2∂1η∂2η∂1∂2η + (∂2η)2∂22η).
(1.35)
Similarly, the second jump condition on Σ− becomes
(1.36) Jp− µD(u)K e3 = (JρK gη− + σ−∆∗η−)e3 − g− on Σ−,
where g− = (g
1
−, g
2
−, g
3
−) is given by
−gi− = JµKJAmk∂k(Kθjl)ulNjT im + (Amkθjl − δikδjl) Jµ∂kulKNjT im
+ JµKJAjk∂k(Kθml)ulNjT im + (Ajkθml − δjkδil) Jµ∂kulKNjT im
− JµK∂iu1∂1η − JµK ∂iu2∂2η + Jµ∂3ulKNl∂iη
− JµK∂1ui∂1η − JµK ∂2ui∂2η + Jµ∂ku3KNk∂iη, for i = 1, 2,
(1.37)
−g3 =2(A3kKθ3l − δ3kδ3l) Jµ∂kulK + 2 JµKA3k∂k(Kθ3l)ul
+ 2(JµKAik∂k(Kθjl)ul +AikKθjl Jµ∂kulK)(NjNi − δj3δi3)|N |−2
+ 2(JµKA3k∂k(Kθ3l)ul +A3kKθ3l Jµ∂kulK)(|N |−2 − 1)
+ σ−((1 + |∇∗η|2)−1/2 − 1)∆∗η
− σ−(1 + |∇∗η|2)−3/2((∂1η)2∂21η + 2∂1η∂2η∂1∂2η + (∂2η)2∂22η).
(1.38)
Note that the coordinate transformation (1.20) guarantees that JuK = 0 on Σ−.
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Combining these, we see that in the new coordinates the system (1.16) with surface tension
becomes
(1.39)

ρ∂tu− µ∆u+∇p = f in Ω
div u = 0 in Ω
(p+I − µ+D(u+))e3 = (ρ+gη+ − σ+∆∗η+)e3 + g+ on Σ+JuK = 0, JpI − µD(u)K e3 = (JρK gη− + σ−∆∗η−)e3 − g− on Σ−
∂tη = u3 on Σ
u− = 0 on Σb
(u, η) |t=0= (u0, η0),
where f is given by (1.32) and g± is given by (1.34), (1.35), (1.37), (1.38). One may also refer to
[2, 21] for the the expressions of f and g.
1.3. Some previous work. Free boundary problems in fluid mechanics have been studied by
many authors in many different contexts. Here we will mention only the work most relevant to
our present setting. For a more thorough review of the literature, we refer to the review paper of
Shibata and Shimizu [24] and the references therein.
The one-phase problem of describing the motion of an isolated mass of viscous fluid bounded
by a free boundary, i.e. a drop in a vacuum, was studied by Solonnikov in a series of papers; for
instance, [25] considers the case without surface tension, while [26, 27] concern the problem with
surface tension. Solonnikov’s technique for proving local existence in these papers did not rely on
energy methods, but rather on Ho¨lder estimates in the case without surface tension and Fourier-
Laplace transform methods in the case with surface tension. A local existence theory based on the
energy method was developed by Coutand and Shkoller for the problem with surface tension [7].
Next, we recall some works on the two-phase problem of describing the motion of two viscous
fluids separated by a closed free interface, i.e. a drop in another fluid medium. For the case of
the fluids filling the whole space, Denisova [8] proved local-in-time unique solvability in Sobolev-
Slobodetskdii spaces with or without surface tension; Denisova and Solonnikov [10] proved the
local-in-time unique solvability in Ho¨lder spaces with surface tension. For the case of the fluids
filling a bounded domain, Tanaka [31] proved the local solvability of the problem with general data
in the Sobolev-Slobodetskdii spaces and Tanaka [30] proved the global solvability for data close to
equilibrium with surface tension; Denisova [9] proved the global solvability in Ho¨lder spaces without
surface tension.
The one-phase problem of describing the motion of a layer of viscous fluid lying above a fixed
bottom, i.e. the viscous surface wave problem, has attracted the attention of many mathematicians
since the pioneering work of Beale [3]. For the case without surface tension, Beale [3] proved the
local well-posedness in the Sobolev spaces and Sylvester [29] studied the global well-posedness by
using Beale’s method. In the case of horizontally periodic domains with a completely flat fixed lower
boundary, Hataya [17] obtained the global existence of small solutions with an algebraic decay rate
in time. Recently, Guo and Tice [13, 14, 15] developed a new two-tier energy method to prove global
well-posedness and decay of this problem. They proved that if the free boundary is horizontally
infinite, then the solution decays to equilibrium at an algebraic rate; on the other hand, if the
free boundary is horizontally periodic, then the solution decays at an almost exponential rate. For
the case with surface tension, Beale [4] proved global well-posedness of the problem, while Allain
[1] obtained a local existence theorem in two dimension using a different method. Bae [2] showed
the global solvability in Sobolev spaces via the energy method. Beale and Nishida [5] showed that
the solution obtained in [4] decays in time with an optimal algebraic decay rate. For the periodic
motion, Nishida, Teramoto and Yoshihara [21] showed the global existence of solutions with an
exponential decay rate in the case of a domain with a flat fixed lower boundary. Tani [32] and Tani
and Tanaka [33] also discussed the solvability of the problem with or without surface tension by
using Solonnikov’s method.
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There are very few results on the two-phase free boundary problem of describing the motion of
two layers of viscous fluids, i.e. the viscous surface-internal wave problem and viscous internal wave
problem. Hataya [16] proved an existence result for a periodic free interface problem with surface
tension as a perturbation around the plane Couette flow of two fluids; he showed the local existence
of small smooth solution for any physical constants, and the existence of exponentially decaying
small solution if the viscosities of the two fluids are sufficiently large and their difference is small.
Pru¨ss and Simonett [22] proved the local well-posedness of a free interface problem with surface
tension in which two layers of viscous fluids fill the whole space and are separated by a horizontal
interface. For the same problem in our setting but without horizontally periodic assumption and
taking into account the effect of surface tension, Xu and Zhang [37] proved the local solvability for
general data and global solvability for data near the equilibrium state by using Tani and Tanaka’s
argument. The purpose of this paper is to investigate in the energy spaces the well-posedness and
decay of solutions to the viscous surface-internal wave problem under the horizontally periodic
assumption, both with and without surface tension and without any constraints on the viscosities.
2. Main results
2.1. Notation. In this paper, for any given domain, we write Hk for the usual L2-based Sobolev
space of order k ≥ 0. We define the piecewise Sobolev spaces H¨k(Ω), k ≥ 0 by
(2.1) H¨k(Ω) = {uχΩ± ∈ Hk(Ω±)} with norm ‖u‖2k := ‖u‖2H¨k(Ω) := ‖u+‖2Hk(Ω+) + ‖u−‖2Hk(Ω−).
When k = 0, H¨0(Ω) = H0(Ω) = L2(Ω). We let the Sobolev spaces Hs(Σ±) for s ∈ R be equivalent
to Hs(T2), with norm ‖ · ‖Hs(Σ±); we write
(2.2) ‖η‖2s := ‖η‖2Hs(Σ) := ‖η+‖2Hs(Σ+) + ‖η−‖2Hs(Σ−).
We do not distinguish the notation of norms on the domain or on the boundary. Basically, when
we write ‖∂jt u‖k and ‖∂jt p‖k we always mean that the space is H¨k(Ω), and when we write ‖∂jt η‖k
we always mean that the space is Hk(Σ). When there is potential for confusion, typically when
trace estimates are employed, we will clarify as needed. We let the spaces 0H
1(Ω) and 0H1(Ω) be
as defined later in (A.22). It is easy to see that u ∈ 0H1(Ω) if and only if u ∈ H¨1(Ω) with JuK = 0
on Σ− and u = 0 on Σb. We will not need negative index spaces on Ω except for (0H
1(Ω))∗. In our
analysis, we will occasionally abuse notation by writing ‖ · ‖−1 for the norm in (0H1(Ω))∗. Here
it is not the case that (0H
1(Ω))∗ = H−1 because of boundary conditions; we employ this abuse of
notation in order to have indexed sums of norms include terms like ‖ · ‖4N−2j+1 for j = 2N + 1.
Sometimes we use ‖ · ‖LpX to denote the norm of the space Lp(0, T ;X). We will sometimes extend
the above abuse of notation by writing ‖ · ‖LpHk for k = −1 in a sum of norms; when we do this
we actually mean ‖ · ‖Lp(0H1(Ω))∗ .
We will employ the Einstein convention of summing over repeated indices. Throughout the paper
C > 0 will denote a generic constant that can depend on the parameters of the problem, N , and Ω,
but does not depend on the data, etc. We refer to such constants as “universal.” Such constants
are allowed to change from line to line. When a constant depends on a quantity z we will write
C = C(z) to indicate this. We will employ the notation a . b to mean that a ≤ Cb for a universal
constant C > 0. To indicate some constants in some places so that they can be referred to later,
we will denote them in particular by C1, C2, etc.
2.2. Main theorem without surface tension. We will show the well-posedness and decay of the
system (1.24) by using the mathematical framework of a two-tier energy method, as developed by
Guo and Tice [13, 14, 15]. Since the problem is considered in a domain with boundary, we should
impose some compatibility conditions for the initial data (u0, η0). We will work in a high-regularity
context, essentially with regularity up to 2N time derivatives for N ≥ 3 an integer. This requires
us to use u0 and η0 to construct the initial data ∂
j
t u(0) and ∂
j
t η(0) for j = 1, . . . , 2N and ∂
j
t p(0)
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for j = 0, . . . , 2N − 1. These other data must then satisfy various conditions (essentially what one
gets by applying ∂jt to (1.24) and then setting t = 0), which in turn require u0 and η0 to satisfy the
(2N)th compatibility conditions which will be described in (4.61).
To state our result, we define the energies and dissipations. These definitions rely on the linear
energy identity of the homogeneous form of (1.25):
(2.3)
d
dt
(
1
2
∫
Ω
ρ|u|2 + 1
2
∫
Σ+
ρ+g|η+|2 + 1
2
∫
Σ−
− JρK g|η−|2
)
+
1
2
∫
Ω
µ|Du|2 = 0.
According to this energy identity and the structure of the equations, as in [15], we define the
energies and dissipations as follows. For any integer N ≥ 3 we write the high-order energy as
(2.4) E2N =
2N∑
j=0
(
‖∂jt u‖24N−2j + ‖∂jt η‖24N−2j
)
+
2N−1∑
j=0
‖∂jt p‖24N−2j−1
and the corresponding dissipation as
(2.5) D2N =
2N∑
j=0
‖∂jt u‖24N−2j+1 +
2N−1∑
j=0
‖∂jt p‖24N−2j
+ ‖η‖24N−1/2 + ‖∂tη‖24N−1/2 +
2N+1∑
j=2
‖∂jt η‖24N−2j+5/2.
We define the low-order energy as
(2.6) EN+2 =
N+2∑
j=0
(
‖∂jt u‖22(N+2)−2j + ‖∂jt η‖22(N+2)−2j
)
+
N+1∑
j=0
‖∂jt p‖22(N+2)−2j−1.
We also define
(2.7) F2N = ‖η‖24N+1/2..
Finally, we define the total energy functional as
(2.8) G2N (t) = sup
0≤r≤t
E2N (r) +
∫ t
0
D2N (r)dr + sup
0≤r≤t
(1 + r)4N−8EN+2(r) + sup
0≤r≤t
F2N (r)
(1 + r)
.
The main results for the case without surface tension are stated as follows.
Theorem 2.1. Let N ≥ 3 be an integer. Assume that u0 ∈ 0H1(Ω)∩H¨4N (Ω) and η0 ∈ H4N+1/2(Σ)
satisfy the (2N)th order compatibility conditions (4.61). There exist δ0, T0 > 0 so that if
(2.9) 0 < T ≤ T0min
{
1,
1
‖η0‖4N+1/2
}
and ‖u0‖24N + ‖η0‖24N ≤ δ0, then there exists a unique solution (u, p, η) to the problem (1.24) on
[0, T ]. The solution satisfies the estimates
(2.10) sup
0≤t≤T
E2N (t) +
∫ T
0
D2N (t)dt+
∫ T
0
(
‖ρ∂2N+1t u(t)‖2−1 + ‖∂2Nt p(t)‖20
)
dt
≤ C1(‖u0‖24N + ‖η0‖24N + T‖η0‖24N+1/2)
and
(2.11) sup
0≤t≤T
F2N (t) ≤ C1(‖u0‖24N + (1 + T )‖η0‖24N+1/2).
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If additionally JρK < 0 and η0 satisfies the zero-average condition (1.9), then there exists a
κ = κ(N) > 0 so that if E2N (0) + F2N (0) < κ, then there exists a unique solution (u, p, η) to the
problem (1.24) on [0,∞) that satisfies the estimate
(2.12) G2N (∞) ≤ C2 (E2N (0) + F2N (0)) < C2κ.
Remark 2.2. Note that the bound (2.12) on G2N implies the decay estimate
(2.13) EN+2(t) ≤ C2κ(1 + t)−4N+8.
Since N may be taken to be arbitrarily large, this decay result can be regarded as an “almost
exponential” decay rate.
Remark 2.3. The requirement that JρK < 0 is essential for our global result. Indeed, if JρK >
0, i.e. a heavier fluid lying above a lighter one, then the well-known (linear) Rayleigh-Taylor
instability occurs (see [6, 23, 34]). In a forthcoming paper, we will show the nonlinear Rayleigh-
Taylor instability for the system (1.24). It is also interesting that our energy method fails if JρK = 0.
In this case, we lose the control of the η− part of the energy. In fact, in this case there is no effect
of the gravitational force on Σ− and η− = 0 is not the only equilibrium solution.
Remark 2.4. The surface η is sufficiently small to guarantee that the mapping Θ(·, t), defined
in (1.20), is a diffeomorphism for each t ≥ 0 when restricted to Ω±. As such, we may change
coordinates to y ∈ Ω(t) to produce a global-in-time, decaying solution to (1.16) in the case without
surface tension.
We will prove Theorem 2.1 in Section 4. The proof is based on the mathematical framework of
a two-tier energy method recently developed by Guo and Tice [14, 15] for the one-phase problem.
The necessity of the two-tier framework in an analysis of the decay properties of solutions to (1.24)
is explained in detail in the introductions of [14, 15]. For the sake of completeness, here we will
briefly sketch the two-tier method by referring to the energy evolution equation (2.3). In this
equation, the energy (say E denotes the terms in the time derivative) involves both u and η, while
the dissipation (say D for the Du term) only involves u. We might hope to use the structure of the
equations (1.24) to prove that CE ≤ D for some constant C > 0; this could then be used with (2.3)
to deduce the differential inequality dE/dt+CE ≤ 0, which would then imply the exponential decay
E(t) ≤ E(0)e−Ct. It turns out that the equations (1.24) do not allow us to prove that CE ≤ D, and
so this method cannot work. Moreover, we run into the same problem with any higher regularity
version of E and D; in particular, we cannot show that CE2N ≤ D2N for any N .
Instead, we pursue an alternate strategy that employs two tiers of energy: the high regularity E2N
and D2N , and the lower regularity EN+2 and DN+2. Instead of the differential inequality mentioned
above, we aim to establish the pair of inequalities
(2.14) E2N (t) +
∫ t
0
D2N (s)ds . E2N (0) and d
dt
EN+2 + CDN+2 ≤ 0
and the interpolation inequality
(2.15) EN+2 . (E2N )θ/(1+θ)(DN+2)1/(1+θ) for some θ > 0.
With these three estimates in hand we may deduce that
(2.16)
d
dt
EN+2 + CE1+θN+2 ≤ 0 and that EN+2(t) ≤
E2N (0)
(1 + t)1/θ
,
which establishes that solutions decay in time at an algebraic rate depending on the interpolation
power θ appearing in (2.15). The two-tier energy method allows us to complete this program by
coupling the boundedness of high-order norms to the decay of the low-order norms. Indeed, we
will first use the decay of EN+2 to establish the first inequality in (2.14), and then we use the
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boundedness of E2N to establish the second inequality in (2.14). Finally, we show that (2.15) holds
with θ depending on N so that the algebraic decay rate in (2.16) increases with N .
In order to close the two-tier energy method, we must also have control of F2N . Unfortunately,
the only way to estimate it is through the kinematic transport equation for η, and this yields
estimates whose right-hand sides can a priori grow exponentially in time (see (4.180)) unless u
decays rapidly. Even if u does decay rapidly (a fixed algebraic rate is sufficient), the estimates
from the transport equation can still grow linearly in time (see (4.179)). This growth is potentially
disastrous in closing the high-order, global-in-time estimates. To manage the growth, we must
identify a special decaying term that always appears in products with the highest derivatives of
η. If the special term decays quickly enough, then we can hope to balance the growth and close
the high-order estimates. Due to the growth of F2N , we believe that it is not possible to construct
global-in-time solutions without also deriving a decay result.
In addition to the difficulties implicit in the two-tier energy method, there are several new
difficulties that arise when we try to adapt the method to our two-phase problem. We shall
summarize these now.
First, in order to borrow many of the estimates from [15], we must have that our problem
(1.24) has the same essential structure as the problem studied in [15]. This requires using the
special flattening coordinate transformation (1.20). For this to be useful, we must have that the
transformation is sufficiently regular across the interface, which then requires us to develop an
appropriate specialization of the Poisson extension of η−.
Second, to prove the local well-posedness, we use the iteration scheme as in [13] after first
solving the linearized problems, namely the time-dependent A–Stokes equations and transport
equations. The details of this procedure would be the same as in [13] if we already possessed the
elliptic regularity theory for the two-phase Stokes and Poisson problem. However, up to our best
knowledge, there is no published work on this problem, and as such we must develop it here. The
essential point is to prove the elliptic regularity theory for the two-phase Stokes problem (3.1), i.e.
Theorem 3.1. The key observation is that the interface Σ− between the domains Ω± is flat, which
means that the definition of Sobolev spaces on Σ− only involves horizontal derivatives. Hence we
can first control the regularity of u on Σ− by localizing near Σ− (since the lower boundary is not
flat) and deriving estimates for the horizontal derivatives of solutions. Then the crucial idea is to
apply the well-known elliptic regularity theory for the classical one-phase Stokes problems to the
domain Ω± respectively, which then leads to the elliptic regularity theory for the two-phase Stokes
problem (3.1).
Third, to prove that the local solution is actually global we will derive a priori estimates as in
[15]. It turns out that we can again follow the scheme used in [15] if we can show that the full
energy En and dissipation Dn with n = 2N or n = N + 2 are comparable to their “horizontal”
counterparts E¯n and D¯n (see (4.84)). It is easy to show that En is comparable to E¯n by applying the
two-phase Stokes elliptic theory to the equations (1.25) in perturbation form. However, due to the
lack of η terms in D¯n, we can not compare the dissipations by using this technique. To overcome
this difficulty, Guo and Tice [14, 15] instead directly use the structure of the equations as well as the
equation for the vorticity (from which the pressure and η can effectively be eliminated) to derive
various estimates for u and ∇p without reference to η. Then a bootstrapping procedure is employed
to obtain estimates for η and p (not just its gradient). However, if we tried to use such a procedure
for our two-phase problem, the difference of the two viscosities µ± would prevent us from obtaining
a “good” (properly eliminating η) boundary condition for the vorticity, and then we would be
unable to complete the argument above. To get around this difficulty, we again employ the idea we
use in proving Theorem 3.1. More precisely, since D¯n controls horizontal derivatives, we can use
it to gain the regularity of u on Σ±. The idea is then to apply the well-known elliptic regularity
theory for the Dirichlet problems of one-phase Stokes equations to the domain Ω± respectively in
order to deduce the desired estimates of u. Then we get the desired estimates of p and η by using
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the equations directly. We should note that this procedure could also be applied to the one-phase
problem, and thus it provides an alternative to the dissipation comparison analysis used in [14, 15].
2.3. Main theorem with surface tension. Our use of the energy method to prove the well-
posedness and decay of the system (1.39) is motivated by the works of Bae [2], Coutand and Shkoller
[7], and Jin and Padula [18]. The presence of surface tension gives rise to a gain of regularity for
η, which (roughly speaking) causes the highest norm of η, namely (2.7), to be included in the
dissipation. This suggest that with surface tension we do not need to balance the decay of low-
order energy and the growth of the highest norm of η. Indeed, we expect it to not grow in time.
This in turn also allows us to avoid establishing the well-posedness in the high regularity context
we used in the case without surface tension. Rather, we use the H2 framework as in [2, 7, 18], say,
u0 ∈ H¨2(Ω). Given the initial data (u0, η0), we only need to construct the initial data ∂tu(0), ∂tη(0)
and p(0), and then we only require a compatibility condition for (u0, η0). Letting g(0) = g(u0, η0)
and Π∗ be the horizontal projection defined by Π∗v = (v1, v2, 0), we may state the compatibility
condition as
(2.17) Π∗ (g+(0) + µ+Du0,+e3) = 0, Π∗ (g−(0) − JµDu0Ke3) = 0.
To state our result, we define the energies and dissipations, the definitions of which rely on the
linear energy identity associated to the homogeneous version of (1.39):
(2.18)
d
dt
(
1
2
∫
Ω
ρ|u|2 + 1
2
∫
Σ+
ρ+g|η+|2 + σ+|∇∗η+|2 + 1
2
∫
Σ−
− JρK g|η−|2 + σ−|∇∗η−|2
)
+
1
2
∫
Ω
µ|Du|2 = 0.
According to this energy identity and the structure of the equations, we define the instantaneous
energy as
(2.19) E(t) = ‖u‖22 + ‖∂tu‖20 + ‖p‖21 + ‖η‖23 + ‖∂tη‖23/2 + ‖∂2t η‖2−1/2
and the dissipation rate as
(2.20) D(t) = ‖u‖23 + ‖∂tu‖21 + ‖∇∂tu+‖2H−1/2(Σ+) + ‖Jµ∇∂tuK‖2H−1/2(Σ−) + ‖p‖22 + ‖∂tp‖20
+ ‖∂tp+‖2H−1/2(Σ+) + ‖J∂tpK‖2H−1/2(Σ−) + ‖η‖27/2 + ‖∂tη‖25/2 + ‖∂2t η‖21/2.
We define the critical surface tension value according to
(2.21) σc := JρK gmax{L21, L22}.
The importance of this value will be seen in our main result for the case with surface tension, which
we state now.
Theorem 2.5. Assume that σ± > 0 and that either JρK ≤ 0 or JρK > 0 and σ− > σc, where σc is
the critical surface tension defined by (2.21). Let u0 ∈ 0H1σ(Ω)∩ H¨2(Ω) and η0 ∈ H3(Σ) satisfy the
compatibility condition (2.17) and the zero-average condition (1.9). There exists a δ0 > 0 so that
if ‖u0‖22 + ‖η0‖23 ≤ δ0, then there exists a unique strong solution (u, p, η) to the problem (1.39) on
[0,∞) satisfying the estimate
(2.22) sup
t≥0
E(t) +
∫ ∞
0
D(t)dt . E(0).
Moreover, there exists λ > 0 so that
(2.23) E(t) . E(0) exp(−λt) for all t ≥ 0.
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Remark 2.6. Unlike in the case without surface tension, in the case with surface tension we have
that the dissipation is stronger than the energy, i.e. E ≤ D. This leads to the improved exponential
decay rate for solutions. The boundary terms appearing in D are crucial in the problem with surface
tension. Without them, we would be unable to close the nonlinear estimates.
Remark 2.7. We believe that our method could be adapted to prove a version of Theorem 2.5 for
the one-phase problem with surface tension. This would give a proof based on the energy method of
the result of Nishida, Teramoto, and Yoshihara [21]. The result would be somewhat more general
than that of [21] since it would allow for non-flat fixed lower boundaries, Σb.
Remark 2.8. In the case JρK > 0, Theorem 2.5 shows that sufficiently large surface tension at
the internal interface, namely σ− > σc, stabilizes the Rayleigh-Taylor instability in the nonlinear
setting. If JρK > 0 but 0 < σ− ≤ σc, then our proof can still produce a local-in-time solution to
(1.39).
The number σc is critical in the sense that a linear growing mode solution can be constructed
when σ− < σc (see [6, 12]). In a forthcoming paper, we will show the nonlinear Rayleigh-Taylor
instability for the system (1.39) when σ− < σc.
Remark 2.9. The surface η is sufficiently small to guarantee that the mapping Θ(·, t), defined
in (1.20), is a diffeomorphism for each t ≥ 0 when restricted to Ω±. As such, we may change
coordinates to y ∈ Ω(t) to produce a global-in-time, decaying solution to (1.16) in the case with
surface tension.
We prove Theorem 2.5 in Section 5. We now present a sketch of the main techniques we use in
the proof. The extra control of η in the dissipation that is provided by the surface tension allows
us to prove the theorem in a standard perturbative manner without a two-tier method. That is,
we combine analysis of the linearized problem with estimates of the nonlinear terms to produce a
solution via a contraction mapping argument.
The majority of our effort is devoted to the linearized problem (5.1). We make use of the
condition ∂tη = u3 on Σ to transform the problem for (u, p, η) to the equivalent linear problem
(5.2) for only (u, p). This allows us to use a Galerkin method to prove the existence of a unique
weak solution. Because of the surface tension terms on the interfaces we cannot directly apply the
two-phase elliptic regularity theory to improve regularity in the dissipation as we did in our analysis
of the energy in the problem without surface tension. Instead, we use a variant of the trick we
used in the proof of Theorem 3.1. More precisely, we localize away from Σb and then use horizontal
difference quotients in the definition of weak solution to gain control of horizontal derivatives on
the interfaces Σ±. Then we use classical elliptic regularity theory for the one-phase Stokes problem
with Dirichlet boundary conditions to complete the estimate for u and to subsequently obtain
estimates for p and η by using the structure of the equations. On the other hand, the energy
provides control of η, which allows us to estimate the surface terms on the interfaces. We then
directly apply Theorem 3.1 to obtain estimates for u and p in terms of the energy.
With the linear theory in hand, we turn to the details of the contraction mapping argument.
First we develop estimates for the nonlinear terms. Then we define a function space X, determined
by the energy, dissipation, and initial data, in which the contraction argument may be framed. We
show that the linear theory allows us to define a solution operator L that is contractive in X, which
then yields a unique fixed point that is the strong solution of the problem (1.39).
2.4. Plan of paper. Section 3 contains the two-phase elliptic estimates that will be used to gain
regularity in the time-dependent problems. We study both the constant coefficient problems and
their “geometric,” A-dependent analogues. In Section 4 we present our analysis of the problem
without surface tension. First we study the relevant linearized problem, and then we consider the
issue of local well-posedness. After that we develop the a priori estimates needed to extend to global
well-posedness and to prove the decay of the solutions. Section 5 concerns the problem with surface
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tension. We develop the well-posedness theory for the linear problem. Then we prove the global
well-posedness of the nonlinear problem through the use of the contraction mapping principle in
an appropriate function space. The decay of these solutions follows from a differential inequality
involving the energy and dissipation. At the end of the paper we present Appendix A, where we
record various analytic tools that are useful throughout the paper.
3. Two-phase elliptic problems
3.1. Two-phase Stokes problem. In Section 3.1, the domain under consideration can be a bit
more general than we need for our analysis of (1.24) and (1.39). Indeed, we assume that G =
G+ ∪G− is a double-layer of horizontally periodic slabs with the upper boundary Γ+, the internal
interface Γ− and the lower boundary Γb. We only assume that Γ− is flat and that Γ+, Γb are
sufficiently regular but may not be flat. We write Γ = Γ+ ∪ Γ−.
Consider the stationary Stokes problem
(3.1)

−µ∆u+∇p = F 1 in G
div u = F 2 in G
(p+I − µ+D(u+))ν = F 3+ on Γ+JuK = 0, J(pI − µD(u))e3K = −F 3− on Γ−
u− = 0 on Γb.
Here, as in the rest of the paper, ν denotes the outward pointing unit normal on the corresponding
boundary. Our purpose is to show the existence and regularity of the solutions to (3.1) and the
result is stated as the following theorem.
Theorem 3.1. Let r ≥ 2. If F 1 ∈ H¨r−2(G), F 2 ∈ H¨r−1(G), F 3 ∈ Hr−3/2(Γ), then the problem
(3.1) admits a unique strong solution (u, p) ∈ (0H1(G) ∩ H¨r(G)) × H¨r−1(G). Moreover,
(3.2) ‖u‖r + ‖p‖r−1 . ‖F 1‖r−2 + ‖F 2‖r−1 + ‖F 3‖r−3/2.
The rest of this subsection is devoted to proving Theorem 3.1. First, we adjust the divergence
of u to reduce the problem to be a divergence-free problem. Then we obtain the existence of weak
solutions for this problem and then improve the regularity of the solutions to show that the weak
solution is indeed strong. Finally, we combine the previous two steps to deduce Theorem 3.1. We
should point out here that the flatness of the internal interface Γ− is crucial to our analysis.
The adjustment of the divergence of u is achieved by the solvability of the problem div v = p. It
is well-known that for p ∈ L2(G), there exists a v ∈ 0H1(G) so that div v = p in G and ‖v‖1 . ‖p‖0
(see for instance [3]). However, we are interested in solutions to (3.1) with higher but piecewise
regularity, so we need an improved version of this result.
Lemma 3.2. If p ∈ H¨r−1(G), r ≥ 1, then there exists v ∈ 0H1(G)∩ H¨r(G) so that div v = p in G
and
(3.3) ‖v‖r . ‖p‖r−1.
Proof. We construct v as follows. First, we let v(1) = ∇φ with φ is a solution to the problem
(3.4)

−∆φ = p in G,
φ+ = 0 on Γ+,JφK = 0, J∂3φK = 0 on Γ−,
∇φ− · ν = 0 on Γb.
The existence of the unique weak solution φ ∈ H1(G) to (3.4) is standard. The fact that φ is a
strong solution with φ ∈ ∩H¨r+1(Ω) and
(3.5) ‖v(1)‖r = ‖∇φ‖r . ‖p‖r−1
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is not standard, but may be deduced from a modification of the argument we will use in Lemma
3.4 for the Stokes problem. For the sake of brevity we omit the details in the present case. Note
that div v(1) = p in G and v
(1)
− · ν = 0 on Γb.
Next, we find v(2) so that div v(2) = 0 in G and v(2) = −v(1) on Γb. Such v(2) can be found since
v
(1)
− · ν = 0 on Γb. Indeed, we define v(2) = ∇× d, where d is the vector found in [19, pp. 24–26].
Moreover, d ∈ Hr+1(G) and ‖d‖r+1 . ‖v(1)‖Hr−1/2(Γb). This implies v(2) ∈ Hr(G) and
(3.6) ‖v(2)‖r = ‖∇ × d‖r . ‖v(1)‖Hr−1/2(Γb).
Consequently, setting v = v(1)+v(2), we have v ∈ 0H1(G)∩H¨r(G) and div v = p in G. Moreover,
by (3.5)–(3.6) and the trace theorem we get (3.3). 
We can now adjust the divergence of u by using Lemma 3.2. Since F 2 ∈ H¨r−1(G), r ≥ 2, by
Lemma 3.2 there is u¯ ∈ 0H1(G) ∩ H¨r(G) so that div u¯ = F 2 in G and
(3.7) ‖u¯‖r . ‖F 2‖r−1.
Hence, defining w = u− u¯, we may switch the problem (3.1) to the following problem for w
(3.8)

−µ∆w +∇p = G1 in G
divw = 0 in G
(p+I − µ+D(w+))ν = G3+ on Γ+JwK = 0, J(pI − µD(w))e3K = −G3− on Γ−
w− = 0 on Γb,
where G1, G3 are given by
(3.9) G1 = F 1 + µ∆u¯, G3+ = F
3
+ + µ+D(u¯+)e3 and G
3
− = F
3
− − JµD(u¯)e3K .
By (3.7) and the usual trace theory, we have
(3.10) ‖G1‖r−2 + ‖G3‖r−3/2 . ‖F 1‖r−2 + ‖F 2‖r−1 + ‖F 3‖r−3/2.
Next, we turn to the strong solvability of the problem (3.8). Before doing this, we shall first
obtain a weak solution. Let 0H
1
σ be the space defined in (A.22). Supposing that G
1 ∈ (0H1(G))∗
and G3 ∈ H−1/2(Γ), we shall say (w, p) ∈ 0H1σ(G)×L2(G) is a weak solution to (3.8) provided that
(3.11) (
µ
2
Dw,Dv)− (p,div v) = 〈G1, v〉∗ − 〈G3, v〉−1/2 for all v ∈ 0H1(G).
Here 〈·, ·〉∗ is the dual pairing between (0H1(G))∗ and 0H1(G), 〈·, ·〉−1/2 is the dual pairing between
H−1/2(Γ) and H1/2(Γ) and (·, ·) is the L2 inner product on Ω.
Lemma 3.3. If G1 ∈ (0H1(G))∗ and G3 ∈ H−1/2(Γ), then there exists a unique weak solution
(w, p) ∈ 0H1σ(G) × L2(G) to (3.8). Moreover,
(3.12) ‖w‖1 + ‖p‖0 . ‖G1‖(0H1(G))∗ + ‖G3‖−1/2.
Proof. The vanishing of divw allows us to restrict the test function to v ∈ 0H1σ(G) so that the
pressure term in (3.11) vanishes. Hence, we can first obtain a pressureless weak solution w to (3.8)
in the sense
(3.13) (
µ
2
Dw,Dv) = 〈G1, v〉∗ − 〈G3, v〉−1/2 for all v ∈ 0H1σ(G).
The trace theorem implies that the right-hand side of (3.13) can be regarded as a linear functional
on 0H
1
σ(G), and Korn’s inequality, Lemma A.6, shows that the form on the left-hand side is bilinear,
continuous and coercive on 0H
1
σ(G). Hence the Lax-Milgram theorem provides a unique w ∈ 0H1σ(Ω)
satisfying (3.13) and ‖w‖1 . ‖G1‖(0H1(G))∗ + ‖G3‖−1/2. With w in hand, we then introduce the
pressure p as a Lagrange multiplier. For this, we define Λ ∈ (0H1(G))∗ so that Λ(v) equals the
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difference between the left and right hand sides of (3.13). Then Λ = 0 on 0H
1
σ(G), and hence
according to Proposition A.11 with η = 0 there exists a unique p ∈ L2(G) so that (p,div v) = Λ(v)
for all v ∈ 0H1(G). This yields (3.11) and (3.12). 
We now prove higher regularity for the weak solution.
Lemma 3.4. Let (w, p) ∈ 0H1σ(G) × L2(G) be the weak solution to (3.8) obtained in Lemma 3.3.
If r ≥ 1 and G1 ∈ H¨r−2(Ω), G3 ∈ Hr−3/2(Γ), then w ∈ H¨r(G), p ∈ H¨r−1(G) and they satisfy
(3.14) ‖w‖r + ‖p‖r−1 . ‖G1‖r−2 + ‖G3‖r−3/2.
Proof. We will prove our lemma by induction. For r = 1, it is already proved in Lemma 3.3.
Now assume that the lemma holds up to r = m ≥ 1. We will prove that it holds for r = m + 1.
Since our upper boundary Γ+ and the lower boundary Γb may not be flat, we are not free to take
the horizontal difference quotient in (3.8). The standard regularity-improving technique would be
to resort to a flattening boundary argument in order to allow the local application of horizontal
difference quotients (i.e. horizontal derivatives). Such an argument would be lengthy, so we abandon
it in favor of an alternate approach that makes full use of the fact that the interface Γ− is flat. We
will localize the equations near Γ− and then apply difference quotients in the localization.
We may assume without loss of generality that Γ+ ⊂ {x3 ≥ 3}, Γ− = {x3 = 0} and Γb ⊂
{x3 ≤ −3}. Indeed, if this is not so, then we can translate G and then rescale so as to make these
assumptions true; these operations can then be undone to arrive at the desired estimates in the
original domain. We define the cut-off function χ ∈ C∞c (R) with property that
(3.15) χ = 1 on {−1 ≤ x3 ≤ 1} and χ = 0 on {|x3| ≥ 3/2}.
Now we define v = χw, q = χp, G˜ := {−2 ≤ x3 ≤ 2}, Γ˜+ := {x3 = 2}, Γ˜− := Γ−, and
Γ˜b := {x3 = −2}. Then it is easy to see that (v, q) is the solution to the problem
(3.16)

−µ∆v +∇q = F˜ 1 in G˜
div v = F˜ 2 in G˜
(q+I − µ+D(v+))e3 = 0 on Γ˜+JvK = 0, J(qI − µD(v))e3K = −G3− on Γ˜−
v− = 0 on Γ˜b,
where F˜ 1, F˜ 2 are given by
(3.17) F˜ 1 = G1 − µ(∂23χw + 2∂3χ∂3w) + ∂3χpe3, F˜ 2 = ∂3χw3.
Since now G1 ∈ H¨m−1(G), G3 ∈ Hm−1/2(Γ), by the induction assumption at the level m, we
have w ∈ H¨m(G), p ∈ H¨m−1(G) and satisfy
(3.18) ‖w‖m + ‖p‖m−1 . ‖G1‖m−2 + ‖G3‖m−3/2.
This implies in particular that v ∈ H¨m(G˜), q ∈ H¨m−1(G˜) satisfy
(3.19) ‖v‖m + ‖q‖m−1 . ‖G1‖m−2 + ‖G3‖m−3/2
and that
(3.20) ‖F˜ 1‖m−1 + ‖F˜ 2‖m + ‖G3−‖m−1/2 . ‖G1‖m−1 + ‖w‖m + ‖p‖m−1 + ‖G3−‖m−1/2 . Z,
where we have compactly written
(3.21) Z := ‖G1‖m−1 + ‖G3‖m−1/2.
Now we want to adjust the divergence of v. Since F˜ 2 ∈ H¨m(G˜), by Lemma 3.2 there exists
v¯ ∈ 0H1(G˜) ∩ H¨m+1(G˜) so that div v¯ = F˜ 2 in G˜ and
(3.22) ‖v¯‖m+1 . ‖F˜ 2‖m . Z.
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Hence, defining v˜ = v − v¯, we may switch the problem (3.16) to the following problem for v˜:
(3.23)

−µ∆v˜ +∇q = G˜1 in G˜
div v˜ = 0 in G˜
(q+I − µ+D(v˜+))ν = G˜3+ on Γ˜+Jv˜K = 0, J(qI − µD(v˜))e3K = −G˜3− on Γ˜−
v˜− = 0 on Γ˜b,
where G˜1, G˜3 are given by
G˜1 = F˜ 1 + µ∆v¯, G˜3+ = µ+D(v¯+)e3 and G˜
3
− = G
3
− − JµD(v¯)e3K .(3.24)
By (3.20), (3.22) and the trace theorem, we have
(3.25) ‖G˜1‖m−1 + ‖G˜3‖m−1/2 . ‖F˜ 1‖m−1 + ‖v¯‖m+1 + ‖G3−‖m−1/2 . Z.
Notice that (3.19) and (3.22) imply that we already have v˜ ∈ 0H1σ(G˜) ∩ H¨m(G˜) and
(3.26) ‖v˜‖m + ‖q‖m−1 . Z.
Let us now write Dk to mean any differential operator ∂α with α ∈ N2 and |α| = k. The estimates
(3.25) and (3.26), combined with the fact that all the boundaries Γ˜+, Γ˜−, Γ˜b are flat allow us to
see that (Dm−1v˜, Dm−1q) ∈ 0H1σ(G˜)× L2(G˜) is the unique weak solution of the problem resulting
from applying Dm−1 to (3.23), in the sense of (3.11). That is,
(3.27) (
µ
2
DDm−1v˜,Dv)− (Dm−1q,div v) = (Dm−1G˜1, v)− (Dm−1G˜3, v) for all v ∈ 0H1(G˜).
Note that Dm−1G˜1 ∈ L2(G˜) and Dm−1G˜3 ∈ H1/2(Γ˜). Take the test function v = D−hDhDm−1v˜
in (3.27), where Dh is the standard difference quotient in any horizontal direction h ∈ R2; then we
have
(3.28) (
µ
2
DDm−1v˜,DD−hDhD
m−1v˜) = (Dm−1G˜1,D−hDhD
m−1v˜)− (Dm−1G˜3,D−hDhDm−1v˜).
Here the pressure term vanishes since Dm−1v˜ ∈ 0H1σ(G˜). We shall now estimate both sides of
(3.28). First, by the properties of difference quotient and Korn’s inequality, we obtain
(3.29) (
µ
2
DDm−1v˜,DD−hDhD
m−1v˜) = (
µ
2
DDhD
m−1v˜,DDhD
m−1v˜) ≥ C‖Dh∇Dm−1u‖20.
We again combine the properties of difference quotients, the trace theorem and Poincare´’s inequality
to obtain
(3.30) (Dm−1G˜1,D−hDhD
m−1v˜) + (Dm−1G˜3,D−hDhD
m−1v˜)
= (Dm−1G˜1,D−hDhD
m−1v˜) + (DhD
m−1G˜3,DhD
m−1v˜)
. ‖Dm−1G˜1‖L2(G˜)‖DhDmv˜‖L2(G˜) + ‖DhDm−1G˜3‖H−1/2(Γ˜)‖DhDm−1v˜‖H1/2(Γ˜)
.
(
‖Dm−1G˜1‖0 + ‖Dm−1G˜3‖1/2
)
‖Dh∇Dm−1u‖0.
By (3.29)–(3.30) and (3.25), we have
(3.31) ‖Dh∇Dm−1v˜‖0 . ‖Dm−1G˜1‖0 + ‖Dm−1G˜3‖1/2 . Z.
By the properties of difference quotients and Poincare´’s inequality, we deduce from (3.31) that
(3.32) ‖∇m∗ v˜‖1 . Z.
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It is crucial to observe that (3.26) and (3.32) have yielded higher regularity of v˜ on Γ− due
to its flatness. Indeed, by the definition of Sobolev norm ‖ · ‖Hs(Γ−) := ‖ · ‖Hs(T2), the Sobolev
interpolation inequality and the trace theorem, we obtain from (3.26) and (3.32) that
(3.33) ‖v˜‖2
Hm+1/2(Γ−)
. ‖v˜‖L2(Γ−) + ‖∇m∗ v˜‖H1/2(Γ−) . ‖v˜‖H1(Ω) + ‖∇m∗ v˜‖H1(Ω) . Z.
The key point is to notice that we can obtain the required regularity of w on Γ− in order to allow
us to to apply the classical regularity theory of the one-phase Stokes problems. More precisely,
since v = v˜ + v¯ and w = v on Γ−, we deduce from (3.33), (3.22) and the trace theorem that
(3.34) ‖w‖2
Hm+1/2(Γ−)
= ‖v‖2
Hm+1/2(Γ−)
≤ ‖v˜‖2
Hm+1/2(Γ−)
+ ‖v¯‖2
Hm+1/2(Γ−)
. Z.
With the estimate (3.34) in hand, we first apply Lemma A.7 to the following Stokes problem
(3.35)

−µ+∆w+ +∇p+ = G1+ in G+
divw+ = 0 in G+
(p+I − µ+D(w+))ν = G3+ on Γ+
w+ = w+ = v on Γ−
to find that indeed (w+, p+) ∈ Hm+1(G+)×Hm(G+) and satisfy the estimate
(3.36) ‖w+‖Hm+1(G+) + ‖p+‖Hm(G+)
. ‖G1+‖Hm−1(G+) + ‖G3+‖Hm−1/2(Γ+) + ‖w+‖Hm+1/2(Γ−) . Z.
Similarly, we apply Lemma A.8 to the Stokes problem
(3.37)

−µ−∆w− +∇p− = G1− in G−
divw− = 0 in G−
w− = w− = v on Γ−
w− = 0 on Γb
to find that indeed (w−, p−) ∈ Hm+1(G−)×Hm(G−) and satisfy the estimate
(3.38) ‖w−‖Hm+1(G−) + ‖∇p−‖Hm−1(G−) . ‖G1−‖Hm−1(G−) + ‖w−‖Hm+1/2(Γ−) . Z.
Consequently, combining (3.36)–(3.38) with (3.18), we conclude that w ∈ H¨m+1(G), p ∈ H¨m(G)
and satisfy
(3.39) ‖w‖m+1 + ‖p‖m . Z := ‖G1‖m−1 + ‖G3‖m−1/2.
This implies that our lemma holds for r = m+1, and hence by induction the proof is completed. 
We now present the
Proof of Theorem 3.1. We set u = u¯ + w with u¯ found in (3.7) and (w, p) found in Lemma 3.4.
Then (u, p) is the unique strong solution to the problem (3.1) and satisfies the estimate (3.2). 
3.2. Two-phase A–Stokes problem. In Section 3.2, in order to derive the regularity of the
solutions to the time-dependent problem, we consider the following two-phase A–Stokes problem:
(3.40)

−µ∆Au+∇Ap = F 1 in Ω
divA u = F
2 in Ω
SA+(p+, u+)N+ = F 3+ on Σ+,JuK = 0, JSA(p, u)KN− = −F 3− on Σ−,
u− = 0 on Σb.
Here we view η as given and let A,N , etc, be determined in terms of η as in (1.22). We shall use
the regularity of (3.40) for each fixed t in the context of the time-dependent problem, and hence
we will temporarily ignore the time dependence of η, A, N , etc, to view (3.40) as a stationary
problem.
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Recall that the two-phase Stokes problem with constant coefficients differential operators is only
solved in Section 3.1 in the case that the interface is flat. This prevents us from establishing the
strong solvability of (3.40) as in Lemma 3.2 of [13] by transforming (3.40) back to a Stokes problem
with constant coefficients in a general domain. Instead, we will directly solve (3.40) by viewing
it as a perturbation of the Stokes problem with flat interface (and flat upper boundary) that was
considered in Section 3.1. For this technique to be viable, we must impose a smallness condition
on η in our results. Rewriting (3.40) in this form yields
(3.41)

−µ∆u+∇p = F 1 +G1 in Ω
div u = F 2 +G2 in Ω
(p+I − µ+D(u+))e3 = F 3+ +G3+ on Σ+,JuK = 0, J(pI − µD(u))e3K = −F 3− −G3− on Σ−,
u− = 0 on Σb,
where G1, G2, G3 are given by
(3.42)
 G
1 := µ(∆A −∆)u− (∇A −∇)p, G2 := −(divA− div)u,
G3+ := p+(N+ − e3)− µ+(DA+(u+)N+ − D(u+)e3),
−G3− := JpK (N− − e3) + Jµ (DA(u)N− − D(u)e3)K .
Note that G1, G2, and G3 are linear in u and p.
We first give some estimates of these perturbation functions.
Lemma 3.5. Let k ≥ 4 be an integer and suppose that ‖η‖k+1/2 ≤ 1, then for r = 2, . . . , k,
(3.43) ‖G1‖r−2 + ‖G2‖r−1 + ‖G3‖r−3/2 . ‖η‖k−1/2 (‖u‖r + ‖p‖r−1) ,
and for r = k + 1,
(3.44) ‖G1‖k−1 + ‖G2‖k + ‖G3‖k−1/2 . ‖η‖k−1/2 (‖u‖k+1 + ‖p‖k) + ‖η‖k+1/2‖u‖7/2.
Proof. These perturbations have the same structure as those of [14, 15]. Hence, the straightforward
estimates performed there may be easily modified to yield the estimates (3.43)–(3.44). 
With these estimates in hand, we can now prove the existence of a unique solution to (3.40).
Theorem 3.6. Let k ≥ 4 be an integer and suppose that ‖η‖k+1/2 ≤ 1. Assume that F 1 ∈
H¨r−2(Ω), F 2 ∈ H¨r−1(Ω), F 3 ∈ Hr−3/2(Σ), r ≥ 2. There exists ε0 > 0 so that if ‖η‖k−1/2 ≤ ε0,
then there exists a unique strong solution (u, p) ∈ (0H1(Ω) ∩ H¨r(Ω)) × H¨r−1(Ω) to the problem
(3.40). Moreover, for r = 2, . . . , k,
(3.45) ‖u‖r + ‖p‖r−1 . ‖F 1‖r−2 + ‖F 2‖r−1 + ‖F 3‖r−3/2,
and for r = k + 1,
(3.46) ‖u‖k+1 + ‖p‖k . ‖F 1‖k−1 + ‖F 2‖k + ‖F 3‖k−1/2 + ‖η‖k+1/2(‖F 1‖2 + ‖F 2‖3 + ‖F 3‖5/2).
Proof. We will solve (3.40) by the method of successive approximations. Let (u0, p0) = (0, 0). To
emphasize the dependence of the Gi in (3.42) on u and p, we will write G1 = G1(u, p), etc. For
each m ≥ 0 we define (um+1, pm+1) as the solution of the problem
(3.47)

−µ∆um+1 +∇pm+1 = F 1 +G1(um, pm) in Ω
div um+1 = F 2 +G2(um) in Ω
(pm+1+ I − µ+D(um+1+ ))e3 = F 3+ +G3+(um, pm) on Σ+,q
um+1
y
= 0,
q
(pm+1I − µD(um+1))e3
y
= −F 3− −G3−(um, pm) on Σ+,
um+1− = 0 on Σb,
provided that (um, pm) are given and satisfy, for r = 2, . . . , k,
(3.48) ‖um‖r + ‖pm‖r−1 . ‖F 1‖r−2 + ‖F 2‖r−1 + ‖F 3‖r−3/2,
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and for r = k + 1,
(3.49) ‖um‖k+1 + ‖pm‖k . ‖F 1‖k−1 + ‖F 2‖k + ‖F 3‖k−1/2 + ‖η‖k+1/2(‖F 1‖2 + ‖F 2‖3 + ‖F 3‖5/2).
Due to the estimates (3.48)–(3.49), by Theorem 3.1, there exists a unique (um+1, pm+1) ∈
(0H
1(Ω) ∩ H¨r(Ω)) × H¨r−1(Ω) solving the problem (3.47). Moreover, by Theorem 3.1, Lemma
3.5 and (3.48)–(3.49) we have that for r = 2, . . . , k,
(3.50) ‖um+1‖r + ‖pm+1‖r−1
. ‖F 1 +G1(um, pm)‖r−2 + ‖F 2 +G2(um)‖r−1 + ‖F 3 +G3(um, pm)‖r−3/2
. ‖F 1‖r−2 + ‖F 2‖r−1 + ‖F 3‖r−3/2 + ‖η‖k−1/2 (‖um‖r + ‖pm‖r−1)
and for r = k + 1,
(3.51) ‖um+1‖k+1 + ‖pm+1‖k
. ‖F 1 +G1(um, pm)‖k−1 + ‖F 2 +G2(um)‖k + ‖F 3 +G3(um, pm)‖k−1/2
. ‖F 1‖k−1 + ‖F 2‖k + ‖F 3‖k−1/2 + ‖η‖k−1/2 (‖um‖k+1 + ‖pm‖k) + ‖η‖k+1/2‖um‖7/2.
In the estimates (3.50) and (3.51) the constants do not depend onm. This implies that the estimates
(3.48)–(3.49) hold for all m ≥ 0 since ‖η‖k+1/2 ≤ 1.
In order to pass to the limit in (3.47), we need to prove the convergence of the whole sequence
of successive approximation {(um, pm)}∞m=1. For this, we define
(3.52) Um+1 = um+1 − um, Pm+1 = pm+1 − pm, m = 1, 2, . . . .
Then (Um+1, Pm+1) is the solution of the problem
(3.53)

−µ∆Um+1 +∇Pm+1 = G1(Um, Pm) in G
divUm+1 = G2(Um) in G
(Pm+1+ I − µ+D(Um+1+ ))e3 = G3+(Um+ , Pm+ ) on Σ+q
Um+1
y
= 0,
q
(Pm+1I − µD(Um+1))e3
y
= −G3−(Um, Pm) on Σ−
Um+1− = 0 on Σb.
Then applying Theorem 3.1 to the problem (3.53) and employing Lemma 3.5 to estimate the
nonlinear forcing terms, we obtain for r = 2, . . . , k,
(3.54) ‖Um+1‖r + ‖Pm+1‖r−1 . ‖G1(Um, Pm)‖r−2 + ‖G2(Um)‖r−1 + ‖G3(Um, Pm)‖r−3/2
. ‖η‖k−1/2 (‖Um‖r + ‖Pm‖r−1) .
By assuming that ‖η‖k−1/2 ≤ ε0 is sufficiently small, we find that {(um, pm)}∞m=1 is a Cauchy
sequence in H¨r(Ω)× H¨r−1(Ω) for r = 2, . . . , k. Hence (um, pm)→ (u, p) so that (u, p) solves (3.41),
which is equivalent to (3.40). The estimates (3.45)–(3.46) follow from (3.48)–(3.49) by weak lower
semi-continuity. 
3.3. Two-phase Poisson problem. We now consider the two-phase scalar elliptic problem
(3.55)

ρ−1∆p = f1 in Ω
p = f2 on Σ+JpK = f3 on Σ−q
ρ−1∂3p
y
= f4 on Σ−
ρ−1− ∇p · ν = f5 on Σb.
We first consider the weak formulation of (3.55). We suppose that f1 ∈ (0H1(Ω))∗, f2 ∈
H1/2(Σ+), f
3 ∈ H1/2(Σ−), f4 ∈ H−1/2(Σ−), and f5 ∈ H−1/2(Σb). Let p¯ ∈ H¨1(Ω) be so that
p¯ = f2 on Σ+, Jp¯K = f3 on Σ− and p¯ = 0 near Σb. The existence of such a p¯ is standard, and it
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may be selected so that ‖p¯‖1 . ‖f2‖1/2 + ‖f3‖1/2. We switch the unknown to q = p − p¯ and then
define a weak formulation of (3.55) as
(3.56) (ρ−1∇q,∇ϕ) = −(ρ−1∇p¯,∇ϕ)− 〈f1, ϕ〉∗ + 〈f4, ϕ〉−1/2,− + 〈f5, ϕ〉−1/2, b,∀ϕ ∈ 0H1(Ω).
Here 〈·, ·〉∗ is the dual paring between (0H1(Ω))∗ and 0H1(Ω), 〈·, ·〉−1/2,− is the dual paring between
H−1/2(Σ−) and H
1/2(Σ−), 〈·, ·〉−1/2, b is the dual paring between H−1/2(Σb) and H1/2(Σb). Then
it is standard to show the unique existence of solution q ∈ 0H1(Ω) of (3.56) so that p ∈ H¨1(Ω)
satisfies
(3.57) ‖p‖21 . ‖f1‖2(0H1(Ω))∗ + ‖f2‖2H1/2(Σ+) + ‖f
3‖2
H1/2(Σ−)
+ ‖f4‖2
H−1/2(Σ−)
+ ‖f5‖2
H−1/2(Σb)
.
In the case with surface tension, to determine the initial pressure we will consider the action of
f1 ∈ (0H1(Ω))∗ given in a more specific fashion by
(3.58) 〈f1, ϕ〉∗ = (ρ−1G,∇ϕ), ∀ϕ ∈ 0H1(Ω)
for G ∈ L2(Ω) with ‖ρ−1G‖0 = ‖f1‖(0H1(Ω))∗ . Then (3.56) may be written as
(3.59) (ρ−1(∇p +G),∇ϕ) = 〈f4, ϕ〉−1/2,− + 〈f5, ϕ〉−1/2, b, ∀ϕ ∈ 0H1(Ω).
In this case we should say p ∈ H¨1(Ω) is a weak solution to the problem
(3.60)

div(ρ−1(∇p+G)) = 0 in Ω
p = f2 on Σ+JpK = f3 on Σ−q
ρ−1(∇3p+G)
y
= f4 on Σ−
ρ−1− (∇p+G) · ν = f5 on Σb.
Now we record a result on the existence and regularity of solutions to (3.55).
Theorem 3.7. Let r ≥ 2. If f1 ∈ H¨r−2(Ω), f2 ∈ Hr−1/2(Σ+), f3 ∈ Hr−1/2(Σ−), f4 ∈
Hr−3/2(Σ−), and f
5 ∈ Hr−3/2(Σb), then the problem (3.55) admits a unique strong solution
p ∈ H¨r(Ω). Moreover,
(3.61) ‖p‖r . ‖f1‖r−2 + ‖f2‖r−1/2 + ‖f3‖r−1/2 + ‖f4‖r−3/2 + ‖f5‖r−3/2.
Proof. We may argue as in the proof of Lemma 3.4, using difference quotients and the fact that
the interface is flat, to deduce the desired estimates. We omit further details. 
3.4. Two-phase A–Poisson problem. Now we consider the scalar two-phase A–Poisson problem
(3.62)

ρ−1∆Ap = f
1 in Ω
p = f2 on Σ+JpK = f3 on Σ−q
ρ−1∇Ap
y · N− = f4 on Σ−
ρ−1− ∇Ap · ν = f5 on Σb.
We first consider the weak formulation of (3.62). For this, we define a time-dependent inner-
product on 0H1(Ω) according to
(3.63) (u, v)H˜1(t) :=
∫
Ω
ρ−1J(t)|∇A(t)f |2
and the norm by ‖u‖H˜1(t) :=
√
(u, u)H˜1(t). Then we write H˜1(t) := {‖u‖H˜1(t) <∞}. As in Lemma
A.9, under a smallness assumption on η, H˜1(t) has the same topology as H1.
For the weak formulation we suppose that f1 ∈ (0H1(Ω))∗, f2 ∈ H1/2(Σ+), f3 ∈ H1/2(Σ−),
f4 ∈ H−1/2(Σ−), and f5 ∈ H−1/2(Σb). Let p¯ ∈ H¨1(Ω) be so that p¯ = f2 on Σ+, Jp¯K = f3 on
Σ− and p¯ = 0 near Σb. The existence of such a p¯ is standard, and it may be selected so that
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‖p¯‖1 . ‖f2‖1/2+ ‖f3‖1/2. We switch the unknown to q = p− p¯ and then define a weak formulation
of (3.62) as
(3.64) (q, ϕ)H˜1(t) = −(p¯, ϕ)H˜1(t) − 〈f1, ϕ〉∗ + 〈f4, ϕ〉−1/2,− + 〈f5, ϕ〉−1/2, b, ∀ϕ ∈ 0H1(Ω).
Here 〈·, ·〉∗ is the dual paring between (H˜1(t))∗ and H˜1(t), 〈·, ·〉−1/2,− is the dual paring between
H−1/2(Σ−) and H
1/2(Σ−), and 〈·, ·〉−1/2, b is the dual paring between H−1/2(Σb) and H1/2(Σb).
The existence and uniqueness of a solution to (3.64) follows from standard arguments and
(3.65) ‖p‖21 . ‖f1‖2(0H1(Ω))∗ + ‖f2‖2H1/2(Σ+) + ‖f
3‖2
H1/2(Σ−)
+ ‖f4‖2
H−1/2(Σ−)
+ ‖f5‖2
H−1/2(Σb)
.
In the case without surface tension, to determine the initial pressure we will consider the action
of f1 ∈ (0H1(Ω))∗ given in a more specific fashion by
(3.66) 〈f1, ϕ〉∗ = (g0, ϕ)H0 + (ρ−1G,∇Aϕ)H0
for g0, G ∈ L2(Ω) with ‖g0‖20 + ‖G‖20 = ‖f1‖2(0H1(Ω))∗. Then (3.64) may be rewritten as
(3.67) (ρ−1(∇Ap+G),∇Aϕ)H0 = −(g0, ϕ)H0 + 〈f4, ϕ〉−1/2 + 〈f5, ϕ〉−1/2 for all ϕ ∈ 0H1(Ω).
We then say that p ∈ H¨1(Ω) is a weak solution to the problem
(3.68)

divA
(
ρ−1(∇Ap+G)
)
= g0 in Ω
p+ = f
2 on Σ+JpK = f3 on Σ−q
ρ−1(∇Ap+G)
y · N− = f4 on Σ−
ρ−1− (∇A−p− +G−) · ν = f5 on Σb.
Now we record the analog of Theorem 3.6 for the problem (3.62).
Theorem 3.8. Let k ≥ 4 be an integer and suppose that η ∈ Hk+1/2. Suppose that f1 ∈ H¨r−2(Ω),
f2 ∈ Hr−1/2(Σ+), f3 ∈ Hr−1/2(Σ−), f4 ∈ Hr−3/2(Σ−), and f5 ∈ Hr−3/2(Σb) for r ≥ 2. Then
there exists ε0 > 0 so that if ‖η‖k−1/2 ≤ ε0, then there exists a unique strong solution p ∈ H¨r(Ω)
solving the problem (3.62). Moreover, for r = 2, . . . , k, we have
(3.69) ‖p‖r . ‖f1‖r−2 + ‖f2‖r−1/2 + ‖f3‖r−1/2 + ‖f4‖r−3/2 + ‖f5‖r−3/2.
Proof. Notice that for η small, the problem (3.62) can be viewed as a perturbation of the Poisson
problem (3.55). As such, we may argue as in the proof of Theorem 3.6 to deduce the desired
estimates from Theorem 3.7. We omit further details. 
4. Case without surface tension: Proof of Theorem 2.1
We will construct a local-in-time solution to (1.24) through an iteration scheme that works as
follows. First, we view η as given and use it to solve for (u, p) in a time-dependent A−Stokes
problem. Then we use (u, p) to solve for η via the kinematic transport equation. Ultimately we
will show that this iteration admits a fixed point, which then corresponds to our desired solution.
With the local theory in hand, we then turn to the development of a priori estimates that allow us
to produce global-in-time solutions that decay to equilibrium.
Note that the local theory in Sections 4.1–4.2 allows any choice of JρK, but in the global theory
of Section 4.3 we assume that JρK < 0.
4.1. The linearized problems.
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4.1.1. The time-dependent A–Stokes problem. For given η (and hence A, etc.) we consider the
linearized time-dependent problem for (u, p):
(4.1)

ρ∂tu− µ∆Au+∇Ap = F 1 in Ω
divA u = 0 in Ω
SA+(p+, u+)N+ = F 3+ on Σ+JuK = 0, JSA(p, u)KN− = −F 3− on Σ−
u− = 0 on Σb
with the initial condition u(0) = u0. In our analysis of this problem we will employ the time-
dependent functional framework developed in Section A.4 of the appendix. In particular, we will
use the spaces H1T , XT , and Y(t) defined there.
Note that the first equation in (4.1) can be rewritten as
(4.2) ρ∂tu+ divA SA(p, u) = F
1 inΩ.
Motivated by the identity that results from formally multiplying the above by Jv for a smooth
vector v with v|Σb=0, integrating over Ω by parts and then in time from 0 to T , we may define the
weak solution of (4.1) as follows. Suppose that
(4.3) F 1 ∈ (H1T )∗, F 3 ∈ L2(0, T ;H−1/2(Σ)), and u0 ∈ Y(0).
We shall say (u, p) is a weak solution of (4.1) if
(4.4)

u ∈ XT , ρ∂tu ∈ (H1T )∗, p ∈ H0T ;
〈ρ∂tu, v〉∗ + 12(u, v)H1T − (p,divA v)H0T = 〈F
1, v〉∗ − 〈F 3, v〉−1/2, ∀ v ∈ H1T ;
u(0) = u0.
Here 〈·, ·〉∗ is the dual paring between (H1T )∗ and H1T , and 〈·, ·〉−1/2 is the dual paring between
L2(0, T ;H−1/2(Σ)) and L2(0, T ;H1/2(Σ)). It is easy to see that the weak solution of (4.1) in the
sense of (4.4) is unique. However, our aim is to construct solutions to (4.1) with high regularity,
so we will not construct weak solutions.
First, to construct strong solutions to (4.1), we make the stronger assumptions that
(4.5)

F 1 ∈ L2(0, T ; H¨1(Ω)), ∂tF 1 ∈ L2(0, T ; (0H1(Ω))∗),
F 3 ∈ L2(0, T ;H3/2(Σ)), ∂tF 3 ∈ L2(0, T ;H−1/2(Σ)),
and u0 ∈ X (0) ∩ H¨2(Ω).
Recall that we abuse notation by writing L2H−1 = L2(0H
1(Ω))∗ for the space containing ∂tF
1 in
(4.5). Note that the inclusions in (4.5) imply that (see, for instance Lemmas 2.4 and A.2 of [13])
F 1 ∈ C([0, T ];L2(Ω)), F 3 ∈ C([0, T ];H1/2(Σ)); in particular
(4.6) F 1(0) ∈ L2(Ω), F 3(0) ∈ H1/2(Σ).
Theorem 4.1. Suppose that F 1, F 3, u0 satisfy (4.5)–(4.6), and that u0, F
3(0) satisfy the compati-
bility conditions
(4.7) Π0,+
(
F 3+(0) + µ+DA0,+(u0,+)N0,+
)
= 0,Π0,−
(
F 3−(0) − JµDA0(u0)KN0,−) = 0,
where Π0,± are the orthogonal projections onto the tangent space of the surface {x3 = η0,±} (and
then Π⊥0,± = I −Π0,±) defined according to
(4.8) Π0,± v = v − (v · N0,±)N0,±|N0,±|−2.
Further assume that
(4.9) K(η) := sup
0≤t≤T
(
‖η‖29/2 + ‖∂tη‖27/2 + ‖∂2t η‖25/2
)
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is sufficiently small. Then there exists a unique strong solution (u, p) of (4.1) so that
(4.10)
u ∈ XT ∩ C([0, T ]; 0H1(Ω) ∩ H¨2(Ω)) ∩ L2(0, T ; H¨3(Ω)),
∂tu ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)), ρ∂2t u ∈ (H1T )∗,
p ∈ C([0, T ]; H¨1(Ω)) ∩ L2(0, T ; H¨2(Ω)), ∂tp ∈ L2(0, T ;L2(Ω)).
The solution satisfies the estimate
(4.11) ‖u‖2L∞H2 + ‖u‖2L2H3 + ‖∂tu‖2L∞L2 + ‖∂tu‖2L2H1 + ‖ρ∂2t u‖2(H1T )∗
+ ‖p‖2L∞H1 + ‖p‖2L2H2 + ‖∂tp‖2L2L2
. (1 +K(η)) exp(C(1 +K(η))T )
(
‖u0‖22 + ‖F 1(0)‖20 + ‖F 3(0)‖21/2
+ ‖F 1‖2L2H1 + ‖∂tF 1‖2L2H−1 + ‖F 3‖2L2H3/2 + ‖∂tF 3‖2L2H−1/2
)
.
The initial pressure, p(0) ∈ H¨1(Ω), is determined in terms of u0, F 1(0), F 3(0) as the weak solution
to
(4.12)

divA0
(
ρ−1(∇A0p(0)− F 1(0))
)
= − divA0(R(0)u0) in Ω,
p+(0) = (F
3
+(0) · N0,+ + µ+DA0,+(u0,+)N0,+ · N0,+)|N0,+|−2 on Σ+,Jp(0)K = (−F 3−(0) · N0,− + JµDA0(u0)KN0,− · N0,−)|N0,−|−2 on Σ−,q
ρ−1(∇A0p(0)− F 1(0))
y · N0,− = qρ−1µ∆A0u0y · N0,− on Σ−,
ρ−1− (∇A0,−p−(0)− F 1−(0)) · ν = ρ−1− µ−∆A0,−u0,− · ν on Σb,
in the sense of (3.68), where R := ∂tMM
−1 with the matrix M is defined by (A.31). Define the
differential operator Dt according to Dtu = ∂tu−Ru. Then Dtu(0) satisfies
(4.13) Dtu(0) = ρ
−1(∆A0u0 −∇A0p(0) + F 1(0)) −R(0)u0 ∈ Y(0).
Moreover, the pair (Dtu, ∂tp) satisfy
(4.14)

ρ∂t(Dtu)− µ∆A(Dtu) +∇A(∂tp) = DtF 1 +G1 in Ω
divA(Dtu) = 0 in Ω
SA+(∂tp+,Dtu+)N+ = ∂tF 3+ +G3+ on Σ+JDtuK = 0, JSA(∂tp,Dtu)KN− = −∂tF 3− +G3− on Σ−
Dtu− = 0 on Σb
in the weak sense of (4.4), where G1, G3 are defined by
G1 = −µ(R+ ∂tJK)∆Au− ρ∂tRu+ (∂tJK +R−RT )∇Ap
+µ divA(DA(Ru) +RDAu+ D∂tAu),
G3+ = µ+DA+(R+u+)N+ + (µ+DA+ − p+I)∂tN+ + µ+D∂tA+u+N+,(4.15)
G3− = JµDA(Ru)KN− + JµDAu− pIK∂tN− + JµD∂tAuKN−.
Here the inclusions (4.10) guarantee that G1, G3 satisfy the same conclusions as F 1, F 3 listed in
(4.5), and (4.12) guarantees that the initial data Dtu(0) ∈ Y(0).
Proof. Since the variational formulation (4.4) of the weak solution to (4.1) has the same structure
as that of the one-phase problem in [13], we can employ the method used in the proof of Theorem
4.3 of [13] with some minor modifications for our two-phase case.
More precisely, we first solve a pressureless problem by the Galerkin method. To this end we
first construct {ψj(t)}∞j=1 that is a countable basis of H¨2(Ω)∩X (t) for each t ∈ [0, T ]. Let {wj}∞j=1
be a basis of H¨2(Ω) ∩ 0H1σ(Ω) (this space is clearly separable, so such a basis exists). Then we set
ψj(t) :=M(t)wj , where M(t) is the matrix defined by (A.31). Then Proposition A.10 implies that
{ψj(t)}∞j=1 is our desired time-dependent basis of H¨2(Ω)∩X (t) for each t ∈ [0, T ]. Moreover, ψj(t)
is differentiable in time and ∂tψ
j(t) = R(t)ψj(t).
THE VISCOUS SURFACE-INTERNAL WAVE PROBLEM 25
For any integer m ≥ 1 we define the finite dimensional space Xm(t) := span{ψ1(t), . . . , ψm(t)}
and write the orthogonal projection of H¨2(Ω) ∩ X (t) onto Xm(t) by Pmt . For each m ≥ 1, we look
for an approximate solution of the form
(4.16) um(t) :=
m∑
j=1
amj (t)ψ
j(t),
where the coefficients amj will be chosen so that
(4.17)
(ρ∂tu
m, ψ)H0 +
1
2
(um, ψ)H1 = (F
1, ψ)H0 − (F 3+ −Π0,+(F 3+(0) + µ+DA0,+(Pm0 u0)+N0,+), ψ)Σ+
− (F 3− −Π0,−(F 3−(0)− JµDA0(Pm0 u0)KN0,−), ψ)Σ− ,
for any ψ ∈ Xm(t), and
(4.18) um(0) = Pm0 u0 ∈ Xm(0).
Note that in the last term in (4.17) we have introduced the projection Π0,− to compensate for the
fact that um(0) need not satisfy the compatibility conditions (4.7). One can readily deduce from
(4.17)–(4.18) an equivalent system of ODEs for amj , and the classical theory of ODEs guarantees
the existence of its unique solution, which in turn provides the solution um to (4.17)–(4.18). Since
F 1, F 3 satisfy (4.5), we have amj ∈ C1,1([0, T ]).
If we restrict the test functions in (4.17) to be ψ(t) = bmj (t)ψ
j for bmj ∈ C0,1([0, T ]), then we
may differentiate the resulting equation with respect to t to arrive at an identity involving ∂tψ.
Subtracting from this the equation (4.17) with test function ∂tψ −Rψ ∈ Xm(t), we then have
(4.19) 〈ρ∂2t um, ψ〉∗ +
1
2
(∂tu
m, ψ)H1 = 〈∂tF 1, ψ〉∗ − 〈∂tF 3, ψ〉Σ
+ (F 1, (∂tJK +R)ψ)H0 − (F 3, Rψ)Σ − (ρ∂tum, (∂tJK +R)ψ)H0 −
1
2
(um, Rψ)H1
− 1
2
∫
Ω
µ(D∂tAu
m : DAψ + DAu
m : D∂tAψ + ∂tJKDAu
m
DAψ)J.
By taking the test function ψ = um in (4.17), and then using ψ = Dtu
m in both (4.19) and (4.17),
and then applying the same computational arguments used in Theorem 4.3 of [13], we obtain the
estimate
(4.20) sup
0≤t≤T
{‖um‖2H1 + ‖∂tum‖2H0}+ ‖∂tum‖2H1T . Z,
where here we have written Z for the right-hand side of (4.11). By the uniform estimates (4.20),
we have, up to the extraction of a subsequence,
(4.21) um
∗
⇀ u weakly- ∗ in L∞H1, ∂tum ⇀ ∂tu weakly- ∗ in L∞L2 and weakly in L2H1,
and
(4.22) ‖u‖2L∞H1 + ‖∂tu‖2L∞L2 + ‖∂tu‖2L2H1 . Z.
On the other hand, since um(0) → u0 in H¨2(Ω) ∩ X (0) and u0, F 3(0) satisfy the compatibility
condition (4.7), we have
(4.23)
‖Π0,+(F 3+(0) + µ+DA0,+um+ (0)N0,+)‖H1/2(Σ+) → 0,
‖Π0,−(F 3−(0)− JµDA0um(0)KN0,−)‖H1/2(Σ−) → 0.
Hence, passing to the limit in (4.17), by (4.21), (4.23), we deduce that for a.e. t,
(4.24) (ρ∂tu, ψ)H0 +
1
2
(u, ψ)H1 = (F
1, ψ)H0 − (F 3, ψ)Σ for any ψ ∈ X (t).
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Here (·, ·)Σ is the L2 inner product on Σ.
Now that we have obtained a pressureless solution u, we introduce the pressure. Define the
functional Λt ∈ (H1(t))∗ so that Λt(v) equals the difference between the left and right hand sides
of (4.24), with ψ replaced by v ∈ H1(t). Then Λt = 0 on X (t), so by Proposition A.11 there exists
a unique p(t) ∈ H0(t) so that (p(t),divA v)H0 = Λt(v) for all v ∈ H1(t). This is equivalent to
(4.25) (ρ∂tu, v)H0 +
1
2
(u, v)H1 − (p,divA v)H0 = (F 1, v)H0 − (F 3, v)Σ for any v ∈ H1(t),
which implies in particular that (u, p) is the unique weak solution to (4.1) in the sense of (4.4).
Observe that for a.e. t ∈ [0, T ], (u(t), p(t)) is the unique weak solution to the elliptic problem
(3.40), with F 1 replaced by F 1(t) − ρ∂tu(t), F 2 = 0, and F 3 replaced by F 3(t). We then apply
Theorem 3.6 to find for r = 2, 3,
(4.26) ‖u(t)‖2r + ‖p(t)‖2r−1 . ‖∂tu(t)‖2r−2 + ‖F 1(t)‖2r−2 + ‖F 3(t)‖2r−3/2.
When r = 2 we take the essential supremum of (4.26) over t ∈ [0, T ], and when r = 3 we integrate
over [0, T ]; we find that (u, p) is a strong solution to (4.1) and
(4.27) ‖u‖2L∞H2 + ‖u‖2L2H3 + ‖p‖2L∞H1 + ‖p‖2L2H2 . Z.
Now we compute p(0) and ∂tu(0). By the estimates that we already have, we find that u ∈
C([0, T ]; 0H
1(Ω) ∩ H¨2(Ω)). On the other hand, integrating (4.19) in time from 0 to T and passing
to the limit as m → ∞, we know that ρ∂2t um → ρ∂2t u in (H1T )∗ and that ‖ρ∂2t u‖(H1T )∗ . Z. It
is more natural to regard ρ∂2t u ∈ (XT )∗ since the action of ρ∂2t u is defined with test functions
in XT . However, since XT ⊂ H1T , the usual theory of Hilbert spaces provides a unique operator
E : (XT )∗ → (H1T )∗ with the property that Ef |XT = f and ‖Ef‖(H1T )∗ = ‖f‖(XT )∗ for all f ∈ (XT )
∗.
Using this E, we regard ρ∂2t u ∈ (XT )∗ as an element of (H1T )∗ in a natural way. This also implies
that ∂tu ∈ C([0, T ];L2(Ω)). Then using the first equation in (4.1) we have ∇Ap ∈ C([0, T ];L2(Ω));
using the third equation in (4.1) and the trace theorem, we have p+ ∈ C([0, T ];H1/2(Σ+)) and
then Poincare´’s inequality (Lemma A.5) implies that p+ ∈ C([0, T ];H1(Ω+)). Hence, by the trace
theorem we have p+ ∈ C([0, T ];H1/2(Σ−)). Then using the fourth equation in (4.1), we have p− ∈
C([0, T ];H1/2(Σ−)), which implies p− ∈ C([0, T ];H1(Ω−)). Hence p ∈ C([0, T ]; H¨1(Ω)). These
time continuity results allow us to evaluate (4.1) at t = 0. We first derive the equation for p(0), i.e.
(4.12). First, the Dirichlet condition for p+(0) on Σ+ and the Dirichlet jump condition for Jp(0)K
on Σ− are easily deduced from SA0,+(p+(0), u0,+)N0,+ = F 3+(0) on Σ+ and JSA0(p0, u0)KN0,− =
−F 3−(0) on Σ−, respectively. Next, to deduce the PDE for p(0) in Ω, the Neumann jump condition
on Σ− and the Neumann condition on Σb, we divide (4.1) by ρ and then multiply the resulting
identity by ∇Aϕ for any ϕ ∈ C∞(Ω) with ϕ = 0 on Σ+; since ∂tu−Ru ∈ X (t), we obtain
(4.28) (Ru+ ρ−1(∇Ap− µ∆Au− F 1),∇Aϕ)H0 = 0 for all such ϕ.
Evaluating (4.28) at t = 0, integrating by parts over Ω and then employing a density argument, we
deduce that
(4.29) (ρ−1(∇A0p(0)− F 1(0))∇A0ϕ)H0 = (divA0(R(0)u0), ϕ)
+ 〈qρ−1µ∆A0u0y · N0,−|N0,−|−1, ϕ〉+ 〈ρ−1− µ−∆A0,−u0,− · ν, ϕ〉.
This implies that p(0) is the unique weak solution to (4.12) in the sense of (3.68) and then p(0) ∈
H¨1(Ω). This allows us to define ∂tu(0) as in (4.13) so that Dtu(0) ∈ Y(0).
It remains to derive (4.14), which is the PDE satisfied by Dtu. Integrating (4.19) in time from
0 to T , sending m → ∞ and subtracting the resulting identity from the equation (4.25) with test
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function v = Rψ for any ψ ∈ XT , we find
(4.30) 〈ρ∂2t u, ψ〉∗ +
1
2
(∂tu, ψ)H1T
= 〈∂tF 1, ψ〉∗ − 〈∂tF 3, ψ〉Σ
+ (∂tJK(F
1 − ρ∂tu), ψ)H0T − (p,divA(Rψ))H0T
− 1
2
∫
Ω
µ(D∂tAu : DAψ + DAu : D∂tAψ + ∂tJKDAu : DAψ)J, for any ψ ∈ XT .
We define the functional Λ ∈ (H1T )∗ so that Λ(v) equals the difference between the left and right
hand sides of (4.30), with ψ replaced by v ∈ H1T . Then Λ = 0 on XT , by Proposition A.11 there
exists a unique q ∈ H0T so that (q,divA v)H0T = Λ(v) for all v ∈ H
1
T . A straightforward computation
shows that q = ∂tp and then
(4.31) 〈ρ∂2t u, v〉∗ +
1
2
(∂tu, v)H1T
− (∂tp,divA v)H0T = 〈∂tF
1, v〉∗ − 〈∂tF 3, v〉Σ
+ (∂tJK(F
1 − ρ∂tu), v)H0T − (p,divA(Rv))H0T
− 1
2
∫
Ω
µ(D∂tAu : DAv + DAu : D∂tAv + ∂tJKDAu : DAv)J, for any v ∈ H1T ,
and the bound for ∂tp in (4.11) holds. We replace the last two terms in (4.31) by
(4.32) − (p,divA(Rv))H0T −
1
2
∫
Ω
µ(D∂tAu : DAv + DAu : D∂tAv + ∂tJKDAu : DAv)J
= (RT∇Ap+ µ divA(RDAu+ D∂tAu), v)H0T
− 〈p+∂tN+ + µ+DA+u+∂tN+ + µ+D∂tA+u+N+, v+〉
− 〈JpK∂tN− + JµDAuK ∂tN− + JµD∂tAuKN−, v−〉.
We also replace the first two terms in (4.31) via
(4.33) 〈ρ∂2t u, v〉∗ = 〈ρ∂tDtu, v〉∗ + 〈ρR∂tu, v〉H0T + 〈ρ∂tRu, v〉H0T ,
(4.34)
1
2
(∂tu, v)H1T
=
1
2
(Dtu, v)H1T
− (µ divA(DA(Ru)), v)H0T
− (µ+DA+(R+u+)N+, v+)Σ+ − (JµDA(Ru)KN−, v−)Σ− .
We now plug (4.32)–(4.34) into (4.31) and then replace the ρ∂tu term by using the first equation
in (4.1); since Dtu = ∂tu−Ru ∈ XT , we deduce that (Dtu, ∂tp) is the weak solution of (4.14) with
the initial condition Dtu(0) ∈ Y(0) given by (4.13). 
Now we investigate the higher regularity of the strong solution obtained in Theorem 4.1. First,
we need to require the stronger assumptions on η. To this end, we define
D(η) := ‖η‖2
L2H4N+1/2
+ ‖∂tη‖2L2H4N−1/2 +
2N+1∑
j=2
‖∂jt η‖2L2H4N−2j+5/2 ,
E(η) :=
2N∑
j=0
‖∂jt η‖2L∞H4N−2j , R(η) := E(η) +D(η),
E0(η) := ‖η(0)‖2H4N + ‖∂tη(0)‖2H4N−1 +
2N∑
j=2
‖∂jt η(0)‖2H4N−2j+3/2 .
(4.35)
Note that in all these norms, the temporal interval is assumed to be [0, T ]. Throughout the rest
of Section 4.1.1 we will assume that R(η),E0(η) ≤ 1, which implies that Q(R(η)) . 1 +R(η) and
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Q(E0(η)) . 1+E0(η) for any polynomial Q. Note that K(η) ≤ E(η) ≤ R(η), where K(η) is defined
by (4.9), and also that ‖η(0)‖2
H4N−1/2
≤ E0(η).
In order to define the forcing terms and initial data for the problems that result from temporally
differentiating (4.1) several times, we define some mappings. Given F 1, F 3, v, q we define the
mappings for forcing terms
(4.36)
G1(v, q) = −µ(R+ ∂tJK)∆Av − ρ∂tRv + (∂tJK +R−RT )∇Aq
+µ divA(DA(Rv) +RDAv + D∂tAv) on Ω,
G3+(v, q) = µ+DA+(R+v+)N+ + (µ+DA+v+ − q+I)∂tN+ + µ+D∂tA+v+N+ on Σ+,
G3−(v, q) = JµDA(Rv)KN− + JµDAv − qIK∂tN− + JµD∂tAvKN− on Σ−,
and the mappings for initial data
(4.37)
G0(F 1, v, q) = ρ−1(µ∆Av −∇Aq + F 1)−Rv on Ω,
f1(F 1, v) = divA(ρ
−1F 1 −Rv) on Ω,
f2(F 3, v) = (F 3+ · N+ + µ+DA+v+N+ · N+)N+|N+|−2 on Σ+,
f3(F 3, v) = (−F 3− · N− + JµDAvKN− · N−)N−|N−|−2 on Σ−,
f4(F 3, v) =
q
ρ−1(F 1 + µ∆Av)
y · N− on Σ−,
f5(F 1, v) = ρ−1− (F
1
− + µ−∆A−v−) · ν on Σb.
In the above definitions we assume thatA, R,N , etc. are evaluated at the same time t as F 1, F 3, v, q.
We first define the forcing terms, assuming that F 1, F 3, u, p are sufficiently regular. We write
F 1,0 = F 1, F 3,0 = F 3 and define the forcing terms iteratively for j = 1, . . . , 2N ,
(4.38)
F 1,j := DtF
1,j−1 +G1(Dj−1t u, ∂
j−1
t p) on Ω,
F 3,j := DtF
3,j−1 +G3(Dj−1t u, ∂
j−1
t p) on Σ.
In order to estimate these forcing terms, we define the quantities
(4.39) F(F 1, F 3) :=
2N∑
j=0
‖∂jtF 1‖2L2H4N−2j−1 + ‖∂jtF 3‖2L2H4N−2j−1/2
+
2N−1∑
j=0
‖∂jtF 1‖2L∞H4N−2j−2 + ‖∂jtF 3‖2L∞H4N−2j−3/2 ,
(4.40) F0(F
1, F 3) :=
2N−1∑
j=0
‖∂jt F 1(0)‖2H4N−2j−2 + ‖∂jt F 3(0)‖2H4N−2j−3/2 .
We now turn to the construction of the initial data. To begin, we assume that D0t u(0) := u0 ∈
H¨4N (Ω), η0 ∈ H4N+1/2, F0(F 1, F 3) < ∞ and that ‖η0‖24N−1/2 ≤ E0(η) ≤ 1 is sufficiently small
for the hypotheses of Theorems 3.6 and 3.8 to hold when k = 4N . We will iteratively construct
Djtu(0) for j = 0, . . . , 2N and ∂
j
t p(0) for j = 0, . . . , 2N − 1 by solving various PDEs with forcing
terms given by the terms in (4.37). In order to estimate the resulting data, we need estimates for
the forcing terms (4.37) in terms of F i,v and q. Such estimates may be found in Lemmas 4.4–4.6
of [13] since the terms in (4.38) have the same structure as those estimated in [13]. For the sake of
brevity we will not record versions of these results here, and we will take them for granted in the
following discussion.
To begin the iterative construction, we first solve for all but the highest order data. For j = 0
we write F 1,0(0) = F 1(0) ∈ H¨4N−2, F 3,0(0) = F 3(0) ∈ H¨4N−3/2, and D0t u(0) = u0 ∈ H¨4N .
Suppose now that F 1,ℓ ∈ H¨4N−2ℓ−2, F 3,ℓ ∈ H¨4N−2ℓ−3/2, and Dℓtu(0) ∈ H¨4N−2ℓ are given for
0 ≤ ℓ ≤ j ∈ [0, 2N − 2]; we will define ∂jt p(0) ∈ H¨4N−2j−1 as well as Dj+1t u(0) ∈ H¨4N−2j−2,
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F 1,j+1(0) ∈ H¨4N−2j−4, and F 3,j+1(0) ∈ H¨4N−2j−7/2, which allows us to define all but the highest
order data via iteration. We define ∂jt p(0) as the strong solution to (3.62) with
f1 = f1(F 1,j(0),Djtu(0)), f
2 = f2(F 3,j(0),Djtu(0)), f
3 = f3(F 3,j(0),Djtu(0)),
f4 = f4(F 3,j(0),Djtu(0)) and f
5 = f5(F 1,j(0),Djtu(0)).
(4.41)
Then we define Dj+1t u(0) = G
0(F 1,j(0),Djtu(0), ∂
j
t p(0)).
By construction, the initial data Djtu(0) and ∂
j
t p(0) are determined in terms of u0 as well as
∂ℓtF
1(0) and ∂ℓtF
3(0) for ℓ = 0, . . . , 2N − 1. In order to use these in Theorem 4.1 and to construct
D2Nt u(0) and ∂
2N−1
t p(0), we must enforce compatibility conditions for j = 0, . . . , 2N − 1. For such
j, we say that the jth compatibility condition is satisfied if
(4.42)

Djtu(0) ∈ H¨2(Ω) ∩ X (0)
Π0,+(F
3,j
+ (0) + µ+DA0,+D
j
tu+(0)N0,+) = 0 on Σ+
Π0,−(F
3,j
− (0)−
r
µDA0D
j
tu(0)
z
N0,−) = 0 on Σ−.
Note that the construction of Djtu(0) and ∂
j
t p(0) ensures that D
j
tu(0) ∈ H¨2(Ω) and also that
divA0(D
j
tu(0)) = 0, so the condition D
j
tu(0) ∈ X (0) ∩ H¨2(Ω) may be reduced to the conditions
(4.43) Djtu(0)|Σb = 0 and
r
Djtu(0)
z∣∣∣
Σ−
= 0.
It remains only to define ∂2N−1t p(0) ∈ H1 and D2Nt u(0) ∈ H0. According to the j = 2N − 1
compatibility condition (4.42), divA0 D
2N−1
t u(0) = 0, which allows us to define ∂
2N−1
t p(0) ∈ H¨1 as
a solution to (3.62) in the weak sense of (3.68). Then we define
(4.44) D2Nt u(0) = G
0(F 1,2N−1(0),D2N−1t u(0), ∂
2N−1
t p(0)) ∈ L2(Ω).
In fact, the construction of ∂2N−1t p(0) guarantees that D
2N
t u(0) ∈ Y(0). This construction, together
with the estimates from [13] mentioned above, ensure that
(4.45)
2N∑
j=0
(
‖∂jt u(0)‖24N−2j + ‖Djtu(0)‖24N−2j
)
+
2N−1∑
j=0
‖∂jt p(0)‖24N−2j−1
. (1 + E0(η))(‖u0‖24N + F0(F 1, F 3)),
where F0 is defined by (4.40).
To state our result on higher regularity of solutions to (4.1), we also define the quantities
D(u, p) :=
2N+1∑
j=0
‖∂jt u‖2L2H4N−2j+1 +
2N∑
j=0
‖∂jt p‖2L2H4N−2j ,
E(u, p) :=
2N∑
j=0
‖∂jt u‖2L∞H4N−2j +
2N−1∑
j=0
‖∂jt p‖2L∞H4N−2j−1 ,
R(u, p) := E(u, p) +D(u, p)
E0(u, p) :=
2N∑
j=0
‖∂jt u(0)‖24N−2j +
2N−1∑
j=0
‖∂jt p(0)‖24N−2j−1.
(4.46)
We now present our higher regularity result.
Theorem 4.2. Suppose that u0 ∈ H¨4N (Ω), η0 ∈ H4N+1/2(Σ), F(F 1, F 3) <∞, and that R(η) ≤ 1
is sufficiently small so that K(η), defined by (4.9), satisfies the hypotheses of Theorem 4.1 and
Theorem 3.8. Let Djtu(0) ∈ H¨4N−2j(Ω) and ∂jt p(0) ∈ H¨4N−2j−1(Ω) for j = 0, . . . , 2N − 1 along
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with D2Nt u(0) ∈ Y(0) all be determined as above in terms of u0 and ∂jtF 1(0), ∂jt F 3(0) for j =
0, . . . , 2N − 1. Suppose that for j = 0, . . . , 2N − 1, the initial data satisfy the jth compatibility
condition (4.42). Then there exists a unique strong solution (u, p) to (4.1) so that
(4.47)
∂jt u ∈ C([0, T ]; 0H1(Ω) ∩ H¨4N−2j(Ω)) ∩ L2(0, T ; H¨4N−2j+1(Ω)) for j = 0, . . . , 2N,
∂jt p ∈ C([0, T ]; H¨4N−2j−1(Ω)) ∩ L2(0, T ; H¨4N−2j(Ω)) for j = 0, . . . , 2N − 1,
ρ∂2N+1t u ∈ (H1T )∗, and ∂2Nt p ∈ L2(0, T ;L2(Ω)).
The solution satisfies the estimate
E(u, p) +D(u, p) . (1 + E0(η) +R(η)) exp(C(1 + E(η))T )
× (‖u0‖24N + F0(F 1, F 3) + F(F 1, F 3)) ,(4.48)
where F0 is defined by (4.40). Moreover, the pair (D
j
tu, ∂
j
t p) satisfy
(4.49)

ρ∂t(D
j
tu)− µ∆A(Djtu) +∇A(∂jt p) = F 1,j in Ω
divA(D
j
tu) = 0 in Ω
SA+(∂
j
t p+,D
j
tu+)N+ = F 3,j+ on Σ+JDtuK = 0,
r
SA(∂
j
t p,D
j
tu)
z
N− = −F 3,j− on Σ−
Djtu− = 0 on Σb
in the strong sense with initial data (Djtu(0), ∂
j
t p(0)) for j = 0, . . . , 2N − 1, and in the weak sense
of (4.4) with initial data D2Nt u(0) ∈ Y(0) for j = 2N .
Proof. The proof of Theorem 4.7 of [13] works in our present case as well. We will only provide
a brief sketch of the idea of the proof. For full details we refer to [13]. The estimates in Lemma
4.4 of [13] provide control of the forcing terms F 1,j , F 3,j in terms of F 1, F 3, η, u, p. The estimate
(4.45) gives control of the initial data. These and the jth compatibility condition (4.42) for j =
0, . . . , 2N−1 then allow us to iteratively apply Theorem 4.1 and Theorem 3.6 to find that (Djtu, ∂jt p)
solve (4.49) and satisfy the estimates (4.48). 
4.1.2. Transport problem. We now need to solve for η, given u. We do so via the the transport
problem
(4.50)
{
∂tη + u1∂1η + u2∂2η = u3 in T
2
η(0) = η0.
We solve for η± on Σ± using (4.50) at the same time since they are the same type of equation.
To state the result, we define
(4.51) R2N (u) =
2N∑
j=0
(‖∂jt u‖2L2H4N−2j+1 + ‖∂jt u‖2L∞H4N−2j ).
We assume that u satisfies R2N (u) ≤ 1 and achieves the initial data ∂jt u(0) for j = 0, . . . , 2N .
Given η0, we define the initial data ∂
j
t η(0) iteratively by using (4.50):
(4.52) ∂j+1t η(0) :=
j∑
l=0
C lj∂
j−l
t u(0) · ∂ltN (0) for j = 0, . . . , 2N − 1,
where C lj > 0 are constants from applying the Leibniz rule. We also define the quantities
(4.53) F(η) := ‖η‖2
L∞H4N+1/2
and F0(η) := ‖η0‖24N+1/2,
(4.54) E0(u, η) = ‖u0‖24N + ‖η0‖24N .
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Theorem 4.3. Let u be as above and suppose that η0 satisfies E0(η) ≤ 1 and F0(η) < ∞. Then
the problem (4.50) admits a unique solution η that satisfies R(η) + F(η) < ∞ and achieves the
initial data ∂jt η(0) for j = 0, . . . , 2N . Moreover, there exists 0 < T0 ≤ 1, depending on N , so that
if 0 < T ≤ min{T0, 1/F0}, then we have the estimates
F(η) . F0(η) + TR2N (u),(4.55)
E(η) . E0(u, η) + TR2N (u),(4.56)
D(η) . E0(u, η) + TF0(η) +R2N (u).(4.57)
Proof. This is Theorem 5.4 of [13]. 
4.2. Local well-posedness. In Section 4.2 we will apply the linear theory for the problems (4.1)
and (4.50) established in Section 4.1 to solve the nonlinear problem (1.24). In this situation, the
forcing terms F 1, F 3 in (4.1) are given in terms of u, η by
(4.58) F 1(u, η) = ρW∂3u− ρu · ∇Au, F 3+(η) = ρ+gη+N+, and F 3−(η) = − JρK gη−N−.
Due to this dependence, we must estimate F 1, F 3 in terms of u, η in the following lemma.
Lemma 4.4. Let F be given by (4.39). Suppose that R(η) ≤ 1 and R2N (u) <∞, then we have
(4.59) F(F 1(u, η), F 3(η)) . [1 + T +R(η)]E(η) +R(η)R2N (u) + (R2N (u))
2.
Proof. This is Lemma 5.1 of [13]. 
Now we turn to the issue of initial data. Since for the full nonlinear problem the functions η, u, p
are unknown and their evolutions are coupled to each other, we must revise the construction of
initial data presented in Section 4.1 to include this coupling, assuming only that u0, η0 are given.
This will also reveal the compatibility conditions that must be satisfied by u0 and η0 in order to
solve the nonlinear problem (1.24).
Assume that u0, η0 satisfy F0(η) < ∞ and that ‖η0‖4N−1/2 ≤ E0(u, η) ≤ 1 is sufficiently small
for the hypothesis of Theorem 3.8 to hold when k = 4N . As in Section 4.1, we may iteratively
construct the high-order initial data starting from the low-order data, but now we must also define
∂jt η(0) in each step as in (4.52). The details of the construction may be carried out exactly as in
Section 5.2 of [13] because the structure of the forcing terms is the same as there, and hence we
may use the estimates in Lemma 5.2 of [13] in the present case. We record the construction of the
data, along with corresponding estimates in the following Lemma.
Lemma 4.5. Suppose that u0, η0 satisfy F0(η) < ∞ and that E0(u, η) ≤ 1 is sufficiently small for
the hypothesis of Theorem 3.8 to hold when k = 4N . Then there exist initial data ∂jt u(0), ∂
j
t η(0)
for j = 0, . . . , 2N and ∂jt p(0) for j = 0, . . . , 2N − 1 that solve the appropriate PDEs at time t = 0
and that obey the estimates
(4.60) E0(u, η) ≤ E0(u, p) + E0(η) . E0(u, η).
Proof. This may be proved as in Proposition 5.3 of [13]. 
Now we describe the compatibility conditions between η0 and u0 that are required to solve
the problem (1.24). Let ∂jt p(0), F
1,j(0), F 3,j(0) for j = 0, . . . , 2N − 1 and ∂jt u(0), ∂jt η(0) for j =
0, . . . , 2N be constructed in terms of u0, η0 as above. We say that u0, η0 satisfy the (2N)
th order
compatibility conditions if for j = 0, . . . , 2N − 1
(4.61)

Djtu(0) ∈ X (0) ∩ H¨2(Ω)
Π0,+(F
3,j
+ (0) + µ+DA0,+D
j
tu+(0)N0,+) = 0 on Σ+
Π0,−(F
3,j
− (0) − JµDA0Djtu(0)KN0,−) = 0 on Σ−.
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Remark 4.6. If u0, η0 satisfy (4.61), then the j
th order compatibility condition (4.42) is satisfied
for j = 0, . . . , 2N − 1.
The local well-posedness of the problem (1.24), stated in Theorem 2.1, follows directly from the
following theorem by changing notations.
Theorem 4.7. Assume that u0, η0 satisfy E0(u, η),F0(η) < ∞ and satisfy the (2N)th order com-
patibility conditions (4.61). Then there exists T0 > 0 and δ0 such that if E0(u, η) ≤ δ0 and
0 < T ≤ T0min{1, 1/F0(η)}, then there is a unique solution (u, p, η) to the problem (1.24) on
[0, T ] so that
(4.62) R(η) +R(u, p) ≤ C(E0(u, η) + TF0(η)) and F(η) ≤ C(F0(η) + E0(u, η) + TF0(η))
for a universal constant C > 0. Moreover, η is such that the mapping Θ(·, t), defined by (1.20), is
a C4N−2 diffeomorphism for each t ∈ [0, T ] when restricted to Ω±.
Proof. This is Theorem 6.3 of [13] with minor modifications, so we only sketch the proof. To begin
with, suppose that E0(u, η) ≤ δ0 ≤ 1 is sufficiently small so that the hypothesis of Lemma 4.5 is
satisfied, and hence
(4.63) E0(u, p) + E0(η) . E0(u, η) . δ0.
Then by Lemma 5.2 of [13], we have
F0(F
1, F 3) . E0(u, p) + E0(η) . E0(u, η) . δ0.(4.64)
We will use an iteration method to construct a sequence of approximate solutions as follows.
First, we use Lemma 5.5 of [13] to extend the initial data ∂jt u(0) to be a time-dependent function
u0 satisfying ∂jt u
0(0) = ∂jtu(0) and the following estimate
(4.65) R2N (u
0) . E0(u, 0) . δ0.
Then we use Theorem 4.3 to define η0 as the solution to (4.50) with this u0 replacing u, which
satisfies ∂jt η
0(0) = ∂jt η(0) as well as for some small T the following estimates
F(η0) . F0(η) + TR2N (u0),(4.66)
E(η0) . E0(u, η) + TR2N (u0),(4.67)
D(η0) . E0(u, η) + TF0(η) +R2N (u0).(4.68)
Next, as in Theorem 6.1 of [13], we may use Theorem 4.2 and Theorem 4.3 to iteratively construct
an infinite sequence {(um, pm, ηm)}∞m=1 satisfying
(4.69)

ρ∂tu
m+1 − µ∆Amum+1 +∇Ampm+1 = ρWm∂3um − ρum · ∇Amum in Ω
divAm u
m+1 = 0 in Ω
SAm
+
(pm+1+ , u
m+1
+ )Nm+ = ρ+gη+Nm+ on Σ+q
um+1
y
= 0,
q
SAm(p
m+1, um+1)
yNm− = JρK gηm−Nm− on Σ−
um+1− = 0 on Σb
where Wm =W (ηm),Am = A(ηm),Nm = N (ηm), and
(4.70) ∂tη
m+1 = um+1 · Nm+1 on Σ,
with ∂jt u
m(0) = ∂jt u(0) and ∂
j
t η
m(0) = ∂jt η(0) for j = 0, . . . , 2N , while ∂
j
t p
m(0) = ∂jt p(0) for
j = 0, . . . , 2N − 1. Moreover, the following uniform estimates hold
(4.71) R(ηm) +R(um, pm) ≤ C(E0(u, η) + TF0(η)) and F(ηm) ≤ C(F0(η) + E0(u, η) + TF0(η)).
THE VISCOUS SURFACE-INTERNAL WAVE PROBLEM 33
Now in order to pass to the limit in (4.69) as well as (4.70), we argue as in Theorems 6.2 and
6.3 of [13] to show that the sequence {(um, pm, ηm)}∞m=1 is contractive in the following sense
(4.72)
N(um+2 − um+1, pm+2 − pm+1, T ) ≤ 1
2
N(um+1 − um, pm+1 − pm, T )
M(ηm+1 − ηm, T ) ≤ 2N(um+1 − um, pm+1 − pm, T )
for some small T , where the quantities N,M are defined by
(4.73)
N(v, q, T ) = ‖v‖2L∞H2 + ‖v‖2L2H3 + ‖∂tv‖2L2H0 + ‖∂tv‖2L2H1 + ‖q‖2L∞H1 + ‖q‖2L2H2 ,
M(ζ, T ) = ‖ζ‖2
L∞H5/2
+ ‖∂tζ‖2L2H3/2 + ‖∂2t ζ‖2L2H1/2 .
The estimates (4.72) imply that the sequence {(um, pm)}∞m=1 contracts in the space whose square-
norm is given by by N. Then {ηm}∞m=1 is Cauchy in the space defined by M. On the other hand,
the uniform estimates (4.71) give weak convergence of the sequence in higher regularity spaces. We
may then combine the strong and weak convergence results with an interpolation argument (for
details see Theorem 6.3 of [13]) to deduce that the sequence converges in a high enough regularity
space (but not as high as in the bounds (4.71)) for us to pass to the limit in the equations (4.69),
(4.70) for each t ∈ [0, T ], to find that the limit (u, p, η) is the unique strong solution to the problem
(1.24) on [0, T ]. Moreover, the bound (4.62) follows from (4.71) by weak lower semicontinuity. The
fact that the mapping Θ(·, t) is a C4N−2 diffeomorphism for each t ∈ [0, T ] when restricted to Ω±
follows from directly from the smallness of R(η) and the Sobolev embedding theorem. 
4.3. Global well-posedness and decay. We now turn to the global-in-time and decay results
of Theorem 2.1. As such, we assume throughout Section 4.3 that JρK < 0 and that η0 satisfies the
zero-average condition (1.9).
4.3.1. Notation and definitions. We shall first borrow from [14, 15] for our notational convention
for derivatives. When using space-time differential multi-indices, we will write N1+m = {α =
(α0, α1, . . . , αm)} to emphasize that the 0−index term is related to temporal derivatives. For just
spatial derivatives we write Nm. For α ∈ N1+m we write ∂α = ∂α0t ∂α11 · · · ∂αmm . We define the
parabolic counting of such multi-indices by writing |α| = 2α0 + α1 + · · · + αm. We will also write
∇∗f for the horizontal gradient of f , i.e. ∇∗f = ∂1fe1+ ∂2fe2, while ∇f will denote the usual full
gradient.
For a given norm ‖ · ‖ and an integer k ≥ 0, we introduce the following notation for sums of
spatial derivatives:
(4.74) ‖∇k∗f‖2 :=
∑
α∈N2
|α|≤k
‖∂αf‖2 and ‖∇kf‖2 :=
∑
α∈N3
|α|≤k
‖∂αf‖2.
The convention we adopt in this notation is that ∇∗ refers to only “horizontal” spatial derivatives,
while ∇ refers to full spatial derivatives. For space-time derivatives we add bars to our notation:
(4.75) ‖∇¯k∗f‖2 :=
∑
α∈N1+2
|α|≤k
‖∂αf‖2 and ‖∇¯kf‖2 :=
∑
α∈N1+3
|α|≤k
‖∂αf‖2.
We allow for composition of derivatives in this counting scheme in a natural way; for example,∥∥∇∗∇k∗f∥∥ = ∥∥∇k∗∇∗f∥∥ = ∥∥∇k+1∗ f∥∥.
We will consider energies and dissipates at both the N +2 and 2N levels. To define both at once
we consider a generic integer n ≥ 3. We define the energy as
(4.76) En =
n∑
j=0
(
‖∂jt u‖22n−2j + ‖∂jt η‖22n−2j
)
+
n−1∑
j=0
‖∂jt p‖22n−2j−1
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and the corresponding dissipation as
(4.77) Dn =
n∑
j=0
‖∂jt u‖22n−2j+1 +
n−1∑
j=0
‖∂jt p‖22n−2j + ‖η‖22n−1/2 + ‖∂tη‖22n−1/2 +
n+1∑
j=2
‖∂jt η‖22n−2j+5/2.
Now we define the “horizontal” energies and dissipations with localization. To compactify nota-
tion, we define
(4.78) ρ˜ =
{
ρ+ on Σ+
− JρK on Σ−
and note that since JρK < 0, we have that ρ˜ > 0 on Σ±. We define the energy involving only
temporal derivatives by
(4.79) E¯0n =
n∑
j=0
(
‖
√
ρJ∂jtu‖20 + g‖
√
ρ˜∂jt η‖20
)
and D¯0 =
n∑
j=0
‖√µD∂jtu‖20.
Remark 4.8. Using Lemma A.1 and the usual Sobolev embeddings, one may readily show that if
‖η‖5/2 is small enough, then ‖J − 1‖L∞ ≤ 1/2 and
(4.80)
1
2
n∑
j=0
‖√ρ∂jtu‖20 ≤
n∑
j=0
‖
√
ρJ∂jt u‖20 ≤
3
2
n∑
j=0
‖√ρ∂jt u‖20.
To define the energies and dissipations localized away from lower boundary Σb, we first construct
a cut-off function χ. Let b− = infT2 b > 0 and then choose χ ∈ C∞c (R) so that
(4.81) supp(χ) ⊂ [−3b−/4, 2] and χ(x3) = 1 for x3 ∈ [−b−/2, 3/2].
We then define
(4.82) E¯+n = ‖
√
ρ∇¯2n−1∗ (χu)‖20 + ‖
√
ρ∇∗∇¯2n−1∗ (χu)‖20 + g‖
√
ρ˜∇¯2n−1∗ η‖20 + g‖
√
ρ˜∇∗∇¯2n−1∗ η‖20
and
(4.83) D¯+n = ‖
√
µ∇¯2n−1∗ D(χu)‖20 + ‖
√
µ∇∗∇¯2n−1∗ D(χu)‖20.
We also define
(4.84) E¯n = E¯0n + E¯+n and D¯n = D¯0n + D¯+n .
Remark 4.9. Note that we only consider the energy evolution of localized terms (and their hori-
zontal space-time derivatives) away from Σb. The method employed in [15] involves another energy
and dissipation pair for terms localized near Σb. Here, our modification of the method of [15] frees
us from the need to introduce such a lower localization.
We also define a specialized energy norm by
(4.85) K := ‖∇u‖2L∞ + ‖∇2u‖2L∞ +
2∑
i=1
‖Dui‖2H2(Σ).
Note that K . EN+2.
Finally, to do the a priori estimates, we shall assume that a solution is given on the interval
[0, T ], that G2N (T ) ≤ δ for some sufficiently small δ (in particular, small enough for the estimate
of Remark 4.8 to hold), and that η satisfies the zero-average condition (1.10), which allows us to
use Poincare´’s inequality on T2.
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4.3.2. Energy evolution in the geometric form. To derive the energy evolution of the pure temporal
derivatives we shall use the following linear geometric formulation. Suppose that η, u (and hence
A, etc) are known, satisfying (1.24). We then consider the linear equation for the unknowns ζ, v, q
given by
(4.86)

ρ∂tv − ρW∂3v + ρu · ∇Av + divA SA(q, v) = F 1 in Ω
divA v = F
2 in Ω
SA(q+, v+)N+ = ρ+gζ+N+ + F 3+ on Σ+JvK = 0, JSA(q, v)KN− = JρK gζ−N− − F 3− on Σ−
∂tζ = v · N + F 4 on Σ
v = 0 on Σb.
We have the following natural energy identity for the system (4.86).
Lemma 4.10. Suppose that u, η are given solutions to (1.24) and suppose that ζ, v, q solve (4.86).
Then
(4.87)
d
dt
(
1
2
∫
Ω
ρJ |v|2 + 1
2
∫
Σ+
ρ+g|ζ+|2 + 1
2
∫
Σ−
− JρK g|ζ−|2
)
+
1
2
∫
Ω
µJ |DAv|2
=
∫
Ω
J(v · F 1 + qF 2) +
∫
Σ+
(−v+ · F 3+ + ρ+gζ+F 4+) +
∫
Σ−
(−v · F 3− − JρK gζ−F 4−).
Proof. The equality (4.87) may be derived as in Lemma 2.1 of [15] by taking the dot product of
(4.86) with Jv and integrating by parts. 
In order to utilize (4.87) we apply the temporal differential operator ∂lt to (1.24), the resulting
equations are (4.86) for ζ = ∂ltη, v = ∂
l
tu and q = ∂
l
tp, where
F 1i =
∑
0<m<l
Cml ρ∂
m
t W∂
l−m
t ∂3ui +
∑
0<m≤l
Cml ∂
l−m
t ∂tΘ
3∂mt K∂3ui
−
∑
0<m≤l
Cml (ρ∂
m
t (ujAjk)∂l−mt ∂kui + ∂mt Aik∂l−mt ∂kp)
+
∑
0<m≤l
Cml µ∂
m
t Ajk∂l−mt ∂k(Ais∂suj +Ajs∂sui)
+
∑
0<m<l
Cml Ajk∂k(∂mt Ais∂l−mt ∂suj + ∂mt Ajs∂l−mt ∂sui)
+ ∂lt∂tΘ
3K∂3ui +Ajk∂k(∂ltAis∂suj + ∂ltAjs∂sui),
(4.88)
(4.89) F 2 = −
∑
0<m<l
Cml ∂
m
t Aij∂l−mt ∂jui − ∂ltAij∂jui,
F 3+ =
∑
0<m≤l
Cml ∂
m
t Dη+(∂
l−m
t η+ − ∂l−mt p+)
−
∑
0<m≤l
Cml µ+
(
∂mt (Nj,+Ais,+)∂l−mt ∂suj,+ + ∂mt (Nj,+Ajs,+)∂l−mt ∂sui,+
)
,
(4.90)
F 3− = −
∑
0<m≤l
Cml ∂
m
t Dη−(∂
l−m
t η− − ∂l−mt JpK)
−
∑
0<m≤l
Cml
(
∂mt (Nj,−Ais)Jµ∂l−mt ∂sujK + ∂mt (Nj,−Ajs)Jµ∂l−mt ∂suiK
)
,
(4.91)
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(4.92) F 4 =
∑
0<m≤l
Cml ∂
m
t Dη · ∂l−mt u,
where in each of these equalities, the terms Cml are positive constants that result from applying
the Leibniz rule.
We present the estimates of these nonlinear perturbation terms F 1, F 2, F 3 and F 4 in the following
lemma, at both 2N and N + 2 levels.
Lemma 4.11. Let the F i be given as above. Then the following estimates hold.
(1) For 0 ≤ l ≤ 2N , we have
(4.93) ‖F 1‖20 + ‖∂t(JF 2)‖20 + ‖F 3‖20 + ‖F 4‖20 . E2ND2N .
(2) For 0 ≤ l ≤ N + 2, we have
(4.94) ‖F 1‖20 + ‖∂t(JF 2)‖20 + ‖F 3‖20 + ‖F 4‖20 . E2NDN+2,
and also if N ≥ 3, then there exists a θ > 0 so that
(4.95) ‖F 2‖20 . Eθ2NEN+2.
Proof. Since our perturbations F 1, F 2, F 3, F 4 have the same structure as those of [15], these esti-
mates (4.93)–(4.95) are recorded in Theorems 4.1–4.2 of [15]. 
We now use these estimates to estimate the evolution of E¯02N .
Proposition 4.12. It holds that
(4.96) E¯02N (t) +
∫ t
0
D¯02N . E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2ND2N .
Proof. The proof follows that of Proposition 4.3 of [15]. We apply ∂lt, l = 0, 1, . . . , 2N to (1.24),
then v = ∂ltu, q = ∂
l
tp and ζ = ∂
l
tη solve (4.86) where F
1, F 2, F 3, F 4 are given by (4.88)–(4.92).
Applying Lemma 4.10 to these functions and then integrating in time for 0 to T , we have
(4.97)
1
2
∫
Ω
ρJ |∂ltu(t)|2 +
1
2
∫
Σ+
ρ+g|∂ltη+(t)|2 +
1
2
∫
Σ−
− JρK g|∂ltη−(t)|2 + 12
∫ t
0
∫
Ω
µJ |DA∂ltu|2
=
1
2
∫
Ω
ρJ |∂ltu(0)|2 +
1
2
∫
Σ+
ρ+g|∂ltη+(0)|2 +
1
2
∫
Σ−
− JρK g|∂ltη−(0)|2
+
∫ t
0
∫
Ω
J(∂ltu · F 1 + ∂ltpF 2)
+
∫ t
0
∫
Σ+
(−∂ltu+ · F 3+ + ρ+g∂ltη+F 4+) +
∫ t
0
∫
Σ−
(−∂ltu · F 3− − JρK g∂ltη−F 4−).
We now estimate the right hand side of (4.97). We first estimate the three terms involves
F 1, F 3, F 4. For the F 1 term, by (4.93), we have
(4.98)
∫ t
0
∫
Ω
J∂ltu · F 1 ≤
∫ t
0
‖∂ltu‖0‖J‖L∞‖F 1‖0 .
∫ t
0
√
E2ND2N .
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For the F 3 and F 4 terms, by (4.93) and the trace theorem, we have
(4.99)
∫ t
0
∫
Σ+
(−∂ltu+ · F 3+ + ρ+g∂ltη+F 4+) +
∫ t
0
∫
Σ−
(−∂ltu · F 3− − JρK g∂ltη−F 4−)
≤
∫ t
0
‖∂ltu‖L2(Σ)‖F 3‖0 + ‖∂ltη‖0‖F 4‖0
.
∫ t
0
(‖∂ltu‖1 + ‖∂ltη‖0)
√
E2ND2N .
∫ t
0
√
E2ND2N .
Next, we estimate for the F 2 term. Notice that we can not control ∂2Nt p by D2N , hence we need
to integrate by parts in time to find
(4.100)
∫ t
0
∫
Ω
J∂ltpF
2 = −
∫ t
0
∫
Ω
∂l−1t p∂t(JF
2) +
∫
Ω
(∂l−1t pJF
2)(t)−
∫
Ω
(∂l−1t pJF
2)(0).
Then by (4.93), we may estimate
(4.101) −
∫ t
0
∫
Ω
∂l−1t p∂t(JF
2) ≤
∫ t
0
‖∂l−1t p‖0‖∂t(JF 2)‖0 .
∫ t
0
√
E2ND2N .
Also, it is easy to deduce that
(4.102)
∫
Ω
(∂l−1t pJF
2)(t)−
∫
Ω
(∂l−1t pJF
2)(0) . E2N (0) + (E2N (t))3/2.
Hence, we have
(4.103)
∫ t
0
∫
Ω
J∂ltpF
2 . E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2ND2N .
Now by (4.98), (4.99) and (4.102), we deduce from (4.97) that
(4.104)
1
2
∫
Ω
ρJ |∂ltu(t)|2 +
1
2
∫
Σ+
ρ+g|∂ltη+(t)|2 +
1
2
∫
Σ−
− JρK g|∂ltη−(t)|2 + 12
∫ t
0
∫
Ω
µJ |DA∂ltu|2
. E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2ND2N .
Finally, it remains to estimate the left hand side of (4.104). For this we write
(4.105) J |DA∂ltu|2 = |D∂ltu|2 + (J − 1)|D∂ltu|2 + J(DA∂ltu+ D∂ltu) : (DA∂ltu− D∂ltu).
For the last term in the above, since
(4.106) DA∂
l
tu± D∂ltu = (Aik ± δik)∂k∂ltuj + (Ajk ± δjk)∂k∂ltui,
we have
(4.107)
∫
Ω
J(DA∂
l
tu+ D∂
l
tu) : (DA∂
l
tu− D∂ltu) .
√
E2ND2N .
On the other hand, we easily have
(4.108)
∫
Ω
(J − 1)|D∂ltu|2 .
√
E2ND2N .
Hence, by (4.105), (4.107) and (4.108), we obtain from (4.104) that
(4.109)
1
2
∫
Ω
ρJ |∂ltu(t)|2 +
1
2
∫
Σ+
ρ+g|∂ltη+(t)|2 +
1
2
∫
Σ−
− JρK g|∂ltη−(t)|2 + 12
∫ t
0
∫
Ω
µ|D∂ltu|2
. E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2ND2N
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for 0 ≤ l ≤ 2n. Summing the above over 0 ≤ l ≤ 2N gives (4.96). 
We now record a similar result at the N + 2 level.
Proposition 4.13. Let F 2 be given by (4.89) with l = N + 2. Then
(4.110)
d
dt
(
E¯0N+2 −
∫
Ω
J∂N+1t pF
2
)
+ D¯0N+2 .
√
E2NDN+2.
Proof. Now we follow the proof of Proposition 4.4 of [15]. We again apply ∂lt, l = 0, 1, . . . , N +2 to
(1.24), then v = ∂ltu, q = ∂
l
tp and ζ = ∂
l
tη solve (4.86) with F
1, F 2, F 3, F 4 given by (4.88)–(4.92).
Applying Lemma 4.10 directly to these functions, we have
(4.111)
d
dt
(
1
2
∫
Ω
ρJ |∂ltu|2 +
1
2
∫
Σ+
ρ+g|∂ltη+|2 +
1
2
∫
Σ−
− JρK g|∂ltη−|2
)
+
1
2
∫
Ω
µJ |DA∂ltu|2
=
∫
Ω
J(∂ltu · F 1 + ∂ltpF 2)
+
∫
Σ+
(−∂ltu+ · F 3+ + ρ+g∂ltη+F 4+) +
∫
Σ−
(−∂ltu · F 3− − JρK g∂ltη−F 4−).
We now estimate the right hand side of (4.111). We first estimate the three terms involves
F 1, F 3, F 4. For the F 1 term, by (4.94), we have
(4.112)
∫
Ω
J∂ltu · F 1 ≤ ‖∂ltu‖0‖J‖L∞‖F 1‖0 .
√
E2NDN+2.
For the F 3 and F 4 terms, by (4.94) and the trace theorem, we have
(4.113)
∫
Σ+
(−∂ltu+ · F 3+ + ρ+g∂ltη+F 4+) +
∫
Σ−
(−∂ltu · F 3− − JρK g∂ltη−F 4−)
≤ ‖∂ltu‖L2(Σ)‖F 3‖0 + ‖∂ltη‖0‖F 4‖0
. (‖∂ltu‖1 + ‖∂ltη‖0)
√
E2NDN+2 .
√
E2NDN+2.
Next, we estimate for the F 2 term. Notice again that we can not control ∂N+2t p by DN+2, hence
we need to integrate by parts in time to find
(4.114)
∫
Ω
J∂N+2t pF
2 = −
∫
Ω
∂N+1t p∂t(JF
2) +
d
dt
∫
Ω
∂N+1t pJF
2.
Then by (4.94), we may estimate
(4.115) −
∫
Ω
∂N+1t p∂t(JF
2) ≤ ‖∂N+1t p‖0‖∂tJF 2‖0 .
√
E2NDN+2.
Hence, we have
(4.116)
∫
Ω
J∂N+2t pF
2 ≤ d
dt
∫
Ω
∂N+1t pJF
2 +C
√
E2NDN+2.
Note that when l ≤ N + 1, we do not need the integration by parts to know this term can be
bounded by the right hand side of (4.110). Now by (4.112), (4.113) and (4.116), we deduce from
(4.111) that
(4.117)
d
dt
(
1
2
∫
Ω
ρJ |∂ltu|2 −
∫
Ω
∂l−1t pJF
2 +
1
2
∫
Σ+
ρ+g|∂ltη+|2 +
1
2
∫
Σ−
− JρK g|∂ltη−|2
)
+
1
2
∫
Ω
µJ |DA∂ltu|2 .
√
E2NDN+2
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for 0 ≤ l ≤ N + 2. Furthermore, we may argue as in Proposition 4.12 to replace 12
∫
Ω µJ |DA∂ltu|2
by 12
∫
Ω µ|D∂ltu|2 in the last equation. Summing the above over 0 ≤ l ≤ N + 2 gives (4.110). 
4.3.3. Energy evolution in the perturbed form. In Section 4.3.3 we shall derive the localized energy
evolution of the horizontal derivatives by using the following linear perturbed form for ζ, v, q.
(4.118)

ρ∂tv − µ∆v +∇q = Φ1 in Ω
div v = Φ2 in ΩJq+I − µ+D(v+)Ke3 = ρ+gζ+e3 +Φ3+ on Σ+JvK = 0, JqI − µD(v)Ke3 = JρK gζ−e3 − Φ3− on Σ−
∂tζ − v3 = Φ4 on Σ
v = 0 on Σb.
We have the following natural energy identity for the system (4.118).
Lemma 4.14. Suppose that ζ, v, q solve (4.118), then
(4.119)
d
dt
(
1
2
∫
Ω
ρ|v|2 + 1
2
∫
Σ+
ρ+g|ζ+|2 + 1
2
∫
Σ−
− JρK g|ζ−|2
)
+
1
2
∫
Ω
µ|Dv|2
=
∫
Ω
v · Φ1 + qΦ2 +
∫
Σ+
−v+ · Φ3+ + ρ+gζ+Φ4+ +
∫
Σ−
−v · Φ3− − JρK gζ−Φ4−.
Proof. The identity (4.14) may be derived as in Lemma 2.2 of [15] by taking the dot product with
v and integrating by parts. 
In order to utilize (4.119), we want to apply the mixed time-horizontal differential operator ∂α
to (1.25), with α ∈ N1+2 so that α0 ≤ 2N − 1 and |α| ≤ 4N . However, the lower boundary Σb may
not be flat, so we are not free to apply such derivatives to (1.25). The idea then is to localize away
from the lower boundary. For this, we will use the cutoff function χ defined at the beginning of the
section, satisfying (4.81).
Multiplying the equations (1.25) by χ, which satisfies (4.81), we find that (χu, χp, η) solve the
problem
(4.120)

ρ∂t(χu)− µ∆(χu) +∇(χp) = χG1 +H1 in Ω
div(χu) = χG2 +H2 in Ω
(χp+I − µ+D(χu+))e3 = ρ+gη+e3 +G3+ on Σ+JχuK = 0, JχpI − µD(χu)Ke3 = JρK gη−e3 −G3− on Σ−
∂tη − χu3 = G4 on Σ
χu = 0 on Σb,
where
(4.121) H1 = ∂3χ(pe3 − 2µ∂3χ∂3u)− µ∂23χu, H2 = ∂3χu3.
Since now χu and χp have the support away from Σb, we are free to apply ∂
α (α ∈ N1+2) to
(4.120) to find that v = χ∂αu, q = χ∂αp, ζ = ∂αη solve (4.118) with Φ1 = χ∂αG1 + ∂αH1,Φ2 =
∂αG2+∂αH2,Φ3 = ∂αG3, and Φ4 = ∂αG4. To proceed, we present the estimates of G1, G2, G3, G4
in the following lemma, at both 2N and N + 2 levels.
Lemma 4.15. The following hold.
(1) There exists a θ > 0 so that
(4.122) ‖∇¯4N−2G1‖20 + ‖∇¯4N−2G2‖20 + ‖∇¯4N−2∗ G3‖21/2 + ‖∇¯4N−2∗ G4‖21/2 . E1+θ2N ,
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(4.123) ‖∇¯4N−2G1‖20 + ‖∇¯4N−2G2‖20 + ‖∇¯4N−2∗ G3‖21/2 + ‖∇¯4N−2∗ G4‖21/2
+ ‖∇¯4N−3∂tG1‖20 + ‖∇¯4N−3∂tG2‖20 + ‖∇¯4N−3∗ ∂tG3‖21/2 + ‖∇¯4N−3∗ ∂tG4‖21/2
. Eθ2ND2N ,
(4.124) ‖∇4N−1G1‖20 + ‖∇4N−1G2‖20 + ‖∇4N−1∗ G3‖21/2 + ‖∇4N−1∗ G4‖21/2 . Eθ2ND2N +KF2N .
(2) There exists a θ > 0 so that
(4.125) ‖∇¯2(N+2)−2G1‖20 + ‖∇¯2(N+2)−2G2‖20 + ‖∇¯2(N+2)−2∗ G3‖21/2 + ‖∇¯2(N+2)−2∗ G4‖21/2
. Eθ2NEN+2,
(4.126) ‖∇¯2(N+2)−1G1‖20 + ‖∇¯2(N+2)−1G2‖20 + ‖∇¯2(N+2)−1∗ G3‖21/2 + ‖∇¯2(N+2)−1∗ G4‖21/2
+ ‖∇¯2(N+2)−2∗ ∂tG4‖21/2 . Eθ2NDN+2.
Proof. Since our perturbations G1, G2, G3, G4 have the same structure as those of [15], these esti-
mates (4.122)–(4.126) follow from Theorems 3.1–3.2 of [15]. 
With these estimates in hand, we may now derive an estimate for the evolution of E¯+2N .
Proposition 4.16. For any ε ∈ (0, 1) there exists a constant C(ε) > 0 so that
(4.127) E¯+2N (t) +
∫ t
0
D¯+2N . E¯+2N (0) +
∫ t
0
Eθ2ND2N +
√
D2NKF2N + εD2N +C(ε)D¯02N .
Proof. Our proof is inspired by that of Proposition 5.5 of [15]. Let α ∈ N1+2 so that α0 ≤ 2N − 1
and |α| ≤ 4N , applying Lemma 4.14, we find
(4.128)
d
dt
(
1
2
∫
Ω
ρ|∂α(χu)|2 + 1
2
∫
Σ+
ρ+g|∂αη+|2 + 1
2
∫
Σ−
− JρK g|∂αη−|2
)
+
1
2
∫
Ω
µ|D∂α(χu)|2
=
∫
Ω
χ∂αu · (χ∂αG1 + ∂αH1) + χ∂αp(∂αG2 + ∂αH2)
+
∫
Σ+
−∂αu+ · ∂αG3+ + ρ+g∂αη+∂αG4+ +
∫
Σ−
−∂αu · ∂αG3− − JρK g∂αη−∂αG4−.
We will estimate the right hand side of (4.128). First we estimate the G1, G2, G3, G4 terms.
Assume that |α| ≤ 4N − 1, then by the estimates (4.123)–(4.124) in Lemma 4.15 we have
(4.129)
∫
Ω
χ∂αu · χ∂αG1 + χ∂αp∂αG2 . ‖∂αu‖0‖∂αG1‖0 + ‖∂αp‖0‖∂αG2‖0
.
√
D2N
√
Eθ2ND2N +KF2N .
Again by (4.123)–(4.124), together with the trace theorem, we have
(4.130)
∫
Σ+
−∂αu+ · ∂αG3+ + ρ+g∂αη+∂αG4+ +
∫
Σ−
−∂αu · ∂αG3− − JρK g∂αη−∂αG4−
. ‖∂αu‖L2(Σ)‖∂αG3‖0 + ‖∂αη‖0‖∂αG4‖0
.
√
D2N
√
Eθ2ND2N +KF2N .
THE VISCOUS SURFACE-INTERNAL WAVE PROBLEM 41
Now we assume that |α| = 4N . Since α0 ≤ 2N − 1, we have α1 + α2 ≥ 2, then we can integrating
by parts on the horizontal directions. We write ∂α = ∂β∂γ so that |γ| = 4N − 1. So by integrating
by parts and using the estimates (4.123)–(4.124), we obtain
(4.131)
∫
Ω
χ∂αu · χ∂αG1 = −
∫
Ω
χ∂α+βu · χ∂γG1 . ‖∂α+βu‖0‖∂γG1‖0
.
√
D2N
√
Eθ2ND2N +KF2N .
For the G2 term, we do not need to integrate by parts:
(4.132)
∫
Ω
χ∂αp∂αG2 . ‖∂αp‖0‖∂γG2‖1 .
√
D2N
√
Eθ2ND2N +KF2N .
For the G3 term, we use the trace theorem to see that
(4.133)∫
Σ+
−∂αu+ · ∂αG3+ +
∫
Σ−
−∂αu · ∂αG3− .
∣∣∣∣∫
Σ
∂α+βu · ∂γG3
∣∣∣∣ . ‖∂α+βu‖H−1/2(Σ)‖∂γG3‖1/2
. ‖∂αu‖H1/2(Σ)‖∂γG3‖1/2 . ‖∂αu‖1‖∂γG3‖1/2
.
√
D2N
√
Eθ2ND2N +KF2N .
For the G4 term we split into two cases: α0 ≥ 1 and α0 = 0. In the former case, we have
‖∂αη‖1/2 ≤
√D2N , and hence
(4.134)
∫
Σ+
ρ+g∂
αη+∂
αG4+ +
∫
Σ−
− JρK g∂αη−∂αG4−
.
∣∣∣∣∫
Σ
∂α+βη∂α−βG4
∣∣∣∣ . ‖∂α+βη‖−1/2‖∂α−βG4‖1/2 . ‖∂αη‖1/2‖∂α−βG4‖1/2
.
√
D2N
√
Eθ2ND2N +KF2N .
In the latter case, ∂α only involves spatial derivatives, we may use Lemma 5.1 of [15] to bound
(4.135)
∫
Σ+
ρ+g∂
αη+∂
αG4+ +
∫
Σ−
− JρK g∂αη−∂αG4− .√E2ND2N +√D2NKF2N .
Now we turn to estimate the H1,H2 terms. By the expression (4.121) of H1,H2, we have
(4.136)
∫
Ω
χ∂αu · ∂αH1 + χ∂αp∂αH2 . ‖∂αu‖0(‖∂αp‖0 + ‖∂αu‖1) + ‖∂αp‖0‖∂αu‖0
. ‖∂αu‖0(‖∂αp‖0 + ‖∂αu‖1) . ‖∂α0u‖4N−2α0
√
D2N .
We use the standard Sobolev interpolation to obtain
(4.137) ‖∂α0u‖4N−2α0 . ‖∂α0u‖θ10 ‖∂α0u‖1−θ14N−2α0+1 . D¯
θ1/2
2N D(1−θ1)/22N .
Hence, this together with Young’s inequality implies
(4.138)
∫
Ω
χ∂αu · ∂αH1 + χ∂αp∂αH2 . (D¯02N )θ1/2D(1−θ1)/22N . εD2N + C(ε)D¯02N .
Consequently, in light of (4.129)–(4.135) and (4.138), we may integrate (4.128) from 0 to t and
sum over such α to conclude (4.127). 
Now we record a similar estimate for the evolution of E¯+N+2.
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Proposition 4.17. For any ε ∈ (0, 1) there exists a constant C(ε) > 0 so that
(4.139)
d
dt
E¯+N+2 + D¯+N+2 . Eθ2NDN+2 + εDN+2 + C(ε)D¯0N+2.
Proof. The proof is similar to Proposition 4.16, except that we use (4.125) and (4.126) in place of
(4.122)–(4.124). 
4.3.4. Comparison results. We now want to show that En is comparable to E¯n and that Dn is
comparable to D¯n, for both n = 2N and n = N + 2. We begin with the energy estimate.
Theorem 4.18. There exists a θ > 0 so that
(4.140) E2N . E¯2N + E1+θ2N
and
(4.141) EN+2 . E¯N+2 + Eθ2NEN+2.
Proof. Here we modify the proof of Theorem 6.1 of [15]. We first let n denote either 2N or N + 2
throughout the proof, and we compactly write
(4.142) Zn =
n−1∑
j=0
‖∂jtG1‖24n−2j−2 + ‖∂jtG2‖24n−2j−1 + ‖∂jtG3‖24n−2j−3/2.
Note that by the definitions of E¯0n and E¯+n as well as the estimate stated in Remark 4.8, we have
(4.143) ‖∂nt u‖20 +
n∑
j=0
‖∂jt η‖22n−2j . E¯n.
Now we let j = 0, . . . , n− 1 and then apply ∂jt to the equations in (1.25) to find
(4.144)

−µ∆∂jtu+∇∂jt p = −ρ∂j+1t u+ ∂jtG1 in Ω
div ∂jtu = ∂
j
tG
2 in Ω
J∂jt p+I − µ+D(∂jtu+)Ke3 = ρ+g∂jt η+e3 − ∂jtG3+ on Σ+J∂jt uK = 0, J∂jt pI − µD(∂jt u)Ke3 = JρK g∂jt η−e3 − ∂jtG3− on Σ−
∂jt u− = 0 on Σb.
Applying the elliptic estimates of Theorem 3.1 with r = 2n − 2j ≥ 2 to the problem (4.144) and
using (4.142)–(4.143), we obtain
(4.145) ‖∂jt u‖22n−2j + ‖∂jt p‖22n−2j−1
. ‖∂j+1t u‖22n−2j−2 + ‖∂jtG1‖22n−2j−2 + ‖∂jtG2‖22n−2j−1 + ‖∂jt η‖22n−2j−3/2 + ‖∂jtG3‖22n−2j−3/2
. ‖∂j+1t u‖22n−2(j+1) + E¯n + Zn.
We claim that
(4.146) En . E¯n + Zn.
We prove the claim (4.146) by a finite induction based on the estimate (4.145). For j = n − 1, we
obtain from (4.145) and (4.143) that
(4.147) ‖∂n−1t u‖22 + ‖∂n−1t p‖21 . ‖∂nt u‖20 + E¯n + Zn . E¯n + Zn.
Now suppose that the following holds for 1 ≤ l < n
(4.148) ‖∂n−lt u‖22l + ‖∂n−lt p‖22l−1 . E¯n + Zn.
We apply (4.145) with j = n− (l + 1) and use the induction hypothesis (4.148) to find
(4.149) ‖∂n−(l+1)t u‖22(l+1) + ‖∂2n−(l+1)t p‖22(l+1)−1 . ‖∂n−lt u‖22l + E¯n + Zn . E¯n + Zn.
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Hence by finite induction, the bound (4.148) holds for all l = 1, . . . , n. Summing (4.148) over
l = 1, . . . , n and changing the index, we then have
(4.150)
n−1∑
j=0
‖∂jt u‖22n−2j + ‖∂jt p‖22n−2j−1 . E¯n + Zn.
We then conclude the claim (4.146) by summing (4.143) and (4.150).
Finally, setting n = 2N in (4.146), and using (4.122) of Lemma 4.15 to bound Z2N . (E2N )1+θ,
we obtain (4.140); setting n = N + 2 in (4.146), and using (4.125) of Lemma 4.15 to bound
ZN+2 . Eθ2NEN+2, we obtain (4.141). 
Now we consider a similar estimate for the dissipation.
Theorem 4.19. There exists a θ > 0 so that
(4.151) D2N . D¯2N +KF2N + Eθ2ND2N
and
(4.152) DN+2 . D¯N+2 + Eθ2NDN+2.
Proof. We again let n denote either 2N or N + 2 and compactly write
(4.153) Zn = ‖∇¯2n−1G1‖20 + ‖∇¯2n−1G2‖21 + ‖∇¯2n−1∗ G3‖21/2 + ‖∇¯2n−1∗ G4‖21/2 + ‖∇¯2n−2∗ ∂tG4‖21/2.
First, we recall from the definition of χ in (4.81) that χ = 1 on Ω1 := {−b−/2 ≤ x3 ≤ 3/2},
which contains Ω+ and Σ±. Hence by the definition of D¯0n, D¯+n and Korn’s inequality, we obtain
(4.154) ‖∇¯2n−1∗ u‖2H1(Ω1) + ‖∇∗∇¯2n−1∗ u‖2H1(Ω1) ≤ ‖∇¯2n−1∗ (χu)‖21 + ‖∇∗∇¯2n−1∗ (χu)‖21 . D¯+n
and
(4.155)
n∑
j=0
‖∂jt u‖21 . D¯0n.
Summing (4.154)–(4.155), we find that
(4.156) ‖∇¯2n∗ u‖2H1(Ω1) . D¯n.
Notice that we have not yet derived an estimate of η in terms of the dissipation, so we can not
apply the two-phase elliptic estimates of Theorem 3.1 as in Theorem 4.18. It is crucial to observe
that from (4.156) we can get higher regularity estimates of u on the boundaries Σ = Σ+ ∪ Σ−.
Indeed, since Σ± are flat, we may use the definition of Sobolev norm on T
2 and the trace theorem
to see from (4.156) that
(4.157) ‖∂jt u‖2H2n−2j+1/2(Σ) . ‖∂
j
t u‖2L2(Σ) + ‖∇2n−2j∗ ∂jt u‖2H1/2(Σ)
. ‖∂jt u‖2H1(Ω1) + ‖∇2n−2j∗ ∂
j
t u‖2H1(Ω1) . D¯n.
This motivates us to use the one-phase elliptic estimates of Theorem A.8.
Let j = 0, . . . , n − 1, and observe that (∂jt u+, ∂jt p+) solve the problem
(4.158)

−µ+∆∂jt u+ +∇∂jt p+ = −ρ+∂j+1t u+ + ∂jtG1+ in Ω+
div ∂jtu+ = ∂
j
tG
2
+ in Ω+
∂jt u+ = ∂
j
tu+ on Σ,
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and (∂jt u−, ∂
j
t p−) solve the problem
(4.159)

−µ−∆∂jt u− +∇∂jt p− = −ρ−∂j+1t u− + ∂jtG1− in Ω−
div ∂jt u− = ∂
j
tG
2
− in Ω−
∂jt u− = ∂
j
t u− on Σ−,
∂jt u− = 0 on Σb.
We apply Theorem A.8 with r = 2n− 2j+1 to the problem (4.158) for u+, p+ and to the problem
(4.159) for u−, p−, respectively; using (4.153), (4.156), (4.157) and summing up, we find
(4.160) ‖∂jt u‖22n−2j+1 + ‖∇∂jt p‖22n−2j−1
. ‖∂j+1t u‖22n−2j−1 + ‖∂jtG1‖22n−2j−1 + ‖∂jtG2‖22n−2j + ‖∂jt u‖2H2n−2j+1/2(Σ)
. ‖∂j+1t u‖22n−2j−1 + Zn + D¯n.
We now claim that
(4.161)
n∑
j=0
‖∂jt u‖22n−2j+1 +
n−1∑
j=0
‖∂jt∇p‖2n−2j−1 . Zn + D¯n.
We prove the claim (4.161) by a finite induction as in Theorem 4.18. For j = n− 1, by (4.153) and
(4.160), we obtain
(4.162) ‖∂n−1t u‖23 + ‖∇∂n−1t p‖21 . ‖∂nt u‖21 + Zn + D¯n . Zn + D¯n.
Now suppose that the following holds for 1 ≤ l < n:
(4.163) ‖∂n−lt u‖22l+1 + ‖∇∂n−lt p‖22l−1 . Zn + D¯n.
We apply (4.160) with j = n− (l + 1) and use the induction hypothesis (4.163) to find
(4.164) ‖∂n−(l+1)t u‖22(l+1)+1 + ‖∇∂n−(l+1)t p‖22(l+1)−1 . ‖∂n−lt u‖22l+1 + Zn + D¯n . Zn + D¯n.
Hence the bound (4.163) holds for all l = 1, . . . , n.We then conclude the claim (4.161) by summing
this over l = 1, . . . , n, adding (4.155) and changing the index.
Now that we have obtained (4.161), we estimate the remaining parts in Dn. We will turn to the
boundary conditions in (1.25). First we derive estimates for η. For the term ∂jt η for j ≥ 2 we use
the boundary condition
(4.165) ∂tη = u3 +G
4 on Σ.
Indeed, for j = 2, . . . , n+ 1 we apply ∂j−1t to (4.165) to see, by (4.161) and (4.153), that
(4.166) ‖∂jt η‖22n−2j+5/2 . ‖∂j−1t u3‖2H2n−2j+5/2(Σ) + ‖∂j−1t G4‖22n−2j+5/2
. ‖∂j−1t u3‖22n−2(j−1)+1 + ‖∂j−1t G4‖22n−2(j−1)+1/2 . Zn + D¯n.
For the term ∂tη, we again use (4.165), (4.161) and (4.153) to find
(4.167) ‖∂tη‖22n−1/2 . ‖u3‖2H2n−1/2(Σ) + ‖∂j−1t G4‖22n−1/2 . ‖u3‖22n + ‖G4‖22n−1/2 . Zn + D¯n.
For the remaining η term, i.e. those without temporal derivatives, we use the boundary conditions
(4.168) ρgη+ = p+ − µ+∂3u3,+ −G33,+ on Σ+
and
(4.169) JρK gη− = JpK− Jµ∂3u3K +G33,− on Σ−.
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Notice that at this point we do not have any bound on p on the boundary Σ, but we have bounded
∇p in Ω. Applying ∂1, ∂2 to (4.168) and (4.169), respectively, by (4.161) and (4.153), we obtain
‖∇∗η‖22n−3/2 . ‖∇∗p‖2H2n−3/2(Σ) + ‖∇∗∂3u3‖2H2n−3/2(Σ) + ‖∇∗G3‖22n−3/2
. ‖∇p‖22n−1 + ‖u3‖22n+1 + ‖G3‖22n−1/2 . Zn + D¯n.
(4.170)
Since
∫
T2
η = 0, we may then use Poincare´’s inequality on Σ± to obtain from (4.170) that
(4.171) ‖η‖22n−1/2 . ‖η‖20 + ‖∇∗η‖22n−3/2 . ‖∇∗η‖22n−3/2 . Zn + D¯n.
Summing (4.166), (4.167) and (4.171), we complete the estimates for η:
(4.172) ‖η‖22n−1/2 + ‖∂tη‖22n−1/2 +
n+1∑
j=2
‖∂jt η‖2n−2j+5/2 . Zn + D¯n.
It remains to bound ‖∂jt p‖0. Applying ∂jt , j = 0, . . . , n − 1 to (4.168)–(4.169) and employing
(4.161), (4.172) and (4.153), we find
(4.173) ‖∂jt p+‖2L2(Σ+) + ‖J∂jt pK‖2L2(Σ−) . ‖∂jt η‖20 + ‖∂3∂jt u3‖2L2(Σ) + ‖∂jtG3‖20
. ‖∂jt η‖20 + ‖∂jt u3‖22 + ‖∂jtG3‖20 . Zn + D¯n.
By Poincare´’s inequality on Ω+ (Lemma A.5) and (4.161) and (4.173), we have
(4.174) ‖∂jt p+‖2H1(Ω+) = ‖∂
j
t p+‖2L2(Ω+) + ‖∇∂
j
t p+‖2L2(Ω+) . ‖∂
j
t p+‖2L2(Σ+) + ‖∇∂
j
t p+‖2L2(Ω+)
. Zn + D¯n.
On the other hand, by the trace theorem and (4.173)–(4.174), we have
(4.175) ‖∂jt p−‖2L2(Σ−) ≤ ‖∂
j
t p+‖2L2(Σ−) + ‖J∂jt pK‖2L2(Σ−) . ‖∂jt p+‖2H1(Ω+) + ‖J∂jt pK‖2L2(Σ−)
. Zn + D¯n,
so again by Poincare´’s inequality on Ω− as well as (4.161) and (4.173), we have
(4.176) ‖∂jt p−‖2H1(Ω−) = ‖∂
j
t p−‖2L2(Ω−) + ‖∇∂
j
t p−‖2L2(Ω−) . ‖∂
j
t p−‖2L2(Σ−) + ‖∇∂
j
t p−‖2L2(Ω−)
. Zn + D¯n.
In light of (4.174) and (4.176), we may improve the estimate (4.161) to be
(4.177)
n∑
j=0
‖∂jt u‖22n−2j+1 +
n−1∑
j=0
‖∂jt p‖2n−2j . Zn + D¯n.
Consequently, summing (4.172) and (4.177), we obtain
(4.178) Dn . Zn + D¯n.
Setting n = 2N in (4.178) and using (4.123)–(4.124) of Lemma 4.15 to estimate Z2N . (E2N )θD2N+
KF2N , we obtain (4.151). On the other hand, we may set n = N + 2 in (4.178) and use (4.126) of
Lemma 4.15 to bound ZN+2 . Eθ2NDN+2, from which we then obtain (4.152). 
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4.3.5. A priori estimates and proof of Theorem 2.1. Now that Propositions 4.12–4.13, Propositions
4.16–4.17 and Theorems 4.18–4.19 have been established, the rest of the proof of Theorem 2.1
follows in the same way as in the proof of Theorem 1.3 in [15]. For completeness we shall sketch
the main steps of the arguments but omit some details.
We first need to control F2N . This is achieved by the following proposition.
Proposition 4.20. There exists 0 < δ < 1 so that if G2N (T ) ≤ δ, then
(4.179) sup
0≤r≤t
F2N (r) . F2N (0) + t
∫ t
0
D2N , for all 0 ≤ t ≤ T.
Proof. Based on the transport estimate on the kinematic boundary condition, we may show as in
Lemma 7.1 of [15] that
(4.180) sup
0≤r≤t
F2N (r) . exp
(
C
∫ t
0
√
K(r)dr
)
×
[
F2N (0) + t
∫ t
0
(1 + E2N (r))D2N (r)dr +
(∫ t
0
√
K(r)F2N (r)dr
)2]
.
It is easy to see that K . EN+2, and hence
(4.181)
∫ t
0
√
K(r)dr .
∫ t
0
√
EN+2(r)dr .
√
δ
∫ ∞
0
1
(1 + r)2N−4
dr .
√
δ.
Then by (4.181), we deduce from (4.180) that
(4.182) sup
0≤r≤t
F2N (r) . F2N (0) + t
∫ t
0
D2N + sup
0≤r≤t
F2N (r)
(∫ t
0
√
K(r)dr
)2
. F2N (0) + t
∫ t
0
D2N + δ sup
0≤r≤t
F2N (r).
By taking δ small enough, we get (4.179). 
Now we show the boundedness of the high-order terms.
Proposition 4.21. There exists δ > 0 so that if G2N (T ) ≤ δ, then
(4.183) sup
0≤r≤t
E2N (r) +
∫ t
0
D2N + sup
0≤r≤t
F2N (r)
(1 + r)
. E2N (0) + F2N (0) for all 0 ≤ t ≤ T.
Proof. Note first that since E2N (t) ≤ G2N (T ) ≤ δ, by taking δ small, we obtain from (4.140) of
Theorem 4.18 and (4.151) of Theorem 4.19 that
(4.184) E2N . E¯2N . EN+2, and D¯2N . D2N . D¯2N +KF2N .
Now we multiply (4.96) by a constant 1 + β ≥ 2 and add this to (4.127) to find
(4.185) E¯02N (t) + E¯+2N (t) +
∫ t
0
(1 + β)D¯02N + D¯+2N
. (1 + β)E2N (0) + E¯+2N (0) + (1 + β)(E2N (t))3/2 +
∫ t
0
(2 + β)Eθ2ND2N
+
∫ t
0
√
D2NKF2N + εD2N + C(ε)D¯02N .
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Then by (4.184) we may improve (4.185) to be
(4.186) E2N (t) +
∫ t
0
D2N + βD¯02N . (1 + β)E2N (0) + (1 + β)(E2N (t))1+θ +
∫ t
0
(2 + β)Eθ2ND2N
+
∫ t
0
√
D2NKF2N +KF2N + εD2N + C(ε)D¯02N .
Since G2N ≤ δ, it is easy to use Proposition 4.20 to verify that
(4.187)
∫ t
0
K(r)F2N (r)dr . δF2N (0) + δ
∫ t
0
D2N (r)dr,
(4.188)
∫ t
0
√
D2N (r)K(r)F2N (r) . F2N (0) +
√
δ
∫ t
0
D2N (r)dr.
We plug (4.187)–(4.188) into (4.186) and then take ε sufficiently small first, β sufficiently large
second, and δ sufficiently small third; we may then conclude
(4.189) sup
0≤r≤t
E2N (r) +
∫ t
0
D2N . E2N (0) + F2N (0).
Then (4.183) follows from (4.179) and (4.189). 
It remains to show the decay estimates of EN+2.
Proposition 4.22. There exists δ > 0 so that if G2N (T ) ≤ δ, then
(4.190) (1 + t4N−8)EN+2(t) . E2N (0) + F2N (0) for all 0 ≤ t ≤ T.
Proof. Since E2N (t) ≤ G2N (T ) ≤ δ, by taking δ small, we obtain from (4.141) and (4.152) that
(4.191) EN+2 . E¯N+2 . EN+2, and DN+2 . D¯N+2 . DN+2.
By these estimates and the smallness of δ, we may deduce from Proposition 4.13, Proposition 4.17
and (4.95) that there exists an instantaneous energy, which is equivalent to EN+2, but for simplicity
is still denoted by EN+2, such that
(4.192)
d
dt
EN+2 + CDN+2 ≤ 0.
On the other hand, based on the Sobolev interpolation inequality we can prove
(4.193) EN+2 . DθN+2E1−θ2N , where θ =
4N − 8
4N − 7
as in Proposition 7.5 of [15]. Now since by Proposition 4.21,
(4.194) sup
0≤r≤t
E2N (r) . E2N (0) + F2N (0) :=M0,
we obtain from (4.193) that
(4.195) EN+2 .M1−θ0 DθN+2.
Hence by (4.192) and (4.195), there exists some constant C1 > 0 such that
(4.196)
d
dt
EN+2 + C1Ms0
E1+sN+2 ≤ 0, where s =
1
θ
− 1 = 1
4N − 8 .
Solving this differential inequality directly, we obtain
(4.197) EN+2(t) ≤ M0
(Ms0 + sC1(EN+2(0))st)1/s
EN+2(0).
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Using that EN+2(0) .M0 and the fact 1/s = 4n− 8 > 1, we obtain from (4.197) that
(4.198) EN+2(t) . M0
(1 + sC1t)1/s
.
M0
(1 + t1/s)
=
M0
(1 + t4N−8)
.
This implies (4.190). 
Now we combine Propositions 4.21–4.22 to arrive at our ultimate a priori estimates for G2N .
Theorem 4.23. There exists a universal 0 < δ < 1 so that if G2N (T ) ≤ δ, then
(4.199) G2N (t) ≤ C2(E2N (0) + F2N (0)) for all 0 ≤ t ≤ T.
Proof. The conclusion follows directly from the definition of G2N and Propositions 4.21–4.22. 
In order to combine the local existence result in Theorem 4.7 with the a prior estimates in
Theorem 4.23, we must be able to estimate G2N in terms of the right hand side of (2.10)–(2.11).
This is achieved by the following proposition.
Proposition 4.24. There exists a universal constant C3 > 0 so that the following hold. If 0 ≤ T ,
then we have the estimate
(4.200) G2N (T ) ≤ sup
0≤t≤T
E2N (t) +
∫ T2
0
D2N (t)dt+ sup
0≤t≤T
F2N (t) + C3(1 + T )4N−8 sup
0≤t≤T
E2N (t).
If 0 < T1 ≤ T2, then we have
(4.201) G2N (T2) ≤ C3G2N (T1) + sup
T1≤t≤T2
E2N (t) +
∫ T2
T1
D2N (t)dt
+
1
(1 + T1)
sup
T1≤t≤T2
F2N (t) +C3(T2 − T1)2(1 + T2)4N−8 sup
T1≤t≤T2
E2N (t).
Proof. See Proposition 9.1 of [15]. 
Now we turn to the completion of the proof of our main theorem.
Proof of Theorem 2.1. Let 0 < δ < 1 and C2 > 0 be the constants in Theorem 4.23, C1 > 0 be the
constant in (2.11) and C3 > 0 be the constant in Proposition 4.24. By the local existence result,
Theorem 4.7, for any ε > 0 there exist δ0(ε) < 1 and 0 < T < 1 so that if κ < δ0, then there is a
unique solution of (1.24) on [0, T ] satisfying the estimates
(4.202) sup
0≤t≤T
E2N (t) +
∫ T
0
D2N (t)dt+
∫ T
0
(
‖ρ∂2N+1t u(t)‖2−1 + ‖∂2Nt p(t)‖20
)
dt ≤ ε
and
(4.203) sup
0≤t≤T
F2N (t) ≤ C1F2N (0) + ε.
Hence if we choose ε = δ/(4 + C32
4N−7) and then choose κ < δ/(2C1), we may use the estimate
(4.200) of Proposition 4.24 to see that
(4.204) G2N (T ) ≤ C1κ+ ε(2 + C324N−8) < δ.
Now we define
T∗(κ) = sup{T > 0 | for every choice of initial data satisfying the compatibility
conditions and E2N (0) + F2N (0) < κ, there exists a unique
solution of (1.24) on [0, T ] satisfying G2N (T ) ≤ δ}.
(4.205)
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By the above analysis, T∗(κ) is well-defined and satisfies T∗(κ) > 0 if κ is small enough, i.e. there
is a κ1 > 0 so that T∗ : (0, κ1] → (0,∞]. It is easy to verify that T∗ is non-increasing on (0, κ1].
Now we set
(4.206) ε =
δ
3
min
{
1
2
,
1
C3
}
and then define κ0 ∈ (0, κ1] by
(4.207) κ0 = min
{
δ
3C2(C3 + 2C1)
,
δ0(ε)
C2
, κ1
}
.
We claim that T∗(κ0) = ∞. Once the claim is established, the proof of the theorem is complete
since then T∗(κ) =∞ for all 0 < κ ≤ κ0.
We prove the claim by contradiction. Suppose that T∗(κ0) < ∞. By the definition of T∗(κ0),
for any 0 < T1 < T∗(κ0) and for any choice of data satisfying the compatibility conditions and
the bound E2N (0) + F2N (0) < κ0, there exists a unique solution of (1.24) on [0, T1] satisfying
G2N (T1) ≤ δ. Then by Theorem 4.199, we have
(4.208) G2N (T1) ≤ C2(E2N (0) + F2N (0)) < C2κ0.
In particular, (4.208), (4.207) imply
(4.209) E2N (T1) + F2N (T1)
(1 + T1)
< C2κ0 ≤ δ0(ε), ∀ 0 < T1 < T∗(κ0).
We can view (u(T1), p(T1), η(T1)) as initial data for a new problem; they satisfy the compatibility
conditions as initial data since they are already solutions on [0, T1]. Since E2N (T1) < δ0(ε), we may
use Theorem 4.7 to extend the solution to [T1, T2], where T2 is any time satisfying
(4.210) 0 < T2 − T1 ≤ T0 := C(ε)min{1,F2N (T1)−1}.
By (4.209), we have
(4.211) T¯ := C(ε)min
{
1,
1
δ0(ε)(1 + T∗(κ0))
}
≤ T0.
Note that T¯ depends on ε and T∗(κ0) but does not depend on T1. Let
(4.212) γ = min
{
T¯ , T∗(κ0),
1
(1 + 2T∗(κ0))2N−4
}
,
and then choose T1 = T∗(κ0)− γ/2 and T2 = T∗(κ0) + γ/2. We have
(4.213) 0 < T1 < T∗(κ0) < T2 < 2T∗(κ0) and 0 < γ = T2 − T1 ≤ T¯ ≤ T0.
By the above argument, we have extended the solution to [0, T2] and on the extended time interval
[T1, T2] we have
(4.214) sup
T1≤t≤T2
E2N (t) +
∫ T2
T1
D2N (t)dt+
∫ T2
T1
(
‖ρ∂2N+1t u(t)‖2−1 + ‖∂2Nt p(t)‖20
)
dt ≤ ε,
and
(4.215) sup
T1≤t≤T2
F2N (t) ≤ C1F2N (T1) + ε.
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We now combine the estimates (4.214)–(4.215), (4.208)–(4.209), and (4.201) of Proposition 4.24
with the definitions (4.206), (4.207), and (4.213) to see that
G2N (T2) < C2C3κ0 + ε+ C1C2κ0(1 + T1) + ε
(1 + T1)
+ εC3(T2 − T1)2(1 + T2)4N−8
≤ κ0C2(C3 + C1) + 2ε+ εC3γ2(1 + 2T∗(κ0))4N−8
≤ δ
3
+
δ
3
+
δ
3
= δ.
Hence G2N (T2) ≤ δ, which contradicts the definition of T∗(κ0). Therefore, we have T∗(κ0) = ∞.
This proves the claim and completes the proof of Theorem 2.1. 
5. Case with surface tension: Proof of Theorem 2.5
In this section we prove Theorem 2.5 through a contraction mapping argument in an appropriate
space. We begin with an analysis of the linearized problem. Then we consider the nonlinear problem
and develop the details of the contraction mapping.
5.1. The linearized problem. Throughout Section 5.1 we suppose that f and g are given and
we consider the following linearized problem:
(5.1)

ρ∂tu− µ∆u+∇p = f in Ω
div u = 0 in Ω
(p+I − µ+D(u+))e3 = (ρ+gη+ − σ+∆∗η+)e3 + g+ on Σ+JuK = 0, JpI − µD(u)K e3 = (JρK gη− + σ−∆∗η−)e3 − g− on Σ−
∂tη = u3 on Σ
u− = 0 on Σb,
with the initial data u(0) = u0 and η(0) = η0.
The key observation required to produce a solution to (5.1) is that the kinematic boundary
condition ∂tη = u3 allows us to eliminate η and view (5.1) as a time-dependent linear problem for
the pair (u, p). More precisely, we first consider the following linear problem
(5.2)

ρ∂tu− µ∆u+∇p = f in Ω
div u = 0 in Ω[
p+I − µ+D(u+) + (−ρ+g + σ+∆∗)
(∫ t
0 u3,+ ds + η0,+
)
I
]
e3 = g+ on Σ+
JuK = 0 on Σ−[JpI − µD(u)K + (− JρK g − σ−∆∗)(∫ t0 u3 ds+ η0,−) I] e3 = −g− on Σ−
u− = 0 on Σb,
with the initial data u(0) = u0. After finding a solution (u, p) to the problem (5.2), we define
η =
∫ t
0 u3 ds+ η0 on Σ; then the triple (u, p, η) solves the problem (5.1).
We will first prove that the problem (5.2) is solvable in the weak sense via a standard Galerkin
method. Then we explore how to use elliptic estimates and a localization trick to improve the
regularity of the weak solution in order to show that the problem (5.2) (and hence also (5.1))
admits a unique strong solution.
5.1.1. Preliminaries. The following theorem will be crucial in our subsequent energy analysis. The
theorem also provides the value of the critical surface tension σc, given by (2.21), that appears in
Theorem 2.5.
Theorem 5.1. Suppose that one of the following is true:
• JρK ≤ 0 and σ− > 0, or
• JρK > 0 and σ− > σc = JρK gmax{L21, L22}.
THE VISCOUS SURFACE-INTERNAL WAVE PROBLEM 51
Then the following hold for all η satisfying
∫
T2 η = 0.
(1) There exists C > 0 such that
(5.3) σ−‖∇∗η‖20 − JρK g‖η‖20 ≥ C‖η‖21.
(2) If η satisfies
(5.4) − σ−∆∗η − JρK gη = ϕ on T2,
then we have for r ≥ 2,
(5.5) ‖η‖r . ‖ϕ‖r−2.
Proof. It is clear that (1) and (2) hold for the case JρK ≤ 0, σ− > 0. Now we suppose thatJρK > 0, σ− > σc. Since ∫T2 η = 0, i.e. ηˆ(0) = 0, we may use the Parseval theorem to estimate
‖∇∗η‖20 =
∑
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
|n|2|ηˆ(n)|2
≥ min{L−21 , L−22 }
∑
n∈(L−1
1
Z)×(L−1
2
Z)\{0}
|ηˆ(n)|2 = 1
max{L21, L22}
‖η‖20.
(5.6)
This implies that
(5.7) σ−‖∇∗η‖20 − JρK g‖η‖20 ≥ (σ− − σc)‖∇∗η‖20.
This, the estimate σ− − σc > 0, and the Poincare´ inequality then imply (5.3).
To prove (5.5), we multiply (5.4) by η and then integrate over T2 to see that
(5.8) σ−‖∇∗η‖20 − JρK g‖η‖20 ≤ ‖ϕ‖0‖η‖0.
Combining this with (5.3), we find that
(5.9) ‖η‖1 . ‖ϕ‖0.
Now we rewrite (5.4) as
(5.10) − σ−∆∗η = JρK gη + ϕ on T2.
By the standard elliptic regularity theory and (5.9), we then have
(5.11) ‖η‖22 . ‖η‖20 + ‖ϕ‖20 . ‖ϕ‖20.
With this estimate in hand, we may then employ a standard bootstrap argument on the equation
(5.10) to obtain (5.5). 
We now define a pair of function spaces that we will use in our weak formulation. We define
(5.12) W = {v ∈ 0H1(Ω) | v3 ∈ H1(Σ)} and V = {v ∈ W | div v = 0}.
We endow these spaces with the inner product
(5.13) (u, v)W = (u, v)H1(Ω) + (u3, v3)H1(Σ),
and we denote the corresponding norm ‖u‖2W := ‖u‖2H1(Ω) + ‖u3‖2H1(Σ).
The following proposition allows us to introduce the pressure as a Lagrange multiplier.
Proposition 5.2. If Λ ∈ W∗ is such that Λ(v) = 0, ∀ v ∈ V, then there exists a unique p ∈ L2(Ω)
so that
(5.14) (p,div v) = Λ(v), ∀ v ∈ W.
Also, ‖p‖0 . ‖Λ‖W∗ .
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Proof. As in [13, 28], we only need to prove that for any p ∈ L2(Ω) there exists a v ∈ W so that
div v = p in Ω. We construct v as follows. First, let
(5.15) C1 = − 1|T2|
(∫
Ω+
p+ +
∫
Ω−
p−
)
and C2 = − 1|T2|
∫
Ω−
p−.
Then we set v(1) = ∇φ with φ+ solving the problem
(5.16)
 −∆φ+ = p+ in Ω+∂3φ+ = C1 on Σ+
∂3φ+ = C2 on Σ−,
and φ− solving the problem
(5.17)
 −∆φ− = p− in Ω−∂3φ− = C2 on Σ−∇φ− · ν = 0 on Σb.
Our choice of C1 and C2 makes the two problems satisfy the necessary compatibility conditions, so
the classical elliptic theory guarantees the existence of φ±, and we have
(5.18) ‖v(1)‖H¨1(Ω) = ‖∇φ‖H¨1(Ω) . ‖p‖0 + |C1|+ |C2| . ‖p‖0.
Moreover,
(5.19)

div v(1)± = p± in Ω
v
(1)
+ · e3 = C1 on Σ+
v
(1)
+ · e3 = v(1)− · e3 = C2 on Σ−
v
(1)
− · ν = 0 on Σb.
Next, we let v(2) be the function constructed in Lemma 3.2, but we restrict it to have support
near Σb. Then we have div v
(2) = 0 in Ω and v(2) = −v(1) on Σb. Moreover,
(5.20) ‖v(2)‖1 . ‖v(1)− ‖H1/2(Σb).
Similarly, we can find v(3) so that its support is near and below Σ−, div v
(3) = 0 in Ω and v(3) =
− qv(1)y on Σ−. Moreover,
(5.21) ‖v(3)‖1 . ‖v(1)+ ‖H1/2(Σ−) + ‖v
(1)
− ‖H1/2(Σ−).
Hence, setting v = v(1) + v(2) + v(3), we have div v = p in Ω, v3 = C1 on Σ+, v3 = C2, JvK = 0
on Σ− and v = 0 on Σb. In particular, combining this with (5.18)–(5.21) and the trace theorem,
we obtain v ∈ W and
(5.22) ‖v‖W . ‖p‖0.
With this v in hand, we can prove the rest of the proposition as in [13, 28]. 
5.1.2. Weak solution of (5.2). Recall that in the formulation (5.2) we have eliminated η via
(5.23) η =
∫ t
0
u3 ds+ η0, on Σ.
That is, when we mention η we always regard it as determined by u through (5.23).
We will need the orthogonal decomposition L2(Ω) = Y ⊕ Y⊥, where
(5.24) Y⊥ := {∇ϕ | ϕ ∈ 0H1(Ω)} .
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Motivated by the identity that results from formally multiplying (5.2) by a smooth vector field
v with v|Σb = 0 and integrating by parts over Ω, we define the weak solution of (5.2) as follows.
Suppose that
(5.25) f ∈ L2(0, T ;W∗), g ∈ L2(0, T ;H−1/2(Σ)), u0 ∈ Y and η0 ∈ H1(Σ).
We say (u, p) is a weak solution of (5.2) if
(5.26)

u ∈ VT , ρ∂tu ∈ L2(0, T ;W∗), p ∈ L2(0, T ;L2(Ω));
〈ρ∂tu, v〉∗ + (µ
2
Du,Dv)− (p,div v) + ρ+g(η+, v3,+)+
+σ+(∇∗η+,∇∗v3,+)+ − JρK g(η−, v3)− + σ−(∇∗η−,∇∗v3)−
= 〈f, v〉∗ − 〈g, v〉−1/2, for every v ∈ W and a.e. t ∈ [0, T ];
u(0) = u0.
Here 〈·, ·〉∗ denotes the dual pairing between W∗ andW, 〈·, ·〉−1/2 denotes the dual pairing between
H1/2(Σ) and H−1/2(Σ), and (·, ·)± is the L2 inner product on Σ±.
We could prove the existence and uniqueness of a weak solution to (5.2) in the sense of (5.26)
using only the assumptions stated in (5.25). However, our aim is to construct solutions of (5.2) with
higher regularity, so we will skip this analysis and instead presently make stronger assumptions on
the data f, g, u0 and η0. Indeed, we suppose
(5.27)

f ∈ L2(0, T ; H¨1(Ω)), ∂tf ∈ L2(0, T ;W∗),
g ∈ L2(0, T ;H3/2(Σ)), ∂tg ∈ L2(0, T ;H−1/2(Σ))
u0 ∈ V ∩ H¨2(Ω), η0 ∈ H3(Σ).
Note that (5.27) implies that (see, for instance Lemmas 2.4 and A.2 of [13]) f ∈ C([0, T ];L2(Ω)),
g ∈ C([0, T ];H1/2(Σ)), and in particular,
(5.28) f(0) ∈ L2(Ω), g(0) ∈ H1/2(Σ).
We now record a result on the existence and uniqueness of a weak solution under the stronger
assumptions (5.27).
Theorem 5.3. Suppose that f, g, u0, η0 satisfy (5.27)–(5.28), and that u0, g(0) satisfy the compat-
ibility conditions
(5.29) Π∗ (g+(0) + µ+Du0,+e3) = 0 on Σ+, Π∗ (g−(0)− JµDu0K e3) = 0 on Σ−,
where Π∗ is the horizontal projection defined by Π∗v = (v1, v2, 0). Then there exists a unique weak
solution (u, p) to (5.2) satisfying the estimates
(5.30) ‖u‖2L∞L2 + ‖u‖2L2H1 + ‖∂tu‖2L∞L2 + ‖∂tu‖2L2H1 + ‖u3‖2L∞H1(Σ) + ‖η‖2L∞H1 + ‖∂tη‖2L∞H1
. Z0 := ‖u0‖22 + ‖η0‖23 + ‖f(0)‖20 + ‖g(0)‖21/2
+ ‖f‖2L2H1 + ‖∂tf‖2L2W∗ + ‖g‖2L2H3/2 + ‖∂tg‖2L2H−1/2
and
(5.31) ‖p‖L2L2 . (1 + T )Z0.
Proof. The divergence-free condition satisfied by u allows us to first solve a pressureless problem
via a variational formulation and then to introduce the pressure as a Lagrange multiplier. For the
pressureless problem we use the Galerkin method. We divide the proof into three steps.
Step 1. The Galerkin scheme. We will carry out the Galerkin scheme within the functional
setting of the space V ∩ H¨2(Ω). This space is clearly separable, and we choose an orthogonal basis
{wj}∞j=1. For any integer m ≥ 1 we define the finite dimensional space Xm := span{w1, . . . , wm}
and write Pm for the orthogonal projection of V ∩ H¨2(Ω) onto Xm.
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For each m ≥ 1 we define the approximate solution
(5.32) um(t) :=
m∑
j=1
dmj (t)w
j ,
where the coefficients dmj (t) are chosen so that for t ∈ [0, T ] and any ψ ∈ Xm,
(5.33) (ρ∂tu
m, ψ) + (
µ
2
Dum,Dψ) + ρ+g(η
m
+ , ψ3,+)+ + σ+(∇∗ηm+ ,∇∗ψ3,+)+ − JρK g(ηm− , ψ3)−
+ σ−(∇∗ηm− ,∇∗ψ3)− = (f, ψ)− (g+ −Π∗(g+(0) + µ+D(Pmu0)+e3), ψ+)+
− (g− −Π∗(g−(0)− JµD(Pmu0)e3K), ψ)−,
supplemented with the initial condition
(5.34) um(0) = Pmu0.
Note that the terms involving Π∗ in (5.33) have been added to compensate for the fact that u
m(0)
may not satisfy the compatibility conditions (5.29).
If we define amj (t) =
∫ t
0 d
m
j (s) ds, then we may readily deduce from (5.33) an equivalent second-
order linear ordinary differential system for {amj (t)}mj=1, subject to the initial conditions amj (0) = 0
and amj
′(0) = (u0, w
j)Ω. In this system the forcing terms are continuous due to the assumptions of
the data, (5.27). As such, the classical theory of ODEs guarantees the solvability of the ODE in
the interval [0, T ], which in turn implies that um (and d
k
m) satisfies (5.33) for a.e. 0 ≤ t ≤ T . Note
that since f, g satisfy (5.27), we may deduce from (5.33) that actually dmj ∈ C1,1([0, T ]), and hence
is twice differentiable a.e. in [0, T ].
With um constructed, we define ηm by (5.23) with u3 replaced by u
m
3 . Since div u
m = 0 and
um|Σb = 0, an application of the divergence theorem shows that
(5.35)
∫
Σ+
um+ =
∫
Σ−
um− = 0,
which in turn implies that
(5.36)
∫
Σ+
ηm+ =
∫
Σ−
ηm− = 0
since η0 satisfies the zero average condition (1.9).
Step 2. Energy estimates. Taking ψ = um ∈ Xm in (5.33), we obtain
(5.37) (ρ∂tu
m, um) + (
µ
2
Dum,Dum) + ρ+g(η
m
+ , u
m
3,+)+ + σ+(∇∗ηm+ ,∇∗um3,+)+ − JρK g(ηm− , um3 )−
+ σ−(∇∗ηm− ,∇∗um3 )− = (f, um)− (g+ −Π∗(g+(0) + µ+Dum+ (0)e3), um+ )+
− (g− −Π∗(g−(0) − JµDum(0)e3K), um)−.
Applying Korn’s inequality to the second term and applying Cauchy’s inequality and the trace
theorem to the right-hand side, we deduce from (5.37) that
(5.38)
d
dt
(
‖√ρum‖2L2(Ω) + ρ+g‖ηm+ ‖2L2(Σ+) + σ+‖∇∗ηm+ ‖2L2(Σ+)
− JρK g‖ηm− ‖2L2(Σ−) + σ−‖∇∗ηm− ‖2L2(Σ−)
)
+ C‖um‖2H1(Ω) . ‖f‖2L2(Ω) + ‖g‖2L2(Σ)
+ ‖Π∗(g+(0) + µ+Dum,+(0)e3)‖2L2(Σ+) + ‖Π∗(g−(0)− JµDum(0)e3K)‖2L2(Σ−).
Since σ− > σc we know from Lemma 5.1 (which is applicable to η
m due to (5.36)) that the expression
involving η under the time derivative is equivalent to ‖η‖21. Hence, upon integrating (5.38) in time
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we find that
(5.39)
sup
0≤t≤T
(
‖um‖2L2(Ω) + ‖ηm‖2H1(Σ)
)
+ ‖um‖2L2H1 . ‖u0‖2L2(Ω) + ‖η0‖2H1(Σ) + ‖f‖2L2L2 + ‖g‖2L2L2
+ T
(
‖Π∗(g+(0) + µ+Dum+ (0)e3)‖2L2(Σ+) + ‖Π∗(g−(0) − JµDum(0)e3K)‖2L2(Σ−)
)
.
Since dmj is twice differentiable a.e., we can temporally differentiate (5.33) to see that for any
ψ ∈ Xm,
(5.40) (ρ∂2t u
m, ψ) + (
µ
2
D∂tu
m,Dψ) + ρ+g(u
m
3,+, ψ3,+)+ + σ+(∇∗um3,+,∇∗ψ3,+)+
− JρK g(um3 , ψ3)− + σ−(∇∗um3 ,∇∗ψ3)− = 〈∂tf, ψ〉∗ − 〈∂tg, ψ〉−1/2.
Then, taking ψ = ∂tu
m in (5.40), we have
(5.41) (ρ∂2t u
m, ∂tu
m) + (
µ
2
D∂tu
m,D∂tu
m) + ρ+g(u
m
3,+, ∂tu
m
3,+)+ + σ+(∇∗um3,+,∇∗∂tum3,+)+
− JρK g(um3 , ∂tum3 )− + σ−(∇∗um3 ,∇∗∂tum3 )− = 〈∂tf, ∂tum〉∗ − 〈∂tg, ∂tum〉−1/2.
We bound the right-hand side of (5.41) via
(5.42) 〈∂tf, ∂tum〉∗ + 〈∂tg, ∂tum〉−1/2 ≤ ‖∂tf‖W∗‖∂tum‖H1(Ω) + ‖∂tg‖H−1/2(Σ)‖∂tum‖H1/2(Σ)
≤ C(ε)
(
‖∂tf‖2W∗ + ‖∂tg‖2H−1/2(Σ)
)
+ ε‖∂tum‖2H1(Ω).
As above, we apply Korn’s inequality to the second term on the left-hand side of (5.41); then from
(5.42) and (5.41) we deduce that
(5.43)
d
dt
(
‖√ρ∂tum‖2L2(Ω) + ρ+g‖um3,+‖2L2(Σ+) + σ+‖∇∗um3,+‖2L2(Σ+) − JρK g‖um3 ‖2L2(Σ−)
+σ−‖∇∗um3 ‖2L2(Σ−)
)
+ ‖∂tum‖2H1(Ω) . ‖∂tf‖2W∗ + ‖∂tg‖2H−1/2(Σ).
In order for the temporal integral of (5.43) to be useful, we must be able to estimate the term
‖∂tum(0)‖L2(Ω). For this, we evaluate (5.33) at t = 0 to see that for any ψ ∈ Xm,
(5.44) (ρ∂tu
m(0), ψ) + (
µ
2
Dum(0),Dψ) + ρ+g(η0,+, ψ3)+ + σ+(∇∗η0,+,∇∗ψ3)+
− JρK g(η0,−, ψ3)− + σ−(∇∗η0,−,∇∗ψ3)− = (f(0), ψ)
− (g+(0)−Π∗(g+(0) + µ+Dum+ (0)e3), ψ+)+ − (g−(0) −Π∗(g−(0)− JµDum(0)e3K), ψ−)−.
We may integrate by parts in the second, fourth and sixth terms to rewrite (5.44) as
(5.45) (ρ∂tu
m(0), ψ) = (µ∆um(0) + f(0), ψ)
− ρ+g(η0,+, ψ3)+ + σ+(∆∗η0,+, ψ3)+ + JρK g(η0,−, ψ3)− + σ−(∆∗η0,−, ψ3)−
− (Π⊥∗ (g+(0) + µ+Dum+ (0)e3), ψ+)+ − (Π⊥∗ (g−(0)− JµDum(0)e3K), ψ−)−.
Now we note that, due to the appearance of the projection Π⊥∗ , the sum of the last two terms in
(5.45) is equal to
(5.46) ((g+(0) + µ+Du
m
+ (0)e3) · e3, ψ3,+)+ + ((g−(0) + JµDum(0)e3K) · e3, ψ3,−)−.
As such, only the third component of ψ appears in the boundary integrals in (5.45). Since Σ± are
flat and e3 is the normal vector, we may bound the right-hand side of (5.45) in terms of ‖ψ‖L2(Ω)
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through the following well-known inequality (a consequence of trace theory and the divergence
theorem)
(5.47) ‖v3‖H−1/2(Σ) . ‖v‖L2(Ω) + ‖div v‖L2(Ω).
Hence, setting ψ = ∂tu
m(0) in (5.45) and making use of (5.46)–(5.47), we find that
(5.48) ‖∂tum(0)‖2L2(Ω)
.
(
‖um(0)‖H¨2(Ω) + ‖f(0)‖L2(Ω)
)
‖∂tum(0)‖L2(Ω) + ‖η0‖H5/2(Σ)‖∂tum3 (0)‖H−1/2(Σ)
+ ‖(g+(0) + µ+Dum,+(0)e3) · e3‖H1/2(Σ+)‖∂tum3,+(0)‖H−1/2(Σ+)
+ ‖(g−(0)− JµDum(0)e3K) · e3‖H1/2(Σ−)‖∂tum3,−(0)‖H−1/2(Σ−)
.
(
‖u0‖2 + ‖η0‖5/2 + ‖f(0)‖L2(Ω) + ‖g(0)‖H1/2(Σ)
)
‖∂tum(0)‖L2(Ω),
which in turn yields an estimate for ‖∂tum(0)‖2L2(Ω) by division. Using the resulting estimate, we
may integrate (5.43) in time to deduce the bound
(5.49) sup
0≤t≤T
(
‖∂tum‖2L2(Ω) + ‖um3 ‖2H1(Σ)
)
+ ‖∂tum‖2L2H1
. ‖u0‖22 + ‖η0‖25/2 + ‖f(0)‖2L2(Ω) + ‖g(0)‖2H1/2(Σ) + ‖∂tf‖2L2W∗ + ‖∂tg‖2L2H−1/2 .
Step 3. Passing to the limit. Now we utilize the energy estimates (5.39) and (5.49) to pass to
the limit as m→∞. First, we can bound further the right-hand sides of (5.39), (5.49) by
(5.50) C(1 + T )(‖u0‖2 + ‖g(0)‖H1/2(Σ)) + ‖η0‖5/2 + ‖f(0)‖L2(Ω)
+ ‖f‖2L2L2 + ‖g‖2L2L2 + ‖∂tf‖2L2W∗ + ‖∂tg‖2L2H−1/2 .
This implies that the sequences {um}, {∂tum} are uniformly bounded in L∞(0, T ;L2(Ω)) as well as
in L2(0, T ;H1(Ω)) and {∫ t0 um3 ds + η0}, {um3 } are uniformly bounded in L∞(0, T ;H1(Σ)). Hence,
up to the extraction of a subsequence, we have
(5.51)

um → u weakly- ∗ in L∞(0, T ;L2(Ω)) and weakly in L2(0, T ;H1(Ω)),
∂tu
m → ∂tu weakly- ∗ in L∞(0, T ;L2(Ω)) and weakly in L2(0, T ;H1(Ω)),∫ t
0
um3 ds+ η0 →
∫ t
0
u3 ds+ η0 weakly- ∗ in L∞(0, T ;H1(Σ)),
um3 → u3 weakly- ∗ in L∞(0, T ;H1(Σ)).
To get rid of the last two terms in (5.37) we use the fact that um(0) → u0 in V ∩ H¨2(Ω) together
with the fact that u0, g(0) satisfy the compatibility conditions (5.29) to see that
(5.52) ‖Π∗(g+(0) + µ+Dum+ (0)e3)‖H1/2(Σ+) + ‖Π∗(g−(0)− JµDum(0)e3K)‖H1/2(Σ−) → 0.
The convergences (5.51)–(5.52) allow us to pass to the limit in (5.33) to find that
(5.53) 〈ρ∂tu, ψ〉∗ + (µ
2
Du,Dψ) + ρ+g(η+, ψ3,+)+ + σ+(∇∗η+,∇∗ψ3,+)+ − JρK g(η−, ψ3)−
+ σ−(∇∗η−,∇∗ψ3)− = 〈f, ψ〉∗ + 〈g, ψ〉−1/2 for all ψ ∈ V and a.e t ∈ [0, T ].
We may also pass to the limit in (5.39)–(5.49) and employ weak lower-semicontinuity to find that
(5.54) ‖u‖2L∞L2+‖u‖2L2H1+‖∂tu‖2L∞L2+‖∂tu‖2L2H1+‖u3‖2L∞H1(Σ)+‖η‖2L∞H1+‖∂tη‖2L∞H1 . Z0.
That is, u is a pressureless weak solution of (5.2).
We can now introduce the pressure p. Define the functional Λt ∈ W∗ so that Λt(v) equals to
the difference between the left- and right- hand sides of (5.53), with ψ replaced by v ∈ W. Then
Λt ≡ 0 on V, so by Proposition 5.2 there exists a unique p(t) ∈ L2(Ω) so that (p(t),div v) = Λt(v)
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for all v ∈ W. This yields that (u, p) is a weak solution of (5.2) in the sense of (5.26) satisfying the
estimate (5.30), and by (5.26) we have p ∈ L2(0, T ;L2(Ω)) and satisfies the estimate (5.31). The
uniqueness of weak solutions follows directly from (5.30)–(5.31). 
5.1.3. Strong solution of (5.1). We now turn to the issue of higher regularity of the solutions
constructed in Theorem 5.3. In the case without surface tension we were able to directly apply the
elliptic regularity results of Theorem 3.1 in order to deduce higher regularity of the weak solutions.
However, in the case with surface tension, the appearance of the surface terms
∫ t
0 u3 ds prevents
us from directly using Theorem 3.1. Our way around this obstacle is to use difference quotients
to gain control of some horizontal derivatives, which suffice for higher regularity estimates on the
interfaces Σ±. These estimates then allow us to employ the one phase elliptic regularity in each of
Ω±. The technical challenge in this procedure is that the lack of flatness in the lower boundary Σb
requires a localization argument like the one used in the proof of Theorem 3.1.
Theorem 5.4. Suppose that f, g, u0, η0 satisfy (5.27)–(5.28), and that u0, g(0) satisfy the compat-
ibility conditions (5.29). Then there exists a unique strong solution (u, p, η) to (5.1) so that
(5.55)
u ∈ C([0, T ];V ∩ H¨2(Ω)) ∩ L2(0, T ; H¨3(Ω)),
∂tu ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)), ρ∂2t u ∈ L2(0, T ;W∗),
∇∂tu+ ∈ L2(0, T ;H−1/2(Σ+)), Jµ∇∂tuK ∈ L2(0, T ;H−1/2(Σ−));
η ∈ C([0, T ];H3(Σ)) ∩ L2(0, T ;H7/2(Ω)),
∂tη ∈ C([0, T ];H3/2(Σ)) ∩ L2(0, T ;H5/2(Σ)),
∂2t η ∈ L∞(0, T ;H−1/2(Σ)) ∩ L2(0, T ;H1/2(Σ)),
p ∈ C([0, T ]; H¨1(Ω)) ∩ L2(0, T ; H¨2(Ω)), ∂tp ∈ L2(0, T ;L2(Ω)),
∂tp+ ∈ L2(0, T ;H−1/2(Σ+)), J∂tpK ∈ L2(0, T ;H−1/2(Σ−)).
The solution satisfies the estimate
(5.56) ‖u‖2L∞H2 + ‖u‖2L2H3 + ‖∂tu‖2L∞L2 + ‖∂tu‖2L2H1
+ ‖ρ∂2t u‖2L2W∗ + ‖∇∂tu+‖2L2H−1/2(Σ+) + ‖Jµ∇∂tuK‖2L2H−1/2(Σ−)
+ ‖η‖2L∞H3 + ‖η‖2L2H7/2 + ‖∂tη‖2L∞H3/2 + ‖∂tη‖2L2H5/2 + ‖∂2t η‖2L∞H−1/2 + ‖∂2t η‖2L2H1/2
+ ‖p‖2L∞H1 + ‖p‖2L2H2 + ‖∂tp‖2L2L2 + ‖∂tp+‖2L2H−1/2(Σ+) + ‖J∂tpK‖2L2H−1/2(Σ−)
≤ C4(‖u0‖22 + ‖η0‖23 + ‖f(0)‖20 + ‖g(0)‖21/2 + ‖f‖2L∞L2 + ‖g‖2L∞H1/2
+ ‖f‖2L2H1 + ‖∂tf‖2L2W∗ + ‖g‖2L2H3/2 + ‖∂tg‖2L2H−1/2).
The initial pressure, p(0) ∈ H¨1(Ω), is determined in terms of u0, η0, f(0), g(0) as the weak solution
(in the sense of (3.60)) to
(5.57)

div
(
ρ−1(∇p(0)− f(0))) = 0 in Ω
p+(0) = g
3
+(0) + 2µ+∂3u3,+(0) + ρ+gη+(0) − σ+∆∗η+(0) on Σ+Jp(0)K = −g3−(0) + 2 Jµ∂3u3(0)K + JρK gη−(0) + σ−∆∗η−(0) on Σ−q
ρ−1(∂3p(0)− f3(0))
y
=
q
ρ−1µ∆u3(0)
y
on Σ−
ρ−1(∇p−(0)− f−(0)) · ν = ρ−1− µ−∆u−(0) · ν on Σb.
Also, ∂tη(0) = u3(0) on Σ and
(5.58) ∂tu(0) = ρ
−1(∆u0 −∇p(0) + f(0)) ∈ Y.
Proof. In order to introduce horizontal derivatives in the weak formulation (5.26) we restrict to
test functions that are localized away from Σb. That is, we replace the v in (5.26) with χv, where
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χ is the cut-off function supported away from Σb defined by (4.81) and v ∈ W. After a simple
computation, we find that w := χu and q := χp satisfy
(5.59) (ρ∂tw, v) + (
µ
2
Dw,Dv) − (q,div v) + ρ+g(η+, v3,+)+ + σ+(∇∗η+,∇∗v3,+)+
− JρK g(η−, v3)− + σ−(∇∗η−,∇∗v3)− = (f˜ , v)− (g, v)Σ, ∀v ∈ W
with divw = ∂3χu3 and
(5.60) f˜ = χf + ∂3χ(pe3 − 2∂3u)− ∂23χu.
Since the support of w is away from Σb we have that D−hDhw ∈ W, where Dh is the standard
horizontal difference quotient in any horizontal direction h ∈ R2. Then we can let v = D−hDhw in
(5.59) to find that
(5.61)
1
2
d
dt
(
‖√ρDhw‖2L2(Ω) + ρ+g‖Dhη+‖2L2(Σ+) + σ+‖∇∗Dhη+‖2L2(Σ+)
− JρK g‖Dhη−‖2L2(Σ−) + σ−‖∇∗Dhη−‖2L2(Σ−)
)
+ (
µ
2
DDhw,DDhw)
= (q,divD−hDhw) + (f˜ ,D−hDhw) + (g,D−hDhw)Σ.
By Korn’s inequality, we have
(5.62) (
µ
2
DDhw,DDhw) ≥ C‖Dhw‖2H1(Ω).
We estimate the right hand side of (5.61) as follows, recalling the definitions of w, q,
(5.63) (q,divD−hDhw) = (q, ∂3χD−hDhu3) ≤ C(ε)‖p‖2L2(Ω) + ε‖Dhw‖2H1(Ω),
(5.64) (f˜ ,D−hDhw) ≤ ‖f˜‖L2(Ω)‖D−hDhw‖L2(Ω)
≤ C(ε)(‖f‖2L2(Ω) + ‖p‖2L2(Ω) + ‖u‖2H1(Ω)) + ε‖Dhw‖2H1(Ω),
(5.65) (g,D−hDhw)Σ ≤ ‖g‖H1/2(Σ)‖D−hDhw‖H−1/2(Σ) ≤ C‖g‖H1/2(Σ)‖Dhw‖H1/2(Σ)
≤ C(ε)‖g‖2
H1/2(Σ)
+ ε‖Dhw‖2H1(Ω).
Note that in the second inequality in (5.65) we have used the general estimate
(5.66) ‖Dhϕ‖H−1/2(T2) . ‖ϕ‖H1/2(T2) for all ϕ ∈ H1/2(T2),
which may be derived from the fact that for h ∈ R2,
(5.67) |D̂hϕ(n)|2 = |ϕˆ(n)|2 |e
in·h − 1|2
|h|2 ≤ C|n|
2|ϕˆ(n)|2 for n ∈ L−11 Z× L−12 Z,
where ·ˆ denotes the Fourier transform on T2 = (2πL1T) × (2πL2T). Now we integrate (5.61) in
time from 0 to t ∈ [0, T ] and employ the estimates (5.62)–(5.65) and (5.30)–(5.31) in addition to
the usual relation between Dh and ∇∗ to obtain the bound
(5.68) sup
0≤t≤T
{
‖∇∗w‖2L2(Ω) + ‖∇∗η‖2H1(Σ)
}
+ ‖∇∗w‖2L2H1
. ‖u0‖21 + ‖η0‖22 + ‖f‖L2L2 + ‖g‖L2H1/2 + ‖p‖2L2L2 + ‖u‖2L2H1 . Z(1 + T ),
where we have compactly written Z for the right hand side of (5.56) (containing (5.30)). Since
u = w on Σ we may use (5.30) and (5.68) to see that
‖u‖2
L2(0,T ;H3/2(Σ))
. ‖u‖2
L2(0,T ;H1/2(Σ))
+ ‖∇∗w‖2L2(0,T ;H1/2(Σ))
. ‖u‖2L2H1 + ‖∇∗w‖2L2H1 . Z(1 + T ).
(5.69)
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At this point we cannot apply Theorem 3.1 to improve any of our estimates since we do not
yet have control of the boundary terms involving η. To circumvent this problem we will employ
one-phase elliptic regularity theory. Note that for a.e. t ∈ [0, T ] the pair (u+(t), p+(t)) is the unique
weak solution to the elliptic problem (A.19) in G = Ω+, with f replaced by f(t)− ρ∂tu(t), g = 0
and ϕ = u+(t) on Σ. By Lemma A.8, (5.69) and an integration in time from 0 to t, we have
‖u+‖2L2(0,T ;H2(Ω+)) + ‖∇p+‖2L2(0,T ;L2(Ω+)) . ‖f‖2L2L2 + ‖∂tu‖2L2L2 + ‖u‖2L2(0,T ;H3/2(Σ))
. Z(1 + T ).(5.70)
A similar argument yields an estimate for (u−, p−); then together with (5.30) we have
(5.71) ‖u‖2
L2(0,T ;H¨2(Ω))
+ ‖p‖2
L2(0,T ;H¨1(Ω))
. Z(1 + T ).
Now we use the test function v = D−hDhD−hDhw in (5.59) to find that
(5.72)
1
2
d
dt
{
‖√ρD−hDhw‖2L2(Ω) + ρ+g‖D−hDhη+‖2L2(Σ+) + σ+‖∇∗D−hDhη+‖2L2(Σ+)
− JρK g‖D−hDhη−‖2L2(Σ−) + σ−‖∇∗D−hDhη−‖2L2(Σ−)
}
+ (
µ
2
DD−hDhw,DD−hDhw)
= (q,divD−hDhD−hDhw) + (f˜ ,D−hDhD−hDhw) + (g,D−hDhD−hDhw)Σ.
Arguing as above (deriving estimates of the form (5.62)–(5.65)), we may deduce from (5.72) that
(5.73) sup
0≤t≤T
{
‖∇2∗w‖2L2(Ω) + ‖∇2∗η‖2H1(Σ)
}
+ ‖∇2∗w‖2L2H1
. ‖w0‖22 + ‖η0‖23 + ‖f‖L2H1 + ‖g‖L2H3/2 + ‖p‖2L2H1 + ‖u‖2L2H2 . Z(1 + T ).
Then by (5.30) and (5.73) we have that
‖u‖2
L2(0,T ;H5/2(Σ))
. ‖u‖2
L2(0,T ;H1/2(Σ))
+ ‖∇2∗w‖2L2(0,T ;H1/2(Σ))
. ‖u‖2L2H1 + ‖∇2∗w‖2L2H1 . Z(1 + T ).
(5.74)
and
(5.75) ‖η‖2L∞(0,T ;H3(Σ)) . Z(1 + T ).
As before, applying Lemma A.8 in Ω± then yields the estimate
(5.76) ‖u‖2
L2(0,T ;H¨3(Ω))
+ ‖p‖2
L2(0,T ;H¨2(Ω))
. Z(1 + T ).
The regularity we have now established allows us to deduce from (5.26) that (u, p, η) solve the
problem (5.1) in the strong sense. In order to complete the estimates in a time-independent fashion
we now need to improve the estimate (5.76). We replace the estimates (5.63)–(5.64) by
(5.77) (q,divD−hDhw) = (Dhq, ∂3χDhu3) ≤ C(ε)‖u‖2H1(Ω) + ε‖∇p‖2L2(Ω),
(5.78) (f˜ ,D−hDhw) ≤ C(‖f‖L2(Ω) + ‖∂3u‖L2(Ω))‖D−hDhw‖L2(Ω) + C‖Dhp‖L2(Ω)‖Dhw‖L2(Ω)
≤ C(ε)(‖f‖2L2(Ω) + ‖u‖2H1(Ω)) + ε‖Dhw‖2H1(Ω) + ε‖∇p‖2L2(Ω).
Hence, we can replace (5.68) by
(5.79) sup
0≤t≤T
{
‖∇∗w‖2L2(Ω) + ‖∇∗η‖2H1(Σ)
}
+ ‖∇∗w‖2L2H1
. ‖u0‖21 + ‖η0‖22 + ‖f‖L2L2 + ‖g‖L2H1/2 + ε‖∇p‖2L2L2 + ‖u‖2L2H1
. Z + ε‖∇p‖2L2L2 .
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Furthermore, after applying the one-phase Stokes elliptic regularity theory, we can replace (5.71)
by
(5.80) ‖u‖2
L2(0,T ;H¨2(Ω))
+ ‖∇p‖2L2(0,T ;L2(Ω)) . Z + ε‖∇p‖2L2L2 .
We then take ε to be sufficiently small to absorb the terms on the right into the left; this allows us
to improve the estimate (5.74):
(5.81) ‖u‖2
L2(0,T ;H¨2(Ω))
+ ‖∇p‖2L2(0,T ;L2(Ω)) . Z.
Similarly, we we can improve the estimate (5.76) with
(5.82) ‖u‖2
L2(0,T ;H¨3(Ω))
+ ‖∇p‖2
L2(0,T ;H¨1(Ω))
. Z
and improve (5.75) with (employing Poincare´’s inequality)
(5.83) ‖η‖2L∞(0,T ;H3(Σ)) . Z.
Now that we have (5.82), (5.83) and (5.30), we estimate the remaining terms in the left hand
side of (5.56). First, for the time derivatives of η we use the kinematic boundary conditions and
the trace theorem to obtain
(5.84) ‖∂tη‖2L2(0,T ;H5/2(Σ)) + ‖∂2t η‖2L2(0,T ;H1/2(Σ)) = ‖u3‖2L2(0,T ;H5/2(Σ)) + ‖∂tu3‖2L2(0,T ;H1/2(Σ)) . Z.
Second, for η itself we use the dynamic boundary conditions
(5.85) − σ+∆∗η+ + ρ+gη+ = p+ − 2µ+∂3u3,+ − g+ on Σ+
and
(5.86) − σ−∆∗η−e3 − JρK gη− = J−p+ 2µ∂3u3K− g− on Σ−
Note that we do not yet have an estimate of p on Σ, but we do have the estimate of ∇p. We may
then apply ∇∗ to (5.85)–(5.86) and use Theorem 5.1 and (5.82) to see that
(5.87)
‖∇∗η‖2L2(0,T ;H5/2(Σ)) . ‖∇∗p‖2L2(0,T ;H1/2(Σ)) + ‖∇∗∂3u3‖2L2(0,T ;H1/2(Σ)) + ‖g‖2L2(0,T ;H1/2(Σ)) . Z.
Since
∫
T2 η = 0, we may use Poincare´’s inequality to deduce from (5.87) that
(5.88) ‖η‖2
L2(0,T ;H7/2(Σ))
. Z.
With the η estimate (5.88) in hand, we may derive an estimate of p as in Theorem 4.19. Indeed,
we use (5.88), the boundary conditions (5.85)–(5.86), Poincare´’s inequality and the trace theorem
to see that
(5.89) ‖p‖2
L2(0,T ;H¨2(Ω))
. Z.
To derive the L∞-in-time estimates in (5.56) we note that for a.e. t ∈ [0, T ], (u(t), p(t)) solve
the problem
(5.90)

−µ∆u+∇p = f − ρ∂tu in Ω
div u = 0 in Ω
(p+I − µ+D(u+))e3 = (ρ+gη+ − σ+∆∗η+)e3 + g+ on Σ+JuK = 0, JpI − µD(u)Ke3 = (JρK gη− + σ−∆∗η−)e3 − g− on Σ−
u− = 0 on Σb,
We apply the two-phase elliptic theory of Theorem 3.1 to (5.90) and use (5.83) and (5.30) to see
that
(5.91) ‖u‖2
L∞(0,T ;H¨2(Ω))
+‖p‖2
L∞(0,T ;H¨1(Ω))
. ‖f‖2L∞L2+‖g‖2L∞H1/2+‖∂tu‖2L∞L2+‖η‖2L∞H5/2 . Z.
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Then from trace theory we see that
(5.92) ‖∂tη‖2L∞(0,T ;H3/2(Σ)) = ‖u3‖2L∞(0,T ;H3/2(Σ)) . Z.
Similarly, employing the estimate written in (5.47) and the fact that div ∂tu = 0, we have that
(5.93) ‖∂2t η‖2L∞(0,T ;H−1/2(Σ)) = ‖∂tu3‖2L∞(0,T ;H−1/2(Σ)) . ‖∂tu‖2L∞(0,T ;L2(Ω)) . Z.
Lastly, we derive the boundary estimates for ∂tu, ∂tp, beginning with ∂tu. First we control the
horizontal derivatives via a trace estimate:
(5.94) ‖∇∗∂tu‖2L2(0,T ;H−1/2(Σ)) . ‖∂tu‖2L2(0,T ;H1/2(Σ)) . ‖∂tu‖2L2(0,T ;H1(Ω)) . Z.
Then we use the incompressibility condition to control ∂3∂tu3:
‖∂3∂tu‖2L2(0,T ;H−1/2(Σ)) = ‖∂1∂tu1 + ∂2∂tu2‖2L2(0,T ;H−1/2(Σ))
. ‖∇∗∂tu‖2L2(0,T ;H−1/2(Σ)) . Z.
(5.95)
Now to handle ∂3ui for i = 1, 2 we have to consider Σ± as separate cases and utilize the dynamic
boundary conditions. On Σ+ we have that g+ · ei = −µ+(∂3ui+ ∂iu3), which allows us to estimate
(5.96) ‖∂3∂tui‖H−1/2(Σ+) . ‖∂i∂tu3‖H−1/2(Σ+) + ‖∂tg‖H−1/2(Σ+) . Z.
Similarly, on Σ− we use the dynamic boundary condition to estimate
(5.97) ‖Jµ∂3∂tuiK‖2L2(0,T ;H−1/2(Σ)) = ‖∂tg− · ei − Jµ∂i∂tu3K‖2L2(0,T ;H−1/2(Σ)) . Z.
Combining these estimates then yields the bound
(5.98) ‖∇∂tu+‖2L2(0,T ;H−1/2(Σ+)) + ‖Jµ∇∂tuK‖2L2(0,T ;H−1/2(Σ−)) . Z.
Then we solve for ∂tp in the dynamic boundary conditions on Σ± to find that
(5.99) ‖∂tp+‖2L2(0,T ;H−1/2(Σ+)) + ‖J∂tpK‖2L2(0,T ;H−1/2(Σ−)) . Z.
To conclude we sum over the estimates (5.99), (5.98), (5.92), (5.91), (5.89), (5.88), (5.84), (5.83),
(5.82) and (5.30) to get (5.56). Here the boundedness of the L2W∗-norm of ρ∂2t u and the L2L2-
norm of ∂tp follows in the same way as in Theorem 4.1. The proof of the time continuity and the
determination of initial data p(0), ∂tη(0), ∂tu(0) can also be carried out as in Theorem 4.1. 
5.2. The nonlinear problem.
5.2.1. Nonlinear estimates. Now we turn to the nonlinear problem (1.39) to complete the proof of
Theorem 2.5. Recall that the nonlinear term f is given by (1.32) and g± is given by (1.34), (1.35),
(1.37), (1.38). Also recall that in the case with surface tension, we define the energy E by (2.19)
and the dissipation D by (2.20). We shall now present estimates of f and g in terms of E and D in
the following lemma.
Lemma 5.5. There exists δ > 0 so that if E ≤ δ, then
(5.100) ‖f‖2L2 + ‖g‖2H1/2 . E2,
(5.101) ‖f‖2H1 + ‖g‖2H3/2 . ED,
(5.102) ‖∂tf‖2W∗ + ‖∂tg‖2H−1/2 . ED.
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Proof. The full expressions that define f and g are rather complicated, and a full analysis of each
term would be tedious. As such, we will identify only the principal terms in the expressions and
provide details for only the most delicate estimates. The other terms (lower order terms) may be
handled through straightforward modifications of the arguments presented here.
The principal terms appearing in f and g may be identified by first examining the regularity of
the terms appearing in E and D, as defined by (2.19)–(2.20), and by appealing to Lemma A.1 to
compare the regularity of η¯ to η. We find that, roughly speaking, the regularity of u (and its time
derivatives) is same as ∂tη¯, one order higher than p and at least one order lower than η¯. Based on
this, we identify the principal terms in f and g as
(5.103) f ∼ ∇3η¯u+∇2η¯∇u+∇η¯ µ∇2u
and
(5.104) g+ ∼ ∇∗η+∇u+ +∇2∗η+u+, g− ∼ ∇∗η− Jµ∇uK +∇2∗η−u.
We will prove only the most involved estimate, namely (5.102). The other two follow estimates
may be derived through somewhat easier arguments. By Lemma A.1–A.4, we have
‖∂tf‖W∗ ≤ ‖∂tf‖(0H1)∗ . ‖∂t∇3η¯‖0‖u‖1 + ‖∇3η¯‖0‖∂tu‖1 + ‖∂t∇2η¯‖0‖∇u‖1
+ ‖∇2η¯‖1‖∂t∇u‖0 + ‖∂t∇η¯‖0‖∇2u‖1 + ‖∇η¯‖2‖µ∂t∇2u‖(0H1)∗
. ‖∂tη‖5/2‖u‖1 + ‖η‖5/2‖∂tu‖1 + ‖∂tη‖3/2‖∇u‖1
+ ‖η‖5/2‖∂tu‖1 + ‖∂tη‖1/2‖u‖3 + ‖η‖5/2‖µ∂t∇2u‖(0H1)∗
.
√
ED.
(5.105)
Here, in the last inequality, we have used the estimate
(5.106) ‖µ∂t∇2u‖(0H1)∗ . ‖∂tu‖1 + ‖∂t∇u+‖H−1/2(Σ+) + ‖∂t Jµ∇uK ‖H−1/2(Σ−) .
√
D.
Indeed, by Ho¨lder’s inequality and the trace theorem, we obtain that for any ϕ ∈ 0H1(Ω) and any
i, j = 1, 2, 3,
(5.107)
〈µ∂t∂i∂ju, ϕ〉∗ = −
∫
Ω
µ∂t∂iu · ∂jϕdx + µ+
∫
Σ+
∂t∂iu+ · ϕ(e3 · ej)−
∫
Σ−
∂t Jµ∂iuK · ϕ(e3 · ej)
. ‖∂tu‖1 ‖ϕ‖1 + ‖∂t∇u+‖H−1/2(Σ+)‖ϕ‖H1/2(Σ+) + ‖∂t Jµ∇uK ‖H−1/2(Σ−)‖ϕ‖H1/2(Σ−)
.
(
‖∂tu‖1 + ‖∂t∇u+‖H−1/2(Σ+) + ‖∂t Jµ∇uK ‖H−1/2(Σ−)
)
‖ϕ‖1 .
Taking the supremum over such ϕ with ‖ϕ‖1 ≤ 1, we get (5.106).
A similar application of these lemmas, together with trace estimates, implies that
‖∂tg−‖−1/2 . ‖∂t∇∗η−‖0‖ Jµ∇uK ‖L2(Σ) + ‖∇∗η−‖2‖ Jµ∂t∇uK ‖H−1/2(Σ)
+ ‖∂t∇2∗η−‖0‖u‖L2(Σ) + ‖∇2∗η−‖0‖∂tu‖L2(Σ)
. ‖∂tη−‖1‖u‖2 + ‖η−‖3‖ Jµ∂t∇uK ‖H−1/2(Σ) + ‖∂tη−‖2‖u‖1 + ‖η−‖2‖∂tu‖1
.
√
ED,
(5.108)
and similarly, ‖∂tg+‖−1/2 .
√ED. Hence, (5.102) follows. 
5.2.2. Fixed-point argument. We shall use the linear theory provided by Theorem 5.4 and the
nonlinear estimates of Lemma 5.5 to prove Theorem 2.5 by using the the contraction mapping
principle. Recall that E and D are defined by (2.19) and (2.20).
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Proof of Theorem 2.5. As a first step we consider the dependence of f, g, E ,D on u, p, η at t = 0.
Let u0 ∈ 0H1σ(Ω) ∩ H¨2(Ω) and η0 ∈ H3(Σ) be the given initial data, which satisfy the zero-average
condition (1.9) and the compatibility conditions (2.17) with g(0) = g(u0, η0). We define the initial
data ∂tη(0) = u3(0) on Σ and then define p(0) and f(0) = f(u0, ∂tη(0), p(0)) according to the
problem (5.57). It is routine to verify that if ‖u0‖22+ ‖η0‖23 ≤ δ0 with δ0 > 0 sufficiently small, then
we have
(5.109) E(0) . ‖u0‖22 + ‖η0‖23 and ‖f(0)‖20 + ‖g(0)‖21/2 . ‖u0‖22 + ‖η0‖23.
We now let δ > 0 and define the space X as
X =
{
(w, π, ζ)
∣∣∣∣∣ (1)w(0) = u0, ζ(0) = η0;
(2) sup
t≥0
(
E(w, π, ζ)(t) +
∫ t
0
D(w, π, ζ)(s)ds
)
≤ δ.
}(5.110)
Here we write E(w, π, ζ) and D(w, π, ζ) to mean E and D, as defined by (2.19) and (2.20), with
(w, π, ζ) substituted for (u, p, η). We view X as a metric space with the metric induced by the
expression in item (2). The value of δ will be chosen later, but we will always assume that it is
smaller than that appearing in Lemma 5.5. Note that if (w, π, ζ) ∈ X, then (w, π, ζ) have the same
continuity properties listed for (u, p, η) in (5.55).
We now turn to the mapping that we will use in the contraction mapping argument. Given
(w, π, ζ) ∈ X, we let f = f(w, π, ζ) and g = g(w, ζ). Then by Lemma 5.5 we have
(5.111) ‖f‖2L∞L2 + ‖g‖2L∞H1/2 + ‖f‖2L2H1 + ‖g‖2L2H3/2 + ‖∂tf‖2L2W∗ + ‖∂tg‖2L2H−1/2
≤ C5(E(w, π, ζ)(t))2 + 2C5
∫ t
0
E(w, π, ζ)(s)D(w, π, ζ)(s)ds ≤ 3C5δ2.
Since w(0) = u0 and ζ(0) = η0 we have that u0, η0, g(0) satisfy the compatibility conditions (5.29).
Hence, by Theorem 5.4, there exists a unique strong solution (v, q, ζ) to the linear problem (5.1)
(with the forcing terms replaced by these f, g) on the interval on [0,∞); the solution satisfies the
regularity properties listed in (5.55) and achieves the initial data (u0, η0). Moreover, by (5.56) and
(5.111) we have
(5.112) E(v, q, ζ)(t) +
∫ t
0
D(v, q, ζ)(s)ds ≤ C4(‖u0‖22 + ‖η0‖23 + 4C5δ2)
for all t ≥ 0. By the above procedure, given (w, π, ζ) ∈ X, we can define a nonlinear operator L
such that (v, q, ζ) = L(w, π, ζ) is the solution of (5.1) described above. If we restrict δ, δ0 so that
δ ≤ 1/(8C4C5) and δ0 ≤ δ/(2C4), then in fact L : X→ X. Indeed, we deduce from (5.112) that
(5.113) E(v, q, ζ)(t) +
∫ t
0
D(v, q, ζ)(s)ds ≤ δ
for all t ≥ 0, which implies that (v, q, ζ) = L(w, π, ζ) is an element of X.
Now, given (w1, π1, ζ1), (w2, π2, ζ2) ∈ X, we let
(5.114) (v1, q1, ζ1) = L(w1, π1, ζ1) and (v2, q2, ζ2) = L(w2, π2, ζ2).
Then (v¯, q¯, ζ¯) = (v1 − v1, q1 − q2, ζ1 − ζ2) is a solution of the linear problem (5.1) with initial data
v¯(0) = 0, ζ¯(0) = 0 and the forcing terms f¯ = f(w1, π1, ζ1) − f(w2, π2, ζ2) and g¯ = g(w1, ζ1) −
g(w2, ζ2). We remark that g¯(0) = 0 so that v¯(0), ζ¯(0) and g¯(0) satisfy the compatibility condition
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(5.29). As in Lemma 5.5, we can deduce that
(5.115) ‖f¯‖2L∞L2 + ‖g¯‖2L∞H1/2 + ‖f¯‖2L2H1 + ‖g¯‖2L2H3/2 + ‖∂tf¯‖2L2W∗ + ‖∂tg¯‖2L2H−1/2
≤ C5 sup
t≥0
[
(E(w1, π1, ζ1)(t) + E(w2, π2, ζ2)(t))E(w¯, π¯, ζ¯)(t)
+
∫ t
0
(E(w1, π1, ζ1)(s) + E(w2, π2, ζ2)(s))D(w¯, π¯, ζ¯)(s)ds
+
∫ t
0
E(w¯, π¯, ζ¯)(s)(D(w1, π1, ζ1)(s) +D(w2, π2, ζ2)(s))ds
]
≤ 4C5δ sup
t≥0
[
E(w¯, π¯, ζ¯)(t) +
∫ t
0
D(w¯, π¯, ζ¯)(s)ds
]
.
Hence, applying Theorem 5.4 again, we obtain
(5.116)
sup
t≥0
[
E(v¯, q¯, ζ¯)(t) +
∫ t
0
D(v¯, q¯, ζ¯)(s)ds
]
≤ 4C4C5δ sup
t≥0
[
E(w¯, π¯, ζ¯)(t) +
∫ t
0
D(w¯, π¯, ζ¯)(s)ds
]
.
Since 4C4C5δ < 1/2, we find that L is a contraction mapping in X. Therefore, there is a unique
fixed point (u, p, η) of the operator L in X. By the definition of L, (u, p, η) is the unique solution
of (1.39).
We have now obtained a solution (u, p, η) that satisfies E ≤ δ. We may then revisit the proofs of
Theorem 5.4 and Lemma 5.5 to find that there exists an energy functional that is equivalent to E
and a dissipation that is equivalent to D (for simplicity we still denote them by E and D) so that
(5.117)
d
dt
E + CD ≤ 0
for a universal constant C > 0. Since E . D, the bound (2.22) and the decay estimate (2.23) follow
directly by (5.117) and an application of Gronwall’s inequality. 
Appendix A. Analytic tools
A.1. Poisson extension. We will now define the appropriate Poisson integrals that allow us to
extend η±, defined on the surfaces Σ±, to functions defined on Ω, with “good” boundedness.
Suppose that Σ+ = T
2 × {1}, where T2 := (2πL1T)× (2πL2T). We define the Poisson integral
in T2 × (−∞, 1) by
(A.1) P−,1f(x) =
∑
n∈(L−1
1
Z)×(L−1
2
Z)
ein·x
′
2π
√
L1L2
e|n|(x3−1)fˆ(n),
where for n ∈ (L−11 Z)× (L−12 Z) we have written
(A.2) fˆ(n) =
∫
T2
f(x′)
e−in·x
′
2π
√
L1L2
dx′.
Here “−” stands for extending downward and “1” stands for extending at x3 = 1, etc. It is
well-known that P−,1 : Hs(Σ+) → Hs+1/2(T2 × (−∞, 1)) is a bounded linear operator for s > 0.
However, if restricted to the domain Ω, we can have the following improvements.
Lemma A.1. Let P−,1f be the Poisson integral of a function f that is either in H˙q(Σ+) or
H˙q−1/2(Σ+) for q ∈ N = {0, 1, 2, . . . }, where we have written H˙s(Σ+) for the homogeneous Sobolev
space of order s. Then
(A.3) ‖∇qP−,1f‖0 . ‖f‖2H˙q−1/2(T2) and ‖∇qP−,1f‖0 . ‖f‖2H˙q(T2).
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Proof. See Lemma A.3 of [15]. 
We extend η+ to be defined on Ω by
(A.4) η¯+(x
′, x3) = P+η+(x′, x3) := P−,1η+(x′, x3), for x3 ≤ 1.
Then Lemma A.1 implies in particular that if η+ ∈ Hs−1/2(Σ+) for s ≥ 0, then η¯+ ∈ Hs(Ω).
Similarly, for Σ− = T
2 × {0} we define the Poisson integral in T2 × (−∞, 0) by
(A.5) P−,0f(x) =
∑
n∈(L−1
1
Z)×(L−1
2
Z)
ein·x
′
2π
√
L1L2
e|n|x3 fˆ(n).
It is clear that P−,0 has the same regularity properties as P−,1. This allows us to extend η− to be
defined on Ω−. However, we do not extend η− to the upper domain Ω+ by the reflection since this
will result in the discontinuity of the partial derivatives in x3 of the extension. For our purposes, we
instead to do the extension through the following. Let 0 < λ0 < λ1 < · · · < λm <∞ for m ∈ N and
define the (m+1)×(m+1) Vandermonde matrix V (λ0, λ1, . . . , λm) by V (λ0, λ1, . . . , λm)ij = (−λj)i
for i, j = 0, . . . ,m. It is well-known that the Vandermonde matrices are invertible, so we are free
to let α = (α0, α1, . . . , αm)
T be the solution to
(A.6) V (λ0, λ1, . . . , λm)α = qm,
qm = (1, 1, . . . , 1)
T . Now we define the specialized Poisson integral in T2 × (0,∞) by
(A.7) P+,0f(x) =
∑
n∈(L−1
1
Z)×(L−1
2
Z)
ein·x
′
2π
√
L1L2
m∑
j=0
αje
−|n|λjx3 fˆ(n).
It is easy to check that, due to (A.6), ∂l3P+,0f(x′, 0) = ∂l3P−,0f(x′, 0) for all 0 ≤ l ≤ m and hence
(A.8) ∂αP+,0f(x′, 0) = ∂αP−,0f(x′, 0)∀α ∈ N3 with 0 ≤ |α| ≤ m.
These facts allow us to extend η− to be defined on Ω by
(A.9) η¯−(x
′, x3) = P−η−(x′, x3) :=
{ P+,0η−(x′, x3), x3 > 0
P−,0η−(x′, x3), x3 ≤ 0.
It is clear now that if η− ∈ Hs−1/2(Σ−) for 0 ≤ s ≤ m, then η¯− ∈ Hs(Ω). Since we will only work
with s lying in a finite interval, we may assume that m is sufficiently large in (A.6) for η¯− ∈ Hs(Ω)
for all s in the interval.
A.2. Some inequalities. We will need some estimates of the product of functions in Sobolev
spaces.
Lemma A.2. Let U denote a domain either of the form Ω± or of the form Σ±.
(1) Let 0 ≤ r ≤ s1 ≤ s2 be such that s1 > n/2. Let f ∈ Hs1(U), g ∈ Hs2(U). Then fg ∈ Hr(U)
and
(A.10) ‖fg‖Hr . ‖f‖Hs1 ‖g‖Hs2 .
(2) Let 0 ≤ r ≤ s1 ≤ s2 be such that s2 > r + n/2. Let f ∈ Hs1(U), g ∈ Hs2(U). Then
fg ∈ Hr(U) and
(A.11) ‖fg‖Hr . ‖f‖Hs1 ‖g‖Hs2 .
(3) Let 0 ≤ r ≤ s1 ≤ s2 be such that s2 > r + n/2. Let f ∈ H−r(Σ), g ∈ Hs2(Σ). Then
fg ∈ H−s1(Σ) and
(A.12) ‖fg‖−s1 . ‖f‖−r ‖g‖s2 .
Proof. These results are standard and may be derived, for example, by use of the Fourier charac-
terization of the Hs spaces. 
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The estimates in (2) and (3) in Lemma A.2 above are not the best possible estimates of that
form. We now record one specific improvement that we will use for products in 0H
1(Ω).
Lemma A.3. Suppose that f ∈ Hs(Ω) with s > 3/2 and g ∈ 0H1(Ω). Then fg ∈ 0H1(Ω) with
‖fg‖1 . ‖f‖s‖g‖1. Moreover, if g ∈ (0H1(Ω))∗ then fg ∈ (0H1(Ω))∗ via 〈fg, ϕ〉∗ := 〈g, fϕ〉∗. In
this case we have the estimate ‖fg‖(0H1)∗ . ‖f‖s‖g‖(0H1)∗ .
Proof. For the first assertion we use the Sobolev and Ho¨lder inequalities to estimate
(A.13) ‖fg‖2H1 = ‖fg‖2L2 + ‖f∇g‖2L2 + ‖∇fg‖2L2
≤ ‖f‖2L∞‖g‖2L2 + ‖f‖2L∞‖∇g‖2L2 + ‖∇f‖L3‖g‖2L6 . ‖f‖2Hs‖g‖2H1 .
Also, clearly fg|Σb = 0. The second assertion follows easily from the first and the duality. 
We will also use the following lemma.
Lemma A.4. The following hold.
(1) Let f ∈ L2(Ω), g ∈ H1(Ω), then fg ∈ (0H1(Ω))∗ and
(A.14) ‖fg‖(0H1(Ω))∗ . ‖f‖0‖g‖1.
(2) Let f ∈ L2(Σ), g ∈ H1/2(Σ), then fg ∈ H−1/2(Σ) and
(A.15) ‖fg‖−1/2 . ‖f‖0‖g‖0.
Proof. To prove (A.14) we choose any ϕ ∈ 0H1(Ω). By the Ho¨lder and Sobolev inequalities, we
have that
(A.16)
∫
Ω
fgϕdx ≤ ‖f‖L2(Ω)‖g‖L3(Ω)‖ϕ‖L6(Ω) ≤ ‖f‖0‖g‖1‖ϕ‖1.
Taking the supremum over such ϕ with ‖ϕ‖1 ≤ 1, we get (A.14). The estimate (A.15) follows in a
similar way by recalling that the Sobolev embedding shows that H1/2(Σ) →֒ L4(Σ). 
In the following lemma we let U denote a periodic domain of the form Ω± with flat upper
boundary Γu and lower boundary Γl, which may not be flat. We now record some Poincare´-type
inequalities for such domains.
Lemma A.5. The following hold.
(1) ‖f‖2L2(U) . ‖f‖2L2(Γu) + ‖∂3f‖2L2(U) for all f ∈ H1(U).
(2) ‖f‖L2(Γu) . ‖∂3f‖L2(U) for f ∈ H1(U) so that f = 0 on Γl.
(3) ‖f‖0 . ‖f‖1 . ‖∇f‖0 for all f ∈ H1(U) so that f = 0 on Γl.
Proof. See Appendix A.4 of [15]. 
We will need the following version of Korn’s inequality.
Lemma A.6. It holds that ‖u‖1 . ‖Du‖0 for all u ∈ 0H1(Ω).
Proof. See Lemma 2.7 of [3]. 
A.3. Two classical one-phase Stokes problems. We now let G denote a horizontal periodic
slab (like Ω±) and write Γ for its boundary (not necessarily flat), consisting of two smooth pieces
Γ1, Γ2. We shall recall the classical regularity theory for two Stokes problems in G.
We first state the following Stokes problem
(A.17)

−µ∆u+∇p = f in G
div u = h in G
(pI − µD(u))ν = ψ on Γ1
u = ϕ on Γ2.
Here ν denotes the outward pointing unit normal on the boundary.
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Lemma A.7. Let r ≥ 2. If f ∈ Hr−2(G), h ∈ Hr−1(G), ψ ∈ Hr−3/2(Γ1), ϕ ∈ Hr−1/2(Γ2), then
there exists unique u ∈ Hr(G), p ∈ Hr−1(G) solving (A.17). Moreover,
(A.18) ‖u‖Hr(G) + ‖p‖Hr−1(G) . ‖f‖Hr−2(G) + ‖h‖Hr−1(G) + ‖ψ‖Hr−3/2(Γ1) + ‖ϕ‖Hr−1/2(Γ2).
Proof. See [3]. 
An essential step in our analysis is to bypass the regularity theory for (A.17) and instead appeal
to a similar Stokes problem with Dirichlet boundary conditions on both Γ1 and Γ2:
(A.19)

−µ∆u+∇p = f in G
div u = h in G
u = ϕ1 on Γ1
u = ϕ2 on Γ2.
The following records the regularity theory for this problem.
Lemma A.8. Let r ≥ 2. Let f ∈ Hr−2(G), h ∈ Hr−1(G), ϕ1 ∈ Hr−1/2(Γ1), ϕ2 ∈ Hr−1/2(Γ2) be
given such that
(A.20)
∫
G
h =
∫
Γ1
ϕ1 · ν +
∫
Γ2
ϕ2 · ν.
Then there exists unique u ∈ Hr(G), p ∈ Hr−1(G)(up to constants) solving (A.19). Moreover,
(A.21) ‖u‖Hr(G) + ‖∇p‖Hr−2(G) . ‖f‖Hr−2(G) + ‖h‖Hr−1(G) + ‖ϕ1‖Hr−1/2(Γ1) + ‖ϕ2‖Hr−1/2(Γ2).
Proof. See [19, 35]. 
A.4. Time-dependent functional setting. Let us define
0H
1(Ω) := {u ∈ H1(Ω) | u |Σb= 0},
0H1(Ω) := {u ∈ H1(Ω) | u |Σ+= 0}, and
0H
1
σ(Ω) := {u ∈ 0H1(Ω) | div u = 0},
(A.22)
with the obvious restriction that the last space is for vector-valued functions only.
In order to study theA–Stokes problems, we use the time-dependent functional setting introduced
in [13]. In this context we think of η± as given (with J , A, etc defined by η± as in (1.22)) and use
it to construct some time-dependent function spaces. We define a time-dependent inner-product
on L2 = H0 by introducing
(A.23) (u, v)H0(t) :=
∫
Ω
(u · v)J(t)
with corresponding norm ‖u‖H0(t) :=
√
(u, u)H0(t). Then we write H0(t) := {‖u‖H0(t) < ∞}.
Similarly, we define a time-dependent inner-product on 0H
1(Ω) according to
(A.24) (u, v)H1(t) :=
∫
Ω
µ
(
DA(t)u : DA(t)v
)
J(t),
where for two n × n matrices A,B we write A : B = ∑i,j Ai,jBi,j. We define the corresponding
norm by ‖u‖H1(t) :=
√
(u, u)H1(t). Then we define
(A.25) H1(t) := {u | ‖u‖H1(t) <∞, u |Σb= 0} and X (t) := {u ∈ H1(t) | divA(t) u = 0}.
We will also need the orthogonal decomposition H0(t) = Y(t)⊕ Y(t)⊥, where
(A.26) Y(t)⊥ := {∇Aϕ | ϕ ∈ 0H1(Ω)}.
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Finally, for T > 0 and k = 0, 1, we define inner-products on L2Hk := L2([0, T ];Hk(Ω)) by
(A.27) (u, v)HkT
=
∫ T
0
(u(t), v(t))Hkdt.
Write ‖u‖2
HkT
for the corresponding norms and HkT for the corresponding spaces. We define the
subspace of divA-free vector fields as
(A.28) XT := {u ∈ H1T | divA u = 0 for a.e. t ∈ [0, T ]}.
Under a smallness assumption on η, we can show that the spaces Hk(t) and HkT have the same
topology as Hk and L2Hk, respectively.
Lemma A.9. There exists a universal ǫ0 > 0 so that if sup0≤t≤T ‖η(t)‖3 < ǫ0, then
(A.29)
1√
2
‖u‖k ≤ ‖u‖Hk(t) ≤
√
2‖u‖k
for k = 0, 1 and for all t ∈ [0, T ]. As a consequence, for k = 0, 1,
(A.30)
1√
2
‖u‖L2Hk ≤ ‖u‖HkT ≤
√
2‖u‖L2Hk .
Proof. See Lemma 2.1 of [13]. 
It is more important that 0H
1
σ(Ω) is related to the spaces X (t). To this end, we define the matrix
(A.31) M :=M(t) = K∇Θ =
 K 0 00 K 0
AK BK 1

where A,B,K are defined by (1.22). The matrixM(t) induces a linear operatorMt : u 7→ Mt(u) =
M(t)u, the properties of which are recorded in the following.
Proposition A.10. For each t ∈ [0, T ], Mt is a bounded linear isomorphism: from Hk(Ω) to
Hk(Ω) for k = 0, 1; from H¨2(Ω) to H¨2(Ω); from L2(Ω) to H0(t); from 0H1(Ω) to H1(t); and from
0H
1
σ(Ω) to X (t). In each case the norms of the operators Mt,M−1t are bounded by a constant times
1 + ‖η(t)‖9/2.
Moreover, the mapping M given by Mu(t) := Mtu(t) is a bounded linear isomorphism: from
L2([0, T ];Hk(Ω)) to L2([0, T ];Hk(Ω)) for k = 0, 1; from L2([0, T ]; H¨2(Ω)) to L2([0, T ]; H¨2(Ω));
from L2([0, T ];L2(Ω)) to H0T ; from L2([0, T ]; 0H1(Ω)) to H1T ; and from L2([0, T ]; 0H1σ(Ω)) to XT .
In each case, the norms of the operators M and M−1 are bounded by a constant times the sum
1 + sup0≤t≤T ‖η(t)‖9/2.
Proof. See Proposition 2.5 of [13]. 
The following proposition allows us to introduce the pressure as a Lagrange multiplier.
Proposition A.11. If Λt ∈ (H1(t))∗ is such that Λt(v) = 0 for all v ∈ X (t), then there exists a
unique p(t) ∈ H0(t) so that
(A.32) (p(t),divA(t) v)H0(t) = Λt(v) for all v ∈ H1(t)
and ‖p(t)‖H0(t) . (1 + ‖η(t)‖9/2)‖Λt‖(H1(t))∗ .
If Λ ∈ (H1T )∗ is such that Λ(v) = 0 for all v ∈ XT , then there exists a unique p ∈ H0T so that
(A.33) (p,divA v)H0T
= Λ(v) for all v ∈ H1T
and ‖p‖H0T . (1 + sup0≤t≤T ‖η(t)‖9/2)‖Λ‖(H1T )∗ .
Proof. See Proposition 2.9 of [13]. 
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