Search based software testing has emerged in recent years as an important research area within automated software test data generation. The general approach of couching the satisfaction of test goals as numerical optimisation problems has been applied to a variety of problems such as satisfying structural coverage criteria, specification falsification, exception generation, breaking unit pre-conditions and software hazard discovery. However, some test goals may be hard to satisfy. For example, a program branch may be difficult to reach via a search based technique, because the domain of the data that causes it to be taken is exceedingly small or the non-linearity of the "fitness landscape" precludes the provision of effective guidance to the search for test data. In this paper we propose to "stretch" relevant conditions within a program to make them easier to satisfy. We find test data that satisfies the corresponding test goal of the stretched program. We then seek to transform the stretched program by stages back to the original, simultaneously migrating the obtained test data to produce test data that satisfies the goal for the original program. The "stretching" device is remarkably simple and shows significant promise for obtaining hard-to-find test data and also gives efficiency improvements over standard search based testing approaches.
1. Introduction
Dynamic Testing
Dynamic testing -"the dynamic verification of the behaviour of a program on a finite set of test cases, suitably selected from the usually infinite executions domain, against the expected behaviour" [1] -is used to gain confidence in almost all developed software. Various static approaches can be used to gain further confidence but it is generally felt that only dynamic testing can provide confidence in the correct functioning of the software in its intended environment.
We cannot perform exhaustive testing because the domain of program inputs is usually too large and also there are too many possible execution paths. Therefore, the software is tested using a suitably selected set of test cases. A variety of coverage criteria have been proposed to assess how effective test sets are likely to be. Historically, criteria exercising aspects of control flow, such as statement and branch coverage [2] , have been the most common. Further criteria, such as data flow [3] , or else sophisticated condition-oriented criteria such as MC/DC coverage [4] have been adopted for specific application domains. Many of these criteria are motivated by general principles (e.g. you cannot have much confidence in the correctness of a statement without exercising it); others target specific commonly occurring fault types (e.g. boundary value coverage).
Finding a set of test data to achieve identified coverage criteria is typically a labour-intensive activity consuming a good part of the resources of the software development process. Automation of this process can greatly reduce the cost of testing and hence the overall cost of the system. Many automated test data generation techniques have been proposed by researchers. We can broadly classify these techniques into three categories: random, static and dynamic [5] [6] .
Random approaches generate test input vectors with elements randomly chosen from appropriate domains. Input vectors are generated until some identified criterion has been satisfied. Random testing may be an effective means of gaining an adequate test set for simple programs but may simply fail to generate appropriate data in any reasonable timeframe for more complex software (or more sophisticated criteria).
With static techniques an enabling condition is typically generated that is satisfied by test data achieving the identified goal. For example, symbolic execution can be used to extract an appropriate path traversal condition for an identified path. Such enabling conditions are solved by constraint solving techniques. However, current application of static code analysis techniques to generate data is not widespread. Despite much research, these approaches do not scale well, and are problematic for some important code elements, such as loops, arrays and pointers [7] .
Recently Search Based Software Engineering (SBSE) [8] , [9] has evolved as a major research field in the software engineering community. Major work in the area has con-centrated on software testing. In fact it is fair to say that search based software testing has, in many respects, lead the way in SBSE. Work can be dated back to 1976 [10] . The major work in search based software testing itself is search based test data generation. McMinn [7] published a survey paper back in 2004. There has been extensive activity in the field since then. A recent survey on the use of search based techniques to test non-functional properties has recently been published. [11] .
Search Based Test Data Generation

General Approach
In search based test data generation (SBTDG) achieving a test requirement is modeled as a numerical function optimisation problem and some heuristic is used to solve it. The techniques typically rely on the provision of "guidance" to the search process via feedback from program executions. For example, suppose we seek test data to satisfy the condition X <= 20. We can associate with this predicate a cost that measures how close we are to satisfying it, e.g. cost(X <= 20) = max(X − 20, 0). The value X == 25 clearly comes closer to satisfying the condition than does X == 50, and this is reflected in the lower cost value associated with the former. The problem can be seen as minimising the cost function cost(X <= 20) over the range of possible values of X.
SBTDG for functional testing generally employs a search/optimisation technique with the aim of causing assertions at one or more points in the program to be satisfied. We may require each of a succession of branch predicates to be satisfied (or not) to achieve an identified execution path; we may require the program preconditions to be satisfied but the postconditions to be falsified (i.e. falsification testingfinding test data that breaks the specification) [12] ; or else we may simply require a proposed invariant to be falsified (e.g. breaking some safety condition, or causing a function to be exercised outside its precondition) [13] .
There has been a growing interest in such techniques and we see more and more applications of these techniques to software testing. Some of the techniques that have been successfully applied to test data generation are Hill Climbing (HC) [10] , [14] , Simulated Annealing (SA) [15] , Genetic Algorithms (GAs) [16] , [17] , [18] , [13] , Tabu Search (TS) [6] , Ant Colony Optimisation (ACO) [19] , Artificial Immune Systems (AISs) [20] , Estimation of Distribution Algorithms (EDAs) [21] , Scatter Search (SS) [22] and Evolutionary strategies (ESs) [23] .
Limitations of Search Based Approaches
SBTDG revolves around finding data to cause one or a sequence of assertions (predicates) within a program to be satisfied. Current approaches to search based test data generation have explored the use of various optimisation techniques and various fitness functions to find test data satisfying some particular goal. The approaches tried have seen considerable success, but there are also clear limitations.
Even with the predicate structures involving Boolean relational operators, some targets will be difficult to achieve. It may be because of the very small input domain of data satisfying the goal or because the program structures are not very amenable to the search process. For example, handling Boolean flag variables is hard. In such cases one approach has been to transform the program to an equivalent version more suited to SB approaches [24] , [25] , [26] . Program transformation has been used to make generation of test data easier. Once the data is found the transformed program may be thrown away. Below we take the idea of program transformation further, viewing transformation not as a oneoff activity, but as a fundamental part of the search process.
Program Stretching
Currently almost all traditional program transformations are semantics preserving. This is not essential [27] ; we can obtain the required test data from a transformed program semantically different from the actual program. In this paper we propose a radical generalisation of current transformation approaches, illustrated with respect to branch and path coverage goals.
We will 'stretch' difficult branches thus making them easier to cover. This can be achieved by generating mutant programs by adding auxiliary variables to the predicates in the difficult branches. To clarify the idea consider the following example.
Lets suppose that (II) is the branch that SBTDG seems unable to cover. We now add additional input variables, i.e, var1 and var2 to it as shown below.
Initially we set the values of var1 and var2 reasonably large so that it is easy (even trivial) to find test data such that (expr3 + var1) > (expr4) and expr5 < (expr6 + var2). The ranges of additional variable values define a set of "stretched" programs. Our search now proceeds over the set of such stretched programs and test inputs for them. The search trajectory comprises a sequence of pairs (prog 1 , td 1 ), (prog 2 , td 2 ), . . . , (prog f inal , td f inal ) . The aim is to end up with end up with an "unstretched" program prog f inal (with all auxiliary variables set to 0) and test data td f inal that satisfies the required constraints. Essentially, the search space comprises the original test data input space combined with the set of all variable assignments to auxiliary variables. Although we know the desired eventual value of each auxiliary variable (i.e. 0) allowing it to take positive intermediate values can facilitate the solution of the overall problem. Essentially we find test data satisfying our goal for a highly stretched program, and evolve the test input data and auxiliary variables together to achieve the original aim. This requires a very simple modification to existing SBTDG mechanisms.
Fitness Function
We use the basic fitness function proposed by [15] for our work as shown in Table 1 . This is a modified form of the work proposed by [14] . The fitness function is based on evaluating branch predicates. It gives a value of 0 if the branch predicate evaluates to the desired value and a positive value otherwise. The lower the value, the better is the solution. The table indicates the cost for specific assertions. Where more than one assertion is of interest (e.g. when a sequence of branch predicates must be satisfied to follow an identified path) then the basic costs per predicate are combined in some way. For a sequence of assertions to be satisfied we combine them using the following equation;
Where K is a constant, branch c is the current branch and N is the number of uncovered branches of the path to be satisfied.
We need also to incorporate the effect of auxiliary variables. For this purpose we add a new term to the fitness function, which is the summation of all the new variables. i.e,
where v i is the ith auxiliary variable
We then bring down f (x) total to zero by decreasing the value of n i=0 abs(v i ) in a 'controlled' way. Table 2 shows how assertions in a program may be stretched.
In most cases this is straightforward. For the case of equality (a == b) we first transform to the equivalent
A zero cost solution to an identified goal provides test data that achieves the goal for the original program. The extension of the cost function to include punishment of non-zero values of additional variables does not assume any particular mechanism for the traditional cost function component. We have chosen the traditional one with which we are most familiar, but others' approaches can be simply extended in the way we suggest.
Experiments and Evaluation
To evaluate the validity of the above concept we performed two sets of experiments. In the first set, we consid- 
Apply transformation to expr a and\or b using the above rules a ∧ b
Apply transformation to expr a and\or b using the above rules ered three small case studies of program code of varied McCabe structural complexity. These programs are given in Appendix B. In the second set of experiments, we applied the concept at the architectural level to MATLAB R Simulink R models. We compared performance of the programs on the basis of (i) coverage, i.e. input test data found for branches against total branches to satisfy a coverage criterion, (ii) success rate, i.e. how many times test data was found when a program was run multiple times to satisfy a coverage criterion and, (iii) the average number of executions taken to find the test data.
Experiment set 1: Code Examples
We used Simulated Annealing (SA) with the following parameters for our first set of experiments . Further experiments can be done to optimise the parameters. However, since we kept the same parameters for both approaches, we believe the results will be similar for the optimise set as well.
Move strategy: fixed Geometric Temperature decrease rate: 0.8 Number of iteration in inner loop: 250 Maximum number of iteratoin in outer loop: 1000 Stopping criterion: Either a solution is found or maximum number of iterations are reached.
Case study 1 is relatively easy having a McCabe structural complexity [28] of 10 and is experimented with to find the applicability of the stretching principle to different relational operators. Case Study 2 though has a McCabe structural complexity of 8 but is relatively difficult from a search point of view because of the branching structure. Case study 3 has a McCabe structural complexity of 14 and the branching structure is more difficult for search. In each of the above programs, our goal is to achieve the coverage of the last branch as indicated in the appendix. To reach that goal we 'stretched' the intermediate difficult branches.
With program 1, we were able to obtain 100% coverage and success rate using the traditional search based approach and also with program stretching. However, as expected, the average number of iterations to cover the required target in stretched program approach were more than for the traditional approach. Although the goal is satisfied more quickly with the stretched program approach, the search process must expend additional effort reducing the program to the original and dragging the test data with it to maintain goal satisfaction. For easy goals, we believe that the traditional approach should be used instead of program stretching.
In program 2, the search was again 100% successful in each case. However, the task here is more difficult and the results are better for the program stretching approach. Program stretching, in this case, would appear to give efficiency advantages.
In program 3, the results were even better. In this case the search process was successful in 92% of runs for the standard approach and 99.8% of runs using program stretching. The average number of function evaluations (program executions) for successful runs were also better for the program streching approach. Table 3 and 4 summarise the above results. 
Experiment set 2: Simulink Models
As stated above, for the second set of experiments we used MATLAB Simulink models. Appendix A gives a short introduction to Simulink. For this set of experiments we used the models from Zhan and Clark [29] , which used input variables of type double with a range of -100 to 100. We used the following configuration for SA parameters. The parameters setting is based on the experimental work by Zhan and Clark [30] .
Move strategy: fixed. We considered only those branches for analysis for which the traditional approach was not hundred percent successful. Zhan and Clark [29] used four models. Model SmplSw is rather straightforward and hence is not considered for experiments. Quadratic model is also relatively simple but the search is made more difficult by introducing local minima. This was achieved by changing the range of input variables.
Quadratic contains three Switch blocks and hence eight 'paths' or, more specifically combinations. RandMdl has four Switch blocks and hence has sixteen combinations. Combine has seven Switch blocks and hence one hundred and twenty eight combinations. We targeted each of these combinations in the case of Quadratic and RandMdl. In case of Combine model, we targeted only the case where all switch blocks take the value 'true'. Each model was run thirty times for each of the targets to achieve statistically significant results. For example, for RandMdl, we did four hundred and eighty runs in total.
Quadratic model gave much better results for the stretching approach. However, for models RandMdl and Combine the results in both approaches are very similar in terms of success rate. But the 'stretching' is more expensive as it requires more number of execution to find the input data to cover the required combination. The results have been summarised in Tables 5 and 6 .
In both set of experiments, the neighbourhood is searched by considering a small change in any of the variables, either actual or auxiliary, and then the modified fitness function is evaluated. The move is accepted, if the fitness function value is improved. However, by restricting the neighbourhood search, we can get significant improvement in the results. In such case when the value of auxiliary variable is changed, the actual variable is also changed by a fraction of that value. The actual fitness function due to all the variables, actual or auxiliary, as well as the modified fitness function are evaluated. The move is accepted if both fitness functions are improved or if there is an improvement in any of the fitness functions but the other remains unchanged. Table 7 summarises the results for Simulink models for this strategy. We can see that there is a clear improvement in the average number of executions as well as the success rate.
Previous Work
Program Transformation has been applied to programs most commonly to the removal of problematic program elements such as GOTO statement [31] , [32] . In the realm of software testing the work by Harman et al [27] , based on previous work [25] is noteworthy. They proposed a simple theory of testability transformation and applied the technique to the removal of flag problem for Evolutionary test data generation. The flag-free programs provided more determinism to the search process improving both the performance of evolutionary test data generation and the adequacy level of the test data so-generated. Hierons et al. [24] applied the technique to transformation of a program with one or more exit statement to a branch-coverage equivalent program thus preserving the branch-coverage adequate sets of test inputs. McMinn et al [26] applied the approach to the nested search targets. The approach was applied to the nested-if statement by converting the nested structure to a straight line one. Case studies were performed on two small programs which showed an improvement actor of more than two times in terms of efficiency in the search process. However, the technique still faces challenges posed by some common program constructs: loops, arrays and pointers.
Conclusions and Future Work
The program stretching principle is in its initial stages. Initial results are promising and we believe that the technique can be extended to more complex systems. The technique was motivated by the need to satisfy "difficult" goals. The studies indeed show that program stretching has advantages in these cases, either showing greater success or greater efficiency (or both) than standard search based test data generation.
The approach is basically a form of continuous program transformation. A key difference here is that the transformations do not preserve program semantics. The idea of stretching was originally motivated as a form of "topological" deformation. Ideally the input domains corresponding to satisfying test goals in the stretched program would map in a straightforward way to those of the original program's test goals. This is not essential. One could easily imagine some input partitions vanishing as the program is stretchedsome paths through the program may no longer be possible for example. This paper has shown how program stretching can be used to find hard-to-find branches, but really this is about generating test data to satisfy hard-to-find conditions. This can easily be extended to the following applications:
Invariant Falsification: Suppose we have a proposed invariant inv for some identified point in the program. If we insert a program statement "if(!inv);" at that point we can view the falsification of the invariant as a branch reachability problem. As a consequence can easily apply the program stretching technique. Exception Generation: Consider assignment statements of the form "var=expr;". When expr is evaluated the result must be a value inside the type bounds,if an exception is not to be raised. In program reasoning it is common to refer to refer to such constraints as healthiness pre-conditions. We can insert a statement of the form "if(!healthiness); and proceed much as before. Higher Level Models: In this paper we attempted application of program stretching to the 'path coverage' or more specifically to the 'Combination' coverage [29] of Simulink models. Zhan and Clark [30] also proposed techniques for a more practical branch coverage criterion. We also aim at extending the approach to such criteria. We also believe that our stretching technique may find applications to other higher level models such as statecharts. Similarly, automated SBTDG from specification might be facilitated. In future we aim to further explore the idea and identify the program structures where we can apply this technique with a greater degree of confidence. The paper has provided an indication that the stretching concept may be used to enable difficult test data to be found more easily. Our evaluation has been limited to a few programs. We believe that more extensive testing is clearly necessary to come to definitive conclusions about the utility of the approach. We have used a rather blunt notion of stretching (adding an auxiliary variable to one side of a relational expression).
It remains an open question whether more sophisticated approaches to stretching can be found.
Application Outside SBSE
We believe that program stretching is a novel yet appealing concept. Although developed to solve a specific problem in SBTDG, it seems plausible that the approach could find application elsewhere. In abstract terms the fundamental idea is that the "problem" and "solution" are developed together. The problem is essentially relaxed (made easier) until a satisficing solution is found. An attempt is then made to migrate the problem to the original problem of interest with the solution being "dragged" along to maintain satisfaction of the changing constraints. We see no reason in principle why this form of relaxing and dragging should not find wider application within the search based engineering disciplines. We recommend this area to the research community.
Appendix 1. Simulink
Simulink is a software package for modelling, simulating, and analysing system-level designs of dynamic systems. Simulink models/systems are made up of blocks connected by lines. Each block implements some function on its inputs and outputs the results. Outputs of blocks form inputs to other blocks (represented by lines joining the relevant input/output ports). Models can be hierarchical. Each block can be a subsystem comprising other blocks and lines.
Simulink models have their special way of forming branches compared to programs. Blocks such as 'if-else', and Switch are used to form branches. We have used only Switch blocks in our work for branching structure. However, the work can be easily extended to include other blocks as well. A Switch block has three 'in' ports, one 'out' port and a control parameter 'Threshold'. When the value of the second 'in' port is greater than or equal to the threshold parameter, the output will equal to the value carried on the first 'in' port, otherwise the value carried on the third 'in' port will be channelled through to the output. Therefore a Switch block can map to an 'if-then-else' branching structure in code.
Two other important blocks that need to be introduced here are LogicalOperator and RelationalOperator blocks.
A LogicalOperator block has two parameters: operator parameter (which can be 'AND', 'OR', 'NAND', 'NOR', 'XOR', or 'NOT') and input-number parameter (which can be any integer number except that when the operator parameter is 'NOT', in which case, the input-number must be '1').
A RelationalOperator block has two inputs. There is a parameter defining the desired relation between the two inputs. If the relation is TRUE, the output will be '1'; otherwise, the output will be '0'. There are six options for the relational parameter: ==, ∼=, <, <=, >=, and >. Simulink models execute (calculate the outputs of) all branches of the models, whether the branches are selected or not, while for programs, only the selected branches are executed. For example, the following code matches the model in Figure 2 . program calculation; input x,y; output z; begin if x>=y z=x-y; else z=y-x; end In the Simulink model, both 'x-y' and 'y-x' are calculated although only one of these results is channelled through to the output by the Switch block. However, in the code, only one of them will be executed depending on the evaluation of the predicate 'x ≤ y'. 
SBTDG for Simulink Models
Simulink has been popularly used as a higher level system prototyping or design tool in many domains, including aerospace, automobile and electronics systems. This facilitates investigation (e.g. for both verification and validation purposes as well as optimisation) of the system under consideration at an early stage of development. Code can then be generated either manually or automatically. Simulink is playing a more and more important role in system engineering and the verification and validation of Simulink models is becoming vital to users. SBTDG techniques have seen little application to Simulink models, which is surprising since the execution model of Simulink would seem to allow analogous SBTDG techniques to be applied as for code. The only work that is known to us, to the best of our knowledge, is by Zhan and Clark [29] , [33] , [34] . The work in this paper is based on their earlier work [29] . 
