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Resumen
Empleando el filtro de Kalman esta´ndar se aborda el problema de la estimacio´n de
estados, para posteriormente abordar el problema de la estimacio´n de para´metros o iden-
tificacio´n de sistemas, finalmente se desarrolla el filtro de Kalman dual encargado de rea-
lizar las dos estimaciones de manera simulta´nea, los algoritmos desarrollados en esta ins-
tancia funcionan de manera o´ptima, sin embargo su funcionamiento se encuentra restrin-
gido a sistemas lineales.
En segundo lugar partiendo del filtro de Kalman extendido se busca abordar las pro-
blema´ticas mencionadas para sistemas no lineales, por ende a partir del operador jaco-
biano se linealiza el modelo del sistema con el objetivo de emplear las ecuaciones del
filtro de Kalman esta´ndar, sin embargo este me´todo presenta algunos inconvenientes, de
los cuales nace la necesidad de buscar otras alternativas para estimar estados y para´me-
tros de sistemas no lineales.
Una alternativa al filtro de kalman extendido la da el conjunto de filtros de Kalman,
el cual expresa el error de estimacio´n o estad´ıstico a partir de un conjunto de modelos,
empleando este me´todo no se tiene la necesidad de linealizar el modelo del sistema, ni
tampoco de propagar en el tiempo la covarianza de estimacio´n. A lo largo del proyecto
se presentan ejemplos mediante los cuales se puede observar y comprobar el funciona-
miento o´ptimo de este me´todo, adema´s es posible comprobar que el conjunto de filtros
de Kalman proporciona una estimacio´n ma´s optima que la proporcionada por el filtro
de Kalman extendido. Finalmente empleando uno de los algoritmos desarrollados en el
proyecto (conjunto de filtros de Kalman para estimacio´n de estados) se controla un sis-
tema de generacio´n eo´lica, lo anterior se realiza para demostrar que es necesario realizar
una estimacio´n o´ptima si se busca disen˜ar un controlador a partir de la estimacio´n.
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1. INTRODUCCIO´N
1.1. Planteamiento del problema
Identificar un sistema dina´mico es construir un modelo matema´tico del sistema a
partir de datos de entrada y salida observados, esta tema´tica es muy extensa debido
a que es posible implementar diferentes te´cnicas de identificacio´n dependiendo de las
caracter´ısticas de los modelos a estimar [1], se distinguen dos clases de me´todos, en
primer lugar se encuentran los me´todos tradicionales, los cuales son empleados para
la identificacio´n de sistemas lineales, y en segundo lugar se encuentran los me´todos
modernos, los cuales son empleados para la identificacio´n de sistemas no lineales [2].
Entre los me´todos de identificacio´n tradicionales se encuentra el me´todo de mı´nimos
cuadrados, me´todo de correccio´n de gradiente, me´todo de prediccio´n de error, me´todo de
regresio´n pseudo-lineal y me´todo de ma´xima verosimilitud [3] [4], los me´todos tradicio-
nales pueden realizar una identificacio´n o´ptima de sistemas lineales, pero no pueden ser
empleados para sistemas no lineales [2], partiendo de la necesidad de identificar sistemas
no lineales, en los u´ltimos an˜os se han desarrollado nuevos me´todos con diversas carac-
ter´ısticas [5].
Entre los me´todos modernos de identificacio´n ma´s relevantes se encuentran los basa-
dos en algoritmos gene´ticos, lo´gica difusa, redes neuronales, algoritmos de optimizacio´n
mediante enjambre de part´ıculas (PSO), algoritmos por modelos auxiliares, algoritmos
de identificacio´n multi-innovacio´n, filtros de Kalman (KF), filtro de Kalman extendido
(EKF) y algoritmos de identificacio´n jera´rquica [2] [6] [9] [10] , a pesar del gran avance
que han representado estos me´todos en la identificacio´n de sistemas dina´micos siguen
existiendo grandes inconvenientes, como la dependencia de una estimacio´n a priori del
sistema, falta de sensibilidad respecto a las variaciones del sistema, poca universalidad
de los me´todos, y la no equivalencia total del modelo identificado frente al sistema real
[2][7].
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Emplear me´todos de identificacio´n con los inconvenientes mencionados anteriormente
no es adecuado, ya que estos inconvenientes tienen una repercusio´n directa en el control
del sistema dina´mico, esto se debe a que el modelo construido a partir de los me´todos de
identificacio´n tiene como propo´sito describir fielmente el comportamiento del sistema
para posteriormente ser utilizado en el disen˜o de un controlador, por ende es necesario
identificar el sistema a controlar de una manera o´ptima para que el controlador fun-
cione adecuadamente [7]. Se enfrenta el gran reto de desarrollar un nuevo me´todo de
identificacio´n que no requiera de un conocimiento a priori del sistema, que sea versa´til,
sensible a las variaciones, computacionalmente eficiente, y que construya un modelo
matema´tico lo ma´s parecido posible al sistema real, ya que es imposible la equivalencia
total del modelo construido frente al sistema real [2][7].
1.2. Justificacio´n
Los me´todos de identificacio´n son ampliamente aplicados en diversas a´reas de control
automa´tico, aviacio´n, vuelos espaciales, astronomı´a, medicina, economı´a, biolog´ıa, entre
otros. Con el desarrollo de la ciencia y de la tecnolog´ıa establecer un modelo matema´tico
de un sistema a partir de su respectiva identificacio´n se ha convertido en un tema de su-
ma importancia y utilidad [2].
El problema de encontrar un me´todo de identificacio´n ma´s o´ptimo que los me´todos
implementados actualmente es un problema interesante y complicado a la vez, in-
teresante debido a que un me´todo ma´s eficiente podr´ıa abordar de manera satisfac-
toria inconvenientes que au´n no tienen solucio´n en diversas aplicaciones industriales
[1], adema´s es complicado en primer lugar debido a que es imposible la equivalen-
cia total del modelo construido frente al sistema real [7], y en segundo lugar debido
a que una vez realizada la identificacio´n de un sistema se busca disen˜ar un contro-
lador no lineal, s´ı el sistema tiene un comportamiento no lineal, sin embargo hoy en
d´ıa la gran mayor´ıa de los controladores empleados en la industria son lineales pu-
ros, ya que el disen˜o de controladores no lineales representa grandes dificultades [5].
La identificacio´n de sistemas no lineales se considera un problema dif´ıcil puesto que iden-
tificar un sistema no lineal conlleva dos grandes etapas: la seleccio´n de la estructura del
modelo con determinado nu´mero de para´metros, y la seleccio´n de un algoritmo que esti-
me dichos para´metros [5].
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En este proyecto se propone la construccio´n de un me´todo de identificacio´n de sis-
temas basado en el conjunto de filtros de Kalman (EnKF), para posteriormente ser
implementado en el control de una planta de generacio´n eo´lica, este me´todo es una
alternativa al tradicional filtro de Kalman (KF) y representa una gran mejora res-
pecto al manejo de espacio de estados extensos y al manejo de la evolucio´n de error
no lineal [8], mediante este proyecto se busca que al identificar un sistema y al di-
sen˜ar un controlador a partir de este me´todo novedoso se obtengan resultados ma´s
o´ptimos que los resultados obtenidos a partir de me´todos implementados anteriormen-
te puesto que en comparacio´n con el tradicional filtro de Kalman (KF) y el filtro de
kalman extendido (EKF); el conjunto de filtros de kalman (EnKF) representa mayor
eficiencia computacional, debido a que este me´todo supera inconvenientes relacionados
con el error de la matriz de covarianza, y la identificacio´n de sistemas no lineales [8].
1.3. Objetivos
1.3.1. General
Identificar y controlar una turbina de generacio´n eo´lica a pe´quela escala empleando
el conjunto de filtros de Kalman (EnKF) y realizar el ana´lisis comparativo respecto a
otros me´todos.
1.3.2. Especificos
Desarrollar un me´todo de identificacio´n de sistemas basado en el conjunto de
filtros de Kalman (EnKF)
A partir del conjunto de filtros de Kalman controlar un sistema de generacio´n
eo´lica
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1.4. Marco conceptual
Identificacio´n: disen˜o de una sen˜al de entrada apropiada usando datos de entrada
y salida experimentales, seleccio´n de una clase de modelos, construccio´n de una funcio´n
de criterio de error, determinacio´n de un modelo que se ajuste mejor a los datos mediante
me´todos de optimizacio´n.
Estado:conjunto minimo de datos que describen el comportamiento dinamico de un sis-
tema.
Modelo: relacio´n entre cantidades observadas, la cual se expresa generalmente median-
te una expresio´n matema´tica, tiene como finalidad predecir el comportamiento de un ob-
jeto.
Clase de modelos: conjunto o coleccio´n de modelos, puede ser un conjunto parametri-
zado por para´metros de dimensio´n finita. Ejemplo: todos los modelos de espacio de esta-
do lineales de orden n.
Espacio de estados: una representacio´n de espacios de estados es un modelo ma-
tema´tico de un sistema f´ısico descrito mediante un conjunto de entradas, salidas y varia-
bles de estado relacionadas por ecuaciones diferenciales de primer orden que se combinan
en una ecuacio´n diferencial matricial de primer orden.
Controlador: elemento encargado de manipular la entrada al sistema para obtener el
efecto deseado en la salida del sistema (retroalimentacio´n).
Filtro: Es un elemento que deja pasar sen˜ales ele´ctricas a trave´s de e´l, a una determina-
da frecuencia o rangos de frecuencia mientras previene el paso de otras, pudiendo modifi-
car tanto su magnitud como fase.
Control robusto: Es la rama de la ingenier´ıa de control encargada del disen˜o de contro-
ladores estables y robustos en presencia de errores de modelado.
Estoca´stico: se denomina estoca´stico al sistema cuyo comportamiento es intr´ınseca-
mente no determinista.
4
1.5. Estado del arte
En 1965 se realizaron los avances ma´s significativos al desarrollo de la teor´ıa de
identificacio´n de sistemas. Tanto los aportes de Ho y Kalman, como los aportes de
A˚stro¨m y Bohlin abrieron paso a la teor´ıa de identificacio´n moderna, adema´s se dio
origen a las dos corrientes de investigacio´n ma´s importantes en el campo de la teor´ıa
de identificacio´n (identificacio´n de sub espacios y prediccio´n de error) [14] [15] [16].
Hasta finales de 1950, gran parte del disen˜o de controladores estaba basado en Bode, Ny-
quist, gra´ficos Ziegler-Nichols o ana´lisis de respuesta al impulso, estas te´cnicas estaban
limitadas a disen˜ar controladores para sistemas con una sola entrada y una sola salida;
estos sistemas se conocen como SISO (single input, single output) [14]. En 1960 Kalman
introduce la representacio´n en espacio de estados y adema´s puso las bases para la teor´ıa
de espacio de estados basado en filtrado optimo y control o´ptimo mediante la implemen-
tacion del filtro de Kalman [16][22].
El disen˜o de controladores se limitaba a los campos relacionados con aplicaciones
meca´nicas, ele´ctricas y aeroespaciales; sin embargo, Los aportes de Kalman representa-
ron el desarrollo de modelos dina´micos mediante los cuales fue posible el desarrollo de
controladores para campos relacionados con procesos de control, sistemas ambientales,
sistemas biolo´gicos, sistemas biome´dicos, entre otros [14] [16]. Las investigaciones de
Ho y Kalman acerca de la representacio´n en espacio de estados hab´ıan encontrado la
solucio´n de problemas determin´ısticos; sin embargo, de En 1974 Akaike encontrar´ıa la
solucio´n de problemas estoca´sticos mediante la identificacio´n de sub-espacios [14] [17].
Por otra parte A˚stro¨m y Bohlin introdujeron a la comunidad de control el modelo AR-
MA y ARMAX, adema´s del marco de ma´xima verosimilitud. Estos aportes dar´ıan paso
al desarrollo de la prediccio´n de error en la teor´ıa de identificacio´n [14] [15]. En 1978 los
investigadores pasaron de buscar “el sistema verdadero” a la “mejor aproximacio´n del
sistema”[14]. Finalmente en 1986 Gevers and Ljung, con su libro “System identification:
Theory for the user” dar´ıan lugar al reconocimiento de la teor´ıa de identificacio´n como
un problema de disen˜o [14] [7]. Hoy en d´ıa el campo de la identificacio´n de sistemas
abarca a´reas como el disen˜o experimental, la identificacio´n de bucle cerrado, identifica-
cio´n en el dominio de la frecuencia, estimacio´n de incertidumbre, y control robusto [14].
En el presente proyecto se tiene como referente “Modelling and Control of a Small
Scale Wind Turbine” [18]. En la citada investigacio´n se obtuvieron inconvenientes rela-
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cionados con el disen˜o de controladores debido a que se utilizaron me´todos de control
inadecuados para sistemas no lineales (controlador PID y control o´ptimo LQR (linear
quadratic regulator)); por lo tanto, en este proyecto se busca implementar un me´todo
adecuado para sistemas no lineales capaz de identificar el sistema de manera o´ptima
para posteriormente disen˜ar los controladores correspondientes.
1.6. Alcance
La investigacio´n se va a centrar en la metodolog´ıa de solucio´n, debido a que se
implementara una metodolog´ıa nueva a un problema cla´sico. La base teo´rica de la
metodolog´ıa a implementar se fundamenta en el conjunto de filtros de Kalman (EnKF),
y el problema cla´sico es la identificacio´n o´ptima de un sistema de generacio´n eo´lica para
posteriormente disen˜ar los controladores del sistema.
1.7. Estructura del trabajo de grado
El trabajo de grado esta´ organizado de la siguiente forma. En el cap´ıtulo 2 se aborda
el problema de la estimacio´n dual a partir del filtro de Kalman, en el cap´ıtulo 3 y 4
se aborda la misma problematica a partir del filtro de Kalman extendido y el conjunto
de filtros de Kalman respectivamente, en el cap´ıtulo 5 se desarrolla un controlador por
realimentacio´n de estados a partir de la estimacio´n de estados realizada por el conjunto
de filtros de Kalman, en el cap´ıtulo 6 se realiza un ana´lisis comparativo entre el filtro
de Kalman extendido y el conjunto de filtros de Kalman, finalmente se presentan las
conclusiones en el cap´ıtulo 7.
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2. FILTRO DE KALMAN
En 1960 R. E. Kalman presenta por primera vez el filtro de Kalman como solucio´n
al problema de filtrado lineal optimo, desde entonces este algoritmo es obgeto de diver-
sas investigaciones y aplicaciones, principalmente en el area de navegacion asistida [23].
El filtro de Kalman tiene su origen en la formulacio´n de espacio de estados para sistemas
dina´micos lineales, proporciona una solucio´n recursiva al problema de filtrado optimo
lineal, debido a que para calcular la estimacio´n actual de estados se utiliza la estima-
cio´n anterior y los nuevos datos de entrada, adema´s es considerado como un algoritmo
de procesamiento de datos optimo, debido a que minimiza el error cuadratico medio
(diferencia entre estimacio´n y lo que se estima). En la pra´ctica, es posible que las varia-
bles de estado de un sistema dina´mico no puedan ser determinadas por una medicio´n
directa, dado lo anterior su medicio´n se realiza por medio de procesos estoca´sticos que
involucran un grado de incertidumbre en la medicio´n [19][23][26].
2.1. Estimacio´n de estados
El filtro de Kalman aborda el problema de la estimacio´n de estados, para un momen-
to determinado se realiza una prediccio´n de estado, la cual es corregida o mejorada me-
diante un tipo de control feedback (retroalimentacio´n) representada por mediciones rea-
lizadas al sistema [23].
Una descripcio´n ma´s detallada acerca del filtro de Kalman puede encontrarse en [19],
[23] y [26], estas investigaciones se toman como referencia para definir el problema y
las ecuaciones correspondientes a la estimacio´n de estados.
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2.1.1. El problema de la estimacio´n de estados
Modelo en espacio de estados
El filtro de Kalman aborda el problema de estimar los estados de un sistema que
evoluciona respecto a las siguientes ecuaciones diferenciales.
xk+1 = Fk+1,kxk + wk (2.1)
Donde F se conoce como matriz de transicio´n de estados, y x se conoce como
vector de estados.
zk = Hkxk + vk (2.2)
Donde H se conoce como matriz de medicio´n, y z o zm se conoce como vector de
observacio´n o salida medida del sistema.
Adema´s wk y vk corresponden al ruido del proceso y al ruido de la medicio´n
respectivamente, los ruidos se asumen aditivos, blancos y gaussianos, con media
cero y con matriz de covarianza Qk y Rk respectivamente.
2.1.2. Ecuaciones para estimacio´n de estados
Las ecuacion del filtro de Kalman para estimacio´n de estados son las siguientes.
Inicializacio´n
x = E[x] (2.3)
P = E[(x− E[x])((x− E[x])T ] (2.4)
Estimacio´n de estados a-priori
xk = Fk+1,kx (2.5)
Covarianza de estimacio´n a-priori
Pk = Fk+1,kPk−1F Tk+1,k +Qk−1 (2.6)
Ganancia de Kalman
Gk = PkH
T
k [HkPkH
T
k +Rk]
−1 (2.7)
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Estimacio´n de estados a-posteriori
xk = xk +Gk(zmk −Hkxk) (2.8)
Covarianza de estimacio´n a-posteriori
Pk = (I −GkHk)Pk (2.9)
En la figura 2.1, se observa el esquema del filtro de Kalman, en el cual se puede apre-
ciar tanto el ruido correspondiente al proceso (evolucio´n de estado) como el ruido
correspondiente a la medicio´n, adema´s se puede apreciar la salida real del sistema
zr, la salida medida del sistema denotada por z o zm, en la cual se tiene en cuen-
ta el ruido de la medicio´n y finalmente la salida estimada del sistema ze, la cual es
igual al producto entre la matriz de medicio´n H y el estado estimado a-posteriori x.
Figura 2.1: Salidas del filtro de Kalman
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2.1.3. Algoritmo para estimacio´n de estados
Las ecuaciones del filtro de kalman para la estimacio´n de estados se implementan en
el algoritmo 1.
Algoritmo 1 Filtro de Kalman para estimacio´n de estados
Require: A, x, P,H, zm,Q,R, u,B
Ensure: x, P
function [x, P ] = filtro de Kalman-estados(A, x, P,H, zm,Q,R, u,B)
Prediccio´n
x = Ax+Bu//estimacio´n de estado a-priori
P = APAT +Q //covarianza de estimacio´n a-priori
Correccio´n
G = PHT [HPHT +R]−1//ganancia de Kalman
x = x+G(zm−Hx) //estimacio´n de estado a-posteriori
P = (I −GH)P//covarianza de estimacio´n a-posteriori
return
El algoritmo 1 (filtro de Kalman para estimacio´n de estados), tiene como objetivo esti-
mar los estados de un sistema lineal, es posible observar que las entradas del algoritmo
son: la matriz de transicio´n de estados denotada por F o A, el estado estimado inicial x,
la covarianza de estimacio´n de estados inicial P , la matriz de medicio´n H, la salida medi-
da del sistema zm, las covarianzas del proceso y medicio´n respectivamente Q, R, adema´s
al modelo en espacio de estados del sistema se incluye la matriz de entrada B y la sen˜al
de control u.
Una vez el algoritmo reconoce las entradas mencionadas anteriormente, se realiza la
estimacio´n a-priori de estados y de covarianza (prediccio´n), posteriormente se calcula
la ganancia de Kalman, y finalmente se realiza la estimacio´n a-posteriori de estados
y covarianza (correccio´n), las estimaciones a-posteriori son las salidas del algoritmo.
El filtro de Kalman se considera un algoritmo de solucio´n recursiva debido a que el es-
tado estimado x y la covarianza de estimacio´n de estado P calculados en una iteracio´n
se emplean en la pro´xima iteracio´n como estimacio´n de estado inicial y covarianza de
estimacio´n de estado inicial.
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2.1.4. Ejemplo 1. Estimacio´n de estados
Se presenta un ejemplo (algoritmo 2) tomado de la herramienta de MathWorks “lear-
ning Kalman filter” en el cual se implementa el algoritmo 1 correspondiente al filtro de
Kalman para estimacio´n de estados, el ejemplo describe la medida de un volt´ımetro en
un automo´vil.
Se puede observar en el algoritmo 2 que en primer lugar se introducen las entradas
que requiere el filtro de kalman A, x, P,H,Q,R, u,B con excepcio´n de la salida medida
zm, la cual se calcula en el proceso iterativo para cada muestra, se define el orden del
sistema n, el nu´mero de iteraciones N que se realizan en el algoritmo, y cuatro matrices
de almacenamiento: zmV almacenamiento de mediciones o salida medida (zm), zeV
almacenamiento de la salida estimada (ze = Hx), xV almacenamiento de la estimacio´n
de estados (x), y finalmente truV almacenamiento del estado real del sistema (tru).
A continuacio´n se da paso al proceso iterativo, el cual se realiza desde k = 1 has-
ta el nu´mero de iteraciones N indicado, luego se genera un voltaje aleatorio tru, en
el cual se tiene en cuenta el ruido del proceso o de evolucio´n de estado, tru se al-
macena en la matriz truV , a continuacio´n se define la salida medida zm, la cual
tiene en cuenta el ruido de la medicio´n o del sensor, zm se almacena en la matriz
zmV , como paso siguiente se realiza una iteracio´n del filtro de Kalman, por ende co-
mo se explico´ anteriormente se obtiene la estimacio´n de estados x, y la covarianza
de estimacio´n P , las cuales actualizan los valores iniciales de estimacio´n, x es alma-
cenada en la matriz xV , finalmente se calcula la salida estimada ze multiplicando la
matriz de medicio´n H por el estado estimado x, ze se almacena en la matriz zeV .
Como paso siguiente se define la salida real del sistema zr, en la figura 2.1 se ob-
serva que esta salida es igual a la salida medida pero sin tener en cuenta el rui-
do de medicio´n, adema´s se calcula el error de medicio´n MeasErr, el error de esti-
macio´n EstErr y sus respectivas covarianzas de error MeasErrCov y EstErrCov.
Una vez las iteraciones han terminado, las matrices de almacenamiento truV y xV con-
tienen todos los voltajes verdaderos y todos los estados o voltajes estimados respectiva-
mente, las matrices mencionadas son de taman˜o (1xN), debido a que el sistema es de pri-
mer orden, en la figura 2.2 se observa la matriz truV (color verde) y la matriz xV (color
azul), es posible deducir que los estados estimados se aproximan de manera considerable
a los estados verdaderos del sistema.
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Algoritmo 2 Ejemplo 1. Filtro de Kalman para estimacio´n de estados. Volt´ımetro de
un automo´vil
Volt´ımetro de un automo´vil. medida= 12v
n = 1//orden del sistema
A = 1//matriz de transicio´n de estados
Q = 22 //ruido del proceso (stdev=2v)
H = 1// matriz de medicio´n
R = 22 //ruido de la medicio´n (stdev=2v
B = 0//matriz de entrada
u = 12//sen˜al de control
x = 12//estimacio´n de estado inicial
P = 22//covarianza de estimacio´n de estado inicial
iteraciones
N = 80
matrices de almacenamiento
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida (zm)
zeV = zeros(1, N)//almacenamiento de la salida estimada (Hx=ze)
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados (x)
truV = zeros(n,N)//almacenamiento del estado real del sistema (tru)
proceso iterativo
for k = 1 : N do
tru = randn2 + 12//generacio´n de voltajes aleatorios
truV (1, k) = tru //almacenamiento de los voltajes
zm = tru+ randn2//medicio´n de los voltajes
zmV (1, k) = zm//almacenamiento de las mediciones
[x, P ] = filtro de Kalman-estados(A, x, P,H, zm,Q,R, u,B)//realizar una iteracio´n
del filtro de Kalman
xV (1, k) = x //almacenamiento de la estimacio´n de estados
zeV (1, k) = Hx//almacenamiento de la salida o mediciones estimadas
end for
ca´lculo de errores
zr = truV //salida real del sistema
MeasErr = zr − zmV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
macio´n
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De igual manera si las iteraciones han terminado, las matrices de almacenamiento zmV
y zeV contienen todos las salidas medidas y todas las salidas estimadas respectivamente,
las matrices mencionadas son de taman˜o 1xN , debido a que el sistema tiene una sola sa-
lida, en la figura 2.3 se observar la matriz zmV (color rojo, puntos) y la matriz zeV (co-
lor magenta), es posible deducir que las salidas estimadas se aproximan de manera consi-
derable a las salidas medidas del sistema.
Finalmente en la figura 2.4 se observa la comparacio´n entre el error de medicio´n
MeasErr (color rojo, l´ınea discontinua) y entre el error de estimacio´n EstErr (color
azul), adema´s la figura muestra que el nivel de ruido es reducido una vez se ha implemen-
tado el filtro de Kalman, lo anterior es confirmado mediante el ca´lculo de la covarianza de
los errores, la covarianza de error antes de la implementacio´n del filtro (MeasErrCov) es
igual a 3, 1178 y la covarianza de error despue´s de implementado el filtro (EstErrCov)
es igual a 2, 5670.
Figura 2.2: Estimacio´n de estados mediante el filtro de Kalman. Ejemplo 1 (volt´ımetro
de un automo´vil)
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Figura 2.3: Salida estimada mediante el filtro de Kalman. Ejemplo 1 (volt´ımetro de un
automo´vil)
Figura 2.4: Error de estimacio´n mediante el filtro de Kalman. Ejemplo 1 (volt´ımetro de
un automo´vil)
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2.1.5. Ejemplo 2. Estimacio´n de estados
Se presenta un ejemplo (algoritmo 3,4) en el cual se implementa el algoritmo 1 corres-
pondiente al filtro de Kalman para estimacio´n de estados, el ejemplo describe un sistema
SISO (una entrada, una salida) de segundo orden. Mediante la herramienta de Matlab
“drss” se genera un modelo en espacio de estados en tiempo discreto, de esta manera se
obtiene la matriz de transicio´n de estados A, la matriz de entrada B y la matriz de medi-
cio´nH.
Se puede observar en el algoritmo 2 que en primer lugar se introducen las entradas que
requiere el filtro de Kalman con excepcio´n de la salida medida zm, se define el nu´mero
de iteraciones N que se realizaran en el algoritmo, y cinco matrices de almacenamiento:
zrV almacenamiento de la salida real del sistema, zmV almacenamiento de mediciones
o salida medida (zm), zeV almacenamiento de la salida estimada (Hx=ze), xV almace-
namiento de la estimacio´n de estados (x), y finalmente truV almacenamiento del estado
real del sistema (tru).
A continuacio´n se da paso al proceso iterativo, en el cual se describe la evolucio´n del esta-
do real del sistema de acuerdo con la ecuacio´n 2.1, se prosigue con el almacenamiento del
estado real del sistema en la matriz truV , luego se calcula la salida medida del sistema
zm, la cual se describe mediante la ecuacio´n 2.2, se prosigue con el almacenamiento de
dicha medicio´n en la matriz zmV , despue´s se calcula la salida real del sistema zr, la cual
es igual a la salida medida sin tener en cuenta el ruido de la medicio´n, esta salida se alma-
cena en zrV .
Como paso siguiente se realiza una iteracio´n del filtro de Kalman, por ende como se ex-
plico´ anteriormente se obtiene la estimacio´n de estados x, y la covarianza de estimacio´n
de estado P , las estimaciones mencionadas se utilizan en la siguiente iteracio´n como
estimaciones iniciales, x es almacenada en la matriz xV , adema´s se calcula el producto
entre la matriz de medicio´n H y x conocido como salida estimada ze, la cual se al-
macena en la matriz zeV , como u´ltimo paso se calcula el error de medicio´n MeasErr,
el error de estimacio´n EstErr y las covarianzas de error MeasErrCov y EstErrCov.
Una vez las iteraciones han terminado, las matrices de almacenamiento truV y xV
contienen todos los estados verdaderos y todos los estados estimados respectivamen-
te, a diferencia del ejemplo 1, en el ejemplo 2 las matrices truV y xV son matrices
de taman˜o (2xN) debido a que se tienen dos estados reales y dos estados estimados.
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Algoritmo 3 Ejemplo 2. Filtro de Kalman para estimacio´n de estados. Sistema SISO
de segundo orden
n = 2//orden del sistema
A=
[
0,04867 0,804
0,804 0,07916
]
//matriz de transicio´n de estados
Q = diag([0,520,22])//ruido del proceso
H =
[ −0,888 0,1001 ] //matriz de medicio´n
R = 0,1//ruido de la medicio´n
B = [−1,795; 0,8404]//matriz de entrada
u = 0,1randn//sen˜al de control
x = 0,1rand(n, 1)//estimacio´n de estado inicial
P = 10eye(n)//covarianza de estimacio´n de estado inicial
iteraciones
N = 100
matrices de almacenamiento
zrV = zeros(1, N)//almacenamiento de la salida real (zr)
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida (zm)
zeV = zeros(1, N)//almacenamiento de la salida estimada (Hx=ze)
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados (x)
truV = zeros(n,N)//almacenamiento del estado real del sistema (tru)
estado real inicial
tru = zeros(n, 1)
proceso iterativo
for k = 1 : N do
tru = Atru+Bu+ sqrt(Q)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
zm = Htru+ sqrt(R)randn//medicio´n de los voltajes
zmV (1, k) = zm//almacenamiento de las mediciones
zr = Htru//salida real del sistema
zrV (1, k) = zr//almacenamiento de las salidas reales del sistema
[x, P ] = filtro de Kalman-estados(A, x, P,H, zm,Q,R, u,B)//realizar una iteracio´n
del filtro de Kalman
xV (:, k) = x //almacenamiento de la estimacio´n de estados
zeV (:, k) = Hx//almacenamiento de la salida o mediciones estimadas
end for
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Algoritmo 4 Ejemplo 2. Filtro de Kalman para estimacio´n de estados. Sistema SISO
de segundo orden, continuacio´n
ca´lculo de errores
MeasErr = zr − zmV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
macio´n
En la figura 2.5 se observa la matriz truV (color verde) y la matriz xV (color azul), es
posible deducir que los estados estimados coinciden casi por completo con los estados
verdaderos del sistema, de igual manera una vez las iteraciones han terminado, las ma-
trices de almacenamiento zmV y zeV contienen todas las salidas medidas y todas las
salidas estimadas respectivamente, al igual que en el ejemplo 1, en el ejemplo 2 las ma-
trices mencionadas son matrices de taman˜o (1xN) debido a que el sistema tiene una sola
salida, por ende la salida medida y estimada es la misma para los cuatro estados del sis-
tema, se puede observar en la figura 2.6 la matriz zmV (color rojo, puntos) y zeV (color
magenta), las salidas estimadas coinciden casi por completo con las salidas verdaderas.
Finalmente en la figura 2.7 se puede observar la comparacio´n entre el error de medicio´n
MeasErr (color rojo, l´ınea discontinua) y entre el error de estimacio´n EstErr (color
azul), la figura muestra que el nivel de ruido es reducido una vez se ha implementado el
filtro de Kalman, lo anterior es confirmado mediante el ca´lculo de la covarianza de los
errores, la covarianza de error antes de la implementacio´n del filtro (MeasErrCov) es
igual a 0,1134 y la covarianza de error despue´s de implementado el filtro (EstErrCov) es
igual a 0,0768.
17
Figura 2.5: Estimacio´n de estados mediante el filtro de Kalman. Ejemplo 2 (sistema
SISO de segundo orden)
Figura 2.6: Salidas estimadas mediante el filtro de Kalman. Ejemplo 2 (sistema SISO
de segundo orden)
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Figura 2.7: Error de estimacio´n mediante el filtro de Kalman. Ejemplo 2 (sistema SISO
de segundo orden)
2.2. Estimacio´n de para´metros
El filtro de Kalman tambie´n puede emplearse para estimar los para´metros de un sis-
tema, los cuales se obtienen a partir de la funcio´n de transferencia del mismo, los para-
metros estimados en ocaciones pueden ser empleados para construir el modelo del siste-
ma [7][25].
Una descripcio´n ma´s detallada acerca de identificacio´n de sistemas o estimacio´n de pa-
rametros se encuentran en [7],[19] y [27], estas investigaciones se toman como referencia
para definir el problema y las ecuaciones correspondientes a la estimacio´n de parametros
mediante el filtro de Kalman.
2.2.1. El problema de la estimacio´n de para´metros
Para estimar los parametros de un sistema, se aborda el problema de estimacio´n
recursiva, considerando el siguiente modelo de regresio´n lineal.
θk = θk−1 + wk (2.10)
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yk = φ
T
k θk + vk (2.11)
Donde yk se conoce como el observador de para´metros, el vector θ contiene los ver-
daderos para´metros del sistema, y el vector de regresio´n φ contiene salidas y entradas
anteriores.
φTk = Ck = (yk−1, ..., yk−n, uk−1, ..., uk−m) (2.12)
Se obtiene una nueva representacio´n en espacio de estados, donde θk corresponde a un
proceso estacionario con matriz de transicio´n de estados igual a la matriz identidad,
adema´s para procesos estacionarios es posible despreciar los ruidos de proceso y medi-
cio´n wk y vk.
2.2.2. Ecuaciones para estimacio´n de para´metros
Inicializacio´n
θ = E[θ] (2.13)
Pθ = E[(θ − E[θ])((θ − E[θ])T ] (2.14)
Estimacio´n de para´metros a-priori
θk = θk−1 (2.15)
Covarianza de estimacio´n a-priori
Pk = Pk−1 +Qk−1 (2.16)
Ganancia de Kalman
Gk = PkC
T
k [CkPkC
T
k +Rk]
−1 (2.17)
Estimacio´n de para´metros a-posteriori
θk = θk +Gk(yk − Ckθk) (2.18)
Covarianza de estimacio´n a-posteriori
Pk = (I −GkCk)Pk (2.19)
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2.2.3. Algoritmo para estimacio´n de para´metros
Las ecuaciones del filtro de Kalman para estimacio´n de para´metros se implementan
en el algoritmo 5.
Algoritmo 5 Filtro de Kalman para estimacio´n de para´metros
Require: θ, P, C, y,Q,R
Ensure: θ, P
function [x,P] = filtro de Kalman-para´metros(θ,P,C,y,Q,R)
Prediccio´n
θ = θ//estimacio´n de para´metros a-priori
P = P +Q //covarianza de estimacio´n a-priori
Correccio´n
G = PCT [CPCT +R]−1//ganancia de Kalman
θ = θ +G(y − Cθ) //estimacio´n de para´metros a-posteriori
P = (I −GC)P//covarianza de estimacio´n a-posteriori
return
El algoritmo 5 (Filtro de Kalman para estimacio´n de para´metros), tiene como objetivo
estimar los para´metros de un sistema lineal. Se puede observar que las entradas del al-
goritmo son: la estimacio´n de para´metros inicial θ, covarianza de estimacio´n inicial P , el
vector de regresio´n C, la salida real del sistema yr, y las covarianzas del proceso y medi-
cio´n respectivamenteQ,R.
Una vez el algoritmo reconoce las entradas mencionadas anteriormente, se realiza la es-
timacio´n a-priori de para´metros y de covarianza (prediccio´n), posteriormente se calcula
la ganancia de Kalman y finalmente se realiza la estimacio´n a-posteriori de para´metros
y covarianza (correccio´n), las estimaciones a-posteriori son las salidas del algoritmo.
Se considera al filtro de Kalman como un algoritmo de solucio´n recursiva debido a que
los para´metros estimados θ y la covarianza de estimacio´n P calculados en una itera-
cio´n son empleados en la pro´xima iteracio´n como estimacio´n de parametros inicial y
covarianza de estimacio´n inicial.
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2.2.4. Ejemplo 1. Estimacio´n de para´metros
Se presenta un ejemplo (algoritmo 6) en el cual se implementa el algoritmo 5 corres-
pondiente al filtro de Kalman para estimacio´n de para´metros. El ejemplo describe un sis-
tema SISO de primer orden, por ende consta de dos para´metros.
Se puede observar en el algoritmo 6 que en primer lugar se introducen las entra-
das que requiere el filtro de Kalman para estimacio´n de para´metros (θ, P, C,Q,R)
con excepcio´n del vector de regresio´n C y la sen˜al de observacio´n de para´metros
yr, los cuales se calculan para cada muestra en el proceso iterativo, se define el or-
den del sistema n, el nu´mero de para´metros m, los para´metros verdaderos del siste-
ma θtru, y las inicializaciones de la salida y la entrada anterior y1 (yk−1), u1 (uk−1).
Como paso siguiente se define el nu´mero de iteraciones o mediciones N que se realizan en
el algoritmo, luego se definen cuatro matrices de almacenamiento: yrV almacenamiento
del observador de para´metros (yr), uV almacenamiento de la sen˜al de control (u), yeV
almacenamiento del observador estimado de para´metros (ye), y finalmente θV almace-
namiento de la estimacio´n de para´metros (θ).
A continuacio´n se da paso al proceso iterativo, el cual se realiza desde k = 1 hasta el
nu´mero de iteraciones o mediciones N que este indicado, luego se define una sen˜al de
control u, la cual en este caso representa un valor fijo, se prosigue almacenando la sen˜al
de control, posteriormente se define el vector de regresio´n C el cual contiene salidas y en-
tradas anteriores (ecuacio´n 2.11), para la primera iteracio´n el vector C utiliza los valores
iniciales de la salida y la entrada anterior, luego se define el observador de para´metros yr
(ecuacio´n 2.10), el cual se almacena en la matriz yrV , es importante mencionar que el va-
lor de θtru es constante, a diferencia del vector de regresio´n C, el cual cambia para cada
iteracio´n.
Posteriormente se realiza una iteracio´n del filtro de Kalman para estimacio´n de para´me-
tros, por ende como se explico´ anteriormente se obtiene la estimacio´n de para´metros θ,
y la covarianza de estimacio´n P , las cuales se utilizan como estimacion de para´metros
inicial y covarianza de estimacio´n inicial en la siguiente iteracio´n, luego θ se almacena en
la matriz θV , se prosigue calculando la sen˜al de observacio´n estimada de para´metros ye
multiplicando el vector de regresio´n C por los parametros estimados θ, finalmente ye es
almacenado en yeV .
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Algoritmo 6 Ejemplo 1. Filtro de Kalman para estimacio´n de para´metros. Sistema de
primer orden
n = 1//orden del sistema
m = 2//para´metros del sistema
Q = diag([0,520,22]) //ruido del proceso
R = 0,1 //ruido de la medicio´n
θ = [0; 0]//estimacio´n de para´metros inicial
P = 100meye(2)//covarianza de estimacio´n de para´metros inicial
θtru = [0,8187; 0,1813]//para´metros verdaderos del sistema
y1 = 0//inicializacio´n salida anterior
u1 = 0//inicializacio´n entrada anterior
mediciones o iteraciones
N = 50
matrices de almacenamiento
yV = zeros(1, N)//almacenamiento del observador de para´metros (yr)
uV = zeros(1, N)//almacenamiento de la sen˜al de control (u)
yeV = zeros(1, N)//almacenamiento del observador estimado de para´metros (ye)
θV = zeros(m,N)//almacenamiento de los para´metros estimados (θ)
proceso iterativo
for k = 1 : N do
if k >= 2
y1 = yV (1, k − 1)//salida anterior
u1 = uV (1, k − 1)//entrada anterior
end if
u = 30//sen˜al de control
uV (1, k) = u //almacenamiento de la sen˜al de control
C = [y1, u1]//vector de regresio´n
y = Cθtru//sen˜al de observacio´n de para´metros
yV (1, k) = y//almacenamiento del observador de para´metros
[x, P ] =filtro de Kalman-para´metros(θ, P, C, y,Q,R)//realizar una iteracio´n del
filtro de Kalman
θV (:, k) = θ //almacenamiento de la estimacio´n de para´metros
ye = Cθ//sen˜al de observacio´n estimada de para´metros
yeV (1, k) = ye//almacenamiento del observador estimado de para´metros
end for
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Para la segunda iteracio´n la salida y la entrada anterior y1 (yk−1) y u1 (uk−1) son actua-
lizadas a partir de la sen˜al de observacio´n de para´metros yr calculada en la primera ite-
racio´n, el algoritmo realiza la estimacio´n de para´metros utilizando cada medicio´n (obser-
vador de para´metros yr) tan pronto como este´ disponible, por ende se considera que el al-
goritmo realiza una estimacio´n on-line.
Es importante mencionar que la covarianza Q representa el ruido del proceso, para el
caso de estimacio´n de estados, el proceso hace referencia a la evolucio´n de estados (ecua-
cion 2.1), para el caso de estimacio´n de para´metros, el proceso tiene naturaleza estacio-
naria, y hace referencia a los parametros verdaderos del sistema (ecuacion 2.10); por otro
lado, la covarianza R representa el ruido de medicio´n, para el caso de estimacio´n de esta-
dos, medicio´n hace referencia a la salida medida del sistema (ecuacion 2.2), para el caso
de estimacio´n de para´metros, medicio´n hace referencia al observador de parametros del
sistema (ecuacion 2.11).
Una vez las iteraciones han terminado, la matriz de almacenamiento θV contienen to-
dos los para´metros estimados, en la figura 2.4 es posible observar que para la iteracio´n
cinco la estimacio´n de para´metros ya se encuentra estabilizada, como se menciono´ an-
teriormente, en este caso se estiman dos para´metros, a1 (color verde) y b0 (color azul).
De igual manera si las iteraciones han terminado, las matrices de almacenamiento yrV
y yeV contienen todas las observaciones y todas las observaciones estimadas respec-
tivamente, es importante destacar que las matrices mencionadas son de taman˜o 1xN ,
debido a que el sistema tiene una sola salida, en la figura 2.3 se observa la matriz
yrV (color rojo, puntos) y la matriz yeV (color magenta), es posible deducir que las
observaciones coinciden con las observaciones estimadas del sistema.
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Figura 2.8: Estimacio´n de para´metros mediante el filtro de Kalman. Ejemplo 1 (sistema
de primer orden)
Figura 2.9: Salida estimada mediante el filtro de Kalman. Ejemplo 1 (sistema de primer
orden)
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2.2.5. Ejemplo 2. Estimacio´n de para´metros
Se presenta un ejemplo (algoritmo 7) en el cual se implementa el algoritmo 5 corres-
pondiente al filtro de Kalman para estimacio´n de para´metros. El ejemplo describe un sis-
tema SISO de segundo orden, por ende consta de cuatro para´metros.
Se puede observar en el algoritmo 7,8 que en primer lugar se introducen las entradas que
requiere el filtro de Kalman para estimacio´n de para´metros con excepcio´n del vector de
regresio´n C y la sen˜al de observacio´n de para´metros yr, los cuales se calculan en el proce-
so iterativo, se define el orden del sistema n, el nu´mero de para´metros m, los para´metros
verdaderos del sistema θtru, y las inicializaciones de las salidas y la entradas anteriores
y1 (yk−1), y2 (yk − 2), u1 (uk−1), u2 (uk−2).
Como paso siguiente se define el nu´mero de iteraciones N , luego se definen cuatro ma-
trices de almacenamiento. A continuacio´n se da paso al proceso iterativo, se define una
sen˜al de control u, se prosigue almacenando la sen˜al de control, posteriormente se define
el vector de regresio´n C el cual contiene salidas y entradas anteriores (ecuacio´n 2.11), pa-
ra la primera iteracio´n el vector C utiliza los valores iniciales de salidas y entradas ante-
riores, luego se define el observador de para´metros yr (ecuacio´n 2.10), el cual se almacena
en su respectiva matriz.
Posteriormente se realiza una iteracio´n del filtro de Kalman para estimacio´n de para´me-
tros, por ende se obtiene la estimacio´n de para´metros θ, y la covarianza de estimacio´n P ,
θ se almacena en la matriz θV , se prosigue calculando la sen˜al de observacio´n estimada
de para´metros ye, la cual se almacena en yeV , para la segunda iteracio´n la salida y la en-
trada anterior y1 (yk−1) y u1 (uk−1) son actualizadas a partir de la sen˜al de observacio´n
de para´metros yr calculada en la primera iteracio´n, por otro lado la salida y la entrada
anterior y2 (yk−2) y u2 (uk−2) son representadas por sus valores iniciales, desde la tercera
iteracio´n en adelante todas las entradas y salidas anteriores se actualizan a partir de ob-
servaciones anteriores.
Una vez las iteraciones han terminado, la matriz de almacenamiento θV contienen to-
dos los para´metros estimados, en la figura 2.4 es posible observar que para la iteracio´n
cinco la estimacio´n de parametros ya se encuentra estabilizada, como se menciono´ ante-
riormente, en este caso se estiman cuatro para´metros: a1 (color verde), a2 (color azul),
b0 (color rojo) y b1 (color magenta).
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Algoritmo 7 Ejemplo 2. Filtro de Kalman para estimacio´n de para´metros. Sistema de
segundo orden
n = 2//orden del sistema
m = 4//para´metros del sistema
Q = diag([0,520,220,520,22]) //ruido del proceso
R = 0,1 //ruido de la medicio´n
θ = [0; 0; 0; 0]//estimacio´n de para´metros inicial
P = 100meye(4)//covarianza de estimacio´n de para´metros inicial
θtru = [1,489;−0,5488; 0,01643; 0,01345]//para´metros verdaderos del sistema
y1 = 0//inicializacio´n salida anterior
y2 = 0//inicializacio´n salida anterior
u1 = 0//inicializacio´n entrada
u2 = 0//inicializacio´n entrada anterior
mediciones o iteraciones
N = 50
matrices de almacenamiento
yrV = zeros(1, N)//almacenamiento del observador de para´metros (yr)
uV = zeros(1, N)//almacenamiento de la sen˜al de control (u)
yeV = zeros(1, N)//almacenamiento del observador estimado de para´metros (ye)
θV = zeros(m,N)//almacenamiento de los para´metros estimados (θ)
proceso iterativo
fork = 1 : Ndo
if k = 2
y1 = yrV (1, k − 1)//salida anterior
u1 = uV (1, k − 1)//entrada anterior
end if
if k >= 3
y1 = yrV (1, k − 1)//salida anterior
y2 = yrV (1, k − 2)//salida anterior
u1 = uV (1, k − 1)//entrada anterior
u2 = uV (1, k − 2)//entrada anterior
end if
u = 10//sen˜al de control
uV (1, k) = u //almacenamiento de la sen˜al de control
C = [y1, y2, u1, u2]//vector de regresio´n
yr = Cθtru//sen˜al de observacio´n de para´metros
yrV (1, k) = yr//almacenamiento del observador de para´metros
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Algoritmo 8 Ejemplo 2. Filtro de Kalman para estimacio´n de para´metros. Sistema de
segundo orden, continuacio´n
[x,P] =filtro de Kalman-para´metros(θ,P,C,yr,Q,R)//realizar una iteracio´n del filtro
de Kalman
θV (:, k) = θ //almacenamiento de la estimacio´n de para´metros
ye = Cθ//sen˜al de observacio´n estimada de para´metros
yeV (1, k) = ye//almacenamiento del observador estimado de para´metros
end for
De igual manera si las iteraciones han terminado, las matrices de almacenamiento
yrV y yeV contienen todas las observaciones y todas las observaciones estimadas respec-
tivamente, en la figura 2.3 se observa la matriz yrV (color rojo, puntos) y la matriz yeV
(color magenta), es posible deducir que las observaciones coinciden con las observaciones
estimadas del sistema.
Figura 2.10: Estimacio´n de para´metros mediante el filtro de Kalman. Ejemplo 2 (sistema
de segundo orden)
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Figura 2.11: Salida estimada mediante el filtro de Kalman. Ejemplo 2 (sistema de se-
gundo orden)
2.3. Filtro de Kalman dual
El filtro de Kalman dual busca estimar los estados y los para´metros de un sistema de
manera simulta´nea, la estimacio´n dual es ampliamento utilizada para disen˜ar el control
de un sistema [19][27].
Una descripcio´n ma´s detallada acerca de estimacio´n dual puede encontrarse en [19] y
[27], estas investigaciones se toman como referencia para definir las ecuaciones corres-
pondientes a la estimacio´n dual mediante el filtro de Kalman.
2.3.1. El problema de la estimacio´n dual
Se abordan dos problema´ticas al mismo tiempo (problema de la estimacio´n de esta-
dos y problema de la estimacio´n de para´metros), las cuales se plantearon anteriormente.
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2.3.2. Ecuaciones para estimacio´n dual
Prediccio´n
• Estimacio´n de para´metros a-priori
θk = θk−1 (2.20)
• Covarianza de estimacio´n de para´metros a-priori
Pθk = Pθk−1 +Qθk−1 (2.21)
• Estimacio´n de estados a-priori
xk = Fk+1,kx (2.22)
• Covarianza de estimacio´n de estados a-priori
Pxk = Fk+1,kPxk−1F
T
k+1,k +Qxk−1 (2.23)
Prediccio´n
• Ganancia de Kalman para estimacio´n de estados
Gxk = PxkH
T
k [HkPxkH
T
k +Rxk ]
−1 (2.24)
• Estimacio´n de estados a-posteriori
xk = xk +Gxk(zmk −Hkxk) (2.25)
• Covarianza de estimacio´n de estados a-posteriori
Pxk = (I −GxkHk)Pxk (2.26)
• Ganancia de Kalman para estimacio´n de para´metros
Gθk = PθkC
T
k [CkPθkC
T
k +Rθk ]
−1 (2.27)
• Estimacio´n de para´metros a-posteriori
θk = θk +Gθk(yk − Ckθk) (2.28)
• Covarianza de estimacio´n de para´metros a-posteriori
Pθk = (I −GθkCk)Pθk (2.29)
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2.3.3. Algoritmo para estimacio´n dual
Las ecuaciones del filtro de Kalman para la estimacio´n de estados y para´metros se im-
plementan en el algoritmo 9.
Algoritmo 9 Filtro de Kalman dual
Require: A, x, Px, H, zm,Qx, Rx, u, B, θ, Pθ, C, y,Qθ, Rθ
Ensure: x, Px, θ, Pθ
function [x, Px, θ, Pθ]=filtro de Kalman dual(A, x, Px, H, zm,Qx, Rx, u, B, θ, Pθ, C, y,
Qθ, Rθ)
prediccio´n
θ = θ//estimacio´n de para´metros a-priori
Pθ = Pθ +Qθ //covarianza de estimacio´n de para´metros a-priori
x = Ax+Bu//estimacio´n de estados a-priori
Px = APxA
T +Qx //covarianza de estimacio´n de estados a-priori
correccio´n
Gx = PxH
T [HPxH
T +Rx]
−1//Ganancia de Kalman para estimacio´n de estados
x = x+Gx(zm−Hx) //estimacio´n de estados a-posteriori
Px = (I −GkH)Pk//covarianza de estimacio´n de estados a-posteriori
Gθ = PθC
T [CPθC
T +Rθ]
−1//Ganancia de Kalman para estimacio´n de para´metros
θ = θ +Gθ(y − Cθ) //estimacio´n de para´metros a-posteriori
Pθ = (I −GθC)Pθ//covarianza de estimacio´n de para´metros a-posteriori
return
El algoritmo 9 (filtro de Kalman dual), tiene como objetivo estimar de manera si-
multa´nea los estados y los para´metros de un sistema lineal, es posible observar que se re-
quieren las entradas empleadas en el algoritmo para estimacio´n de estados ma´s las entra-
das empleadas en el algoritmo para estimacio´n de para´metros.
En este caso, el filtro de Kalman dual utiliza de manera paralela los algoritmos cons-
truidos anteriormente para estimar estados y para´metros. La estimacio´n dual tambie´n
puede ser disen˜ada de tal forma que a partir de la estimacio´n de para´metros se realice la
estimacio´n de estados o viceversa, este enfoque de estimacio´n se conoce como enfoque
iterativo.
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2.3.4. Ejemplo. Estimacio´n dual
En el ejemplo 2 sobre estimacio´n de estados empleando el filtro de Kalman, se tiene
el modelo en espacio de estados de un sistema SISO de segundo orden, a partir del
cual se obtienen los para´metros del sistema mediante la herramienta de Matlab “ss2tf”,
los cuales se utilizan en el ejemplo 2 sobre estimacio´n de para´metros empleando el
filtro de Kalman, por ende si en un ”script”(ventana de co´digo) se implementan los
dos ejemplos mencionados de manera paralela y se utiliza el filtro de Kalman dual,
es posible obtener la misma estimacio´n de estados y para´metros obtenidas de manera
individual mediante el filtro de Kalman. En la figura 2.12 las ima´genes de la columna
izquierda corresponden a la estimacio´n de estados, y las ima´genes de la columna derecha
corresponden a la estimacio´n de para´metros.
Figura 2.12: Estimacio´n de estados y para´metros mediante el filtro de Kalman dual.
Ejemplo (sistema de segundo orden)
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3. FILTRO DE KALMAN EXTENDIDO
El filtro de Kalman (KF) es empleado para modelos lineales de sistemas dina´micos,
sin embargo cuando se trata de modelos no lineales es posible emplear el filtro de Kalman
aplicando un proceso de linealizacio´n. El metodo resultante se conoce como filtro de Kal-
man extendido [19].
Una descripcio´n ma´s detallada acerca del filtro de Kalman extendido puede encontrarse
en [19] y [23], estas investigaciones se toman como referencia para definir el problema
de la estimacio´n de estados y las ecuaciones del filtro de Kalman extendido.
3.1. Estimacio´n de estados
3.1.1. El problema de la estimacio´n de estados
Modelo de espacio de estados
Se considera un sistema dina´mico no lineal descrito por el siguiente modelo de
espacio de estados
xk+1 = f(k, xk) + wk (3.1)
Donde la funcio´n f denota una matriz de transicio´n de estados no lineal, y x se
conoce como vector de estados.
yk = h(k, xk) + vk (3.2)
Donde la funcio´n h denota una matriz de medicio´n no lineal, y y se conoce como
vector de observacio´n o salida medida del sistema, adema´s wk y vk corresponden al
ruido del proceso y al ruido de la medicio´n respectivamente, los ruidos se asumen
aditivos, blancos y gaussianos, con media cero y con matriz de covarianza Qk y
Rk respectivamente.
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3.1.2. Ecuaciones para estimacio´n de estados
La idea ba´sica del filtro de Kalman extendido es linealizar el modelo de espacio de es-
tados para sistemas lineales en cada instante de tiempo alrededor de la estimacio´n de es-
tado ma´s reciente, una vez se obtiene el modelo lineal es posible aplicar las ecuaciones del
filtro de Kalman esta´ndar.
la linealizacion de la funcio´n f y la funcio´n h alrededor de la estimacio´n de estado
a-priori, con las cuales se obtiene la matriz de transicio´n de estados A y la matriz de
medicio´n H se muestran a continuacio´n.
Ak+1,k =
df(k, x)
dx
|x (3.3)
Hk =
dh(k, x)
dx
|x (3.4)
3.1.3. Algoritmo para estimacio´n de estados
El algoritmo del filtro de Kalman extendido para estimacio´n de estados se muestra en
el algoritmo 10 (filtro de Kalman extendido para estimacio´n de estados), el me´todo tiene
como objetivo estimar los estados de un sistema no lineal.
Algoritmo 10 Filtro de Kalman extendido para estimacio´n de estados
Require: f, x, P, h, zm,Q,R, n
Ensure: x, P,H
function [x, P,H] =filtro de Kalman extendido-estados(f, h, zm, x, P,Q,R, n)
Prediccio´n
x = f(x)//estimacio´n de estado a-priori
[A,H]=jacobiano(x, f, h, n)
P = APAT +Q //covarianza de estimacio´n a-priori
Correccio´n
G = PHT [HPHT +R]−1//Ganancia de Kalman
x = x+G(z − h(x)) //estimacio´n de estado a-posteriori
P = (I −GH)P//estimacio´n de covarianza a-posteriori
return
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Se puede observar que el algoritmo necesita como entradas la matriz de transicio´n de
estados no lineal f , el estado inicial del sistema x, el orden del sistema n la covarianza
de estimacio´n de estados inicial P , la matriz de medicio´n no lineal h, la salida medida
del sistema zm o y, y las covarianzas del proceso y medicio´n respectivamente Q,R.
Una vez el algoritmo reconoce las entradas mencionadas anteriormente, se realiza la es-
timacio´n a-priori de estados, en seguida se realiza un llamado al algoritmo 11 correspon-
diente al operador jacobiano, el cual entrega la matriz de transicio´n de estados linealiza-
da A y la matriz de medicio´n linealizada H, con la cuales es posible continuar con los pa-
sos descritos anteriormente para el filtro de Kalman esta´ndar (estimacio´n de covarianza
a-priori, ganancia de Kalman y finalmente se realiza la estimacio´n a-posteriori de estados
y covarianza), las estimaciones a-posteriori son las salidas del algoritmo, adema´s la ma-
triz de medicio´n linealizadaH es una salida del algoritmo, ya que es necesaria para calcu-
lar la salida estimada del sistema.
Algoritmo 11 Operador jacobiano
Require: x, f, h, n
Ensure: A,H
function [A,H]=jacobiano(x,f,h,n)
A = zeros(n, n)//matriz de transicio´n de estados inicial
H = zeros(1, n)//matriz de medicio´n de estados inicial
hc = neps//eps= 2.2204e-16
for k = 1 : n do
x1 = x
x1(k) = x1(k) + hci
A(:, k) = imag(f(x1))/hc//aproximadamente df/dx
H(1, k) = imag(h(x1))/hc//aproximadamente dh/dx
end for
return
El algoritmo 11 (operador jacobiano) tiene como objetivo linealizar las funciones f y h
alrededor de la estimacio´n de estado a-priori, de esta manera las estradas del algoritmo
son: las funciones f y h las cuales denotan la matriz de transicio´n de estados no lineal
y la matriz de medicio´n no lineal, la estimacio´n a-priori de estados x y el orden del
sistema n.
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Una vez el algoritmo reconoce las entradas mencionadas se define la matriz de
transicio´n de estados inicial y la matriz de medicio´n inicial, en las cuales se almacenan
las derivadas parciales que conforman el jacobiano, luego se define el tiempo de muestreo
hc = neps el cual se utiliza para derivar nume´ricamente las funciones f y h. Una
explicacio´n detallada acerca de la derivada nume´rica y de la obtencio´n del jacobiano
puede ser encontrada en la referencia [24] y en la herramienta de MathWorks “complex
step jacobian”, estas investigaciones se toman como referencia para definir la derivada
nume´rica de las funciones f y h.
f ′(x) = imag
f(x+ ihc)
hc
(3.5)
h′(x) = imag
h(x+ ihc)
hc
(3.6)
3.1.4. Ejemplo 1. Estimacio´n de estados
A continuacio´n se presenta un ejemplo (algoritmo 12) en el cual se implementara el
algoritmo 5 correspondiente al filtro de Kalman extendido. El ejemplo describe un carro-
pe´ndulo modelado como un sistema de cuarto orden, la funcio´n f es tomada de la refe-
rencia [28].
f(x) =

x(2)
x(2)2sinx(1)cosx(1)-sinx(1)
x(4)
x(2)2sinx(1)

Para el modelo del sistema el estado uno corresponde al a´ngulo entre el pe´ndulo y el
eje vertical, el estado dos corresponde a la velocidad angular del pe´ndulo, el estado tres
corresponde al desplazamiento del auto y el estado cuatro corresponde a la velocidad del
auto. Se puede observar en el algoritmo 12 que en primer lugar se introducen las entradas
que requiere el filtro de Kalman extendido para estimacio´n de estados f, x, P, h,Q,R, n
con excepcio´n de la salida medida zm, la cual es calculada en el proceso iterativo.
Como paso siguiente se define el nu´mero de iteraciones o mediciones N que se realizaran
en el algoritmo, luego se definen cinco matrices de almacenamiento: zrV almacenamien-
to de la salida real del sistema, zmV almacenamiento de mediciones o salida medida
(zm), zeV almacenamiento de la salida estimada (Hx=ze), xV almacenamiento de la es-
timacio´n de estados (x), y finalmente truV almacenamiento del estado real del sistema.
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Algoritmo 12 Ejemplo 1. Filtro de Kalman Extendido para estimacio´n de estados.
Sistema SISO de cuarto orden
n = 4// orden del sistema
f=@(x)[x(2);x(2)x(2)sinx(1)cosx(1)-sinx(1);x(4);x(2)x(2)sinx(1)+sinx(1)cosx(1)]
//matriz de transicio´n de estados no lineal
h = @(x)x(1)//matriz de medicio´n no lineal
Q = diag([0,520,220,320,52])//ruido del proceso
R = 0,1//ruido de la medicio´n
x = 1rand(4, 1)//estimacio´n de estado inicial
P = 10eye(4)//covarianza de estimacio´n de estado inicial
mediciones o iteraciones
N = 60
matrices de almacenamiento
zrV = zeros(1, N)//almacenamiento de la salida real (zr)
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida (zm)
zeV = zeros(1, N)//almacenamiento de la salida estimada (Hx=ze)
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados (x)
truV = zeros(n,N)//almacenamiento del estado real del sistema (tru)
estado real inicial
tru = 1rand(n, 1)
proceso iterativo
for k = 1 : N do
tru = f(tru) + sqrt(Q)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
zm = h(tru) + sqrt(R)randn//medicio´n de los voltajes
zmV (1, k) = zm//almacenamiento de las mediciones
zr = h(tru)//salida real del sistema
zrV (1, k) = zr//almacenamiento de las salidas
[x, P,H] =filtro de Kalman extendido-estados(f, h, zm, x, P,Q,R, n)//realizar una
iteracio´n del filtro de Kalman extendido
xV (:, k) = x //almacenamiento de la estimacio´n de estados
zeV (:, k) = Hx//almacenamiento de la salida o mediciones estimadas
end for
ca´lculo de errores
MeasErr = zr − zmV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
macio´n
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Cabe mencionar que un sistema es no lineal si las ecuaciones que regulan su compor-
tamiento son no lineales, es decir cuando estas ecuaciones no son de primer grado, una
ecuacio´n de primer grado se caracteriza por no tener productos entre sus variables [25].
Se puede observar que la funcio´n f es de cara´cter no lineal, la funcio´n h permite elegir
que´ estado sera´ estimado, de esta manera se elige h como la primera posicio´n del vector
de estados x(1), lo cual representa que la estimacio´n sera´ realizada de manera o´ptima
u´nicamente para el primer estado del sistema, para los estados restantes la estimacio´n a-
posteriori sera´ igual a la a-priori x = x, ya que solo se tiene ganancia de Kalman G en el
primer estado.
Posteriormente se define un valor inicial del estado real del sistema tru, luego se da
paso al proceso iterativo, el cual se realiza desde k = 1 hasta el nu´mero de ite-
raciones o mediciones N que este indicado, en el proceso iterativo se calcula el es-
tado real del sistema tru, el cual se describe de acuerdo con la ecuacio´n 3.1, tru
es almacenado en la matriz truV , a continuacio´n se realiza la medicio´n del siste-
ma zm, la cual se describe mediante la ecuacio´n 3.2 y se almacena en la matriz
zmV , despue´s se calcula la salida real del sistema zr, la cual es igual a la salida me-
dida sin tener en cuenta el ruido de la medicio´n, esta salida se almacena en zrV .
Como paso siguiente se realiza una iteracio´n del filtro de Kalman extendido para es-
timacio´n de estados, por ende como se explico´ anteriormente se obtiene la estimacio´n
de estados x, y la covarianza de estimacio´n de estado P , las estimaciones mencionadas
se utilizan en la siguiente iteracio´n como estimaciones iniciales, x es almacenada en su
respectiva matriz xV , adema´s la matriz de medicio´n linealizada H es una salida del
filtro de Kalman extendido para estimacio´n de estados, con la cual es posible obtener la
salida estimada del sistema ze, es decir el producto entre H y la estimacion de estados x,
esta salida es almacenada en zeV , por u´ltimo se calcula el error de medicio´n MeasErr,
el error de estimacio´n EstErr y las covarianzas de error MeasErrCov y EstErrCov.
Una vez las iteraciones han terminado, las matrices de almacenamiento truV y xV con-
tienen todos los estados verdaderos y todos los estados estimados respectivamente, como
se explico´ anteriormente la estimacio´n de estado se realiza u´nicamente para el primer es-
tado del sistema, de esta manera se puede observar en la figura 3.1 la matriz truV (color
verde) y la matriz xV (color azul), es posible deducir que el estado estimado se aproxi-
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ma de manera considerable al estado verdadero respecto al primer estado del sistema,
adema´s se observa que la estimacio´n de estados u´nicamente se realiza para el primer es-
tado del sistema.
De igual manera, si las iteraciones han terminado, las matrices de almacenamiento zmV
y zeV contienen todas las salidas verdaderas y todas las salidas estimadas respectiva-
mente, las matrices zmV y zeV son matrices de taman˜o (1xN) debido a que se tiene una
sola salida en el sistema, por ende las salidas reales y estimadas son las mismas para los
cuatro estados del sistema, se puede observar en la figura 3.2 la matriz zmV (color rojo,
puntos) y zeV (color magenta), es posible observar que las salidas estimadas se aproxi-
man a las salidas medidas.
Finalmente en la figura 2.10 se puede observar la comparacio´n entre el error de medicio´n
MeasErr(color rojo, l´ınea discontinua) y entre el error de estimacio´n EstErr (color
azul),la figura muestra que el nivel de ruido es reducido una vez se ha implementado
el filtro de Kalman, lo anterior es confirmado mediante el ca´lculo de la covarianza de
los errores, para el sistema de intere´s la covarianza de error antes de la implementa-
cio´n del filtro (MeasErrCov) es igual a 0,0972 y la covarianza de error despue´s de
implementado el filtro (EstErrCov) es igual a 0,0777.
Figura 3.1: Estimacio´n de estados mediante el filtro de Kalman Extendido. Ejemplo 1
(sistema de cuarto orden)
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Figura 3.2: Salidas estimadas mediante el filtro de Kalman Extendido. Ejemplo 1 (sis-
tema de cuarto orden)
Figura 3.3: Error de estimacio´n mediante el filtro de Kalman Extendido. Ejemplo 1
(sistema de cuarto orden)
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3.1.5. Ejemplo 2. Estimacio´n de estados
A continuacio´n se presenta un ejemplo (algoritmo 13) en el cual se implementa el al-
goritmo 10 correspondiente al filtro de Kalman extendido para estimacio´n de estados. El
ejemplo describe un sistema SISO (una entrada, una salida) de segundo orden y de com-
portamiento no lineal, la funcio´n f del ejemplo es tomada de la herramienta de Math-
Works “learning ensemble Kalman filter”.
f(x) =
[
x(1) + 0,1x(2) + 0,005
x(2) + 0,1
]
En el algoritmo 13 se introducen las entradas que requiere el filtro de Kalman extendido
para estimacio´n de estados con excepcio´n de la salida medida zm, la cual es calculada en
el proceso iterativo, como paso siguiente se define el nu´mero de iteraciones N que sera´n
realizadas, luego se definen cinco matrices de almacenamiento, la funcio´n h permite ele-
gir cual estado del sistema sera´ estimado, se elige h como la primera posicio´n del vector
de estados x(1), posteriormente se define un valor inicial del estado real del sistema tru,
Se da paso al proceso iterativo, el cual se realiza desde k = 1 hasta el nu´mero de ite-
raciones o mediciones N que este indicado, se calcula el estado real del sistema tru,
la medicio´n del sistema zm, y la salida real del sistema zr, las cuales son almace-
nadas en sus respectivas matrices. Como paso siguiente se realiza una iteracio´n del
filtro de Kalman extendido para estimacio´n de estados, por ende se obtiene la esti-
macio´n de estados x, y la covarianza de estimacio´n de estado P , x es almacenada
en su respectiva matriz xV , adema´s se calcula la salida estimada del sistema ze, es-
ta salida es almacenada en zeV , luego se calcula el error de medicio´n MeasErr, el
error de estimacio´n EstErr y las covarianzas de error MeasErrCov y EstErrCov.
En la figura 3.4 se observa la comparacio´n de las matrices truV (color verde) y xV (color
azul), las cuales contienen todos los estados verdaderos y todos los estados estimados
respectivamente, la estimacio´n de estado se realiza u´nicamente para el primer estado del
sistema, en la figura 3.5 se observa la comparacio´n de las matrices zmV (color rojo, pun-
tos) y zeV (color magenta), las cuales contienen todos las salidas medidas y todas las sa-
lidas estimadas respectivamente.
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Algoritmo 13 Ejemplo 2. Filtro de Kalman Extendido para estimacio´n de estados.
Sistema SISO de segundo orden
n = 2// orden del sistema
f=@(x)[x(1) + 0,1x(2) + 0,005;x(2) + 0,1]//matriz de transicio´n de estados no lineal
h = @(x)x(1)//matriz de medicio´n no lineal
Q = Q = 0,1 ∗ eye(n)//ruido del proceso
R = 1//ruido de la medicio´n
x = 0,1rand(2, 1)//estimacio´n de estado inicial
P = 10eye(2)//covarianza de estimacio´n de estado inicial
mediciones o iteraciones
N = 80
matrices de almacenamiento
zrV = zeros(1, N)//almacenamiento de la salida real (zr)
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida (zm)
zeV = zeros(1, N)//almacenamiento de la salida estimada (Hx=ze)
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados (x)
truV = zeros(n,N)//almacenamiento del estado real del sistema (tru)
estado real inicial
tru = [1; 1]
proceso iterativo
for k = 1 : N do
tru = f(tru) + sqrt(Q)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
zm = h(tru) + sqrt(R)randn//medicio´n de los voltajes
zmV (1, k) = zm//almacenamiento de las mediciones
zr = h(tru)//salida real del sistema
zrV (1, k) = zr//almacenamiento de las salidas reales del sistema
[x, P,H] =filtro de Kalman extendido-estados(f, h, zm, x, P,Q,R, n)//realizar una
iteracio´n del filtro de Kalman extendido
xV (:, k) = x //almacenamiento de la estimacio´n de estados
zeV (:, k) = Hx//almacenamiento de la salida o mediciones estimadas
end for
ca´lculo de errores
MeasErr = zr − zmV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
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Finalmente en la figura 3.6 se puede observar la comparacio´n entre el error de medicio´n
MeasErr(color rojo, l´ınea discontinua) y entre el error de estimacio´n EstErr (color
azul), la figura muestra que el nivel de ruido es reducido una vez se ha implementado el
filtro de Kalman, lo anterior es confirmado mediante el ca´lculo de la covarianza de los
errores, la covarianza de error antes de la implementacio´n del filtro (MeasErrCov) es
igual a 0,9240 y la covarianza de error despue´s de implementado el filtro (EstErrCov) es
igual a 0,3545.
Figura 3.4: Estimacio´n de estados mediante el filtro de Kalman Extendido. Ejemplo 2
(sistema de segundo orden)
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Figura 3.5: Salidas estimadas mediante el filtro de Kalman Extendido. Ejemplo 2 (sis-
tema de segundo orden)
Figura 3.6: Error de estimacio´n mediante el filtro de Kalman Extendido. Ejemplo 2
(sistema de segundo orden)
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3.2. Estimacio´n de para´metros
El filtro de Kalman extendido tambie´n puede ser empleado para estimar los para´me-
tros de un sistema no lineal. La estimacio´n de para´metros tambie´n es conocida como
identificacio´n de sistemas o aprendizaje de maquina [19].
Una descripcio´n ma´s detallada acerca de la estimacio´n de para´metros a partir del filtro
de Kalman extendido puede encontrarse en [19], esta investigacio´n se toma como referen-
cia para definir el problema y las ecuaciones correspondientes a la estimacio´n de para´me-
tros mediante el filtro de Kalman extendido.
3.2.1. El problema de la estimacio´n de para´metros
Para estimar los para´metros de un sistema no lineal, se considera la siguiente repre-
sentacio´n en espacio de estados.
θk = θk−1 + wk (3.7)
yk = G(xk, θk) + vk (3.8)
Donde yk se conoce como el observador de para´metros, G corresponde a una funcion pa-
rametrizada no lineal, θk corresponde a un proceso estacionario con matriz de transicio´n
de estados igual a la matriz identidad, adema´s para procesos estacionarios es posible des-
preciar los ruidos de proceso y medicio´n wk y vk en la representacio´n en espacio de esta-
dos.
3.2.2. Ecuaciones para estimacio´n de para´metros
La idea basica del filtro de Kalman extendido para estimacio´n de para´metros es linea-
lizar la funcio´n parametrizada no lineal G para cada instante de tiempo alrededor de la
estimacio´n de para´metros ma´s reciente, una vez se obtiene la funcio´n linealizada es posi-
ble aplicar las ecuaciones del filtro de Kalman esta´ndar para estimacio´n de para´metros.
La linealizacion de la funcio´n G alrededor de la estimacio´n de para´metros a-priori, con
las cual se obtiene el vector C se muestran a continuacio´n.
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Ck =
dG(xk, θk)
dθ
|θk (3.9)
3.2.3. Algoritmo para estimacio´n de para´metros
El algoritmo del filtro de Kalman extendido para estimacio´n de para´metros se mues-
tra en el algoritmo 14 (filtro de Kalman extendido para estimacio´n de para´metros).
Algoritmo 14 Filtro de Kalman extendido para estimacio´n de para´metros
Require: G, θ, P, y,Q,R,m
Ensure: θ, P
function [θ, P ] = filtro de Kalman extendido-para´metros((G, θ, P, y,Q,R,m)
Prediccio´n
θ = θ//estimacio´n de para´metros a-priori
P = P +Q //covarianza de estimacio´n a-priori
[C]=jacobiano(θ,G,m)
Correccio´n
G = PCT [CPCT +R]−1//ganancia de Kalman
θ = θ +G(y −G(θ)) //estimacio´n de para´metros a-posteriori
P = (I −GC)P//covarianza de estimacio´n a-posteriori
return
El me´todo tiene como objetivo estimar los para´metros de un sistema no lineal, se puede
observar que el algoritmo necesita como entradas la funcio´n parametrizada no lineal G,
la estimacio´n de para´metros inicial θ, el nu´mero de para´metros del sistema m la cova-
rianza de estimacio´n de para´metros inicial P , el observador de para´metros y, y las cova-
rianzas del proceso y medicio´n respectivamenteQ,R.
Una vez el algoritmo reconoce las entradas mencionadas anteriormente, se realiza la
estimacio´n a-priori de para´metros y de covarianza (prediccio´n), en seguida se realiza un
llamado al algoritmo 15 correspondiente al operador jacobiano, el cual entrega la lineali-
zacio´n de la funcio´n parametrizada no lineal C (matriz de medicio´n de para´metros), con
la cual es posible continuar con los pasos descritos anteriormente para el filtro de Kal-
man para estimacio´n de para´metros, se calcula la ganancia de Kalman y finalmente se
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realiza la estimacio´n a-posteriori de para´metros y covarianza (correccio´n), las estimacio-
nes a-posteriori son las salidas del algoritmo. Se considera al filtro de Kalman extendido
como un algoritmo de solucio´n recursiva debido a que los para´metros estimados θ y la
covarianza de estimacio´n P calculados en una iteracio´n son empleados en la pro´xi-
ma iteracio´n como estimacio´n de para´metros inicial y covarianza de estimacio´n inicial.
Algoritmo 15 Operador jacobiano
Require: θ,G,m
Ensure: C
function [C]=jacobiano(θ,G,m)
C = zeros(1,m)//matriz de medicio´n de para´metros inicial
hc = meps//eps= 2.2204e-16
for k = 1 : m do
θ1 = θ
θ1(k) = θ1(k) + hci
C(1, k) = imag(h(θ1))/hc//aproximadamente dG/dθ
end for
return
El algoritmo 15 (operador jacobiano) tiene como objetivo linealizar la funcio´n G alrede-
dor de la estimacio´n de para´metros a-priori, las estradas del algoritmo son: la funcio´n pa-
rametrizada no lineal G, la estimacio´n a-priori de para´metros θ y el nu´mero de para´me-
tros del sistemam.
Una vez el algoritmo reconoce las entradas mencionadas se define la matriz de medicio´n
de para´metros inicial, en la cual se almacenan las derivadas parciales que conforman el
jacobiano, luego se define el tiempo de muestreo hc = meps la cual se utiliza para derivar
nume´ricamente la funcio´nG.
Una explicacio´n detallada acerca de la derivada nume´rica y de la obtencio´n del jaco-
biano puede ser encontrada en la referencia [24] y en la herramienta de MathWorks
“complex step jacobian”, estas investigaciones se toman como referencia para definir la
derivada nume´rica de la funcio´n G.
G′(θ) = imag
G(θ + ihc)
hc
(3.10)
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3.2.4. Ejemplo. Estimacio´n de para´metros
Se presenta un ejemplo (algoritmo 16) en el cual se implementa el algoritmo 14 co-
rrespondiente al filtro de Kalman extendido para estimacio´n de para´metros. En el ejem-
plo se presenta la funcio´n Rosenbrock [19].
f(x1 + x2) = 100(x2 − x12)2 + (1− x1)2 (3.11)
Se desea encontrar los valores de x1 y x2 que minimicen la funcio´n, de esta manera los
valores o´ptimos de los para´metros son x1 = 1 y x2 = 1, la funcio´n Rosenbrock es emplea-
da para comparar tasas de convergencia en diversos me´todos de optimizacio´n, la funcio´n
consta de dos para´metros [19].
Se puede observar en el algoritmo 16 que en primer lugar se introducen las entradas que
requiere el filtro de Kalman extendido para estimacio´n de para´metros (θ, P,G,Q,R,m)
con excepcio´n de la sen˜al de observacio´n de para´metros y, la cual se calculan en el proce-
so iterativo. Como paso siguiente se define el nu´mero de iteraciones o mediciones N que
se realizan en el algoritmo, luego se definen tres matrices de almacenamiento: yV alma-
cenamiento del observador de para´metros (y), yeV almacenamiento del observador esti-
mado de para´metros (ye), y finalmente θV almacenamiento de la estimacio´n de para´me-
tros (θ).
A continuacio´n se da paso al proceso iterativo, el cual se realiza desde k = 1 hasta el
nu´mero de iteraciones o mediciones N que este indicado, luego se define el observa-
dor de para´metros verdaderos y (ecuacio´n 3.8), el cual se almacena en la matriz yrV ,
posteriormente se realiza una iteracio´n del filtro de Kalman extendido para estimacio´n
de para´metros, por ende como se explico´ anteriormente se obtiene la estimacio´n de
para´metros θ, la covarianza de estimacio´n P , y la matriz de medicio´n de para´metros
C, las estimaciones se utilizan como estimaciones iniciales en la siguiente iteracio´n, θ se
almacena en la matriz θV , se prosigue calculando la sen˜al de observacio´n estimada de
para´metros ye multiplicando la matriz de medicio´n de para´metros C por los parametros
estimados θ, finalmente ye es almacenado en yeV .
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Algoritmo 16 Ejemplo. Filtro de Kalman extendido para estimacio´n de para´metros.
Funcio´n Rosenbrock
m = 2//para´metros del sistema
G = @(θ)[100((θ(2)− (θ(1)2))2)+(1− θ(1))2]//funcion Rosenbrock
Q = 0,1eye(m) //ruido del proceso
R = 0,1 //ruido de la medicio´n
θ = [0,2; 0,3]//estimacio´n de para´metros inicial
P = 100meye(m)//covarianza de estimacio´n de para´metros inicial
θtru = [1; 1]//para´metros reales
mediciones o iteraciones
N = 500
matrices de almacenamiento
yV = zeros(1, N)//almacenamiento del observador de para´metros (y)
yeV = zeros(1, N)//almacenamiento del observador estimado de para´metros (ye)
θV = zeros(m,N)//almacenamiento de los para´metros estimados (θ)
proceso iterativo
for k = 1 : N do
y = G(θtru)//sen˜al de observacio´n de para´metros
yV (1, k) = y//almacenamiento del observador de para´metros
[θ, P, C] = filtro de Kalman extendido-para´metros((G, θ, P, y,Q,R,m)//realizar
una iteracio´n del filtro de Kalman extendido.
θV (:, k) = θ //almacenamiento de la estimacio´n de para´metros
ye = Cθ//sen˜al de observacio´n estimada de para´metros
yeV (1, k) = ye//almacenamiento del observador estimado de para´metros
end for
Es importante mencionar que el algoritmo realiza la estimacio´n de para´metros utili-
zando cada medicio´n (observador de para´metros y) tan pronto como este´ disponible, por
ende se considera que el algoritmo realiza una estimacio´n on-line, adema´s la covarianza
Q representa el ruido del proceso, para el caso de estimacio´n de estados, el proceso hace
referencia a la evolucio´n de estados (ecuacio´n 3.1), para el caso de estimacio´n de para´me-
tros, el proceso tiene naturaleza estacionaria (ecuacio´n 3.7); Por otro lado, la covarianza
R representa el ruido de medicio´n, para el caso de estimacio´n de estados, medicio´n hace
referencia a la salida medida del sistema (ecuacio´n 3.2)), para el caso de estimacio´n de
para´metros, medicio´n hace referencia al observador de para´metros del sistema (ecuacio´n
3.8).
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Una vez las iteraciones han terminado, la matriz de almacenamiento θV contienen to-
dos los para´metros estimados, en la figura 3.7 es posible observar que para la iteracio´n
quinientos los para´metros estimados se aproximan de manera considerable a los para´me-
tros reales, como se menciono´ anteriormente, en este caso se estiman dos para´metros,
para´metro 1 (color verde) y para´metro 2 (color azul).
De igual manera si las iteraciones han terminado, las matrices de almacenamiento yV y
yeV contienen todas las observaciones y todas las observaciones estimadas respectiva-
mente, es importante destacar que las matrices mencionadas son de taman˜o 1xN , debido
a que el sistema tiene una sola salida, en la figura 3.8 se observa la matriz yV (color
rojo, puntos) y la matriz yeV (color magenta), es posible deducir que las observaciones se
aproximan a las observaciones estimadas del sistema.
Figura 3.7: Estimacio´n de para´metros mediante el filtro de Kalman extendido. Ejemplo
(funcio´n Rosenbrock)
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Figura 3.8: Salida estimada mediante el filtro de Kalman extendido. Ejemplo (funcio´n
Rosenbrock)
3.3. Filtro de Kalman extendido dual
El filtro de Kalman extendido dual busca estimar los estados y los para´metros de
un sistema no lineal de manera simulta´nea, a partir de un solo observador. El filtro
de Kalman extendido dual, consta de dos algoritmos, los cuales se ejecutan de manera
simultanea, un algoritmo estima los estados del sistema empleando la estimacio´n actual
de para´metros, mientras tanto, el otro algoritmo estima los para´metros del sistema em-
pleando la estimacio´n actual de estados. El funcionamiento del algoritmo dual se presen-
ta en la figura 3.11 [19].
Es posible observar que los para´metros del sistema θ son empleados en la prediccio´n de la
estimacio´n de estados, debido a que son evaluados en la funcio´n f , adema´s los estados y
para´metros a-priori son necesarios para el observador y, debido a que f esta en terminos
de x y θ. Se considera que la estimacio´n tiene un enfoque secuencial, debido a que se utili-
za una observacio´n a la vez [19].
Una descripcio´n ma´s detallada acerca del filtro de Kalman extendido dual puede en-
contrarse en [19], esta investigacio´n se toma como referencia para definir el problema
de estimacio´n, y las ecuaciones correspondientes a la estimacio´n dual.
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Figura 3.9: Estimacio´n de estados y para´metros mediante el filtro de Kalman extendido
dual. Esquema de funcionamiento
3.3.1. El problema de la estimacio´n dual
Se considera el siguiente modelo en espacio de estados:
xk+1 = f(xk, uk, θ) + vk (3.12)
yk = h(xk) + nk (3.13)
wk y vk corresponden al ruido del proceso y al ruido de la medicio´n respectivamente,
los ruidos se asumen aditivos, blancos y gaussianos, con media cero y con matriz de cova-
rianzaQk yRk respectivamente.
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3.3.2. Ecuaciones para estimacio´n dual
Prediccio´n
• Estimacio´n de para´metros a-priori
θk = θk−1 (3.14)
• Covarianza de estimacio´n de para´metros a-priori
Pθk = Pθk−1 +Qθk−1 (3.15)
• Estimacio´n de estados a-priori
xk = f(xk−1, uk, θk) (3.16)
• Covarianza de estimacio´n de estados a-priori
Pxk = Fk+1,kPxk−1F
T
k+1,k +Qxk−1 (3.17)
Prediccio´n
• Ganancia de Kalman para estimacio´n de estados
Gxk = PxkC
T [CPxkC
T +Rxk ]
−1 (3.18)
• Estimacio´n de estados a-posteriori
xk = xk +Gxk(yk − h(xk)) (3.19)
• Covarianza de estimacio´n de estados a-posteriori
Pxk = (I −GxkC)Pxk (3.20)
• Ganancia de Kalman para estimacio´n de para´metros
Gθk = PθkC
T
θk
[CθkPθkC
T
θk
+Rθk ]
−1 (3.21)
• Estimacio´n de para´metros a-posteriori
θk = θk +Gθk(yk − Cθkθk) (3.22)
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• Covarianza de estimacio´n de para´metros a-posteriori
Pθk = (I −GθkCθk)Pθk (3.23)
Donde se realizan las linealizaciones.
Fk−1 =
df(xk−1, uk, θk)
dx
|x (3.24)
C =
dh(xk)
dx
|x (3.25)
Cθk = C
dx
dθ
|θ (3.26)
3.3.3. Algoritmo para estimacio´n dual
Las ecuaciones del filtro de Kalman extendido dual se implementan en el algo-
ritmo 17 (filtro de Kalman extendido dual), tiene como objetivo estimar de mane-
ra simulta´nea los estados y los para´metros de un sistema no lineal, es posible ob-
servar que se requieren las entradas empleadas en el algoritmo para estimacio´n de
estados ma´s las entradas empleadas en el algoritmo para estimacio´n de para´metros.
En primer lugar se realiza la estimacio´n a-priori de para´metros y covarianza, luego se
realiza la estimacio´n de estados a-priori, con la cual es posible realizar un llamado al ope-
rador jacobiano (algoritmo 18), el cual tiene como objetivo linealizar las funciones f y h
alrededor de la estimacio´n es estado a-priori, de esta manera las estradas del algoritmo
son: las funciones f y h las cuales denotan la matriz de transicio´n de estados no lineal y la
matriz de medicio´n de estados no lineal, la estimacio´n a-priori de estados x y el orden del
sistema n.
Una vez el algoritmo 18 reconoce las entradas mencionadas se define la matriz de
transicio´n de estados inicial y la matriz de medicio´n inicial, en las cuales sera´n alma-
cenadas las derivadas parciales que comforman el jacobiano, luego se define el tiempo
de muestreo hc = neps el cual se utiliza para derivar nume´ricamente las funciones f
y h. A continuacio´n se define la matriz de medicio´n de para´metros, multiplicando H
por la funcio´n G la cual se obtiene derivando la funcio´n f respecto a los para´metros,
cabe mencionar los estados estimados a-priori, deben ser evaluados en G; para termi-
nar el paso de prediccio´n se calcula la covarianza de estimacio´n de estados a-priori.
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Algoritmo 17 Filtro de Kalman extendido dual
Require: f, h, x, Px, y, Qx, Rx, θ, Pθ, Qθ, Rθ, n,G
Ensure: x, Px, θ, Pθ, H
function [x, Px, θ, Pθ, H]=filtro de Kalman extendido dual(f, h, x, Px, y, Qx, Rx, θ, Pθ,
Qθ, Rθ, n,G
prediccio´n
θ = θ//estimacio´n de para´metros a-priori
Pθ = Pθ +Qθ //covarianza de estimacio´n de para´metros a-priori
x = f(x)//estimacio´n de estados a-priori
[A,H]=jacobiano(x, f, h, n)
C = HG(x)//matriz de medicio´n de para´metros
Px = APxA
T +Qx //covarianza de estimacio´n de estados a-priori
correccio´n
Gx = PxH
T [HPxH
T +Rx]
−1//Ganancia de Kalman para estimacio´n de estados
x = x+Gx(y −Hx) //estimacio´n de estados a-posteriori
Px = (I −GkH)Pk//covarianza de estimacio´n de estados a-posteriori
Gθ = PθC
T [CPθC
T +Rθ]
−1//Ganancia de Kalman para estimacio´n de para´metros
θ = θ +Gθ(y − Cθ) //estimacio´n de para´metros a-posteriori
Pθ = (I −GθC)Pθ//covarianza de estimacio´n de para´metros a-posteriori
return
Algoritmo 18 Operador jacobiano
Require: x, f, h, n
Ensure: A,H
function [A,H]=jacobiano(x,f,h,n)
A = zeros(n, n)//matriz de trancicion de estados inicial
H = zeros(1, n)//matriz de medicio´n de estados inicial
hc = neps//eps= 2.2204e-16
for k = 1 : n do
x1 = x
x1(k) = x1(k) + hci
A(:, k) = imag(f(x1))/hc//aproximadamente df/dx
H(1, k) = imag(h(x1))/hc//aproximadamente dh/dx
end for
return
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Una vez se ha realizado la prediccio´n de estados y para´metros se da lugar a la correccio´n
de los mismos, se calcula la ganancia de Kalman para estados, con la cual es posible
obtener la estimacio´n de estados a-posteriori y la covarianza de estimacio´n de estados
a-posteriori, de la misma forma se calcula la ganancia de Kalman para para´metros,
con la cual es posible obtener la estimacio´n de para´metros a-posteriori y la covarianza
de estimacio´n de para´metros a-posteriori. Es posible observar en el algoritmo 17, que
para el ca´lculo de las ganancias de estados y para´metros se utiliza el mismo observador.
3.3.4. Ejemplo. Estimacio´n dual
A continuacio´n se presenta un ejemplo (algoritmo 19) en el cual se implementa el
algoritmo 17 correspondiente al filtro de Kalman extendido dual. El ejemplo describe
una maquina s´ıncrona modelada como un sistema de cuarto orden, la funcio´n f es
tomada de la referencia [29].
f(x) =

x(1)− 10(θx(1)− 3,1416x(3)sin(x(4))− 2)/30
x(2)− 10(θx(2) + 3,1416x(3)cos(x(4))− 2)/30
x(3)
x(4) + 10x(3)

Para el modelo del sistema el estado uno y el estado dos corresponden a corrientes del
sistema, el estado tres corresponde a la frecuencia de operacio´n y el estado cuatro corres-
ponde al desfase de la ma´quina; el para´metro del sistema corresponde a una resistencia.
Se puede observar en el algoritmo 19,20 que en primer lugar se introducen las entradas
que requiere el filtro de Kalman extendido dual f, h, x, Px, y, Qx, Rx, θ, Pθ, Qθ, Rθ, n,G
con excepcio´n del observador y, el cual se calcula en el proceso iterativo.
Se define el nu´mero de para´metros m, el estado real del sistema tru, y el nu´mero de ite-
raciones o mediciones N que se realizan en el algoritmo, luego se definen seis matrices de
almacenamiento: yV almacenamiento del observador del sistema, zrV almacenamiento
de la salida real, zeV almacenamiento de la salida estimada, xV almacenamiento de la
estimacio´n de estados, truV almacenamiento del estado real del sistema y finalmente θV
almacenamiento de los para´metros estimados.
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Algoritmo 19 Ejemplo. Filtro de Kalman Extendido dual. Maquina s´ıncrona
n = 4// orden del sistema
m = 1// para´metros del sistema
f = @(x)[x(1) − 10(thetax(1) − 3,1416x(3)sin(x(4)) − 2)/30;x(2) − 10(thetax(2) +
3,1416x(3)cos(x(4)) − 2)/30;x(3);x(4) + 10x(3)] //matriz de transicio´n de estados
no lineal
G = @(x)[x(1)/3;x(2)/3; 0; 0] // derivada de f respecto a θ
h = @(x)x(1)//salida del sistema.
datos para estimacio´n de estados
Qx = 0,1eye(n)//ruido del proceso
Rx = 0,1//ruido de la medicio´n
x = ones(n, 1)//estimacio´n de estado inicial
Px = 10eye(n)//covarianza de estimacio´n de estados inicial
tru = [1; 1; 1; 1]//estado real del sistema
datos para estimacio´n de para´metros
Qθ = 0,1eye(m)//ruido del proceso
Rθ = 0,1//ruido de la medicio´n
θ = 0,6//estimacio´n de para´metros inicial
Pθ = 1000eye(m)//covarianza de estimacio´n de para´metros inicial
mediciones o iteraciones
N = 100
matrices de almacenamiento
zrV = zeros(1, N)//almacenamiento de la salida real (zr)
yV = zeros(1, N)//almacenamiento del observador (y)
zeV = zeros(1, N)//almacenamiento de la salida estimada (Hx=ze)
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados (x)
truV = zeros(n,N)//almacenamiento del estado real del sistema (tru)
θV = zeros(m,N)//almacenamiento de la estimacio´n de para´metros θ
proceso iterativo
for k = 1 : N
tru = f(tru) + sqrt(Qx)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
y = h(tru) + sqrt(Rx)randn//observador del sistema.
yV (1, k) = y//almacenamiento del observador
zr = h(tru)//salida real del sistema
zrV (1, k) = zr//almacenamiento de las salidas
[x, Px, θ, Pθ, H]=filtro de Kalman extendido dual(f, h, x, Px, y, Qx, Rx, θ, Pθ,
Qθ, Rθ, n,G//realizar una iteracio´n del filtro de Kalman extendido dual
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Algoritmo 20 Ejemplo. Filtro de Kalman Extendido dual. Maquina s´ıncrona. Conti-
nuacio´n
xV (:, k) = x //almacenamiento de la estimacio´n de estados
zeV (:, k) = Hx//almacenamiento de la salida o mediciones estimadas
θV (:, k) = θ//almacenamiento de la estimacio´n de para´metros
end for
ca´lculo de errores
MeasErr = zr − yV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
macio´n
Se da paso al proceso iterativo, el cual se realiza desde k = 1 hasta el nu´mero de iteracio-
nes o mediciones N que este indicado, en el proceso iterativo se calcula el estado real del
sistema tru, el cual se describe de acuerdo con la ecuacio´n 3.12, tru es almacenado en la
matriz truV , a continuacio´n se calcula el observador del sistema y, el cual se describe me-
diante la ecuacio´n 3.13 y se almacena en la matriz yV , se calcula la salida real del sistema
zr, la cual es igual a la salida medida sin tener en cuenta el ruido de la medicio´n, esta sali-
da se almacena en zrV .
Como paso siguiente se realiza una iteracio´n del filtro de Kalman extendido dual, por
ende como se explico´ anteriormente se obtiene la estimacio´n de estados x, la covarianza
de estimacio´n de estado Px, la estimacio´n de para´metros θ, la covarianza de estimacio´n
de para´metros Pθ, y la matriz de medicio´n H, las estimaciones mencionadas se utilizan
en la siguiente iteracio´n como estimaciones iniciales, x es almacenada en la matriz xV ,
se obtiene la salida estimada del sistema ze, es decir el producto entre H y la esti-
macio´n de estados x, esta salida es almacenada en zeV , la estimacio´n de para´metros
se almacena en la matriz θV , por u´ltimo se calcula el error de medicio´n MeasErr, el
error de estimacio´n EstErr y las covarianzas de error MeasErrCov y EstErrCov.
Una vez las iteraciones han terminado, las matrices de almacenamiento truV y xV
contienen todos los estados verdaderos y todos los estados estimados respectivamen-
te, la estimacio´n de estado se realiza u´nicamente para el primer estado del sistema,
se puede observar en la figura 3.10 la matriz truV (color verde) y la matriz xV (co-
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lor azul), es posible deducir que el estado estimado se aproxima de manera conside-
rable al estado verdadero respecto al primer estado del sistema, adema´s se observa
que la estimacio´n de estados u´nicamente se realiza para el primer estado del sistema.
De igual manera, si las iteraciones han terminado, las matrices de almacenamiento zmV
y zeV contienen todas las salidas verdaderas y todas las salidas estimadas respectiva-
mente, las matrices zmV y zeV son matrices de taman˜o (1xN) debido a que se tiene una
sola salida en el sistema, por ende las salidas reales y estimadas sera´n las mismas para los
cuatro estados del sistema, se puede observar en la figura 3.11 la matriz zmV (color rojo,
puntos) y zeV (color magenta), es posible observar que las salidas estimadas se aproxi-
man a las salidas medidas.
Finalmente en la figura 3.12 se puede observar la comparacio´n entre el error de medicio´n
MeasErr(color rojo, l´ınea discontinua) y entre el error de estimacio´n EstErr (color
azul),la figura muestra que el nivel de ruido es reducido una vez se ha implementado el
filtro de Kalman, lo anterior es confirmado mediante el ca´lculo de la covarianza de los
errores, para el sistema de intere´s la covarianza de error antes de la implementacio´n del
filtro (MeasErrCov) es igual a 0,1397 y la covarianza de error despue´s de implementado
el filtro (EstErrCov) es igual a 0,1091.
Es importante recordar que la estimacio´n de para´metros corresponde a un proceso
estacionario, por ende con los niveles de ruido utilizados en el ejemplo anterior, la es-
timacio´n de para´metros es inestable, es necesario modificar las covarianzas Qx y Rx,
a un nivel de ruido muy pequen˜o, Qx = 0,1e − 35eye(n) y Rx = 0,1e − 35, con estos
niveles de ruido la estimacio´n de estados es perfecta, y la estimacio´n de para´metros
se estabiliza, de esta manera se encuentra el para´metro verdadero del sistema (figura
3.13).
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Figura 3.10: Estimacio´n de estados mediante el filtro de Kalman extendido dual. Ejem-
plo (sistema de cuarto orden)
Figura 3.11: Salidas estimadas mediante el filtro de Kalman extendido dual. Ejemplo
(sistema de cuarto orden)
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Figura 3.12: Error de estimacio´n mediante el filtro de Kalman extendido dual. Ejemplo
(sistema de cuarto orden)
Figura 3.13: Estimacio´n de para´metros mediante el filtro de Kalman extendido dual.
Ejemplo (sistema de cuarto orden)
61
4. CONJUNTO DE FILTROS DE KALMAN
El filtro de Kalman da una solucio´n o´ptima para la estimacio´n de estados de un sis-
tema lineal, cuando se trata de sistemas no lineales se emplea el filtro de Kalman exten-
dido, el cual usa el operador jacobiano para linealizar el modelo del sistema, sin embargo
el filtro de Kalman extendido precenta algunos inconvenientes, uno de ellos se encuentra
en el manejo del error de estimacio´n o error estad´ıstico, el cual se considera como sus-
tituto ya que corresponde al modelo del sistema linealizado y no al modelo del sistema
original, adema´s tanto en el filtro de Kalman como en el filtro de Kalman extendido
es necesario almacenar y propagar en el tiempo la covarianza de estimacio´n P hacien-
do a los me´todos computacionalmente ineficientes para sistemas de alto orden [6][21].
El filtro de Kalman extendido tambie´n presenta un inconveniente relacionado con el uso
del operador jacobiano, el cual puede no existir para algunos sistemas. En contraste con
los me´todos mencionados anteriormente el conjunto de filtros de Kalman representa el
error de estimacio´n o estad´ıstico mediante un conjunto de modelos o realizaciones en
lugar de emplear una expresio´n explicita, por consiguiente este me´todo puede ser em-
pleado con un costo computacional ma´s bajo que el filtro de Kalman extendido [6][21].
Respecto a la eleccio´n adecuada del nu´mero de miembros del conjunto q, la literatura so-
bre este me´todo sugiere que un conjunto de taman˜o 50 a 100 es a menudo suficiente para
sistemas con miles de estados. El conjunto de filtros de Kalman representa un alternativa
en la estimacio´n de estados de un sistema no lineal, hoy en d´ıa este me´todo es amplia-
mente utilizado especialmente en prediccio´n del clima, donde los modelos son no lineales
y de orden muy alto [6][21].
Una descripcio´n ma´s detallada acerca del conjunto de filtros de Kalman puede encon-
trarse en [6] y [21], estas investigaciones se toman como referencia para presentar la
deduccio´n y las ecuaciones del algoritmo.
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4.1. Estimacio´n de estados
4.1.1. El problema de la estimacio´n de estados
Se tiene el mismo problema de estimacio´n de estados descrito anteriormente para
el filtro de Kalman extendido, se busca estimar el modelo de espacio de estados de un
sistema no lineal.
4.1.2. Deduccio´n de ecuaciones
El me´todo es presentado en tres etapas, en primer lugar se representa el error es-
tad´ıstico o error de estimacio´n en los ca´lculos a-priori del sistema, de esta manera se
tiene un conjunto de q estados estimados a-priori con errores de muestreo aleatorio, se
denota el conjunto como x de la forma.
xk = (xk
1, .., xk
q) (4.1)
Se calcula la media de la estimacio´n a-priori de la forma.
xk =
1
q
q∑
i=1
xik (4.2)
Donde el termino xik representa el miembro i del conjunto estimado a-priori. Es
necesario recordar algunas ecuaciones correspondientes al filtro de Kalman esta´ndar,
de esta manera en la ecuacio´n 4.3 se observa el error de estimacio´n representado por la
covarianza de estimacio´n de estados P .
Pk = E[(xk − xk)(xk − xk)T ] (4.3)
En el filtro de Kalman esta´ndar la ganancia se calcula de la forma.
Gk = PkH
T
k [HkPkH
T
k +Rk]
−1 (4.4)
Es posible expresar la ganancia de Kalman G mediante covarianzas.
Gk = (Pxyk)(Pyyk)
−1 (4.5)
Donde.
Pxyk = E[(xk − xk)(yk − yk)T ] = PkHTk (4.6)
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Pyyk = E[(yk − yk)(yk − yk)T ] = HkPkHTk +Rk (4.7)
Partiendo de que el estado del sistema xk es desconocido se aproximan las ecuaciones
4.6 y 4.7 usando los miembros del conjunto. Se define el error del conjunto Ek alrededor
de la media del conjunto de la forma.
Ek = (xk
1 − xk.....xkq − xk) (4.8)
Tambie´n se define el error de error de salida del conjunto Eyk de la forma.
Eyk = (yk
1 − yk.....ykq − yk) (4.9)
Posteriormente se realizan las siguientes aproximaciones para las covarianzas del
error de estimacio´n Pk, Pxyk y Pyyk .
Pk =
1
q − 1Ek(Ek)
T (4.10)
Pxyk =
1
q − 1Ek(Eyk)
T (4.11)
Pyyk =
1
q − 1Eyk(Eyk)
T (4.12)
Se interpreta que la media del conjunto estimado a-priori es la mejor estimacio´n
a-priori de estados, adema´s se interpreta que la propagacio´n de los miembros del con-
junto alrededor de la media es el error entre la mejor estimacio´n y el estado actual del
sistema. En segundo lugar se realiza el ana´lisis respectivo para los ca´lculos a-posteriori
del sistema, el conjunto de filtros de Kalman realiza un conjunto de ciclos de asimilacio´n
de datos en paralelo , donde i = 1, ...., q.
xk = xk
i +Gk(yk
i − h(xki)) (4.13)
El vector de observacio´n esta´ dado por.
yk
i = yk + vk
i (4.14)
Donde vk
i representa el ruido de la medicio´n, el cual se asume aditivo, blanco y gaus-
siano, con media cero y con matriz de covarianza Rk. El error de estimacio´n a-posteriori
esta´ representado por Pk.
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Pk =
1
q − 1Ek(Ek)
T (4.15)
Donde Ek esta´ definido por la ecuacio´n 4.8, con xk
i remplazado por xk
i y xk rem-
plazado por la media de los miembros del conjunto estimado a-posteriori. Se utiliza la
expresio´n correspondiente a la ganancia del filtro de Kalman esta´ndar empleando las
covarianzas del error de estimacio´n calculadas en las ecuaciones 4.11 y 4.12.
Gk = PkH
T
k [HkPkH
T
k +Rk]
−1 (4.16)
Finalmente se realiza la prediccio´n del error estad´ıstico o error de estimacio´n en los
ca´lculos a-priori.
xk+1 = f(xk, uk) + wk
i (4.17)
Donde wk
i representa el ruido del proceso, el cual se asume aditivo, blanco y gaus-
siano, con media cero y con matriz de covarianzaQk.
4.1.3. Ecuaciones para estimacio´n de estados
Calculos a-priori
• Estimacio´n del conjunto de estados a-priori
xk+1 = f(xk, uk) + wk
i (4.18)
• Media de la estimacio´n del conjunto de estados a-priori
xk =
1
q
q∑
i=1
xik (4.19)
• Error de estados en el conjunto
Ek = (xk
1 − xk.....xkq − xk) (4.20)
• Error de salida del conjunto
Eyk = (yk
1 − yk.....ykq − yk) (4.21)
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• Covarianzas de estimacio´n del conjunto
Pxyk =
1
q − 1Ek(Eyk)
T (4.22)
Pyyk =
1
q − 1Eyk(Eyk)
T (4.23)
Ganancia de Kalman
Gk = (Pxyk)(Pyyk)
−1 (4.24)
Calculos a-posteriori
• Estimacio´n del conjunto de estados a-posteriori
xk = xk
i +Gk(yk
i − h(xki)) (4.25)
• Media de la estimacio´n del conjunto de estados a-posteriori
xk =
1
q
q∑
i=1
xik (4.26)
4.1.4. Algoritmo para estimacio´n de estados
Las ecuaciones del conjunto de filtros de kalman para estimacio´n de estados se imple-
mentan en el algoritmo 21,22. (conjunto de filtros de Kalman para estimacio´n de esta-
dos) tiene como objetivo estimar los estados de un sistema no lineal a partir de un con-
junto de estados, se puede observar que el algoritmo necesita como entradas la matriz de
transicio´n de estados no lineal f , la matriz de medicio´n no lineal h, el conjunto de estados
estimado inicial x, el orden del sistema n, el nu´mero de miembros de conjunto q, el esta-
do real del sistema tru y las covarianzas del proceso y medicio´n respectivamente Q,R.
Anteriormente, para los ca´lculos a-priori del filtro de Kalman y el filtro de Kalman
extendido era necesario definir un valor inicial de la estimacio´n de estados x y de la
covarianza de estimacio´n P , para el conjunto de filtro de Kalman la estimacio´n ini-
cial de estados x esta´ representada por un conjunto inicial de estados estimados xconj.
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Algoritmo 21 Conjunto de filtros de Kalman para estimacio´n de estados
Require: f, h, x,Q,R, q, n, tru
Ensure: xm, zmm, x
function [xm, zmm, x] = conjunto de filtros de Kalman(f, h, x,Q,R, q, n, tru)
conjunto de estados
xconj = x
matrices de almacenamiento
xV = zeros(n, q)//almacenamiento de estimacio´n del conjunto de estados a-priori
yV = zeros(1, q)//almacenamiento del observador del conjunto de estados
zmV = zeros(1, q)//almacenamiento de la salida medida del sistema en el conjunto
ExV = zeros(n, q)//almacenamiento del error de estados del conjunto
EyV = zeros(1, q)//almacenamiento del error de salida del conjunto
ca´lculos a-priori del conjunto
for j = 1 : q do
w(:, j) = sqrt(Q)randn(n, 1)//ruido de la evolucio´n del conjunto de estados
v(:, j) = sqrt(R)randn(1, 1)//ruido de la medicio´n del conjunto de estados
x = f(xconj(:, j)) + w(:, j)//estimacio´n del conjunto de estados a-priori
zm = h(tru) + v(:, j)//salida medida del sistema real en el conjunto
y = h(x)//vector de observacio´n del conjunto de estados
xV (:, j) = x//almacenamiento de estimacio´n del conjunto de estados a-priori
zmV (:, j) = zm//almacenamiento de la salida medida del sistema en el conjunto
yV (:, j) = y//almacenamiento del observador del conjunto de estados
end for
ca´lculo de medias
xm = mean(xV , 2)//media de la estimacion del conjunto de estados a-priori
zmm = mean(zmV )//media de la salida medida del sistema en el conjunto
ym = mean(yV )//media del vector de observacion del conjunto de estados
errores del conjunto
for i = 1 : n do
Ex = xV (i, :)− xm(i)//error de estados del conjunto
ExV (i, :) = Ex//almacenamiento del error de estados del conjunto
end for
for i = 1 : 1 do
Ey = yV (i, :)− ym(i)//error de salida del conjunto
EyV (i, :) = Ey//almacenamiento del error de salida del conjunto
end for
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Algoritmo 22 Conjunto de filtros de Kalman para estimacio´n de estados. Continuacio´n
covarianzas de estimacio´n del conjunto
Pxy = ExVEyV
′/(q − 1)
Pyy = EyVEyV
′/(q − 1)
ganancia de Kalman
K = Pxyinv(Pyy)
ca´lculos a-posteriori
x = xV +K ∗ (zmV − yV )//estimacio´n del conjunto de estados a-posteriori
xm = mean(x, 2)//media de la estimacio´n del conjunto de estados a-posteriori
return
Como se explico´ anteriormente, este me´todo no requiere almacenar la covarianza de
estimacio´n P , debido a que el error estad´ıstico es expresado impl´ıcitamente por el con-
junto de estados. Se definen cinco matrices de almacenamiento: xV almacenamiento
de la estimacio´n del conjunto de estados a-priori (x), yV almacenamiento del vector
de observacio´n del conjunto de estados (y), zmV almacenamiento de la salida medida
del sistema en el conjunto (zm), ExV almacenamiento del error de estados del con-
junto (Ex), y finalmente EyV almacenamiento del error de salida del conjunto (Ey).
A continuacio´n se da inicio a los ca´lculos a priori del conjunto, empieza un proceso ite-
rativo desde j = 1 hasta el nu´mero total de miembros del conjunto q, en primer lugar
se define un ruido de evolucio´n de estados w y un ruido de medicio´n de estados v para
cada uno de los miembros del conjunto, luego se realiza la estimacio´n a-priori de cada
uno de los estados del conjunto x, despue´s se calcula la salida medida del sistema en
el conjunto zm empleando los ruidos de medicio´n del conjunto de estados v calculados
anteriormente, de esta manera se garantiza que la matriz zmv en la cual se almacena
zm sea de taman˜o (1xq), se prosigue calculando el vector de observacio´n del conjunto
de estados y evaluando los estados a-priori del conjunto x en la funcio´n h, finalmente se
almacenan los estados estimados a-priori del conjunto x, la salida medida del sistema
zm y el vector de observacio´n del conjunto de estados y en sus respectivas matrices.
Como paso siguiente se calculan las siguientes medias: media de la estimacio´n del con-
junto de estados a-priori xm, media de la salida medida del sistema en el conjunto zmm,
y media del vector de observacio´n del conjunto de estados y, luego se realiza un proceso
iterativo desde i = 1 hasta el orden del sistema n, en el cual se calcula el error de es-
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tados del conjunto Ex para ser almacenado en su respectiva matriz, adema´s se realiza
un proceso iterativo desde i = 1 hasta el nu´mero total de salidas del sistema 1 para
calcular el error de salida del conjunto Ey para ser almacenado en su respectiva matriz.
Posteriormente se calculan las covarianzas de estimacio´n del conjunto Pxy y Pyy em-
pleando los errores de estados y de salida propios del conjunto calculados anteriormente,
luego se calcula la ganancia de Kalman K, con la cual es posible realizar los ca´lculos
a-posteriori del conjunto, se realiza la estimacio´n del conjunto de estados a-posteriori
y finalmente se calcula su respectiva media, debido a que la media de la estimacio´n
del conjunto de estados a-posteriori es la mejor estimacio´n a-posteriori de estados.
Las salidas del algoritmo 21,22 son: en primer lugar la media de la estimacio´n del con-
junto de estados a-posteriori xm, la cual corresponde a la estimacio´n del sistema, en
segundo lugar la media de la salida medida del sistema zmm, la cual corresponde a
la salida medida del sistema real y finalmente la estimacio´n del conjunto de estados
a-posteriori x, la cual si se calcula en una iteracio´n sera´ empleada en la pro´xima como
estimacio´n inicial del conjunto de estados, en otras palabras x sera´ almacenada y pro-
pagada en el tiempo, lo cual no ocurre con la covarianza de estimacio´n P , la cual no se
expresa de manera expl´ıcita, si no que se encuentra expresada impl´ıcitamente mediante
el conjunto de estados.
4.1.5. Ejemplo 1. Estimacio´n de estados
A continuacio´n se presenta un ejemplo (algoritmo 23) en el cual se implementara el
algoritmo 21,22 correspondiente al conjunto de filtros de Kalman para estimacio´n de es-
tados. El ejemplo describe un carro-pe´ndulo modelado como un sistema de cuarto orden,
la funcio´n f es tomada de la referencia [28].
f(x) =

x(2)
x(2)2sinx(1)cosx(1)-sinx(1)
x(4)
x(2)2sinx(1)

Para el modelo del sistema el estado uno corresponde al a´ngulo entre el pe´ndulo y el
eje vertical, el estado dos corresponde a la velocidad angular del pe´ndulo, el estado tres
corresponde al desplazamiento del auto y el estado cuatro corresponde a la velocidad del
auto.
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Algoritmo 23 Ejemplo 1. Conjunto de filtros de Kalman para estimacio´n de estados.
Sistema SISO de cuarto orden
n = 4// orden del sistema
f=@(x)[x(2);x(2)x(2)sinx(1)cosx(1)-sinx(1);x(4);x(2)x(2)sinx(1)+sinx(1)cosx(1)]
//matriz de transicio´n de estados no lineal
h = @(x)x(1)//matriz de medicio´n no lineal
Q = diag([0,520,220,320,52])//ruido del proceso
R = 0,1//ruido de la medicio´n
q = 50//numero de miembros del conjunto
x = ones(n, q)//conjunto inicial de estados estimados
mediciones o iteraciones
N = 80
matrices de almacenamiento
zrV = zeros(1, N)//almacenamiento de la salida real
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida
zeV = zeros(1, N)//almacenamiento de la salida estimada
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados
truV = zeros(n,N)//almacenamiento del estado real del sistema
estado real inicial
tru = 1rand(n, 1)
proceso iterativo
for k = 1 : N do
tru = f(tru) + sqrt(Q)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
[xm, zmm, x]= conjunto de filtros de Kalman (f, h, x,Q,R, q, n, tru)//realizar una
iteracio´n del conjunto de filtros de Kalman para estimacio´n de estados
zmV (1, k) = zmm//almacenamiento de la salida medida del sistema real
xV (:, k) = xm //almacenamiento de la estimacio´n de estados
ze = h(xm)//salida estimada del sistema
zeV (:, k) = h(xm)//almacenamiento de la salida o mediciones estimadas
zr = h(tru)//salida real del sistema
zrV (1, k) = zr//almacenamiento de las salidas reales del sistema
end for
calculo de errores
MeasErr = zr − zmV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
macio´n
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Se puede observar en el algoritmo 23 que en primer lugar se introducen las entradas
que requiere el conjunto de filtros de Kalman f, h, x,Q,R, q, n, tru. (A diferencia del
filtro de Kalman y el filtro de Kalman extendido, en los cuales el estado estimado
inicial era un vector columna de taman˜o nX1, en el conjunto de filtros de Kalman
x esta´ representado por un conjunto inicial de estados estimados de taman˜o nXq),
como paso siguiente se define el nu´mero de iteraciones o mediciones N que se rea-
lizaran en el algoritmo, luego se definen cinco matrices de almacenamiento: zrV al-
macenamiento de la salida real del sistema, zmV almacenamiento de mediciones o
salida medida, zeV almacenamiento de la salida estimada, xV almacenamiento de la
estimacio´n de estados, y finalmente truV almacenamiento del estado real del sistema.
La funcio´n h permite elegir que´ estado sera´ estimado, de esta manera se elige h como
la primera posicio´n del vector de estados x(1), lo anterior representa que la estimacio´n
sera´ realizada de manera o´ptima u´nicamente para el primer estado del sistema, Para los
estados restantes la estimacio´n a-posteriori sera´ igual a la a-priori x = x, ya que solo se
tiene ganancia de KalmanG en el primer estado.
Posteriormente se define un valor inicial del estado real del sistema tru, luego se da paso
al proceso iterativo, el cual se realiza desde k = 1 hasta el nu´mero de iteraciones o me-
diciones N que este indicado, se calcula el estado real del sistema tru de acuerdo con la
ecuacio´n 3.1, se prosigue con el almacenamiento de tru en la matriz truV , como paso si-
guiente se realiza una iteracio´n del conjunto de filtros de Kalman, el cual entrega la esti-
macio´n de estados xm, y la salida medida del sistema zmm las cuales son almacenadas en
sus respectivas matrices, adema´s se tiene como salida la estimacio´n del conjunto de esta-
dos a-posteriori x, la cual sera´ empleada en la pro´xima iteracio´n como estimacio´n inicial
del conjunto de estados.
Es necesario mencionar que a diferencia de los ejemplos correspondientes al filtro de Kal-
man y el filtro de Kalman extendido, en el conjunto de filtros de Kalman la salida medida
del sistema se calcula dentro del propio algoritmo del conjunto de filtros de Kalman y no
en el proceso iterativo del ejemplo, esto se debe a que el me´todo necesita que zm sea de
taman˜o 1Xq para realizar los ca´lculos a-posteriori, por ende se calcula la media de la sali-
da medida del sistema en el conjunto zmm, la cual corresponde a la verdadera salida me-
dida del sistema.
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A continuacio´n se utiliza la estimacio´n de estados xm para calcular la salida estimada del
sistema ze, la cual se almacena en su respectiva matriz, adema´s se calcula y se almacena
la salida real del sistema, como u´ltimo paso se calcula el error de medicio´n MeasErr,
el error de estimacio´n EstErr y las covarianzas de error MeasErrCov y EstErrCov.
Una vez las iteraciones han terminado, las matrices de almacenamiento truV y xV
contienen todos los estados verdaderos y todos los estados estimados respectivamente,
como se explico´ anteriormente la estimacio´n de estado se realiza u´nicamente para el
primer estado del sistema, de esta manera se puede observar en la figura 4.1 la matriz
truV (color verde) y la matriz xV (color azul), es posible deducir que los estados estima-
dos coincide por completo con los estados verdadero para el primer estado del sistema.
De igual manera, si las iteraciones han terminado, las matrices de almacenamien-
to zmV y zeV contienen todas las salidas verdaderas y todas las salidas estima-
das respectivamente, las matrices zmV y zeV son matrices de taman˜o (1xN) debi-
do a que se tiene una sola salida en el sistema, por ende las salidas reales y esti-
madas sera´n las mismas para los cuatro estados del sistema, se puede observar en
la figura 4.2 la matriz zmV (color rojo, puntos) y zeV (color magenta), es posible
deducir que las salidas estimadas coinciden por completo con las salidas medidas.
Finalmente en la figura 4.3 se puede observar la comparacio´n entre el error de medicio´n
MeasErr(color rojo, l´ınea discontinua) y el error de estimacio´n EstErr (color azul),
la figura muestra que el error de estimacio´n es igual al error de medicio´n, debido a que
las salidas medidas del sistema coinciden por completo con las salidas estimadas, lo
anterior es confirmado mediante el ca´lculo de la covarianza de los errores, la covarianza
de error antes de la implementacio´n del filtro (MeasErrCov) y la covarianza de error
despue´s de implementado el filtro (EstErrCov) es igual a 0,0021.
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Figura 4.1: Estimacio´n de estados mediante el conjunto de filtros de Kalman. Ejemplo
1 (sistema de cuarto orden)
Figura 4.2: Salidas estimadas mediante el conjunto de filtros de Kalman. Ejemplo 1
(sistema de cuarto orden)
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Figura 4.3: Error de estimacio´n mediante el conjunto de filtros de Kalman. Ejemplo 1
(sistema de cuarto orden)
4.1.6. Ejemplo 2. Estimacio´n de estados
A continuacio´n se presenta un ejemplo (algoritmo 24) en el cual se implementa el
algoritmo 21,22 correspondiente al conjunto de filtros de Kalman para estimacio´n de es-
tados. El ejemplo describe un sistema SISO (una entrada, una salida) de segundo orden
y de comportamiento no lineal, la funcio´n f del ejemplo es tomada de la herramienta de
MathWorks “learning ensemble Kalman filter”.
f(x) =
[
x(1) + 0,1x(2) + 0,005
x(2) + 0,1
]
Se puede observar en el algoritmo 24 que en primer lugar se introducen las entradas
que requiere el conjunto de filtros de kalman, como paso siguiente se define el nu´me-
ro de iteraciones o mediciones N que se realizaran en el algoritmo, luego se definen
cinco matrices de almacenamiento. La funcio´n h permite elegir que´ estado sera´ esti-
mado, de esta manera se elige h como la primera posicio´n del vector de estados x(1).
Posteriormente se define un valor inicial del estado real del sistema tru, luego se da paso
al proceso iterativo, el cual se realiza desde k = 1 hasta el nu´mero de iteraciones o medi-
ciones N , luego se calcula el estado real del sistema tru, el cual se almacena en la matriz
truV .
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Algoritmo 24 Ejemplo 2. Conjunto de filtros de Kalman para estimacio´n de estados.
Sistema SISO de segundo orden
n = 2// orden del sistema
f = @(x)[x(1) + 0,1 ∗ x(2) + 0,005;x(2) + 0,1]//matriz de transicio´n de estados no
lineal
h = @(x)x(1)//matriz de medicio´n no lineal
Q = Q = 0,1 ∗ eye(n)//ruido del proceso
R = 1//ruido de la medicio´n
q = 50//nu´mero de miembros del conjunto
x = ones(n, q)//conjunto inicial de estados estimados
mediciones o iteraciones
N = 80
matrices de almacenamiento
zrV = zeros(1, N)//almacenamiento de la salida real
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida
zeV = zeros(1, N)//almacenamiento de la salida estimada
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados
truV = zeros(n,N)//almacenamiento del estado real del sistema
estado real inicial
tru = [1; 1]
proceso iterativo
for k = 1 : N do
tru = f(tru) + sqrt(Q)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
[xm, zmm, x]= conjunto de filtros de Kalman (f, h, x,Q,R, q, n, tru)//realizar una
iteracio´n del conjunto de filtros de Kalman para estimacio´n de estados
zmV (1, k) = zmm//almacenamiento de la salida medida del sistema real
xV (:, k) = xm //almacenamiento de la estimacio´n de estados
ze = h(xm)//salida estimada del sistema
zeV (:, k) = h(xm)//almacenamiento de la salida o mediciones estimadas
zr = h(tru)//salida real del sistema
zrV (1, k) = zr//almacenamiento de las salidas reales del sistema
end for
ca´lculo de errores
MeasErr = zr − zmV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
macio´n
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Como paso siguiente se realiza una iteracio´n del conjunto de filtros de Kalman, el cual
entrega la estimacio´n de estados xm, y la salida medida del sistema zmm las cuales son
almacenadas en sus respectivas matrices, adema´s se tiene como salida la estimacio´n del
conjunto de estados a-posteriori x, la cual sera´ empleada en la pro´xima iteracio´n como
estimacio´n inicial del conjunto de estados.
A continuacio´n se utiliza la estimacio´n de estados xm para calcular la salida estimada
del sistema ze, la cual se almacena en su respectiva matriz, adema´s se calcula y se
almacena la salida real del sistema, como u´ltimo paso se calcula el error de medicio´n
MeasErr, el error de estimacio´n EstErr y las de error MeasErrCov y EstErrCov.
Una vez las iteraciones han terminado, las matrices de almacenamiento truV y xV
contienen todos los estados verdaderos y todos los estados estimados respectivamen-
te, como se explico´ anteriormente la estimacio´n de estado se realiza u´nicamente para
el primer estado del sistema, se puede observar en la figura 4.4 la matriz truV (co-
lor verde) y la matriz xV (color azul), es posible deducir que los estados estimados
coincide por completo con los estados verdadero para el primer estado del sistema.
De igual manera, si las iteraciones han terminado, las matrices de almacenamiento zmV
y zeV contienen todas las salidas verdaderas y todas las salidas estimadas respectiva-
mente, las matrices zmV y zeV son matrices de taman˜o (1xN) debido a que se tiene una
sola salida respecto a los dos estados del sistema, por ende las salidas reales y estimadas
sera´n las mismas para los dos estados del sistema. De esta manera se puede observar
en la figura 4.5 la matriz zmV (color rojo, puntos) y zeV (color magenta), es posi-
ble deducir que las salidas estimadas coinciden por completo con las salidas medidas.
Finalmente en la figura 4.6 se puede observar la comparacio´n entre el error de me-
dicio´n MeasErr(color rojo, l´ınea discontinua) y entre el error de estimacio´n EstErr
(color azul), la figura muestra que el error de estimacio´n es igual al error de medicio´n,
debido a que las salidas medidas del sistema coinciden por completo con las salidas
estimadas, lo anterior es confirmado mediante el ca´lculo de la covarianza de los erro-
res, la covarianza de error antes de la implementacion del filtro (MeasErrCov) y la
covarianza de error despue´s de implementado el filtro (EstErrCov) es igual a 0,0155.
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Figura 4.4: Estimacio´n de estados mediante el conjunto de filtros de Kalman. Ejemplo
2 (sistema de segundo orden)
Figura 4.5: Salidas estimadas mediante el conjunto de filtros de Kalman. Ejemplo 2
(sistema de segundo orden)
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Figura 4.6: Error de estimacio´n mediante el conjunto de filtros de Kalman. Ejemplo 2
(sistema de segundo orden)
4.2. Estimacio´n de para´metros
El conjunto de filtros de Kalman tambie´n puede ser empleado para estimar los
para´metros de un sistema no lineal. Una descripcio´n ma´s detallada acerca de la esti-
macio´n de para´metros a partir del conjunto de filtros de Kalman puede encontrarse en
[30] y [31], esta investigacio´n se toma como referencia para definir las ecuaciones co-
rrespondientes a la estimacio´n de para´metros mediante el filtro de Kalman extendido.
4.2.1. El problema de la estimacio´n de para´metros
Se tiene el mismo problema de estimacio´n de para´metros descrito anteriormente
para el filtro de Kalman extendido, se busca estimar los para´metros de un sistema a
partir de una funcio´n parametrizada no lineal.
4.2.2. Ecuaciones para estimacio´n de para´metros
Calculos a-priori
• Estimacio´n del conjunto de para´metros a-priori
θk+1 = θk + wk
i (4.27)
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• Media de la estimacio´n del conjunto de para´metros a-priori
θk =
1
q
q∑
i=1
θik (4.28)
• Error de para´metros en el conjunto
Eθ = (θk
1 − θk.....θkq − θk) (4.29)
• Error de salida del conjunto
Eyk = (yk
1 − yk.....ykq − yk) (4.30)
• Covarianzas de estimacio´n del conjunto
Pθyk =
1
q − 1Ek(Eyk)
T (4.31)
Pyyk =
1
q − 1Eyk(Eyk)
T (4.32)
Ganancia de Kalman
Gk = (Pθyk)(Pyyk)
−1 (4.33)
Calculos a-posteriori
• Estimacio´n del conjunto de para´metros a-posteriori
θk = θk
i +Gk(yk
i − h(θki)) (4.34)
• Media de la estimacio´n del conjunto de para´metros a-posteriori
θk =
1
q
q∑
i=1
θik (4.35)
4.2.3. Algoritmo para estimacio´n de para´metros
Las ecuaciones del conjunto de filtros de Kalman para estimacio´n de para´metros se
implementan en el algoritmo 25,26.
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Algoritmo 25 Conjunto de filtros de Kalman para estimacio´n de para´metros
Require: G, θ,Q,R, q,m, θtru
Ensure: θm, zmm, θ
function [θm, zmm, θ] = conjunto de filtros de Kalman(G, θ,Q,R, q,m, θtru)
conjunto de para´metros
θconj = θ
matrices de almacenamiento
θV = zeros(m, q)//almacenamiento de estimacio´n del conjunto de para´metros a-
priori
yV = zeros(1, q)//almacenamiento del observador del conjunto de para´metros
zmV = zeros(1, q)//almacenamiento de la salida medida del sistema en el conjunto
EθV = zeros(n, q)//almacenamiento del error de para´metros del conjunto
EyV = zeros(1, q)//almacenamiento del error de salida del conjunto
ca´lculos a-priori del conjunto
for j = 1 : q do
w(:, j) = sqrt(Q)randn(n, 1)//ruido de la evolucio´n del conjunto de para´metros
v(:, j) = sqrt(R)randn(1, 1)//ruido de la medicio´n del conjunto de para´metros
θ = θconj(:, j)) + w(:, j)//estimacio´n del conjunto de para´metros a-priori
zm = G(θtru) + v(:, j)//salida medida del sistema real en el conjunto
y = G(θ)//vector de observacio´n del conjunto de para´metros
θV (:, j) = θ//almacenamiento de estimacio´n del conjunto de para´metros a-priori
zmV (:, j) = zm//almacenamiento de la salida medida del sistema en el conjunto
yV (:, j) = y//almacenamiento del observador del conjunto de para´metros
end for
ca´lculo de medias
θm = mean(θV , 2)//media de la estimacion del conjunto de para´metros a-priori
zmm = mean(zmV )//media de la salida medida del sistema en el conjunto
ym = mean(yV )//media del vector de observacion del conjunto de para´metros
errores del conjunto
for i = 1 : m do
Eθ = θV (i, :)− θm(i)//error de para´metros del conjunto
EθV (i, :) = Eθ//almacenamiento del error de para´metros del conjunto
end for
for i = 1 : 1 do
Ey = yV (i, :)− ym(i)//error de salida del conjunto
EyV (i, :) = Ey//almacenamiento del error de salida del conjunto
end for
80
Algoritmo 26 Conjunto de filtros de Kalman para estimacio´n de para´metros. Conti-
nuacio´n
covarianzas de estimacio´n del conjunto
Pθy = EθVEyV
′/(q − 1)
Pyy = EyVEyV
′/(q − 1)
ganancia de Kalman
K = Pθyinv(Pyy)
ca´lculos a-posteriori
θ = θV +K ∗ (zmV − yV )//estimacio´n del conjunto de para´metros a-posteriori
θm = mean(θ, 2)//media de la estimacio´n del conjunto de para´metros a-posteriori
return
El algoritmo 25,26 (conjunto de filtros de Kalman para estimacio´n de para´metros)
tiene como objetivo estimar los para´metros de una funcio´n parametrizada no lineal a
partir de un conjunto de para´metros, se puede observar que el algoritmo necesita como
entradas la funcio´n parametrizada no lineal G, el conjunto de para´metros estimados ini-
cial θ, el nu´mero de para´metros m, el nu´mero de miembros de conjunto q, los para´me-
tros verdaderos θtru y las covarianzas del proceso y medicio´n respectivamente Q,R.
Anteriormente, para los ca´lculos a-priori del filtro de Kalman y el filtro de Kalman
extendido era necesario definir un valor inicial de la estimacio´n de para´metros θ y
de la covarianza de estimacio´n P , para el conjunto de filtro de Kalman la estima-
cio´n inicial de para´metros θ esta´ representada por un conjunto inicial de para´me-
tros θconj, este me´todo no requiere almacenar la covarianza de estimacio´n P , debido
a que el error estad´ıstico es expresado impl´ıcitamente por el conjunto de para´metros.
Se definen cinco matrices de almacenamiento, a continuacio´n se da inicio a los ca´lculos
a priori del conjunto, empieza un proceso iterativo desde j = 1 hasta el nu´mero total de
miembros del conjunto q, en primer lugar se define un ruido de evolucio´n de para´metros
w y un ruido de medicio´n de para´metros v para cada uno de los miembros del conjunto,
luego se realiza la estimacio´n a-priori de cada uno de los para´metros del conjunto θ,
despue´s se calcula la salida medida del sistema en el conjunto zm empleando los ruidos
de medicio´n, se prosigue calculando el vector de observacio´n del conjunto de para´metros
y evaluando los para´metros a-priori del conjunto θ en la funcio´n G, finalmente se al-
macenan los para´metros estimados a-priori del conjunto θ, la salida medida del sistema
zm y el vector de observacio´n del conjunto de para´metros y en sus respectivas matrices.
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Como paso siguiente se calculan las siguientes medias: media de la estimacio´n del con-
junto de para´metros a-priori θm, media de la salida medida del sistema en el conjunto
zmm, y media del vector de observacio´n del conjunto de para´metros y, luego se realiza
un proceso iterativo desde i = 1 hasta el nu´mero de para´metros m, en el cual se calcula
el error de para´metros del conjunto Eθ para ser almacenado en su respectiva matriz,
adema´s se realiza un proceso iterativo desde i = 1 hasta el nu´mero total de salidas del
sistema 1 para calcular el error de salida del conjunto Ey para ser almacenado en su res-
pectiva matriz.
Posteriormente se calculan las covarianzas de estimacio´n del conjunto Pθy y Pyy em-
pleando los errores de para´metros y de salida propios del conjunto calculados anterior-
mente, luego se calcula la ganancia de Kalman K, con la cual es posible realizar los
ca´lculos a-posteriori del conjunto, se realiza la estimacio´n del conjunto de para´metros
a-posteriori y finalmente se calcula su respectiva media, debido a que la media de la
estimacio´n del conjunto de para´metros a-posteriori es la mejor estimacio´n a-posteriori de
para´metros.
Las salidas del algoritmo 25,26 son: en primer lugar la media de la estimacio´n del con-
junto de para´metros a-posteriori θm, en segundo lugar la media de la salida medida del
sistema zmm, y finalmente la estimacio´n del conjunto de para´metros a-posteriori θ, la
cual si se calcula en una iteracio´n sera´ empleada en la pro´xima como estimacio´n inicial
del conjunto de para´metros, en otras palabras θ sera´ almacenada y propagada en el
tiempo, lo cual no ocurre con la covarianza de estimacio´n P , la cual no se expresa de
manera expl´ıcita, si no que se encuentra expresada impl´ıcitamente mediante el conjunto
de para´metros.
4.2.4. Ejemplo. Estimacio´n de para´metros
Se presenta un ejemplo (algoritmo 27) en el cual se implementa el algoritmo 25,26
correspondiente al conjunto de filtros de Kalman para estimacio´n de para´metros. En el
ejemplo se presenta la funcio´n Rosenbrock [19].
f(x1 + x2) = 100(x2 − x12)2 + (1− x1)2 (4.36)
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Se desea encontrar los valores de x1 y x2 que minimicen la funcio´n, de esta manera los
valores o´ptimos de los para´metros son x1 = 1 y x2 = 1 [19].
Algoritmo 27 Ejemplo. Conjunto de filtros de Kalman para estimacio´n de para´metros.
Funcio´n Rosenbrock
m = 2//para´metros del sistema
G = @(θ)[100((θ(2)− (θ(1)2))2)+(1− θ(1))2]//funcion Rosenbrock
Q = 0,1e− 35eye(m) //ruido del proceso
R = 0,1e− 35 //ruido de la medicio´n
θ = rand(m, q)//conjunto inicial de estimacio´n de para´metros
θtru = one(m, q)//para´metros reales
mediciones o iteraciones
N = 100
matrices de almacenamiento
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida
zeV = zeros(1, N)//almacenamiento de la salida estimada
θV = zeros(m,N)//almacenamiento de los para´metros estimados (θ)
proceso iterativo
for k = 1 : N do
[θm, zmm, θ] = conjunto de filtros de Kalman(G, θ,Q,R, q,m, θtru)//realizar una
iteracio´n del conjunto de filtros de Kalman para estimacio´n de para´metros
zmV (1, k) = zmm//almacenamiento de la salida medida del sistema
θV (:, k) = θm //almacenamiento de la estimacio´n de para´metros
ze = G(θm)//salida estimada del sistema
zeV (1, k) = ze//almacenamiento de la salida estimada
end for
Se puede observar en el algoritmo 27 que en primer lugar se introducen las en-
tradas que requiere el conjunto de filtros de Kalman para estimacio´n de para´metros
(G, θ,Q,R, q,m, θtru), la estimacio´n de para´metros inicial se representa mediante un
conjunto de para´metros, adema´s por facilidad de ca´lculo los para´metros reales tambie´n
se representan mediante un conjunto. Como paso siguiente se define el nu´mero de ite-
raciones o mediciones N que se realizan en el algoritmo, luego se definen tres matrices
de almacenamiento: zmV almacenamiento de la salida medida, zeV almacenamiento
de la salida estimada, y finalmente θV almacenamiento de la estimacio´n de para´metros.
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A continuacio´n se da paso al proceso iterativo, el cual se realiza desde k = 1 hasta el
nu´mero de iteraciones o mediciones N que este indicado, posteriormente se realiza una
iteracio´n del conjunto de filtros de Kalman para estimacio´n de para´metros, por ende co-
mo se explico´ anteriormente se obtiene la salida medida del sistema zmm, la cual se alma-
cena en zmV , tambie´n se obtiene la media de la estimacio´n del conjunto de para´metros
θm, la cual representa la mejor estimacio´n de para´metros, θm se almacena en la matriz
θV , se prosigue calculando la salida estimada de para´metros ze evaluando θm en la fun-
cio´n parametrizada no lineal.
Es importante mencionar que para el caso de estimacio´n de para´metros, el proceso tiene
naturaleza estacionaria, por lo tanto el ruido del proceso y de medicio´n son muy pe-
quen˜os, pero no son cero, puesto que se afectar´ıa el ca´lculo de la ganancia de kalman, en
donde es necesario invertir la covarianza de estimacio´n.
Una vez las iteraciones han terminado, la matriz de almacenamiento θV contienen todos
los para´metros estimados, en la figura 4.7 es posible observar que para la iteracio´n trein-
ta los para´metros estimados coinciden de manera exacta con los para´metros reales, como
se menciono´ anteriormente, en este caso se estiman dos para´metros, para´metro 1 (color
verde) y para´metro 2 (color azul).
De igual manera si las iteraciones han terminado, las matrices de almacenamiento zmV
y zeV contienen todas las salidas medidas y todas las salidas estimadas respectivamen-
te, es importante destacar que las matrices mencionadas son de taman˜o 1xN , debido
a que el sistema tiene una sola salida, en la figura 4.8 se observa la matriz zmV (co-
lor rojo, puntos) y la matriz zeV (color magenta), es posible deducir que las salidas
coinciden de manera exacta una vez se han alcanzado los para´metros verdaderos.
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Figura 4.7: Estimacio´n de para´metros mediante el conjunto de filtros de Kalman. Ejem-
plo (funcio´n Rosenbrock)
Figura 4.8: Salida estimada mediante el conjunto de filtros de Kalman. Ejemplo (funcio´n
Rosenbrock)
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4.3. Conjunto de filtros de Kalman dual
El conjunto de filtros de Kalman dual requiere dos representaciones en espacio de
estados separadas para la estimacio´n de estados y para´metros, por ende se emplean dos
algoritmos de manera paralela [30].
4.3.1. El problema de la estimacio´n dual
Para la estimacio´n de estados se considera el siguiente modelo en espacio de estados:
xk+1 = f(xk, uk, θ) + vxk (4.37)
yxk = h(xk, θ) + nxk (4.38)
wxk y vxk corresponden al ruido del proceso y al ruido de la medicio´n para estimacio´n
de estados, los ruidos se asumen aditivos, blancos y gaussianos, con media cero y con
matriz de covarianza Qxk y Rxk respectivamente. Para la estimacio´n de para´metros se
considera el siguiente modelo en espacio de estados:
θk = θk−1 + wθk (4.39)
yθk = h(θk) + vθk (4.40)
wθk y vθk corresponden al ruido del proceso y al ruido de la medicio´n para estimacio´n
de para´metros, los ruidos se asumen aditivos, blancos y gaussianos, con media cero y
con matriz de covarianza Qθk y Rθk respectivamente.
4.3.2. Ecuaciones para estimacio´n dual
Para el conjunto de filtros de Kalman dual se emplean las ecuaciones para estimacio´n
de estados y para estimacio´n de para´metros descritas en las subsecciones 4.1.3 y 4.2.2
respectivamente.
4.3.3. Algoritmo para estimacio´n dual
Las ecuaciones del conjunto de filtros de Kalman dual para estimacio´n de estados y
para´metros se implementan en el algoritmo 28,29,30.
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Algoritmo 28 Conjunto de filtros de Kalman dual
Require: f, h, x,Qx, Rx, qx, n, tru, θ,Qθ, Rθ, qθ,m, θmtru
Ensure: xm, zmm, x, θm, θ
function [xm, zmm, x, θm, θ] = conjunto de filtros de Kalman dual
(f, h, x,Qx, Rx, qx, n, tru, θ,Qθ, Rθ, qθ,m, θmtru)
matrices de almacenamiento
xV = zeros(n, q)//almacenamiento de estimacio´n del conjunto de estados a-priori
yV = zeros(1, q)//almacenamiento del observador del conjunto de estados
zmV = zeros(1, q)//almacenamiento de la salida medida del sistema en el conjunto
ExV = zeros(n, q)//almacenamiento del error de estados del conjunto
EyV = zeros(1, q)//almacenamiento del error de salida del conjunto
θV = zeros(m, q)//almacenamiento de la estimacio´n del conjunto de para´metros a-
priori
yθV = zeros(1, q)//almacenamiento del observador del conjunto de para´metros
zmθV = zeros(1, q)//almacenamiento de la salida medida para para´metros
EθV = zeros(n, q)//almacenamiento del error de para´metros del conjunto
EyθV = zeros(1, q)//almacenamiento del error de salida para para´metros
xconj = x//conjunto de estados
θconj = θ//conjunto de para´metros
estimacio´n de estados
ca´lculos a-priori para estimacio´n de estados
for j = 1 : qx do
w(:, j) = sqrt(Qx)randn(n, 1)//ruido de la evolucio´n del conjunto de estados
v(:, j) = sqrt(Rx)randn(1, 1)//ruido de la medicio´n del conjunto de estados
x = f(xconj(:, j), θmtru) + w(:, j)//estimacio´n del conjunto de estados a-priori
zm = h(tru) + v(:, j)//salida medida del sistema real en el conjunto
y = h(x)//vector de observacio´n del conjunto de estados
xV (:, j) = x//almacenamiento de estimacio´n del conjunto de estados a-priori
zmV (:, j) = zm//almacenamiento de la salida medida del sistema en el conjunto
yV (:, j) = y//almacenamiento del observador del conjunto de estados
end for
ca´lculo de medias
xm = mean(xV , 2)//media de la estimacion del conjunto de estados a-priori
zmm = mean(zmV )//media de la salida medida del sistema en el conjunto
ym = mean(yV )//media del vector de observacion del conjunto de estados
errores del conjunto
for i = 1 : n do
Ex = xV (i, :)− xm(i)//error de estados del conjunto
ExV (i, :) = Ex//almacenamiento del error de estados del conjunto
end for
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Algoritmo 29 Conjunto de filtros de Kalman dual. Continuacio´n
for i = 1 : 1 do
Ey = yV (i, :)− ym(i)//error de salida del conjunto
EyV (i, :) = Ey//almacenamiento del error de salida del conjunto
end for
covarianzas de estimacio´n del conjunto
Pxy = ExVEyV
′/(q − 1)
Pyy = EyVEyV
′/(q − 1)
ganancia de Kalman para estimacio´n de estados
K = Pxyinv(Pyy)
ca´lculos a-posteriori para estimacio´n de estados
x = xV +K(zmV − yV )//estimacio´n del conjunto de estados a-posteriori
xm = mean(x, 2)//media de la estimacio´n del conjunto de estados a-posteriori
estimacio´n de para´metros
ca´lculos a-priori para estimacio´n de para´metros
for j = 1 : qθ do
wθ(:, j) = sqrt(Qθ)randn(m, 1)//ruido del proceso del conjunto de para´metros
vθ(:, j) = sqrt(Rθ)randn(1, 1)//ruido de la medicio´n del conjunto de para´metros
θ = θconj(:, j)) + wθ(:, j)//estimacio´n del conjunto de para´metros a-priori
zmθ = h(θtru) + vθ(:, j)//salida medida del sistema en el conjunto
yθ = h(θ)//vector de observacio´n del conjunto de para´metros
θV (:, j) = θ//almacenamiento de estimacio´n del conjunto de para´metros a-priori
zmθV (:, j) = zmθ//almacenamiento de la salida medida en el conjunto
yθV (:, j) = yθ//almacenamiento del observador del conjunto de para´metros
end for
ca´lculo de medias
θm = mean(θV , 2)//media de la estimacion del conjunto de para´metros a-priori
yθm = mean(yθV )//media del vector de observacion del conjunto de para´metros
errores del conjunto
for i = 1 : m do
Eθ = θV (i, :)− θm(i)//error de para´metros del conjunto
EθV (i, :) = Eθ//almacenamiento del error de para´metros del conjunto
end for
for i = 1 : 1 do
Eyθ = yθV (i, :)− yθm(i)//error de salida del conjunto
EyθV (i, :) = Eyθ//almacenamiento del error de salida del conjunto
end for
return
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Algoritmo 30 Conjunto de filtros de Kalman dual. Continuacio´n dos
covarianzas de estimacio´n del conjunto
Pθy = EθVEyθV
′/(qθ − 1)
Pyyθ = EyθV EyθV
′/(qθ − 1)
ganancia de Kalman para estimacio´n de para´metros
K = Pθyinv(Pyyθ)
ca´lculos a-posteriori
θ = θV +K(zmθV − yθV )//estimacio´n del conjunto de para´metros a-posteriori
θm = mean(θ, 2)//media de la estimacio´n del conjunto de para´metros a-posteriori
return
El algoritmo 28,29,30 (conjunto de filtros de Kalman dual) tiene como objetivo es-
timar los estados y los para´metros de un sistema no lineal, las entradas del algorit-
mo corresponden a las utilizadas para estimacio´n de estados y para estimacio´n de
parametros, se puede observar que la funcio´n f esta en terminos de los estados x
y los parametros θ, para la estimacio´n de estados se emplean los para´metros verda-
deros del sistema, por otro lado para estimacio´n de para´metros la salida medida se
obtiene evaluando los para´metros verdaderos del sistema en la funcio´n de salida h.
4.3.4. Ejemplo. Estimacio´n dual
A continuacio´n se presenta un ejemplo (algoritmo 31) en el cual se implementa el al-
goritmo 28,29,30 correspondiente al conjunto de filtros de Kalman dual. El ejemplo des-
cribe una maquina s´ıncrona modelada como un sistema de cuarto orden, la funcio´n f es
tomada de la referencia [29].
f(x) =

x(1)− 10(θx(1)− 3,1416x(3)sin(x(4))− 2)/30
x(2)− 10(θx(2) + 3,1416x(3)cos(x(4))− 2)/30
x(3)
x(4) + 10x(3)

Para el modelo del sistema el estado uno y el estado dos corresponden a corrientes
del sistema, el estado tres corresponde a la frecuencia de operacio´n y el estado cuatro
corresponde al desfase de la ma´quina; el para´metro del sistema corresponde a una
resistencia.
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Algoritmo 31 Ejemplo. Conjunto de filtros de Kalman dual. Maquina s´ıncrona
n = 4// orden del sistema
m = 1// para´metros del sistema
f = @(x, θm)[x(1) − 10(θmx(1) − 3,1416x(3)sin(x(4)) − 2)/30;x(2) − 10(θmx(2) +
3,1416x(3)cos(x(4)) − 2)/30;x(3);x(4) + 10x(3)] //matriz de transicio´n de estados
no lineal
h = @(x)x(1)//salida del sistema.
datos para estimacio´n de estados
Qx = 0,1eye(n)//ruido del proceso
Rx = 0,1//ruido de la medicio´n
qx = 20//miembros del conjunto
x = ones(n, qx)//conjunto de estados
tru = [1; 1; 1; 1]//estado real del sistema
datos para estimacio´n de para´metros
Qθ = 0,1e− 30eye(m)//ruido del proceso
Rθ = 0,1e− 30//ruido de la medicio´n
qθ = 20//miembros del conjunto
θ = 0,1e− 30rand(m, qθ)//conjunto de para´metros
θmtru = 3//para´metro real
mediciones o iteraciones
N = 100
matrices de almacenamiento
zrV = zeros(1, N)//almacenamiento de la salida real
zmV = zeros(1, N)//almacenamiento de mediciones o salida medida
zeV = zeros(1, N)//almacenamiento de la salida estimada
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados
truV = zeros(n,N)//almacenamiento del estado real del sistema
θV = zeros(m,N)//almacenamiento de la estimacio´n de para´metros
proceso iterativo
for k = 1 : N
tru = f(tru, θmtru) + sqrt(Qx)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
[xm, zmm, x, θm, θ] = conjunto de filtros de Kalman dual
(f, h, x,Qx, Rx, qx, n, tru, θ,Qθ, Rθ, qθ,m, θmtru)//realizar una iteracio´n
zmV (1, k) = zmm//almacenamiento de la salida medida del sistema real
xV (:, k) = xm //almacenamiento de la estimacio´n de estados
ze = h(xm)//salida estimada del sistema
zeV (:, k) = h(xm)//almacenamiento de la salida o mediciones estimadas
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Algoritmo 32 Ejemplo. Filtro de Kalman Extendido dual. Maquina s´ıncrona. Conti-
nuacio´n
zr = h(tru)//salida real del sistema
zrV (1, k) = zr//almacenamiento de las salidas reales del sistema
θV (:, k) = θm//almacenamiento de la estimacio´n de para´metros
end for
ca´lculo de errores
MeasErr = zr − zmV //error de medicio´n
EstErr = zr − zeV //error de estimacio´n
MeasErrCov = sum(MeasErrMeasErr)/length(MeasErr)//covarianza del error
de medicio´n
EstErrCov = sum(EstErrEstErr)/length(EstErr)//covarianza del error de esti-
macio´n
Se puede observar en el algoritmo 31,32 que en primer lugar se introducen las entra-
das que requiere el conjunto de filtros de Kalman dual f, h, x,Qx, Rx, qx, n, tru, θ,Qθ, Rθ,
qθ,m, θmtru, se define el estado real del sistema tru, y el nu´mero de iteraciones N
que se realizan en el algoritmo, luego se definen seis matrices de almacenamiento.
Se da paso al proceso iterativo, el cual se realiza desde k = 1 hasta N , se calcula el
estado real del sistema tru, el cual se describe de acuerdo con la ecuacio´n 4.37, tru es
almacenado en la matriz truV , como paso siguiente se realiza una iteracio´n del conjunto
de filtros de Kalman dual, por ende se obtiene la estimacio´n de estados xm, y la salida
medida del sistema zmm las cuales son almacenadas en sus respectivas matrices, adema´s
se tiene como salida la estimacio´n del conjunto de estados a-posteriori x, por otra parte
se obtiene la estimacio´n de para´metros θm, la cual se almacena en su respectiva ma-
triz y adema´s se obtiene la estimacio´n del conjunto de para´metros a-posteriori θ, los
conjuntos estimados son empleados en la siguiente iteracio´n como conjuntos iniciales.
Posteriormente se obtiene la salida estimada del sistema ze, evaluando xm en la funcio´n
h, luego se obtiene la salida real zr, evaluando tru en la funcio´n h, ze y zr son alma-
cenadas, por u´ltimo se calcula el error de medicio´n MeasErr, el error de estimacio´n
EstErr y las covarianzas de error MeasErrCov y EstErrCov. Una vez las iteraciones
han terminado, las matrices de almacenamiento truV y xV contienen todos los estados
verdaderos y todos los estados estimados respectivamente, la estimacio´n de estado se
91
realiza para el primer estado del sistema, se puede observar en la figura 4.9 la matriz
truV (color verde) y la matriz xV (color azul), es posible deducir que el estado estimado
se aproxima de manera optima al estado verdadero respecto al primer estado del sistema.
De igual manera, si las iteraciones han terminado, las matrices de almacenamiento zmV
y zeV contienen todas las salidas verdaderas y todas las salidas estimadas respectiva-
mente, las salidas reales y estimadas son las mismas para los cuatro estados del sistema,
se puede observar en la figura 4.10 la matriz zmV (color rojo, puntos) y zeV (color ma-
genta), es posible observar que las salidas estimadas coinciden casi por completo con las
salidas medidas.
En la figura 4.11 se puede observar la comparacio´n entre el error de medicio´n MeasErr
(color rojo, l´ınea discontinua) y el error de estimacio´n EstErr (color azul), la figu-
ra muestra que el error de estimacio´n es igual al error de medicio´n, debido a que
las salidas medidas del sistema coinciden casi por completo con las salidas estima-
das, lo anterior es confirmado mediante el ca´lculo de la covarianza de los errores,
la covarianza de error antes de la implementacio´n del filtro (MeasErrCov) y la co-
varianza de error despue´s de implementado el filtro (EstErrCov) es igual a 0,0056.
Finalmente cabe recordar que la estimacio´n de para´metros corresponde a un proceso
estacionario, por ende se utiliza un nivel de ruido muy pequen˜o, Qθ = 0,1e− 30eye(m)
y Rθ = 0,1e − 30, con estos niveles de ruido la estimacio´n de para´metros se esta-
biliza, de esta manera se encuentra el para´metro verdadero del sistema(figura 4.12).
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Figura 4.9: Estimacio´n de estados mediante el conjunto de filtros de Kalman dual.
Ejemplo (sistema de cuarto orden)
Figura 4.10: Salidas estimadas mediante el conjunto de filtros de Kalman dual. Ejemplo
(sistema de cuarto orden)
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Figura 4.11: Error de estimacio´n mediante el conjunto de filtros de Kalman dual. Ejem-
plo (sistema de cuarto orden)
Figura 4.12: Estimacio´n de para´metros mediante el conjunto de filtros de Kalman dual.
Ejemplo (sistema de cuarto orden)
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5. CONTROL DE UN SISTEMA DE GENERACIO´N
EO´LICA A PARTIR DEL CONJUNTO DE FILTROS DE
KALMAN
A continuacio´n se busca disen˜ar un controlador para un sistema eo´lico a partir
de los estados estimados por el conjunto de filtros de Kalman, el sistema a controlar
corresponde a un generador de induccio´n-red ele´ctrica, el cual es un subsistema de una
WECS (sistema de conversio´n de energ´ıa eo´lica). En la figura 5.1 es posible observar la
turbina eo´lica acoplada con la red ele´ctrica, la representacio´n y el modelo del sistema
se toman de la referencia [32].
Figura 5.1: Sistema de generacio´n eo´lica (generador de induccio´n-red ele´ctrica)
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5.1. Modelo del sistema eo´lico
Se presenta el modelo del generador de induccio´n-red ele´ctrica, las ecuaciones del vol-
taje del rotor y el estator son simuladas por un modelo de cuarto orden, la representacio´n
en espacio de estados de la maquina con las corrientes como variables de estado se mues-
tra a continuacio´n:
˙isd
˙isq
˙ird
˙irq
= w0B

−rsXr (wB + wtXm2) −rrXm −wtXrXm
−(wB + wtXm2) −rsXr wtXrXm −rrXm
−rsXm wtXsXm −rrXs (wB − wtXsXr)
−wtXsXm −rsXm −(wB − wtXsXr) −rrXs


isd
isq
ird
irq
+ w0B

−Xr 0 Xm 0
0 −Xr 0 Xm
−Xm 0 Xs 0
0 −Xm 0 Xs


usd
usq
urd
urq

Donde d y q representan devanados, usd y usq son voltajes del estator, isd, isq, ird e irq
son las corrientes en el estator y el rotor, Xs y Xr son las reactancias del estator y el
rotor, Xm es la reactancia de magnetizacio´n, w es una frecuencia angular arbitraria,
wt es la frecuencia angular del rotor, wo = 2pif es la frecuencia angular base, f0 es la
frecuencia de red, finalmente los voltajes en el rotor urd y urq son iguales a cero.
5.2. Algoritmo para estimacio´n de estados
Las ecuaciones del conjunto de filtros de Kalman para estimacio´n de estados imple-
mentadas en el algoritmo 21,22 deben ser modificadas, de tal manera que puedan ser em-
pleadas en un modelo lineal.
El algoritmo 33,34 (conjunto de filtros de Kalman para estimacio´n de estados de un siste-
ma lineal), a diferencia del algoritmo 21,22 empleado para sistemas no lineales, necesita
la matriz de transicio´n de estados A, y la matriz de medicio´n H en lugar de emplear las
funciones f y h, las cuales corresponden a una representacio´n en espacio de estados no
lineal, adema´s en este caso se necesita la matriz de entrada B y la sen˜al de control u.
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Algoritmo 33 Conjunto de filtros de Kalman para estimacio´n de estados de un sistema
lineal
Require: A,H,B, u, x,Q,R, q, n, tru
Ensure: xm, zmm, x
function [xm, zmm, x] = conjuntode filtros de Kalman(A,H,B, u, x,Q,R, q, n, tru)
conjunto de estados
xconj = x
matrices de almacenamiento
xV = zeros(n, q)//almacenamiento de estimacio´n del conjunto de estados a-priori
yV = zeros(1, q)//almacenamiento del observador del conjunto de estados
zmV = zeros(1, q)//almacenamiento de la salida medida del sistema en el conjunto
ExV = zeros(n, q)//almacenamiento del error de estados del conjunto
EyV = zeros(1, q)//almacenamiento del error de salida del conjunto
ca´lculos a-priori del conjunto
for j = 1 : q do
w(:, j) = sqrt(Q)randn(n, 1)//ruido de la evolucio´n del conjunto de estados
v(:, j) = sqrt(R)randn(1, 1)//ruido de la medicio´n del conjunto de estados
x = A(xconj(:, j)) +Bu+ w(:, j)//estimacio´n del conjunto de estados a-priori
zm = Htru+ v(:, j)//salida medida del sistema real en el conjunto
y = Hx//vector de observacio´n del conjunto de estados
xV (:, j) = x//almacenamiento de estimacio´n del conjunto de estados a-priori
zmV (:, j) = zm//almacenamiento de la salida medida del sistema en el conjunto
yV (:, j) = y//almacenamiento del observador del conjunto de estados
end for
ca´lculo de medias
xm = mean(xV , 2)//media de la estimacion del conjunto de estados a-priori
zmm = mean(zmV )//media de la salida medida del sistema en el conjunto
ym = mean(yV )//media del vector de observacion del conjunto de estados
errores del conjunto
for i = 1 : n do
Ex = xV (i, :)− xm(i)//error de estados del conjunto
ExV (i, :) = Ex//almacenamiento del error de estados del conjunto
end for
for i = 1 : 1 do
Ey = yV (i, :)− ym(i)//error de salida del conjunto
EyV (i, :) = Ey//almacenamiento del error de salida del conjunto
end for
97
Algoritmo 34 Conjunto de filtros de Kalman para estimacio´n de estados de un sistema
lineal. Continuacio´n
covarianzas de estimacio´n del conjunto
Pxy = ExVEyV
′/(q − 1)
Pyy = EyVEyV
′/(q − 1)
ganancia de Kalman
K = Pxyinv(Pyy)
ca´lculos a-posteriori
x = xV +K(zmV − yV )//estimacio´n del conjunto de estados a-posteriori
xm = mean(x, 2)//media de la estimacio´n del conjunto de estados a-posteriori
return
El algoritmo 33,34 entrega como salidas la estimacio´n de estados xm y el conjun-
to de estados estimados x con el cual se cumple el criterio de recursividad, la salida
medida del sistema en el conjunto zmm a pesar de ser una salida del algoritmo no
sera´ utilizada ma´s adelante, debido a que en este caso no se busca comparar las sali-
das del sistema, sino que solo se busca realizar el control de las variables de estado.
5.3. Control del sistema eo´lico
En la figura 5.2 es posible observar el esquema de la estimacio´n de estados a partir del
conjunto de filtros de Kalman y el control por realimenttacio´n de estados, el observador
del sistema lineal, junto con su respectivo ruido son entradas del conjunto de filtros de
Kalman, una vez el algoritmo realiza la estimacio´n de estados xm, estos se multiplican
por la ganancia de realimentacio´n −K para obtener el control del sistema, el cual
esta´ encargado de llevar las corrientes (variables de estado) a su punto de operacio´n, el
control actualiza la representacio´n en espacio de estados del sistema y representa una
entrada del conjunto de filtros de Kalman.
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Figura 5.2: Diagrama de bloques de la estimacio´n de estados a partir del conjunto de
filtros de Kalman y del control por realimentacio´n de estados
5.3.1. Algoritmo para el control del sistema eo´lico
En el algoritmo 35 se realiza el control del sistema eo´lico mostrado en la figura 5.1
mediante realimentacio´n de estados a partir de los estados estimados por el conjunto de
filtros de Kalman, en primer lugar se define el orden del sistema n, luego se definen los
para´metros del sistema eo´lico, con los cuales es posible obtener la matriz de transicio´n
de estados A y la matriz de entrada B, se introducen las entradas faltantes que requiere
el conjunto de filtros de Kalman (algoritmo 33,34), es decir la matriz de medicio´n H,
la sen˜al de control u, el ruido del proceso y la medicio´n Q y R, el nu´mero de miembros
del conjunto q, los estados reales tru y la estimacio´n del conjunto de estados inicial x.
Posteriormente se definen los polos deseados del sistema P , el nu´mero de iteraciones o
mediciones N que se realizaran en el algoritmo, y dos matrices de almacenamiento, xV
almacenamiento de los estados estimados y truV almacenamiento de los estados reales.
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Algoritmo 35 Control del sistema eo´lico
n = 4//estados del sistema
para´metros del sistema
w0 = 0,4363//frecuencia angular base
w = 0,2472//frecuencia angular arbitraria
wt = 0,5235//frecuencia angular del rotor
b = 0,5235//constante
rs = 0,0029//resistencia del estator
Xs = 0,0029//reactancia del estator
rr = 0,01//resistencia del rotor
Xr = 0,01//reactancia del rotor
Xm = 0,0145//reactancia de magnetizacio´n
A= w0
b

−rsXr (wb+ wtXm2) −rrXm −wtXrXm
−(wb+ wtXm2) −rsXr wtXrXm −rrXm
−rsXm wtXsXm −rrXs (wb− wtXsXr)
−wtXsXm −rsXm −(wb− wtXsXr) −rrXs

//matriz de transicio´n de estados
B= w0
b

−Xr 0 Xm 0
0 −Xr 0 Xm
−Xm 0 Xs 0
0 −Xm 0 Xs
 //matriz de entrada
H=[0 0 0 1] //matriz de medicio´n
Q = 0,1e− 31eye(m) //ruido del proceso
R = 0,1e− 31 //ruido de la medicio´n
q = 20//nu´mero de miembros del conjunto
x = rand(n, q)//conjunto inicial de estados estimados
u=[1; 0.1; 0; 0] //sen˜al de control
tru = ones(n, 1)//estado real del sistema
P=[0.1;0.12;0.15;0.27]//polos de control
mediciones o iteraciones
N = 80
matrices de almacenamiento
xV = zeros(n,N)//almacenamiento de la estimacio´n de estados
truV = zeros(n,N)//almacenamiento del estado real del sistema
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Algoritmo 36 Control del sistema eo´lico. Continuacio´n
proceso iterativo
for k = 1 : N do
tru = Atru+Bu+ sqrt(Q)randn(n, 1)//estado real del sistema
truV (:, k) = tru //almacenamiento del estado real del sistema
[xm, zmm, x] = conjuntode filtros de Kalman(A,H,B, u, x,Q,R, q, n, tru)//realizar
una iteracio´n del conjunto de filtros de Kalman para estimacio´n de estados de un
sistema lineal
xV (:, k) = xm //almacenamiento de la estimacio´n de estados
K = place(A,B, P ) //ganancia de realimentacio´n
u = −Kxm //sen˜al de control
end for
Se da paso al proceso iterativo, en el cual se calcula el estado real tru que corresponde
a la representacio´n en espacio de estados de un sistema lineal, se prosigue almacenando el
estado real en su respectiva matriz.
Como paso siguiente se realiza un llamado al conjunto de filtros de Kalman para esti-
macio´n de estados de un sistema lineal (algoritmo 33,34), de esta manera se obtienen
los estados estimados xm, posteriormente se calcula la ganancia de realimentacio´n K a
partir de las matrices A, B y de los polos deseados P , finalmente es posible calcular la
sen˜al de control u a partir de la ganancia K y de los estados estimados xm, la sen˜al de
control u se va actualizando hasta que la realimentacio´n de estados coloque los polos
o valores propios del sistema en los lugares indicados en P . En la figura 5.2 es posible
observar el control de las variables de estado, las cuales para este caso corresponden a
corrientes en el estator y en el rotor de un sistema eo´lico.
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Figura 5.3: Control del sistema eo´lico por realimentacio´n de estados a partir de los
estados estimados por el conjunto de filtros de Kalman
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6. ANA´LISIS COMPARATIVO ENTRE EL FILTRO DE
KALMAN EXTENDIDO Y EL CONJUNTO DE FILTROS
DE KALMAN
A continuacio´n se realiza un ana´lisis comparativo entre el filtro de Kalman exten-
dido y el conjunto de filtros de Kalman respecto a estimacio´n de estados, y estimacio´n de
para´metros.
6.1. Estimacio´n de estados
6.1.1. Estimacio´n de estados. Ejemplo 1
En las subsecciones 3.1.4 y 4.1.5 se realiza la estimacio´n de estados de un carro-
pe´ndulo modelado como un sistema de cuarto orden mediante el filtro de Kalman exten-
dido y mediante el conjunto de filtros de Kalman respectivamente, a continuacio´n se pre-
senta una comparacio´n detallada respecto a la estimacio´n de los cuatro estados del siste-
ma.
En las figuras 6.1, 6.2, 6,3 y 6,4 es posible observar la estimacio´n de los cuatro estados
del sistema, el estado real corresponde al color verde, el estado estimado mediante el
conjunto de filtros de Kalman corresponde al color azul y el estado estimado mediante
el filtro de Kalman extendido corresponde al color rojo (lineal punteada).
103
Figura 6.1: Ana´lisis comparativo entre la estimacio´n de estados mediante el filtro de
Kalman extendido y el conjunto de filtros de Kalman. Ejemplo 1 (sistema de cuarto
orden, primer estado)
Figura 6.2: Ana´lisis comparativo entre la estimacio´n de estados mediante el filtro de
Kalman extendido y el conjunto de filtros de Kalman. Ejemplo 1 (sistema de cuarto
orden, segundo estado)
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Figura 6.3: Ana´lisis comparativo entre la estimacio´n de estados mediante el filtro de
Kalman extendido y el conjunto de filtros de Kalman. Ejemplo 1 (sistema de cuarto
orden, tercer estado)
Figura 6.4: Ana´lisis comparativo entre la estimacio´n de estados mediante el filtro de
Kalman extendido y el conjunto de filtros de Kalman. Ejemplo 1 (sistema de cuarto
orden, cuarto estado)
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Claramente la estimacio´n de estados realizada mediante el conjunto de filtros de Kal-
man es ma´s optima que la realizada mediante el filtro de Kalman extendido. Para las es-
timaciones anteriores realizadas a partir del conjunto de filtros de Kalman fue empleado
un conjunto de setenta estados.
Con el propo´sito de ratificar que la estimacio´n de estados realizada a partir del conjunto
de filtros de Kalman es ma´s optima que la realizada a partir del filtro de Kalman extendi-
do se comparan las covarianzas de error de estimacio´n (CEE) para los dos algoritmos, se
observa que el error de estimacio´n es ma´s grande para el caso en el cual se utiliza el filtro
de Kalman extendido.
CEE EKF CEE EnKF
Estado 1 0.0734 0.0014
Estado 2 0.0404 0.000929
Estado 3 0.0626 0.0019
Estado 4 0.1040 0.0011
6.1.2. Estimacio´n de estados. Ejemplo 2
En las subsecciones 3.1.5 y 4.1.6 se realizo´ la estimacio´n de estados de un sistema de
segundo orden mediante el filtro de Kalman extendido y mediante el conjunto de filtros
de Kalman respectivamente, a continuacio´n se realiza una comparacio´n detallada respec-
to a la estimacio´n de los dos estados del sistema.
En las figuras 6.5, y 6.6 es posible observar la estimacio´n de los dos estados del sistema, el
estado real corresponde al color verde, el estado estimado mediante el conjunto de filtros
de Kalman corresponde al color azul y el estado estimado mediante el filtro de Kalman
extendido corresponde al color rojo (lineal punteada).
Nuevamente se observa que la estimacio´n de estados realizada mediante el conjunto
de filtros de Kalman es ma´s optima que la realizada mediante el filtro de Kalman ex-
tendido. Para las estimaciones anteriores realizadas a partir del conjunto de filtros de
Kalman fue empleado un conjunto de cien estados.
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Figura 6.5: Ana´lisis comparativo entre la estimacio´n de estados mediante el filtro de
Kalman extendido y el conjunto de filtros de Kalman. Ejemplo 2 (sistema de segundo
orden, primer estado)
Figura 6.6: Ana´lisis comparativo entre la estimacio´n de estados mediante el filtro de
Kalman extendido y el conjunto de filtros de Kalman. Ejemplo 2 (sistema de segundo
orden, segundo estado)
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Con el propo´sito de ratificar que la estimacio´n de estados realizada a partir del con-
junto de filtros de Kalman es ma´s optima que la realizada a partir del filtro de Kalman
extendido se comparan las covarianzas de error de estimacio´n (CEE) para los dos algo-
ritmos, se observa que el error de estimacio´n es ma´s grande para el caso en el cual se utili-
za el filtro de Kalman extendido.
CEE EKF CEE EnKF
Estado 1 0.2622 0.0066
Estado 2 0.2236 0.0062
6.2. Estimacio´n de para´metros
6.2.1. Estimacio´n de para´metros. Ejemplo
En las subsecciones 3.2.4 y 4.2.2 se realizo´ la estimacio´n de para´metros de una
funcio´n parametrizada no lineal (funcio´n Rosenbrock) mediante el filtro de Kalman ex-
tendido y mediante el conjunto de filtros de Kalman respectivamente, a continuacio´n
se realiza una comparacio´n respecto a la estimacio´n de los para´metros del sistema.
En las figuras 6.7 es posible observar la estimacio´n de los para´metros de la funcio´n
Rosenbrock, los para´metros estimados mediante el conjunto de filtros de Kalman co-
rresponden a los mostrados en color azul y verde, por otro lado los para´metros estimados
mediante el filtro de Kalman extendido corresponden a los mostrados en color rojo y ma-
genta.
Claramente es posible observar que la tasa de convergencia del conjunto de filtros de Kal-
man es mucho mayor a la del filtro de Kalman extendido, debido a que los para´metros
estimados a partir del conjunto de filtros de Kalman alcanzan los para´metros verdaderos
en la iteracio´n treinta, en cambio los para´metros estimados a partir del filtro de Kalman
extendido ni siquiera con quinientas iteraciones alcanzan los para´metros verdaderos de
manera exacta (parametroestimadouno = 0,9942, parametroestimadodos = 0,9883),
cabe recordar que los para´metros verdaderos son iguales a uno.
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Figura 6.7: Ana´lisis comparativo entre la estimacio´n de para´metros mediante el filtro de
Kalman extendido y el conjunto de filtros de Kalman. Ejemplo (funcio´n Rosenbrock)
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7. CONCLUSIONES
A partir del conjunto de filtros de Kalman fue posible disen˜ar un algoritmo de
identificacio´n de sistemas, adema´s fue disen˜ado un algoritmo para estimacio´n
de estados y estimacio´n dual, cabe mencionar que los algoritmos mencionados
pueden ser empleados tanto para sistemas lineales como no lineales, cambiando
adecuadamente la representacio´n en espacio de estados.
Fue posible disen˜ar el controlador de un sistema eo´lico (realimentacio´n de estados),
a partir de los estados estimados por el conjunto de filtros de Kalman, al observar
la figura 5.2 es posible concluir que a partir de una estimacio´n de estados o´ptima
es posible disen˜ar un controlador o´ptimo.
A pesar de que los fundamentos matema´ticos del filtro de Kalman, tienen cierto
grado de dificultad respecto a su comprensio´n, la implementacio´n del algoritmo
es muy pra´ctica, constituyendo un punto de partida para otros me´todos y para
abordar otras problema´ticas.
Respecto a los ejemplos presentados para estimacio´n de estados a partir del filtro
de Kalman, es posible observar que en el primer ejemplo (figura 2.2) la estimacio´n
de estados no es tan exacta como lo es en el segundo ejemplo (figura 2.5), lo
anterior se debe a que en el primer ejemplo no se tiene el modelo de un sistema,
sino que se tiene una serie de voltajes con ruido y la respectiva medicio´n de estos
voltajes.
El filtro de Kalman puede ser empleado para estimar los estados o/y los para´me-
tros de un sistema de cualquier orden, se trato´ de expresar lo anterior presentando
ma´s de un ejemplo por estimacio´n, sin embargo el filtro de Kalman puede em-
plearse u´nicamente para sistemas lineales.
Respecto a los ejemplos presentados para estimacio´n de para´metros a partir del
filtro de Kalman, es posible observar que para ambos casos (figura 2.8 y figura
2.10) la estimacio´n se estabiliza en las primeras iteraciones, nume´ricamente los
para´metros estimados coinciden de manera exacta con los para´metros verdaderos.
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El filtro de Kalman extendido puede ser empleado para estimar los para´metros de
una funcio´n parametrizada no lineal, en el ejemplo que presenta la funcio´n Rosen-
brock se realizan quinientas iteraciones (figura 3.7) y sin embargo los para´metros
estimados no coinciden a la perfeccio´n con los para´metros verdaderos de la fun-
cio´n.
A diferencia del filtro de Kalman dual y el conjunto de filtros de Kalman dual, en
los cuales se implementan dos algoritmos paralelos independientes el uno del otro,
en el filtro de Kalman extendido dual se implementan dos algoritmos paralelos,
en los cuales las estimaciones se complementan entre s´ı.
Al realizar el ana´lisis comparativo entre la estimacio´n de estados mediante el fil-
tro de Kalman extendido y el conjunto de filtros de Kalman es posible observar
que la estimacio´n realizada mediante el conjunto de filtros de Kalman es mas
optima, debido a que el filtro de Kalman extendido realiza la estimacio´n lineali-
zando el sistema y empleando una covarianza de estimacio´n que corresponde a la
linealizacio´n y no al sistema real.
Al realizar el ana´lisis comparativo entre la estimacio´n de para´metros mediante el
filtro de Kalman extendido y el conjunto de filtros de Kalman es posible observar
que la tasa de convergencia del conjunto de filtros de Kalman es mucho mayor a
la del filtro de Kalman extendido.
Se realiza la estimacio´n de estados y para´metros de una maquina s´ıncrona mo-
delada como un sistema de cuarto orden, comparando las figuras 3.10 y 4.9, es
posible concluir que la estimacio´n de estados realizada a partir del conjunto de
filtros de Kalman es ma´s o´ptima que la realizada a partir del filtro de Kalman
extendido, por otro lado es posible observar que los para´metros estimados con el
conjunto de filtros de Kalman coinciden con los para´metros verdaderos desde la
se´ptima iteracio´n (figura 4.12), en cambio los para´metros estimados con el filtro
de Kalman extendido coinciden con los para´metros verdaderos desde la iteracio´n
veinte (figura 3.13).
El conjunto de filtros de Kalman representa una gran alternativa en la estimacio´n
de estados y para´metros de sistemas no lineales, el me´todo supera inconvenien-
tes presentados por el filtro de Kalman extendido siendo ma´s o´ptimo en varios
aspectos.
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7.1. Futuros trabajos de investigacio´n
En el proyecto de grado se han desarrollado estimadores duales a partir del filtro de
Kalman, el filtro de Kalman extendido y el conjunto de filtros de Kalman, a lo largo
del proyecto se explico´ con cuidado cada algoritmo y cada ejemplo, con el propo´sito de
despertar el intere´s del lector y facilitar el entendimiento de los algoritmos. Algunos de
los trabajos que quedan por hacer se nombran a continuacio´n.
Realizar un ana´lisis acerca de como varia la estimacio´n de estados y para´metros
a partir del conjunto de filtros de Kalman modificando el nu´mero del conjunto.
Implementar los algoritmos en otras problema´ticas.
Comparar el conjunto de filtros de Kalman con algoritmos como redes neuronales
y algoritmo de optimizacio´n de part´ıculas.
Realizar el control de un sistema no lineal a partir de conjunto de filtros de
Kalman.
Realizar el ana´lisis comparativo entre el filtro de Kalman extendido y el conjunto
de filtros de Kalman respecto a carga computacional.
Realizar el ana´lisis comparativo entre el filtro de Kalman y el conjunto de filtros
de Kalman respecto a la estimacio´n de estados de sistemas lineales.
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