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the prediction for the next marker ŷj+1 and timing t̂j+1 to calculate the
respective loss functions. . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.4 Illustration of training Recurrent Marked Temporal Point Process us-
ing Back Propagation Through Time (BPTT). Here we show an ex-
ample of b = 2-step unrolling along time. The bias parameters are
included in each layer by default without being shown here. . . . . . . 130
7.5 The next event type and timing variable pair (tn+1, yn+1) depends on
the past two pairs (tn, yn) and (tn−1, yn−1). Orange and blue lines
denote the first-order and the second-order dependency, respectively. 134
7.6 Inter-event time predictions on the testing time-series data produced
from different processes. Left column is the predicted inter-event time.
Blue curve is the optimal estimator which knows the true functional
form for the conditional density function with the true parameters
and predict the inter-event time with the expectation. Red curve is
the prediction given by RMTPP without any prior knowledge about
each specific form instead. Middle column shows the learned intensity
functions vs. the respective true ones. Right column gives the overall
testing RMSE of predicting the timings from different processes. . . . 135
xiv
7.7 Performance evaluation of predicting timings and markers on the state-
space continuous-time model. . . . . . . . . . . . . . . . . . . . . . . 137
7.8 Predictive performance comparison with RNN which is trained for pre-
dicting the next timing only in (a), and for predicting the next marker
only in (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.9 Sample sequences of pickup events in New York City Taxi Data. . . 140
7.10 Performance evaluation for predicting both marker and timing of the
next event. The left column presents the classification error of predict-
ing markers, and the right column gives the RMSE of predicting the
timings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
7.11 Predictive performance comparison with RNN which are trained only
using the markers in the left column and only using the temporal in-
formation in the right column. . . . . . . . . . . . . . . . . . . . . . . 143
7.12 Empirical distribution for the inter-event times. The x-axis is in log-scale.144
8.1 An illustration of Dirichlet point process. A background Poisson pro-
cess with intensity λ0 sampled the starting time points t1 and t4 for two
different event types with the respective parameter θ1 and θ2. These
two initial events then generate a Hawkes process of their own, with
events at time {t2, t3, t5, t9} and {t6, t7, t8}, respectively. . . . . . . . . 153
8.2 Generative models of RCRP and DPP. . . . . . . . . . . . . . . . . . 155
8.3 Effectiveness of Temporal Dynamics. Panel (a) and (b) show different
cases where the clusters are temporally well-separated and interleaved,
respectively. In each case, the left plot shows the intensity function of
each cluster, and the right plot compares the performance by Normal-
ized Mutual Information. . . . . . . . . . . . . . . . . . . . . . . . . . 164
8.4 (a) Learned triggering kernels of one cluster from 1,000,000 synthetic
documents; (b) Mean absolute error decreases as more samples are used
for learning the triggering kernels; (c) A few particles are sufficient to
have good estimation; (d) Quantile plot of the intensity integrals from
the sampled document time. . . . . . . . . . . . . . . . . . . . . . . 166
8.5 Four example stories extracted by our model, including the ‘Tucson
Shooting’ event, the movie of ‘Dark Knight Rises’, Space Shuttle’s final
mission and Queensland flooding disaster. For each story, we list the
top 100 most frequent words on the left column. The middle column
shows the learned triggering kernel in the log-log scale, and the right
column presents the respective intensity functions along time. . . . . 168
8.6 Scalability and time prediction in real world news stream. . . . . . . . 170
9.1 Architect of PtPack Library. . . . . . . . . . . . . . . . . . . . . . . 175
xv
9.2 Demo results for fitting a 2-d Hawkes process with PtPack. . . . . . . 178
9.3 Visualizing a 2-d Hawkes process with PtPack. . . . . . . . . . . . . . 181
9.4 Visualizing a 1-d Hawkes process with PtPack using a sine triggering
kernel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
A.1 Graph G = (V , E), edge weights {τji}(j,i)∈E , and node labeling {ri}i∈V
with the associated output from Algorithm A.1. . . . . . . . . . . . . 193
xvi
SUMMARY
The increasing availability of temporal-spatial events produced from natural
and social systems provides new opportunities and challenges for effective modeling
the latent dynamics which inherently govern these seemly “random” data. In our work,
we propose a unified probabilistic framework based on multivariate point processes to
better predict ‘who will do what by when and where?’ in the future. This framework
comprises a systematic paradigm for modeling, learning, and making inference of
large-scale asynchronous high-dimensional event data. With this common framework,
we contribute in the following three aspects:
• Accurate Modeling. We first propose non-parametric and topic-modulated
multivariate terminating point processes to capture continuous-time heteroge-
neous information diffusions. We then develop the low-rank Hawkes process to
describe the recurrent temporal interactions among different types of entities.
We also build a link between the recurrent neural network and the temporal
point process to learn a general representation of the influence from the past
event history. Finally, we establish a previously unexplored connection between
Bayesian Nonparametrics and temporal point processes to jointly model the
temporal data and other type of additional information.
• Efficient Learning. We develop a robust structure learning algorithm via
group lasso, which is able to efficiently uncover sparse heterogeneous interde-
pendent relations specified via vectorized parameters among the dimensions.
We also propose an efficient nonnegative matrix rank minimization algorithm,
which elegantly inherits the advantages from both the proximal methods and
the conditional gradient methods to solve the matrix rank minimization problem
xvii
under different constraints. Finally, in the data streaming setting, we develop
a Bayesian inference algorithm for inferring latent variables and updating the
respective model parameters based on both temporal and textual information,
which achieves almost constant processing time per data sample.
• Scalable Inference. Another important aspect of our research is to make fu-
ture predictions by exploiting the learned models. Specifically, based on the ter-
minating processes, we develop the first scalable influence estimation algorithm
in continuous-time diffusion networks with provable performance guarantees.
Based on the low-rank Hawkes processes, we develop the first time-sensitive
recommendation algorithm, which not only can recommend the most relevant
item specific to a given moment, but also can predict the next returning time for
a user to a designated service. Finally, based on the recurrent point processes,
we have derived an analytic solution to shape the overall network activities of
users. We show that our method can provide fine-grained control over user
activities in a time-sensitive fashion.
Keywords: Multivariate point process, Hawkes process, Survival analysis, Pois-
son process, Dirichlet process, Low-rank models, Social network analysis, Network
structure inference, Information diffusion, Influence estimation, Influence maximiza-




Systems in physical nature and human society constantly produce asynchronous ,
interdependent , and high-dimensional event data. In social networks, we share
our daily experience and respond to other people’s information in the form of posts
and status updates. In malware monitoring systems, volunteer machines report po-
tentials malicious files to the cloud servers. Although the attacks are reported from
different machines at different time, they may be clustered and coordinated, providing
a glimpse into the spread of cyber threats across the Internet. In wildlife conserva-
tion, we collect observations about the presence of animals, such as birds, migrating
across a wide range of geographic locations in certain time periods. In our routine
daily lives, people consume personalized news updates, listen to preferred albums,
travel to different destinations, and develop a variety of diseases all at different time
and space.
Although all these event data arise from a diverse range of domains, they could
share common evolutionary dynamics deeply covered by the apparent randomness
they appear to be. Due to the fast development of modern communications, sensor
networks, mobile devices, and wearable gadgets, the availability and sheer volume of
the event data provide unique opportunities for an interdisciplinary research to tackle
scientific challenges in innovative ways. Centered around accurately predicting ‘who
will do what by when and where’, the focus of the dissertation is on developing a
novel, efficient, robust and principled machine learning framework for asynchronous




The main interest of our research lies in understanding and modeling the asynchronous
high-dimensional event data. We investigate the following fundamental research prob-
lems and search for an answer to each of them throughout the thesis.
Continuous-time Information Diffusion. Networks have been powerful abstrac-
tions for modeling a variety of natural and artificial systems that consist of a large
collection of interacting and interconnected entities. Due to the recent increasing
availability of large-scale networks, network modeling and analysis have been exten-
sively applied to study the spreading and diffusion of information, ideas, and even
virus in social and information networks (see e.g., [167, 86, 166]). However, the pro-
cess of influence and diffusion often occurs in a hidden network that might not be
easily observed and identified directly. For instance, when a disease spreads among
people, epidemiologists can know only when a person gets sick, but they can hardly
ever know where and from whom he (she) gets infected. As a result, we could observe
only the time stamp when a piece of information has been received by a particular
entity, but the exact path of diffusion is missing. So the first question we ask is:
Can we uncover the latent dependency structure among entities only
based on the observed propagation traces of information (in the form of
meme, virus, product)?
This question is challenging in that many possible latent network structures may
exist to explain the observed information traces. However, it is also of extraordinary
importance in that its solution is fundamental to better understand the mechanisms
governing the diffusion processes of the information among interacting entities. Thus,
we devote Chapter 3 to the solution of this question with innovative models and
comprehensive evaluations.
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Context-aware Recommendation. During a particular process for a piece of
information to spread through the network, a node can be either infected or survival
during the process before a given time T , so a single infection event can be used to
denote the respective infection moment. In many other real-world systems, however,
it is also common that recurrent events occur to the same entity at different time. For
instance, users might listen to the same album repeatedly. We visit the same on-line
store to buy different products. Based on these recurrent visiting patterns between
users and items, we would like to ask:
Can we recommend the most desirable item to a user at the right mo-
ment? Can we predict when a user might come back to existing services
in the near future?
These two questions are related but have different focuses on users’ need and
behaviors. Successful predictions of the desirable items and the returning time not
only allows a service provider to keep track of the evolving user preferences, but also
helps them to improve the marketing strategies in order to boost the revenue (e.g.
via more accurate user-targeting for advertisement clicks). Chapter 5 discusses these
questions and our solutions in detail.
Temporal Streaming Data Analysis. Recurrent events not only involve tempo-
ral information, but may also include content-specific features. For instance, clusters
in document streams, such as online news articles, can be induced by the tempo-
ral dynamics of their arriving patterns, as well as by their textual contents. As a
consequence, we are interested in asking:
Can we leverage both sources of information to obtain a better cluster-
ing of the events, and distill information that is not possible to extract by
using either one of the information only?
In this way, for typical news-feed providers, as each article arrives sequentially,
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we are able to extract meaningful descriptions about particular stories (collection of
articles about with a central topic) and predict their evolving trends in the future.
Compared to the previous problems presented above, this question has its unique
challenge in that as streaming events come and go, the number of clusters (or dimen-
sions) can be infinite, and we cannot observe all the events in advance. To address
these issues, we discuss our innovative solutions in Chapter 8.
General Representation of the Influence from Past Recurrent Events. In
context-rich settings, recurrent events most often can bring additional information
about their types. For instance, people might visit different places at different time of
a day. Professional trading systems buy and sell a bunch of stocks within short-time
frames. Patients go to see the doctor with a time-stamped sequence of diagnoses
of the concerned diseases. In each case, the additional information from the place
marker (gas station, airport, etc.), the trading action (buying or selling), and the
disease categories constitutes the respective type of an event in addition to time.
Because this type of extra information can be useful for providing informative clues
for accurate predictions of future events, we thus focus on further investigating the
following questions:
Based on the sequence of past events, can we predict what type of event
will happen next by when?
Effective solutions to this question can have significant practical values. For in-
stance, with respect to modern health-care, patients may have several diseases that
have complicated dependencies on each other. Accurately estimating when a prob-
able disease might occur can effectively help to take proactive steps to reduce the
potential risks in the future. We devote Chapter 7 to the answer of this question.
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Time-sensitive Decision Making. Successful learning of the accurate predictive
models from above enables us to have a better understanding of the underlying dy-
namics that govern the randomness of the data. Based on these extracted knowledge,
Can we further make use of the learned dynamics to facilitate time-
sensitive decision making processes?
For instance, can we seed a few websites such that the information can spread as
fast as possible within a given time? can we shape the temporal activities of users in
a social network? The first problem is a central task in viral marketing, which is often
referred to as influence maximization where we care about the future adoptions of
some one-time actions (buying a product, adopting an idea, retweeting a post, etc.).
In contrast, the second problem, referred to as activity shaping, is about boosting the
intensity of online users’ activities (postings, re-tweetings, comments, etc.) which can
be recurrent over time. We provide comprehensive solutions and evaluations to these
problems in Chapter 4 and Chapter 6.
1.2 Contributions and Organizations
To effectively understand the complex dynamics of the event data, throughout this
dissertation, we mainly follow three steps:
• Accurate Modeling: We propose simple probabilistic models which have in-
tuitive explanations, rigorous mathematical specifications, and accurate predic-
tions about the event data arising from different domains.
• Efficient Learning: We develop efficient learning algorithms for fitting the
proposed models to large-scale datasets under different structural constraints.
• Scalable Inference: Using the extracted knowledge given through the models
that explain the data, we design scalable new inference algorithms to make
future predictions and controls.
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Figure 1.1: Dissertation structure.
The dissertation focuses on three problem domains where the inherent complexity
and the effective information of the event data increase one by one. In each problem
domain, we present our contributions in the three aspects mentioned above, so the
thesis naturally breaks into nine pieces given in Figure 1.1. Specifically, we summarize
our contributions as follows:
Part I: Terminating Processes
• Accurate Modeling: we propose novel nonparametric and topic-dependent
formulations for multivariate terminating point processes to model the continuous-
time information diffusion processes. Our formulations are able to capture gen-
eral heterogeneous forms of the pairwise transmission functions for the informa-
tion to spread among entities. Empirical evaluations in both synthetic and real
datasets verify that our models have significantly better performance in recov-
ering the latent diffusion networks compared to other state-of-the-arts during
the same period.
• Efficient Learning: we develop a robust structure learning algorithm via
group lasso based on an elegant convex formulation. The algorithm is able
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to efficiently uncover sparse heterogeneous interdependent relations specified
via vectorized parameters among the dimensions and can execute in parallel
across multiple computing nodes.
• Scalable Inference: we develop a randomized algorithm for scalable influence
estimation in continuous-time diffusion networks. Our algorithm can estimate
the influence of every node in a network with |V| nodes and |E| edges to an
accuracy of ε using n = O(1/ε2) randomizations and up to logarithmic factors
O(n|E|+ n|V|) computations. When used as a subroutine in a greedy influence
maximization approach, our proposed algorithm is guaranteed to find a set of
C nodes with the influence of at least (1− 1/e) OPT−2Cε, where OPT is the
optimal value. Another novelty of our work is that we are the first to evaluate
the solution quality given by the algorithms against real independent testing
diffusion data, which further verifies that the produced solutions can indeed
generate larger influence compared with other state-of-the-arts.
Part II: Recurrent Processes
• Accurate Modeling: we present a new low-rank Hawkes process for capturing
the recurrent actions between users and items to make time-sensitive recommen-
dations and returning time predictions. Experimental evaluations on synthetic
and real datasets verify that the new model can achieve superb predictive per-
formance compared to other state-of-the-arts.
• Efficient Learning: we develop a new optimization algorithm to learn the low
rank Hawkes process model efficiently. Our algorithm blends proximal gradient
and conditional gradient methods, and achieves the optimal O(1/t) convergence
rate. As further demonstrated by our numerical experiments, the algorithm
is able to scale up to millions of user-item pairs and hundreds of millions of
temporal events.
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• Scalable Inference: based on the models for recurrent user activities, we pro-
pose the first user-activity shaping problem for multivariate Hawkes processes.
We derive a novel predictive formula for the overall network activity given the
intensity of exogenous events of each individual user. We also propose a convex
optimization framework to address a diverse range of activity shaping problems
given certain budget constraints. Compared to previous methods for influence
maximization, our framework can provide more fine-grained control of network
activity, not only steering the network to a desired steady-state activity level
but also do so in a time-sensitive fashion.
Part III: Advanced Processes
• Accurate Modeling: we propose the Recurrent Temporal Point Process to
jointly model the time and the marker information of events by formulating a
general nonlinear dependency over the history. The model establishes a novel
connection between recurrent neural networks and point processes, which has
implications beyond temporal settings by incorporating more rich contextual
information and features. Furthermore, we design the Dirichlet Point Process by
building a previously unexplored connection between Bayesian Nonparametrics
and Temporal Point Processes, which allows the number of dimensions to grow
in order to accommodate the increasing complexity of online streaming data,
while at the same time learns the ever changing latent temporal dynamics.
• Efficient Learning: we develop an efficient stochastic gradient algorithm for
learning the Recurrent Temporal Point Process which can readily scale up to
millions of events. Comprehensive experiments on both synthetic and real-world
datasets across a diverse range of domains to show that we have consistently
better predictive performance for both the event type and timing compared to
alternative competitors.
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• Scalable Inference: we propose an efficient online inference algorithm which
can scale up to millions of news articles with near constant processing time
per document and moderate memory consumption. We conduct large-scale
experiments on both synthetic and real-world datasets to show that Dirichlet
Point processes can recover meaningful topics and temporal dynamics, leading
to better predictive performance.
The remainder of the thesis is organized as follows. Chapter 2 first presents the
overarching framework and necessary concepts needed throughout the thesis. Then,
each following chapter focuses on one aspect of the framework. Specifically, we in-
vestigate continuous-time information diffusions in Chapter 3 and 4. Chapter 3 is
devoted to recovering the latent diffusion network structure and pairwise diffusion
dynamics, based on which Chapter 4 further tackles the scalable time-sensitive influ-
ence estimation and maximization problems. Next, we study recurrent user activities
in Chapter 5 and 6. Chapter 5 focuses on modeling the recurrent interactions between
users and items, where we describe the Low-rank Hawkes Process for time-sensitive
recommendations and present a new convex optimization algorithm for fitting the
model. Chapter 6 follows to model the recurrent activities among users and presents
efficient algorithms to shape user activities. Chapter 7 presents the recurrent marked
temporal point process for learning a general representation of the dependency over
the past events to predict both the timing and the type of future events. Chapter 8
introduces the Dirichlet point process and an efficient online inference algorithm to
combine the modeling of the temporal information with additional textual data. We
introduce our open source package PtPack in Chapter 9, which efficiently implements
the proposed framework of the thesis. Finally, we conclude with future research




In this chapter, we first introduce the motivation and overview for event data analysis.
Then, we explain our proposed framework via multivariate point processes, which ex-
plicitly captures the rate of event occurrence and their interdependency as a function
of the historical data.
2.1 Motivation
Natural and artificial systems in the physical world and human society often produce
sheer volumes of events in various forms induced from the complex collective inter-
actions among the involved entities. We take concrete examples from the following
diverse domains to demonstrate the pervasiveness of these event data.
Online systems. Billions of users (each considered as a dimension) in social net-
works generate myriads of posts (events) daily. Moreover, these events often exhibit
sophisticated dependencies over each other. One popular post (event) of a user can
trigger a sequence of following events (retweets, comments) from the same or other
users, forming an information cascade in the system. With modern internet stream-
ing services, people consume news-feeds, listen to preferred tracks, watch entertaining
videos at different time and places. These recurrent activities occurring randomly
could reflect the evolving interests of users under different contexts.
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Cyber security. In malware monitoring systems, such as Symantec worldwide cy-
ber intelligence network environment1, 1.6 million hosts (each considered as a dimen-
sion) worldwide report 22 million malicious files (events) in a single month [127].
Although the attacks were reported from geographical spread of different machines at
different time, they may be clustered and coordinated to form propagation patterns,
providing a glimpse into the spread of cyber threats across the web.
Wildlife conservation. To study strategies of wildlife conservations, researchers
collect observations about the presence (events) of certain specifies, such as the birds2,
to provide rich data for basic information about their abundance and distribution
at a variety of locations (each considered as a dimension) across a wide temporal
scale. These observations collectively could reflect the migration patterns of the
animals. If we can accurately uncover their migration paths, we can design better
planning to connect core habitat areas in a way that is robust to unexpected natural
or anthropological disturbances under limited resources [98].
Modern health-care. Critical care medicine costs have been increasing annually
over the past decade. Patients may have several diseases (each considered as a dimen-
sion) that have complicated dependencies on each other. At each hospital visiting, the
occurrence of one disease (event) might trigger the progression of other diseases. Due
to the increasing adoption of the electronic health records (EHR), earlier detection
of disease progression can effectively reduce the potential risk of future critical care
for the patients.
Financial domain. In stock market, millions of transactions (events) occur to




stock might trigger a ripple effect on other stocks. Accurate forecasting the market
trend can thus be critical for sustainable business success. Similarly, for peer-to-
peer (P2P) micro-finance services3, they provide precious opportunities to help young
entrepreneurs. Each transaction (event) provides rich information about what type
of loans a lender (dimension) seeks to finance. Identifying the key temporal factors
and loan features to provide a reliable and vibrant financial setting is of outstanding
importance to the engagement of users and the healthy development of the whole
P2P financial community.
In all these examples, both asynchronous event timing information (or temporal
dynamics) and observation features carry a great deal of information about the be-
havior of the involved entities (eg. users, hosts, habitats, diseases, or lenders). Many
applications and scientific challenges arising from these domains thus require a repre-
sentation and analysis of these asynchronously and interdependently generated high
dimensional event data. In this type of data, each of the dimensions is observed at
different time points, and the feature and timing of each observation can be affected
by past observations.
Previously, problems in social networks, malware detection, computational sus-
tainability have been studied predominantly using traditional independently-and-
identically distributed (i.e., iid.) models, time-series models, static graph or graph
time-series models. However, all these traditional methods cannot be naturally ap-
plied to the large volume of high dimensional asynchronous and interdependent event
data collected in the problem domains mentioned above. First, this type of event
data are very different from the traditional independently and identically distributed
(i.e., iid.) data where all dimensions of a data point are collected simultaneously, and
the data points are independently sampled from an identical distribution. Therefore,
3www.kiva.org
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iid models are too restrictive by completely ignoring the temporal dependency. Al-
though the less restrictive time-series models can capture the dependency relation
to certain extent, they need to discretize the timeline into windows, and aggregate
information within each time window artificially. As a result, important temporal
dynamics can be lost due to such coarsening. Furthermore, these event data are also
very different from time-series data where the dimensions of a data point are still
measured simultaneously though the data points can be dependent and time inter-
vals between two adjacent data collections can vary. Static graphical models explicitly
describe the relations between interacting entities, but it is not easy to incorporate
the event timing information in these models. Finally, graph time-series models can
capture the evolution and time-varying nature of the relations to some extent, but
again arbitrarily dividing the timing information into epochs makes these methods
incapable of answering many questions related to temporal dynamics.
With the advent of a sheer volume of asynchronous and interdependent data
routinely generated across a variety of domains from social networks to computational
sustainability to medical informatics, novel methodologies need to be designed to
tackle the new challenges arising from these applications.
2.2 Literature Survey
Over the years, a large collection of sophisticated predictive models have been de-
veloped and extensively discussed in various literatures [70, 144, 145, 19, 92, 119] of
the machine learning community from logistic regression to support vector machines
to feedforward networks based on the primary assumption that data samples are
independently and identically distributed. This assumption of independence makes
many learning tasks more easier by expressing the joint likelihood of observing all
the data samples as a product of individual likelihood evaluated at each single data
point. However, despite the usefulness of the i.i.d. assumption, for many practical
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applications, this assumption will be a bad idea in that it precludes the modeling of
the dependencies. To alleviate this issue, time-series models, static graphical models,
and graph time-series have been proposed seeking to capture the temporal and the
structural dependencies. Unfortunately, almost all of the methods fail to explicitly
address applications with asynchronously generated dependent data.
Time-series models. Conventional time-series models, like Markov Chain [19],
Varying order Markov model [18], Hidden Markov Model [16], Kalman Filters [82],
Vector auto-regressive models [65] are extensively used for modeling sequential data.
However, one major limit of these models is that the time stamp is implicitly treated
as the index of discretized unit steps. Because the system evolves in a synchronized
step-by-step fashion, these models fail to capture the asynchronous characteristics
of the event data. A proper step size is a free parameter which is normally hard
to tune practically for that we need to aggregate multiple data samples within the
same unit step and consider the case when there is no data point in a unit step at
all. Although the Semi-Markov model [81] seeks to alleviate this issue by explicitly
modeling the transition time between two states as continuous exponential random
variables, such fixed parametric form of the exponential distribution and the lim-
ited short-term temporal dependency over the history have limited their usefulness
in practice. Finally, most applications of the conventional time-series models only
involve one or low dimensional data, like speech signals, this makes them insufficient
to capture the complex interdependency structure among different components for
the multi-dimensional data.
Dependency Structure Learning. Although it is relatively easy to collect sets
of observed event data due to modern communication techniques, the strength of
interplays and the structure of interdependency between different dimensions might
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be partially observed or even fully hidden. For instance, we might record when peo-
ple go to see the doctor when they are sick, but we may hardly observe who has
infected whom. As a result, it is still challenging to estimate and uncover the la-
tent dynamics governing these seemingly random occurrences of the events to each
dimension. Traditionally, probabilistic graphical models [52, 53] are widely used for
inferring the static structure among different variables. While there is a rich and
growing literature on learning time-invariant networks from i.i.d. observations and
designing efficient algorithm for the estimation procedure, e.g., [136], much less has
been done toward modeling the dynamics of the networked entities. An exception is
the continuous-time Bayesian network [123] which is essentially a structured Markov
process. However, it is still restricted in the sense that each dimension is a homo-
geneous Markov process which cannot capture the long-term temporal dependency
over the past events of its own and other dimensions. Furthermore, being similar
to the one-dimensional continuous-time Markov chain, the time duration between
two successive events is limited to the exponential distribution, which cannot model
the general heterogeneity of the temporal dynamics. Recently, a sequence of work
[149, 150, 5, 91, 90, 74] seek to learn the time-varying dependency structure from
time-series data. However, the time stamps again are treated as discrete indices, and
thus they still cannot capture the general temporal dynamics associated with each
edge which collectively govern the evolution of the overall network structure by time.
Modeling Social Interactions. In the community of social network analysis, mod-
eling rich social interactions can be traced back to the link prediction problem first
studied by [104] where different score functions were applied based on the structural
properties of the network to predict the existence of a link based on thresholding val-
ues. In [2], Adar et al. formulate the problem as a binary classification task with rich
contextual and structural features extracted from the network to predict whether a
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single link might exist between a given pair of nodes. Although many rich interaction
features are used, each link is predicted locally and independently. Thus, static link
prediction [108, 69] cannot capture the interdependency among different edges from
a global optimization perspective. Recently, modeling dynamic interactions of users
in social networks has been attracting increasing interests. A collection of dynamic
models about network formation and evolution is reviewed in [54, 76]. Backstrom
et al. [9] investigate the mechanism governing group formation and growth based
on user interactions. Wouter de Nooy in [36] studies the timing of relational events
(edges appear, change or disappear) on a set of longitudinal social networks. Matsub-
ara et al. [114, 116, 113] model macroscopic online user activities and event patterns
based on tensor decomposition and ecological population formulations. Matsubara et
al. [115] also develop generative models to capture the rise and fall patterns of infor-
mation cascades. However, most of these models still treat the timing information as
discrete indices. Snijders [148] used a continuous-time Markov process with exponen-
tial random graphs to model friendship temporal dynamics. Brandes et al. explicitly
model the probability density for the observed event sequences over a given net-
work by incorporating social science theory for longitudinal networks. However, the
restricted model flexibility of these work makes them fail to describe the interdepen-
dency between history events of the same dimension or between those from different
dimensions, which is one of the focuses in this dissertation on the high-dimensional
data in the big-data settings.
Point Process. Multivariate point processes are mathematical tools for modeling
multidimensional event data [1]. However, only very recently machine learning com-
munity are starting to use it for modeling practical problems. For instance, these
mathematical tools has been applied to analyze activities [110, 109] and criminal
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Table 2.1: Table of symbols
Symbol Description
ti Occurrence time for the i-th event
tdi Occurrence time for the i-th event on dimension d
Ht List of event time {t1, t2, . . . , tn} up to but not including time t
f ∗(t), f(t|Ht) Conditional density function for the next event to occur at time t
F ∗(t), F (t|Ht) Cumulative density function for the next event to occur before t
S∗(t) Survival probability up to time t
λ∗(t) Conditional intensity function
λ∗d(t) Conditional intensity function on dimension d
p∗d(x) Conditional density for the feature x
D Number of dimensions




gang rivalries [117, 118, 152, 48, 146, 131], to understand interactions in communica-
tion networks [160, 23, 161, 64, 112, 161]. However, the limitation of these previous
works is that they do not model the interdependency between different users and
can only be applied to relatively small dimensions. In contrast, we seek to develop a
more general framework which will address a broader range of problems arising from
asynchronously generated interdependent high-dimensional event data. Furthermore,
in the case of high dimensional multivariate point processes, the dependency struc-
tures parameters between the dimensions are often unknown. It is an interesting and
challenging question whether we can uncover these dependency structures based on
the time stamps and features of the events. This problem has been addressed only
by a paucity of recent studies in the literature [58, 56], and there is a whole range
of other inference tasks which have not been addressed by the previous work. To
facilitate the description of the framework, the accompanying table provides a list of
symbols and their definitions.
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2.3 A Unified Probabilistic Framework
We propose a framework based on multivariate point processes. This framework ex-
plicitly models the rate of event occurrence as a direct function of the timings and
possible features of past events, effectively uncovers the latent interdependency struc-
ture among the dimensions with the respective heterogeneous temporal dynamics,
and efficiently carries out large-scale inference tasks based on the learned models. It
consists of three methodological parts: (I) accurate and robust modeling of event
dynamics; (II) efficient learning of the predictive models over large-scale datasets;
and (III) scalable inference based on the learned models for time-sensitive decision
makings.
2.3.1 Modeling
Formally, a temporal point process is a random process whose realization consists of a
list of discrete events localized in time, {ti} with ti ∈ R+ and i ∈ Z+. Let the history
Ht be the list of event time {t1, t2, . . . , tn} up to but not including time t. The lengths
of the time intervals between neighboring successive events are referred to as the inter-
event times. Given the history of past events, we can explicitly specify the conditional
density function that the next event will happen at time t as f ∗(t) = f(t|Ht) where
f ∗(t) emphasizes that this density is conditional on the history. By applying the








A temporal point process can be equivalently represented as a counting process,
N(t), which records the number of events before time t. Let the history Ht be the
list of event time {t1, t2, . . . , tn} up to but not including time t. Then in a small time




δ(t− ti) dt, (2.2)
18
and hence N(t) =
∫ t
0
dN(s), where δ(t) is a Dirac delta function. It is often assumed
that only one event can happen in a small window of size dt, and hence dN(t) ∈ {0, 1}.
An important way to characterize temporal point processes is via the conditional
intensity function — the stochastic model for the next event time given all previous
events. Within a small window [t, t+dt), λ∗(t)dt is the probability for the occurrence
of a new event given the history Ht:
λ∗(t)dt = P ({event in [t, t+ dt)} |Ht) . (2.3)
Again, the ∗ notation reminds us that the function depends on the history. Intuitively,
the conditional intensity function denotes the risk or hazard rate that an event can
happen at time t. For instance, if an event represents being infected by a flu, then
the intensity value at any given time t of this event is normally higher on average for
the elders than the young adults even though both groups are in healthy status, so
the intensity function λ∗(t) does not indicate an event will occur at time t, but rather
it quantifies the risk at which an event can happen. Based on this intuition, we can
have the following basic derivations:
λ∗(t)dt = P ({event in [t, t+ dt)} |Ht)
= P ({event in [t, t+ dt)} | {no event up to t} ,Ht)
=
P ({event in [t, t+ dt)} and {no event up to t} |Ht)
P ({no event up to t} |Ht)
=
f ∗(t)dt




where F ∗(t) is the cumulative probability that a new event will happen before time
t since the last event time tn, and S∗(t) = 1 − F ∗(t) is the respective probability
that no new event has ever happened up to time t since tn, which is also known as
the survival probability. In addition, the conditional intensity function λ∗(t) is also






Solving the differential equation with the boundary condition S∗(tn) = 1, we arrive









where tn is the last event in Ht. As a consequence, the conditional density function
can be alternatively specified by








Particular functional forms of the intensity λ∗(t) are often designed to capture
the phenomena of interests [1]. For example, the homogeneous Poisson process is
the simplest point process. The inter-event times are independent and identically
distributed random variables conforming to an exponential distribution. The condi-
tional intensity function is assumed to be independent of the history Ht and constant
over time, i.e., λ∗(t) = λ0 > 0.
For most real problems in practice, the event data is normally high-dimensional.
For example, in social networks, each user is regarded as a dimension, and we have
billions of users generating tweets everyday. In medical informatics, each disease can
be a dimension, and we have thousands of different types of diseases. Furthermore,
we might also have additional contextual feature information associated with each
event, such as the topic of each tweet, the physical condition of each patient, etc.
These additional contextual features might also influence the underlying evolutionary
process of the events. Therefore, to model these feature-rich high-dimensional data,
we can generalize existing theories to the multi-dimensional case.
Specifically, let d ∈ {1, 2, . . . , D} be the dimension of the point process. We will
treat the i-th event as a triplet of the form (ti, di, xi) (i = 1, . . . , n) where ti ∈ R+, di ∈
{1, . . . , D} and xi ∈ X . This means that we order events according to their timing
information, and the i-th event occurs at di-th dimension with additional features
vector xi from some feature space X . Such representation explicitly represents timing
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as a source of information and emphasizes the asynchronicity and the feature-richness
of the events.
In general, the conditional intensity λd(t|Ht) can depend on historical events from
both dimension d and other dimensions. Denote the history at time t as a collection of
event before time t, ie.,Ht = {(t1, d1, x1), . . . , (ti, di, xi)|t1 < . . . < ti < . . . < t}. Then
λ∗d(t) = λd(t|Ht) is again a general nonnegative function of all events in Ht. For each
dimension d, the structure of the conditional intensity function explicitly captures
the general interdependent relations among different dimensions. However, because
these interdependent relations are often partially observed or even completely hidden,
one focus of this framework is to incorporate different parametric and nonparametric
formulations to capture different phenomena of interests and unveil such latent inter-
dependent relations and their respective strengths from the generated event data in
a unified way.
Besides, in addition to the conditional intensity function, we can also model
generative processes for the feature by formulating its conditional density function
p∗d(x) = pd(x|t,Ht). Depending on the data we want to capture and the type of fea-
tures, we can choose very different generative models for p∗d(x). For the simplest case,
suppose the feature value is independent of the history Ht and t, then for discrete
features, we can use the Multinomial distribution, while for continuous features, we
can use the Gaussian distribution.
In order to capture the different characteristics of the asynchronous high-dimensional
event data arising from a wide range of domains, the proposed framework has com-
prised the following innovative models:
Multivariate Terminating Process. In many cases, people need to analyze the
time until a single event occurs to each entity. Some examples include the timing
of adopting an idea, purchasing a product, catching a virus, experiencing a failure,
21
etc. Moreover, in a networked setting, the occurrence of one event to an entity can
be triggered by the past occurrences of events to the other entities due to their
local interactions, which in turn often results in a global cascade or diffusion over
the network along time. Therefore, we are interested in asking: how fast can a
piece of information propagate in a network? can the spreading be predicted? The
multivariate terminating processes are thus designed to address these questions by
accurately capturing a general continuous-time information diffusion process over a
network of interacting entities.
Low-rank Hawkes Process. Most often, an event in question may occur more
than one time for an entity. Examples of such recurrent events can be repeated
user activities in online social networks, frequent transactions in trading systems,
progressive tumors in cancer studies, etc. Furthermore, these recurrent events can also
be correlated with each other. In social network analysis, users of the same community
tend to behave similarly. In cancer studies, patients with similar phenotypes may go
through similar progressive stages of a particular disease. In all these cases, although
the dimension of the event data can large (billions of online users, millions of patients),
such correlations may allow us to capture their interactions in a lower-dimensional
space. To this end, the proposed low-rank Hawkes process is able to explicitly model
the low intrinsic dimensionality of the interdependency structure among the different
types of entities.
Recurrent Marked Temporal Point Process. Sometimes, besides time, extra
information, known as the markers, is also available with each event. Examples in-
clude the magnitude of an earthquake, the passenger pick-up place of a taxi, the
buying or selling action conducted on a stock, etc. Are these additional informa-
tion helpful for predicting the occurrences of future events? The recurrent marked
temporal point process is designed to effectively capture and represent the marker
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information to help us to better understand the latent evolutionary dynamics of a
temporal sequence and to further improve the performance of predicting new events
in the future.
Dirichlet Point Process. Each marker associated with a temporal event often car-
ries limited information about its type and characteristics. For many user-generated
data, like tweets, documents, news articles, etc., rich content information is also an
important source for us to organize and extract meaningful insights about the sub-
jects being studied. How can we distill more knowledge from the data by jointly
considering both the temporal and textual information than by using either one of
them alone? In this regard, the Dirichlet point process is proposed to extend the
flexibility of our framework through the incorporation of other type of data into the
evolutionary process of the temporal events.
2.3.2 Learning
Based on the elegant connection between the conditional intensity function and the
density function in (2.7), the conditional density for an event (ti, di, xi) given the
history H(t) can be expressed as








By the chain rule, the joint likelihood of observing a single sequence {(ti, di = d, xi)}ndi=1
on the d-th dimension where nd is the total number of events on dimension d can be
given by
Ld ({(ti, di = d, xi)}ndi=1) =
nd∏
i=1
fd(xi, ti|Hti) · (1− F ∗d (T )) , (2.9)
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where the last term is the probability that there is no event between tn and T on the
d-th dimension. Taking the log, we can get the log-likelihood by:





































Then, the overall log-likelihood of observing the events on all dimensions {(ti, di, xi)}ni=1
can be easily decomposed into a summation of the individual log-likelihood `d of the












`d ({(ti, di = d, xi)}ndi=1) . (2.11)
Depending on the different formulations of λ∗d(t) and p∗d(x), we can maximize the
joint log-likelihood in (2.11) subject to the specific structural constraints of different
problems in order to fit the process to the observed point patterns. Unfortunately,
only for a few simple cases, the optimization of 2.11 can have the closed form solution.
For example, for the homogeneous Poisson process, where λ∗d(t) = αd is a single











(nd logαd − Tαd) , (2.12)
which is concave with respect to each parameter αd. Thus, we can take the derivative





which is the average number of events occurring per unit time on each dimension.
In most cases, maximizing (2.11) does not have closed form solutions, so we need
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general numerical optimization techniques to estimate the parameters. By explic-
itly exploiting the specific properties of the optimization problem in 2.11 induced
from particular parameterizations of the conditional intensity functions under vari-
ous structural constraints, we have developed the following algorithmic components
in the framework:
Sparse Network Structure Learning. In most cases, the interdependent struc-
ture among the dimensions is not fully observed. Moreover, the interactions between
pairs of dimensions can be wildly diverse, so the respective pairwise temporal dy-
namics can be heterogeneous, which might not be well captured by a single family of
parametric models. In order to capture such heterogeneity of pairwise interactions, we
propose nonparametric formulations, where the parameter space has a inherent group
structure, and develop efficient proximal gradient methods to uncover the sparse and
heterogeneous interdependency between the dimensions.
Efficient Nonnegative Matrix Rank Minimization. In addition to the sparsity
and the heterogeneity, in specific problem domains, such as the recommender systems,
the interdependency among the dimensions, which can be conveniently represented
as a matrix, also has an essential low-rank structure. However, directly maximiz-
ing (2.11) under the low-rank constraint and the non-negativity constraint required
by the intensity function is often challenging. To tackle this problem, we develop a
new optimization algorithm which inherits from the advantages of both proximal and
conditional gradient methods to efficiently learn the model from hundreds of millions
of events.
Efficient Online Bayesian Updating. In the online stream setting where the
temporal event happens one after another, efficient updating of the model parameters
is critical to maintain a sustainable performance of the online system. We propose
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an efficient online Bayesian updating algorithm, of which the average time cost for
processing each data point can maintain roughly constant after keeping running for
a long time period.
2.3.3 Inference
Given that we have developed sophisticated predictive models and accurately fit them
to the data from the previous two components of our framework, how can we utilize
the extracted insights from the models to make predictions of the future? The third
component of the framework is thus devoted to a variety of inference tasks across
different domains.
For classic event data analysis, simulation of new events is the most common
task based on a given point process. Depending on the formulation of the intensity
function λ∗(t), the conditional density f ∗(t) for the next event may or may not have
a close form. Given the history of past events Ht, we can use the expectation taken
with respect to f ∗(t) as our best estimation for the next event time. When f ∗(t)
does not have a close form solution, we can instead generate sufficient number of
simulations for the next event, and take the average as our prediction. Similarly,
many other quantities that depend on the conditional intensity function might be
difficult to compute directly as well. For instance, the average number of events in
a given interval might not have a close form solution in that the integral of λ∗(t)
can be quite complicated. As a consequence, we can again turn to the approximate
solution by using a number of simulated samples. Finally, given a specified form for
the conditional intensity λ∗(t), simulation is also a direct way to visualize the point
patterns, providing valuable information about the respective point process.
In addition to the basic simulation of temporal events, our framework supports
many more sophisticated inference tasks as follows:
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Influence Estimation. If a piece of information is released from a media site, can
we predict how many websites will mention it in a month? Essentially, the solution
to this kind of problem requires us to estimate the influence of a given node (or
dimension) in a networked setting within a predefined time window. By exploiting the
learned multivariate terminating point process, we propose a randomized algorithm
for efficient influence estimation that can scale linearly up to networks of millions of
nodes, which is the key for many applications in viral marketing.
Time-Sensitive Recommendation. In personal assistant systems, can we make
recommendations specific to the temporal/spatial contexts of users? In modern
health-care, can we provide accurate predictions of the timing when a particular
disease may happen to a given patient? Based on the multivariate low-rank Hawkes
process, we design new time-sensitive recommendation algorithms in the framework
to make context-aware predictions to the future.
User Activity Estimation. Online users’ activities (events) can be triggered either
by endogeneous events, where users simply respond to the actions of their neighbors
within a network, or by exogenous events, where they take actions due to drives
external to the system. Since active engagement of users is crucial for the healthy
growth of business for modern web companies, by utilizing the multivariate Hawkes
process and its connection to the Branching process, we propose novel formulations
for calculating the expected engagement level of users at any given time in large
networks.
Online Inference for Document Cluster. In online document streams, accu-
rately gathering related news articles centered around a particular story based both
textual and temporal similarity can effectively help people to extract meaningful
knowledge from the sheer amount of information. Based on the proposed Dirichlet
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point process, we design an efficient online inference algorithm using particle filters
which can scale up to millions of news articles with near constant processing time per
document and moderate memory consumption.
Scalable algorithms for solving these fundamental inference problems make it pos-
sible for us to address many challenging time-sensitive decision making problems ef-
ficiently. For instance, how can we select a small set of earlier adopters to maximize
the spreading of a new product within a short-time window? how can we promote the
interests of online users to sustain the growth of a community? We will discuss novel
solutions to these inference and optimization problems in the following chapters.
2.4 Summary
Modern applications and scientific problems arising from a variety of domains from
social network and online media analysis to human activity modeling to medical
informatics to financial transactions call for representation and analysis of large-scale
asynchronous high-dimensional event data. A basic premise of our research is that
asynchronous feature-rich event temporal dynamics carry massive information about
the microscopic behaviors of the entities in study, and our primary goal is to be able
to address the who will do what by when and where? question with exploratory and
predictive models. The focus of this dissertation is thus on a unified probabilistic
framework based on multivariate point processes for statistical modeling, learning,
and inference in large-scale asynchronous event data. The framework consists of three
inter-related pillars: I. accurate and robust predictive models; II. efficient learning
algorithms; and III. large-scale probabilistic inferences. We then proceed in each
chapter of the thesis to demonstrate different capabilities of this framework in solving
real-world problems across a wide range of domains.
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PART I TERMINATING PROCESSES
Event time data contain rich information about the underlying generative processes
which might be hidden or partially observed. Most often, people need to analyze
the time until a specific event occurs. Some concrete examples include the timing of
adopting a piece of information, purchasing a product, catching a virus, experiencing
a failure, etc. In all these cases, the response of interest is the time duration from a
predefined time origin to the occurrence of some given event (or terminating-point).
Moreover, in a networked setting, the occurrence of one event to an entity can be
triggered by the past occurrences of events to the other entities due to their local
interactions, which in turn often results in a global cascade or diffusion over the
network along time. In the first part of the thesis, we systematically investigate
the general temporal dynamics of continuous-time information diffusions (Chapter 3)
and seek to design algorithms that can predict and optimize the spreading processes
(Chapter 4) in the future.
Accurate Modeling: we propose novel nonparametric and topic-dependent for-
mulations for multivariate terminating point processes to model the continuous-time
information diffusion processes.
Efficient Learning: we also develop a robust structure learning algorithm via
group lasso to efficiently uncover sparse heterogeneous interdependent relations among
different dimensions.
Scalable Inference: based on the learned multivariate terminating process, we
develop a randomized algorithm for general influence estimation and maximization




Diffusions of information, ideas, fashions, behaviors, and diseases over networked
entities are universal phenomena in systems of nature and our society. In online
social networks, widespread of entertaining videos makes people famous and rich. In
local regions, outbreaks of infectious diseases cause people sick and dead. How do
information and diseases propagate? How fast the diffusion process can be? How can
we estimate and eventually control the spreading trend in the future?
In this chapter, we propose a simple but accurate predictive model to explain
the heterogeneity of the temporal dynamics which inherently govern the information
diffusion processes. Then, we develop efficient learning algorithms from elegant convex
formulations to estimate the model parameters. In both synthetic and real cascade
data, we show that our model can better recover the underlying diffusion network and
drastically improve the estimation of the transmission functions among networked
entities.
3.1 Introduction
Networks have been powerful abstractions for modeling a variety of natural and ar-
tificial systems that consist of a large collection of interacting entities. Due to the
recent increasing availability of large-scale networks, network modeling and analysis
have been extensively applied to study the spreading and diffusion of information,
ideas, and even virus in social and information networks (see e.g., [167, 86, 166]).
However, the process of influence and diffusion often occurs in a hidden network that
might not be easily observed and identified directly. For instance, when a disease
spreads among people, epidemiologists can know only when a person gets sick, but
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they can hardly ever know where and from whom he (she) gets infected. Similarly,
when consumers rush to buy some particular products, marketers can know when
purchases occurred, but they cannot track in further where the recommendations
originally came from [103]. In all such cases, we could observe only the time stamp
when a piece of information has been received by a particular entity, but the exact
path of diffusion is missing. Therefore, it is an interesting and challenging question
whether we can uncover the diffusion paths based just on the time stamps of the
events.
There are many recent studies on estimating correlation or causal structures from
multivariate time-series data (see e.g., [46, 90, 107]). However, in these models, time
is treated as discrete index and not modeled as a random variable. In the diffusion
network discovery problem, time is treated explicitly as a continuous variable, and
one is interested in capturing how the occurrence of event at one node affects the
time for its occurrence at other nodes. This problem recently has been explored
by a number of studies in the literature. Specifically, Meyers and Leskovec inferred
the diffusion network by learning the infection probability between two nodes using
a convex programming, called CONNIE [120]. Gomez-Rodriguez et al. inferred the
network connectivity using a submodular optimization, called NETINF [58]. However,
both CONNIE and NETINF assume that the transmission model for each pair of
nodes is fixed with predefined transmission rate. Somanchi et al. [151] propose a
greedy algorithm to uncover the network structure by computing the highest-scoring
connected subgraph. However, it cannot learn the temporal dynamics associated
with each edge. Recently, Gomez-Rodriguez et al. proposed an elegant method,
called NETRATE [56], using continuous temporal dynamics model to allow variable
diffusion rates across network edges. NETRATE makes fewer number of assumptions
and achieves better performance in various aspects than the previous two approaches.
However, the limitation of NETRATE is that it requires the influence model on each
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(a) Pair 1 (b) Pair 2 (c) Pair 3
Figure 3.1: The histograms of the interval between the time when a post appeared in
one site and the time when a new post in another site links to it. Dotted and dash
lines are density fitted by NetRate. The solid lines are given by KernelCascade.
edge to have a fixed parametric form, such as exponential, power-law, or Rayleigh
distribution, although the model parameters learned from cascades could be different.
In practice, the patterns of information diffusion (or a spreading disease) among
entities can be quite complicated and different from each other, going far beyond
what a single family of parametric models can capture. One example is from the
information diffusion in a blog-sphere: the hyperlinks between posts can be viewed as
some kind of information flow from one media site to another, and the time difference
between two linked posts reveal the pattern of diffusion. In Figure 3.1, we examined
three pairs of media sites from the MemeTracker dataset [56, 99], and plotted the
histograms of the intervals between the the moment when a post first appeared in
one site and the moment when it was linked by a new post in another site. We
can observe that information can have very different transmission patterns for these
pairs. Parametric models fitted by NetRate may capture the simple pattern in
Figure 3.1(a), but they might miss the multimodal patterns in Figure 3.1(b) and
Figure 3.1(c). In contrast, our method, called KernelCascade, is able to fit both
data accurately and thus can handle the heterogeneity.
The remainder of this chapter is organized as follows: in Section 3.2, we present
our multivariate terminating point process for describing the continuous-time infor-
mation diffusion process. In Section 3.3, we describe efficient learning algorithms with
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Table 3.1: Table of symbols
Symbol Description
G Directed network
V Set of all the nodes in graph G
E Set of all the edges in graph G
fji(t) Density of the diffusion time from node j to i
tc N -dimensional vector recording the infection time of each node in
a cascade
tci Infection time of node i in the cascade c
C Collection of cascades
C Total number of cascades C = |C|
λ∗i (t) Conditional intensity function of node i
λ0i Base intensity function of node i
φji(t) Infection risk function from node j to i
m
tj
j Topic vector of the meme published by node j at the time tj
N Total number of nodes
Tc Observation window in the cascade c
θj Parameters for the Dirichlet distribution for node j
λ Regularization coefficient for the group-lasso
elegant convex formulations for estimating the model parameters. In Section 3.4, we
conduct experimental evaluations on both synthetic and real-world datasets. Finally,
we summarize our contributions in Section 3.5. To facilitate the subsequent presen-
tation, table 3.1 provides a list of symbols and their definitions used throughout this
chapter.
3.2 Information Diffusion Model
Given a directed network, G = (V , E), our basic assumptions are that information
propagates independently over the edges, and it takes certain amount of time for
the information to spread from one node to another following the direction of the
respective edge. The process begins with a set of infected source nodes, A, initially
adopting certain contagion (idea, meme or product) at time zero. The contagion is
transmitted from the sources along their out-going edges to their direct neighbors.
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Each transmission through an edge entails a random spreading time, τ , drawn from
a density over time, fji(τ). We assume transmission times are independent and
possibly distributed differently across edges. Then, the infected neighbors transmit
the contagion to their respective neighbors, and the process continues. We assume
that an infected node remains infected for the entire diffusion process. Thus, if a
node i is infected by multiple neighbors, only the neighbor that first infects node i
will be the true parent. As a result, although the contact network can be an arbitrary
directed network, each cascade (a vector of event timing information from the spread
of a contagion) induces a Directed Acyclic Graph (DAG). This model is referred to
as the continuous-time independent cascade model first studied in [56] by extending
the discretized counterpart originally proposed in [86].
3.2.1 Model Formulation
Our input thus comprise only a collection C, of cascades
{
t1, . . . , t|C|
}
, where each
cascade is an N -dimensional vector tc := (tc1, . . . , tcN)> with i-th dimension recording
the time stamp when event c occurs to node i. Furthermore, tci ∈ [0, T c] ∪ {∞}, and
the symbol∞ labels nodes that have not been influenced during observation window
[0, T c]. The ‘clock’ is set to 0 at the start of each cascade. Based on the input
cascade data C, our output is the recovered hidden network structure with pairwise
risk functions φji, which quantifies how fast the information can flow from node j to
node i.
The key idea to model the information diffusion process is to treat each user as
a single dimension. Given n users in total, we thus have a n-dimensional multivari-
ate point process. Since we assume that each user keeps the state of infection after
adopting a virus (or idea, product), in the current information diffusion setting, at
most one terminating event (or infection) can happen to each dimension, which cor-
responds to the infection moment of the respective user. To accurately describe the
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diffusion process, we propose the Multivariate Terminating Process, which is formally
defined as:
Definition 3.1 The Multivariate Terminating Point Process is an n-dimensional
temporal point process with the conditional intensity function of each dimension d
is given by λ∗d(t) = I {Nd(t) ≤ 1} · g(t) where Nd(t) is the number of events on the
dimension d, g(t) is a non-negative function, and I {·} is the indicator function.
We first model the conditional intensity (infection risk) of each node as an additive
function of the influence from other nodes by









Then, we can derive the joint log-likelihood of observing the collection of cascades C

















where we simply sum up all individual log-likelihood of observing each single cascade
tc. Finally, we can learn the pairwise infection risk function {φji(t)} by solving the























where the overall recovered network structure is reflected by the nonzero patterns of
the pairwise infection risk functions φji(t).
One thing worth to note is that we can extend the intensity function of 3.1 by
adding a baseline intensity λ0i to be










The baseline intensity λ0i ≥ 0 for each node captures the external influence from the
outside world. For instance, people can get a piece of news from the mass media in
addition to seeing it from the status updates of his (her) friends. From this perspec-
tive, when λ0i = 0, the multivariate terminating point process incorporates the model
formulation [56, 44] from the theory of survival analysis as one special case, which
only focus on modeling the internal influence from the diffusion process captured by
the pairwise infection risk function {φji(t)}.
3.2.2 Model Parametrization
Depending on the problem of interests, we have several ways to formulate the pairwise
infection risk function φji(t).
Parametric formulation (TopicCascade). In the simplest case, φji(t) = αji
is a constant, which means the transmission time over the edge from node j to i
has an exponential distribution. If φji(t) = αji · t is a linear function of time t,
then the respective transmission time has a Rayleigh distribution, which often better
captures the phenomenon that there is a typical response time for posts of a particular
topic, and it is less likely the response time is very different from the mode than the
exponential distribution.
Alternatively, we can also make φji(t) = αji · t depend on the contextual features
of the transmitted information, such as the topic of the content. The motivation is
that ideas, tweets, styles, and online advertisements of different topics might have
different transmission speed even between the same pair of nodes. As a result, for
Ad-providers, they would like to know how to make their advertisements reach a large
number of target consumers in a very short term. To achieve this goal, they have
to figure out quantitatively the spreading speed of different advertisements among
different communities. Outdoor equipment promotions spread faster within a com-
munity of mountaineering club than within a political group. In contrast, messages
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from political campaigns may instead diffuse faster in the latter group.
As a consequence, we can represent each piece of information (or meme) as a
topic vector in the canonical K-dimensional simplex, in which each component is the
weight of a topic. Suppose that node j just published a meme mtjj at time tj. We
can represent it as mtjj := (m1, . . . ,mK)> and
∑
imi = 1 and mi ∈ [0, 1]. Such a
representation can be readily obtained from the text of a meme using standard topic
model tools such as Latent Dirichlet Allocation [20]. Then, to incorporate the topic
information, mtjj , we assume that αji is a nonnegative combination of the entries in
m
tj









jiml · t is nonnegative.
We call this type of formulation as the topic-modulated Rayleigh distribution, and
refer to the respective diffusion model as the TopicCascade.
Non-Parametric formulation (KernelCascade). In real world applications,
since the true distribution for the pairwise transmission time is never known, it is also
better to formulate φji(t) non-parametrically to capture the heterogeneous transmis-
sion patterns over the edges. Therefore, we can kernelize φji(t), by assuming that it




αlji · k(τl, t), (3.6)
where we fix one argument of each kernel function, k(τl, ·), to a point τl in a uniform
grid of m locations in the range of (0,maxc T c]. To achieve fully nonparametric
modeling of the hazard function, we can let m grow as we see more cascades. In
the formulation, we need to perform integration over the kernel function in order to
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evaluate the integral of the intensity function
∫ t
0











Fortunately, this can be done efficiently for many kernels, such as the Gaussian RBF
kernel, the Laplacian kernel, the Quartic kernel, and the Triweight kernel. In later
experiments, we mainly focus on the Gaussian RBF kernel, k(τl, τs) = exp(−‖τl −
τs‖2/(2σ2)), and derive a closed form solution as∫ t
0






















dx is the error function. Yet, our method is not limited to
the particular RBF kernel. If there is no closed form solution for the one-dimensional
integration for this purpose [129]. We note that given a dataset, both the kernel func-






need to be computed
only once as a preprocessing, and then can be reused in the learning algorithm later.
Besides, we can also place a non-linear basis function on each time point in the
observed cascades. For efficiency consideration, we will use a fixed uniform grid in
our later experiments. A nice property of the formulation 3.3 is that it is a convex
function with respect to the parameters {αji} if we parametrize the risk functions
with 3.5 and 3.6. As a consequence, it allows us to bring various efficient convex
optimization techniques later to achieve the global solution efficiently. We refer to
this type of non-parametric formulation as the KernelCascade.
3.3 Efficient Learning Algorithm

























where φji is parametrized by a vector of parameters αji. Basically, if the coeffi-
cients αji = 0, then there is no edge (or direct influence) from node j to i. For
this purpose, we will impose grouped lasso type of regularization on the coefficients
αji, i.e., (
∑
j ‖αji‖2) [133, 169]. Grouped lasso type of regularization has the ten-
dency to select a small number of groups of non-zero coefficients but push other groups
of coefficients to be zero. Therefore, we derive the following optimization problem



























subject to αji ≥ 0, ∀j ∈ {1, . . . , N} , (3.9)
where we minimize the negative log-likelihood subject to the non-negative constraint.
First note that the optimization 3.9 is separable with respect to each individual node
i, so we can optimize with respect to each whole column α:,i which centers around
the node i in parallel. We can then join all the partial structures together and obtain
the overall diffusion network. Second, the optimization problem in (3.9) is a non-
smooth but separable minimization problem, which can be difficult to optimize using
standard methods. We will use the following block coordinate descent framework [158]




















At each iteration, we solve the problem (3.9) with respect to one αji variable while
fixing other variables, i.e.,
For k = 1, . . . , kmax
αk+11i = argmin
v1≥0
`1i(v1) + λ ‖v1‖2
αk+12i = argmin
v2≥0




`Ni(vN) + λ ‖vN‖2
(3.11)
where the function `ji(vj) is defined by fixing all other coordinates to their current












Essentially, the optimization is carried out by solving a sequence of subproblems each




is sufficiently smooth convex fitting terms
and
∑
j ‖αji‖2 is non-differentiable but separable regularization terms, the global
convergence of the above algorithm is guaranteed by results from [158].
Unfortunately, it can still be difficult to find a solution for each subproblem directly
due to the non-smooth regularizer. Thus we will use a proximal gradient method




Lji(vj) + λ ‖vj‖2 ,
and more specifically, we will minimize a sequence of quadratic approximation to
Lji(vj) by

















surrogate function has the following useful properties: Lsji(vj,vj) = Lji(vj) and
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Lsji(vj,v′j) > Lji(vj), ∀v,v′j ≥ 0. As a consequence, we find αk+1ji by the follow-
ing iterative procedure
v′j ← αkji





























where v = v′j − 1L∇Lji(v′j) and (·)+ simply sets the negative coordinates of its argu-
ment to ‘zero’. If v′j = 0 at some point in the iteration, we just stop updating it and
directly assign zeros to αk+1ji . The learning rate is often set to 1/L accordingly.
The overall pseudo codes are given in Algorithm 3.1. In addition, because the
optimization is independent for each node i, the outer loop process can be easily
parallelized into N separate sub-problems. Meanwhile, we can prune the possible
nodes that never appeared before node i in any cascade indicating that j is not a
possible parent of i that is at least shown from the data. In the end, if we further
assume that all the edges from the same node have similar temporal dynamics (or
similar topics), especially when the sample size is small, the N edges could share a
common set of K parameters, and we can only estimate N ×K parameters in total.
By exploiting P cores, the computational complexity is O(CN2K/P ).
3.4 Experiments
We evaluate TopicCascadeand KernelCascade on both realistic synthetic net-
works and real-world networks. We compare them to the state-of-the-art network
41






1 for i = 1 to N do
2 Initialize {αji}Nj=1 as uniform vector;
3 repeat
4 Update {αji}Nj=1 using the formula (3.11) and (3.12) from last values;
5 until convergence;
6 Extract the sparse neighborhood N (i) of node i from nonzero αji;
7 end
structure learning methods NetRate [56], NetInf [58], and MoNET [164] show-
ing that TopicCascade and KernelCascade can perform significantly better in
terms of both recovering the network structures and predicting the transmission time.
3.4.1 TopicCascade on Synthetic Data
Network Generation. We generate synthetic networks that mimic the structural
properties of real networks. These synthetic networks can then be used for simulation
of information diffusion. Since the latent networks for generating cascades are known
in advance, we can perform detailed comparisons between various methods. We use
Kronecker generator [102] to examine three types of networks with directed edges:
(i) the core-periphery structure [101] with parameters [0.9 0.5; 0.5 0.3], which mimics
the information diffusion traces in real world networks, (ii) the Erdős-Rényi random
networks with parameters [0.5 0.5; 0.5 0.5], being typical in physics and graph theory,
and (iii) the hierarchy networks with parameters [0.9 0.1; 0.1 0.9].
Topic Generation. Each node j is assigned a uniformly distributed random vari-
able θj ∈ (0, 1]K which is the parameter for a K-dimensional symmetric Dirichlet
distribution Dir(θj). Then we can sample a K-dimensional topic distribution mj
from Dir(θj) for each node j. Since the entries of θ is less than one, the generated
memes are more focused on a small subsets of topics.
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Cascade Generation. For each pair of nodes j and i, the edge j → i is randomly
assigned a K-dimensional topic preference vector αji where each component αlji ∈
[0, 1]. Given a network G, we generate a cascade from G by randomly choosing a node
j as the root of the cascade. The root node j is then assigned to time stamp tj = 0.
We sample a meme mtjj from Dir(θj). Then, for each neighbor node i pointed by j,
its event time ti given tj is sampled from the topic-modulated Rayleigh distribution















where ∆ji = ti− tj. The child node i will copy the received mememtjj and forward it
to its own children. In general, node i can add a small disturbance to the vectormtjj to
generate a slightly different meme. However, for simplicity, in our later experiments,
we assume that node i directly copies mtjj as its own meme. The diffusion process
will continue by further infecting the neighbors pointed by node i in a breadth-first
fashion until either the overall time exceed the predefined observation time window
T c, or there is no new node being infected. If a node is infected more than once by
multiple parents, only the first infection time stamp and the meme will be recorded.
Experimental Setting. For each type of synthetic networks, we randomly instan-
tiate the network topologies and all the required parameters ( αji for each edge and
the set of memes mtjj ) for five times. The number of cascades varies from 1000,
5000, 10000, 15000 to 20000. For each experiment setting, the regularization param-
eter is chosen based on two-fold cross validation, and the experimental results are
reported on a separate hold-out test set consisting of the same number of cascades.
For NetRate and MoNET, we fit them with a Rayleigh transmission model.
Evaluation Metrics. We have considered three different metrics: (1) we first com-
pare the F1 score for the network recovery. F1 := 2·precision·recall
precision+recall
, where precision
is the fraction of edges in the inferred network that also present in the true network
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(a) Random (b) Core-Periphery (c) Hierarchy
Figure 3.2: F1 scores for network recovery. Each network has 512 nodes and 1024
edges.
and recall is the fraction of edges in the true network that also present in the in-
ferred network; (2) we compare the modes of the fitted Rayleigh distributions given
by TopicCascade, NetRate, and MoNET with the true mode for each mememj
from j → i, and report the Mean Absolute Error (MAE). (3) and finally, we report
the distance ‖α̂ji − αji‖2 between the estimated parameters and the true ones as
number of cascades varies.
F1 score for network recovery. From Figure 3.2, we observe in all cases, Topic-
Cascade performs consistently and significantly better than NetRate and MoNET.
Furthermore, its performance also steadily increases as we increase the number of cas-
cades, and finally TopicCascade almost recovers the entire network with around
10000 cascades. In contrast, the competitor method seldom fully recovers the entire
network given the same number of cascades, although it has less parameters to fit.
MAE for mode prediction. Figure 3.3 presents the MAE between the estimated
mode and the true mode. When there are only 1,000 cascades, NetRate and
MoNET can perform better than TopicCascade, since TopicCascade has more
parameters to estimate. However, as the number of cascades grows, the MAE for Top-
icCascade quickly decreases. In contrast, NetRate and MoNET keep a flat error
rate since they do not take the topics into account.
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(a) Random (b) Core-Periphery (c) Hierarchy













































(a) Random (b) Core-Periphery (c) Hierarchy
Figure 3.4: Relative errors between the estimated and the true median mode.
To further illustrate the extent to which the estimated mode is close to the true
value, we plot the relative error of the estimated median mode with respect to the
true value in Figure 3.4. In all cases, the estimation given by TopicCascade goes
to the true mode quickly as the number of cascades increases, while NetRate and
MoNET keep an almost steady error rate.
Distance between the estimation and the true value. Because in our simu-
lations we have known in advance the true topic preference parameter on each edge,
we would like to check how close the estimated α̂ji is close to the true αji. In Fig-
ure 3.5, we plot the average distance between α̂ji and αji. Again, it shows that α̂ji
































Figure 3.5: Mean absolute error decreases as we use more training cascades.
3.4.2 TopicCascade on Real Data
We use the MemeTracker dataset [99] to evaluate our model. In this dataset, the
hyperlinks between articles and posts can be used to represent the flow of information
from one site to another site. When a site publishes a new post, it will put hyperlinks
to related posts in some other sites published earlier as its sources. Later as it also
becomes “older”, it will be cited by other newer posts as well. As a consequence, all
the time-stamped hyperlinks form a cascade for particular piece of information (or
event) flowing among different sites. The networks formed by these hyperlinks are
used to be the ground truth. In addition, each post also has some texts to describe
its content. There are totally 3,771 posts with 85,671 words. We have extracted a
network consisting of top 500 sites with about 1,100 edges and 2,000 cascades. The
maximum time is 614 hours. We first fit an LDA [20] model to the corpus of posts
and extract ten typical topics shown in Table 3.2 where each topic includes the top
four descriptive words.
For each pair of nodes i and j, given a post topic mj, we use the modes of the
fitted Rayleigh distributions as the estimated transmission time from j to i for the
postmj. We then report the MAE and the median error between the estimated time
and the real time on the correctly estimated edges in Table 3.3. We start to compare
different models first by using the whole dataset to train and report the different
46
Table 3.2: Ten topics learned from the posts.
Topic 0: information social computer google
Topic 1: people women life god
Topic 2: time love people life
Topic 3: market year money economy
Topic 4: war georgia military country
Topic 5: obama mccain president campaign
Topic 6: energy oil gas plan
Topic 7: people laws issues free
Topic 8: loss men till las
Topic 9: windows web technology games
Table 3.3: Estimations in the MemeTracker dataset with Rayleigh transmission func-
tions on the correctly predicted edges.
Models Train TestF1 MAE Median MAE Median
TopicCascade 0.60 15.8 7.4 28.0 2.4
NetRate 0.23 31.8 21.2 33.7 24.9
MoNET 0.14 32.3 20.8 35.2 25.8
Table 3.4: Estimations in the MemeTracker dataset with exponential transmission
functions on the correctly predicted edges.
Models Train TestF1 MAE Median MAE Median
TopicCascade 0.72 174 14.9 241 9.3
NetRate 0.81 1307 532.8 538.5 27.1
MoNET 0.72 1317 527 585 27
metrics in the train column of Table 3.3. Then, we uniformly select 10-percent of the
edges as the test data and use the other 90-percent data to train. The experiments
have been repeated for 10 times. We report the average value of all the metrics in
the test column of Table 3.3. Moreover, we also repeat all the above experiments by
fitting a topic-modulated exponential transmission function for each edge and use the
expectation as the estimated time on each correctly predicted edge in Table 3.4. In all
cases, TopicCascade have lower MAE, Median error as well as a relatively better
F1 score. For both NetRate and MoNET, they are also fitted by the exponential
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distribution to the MemeTracker dataset in order to recover the network structure.
Because the exponential model is relatively easier to fit than the Rayleigh distribution,
it gives a better F1 score. However, when we use the expectation of the exponential
to predict the time, Table 3.4 shows that it has large MAE and Median error in terms
of predicting the actual time of the events.
3.4.3 KernelCascade on Synthetic Data
Influence function. We first generate the synthetic networks with the Kronecker
generator [102] as before. Then, for each edge j → i in a network G, we will assign
it a mixture of two Rayleigh distributions: fji(t|θ, a1, b1, a2, b2) = θR1(t|a1, b1) +












, t > ai, and
θ ∈ (0, 1) is a mixing proportion. We examine three different parameter settings for
the spreading time distribution (or transmission function): (1) all edges in network
G have the same transmission function p(t) = f(t|0.5, 10, 1, 20, 1); (2) all edges in
network G have the same transmission function q(t) = f(t|0.5, 0, 1, 20, 1); and (3) all
edges in network G are uniformly randomly assigned to either p(t) or q(t).
Cascade generation. Given a network G and the collection of transmission func-
tions fji for each edge, we generate a cascade from G by randomly choosing a node of
G as the root of the cascade. The root node j is then assigned to time stamp tj = 0.
For each neighbor node i pointed by j, its event time ti is sampled from fji(t). The
diffusion process will continue by further infecting the neighbors pointed by node i in
a breadth-first fashion until either the overall time exceed the predefined observation
time window T c or there is no new node being infected. If a node is infected more
than once by multiple parents, only the first infection time stamp will be recorded.
Experiment setting and evaluation metric. We consider a combination of two







































































































































(d) Random, p(t) (e) Random, q(t) (f) Random, mix p(t), q(t)
Figure 3.6: F1 Scores for network recovery.
which results in six different experimental settings. For each setting, we randomly in-
stantiate the network topologies and transmission functions for 10 times and then vary
the number of cascades from 50, 100, 200, 400, 800 to 1000. For KernelCascade, we
use a Gaussian RBF kernel. The kernel bandwidth σ is chosen using median pairwise
distance between grid time points. The regularization parameter is chosen using two
fold cross-validation. NetInf requires the desired number of edges as input, and we
give it an advantage and supply the true number of edges to it. For NetRate, we
experimented with both exponential and Rayleigh transmission function.
We compare different methods in terms of (1) F1 score for the network recovery.
F1 := 2·precision·recall
precision+recall
, where precision is the fraction of edges in the inferred network
that also present in the true network and recall is the fraction of edges in the true
network that also present in the inferred network; (2) KL divergence between the
estimated transmission function and the true transmission function, averaged over all














































































































































(d)Random, p(t) (e)Random, q(t) (f)Random, mix p(t), q(t)
Figure 3.7: KL Divergence between the estimated and the true transmission function.
F1 score for network recovery. From Figure 3.6, we can see that in all cases, Ker-
nelCascade performs consistently and significantly better than NetInf and Ne-
tRate. Furthermore, its performance also steadily increases as we increase the num-
ber of cascades, and finally KernelCascade recovers the entire network with around
1, 000 cascades. In contrast, the competitor methods seldom fully recover the entire
network given the same number of cascades. We also note that the performance
of NetRate is very sensitive to the choice of the transmission function (exponential
vs. Rayleigh). Depending on the specific data generating process, the performance
of NetRate with Rayleigh model can vary from the second best to the worst.
KL divergence of transmission function. Besides better network recovery, Ker-
nelCascade also estimates the transmission function better. In all cases we exper-
imented, KernelCascade leads to drastic improvement in recovering the trans-
mission function (Figure 3.7). We also observe that as we increase the number of
cascades, KernelCascade adapts better to the actual transmission function. In
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(a) Transmission function p(t)

















(b) Transmission function q(t)
Figure 3.8: Estimated transmission function of a single edge based on 1000 cascades
against the true transmission function (blue curve).
(a) KernelCascade (b) NetInf (c) NetRate
Figure 3.9: Estimated network of top 32 sites. Edges in grey are correctly uncovered,
while edges highlighted in red are either missed or estimated falsely.
contrast, the performance of NetRate with exponential model does not improve
with increasing number of cascades, since the parametric model assumption is incor-
rect. We note that NetInf does not recover the transmission function, and hence
there is no corresponding curve in the plot.
Visualization of transmission function. We also visualize the estimated trans-
mission function for an edge from different methods in Figure 3.8. We can see
that KernelCascade captures the essential features of the true transmission func-
tion, i.e., bi-modal behavior, while the competitor methods miss out the important
statistical feature completely.
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Table 3.5: Network recovery results from MemeTracker dataset.
Methods Precision Recall F1 #Predicted Edges
NetInf 0.62 0.62 0.62 6466
NetRate(exp) 0.93 0.23 0.37 1600
KernelCascade 0.79 0.66 0.72 5368
3.4.4 KernelCascade on Real Data
We use the MemeTracker dataset [99] to compare NetInf, NetRate and Kernel-
Cascade. The networks formed by the hyperlinks are used to be the ground truth.
We have extracted a network consisting of the top 500 sites with 6,466 edges and
11,530 cascades from 7,181,406 posts in a month. Table 3.5 shows that Kernel-
Cascade achieves a much better F1 score for network recovery compared to other
methods. Finally, we visualize the estimated sub-network structure for the top 32 sites
in Figure 3.9. By comparison, KernelCascade has a relatively better performance
with fewer misses and false predictions.
3.5 Summary
Diffusions take place among networked entities due to complex collective interactions.
Quite often, the underlying transmission networks are hidden, and we observe only the
time stamps when sequences of events happen. Besides, the pairwise temporal diffu-
sion dynamics are heterogeneous showing multi-modal characteristics and depending
on many contextual factors, such as the topic of the diffusion. We have developed
a multivariate terminating process to describe the diffusion processes over networks.
The model only assumes infections propagate independently over the edges, and each
node keeps the infection state thereafter (e.g. adopting an idea, forwarding a post,
purchasing a product, etc.). In contrast to previous state-of-the-arts [58, 56, 164],
our model does not have to make restricted parametric assumptions of the pairwise
transmission functions. Instead, it can infer them adaptively from the data, which
allows each pair of nodes to have a different type of transmission function and better
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captures the heterogeneous influence among entities. Furthermore, it is also very easy
to incorporate the possible effects of external influences into the model, which extends
and includes the existing theories [58] based on the survival analysis as a special case.
We have proposed an efficient learning algorithm based on elegant convex formu-
lations and a group-lasso type of regularization to obtain a sparse group-structure for
the vectorized model parameters. By exploiting the specific structure of the optimiza-
tion problem, our algorithm can be fully parallelized without any communication cost.
Experimental results on both synthetic and real data demonstrate that our methods
achieve significantly better performance compared to other state-of-the-arts.
Since that we have a better understanding of the latent diffusion process, can
we make use of the extracted knowledge to optimize the diffusion process so as to
generate social influence, improve user engagement and achieve desirable outcomes
among individuals and organizations? In the next chapter, we move on to solve
downstream inference tasks based on our learned models.
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CHAPTER IV
SCALABLE INFLUENCE ESTIMATION IN
CONTINUOUS-TIME DIFFUSION NETWORKS
Given that we have successfully learned the dependency structure and the associated
temporal dynamics based on the proposed multivariate terminating process for the
continuous-time information diffusion, our next goal is to make use of the extracted
insights for making time-sensitive decisions. For instance, if a piece of information is
released from a media site, can we predict whether it may spread to one million web
pages, in a month? In addition, can we seed a few websites such that the spreading of
the information can be maximized as far as possible within the given time window?
These two problems are often referred to as the influence estimation and maximization
problem respectively, which are very challenging since both the time-sensitive nature
of the problems and the issue of scalability need to be addressed at the same time.
In this chapter, we illustrate the inference capability of our proposed framework by
efficiently solving the influence estimation and maximization problems in continuous-
time diffusion networks. More specifically, we propose a randomized algorithm for
influence estimation in continuous-time diffusion networks. Our algorithm can es-
timate the influence of every node in a network with |V| nodes and |E| edges to
an accuracy of ε using n = O(1/ε2) randomizations and up to logarithmic factors
O(n|E|+ n|V|) computations. When used as a subroutine in a greedy influence max-
imization approach, our proposed algorithm is guaranteed to find a set of C nodes
with the influence of at least (1− 1/e) OPT−2Cε, where OPT is the optimal value.
Experiments on both synthetic and real-world data show that the proposed algorithm
can easily scale up to networks of millions of nodes while significantly improves over
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previous state-of-the-arts in terms of the accuracy of the estimated influence and the
quality of the selected nodes in maximizing the influence.
4.1 Introduction
Motivated by applications in viral marketing [86], researchers have been studying
the influence maximization problem: find a set of nodes whose initial adoptions of
certain idea or product can trigger, in a time window, the largest expected number
of follow-ups. For this purpose, it is essential to accurately and efficiently estimate
the number of follow-ups of an arbitrary set of source nodes within the given time
window. This is a challenging problem for that we need first accurately model the
timing information in cascade data and then design a scalable algorithm to deal with
large real-world networks.
Most existing studies for influence estimation and maximization in literature [100,
28, 29, 60] are based on the discrete-time diffusion models that first appeared in [138,
86]. However, based on our previous discussions and a sequence of most recent
work [44, 41, 56, 59, 175, 176], we argue that modeling the information diffusion
with the continuous-time model can achieve significantly better performance. There
is a twofold rationale behind this modeling choice. First, since follow-ups occur
asynchronously, continuous variables seem more appropriate to represent them. Ar-
tificially discretizing the time axis into bins introduces additional tuning parameters,
like the bin size, which are not easy to choose optimally. Second, discrete time models
can only describe transmission times which obey an exponential density, and hence
can be too restricted to capture the rich temporal dynamics in the data. Exten-
sive experimental comparisons on both synthetic and real world data showed that
continuous-time models yield significant improvement in settings such as recovering
hidden diffusion network structures from cascade data [44, 56] and predicting the
timings of future events [41].
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However, estimating and maximizing influence based on continuous-time diffusion
models also entail many challenges. First, the influence estimation problem in this
setting is a difficult graphical model inference problem, i.e., computing the marginal
density of continuous variables in loopy graphical models. The exact answer can be
computed only for very special cases. For example, Gomez-Rodriguez et al. [139]
have shown that the problem can be solved exactly when the transmission functions
are exponential densities, by using continuous time Markov processes theory. How-
ever, the computational complexity of such approach, in general, scales exponentially
with the size and density of the network. Moreover, extending the approach to deal
with arbitrary transmission functions would require additional nontrivial approxima-
tions which would increase even more the computational complexity. Second, it is
unclear how to scale up influence estimation and maximization algorithms based on
continuous-time diffusion models to millions of nodes. Especially in the maximization
case, even a naive sampling algorithm for approximate inference is not scalable: n
sampling rounds need to be carried out for each node to estimate the influence, which
results in an overall O(n|V||E|) algorithm.
Thus, in this chapter, we describe a scalable algorithm which is able to perform
influence estimation and maximization in networks consisting of millions of nodes
with provable performance guarantees. The remainder of the chapter is organized
as follows: in Section 4.2, we review the continuous-time independent cascade model
from the perspective of probabilistic graphical models. In Section 4.3, we give the
influence estimation formulation in continuous-time diffusion networks. In Section 4.4,
we develop a scalable randomized algorithm to solve the influence estimation problem
efficiently. In Section 4.5, we solve the influence maximization problem based on the
proposed efficient influence estimation algorithm. Finally, we conduct comprehensive
experimental evaluations on both synthetic and real-world datasets in Section 4.6 and
summarize our contributions in Section 4.7.
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Table 4.1: Table of symbols
Symbol Description
G Directed network with node set V and edge set E
fji(t) Density of the diffusion time from node j to i
Qi Set of shortest paths from sources to node i
A Source node set
σ(A, T ) Influence of source set A by time T
C Limit on the source set size |A| ≤ C
N (s, T ) Neighborhood of node s before time T
N (A, T ) Neighborhood of source node set A before time T
ri Unite rate exponential random variable associated with node i
πi Set of parents for node i
m Number of random samples
4.2 A Graphical Model Perspective
The continuous-time independent cascade model is essentially a directed graphical
model for a set of dependent random variables, the infection times ti of the nodes,
where the conditional independence structure is supported on the contact network G





p (ti|{tj}j∈πi) , (4.1)
where πi denotes the set of parents of node i in a cascade-induced DAG, and p(ti|{tj}j∈πi)
is the conditional density of infection ti at node i given the infection times of its par-
ents.
Instead of directly modeling the infection times ti, we can focus on the set of
mutually independent random transmission times τji = ti − tj. Interestingly, by
switching from a node-centric view to an edge-centric view, we obtain a fully factorized










Based on the Shortest-Path property of the independent cascade model, each variable
ti can be viewed as a transformation from the collection of variables {τji}(j,i)∈E .
More specifically, let Qi be the collection of directed paths in G from the source
nodes to node i, where each path q ∈ Qi contains a sequence of directed edges (j, l).










where the transformation gi(·) is the value of the shortest-path minimization. As a
special case, we can now compute the probability of node i infected before T using a
set of independent variables:









The significance of the relation is that it allows us to transform a problem in-
volving a sequence of dependent variables {ti}i∈V to one with independent variables
{τji}(j,i)∈E . Furthermore, the two perspectives are connected via the shortest path
algorithm in weighted directed graph, a standard well-studied operation in graph
analysis.
4.3 Influence Estimation Problem in Continuous-Time Diffu-
sion Networks
Intuitively, given a time window, the wider the spread of infection, the more influential
the set of sources. We adopt the definition of influence as the average number of in-
fected nodes given a set of source nodes and a time window, as in previous work [139].
More formally, consider a set of C source nodes A ⊆ V which gets infected at time
zero, then, given a time window T , a node i is infected in the time window if ti ≤ T .
The expected number of infected nodes (or the influence) given the set of transmission
functions {fji}(j,i)∈E can be computed as
σ(A, T ) = E
[∑
i∈V





Pr {ti ≤ T |A} , (4.5)
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where I {·} is the indicator function, and the expectation is taken over the the set of
dependent variables {ti}i∈V .
Essentially, the influence estimation problem in Equation (4.5) is an inference
problem for graphical models, where the probability of event ti ≤ T given sources
in A can be obtained by summing out the possible configuration of other variables
{tj}j 6=i. That is



















which is, in general, a very challenging problem. First, the corresponding directed
graphical models can contain nodes with high in-degree and high out-degree. For
example, in Twitter, a user can follow dozens of other users, and another user can
have hundreds of “followees”. The tree-width corresponding to this directed graphical
model can be very high, and we need to perform integration for functions involv-
ing many continuous variables. Second, the integral in general can not be evaluated
analytically for heterogeneous transmission functions, which means that we need to
resort to numerical integration by discretizing the domain [0,∞). If we use N level
of discretization for each variable, we would need to enumerate O(N |πi|) entries, ex-
ponential in the number of parents.
Only in very special cases, can one derive the closed-form equation for computing
Pr{ti ≤ T |A} [139]. However, without further heuristic approximation, the com-
putational complexity of the algorithm is exponential in the size and density of the
network. The intrinsic complexity of the problem entails the utilization of approxi-
mation algorithms, such as mean field algorithms or message passing algorithms. We
will design an efficient randomized (or sampling) algorithm in the next section.
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4.4 Efficient Influence Estimation in Continuous-Time Diffu-
sion Networks
Our first key observation is that we can transform the influence estimation problem in
Equation (4.5) into a problem with independent variables. Using the elegant relation
in Equation (4.4), we have

























where the expectation is with respect to the set of independent variables {τji}(j,i)∈E .
This equivalent formulation suggests a naive sampling (NS) algorithm for approxi-
mating σ(A, T ): draw n samples of {τji}(j,i)∈E , run a shortest path algorithm for each
sample, and finally average the results (see Appendix A.3 for more details). How-
ever, this naive sampling approach has a computational complexity of O(nC|V||E|+
nC|V|2 log |V|) due to the repeated calling of the shortest path algorithm. This is
quadratic to the network size, and hence not scalable to millions of nodes.
Our second key observation is that for each sample {τji}(j,i)∈E , we are only inter-
ested in the neighborhood size of the source nodes, i.e., the summation
∑
i∈V I {·} in
Equation (4.7), rather than in the individual shortest paths. Fortunately, the neigh-
borhood size estimation problem has been studied in the theoretical computer sci-
ence literature. Here, we adapt a very efficient randomized algorithm by Cohen [32]
to our influence estimation problem. This randomized algorithm has a computa-
tional complexity of O(|E| log |V| + |V| log2 |V|) and it estimates the neighborhood
sizes for all possible single source node locations. Since it needs to run once for
each sample of {τji}(j,i)∈E , we obtain an overall influence estimation algorithm with
O(n|E| log |V|+ n|V| log2 |V|) computation, nearly linear in network size.
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4.4.1 Single-Source Neighborhood Size Estimation
Given a fixed set of edge transmission times {τji}(j,i)∈E and a source node s, infected
at time 0, the neighborhood N (s, T ) of a source node s given a time window T is the
set of nodes within the distance T from s, which is defined as the following:
N (s, T ) =
{
i
∣∣ gi ({τji}(j,i)∈E) ≤ T, i ∈ V} . (4.8)
Instead of estimating N (s, T ) directly, the algorithm will assign an exponentially
distributed random label ri to each network node i. Then, it makes use of the fact
that the minimum of a set of exponential random variables {ri}i∈N (s,T ) will also
be a exponential random variable, but with its parameter equals to the number of
variables. That is if each ri ∼ exp(−ri), then the smallest label within distance T from
source s, r∗ := mini∈N (s,T ) ri, will distribute as r∗ ∼ exp {−|N (s, T )|r∗}. Suppose we
randomize over the labeling m times, and obtain m such least labels, {ru∗}mu=1. Then
the neighborhood size can be estimated as





which is shown to be an unbiased estimator of |N (s, T )| [33]. This is an interesting
relation since it allows us to transform the counting problem in (4.8) to a problem of
finding the minimum random label r∗. The key question is whether we can compute
the least label r∗ efficiently, given random labels {ri}i∈V and any source node s.
Cohen [33] designed a modified Dijkstra’s algorithm (Algorithm A.1) to construct
a data structure r∗(s), called least label list, for each node s to support such query.
Essentially, the algorithm starts with the node i with the smallest label ri, and then
it traverses in breadth-first search fashion along the reverse direction of the graph
edges to find all reachable nodes. For each reachable node s, the distance d∗ between
i and s, and ri are added to the end of r∗(s). Then the algorithm moves to the node
i′ with the second smallest label ri′ , and similarly find all reachable nodes. For each
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reachable node s, the algorithm will compare the current distance d∗ between i′ and
s with the last recorded distance in r∗(s). If the current distance is smaller, then
the current d∗ and ri′ are added to the end of r∗(s). Then the algorithm move to
the node with the third smallest label and so on. The algorithm is summarized in
Algorithm A.1 in Appendix A.4.
Algorithm A.1 returns a list r∗(s) per node s ∈ V , which contains information
about distance to the smallest reachable labels from s. In particular, each list contains
pairs of distance and random labels, (d, r), and these pairs are ordered as
∞ > d(1) > d(2) > . . . > d(|r∗(s)|) = 0 (4.10)
r(1) < r(2) < . . . < r(|r∗(s)|), (4.11)
where {·}(l) denotes the l-th element in the list. (see Appendix A.4 for an example).
If we want to query the smallest reachable random label r∗ for a given source s and
a time T , we only need to perform a binary search on the list for node s:
r∗ = r(l), where d(l−1) > T ≥ d(l). (4.12)
Finally, to estimate |N (s, T )|, we generate m i.i.d. collections of random labels, run
Algorithm A.1 on each collection, and obtain m values {ru∗}mu=1, which we use on
Equation (4.9) to estimate |N (i, T )|. The computational complexity of Algorithm A.1
is O(|E| log |V|+ |V| log2 |V|), with expected size of each r∗(s) being O(log |V|). Then
the expected time for querying r∗ is O(log log |V|) using binary search. Since we
need to generate m set of random labels and run Algorithm A.1 m times, the overall
computational complexity for estimating the single-source neighborhood size for all
s ∈ V is O(m|E| log |V| + m|V| log2 |V| + m|V| log log |V|). For large scale network,
and when m min{|V|, |E|}, this randomized algorithm can be much more efficient
than approaches based on directly calculating the shortest paths.
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4.4.2 Multiple-Source Neighborhood Size Estimation
When we have a set of sources, A, its neighborhood is the union of the neighborhoods
of its constituent sources
N (A, T ) =
⋃
i∈A
N (i, T ). (4.13)
This is true because each source independently infects its downstream nodes. Fur-
thermore, to calculate the least label list r∗ corresponding to N (A, T ), we can simply
reuse the least label list r∗(i) of each individual source i ∈ A. More formally,
r∗ = mini∈A minj∈N (i,T ) rj, (4.14)
where the inner minimization can be carried out by querying r∗(i). Similarly, after we
obtainm samples of r∗, we can estimate |N (A, T )| using Equation (4.9). Importantly,
very little additional work is needed when we want to calculate r∗ for a set of sources
A, and we can reuse work done for a single source. This is very different from a naive
sampling approach where the sampling process needs to be done completely anew
if we increase the source set. In contrast, using the randomized algorithm, only an
additional constant-time minimization over |A| numbers is needed.
4.4.3 Overall Algorithm
So far, we have achieved efficient neighborhood size estimation of |N (A, T )| with
respect to a given set of transmission times {τji}(j,i)∈E . Next, we will estimate the
influence by averaging over multiple sets of samples for {τji}(j,i)∈E . More specifically,
the relation from (4.7)








suggests the following overall algorithm
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Continuous-Time Influence Estimation (ConTinEst):
1. Sample n sets of random transmission times {τ lij}(j,i)∈E ∼
∏
(j,i)∈E fji(τji)









(m− 1)/∑mul=1 rul∗ )
Importantly, the number of random labels, m, does not need to be very large. Since
the estimator for |N (A, T )| is unbiased [33], essentially the outer-loop of averaging
over n samples of random transmission times further reduces the variance of the
estimator in a rate of O(1/n). In practice, we can use a very small m (e.g., 5 or
10) and still achieve good results, which is also confirmed by our later experiments.
Compared to [28], the novel application of Cohen’s algorithm arises for estimating
influence for multiple sources, which drastically reduces the computation by clev-
erly using the least-label list from single source. Moreover, we have the following
theoretical guarantee (see Appendix A.5 for proof)











where Λ := maxA:|A|≤C 2σ(A, T )2/(m−2)+2V ar(|N (A, T )|)(m−1)/(m−2)+2aε/3
and |N (A, T )| ≤ a, and for each set of random transmission times, draw m set of
random labels. Then |σ̂(A, T )− σ(A, T )| 6 ε uniformly for all A with |A| 6 C, with
probability at least 1− δ.
The theorem indicates that the minimum number of samples, n, needed to achieve
certain accuracy is related to the actual size of the influence σ(A, T ), and the variance
of the neighborhood size |N (A, T )| over the random draw of samples. The number of
random labels,m, drawn in the inner loop of the algorithm will monotonically decrease
64
the dependency of n on σ(A, T ). It suffices to draw a small number of random labels,
as long as the value of σ(A, T )2/(m − 2) matches that of V ar(|N (A, T )|). Another
implication is that influence at larger time window T is harder to estimate, since
σ(A, T ) will generally be larger and hence require more random labels.
4.5 Continuous-Time Influence Maximization
Once we know how to estimate the influence σ(A, T ) for any A ⊆ V and time window
T efficiently, we can use them in finding the optimal set of C source nodes A∗ ⊆ V
such that the expected number of infected nodes in G is maximized at T . That is, we
seek to solve,
A∗ = argmax|A|6C σ(A, T ), (4.17)
where set A is the variable. The above optimization problem is NP-hard in general.
By construction, σ(A, T ) is a non-negative, monotonic nondecreasing function in the
set of source nodes, and it can be shown that σ(A, T ) satisfies a diminishing returns
property called submodularity [139].
A well-known approximation algorithm to maximize monotonic submodular func-
tions is the greedy algorithm. It adds nodes to the source node set A sequentially.
In step k, it adds the node i which maximizes the marginal gain σ(Ak−1 ∪ {i};T )−
σ(Ak−1;T ). The greedy algorithm finds a source node set which achieves at least a
constant fraction (1− 1/e) of the optimal [121]. Moreover, lazy evaluation [100] can
be employed to reduce the required number of marginal gains per iteration. By using
our influence estimation algorithm in each iteration of the greedy algorithm, we gain
the following additional benefits:
First, at each iteration k, we do not need to rerun the full influence estimation
algorithm. We just need to store the least label list r∗(i) for each node i ∈ V computed
for a single source, which requires expected storage size of O(|V| log |V|) overall.
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Second, our influence estimation algorithm can be easily parallelized. Its two
nested sampling loops can be parallelized in a straightforward way since the variables
are independent of each other. However, in practice, we use a small number of
random labels, and m n. Thus we only need to parallelize the sampling for the set
of random transmission times {τji}. The storage of the least element lists can also be
distributed.
However, by using our randomized algorithm for influence estimation, we also in-
troduce a sampling error to the greedy algorithm due to the approximation of the
influence σ(A, T ). Fortunately, the greedy algorithm is tolerant to such sampling
noise, and a well-known result provides a guarantee for this case (following an argu-
ment in [94, Th. 7.9]):
Theorem 4.2 Suppose the influence σ(A, T ) for all A with |A| ≤ C are estimated
uniformly with error ε and confidence 1 − δ, the greedy algorithm returns a set of
sources Â such that σ(Â, T ) ≥ (1− 1/e)OPT − 2Cε with probability at least 1− δ.
4.6 Experiments
We evaluate the accuracy of the estimated influence given by ConTinEst and in-
vestigate the performance of influence maximization on synthetic and real networks.
We show that our approach significantly outperforms the state-of-the-art methods in
terms of both speed and solution quality.
4.6.1 Synthetic Data
Synthetic network generation. We generate Kronecker networks [102]: (i) core-
periphery networks (parameter matrix: [0.9 0.5; 0.5 0.3]), which mimic the informa-
tion diffusion traces in real world networks, (ii) random networks ([0.5 0.5; 0.5 0.5]),
typically used in physics and graph theory [47] and (iii) hierarchical networks ([0.9
0.1; 0.1 0.9]) [56]. Next, we assign a pairwise transmission function for every directed
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Figure 4.1: Estimated influence on three different types of networks with exponential
edge transmission functions. Each type of network consists of 128 nodes and 141
edges. For ConTinEst, we draw 10,000 random samples, each of which has 5 random
labels for each node.
edge in each type of network and set its parameters at random. In our experiments,










, t > 0, (4.18)
where α > 0 is a scale parameter and β > 0 is a shape parameter. The Weibull
distribution (Wbl) has often been used to model lifetime events in survival analysis,
providing more flexibility than an exponential distribution [97, 1]. We choose α and
β from (0, 10) uniformly at random for each edge in order to have heterogeneous
temporal dynamics. Finally, for each type of Kronecker network, we generate 10
sample networks, each of which has different α and β chosen for every edge.
Accuracy of the estimated influence. First, we compare our influence estima-
tion algorithm on several sparse small networks with exponential transmission func-
tions where the exact solutions can be computed analytically by [139]. We set the
parameter of every exponential transmission function by drawing a sample from a
uniform distribution from (0, 10). We summarize the results in Figure 4.1, where we
choose the highest degree node in the networks as the source and, for ConTinEst,





























































































































































































(a) Influence vs. time (b) Influence vs. #samples (c) Error vs. #labels
Figure 4.2: Influence estimation for core-periphery, random, and hierarchical networks
with 1,024 nodes and 2,048 edges. Column (a) shows estimated influence by NS (near
ground truth), and ConTinEst for increasing time window T ; Column (b) shows
ConTinEst’s relative error against number of samples with 5 random labels and
T = 10; Column (c) reports ConTinEst’s relative error against number of random
labels with 10,000 random samples and T = 10.
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Remarkably, ConTinEst outputs values of influence which are very close to the (ex-
act) values given by the exact influence estimation algorithm, with a relative error
less than 0.01 in all three types of networks.
Then, we further compare ConTinEst to the Naive Sampling (NS) approach
(see Appendix A.3) on several large networks with Weibull transmission functions,
where to the best of our knowledge, there is no analytical solution to the influence
estimation given Weibull transmission function. We take the highest degree node in
a network as the source, and draw 1,000,000 samples for NS to obtain near ground
truth. In Figures 4.2, Column (a) compares ConTinEst with the ground truth
provided by NS at different time window T , from 0.1 to 10 in networks of different
structures. For ConTinEst, we generate up to 10,000 random samples (or set of
random waiting times), and 5 random labels in the inner loop. In all three networks,
estimation provided by ConTinEst fits accurately the ground truth, and the relative
error decreases quickly as we increase the number of samples and labels (Column (b)
and Column (c)). For 10,000 random samples with 5 random labels, the relative error
is smaller than 0.01.
Influence Maximization We compare ConTinEst to other influence maximiza-
tion methods based on discrete-time diffusion models: traditional greedy [86], with
discrete-time Linear Threshold Model (LT) and Independent Cascade Model (IC)
diffusion models, and the heuristic methods SP1M [28], PMIA [27] and MIA-M [26].
For Influmax, since it only supports exponential pairwise transmission functions,
we fit an exponential distribution per edge. Furthermore, Influmax is not scalable;
when the average network density of the synthetic networks is ∼ 2.0, the run time
for Influmax is more than 24 hours. Instead, we present the results of ConTinEst


































































































































































(a) Core-periphery (b) Random (c) Hierarchy
Figure 4.3: Influence σ(A;T ) achieved by varying number of sources |A| and ob-
servation window T on the networks of different structures with 1,024 nodes, 2,048
edges and heterogeneous Weibull transmission functions. Top Row: influence against
#sources by T = 5; Bottom Row: influence against the time window T using 50
sources.
For the discrete-time IC model, we learn the infection probability within time win-
dow T using Netrapalli’s method [122]. The learned pairwise infection probabilities
are also served for SP1M, PMIA and MIA-M, which essentially approximately calcu-
late the influence based on the IC model. The meeting probabilities of MIA-M are
set by following the original work [26] where we assign each edge (u, v) the meeting
probability c/(dout(u) + c), dout is the out-degree of node u and c = 5.
For the discrete-time LT model, we set the weight of each incoming edge to a
node u to the inverse of its in-degree, as in previous work [86], and choose each node’s
threshold uniformly at random.
The top row of Figure 4.3 compares the expected number of infected nodes against
source set size for different methods. ConTinEst outperforms the rest, and the


































bottom row of Figure 4.3 shows the expected number of infected nodes against the
time window for 50 selected sources. Again, ConTinEst performs the best for all
three types of networks.
Scalability. We compare ConTinEst to Influmax [139] and the Naive Sampling
(NS) method in terms of runtime for the continuous-time influence estimation and
maximization. For ConTinEst, we draw 10,000 samples in the outer loop, each
having 5 random labels in the inner loop. For NS, we also draw 10,000 samples.
The first two experiments are carried out in a single 2.4GHz processor. First, we
compare the performance of increasingly selecting sources (from 1 to 10) on small
networks in the top row of Figure 4.5. When the number of selected sources is 1,
different algorithms essentially spend time estimating the influence for each node.
ConTinEst outperforms other methods by order of magnitude and for the number
of sources larger than 1, it can efficiently reuse computations for estimating influence
for individual nodes. Dashed lines mean that a method did not finish in 24 hours,
and the estimated run time is plotted. Next, we compare the run time for selecting 10
sources on networks of 128 nodes with increasing densities (or the number of edges)
in the bottom row of Figure 4.5. Again, Influmax and NS are order of magnitude






























































































































































(a) Core-periphery (b) Random (c) Hierarchy
Figure 4.5: Running time comparison for the continuous-time influence maximization
between ConTinEst and Influmax with T = 10. Top Row: runtime of selecting
increasing number of sources in networks of 128 nodes and 320 edges; Bottom Row:
selecting 10 sources in networks of 128 nodes with increasing density.
in network density. In contrast, the run time of ConTinEst only increases slightly
with the increasing density since its computational complexity is linear in the number
of edges. Finally, we evaluate the speed on large core-periphery networks, ranging
from 100 to 1,000,000 nodes with density 1.5 in Figure 4.4. We report the parallel run
time only for ConTinEst and NS (both are implemented by MPI running on 192
cores of 2.4Ghz) since Influmax is not scalable. In contrast to NS, the performance
of ConTinEst increases linearly with the network size and can easily scale up to
one million nodes.
4.6.2 Real Data
We first quantify how well each method can estimate the true influence in a real-world
dataset. Then, we evaluate the solution quality of the selected sources for influence
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(a) Influence estimation error(b) Influence vs. #sources (c) Influence vs. time
Figure 4.6: In MemeTracker dataset, (a) comparison of the accuracy of the estimated
influence in terms of mean absolute error, (b) comparison of the influence of the
selected nodes by fixing the observation window T = 5 and varying the number
sources, and (c) comparison of the influence of the selected nodes by by fixing the
number of sources to 50 and varying the time window.
maximization. We use the MemeTracker dataset [99] which has 10,967 hyperlink cas-
cades among 600 media sites. We repeatedly split all cascades into a 80% training
set and a 20% test set at random for five times. On each training set, we learn the
continuous-time diffusion model assuming pairwise exponential transmission func-
tions [56]. For discrete-time models, we learn the infection probabilities using [122]
for IC, SP1M, PMIA and MIA-M.
Comparing with real influence. Let C(u) be the set of all cascades with u being
the source. Then, based on C(u), the total number of distinct nodes infected before
T quantifies the real influence of node u up to time T . In Figure 4.6(a), we report the
Mean Absolute Error (MAE) between the real and the estimated influence. Clearly,
ConTinEst performs the best statistically. Because the length of real cascades em-
pirically conforms to a power-law distribution where most cascades are very short (2-4
nodes), the gap of the estimation error is relatively not large. However, we emphasize
that such accuracy improvement is critical for maximizing long-term influence. The
estimation error will accumulate along the spreading paths. Hence, any consistent im-
provement in influence estimation can lead to significant improvement to the overall
influence estimation and maximization task.
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Influence Maximization. Since the estimation of the real influence of each source
node is the foundation for the influence maximization problem, we also expect Con-
TinEst to find a set of sources with higher influence. Figures 4.6(b) and 4.6(c)
confirm this intuition. We evaluate the influence of the selected nodes in the same
spirit as influence estimation: the true influence is calculated as the total number of
distinct nodes infected before T based on C(u) of the selected nodes. The selected
sources given by ConTinEst achieve the best performance as we change the number
of selected sources and the observation time window.
4.7 Summary
In this chapter, we have developed an efficient randomized algorithm ConTinEst to
make the inference about the expected influence of any given set of nodes based on
the learned continuous-time diffusion models. This new algorithm is able to scale up
linearly to networks of millions of nodes while maintaining superb predictive accu-
racy. We conduct theoretical analysis about the sample complexity of the algorithm
showing that ConTinEst can achieve the accuracy of ε for influence estimation in
a network with |V| nodes and |E| edges using O(1/ε2) samples and up to logarithmic
factors O(n|E|+n|V|) computations. When used as a subroutine in a greedy influence
maximization approach, our algorithm is able to find a set of source nodes with prov-
able performance guarantees. More remarkably, compared to the existing literatures
where experimental evaluations are mainly conducted by simulations, we are the first
to rigorously compare the predicted influence and evaluate the solution quality of the
influence maximization task against independently-held true testing data, showing
that the algorithm can select solutions which can indeed generate large-scale influ-
ence in real data. Finally, our work has also motivated a series of follow-ups [34, 155]
to further fine-tune the performance of influence maximization in continuous-time
diffusion networks.
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PART II RECURRENT PROCESSES
The multivariate terminating process captures one family of generating processes
where at most one event can happen to each dimension. In many other cases, recurrent
events can occur to the same dimension and between different pairs of entities. In the
second part of the thesis, we illustrate the capability of our proposed framework in
modeling the recurrence of high-dimensional event data. Specifically, in Chapter 5, we
study the recurrent events occurring between different types of entities. For instance,
users may repeatedly listen to the same album (or item) at different moments. Here,
we mainly seek to propose stochastic processes that can accurately when the next
event can happen between which pair of entities. Then, in Chapter 6, we consider
the recurrent events that occur among entities of the same type. For example, the
repeated user activities (posting, re-tweeting, commenting) in online social networks.
The focus of this chapter is on estimating and controlling the overall expected user
activities in large networks.
Accurate Modeling: we present the low-rank Hawkes process for capturing the
recurrent actions between users and items to make time-sensitive recommendations
and returning time predictions.
Efficient Learning: we develop a new optimization algorithm to learn the low
rank Hawkes process model efficiently. Our algorithm blends proximal gradient and
conditional gradient methods, and achieves the optimal O(1/t) convergence rate.
Scalable Inference: based on the models for recurrent user activities, we derive a
novel predictive formula for the overall network activity given the intensity of exoge-
nous events of each individual user. We also propose a convex optimization framework




Recurrent events are common and important phenomena in many real-life systems.
For modern web companies, active engagement and high returning rates of users
to the services are crucial for a healthy growth of business. In biomedical studies,
many diseases and clinical outcomes might recur to the same patient. In some cases,
recurrent events can happen between pairs of different types of entities (items). For
instance, users might listen to different albums under specific contexts. People can
develop various types of diseases during the process of getting aged. In other cases,
users’ activities can recur due to the excitation from other users. For example, online
users might keep posting messages due to the comments and retweets from their
friends. In this chapter, we are particularly interested in describing the modeling
and learning capability of our framework to capture users’ recurrent interactions with
other types of items, like albums, products, diseases, etc. Then, in the next chapter,
we focus on the inference capability of the framework to boost user activities, which
has significant value of practice to modern social networking services.
One fundamental goal of studying the interactions between users and items is to
provide personalized services and user experiences. By making personalized sugges-
tions, a recommender system is playing a crucial role in improving the engagement of
users in modern web-services. However, most recommendation algorithms do not ex-
plicitly take into account the temporal behavior and the recurrent activities of users.
Two central but less explored questions are how to recommend the most desirable item
at the right moment, and how to predict the next returning time of a user to a service.
To address these questions, we propose a novel low-rank multivariate point process
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which connects self-exciting point processes and low-rank models to capture the re-
current temporal patterns in a large collection of user-item consumption pairs. We
show that the parameters of the model can be estimated via a convex optimization,
and furthermore, we develop an efficient algorithm that maintains O(1/ε) convergence
rate, scales up to problems with millions of user-item pairs and hundreds of millions
of temporal events. Compared to other state-of-the-arts in both synthetic and real
datasets, our model achieves superb predictive performance in the two time-sensitive
recommendation tasks. Finally, we point out that our formulation can incorporate
other extra context information of users, such as profile, textual and spatial features.
5.1 Introduction
Delivering personalized user experiences is believed to play a crucial role in the long-
term engagement of users to modern web-services [171]. For example, making recom-
mendations on proper items at the right moment can make personal assistant services
on mainstream mobile platforms more competitive and usable, since people tend to
have different activities depending on the temporal/spatial contexts such as morning
vs. evening, weekdays vs. weekend (see for example Figure 5.1(a)). Unfortunately,
most existing recommendation techniques are mainly optimized at predicting users’
one-time preference (often denoted by integer ratings) on items, while users’ contin-
uously time-varying preferences remain largely under explored.
Besides, traditional user feedback signals (e.g. user-item ratings, click-through-
rates, etc.) have been increasingly argued to be ineffective to represent real engage-
ment of users due to the sparseness and nosiness of the data [171]. The temporal
patterns at which users return to the services (items) thus becomes a more relevant
metric to evaluate their satisfactions [83]. Furthermore, successful predictions of the
returning time not only allows a service to keep track of the evolving user preferences,
but also helps a service provider to improve their marketing strategies. For most web
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Figure 5.1: Time-sensitive recommendation. (a) in the top figure, one wants to predict
the most desirable activity at a given time t for a user; in the bottom figure, one wants
to predict the returning time to a particular disease of a patient. (b) The sequence of
events induced from each user-item pair (u, i) is modeled as a temporal point process
along time.
companies, if we can predict when users will come back next, we could make ads
bidding more economic, allowing marketers to bid on time slots. After all, marketers
need not blindly bid all time slots indiscriminately. In the context of modern elec-
tronic health record data, patients may have several diseases that have complicated
dependencies on each other shown at the bottom of Figure 5.1(a). The occurrence of
one disease could trigger the progression of another. Predicting the returning time
on certain disease can effectively help doctors to take proactive steps to reduce the
potential risks. However, since most models in literature are particularly optimized
for predicting ratings [93, 137, 89, 30, 168, 85, 128], exploring the recurrent tempo-
ral dynamics of users’ returning behaviors over time becomes more imperative and
meaningful than ever before.
Although the aforementioned applications come from different domains, we seek
to capture them in a unified model by addressing the following two related questions:
(1) how to recommend the most relevant item at the right moment, and (2) how to ac-
curately predict the next returning-time of users to existing services. The very recent
work of Kapoor et al. [83, 84] is most related to these problems. Kapoor et al. [83]
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Table 5.1: Table of symbols
Symbol Description
λu,i(t) Conditional intensity function between user u and item i
γu,i0 Base intensity value between user u and item i
tu,ij The time for the j-th event happens between user u and item i
m Total number of users
n Total number of items
Λ0 m-by-n base intensity matrix
A m-by-n Self-exciting matrix
T u,i Event sequence between user u and item i
X1 Concatenation of matrix Λ0 and A by column [Λ0;A]
X2 Concatenation of matrix Z1 and Z2 by column [Z1;Z2]
X Concatenation of matrix X1 and X2 by column [X1;X2]
ρ, λ, β Regularization coefficients
δk Step size at iteration k
propose to solve the returning time prediction problem for music streaming service
based on survival analysis [1]. They later extend the model into a two-state hidden
semi-markov model [84], so that conditioned on a particular state, they are able to
recommend one of the existing items at a specific moment. Although these models ex-
plicitly take the temporal dynamics of user-item pairs into consideration, a significant
limitation is that the models do not naturally generalize to recommend any new item
future in time, which is a crucial difference compared to our approach. Moreover,
because survival analysis is often suitable for modeling a single terminal event [1],
such as infection and death, it assumes that the inter-event time to be independent.
However, in many cases this assumption might not hold. Another sequence of related
temporal models [93, 137, 89] seek to predicting future user-item ratings by using
time decaying functions which weight recent ratings more than old ones, so that the
predicted ratings become time-sensitive. Other alternatives [30, 168, 85, 132, 128]
extend the user-item matrix into a three-way user-item-time tensor, and based on
tensor factorization, they can predict the ratings at an given time slot. The main
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disadvantage of these models lies in the facts that they cannot extrapolate beyond a
predefined observation window, and their performance depends on how we partition
the time into intervals, which is often hard to tune in practice. Moreover, such meth-
ods cannot make any predictions of users’ future returning time. In contrast, our
approach explicitly models the temporal events from each user-item pair as a point
process which naturally captures the asynchronous nature of the incoming events.
The chapter is then organized as follows: in Section 5.2, we propose a novel convex
formulation of the problems by establishing an under explored connection between
self-exciting point processes and low-rank models. In Section 5.3, we develop a new
optimization algorithm to solve the low rank Hawkes process estimation problem
efficiently. Our algorithm blends proximal gradient and conditional gradient methods,
and achieves the optimal O(1/t) convergence rate. In Section 5.4, we describe how
to use our model for time-sensitive recommendations. Section 5.5 verifies that the
learning algorithm scales up to millions of user-item pairs and hundreds of millions
of temporal events, and achieves superb predictive performance on the two time-
sensitive problems on both synthetic and real datasets. Finally, we summarize our
contributions in Section 5.6.
5.2 Low-Rank Hawkes Processes
Among the examples of multivariate point processes, there is a flexible family, mul-
tivariate Hawkes process [72, 106], which can model phenomena such as self- and
mutual-excitation of events occurring over time. Specifically, the conditional inten-











which captures the interdependency among events over time and across dimensions
shown in Figure 5.2. The base conditional intensity λ0n ≥ 0 captures the rate of
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Figure 5.2: Multivariate Hawkes process for interdependent asynchronous and depen-
dent event data.
function κjk(t, tki ) ≥ 0 is a nonlinear triggering function of the past event timing tki ,
and captures the influence of the particular past event on dimension k at time tki to
the occurrence of a new event on dimension j at time t. One choice of the triggering
function is an exponential kernel κjk(t, tki ) = αjke−βjk(t−t
k
i ), which captures the notion
that temporal dependency of events decays exponentially over time. Another example
is a periodic basis function κjk(t, tki ) = αjk sin(2π(t − tki )) + 1, which captures the
periodic dynamics of the event timing.
5.2.1 Modeling Recurrent User Activities with Hawkes Processes
Figure 5.1(b) highlights the basic setting of our model. For each observed user-item
pair (u, i), we model the occurrences of user u’s past consumption events on item i
as a self-exciting Hawkes process [72] with the intensity:





where γ(t, ti) > 0 is the triggering kernel capturing temporal dependencies, αu,i ≥ 0
scales the magnitude of the influence of each past event, λu,i0 > 0 is a baseline intensity,
and the summation of the kernel terms is history dependent and thus a stochastic
process by itself.
We have a twofold rationale behind this modeling choice. First, the baseline
intensity λu,i0 captures users’ inherent and long-term preferences to items, regardless
of the history. Second, the triggering kernel γ(t, ti) quantifies how the influence from
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each past event evolves over time, which makes the intensity function depend on the
history T . Thus, a Hawkes process is essentially a conditional Poisson process [87] in
the sense that conditioned on the history T , the Hawkes process is a Poisson process
formed by the superposition of a background homogeneous Poisson process with the
intensity γ0 and a set of inhomogeneous Poisson processes with the intensity γ(t, ti).
5.2.2 Transferring Knowledge with Low Rank Models
So far, we have shown modeling a sequence of events from a single user-item pair.
Since we cannot observe the events from all user-item pairs, the next step is to
transfer the learned knowledge to unobserved pairs. Given m users and n items,




γ(t, tu,ij ), where λ
u,i
0 and αu,i are the (u, i)-th entry of the m-by-n non-
negative base intensity matrix Λ0 and the self-exciting matrix A, respectively.
However, the two matrices of coefficients Λ0 and A contain too many parameters.
Since it is often believed that users’ behaviors and items’ attributes can be categorized
into a limited number of prototypical types, we assume that Λ0 and A have low-rank
structures. That is, the nuclear norms of these parameter matrices are small ‖Λ0‖∗ 6
λ′, ‖A‖∗ 6 β′. Some researchers also explicitly assume that the two matrices factorize
into products of low rank factors. Here we assume the above nuclear norm constraints
in order to obtain convex parameter estimation procedures later. In consequence, we
define the low-rank Hawkes process as the following:
Definition 5.1 The Low-rank Hawkes Process is an mn-dimensional Hawkes process
arranged in an m-by-n grid. The conditional intensity function of the entry (i, j) is
λi,j(t) = Λ0(i, j) + A(i, j)
∑
ti,jk <t
γ(t, ti,jk ) where Λ0 and A are the low-rank base
intensity matrix and the self-exciting matrix, respectively.
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5.2.3 Triggering Kernel Parametrization and Extensions
Because it is only required that the triggering kernel should be nonnegative and
bounded, the integral of the intensity function often has the analytic form when
γ(t, tu,ij ) belongs to many flexible parametric families, such as the Weibull and Log-
logistic distributions [1]. For the simplest case, γ(t, tu,ij ) takes the exponential form
γ(t, tu,ij ) = exp(−(t − tu,ij )/σ). Alternatively, we can make the intensity function
λu,i(t) depend on other additional context information associated with each event.
For instance, we can make the base intensity Λ0 depend on user-profiles and item-
contents [41, 42]. We might also extend Λ0 and A into tensors to incorporate the
additional spatial, textual, categorical, and user profile information. Furthermore, we
can even learn the triggering kernel directly using nonparametric methods [44, 176].
Without loss of generality, we stick with the exponential form in later sections.
5.3 Efficient Learning Algorithm
Having presented our model, in this section, we develop a new algorithm which blends
proximal gradient and conditional gradient methods to learn the model efficiently.
5.3.1 Convex Formulation
Let T u,i be the set of events induced between u and i. We express the log-likelihood











where wu,i = (Λ0(u, i),A(u, i))















>. When γ(t, tu,ij ) is the exponential kernel, ψu,i can
be expressed as ψu,i = (T,
∑
tu,ij ∈T u,i
σ(1 − exp(−(T − tu,ij )/σ)))>. Then, the log-
likelihood of observing all event sequences O = {T u,i}u,i is simply a summation of
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each individual term by ` (O) = ∑T u,i∈O ` (T u,i). Therefore, we can have the follow-










+ λ‖Λ0‖∗ + β‖A‖∗
subject to Λ0,A ≥ 0, (5.4)
where the matrix nuclear norm ‖ · ‖∗, which is a summation of all singular values, is
commonly used as a convex surrogate for the matrix rank function [142]. One off-the-
shelf solution to 5.4 is proposed in [175] based on ADMM. However, the algorithm
in [175] requires, at each iteration, a full SVD for computing the proximal opera-
tor, which is often prohibitive with large matrices. Alternatively, we might turn to
more efficient conditional gradient algorithms [173], which require instead, the much
cheaper linear minimization oracles. However, the non-negativity constraints in our
problem prevent the linear minimization from having a simple analytical solution.
5.3.2 Alternative Convex Formulation
The difficulty of directly solving the original formulation 5.4 is caused by the fact that
the nonnegative constraints are entangled with the non-smooth nuclear norm penalty.
To address this challenge, we approximate 5.4 using a simple penalty method. Specif-
ically, given ρ > 0, we arrive at the next formulation 5.5 by introducing two auxiliary










+ λ‖Z1‖∗ + β‖Z2‖∗ + ρ‖Λ0 −Z1‖2F
+ ρ‖A−Z2‖2F subject to Λ0,A ≥ 0. (5.5)
We show in Theorem 5.2 that when ρ is properly chosen, these two formulations lead
to the same optimum. See appendix for the complete proof. More importantly, the
new formulation 5.5 allows us to handle the non-negativity constraints and nuclear
norm regularization terms separately.
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, ρ > 0
Output: Y1 = [Λ0;A]
1 Initialize X01 and X02 =X01 ;
2 Set Y 0 =X0;
3 for k = 1, 2, . . . do
4 δk = 2k+1 ;
5 Uk−1 = (1− δk)Y k−1 + δkXk−1 ;


























1 (u1, v1), (u2, v2) top singular vector
pairs of −∇2(f(Uk−1))[Z1] and
−∇2(f(Uk−1))[Z2];
2 Xk2 [Z1] = u1v
>
1 , Xk2 [Z2] = u2v>2 ;
3 Find αk1 and αk2 by solving (5.7);










Theorem 5.2 With the condition ρ ≥ ρ∗, the optimal value ÔPT of the problem 5.5




λ (‖Λ∗0‖∗ − ‖Z∗1‖∗) + β (‖A∗‖∗ − ‖Z∗2‖∗)
‖Λ∗0 −Z∗1‖2F + ‖A∗ −Z∗2‖2F
}
.
5.3.3 Efficient Optimization: Proximal Method Meets Conditional Gra-
dient
Now, we are ready to present Algorithm 5.1 for solving 5.5 efficiently. Denote
X1 = [Λ0;A], X2 = [Z1;Z2] and X = [X1;X2]. We use the bracket [·] notation
X1[Λ0], X1[A], X2[Z1], X2[Z2] to represent the respective part for simplicity. Let
f(X) := f(Λ0,A,Z1,Z2) = − 1|O|
∑
T u,i∈O ` (T u,i|Λ0,A)+ρ‖Λ0−Z1‖2F +ρ‖A−Z2‖2F .
The course of our action is straightforward: at each iteration, we apply cheap projec-













k≥1 based on the ac-
celerated scheme in [95, 96]. To be more specific, the algorithm consists of two main
subroutines:
Proximal Gradient. When updating X1, we compute directly the associ-
ated proximal operator, which in our case, reduces to the simple projection Xk1 =(
U k−1 − ηk∇1f(U k−1)
)
+
, where (·)+ simply sets the negative coordinates to zero.
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Conditional Gradient. When updating X2, instead of computing the proximal
operator, we call the linear minimization oracle (LMOψ):
Xk2 [Z1] = argmin {〈pk[Z1],Z1〉+ ψ(Z1)} , (5.6)
where pk = ∇2(f(U k−1)) is the partial derivative with respect to X2 and ψ(Z1) =
λ‖Z1‖∗. We do similar updates for Xk2 [Z2]. The overall performance clearly depends
on the efficiency of this LMO, which can be solved efficiently in our case as illustrated
in Algorithm 4. Following [172], the linear minimization for our situation requires
only: (i) computing Xk2 [Z1] = argmin‖Z1‖∗≤1 〈pk[Z1],Z1〉, where the minimizer is
readily given by Xk2 [Z1] = u1v>1 , and u1, v1 are the top singular vectors of −pk[Z1];
and (ii) conducting a line-search that produces a scaling factor αk1 = argminα1≥0 h(α1)
h(α1) := ρ‖Y k−11 [Λ0]− (1− δk)Y k−12 [Z1]− δk(α1Xk2 [Z1])‖2F + λδkα1 + C, (5.7)
where C = λ(1 − δk)‖Y k−12 [Z1]‖∗. The quadratic problem (5.7) admits a closed-
form solution and thus can be computed efficiently. We repeat the same process for
updating αk2 accordingly. Let E =
∑
T u,i∈O |T u,i| be the number of totally observed
events. The computational complexity of Algorithm 5.1 is O(E + 2mn+m2).
5.3.4 Convergence Analysis
Denote F (X) = f(X) + ψ(X2) as the objective in formulation 5.5, where X =
[X1;X2]. We establish the following convergence results for Algorithm 5.1 described





be the sequence generated by Algorithm 5.1 by setting δk =
2/(k + 1), and ηk = (δk)−1/L. Then for k ≥ 1, we have






where L corresponds to the Lipschitz constant of ∇f(X) and D1 and D2 are some
problem dependent constants.
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Remark. Let g(Λ0, A) denote the objective in formulation 5.4, which is the original





. The analysis builds upon the recursions from proximal gradient
and conditional gradient methods. As a result, the overall convergence rate comes
from two parts, as reflected in (5.8). Interestingly, one can easily see that for both
the proximal and the conditional gradient parts, we achieve the respective optimal
convergence rates. When there is no nuclear norm regularization term, the results
recover the well-known optimal O(1/t2) rate achieved by proximal gradient method
for smooth convex optimization. When there is no nonnegative constraint, the re-
sults recover the well-known O(1/t) rate attained by conditional gradient method
for smooth convex minimization. When both nuclear norm and non-negativity are
in present, the proposed algorithm, up to our knowledge, is first of its kind, that
achieves the best of both worlds, which could be of independent interest.
5.4 Inference
Once we have learned Λ0 and A, we are ready to solve our proposed problems by
using the following algorithms:
(a) Item recommendation. At any given time t, for each user-item pair (u, i), be-
cause the intensity function λu,i(t) indicates the tendency that user u will consume
item i at time t, for each user u, we recommend the proper items by the following
procedures:
1. Calculate λu,i(t) for each item i.
2. Sort the items by the descending order of λu,i(t).
3. Return the top-k items.
(b) Returning-time prediction: for each user-item pair (u, i), the intensity func-
tion λu,i(t) dominates the point patterns along time. Given the history T u,i =
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, so we can use the expectation to predict the next event.
Unfortunately, this expectation often does not have analytic forms due to the com-
plexity of λu,i(t) for Hawkes process, so we can use the numerical integration [130],
or we can approximate the returning-time by:
1. Draw samples
{




∼ f(t|T u,i) by Ogata’s thinning algo-
rithm D.1.







We evaluate our algorithm by comparing with state-of-the-art competitors on both
synthetic and real datasets. For each user, we randomly pick 20-percent of all the
items she has consumed and hold out the entire sequence of events. Besides, for each
sequence of the other 80-percent items, we further split it into a pair of training/test-
ing subsequences. For each testing event, we evaluate the predictive accuracy on two
tasks:
(a) Item Recommendation: suppose the testing event belongs to the user-item
pair (u, i). Ideally item i should rank top at the testing moment. We record its
predicted rank among all items. Smaller value indicates better performance.
(b) Returning-Time Prediction: we predict the returning-time from the learned
intensity function and compute the absolute error with respect to the true time.
We repeat these two evaluations on all testing events. Because the predictive tasks
on those entirely held-out sequences are much more challenging, we report the total




Poisson process is a relaxation of our model by assuming each user-item pair (u, i)
has only a constant base intensity Λ0(u, i), regardless of the history. For task (a),
it gives static ranks regardless of the time. For task (b), it produces an estimate of
the average inter-event gaps. In many cases, the Poisson process is a hard baseline
in that the most popular items often have large base intensity, and recommending
popular items is often a strong heuristic.
STiC [84] fits a semi-hidden Markov model to each observed user-item pair. Since
it can only make recommendations specific to the few observed items visited before,
instead of the large number of new items, we only evaluate its performance on the
returning time prediction task. For the set of entirely held-out sequences, we use the
average predicted inter-event time from each observed item as the final prediction.
SVD is the classic matrix factorization model. The implicit user feedback is con-
verted into an explicit rating using the frequency of item consumption [15]. Since it
is not designed for predicting the returning time, we report its performance on the
time-sensitive recommendation task as a reference.
Tensor factorization generalizes matrix factorization to include time. We com-
pare with the state-of-art method [30] which considers Poisson regression as the loss
function to fit the number of events in each discretized time slot and shows better
performance compared to other alternatives with the squared loss [168, 85, 128]. We
report the performance by (1) using the parameters fitted only in the last interval,
and (2) using the average parameters over all time intervals. We denote these two









































(c) Convergence by #events
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Figure 5.3: Estimation error (a) by #iterations, (b) by #entries (1,000 events per
entry), and (c) by #events per entry (10,000 entries); (d) scalability by #entries
(1,000 events per entry, 500 iterations); (e) MAE of the predicted ranking; and (f)
MAE of the predicted returning time.
5.5.2 Synthetic data
We generate two 1,024-by-1,204 user-item matrices Λ0 and A with rank five as the
ground-truth. For each user-item pair, we simulate 1,000 events by algorithm D.1 with
an exponential triggering kernel and get 100 million events in total. The bandwidth
for the triggering kernel is fixed to one. By theorem 5.2, it is inefficient to directly
estimate the exact value of the threshold value for ρ. Instead, we tune ρ, λ and β to
give the best performance.
How does our algorithm converge? Figure 5.3(a) shows that it only requires a few
hundred iterations to descend to a decent error for both Λ0 and A, indicating algo-
rithm 5.1 converges very fast. Since the true parameters are low-rank, Figure 5.3(b-c)
verify that it only requires a modest number of observed entries, each of which in-
duces a small number of events (1,000) to achieve a good estimation performance.
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Figure 5.3(d) further illustrates that algorithm 5.1 scales linearly as the training set
grows.
What is the predictive performance? Figure 5.3(e-f) confirm that algorithm 5.1
achieves the best predictive performance compared to other baselines. In Figure 5.3(e),
all temporal methods outperform the static SVD since this classic baseline does not
consider the underlying temporal dynamics of the observed sequences. In contrast,
although the Poisson regression also produces static rankings of the items, it is equiv-
alent to recommending the most popular items over time. This simple heuristic can
still give competitive performance. In Figure 5.3(f), since the occurrence of a new
event depends on the whole past history instead of the last one, the performance of
STiC deteriorates vastly. The other tensor methods predict the returning time with
the information from different time intervals. However, because our method auto-
matically adapts different contributions of each past event to the prediction of the
next event, it can achieve the best prediction performance overall.
5.5.3 Real Data
We also evaluate the proposed method on real datasets. last.fm consists of the music
streaming logs between 1,000 users and 3,000 artists. There are around 20,000 ob-
served user-artist pairs with more than one million events in total. tmall.com contains
around 100K shopping events between 26,376 users and 2,563 stores. The unit time
for both dataset is hour. MIMIC II medical dataset is a collection of de-identified
clinical visit records of Intensive Care Unit patients for seven years. We filtered out
650 patients and 204 diseases. Each event records the time when a patient was di-
agnosed with a specific disease. The time unit is week. All model parameters ρ, λ,
β, the kernel bandwidth and the latent rank of other baselines are tuned to give the
best performance.
Does the history help? Because the true temporal dynamics governing the event
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Figure 5.4: The quantile plots of different fitted processes, the MAE of predicted
rankings and returning-time on the last.fm (top), tmall.com (middle) and the MIMIC
II (bottom), respectively.
patterns are unobserved, we first investigate whether our model assumption is reason-
able. Our Hawkes model considers the self-exciting effects from past user activities,
while the survival analysis applied in [84] assumes i.i.d. inter-event gaps which might
conform to an exponential (Poisson process) or Rayleigh distribution. According to
the time-change theorem [35], given a sequence T = {t1, . . . , tn} and a particular






to a unit-rate exponential distribution if T is truly sampled from the process. There-
fore, we compare the theoretical quantiles from the exponential distribution with the
fittings of different models to a real sequence of (listening/shopping/visiting) events.
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The closer the slope goes to one, the better a model matches the event patterns.
Figure 5.4 clearly shows that our Hawkes model can better explain the observed data
compared to the other survival analysis models.
What is the predictive performance? Finally, we evaluate the prediction accuracy
in the 2nd and 3rd column of Figure 5.4. Since holding-out an entire testing sequence
is more challenging, the performance on the Heldout group is a little lower than that
on the average Total group. However, across all cases, since the proposed model is
able to better capture the temporal dynamics of the observed sequences of events, it
can achieve a better performance on both tasks in the end.
5.6 Summary
We propose the low-rank multivariate point process as one important component
of our probabilistic framework for studying the recurrent events between users and
items. We have developed a novel convex formulation and an efficient learning algo-
rithm to recommend relevant services at any given moment, and to predict the next
returning-time of users to existing services. Empirical evaluations on large synthetic
and real data demonstrate its superior scalability and predictive performance. More-
over, our optimization algorithm can be used for solving general nonnegative matrix
rank minimization problem with other convex losses under mild assumptions, which
may be of independent interest.
In the next chapter, we continue to illustrate the capability of our proposed frame-
work to model recurrent events but focus on the interactions among users and the
respective inference tasks. That is, based on the proposed user activity model, how
can estimate the average engagement level of users? and how can we shape the user
activities to certain predefined levels?
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CHAPTER VI
BOOSTING RECURRENT USER ACTIVITIES
In online systems, users’ activities (events) can be triggered by endogeneous events,
where users just respond to the actions of their neighbors within the network. Ex-
amples include keep responding to other people’s comments to form some kind of
discussions under the original post. In other cases, users’ activities are simply caused
by exogenous events, where they take actions due to drives external to the system. For
instances, active users regularly share their opinions about certain conflicting topics
in society to gain attentions from other online users. Active engagement of users is
crucial for the healthy growth of business for modern web companies. So, how can we
make inference about the engagement level based on the learned model? How much
external drive should be provided to each user, such that the network activity can
be steered towards a target state? In this chapter, we present the component of our
framework for modeling both endogenous and exogenous event intensities, and derive
a time dependent linear relation between the intensity of exogenous events and the
overall network activity. Exploiting this connection, we develop a convex optimiza-
tion framework for determining the required level of external drive in order for the
network to reach a desired activity level. We experimented with event data gathered
from Twitter, and show that our method can steer the activity of the network more
accurately than alternatives.
6.1 Introduction
Online social platforms routinely track and record a large volume of event data, which
may correspond to the usage of a service (e.g., url shortening service, bit.ly). These
events can be categorized roughly into endogenous events, where users just respond
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to the actions of their neighbors within the network, or exogenous events, where users
take actions due to drives external to the network. For instance, a user’s tweets may
contain links provided by bit.ly, either due to his forwarding of a link from his friends,
or due to his own initiative to use the service to create a new link.
Can we model and exploit these data to steer the online community to a desired
activity level? Specifically, can we drive the overall usage of a service to a certain
level (e.g., at least twice per day per user) by incentivizing a small number of users
to take more initiatives? What if the goal is to make the usage level of a service
more homogeneous across users? What about maximizing the overall service usage
for a target group of users? Furthermore, these activity shaping problems need to
be addressed by taking into account budget constraints, since incentives are usually
provided in the form of monetary or credit rewards.
Activity shaping problems are significantly more challenging than traditional in-
fluence maximization problems, which aim to identify a set of users, who, when con-
vinced to adopt a product, shall influence others in the network and trigger a large
cascade of adoptions [86, 138]. First, in influence maximization, the state of each user
is often assumed to be binary, either adopting a product or not [86, 28, 139, 43]. How-
ever, such assumption does not capture the recurrent nature of product usage, where
the frequency of the usage matters. Second, while influence maximization methods
identify a set of users to provide incentives, they do not typically provide a quanti-
tative prescription on how much incentive should be provided to each user. Third,
activity shaping concerns about a larger variety of target states, such as minimum
activity requirement and homogeneity of activity, not just activity maximization.
We proceed as follows: in Section 6.2, we will address the activity shaping prob-
lems using multivariate Hawkes processes [72, 106], which can model both endogenous
and exogenous recurrent social events, and were shown to be a good fit for such data
in a number of recent works (e.g., [23, 175, 176, 80, 105, 159]). In Section 6.3, we go
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beyond model fitting, and derive a novel predictive formula for the overall network
activity given the intensity of exogenous events in individual users, using a connec-
tion between the processes and branching processes [38, 135, 162, 177]. Section 6.4
presents a series of algorithms to address a diverse range of activity shaping problems
given budget constraints. Compared to previous methods for influence maximiza-
tion, these algorithms can provide more fine-grained control of network activity, not
only steering the network to a desired steady-state activity level but also do so in
a time-sensitive fashion. For example, we are able to answer complex time-sensitive
queries, such as, which users should be incentivized, and by how much, to steer a
set of users to use a product twice per week after one month? In Section 6.5, we
provide an efficient gradient based optimization algorithm, where the matrix expo-
nential needed for gradient computation is approximated using the truncated Taylor
series expansion [7]. This algorithm allows us to validate our framework in a variety
of activity shaping tasks and scale up to networks with tens of thousands of nodes.
We then conduct experiments on a network of 60,000 Twitter users and more than
7,500,000 uses of a popular url shortening service showing that our algorithm can
shape the network behavior much more accurately in Section 6.6, and summarize the
major contributions in Section 6.7.
6.2 Modeling Endogenous-Exogenous Recurrent Social Events
Recurrent endogenous events often exhibit the characteristics of self-excitation, where
a user tends to repeat what he has been doing recently, and mutual-excitation, where
a user simply follows what his neighbors are doing due to peer pressure. These
social phenomena have been made analogy to the occurrence of earthquake [111]
and the spread of epidemics [170], and can be well-captured by multivariate Hawkes
processes [106] as shown in a number of recent works (e.g., [23, 175, 176, 80, 105, 159]).
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Table 6.1: Table of symbols
Symbol Description
N (t) n-dimensional counting process
N (k)(t) n-dimensional counting process at the k-generation
λ(t) n-dimensional intensity function
λ(k)(t) n-dimensional intensity function of a counting process N (k)(t)
λ(0)(t) n-dimensional exogenous intensity function
λ∗(t) n-dimensional endogenous intensity function
µ(t) n-dimensional average intensity function at time t
Ht History of past events up to but not including time t
A A = (auu′)u,u′∈[n] excitation matrix
g(t) Nonnegative tiggering kernel
G(t) m×m time-varying matrix G(t) = (auu′g(t))u,u′∈[m]
G(?k) Auto-convolution matrix
U(·) Concave utility function
C Budget constraint
Specifically, we first denote the vectorized intensity function across the n dimen-
sions as λ(t) = (λ1(t), . . . , λn(t))> > 0, where each component is the respective in-
tensity value at time t for each dimension. To model the presence of both endogenous
and exogenous events, we will decompose the intensity into two terms
λ(t)︸︷︷︸
overall event intensity
= λ(0)(t)︸ ︷︷ ︸
exogenous event intensity
+ λ∗(t)︸ ︷︷ ︸
endogenous event intensity
, (6.1)
where the exogenous event intensity models drive outside the network, and the endoge-
nous event intensity models interactions within the network. We assume that hosts
of social platforms can potentially drive up or down the exogenous events intensity
by providing incentives to users; while endogenous events are generated due to users’
own interests or under the influence of network peers, and the hosts do not interfere
with them directly. We model the events generated by n users in a social network
as a m-dimensional counting process N (t) = (N1(t), N2(t), . . . , Nn(t))>, where Ni(t)
records the total number of events generated by user i up to time t. Furthermore, we
represent each event as a tuple (ui, ti), where ui is the user identity and ti is the event
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timing. Let the history of the process up to time t be Ht := {(ui, ti) | ti < t}. Then,
the expectation of the increment of the process, dN (t), in an infinitesimal window
[t, t+ dt], can be expressed by
E[dN (t)|Ht] = λ(t) dt. (6.2)
6.2.1 Multivariate Hawkes Process
With the multivariate Hawkes process, we assume that the exogenous event intensity
is independent of the history and time, i.e., λ(0)(t) = λ(0) for simplicity. The strength
of influence between users is parameterized by a sparse nonnegative influence matrix
A = (auu′)u,u′∈[n], where auu′ > 0 means user u′ directly excites user u. We also
allow A to have nonnegative diagonals to model self-excitation of a user. Then, the










g(t− s) dNu′(s), (6.3)
where g(s) is a nonnegative kernel function such that g(s) = 0 for s ≤ 0 and∫∞
0
g(s) ds < ∞; the second equality is obtained by grouping events according to
users and use the fact that
∫ t
0
g(t − s) dNu′(s) =
∑
ui=u′,ti<t
g(t − ti). Intuitively,
λ∗u(t) models the propagation of peer influence over the network — each event (ui, ti)
occurred in the neighbor of a user will boost her intensity by a certain amount which
itself decays over time. Thus, the more frequent the events occur in the user’s neigh-
bor, the more likely she will be persuaded to generate a new event.
Without loss of generality, we will focus on an exponential kernel, g(t − ti) =
exp(−ω(t−ti)) in the reminder of the paper. However, multivariate Hawkes processes
and the branching processed explained in next section is independent of the kernel
choice and can be extended to other kernels such as power-law, Rayleigh or any other






























(a) An example social network (b) Branching structure of events
Figure 6.1: (a) an example social network where each directed edge indicates that
the target node follows, and can be influenced by, the source node. The activity in
this network is modeled using Hawkes processes, which result in branching structure
of events in (b). Each exogenous event is the root node of a branch (e.g., top left
most red circle at t1), and it occurs due to a user’s own initiative; and each event
can trigger one or more endogenous events (blue square at t2). The new endogenous
events can create the next generation of endogenous events (green triangles at t3), and
so forth. The social network in (a) will constrain the branching structure of events
in (b), since an event produced by a user (e.g., user 1) can only trigger endogenous
events in the same user or one or more of her followers (e.g., user 2 or user 3).




G(t− s) dN (s), (6.4)
by defining a m × m time-varying matrix G(t) = (auu′g(t))u,u′∈[m]. Note that, for
multivariate Hawkes processes, the intensity, λ(t), itself is a random quantity, which
depends on the history Ht. We denote the expectation of the intensity with respect
to history as
µ(t) := EHt [λ(t)] . (6.5)
6.2.2 Connection to Branching Processes
A branching process is a Markov process that models a population in which each
individual in generation k produces some random number of individuals in generation
k + 1, according some distribution [66]. In this section, we will conceptually assign
99
both exogenous events and endogenous events in the multivariate Hawkes process to
levels (or generations), and associate these events with a branching structure which
records the information on which event triggers which other events (see Figure 6.1 for
an example). Note that this genealogy of events should be interpreted in probabilistic
terms and may not be observed in actual data. Such connection has been discussed in
Hawkes’ original paper on one dimensional Hawkes processes [72], and it has recently
been revisited in the context of multivariate Hawkes processes by [105].
The branching structure will play a crucial role in deriving a novel link between the
intensity of the exogenous events and the overall network activity. More specifically,
we assign all exogenous events to the zero-th generation, and record the number
of such events as N (0)(t). These exogenous events will trigger the first generation
of endogenous events whose number will be recorded as N (1)(t). Next these first
generation of endogenous events will further trigger a second generation of endogenous
eventsN (2)(t), and so on and so forth. Then the total number of events in the network
is the sum of the numbers of events from all generations
N (t) = N (0)(t) +N (1)(t) +N (2)(t) + . . . (6.6)
Furthermore, denote all events in generation k − 1 as H(k−1)t . Then, independently
for each event (ui, ti) ∈ H(k−1)t in generation k− 1, it triggers a Poisson process in its
neighbor u independently with intensity auuig(t−ti). Due to the additivity of indepen-
dent Poisson processes [88], the intensity, λ(k)u (t), of events at node u and generation k
is simply the sum of conditional intensities of the Poisson processes triggered by all its










g(t − s) dN (k−1)u′ (s).
Concatenate the intensity for all u ∈ [m], and use the time-varying matrix G(t) in




G(t− s) dN (k−1)(s), (6.7)
where λ(k)(t) = (λ(k)1 (t), . . . , λ
(k)
m (t))> is the intensity for counting process N (k)(t)
100
at k-th generation. Again, due to the additivity of independent Poisson processes,
we can decompose the intensity of N (t) into a sum of conditional intensities from
different generation
λ(t) = λ(0)(t) + λ(1)(t) + λ(2)(t) + . . . (6.8)
Next, based on the above decomposition, we will develop a closed form relation be-
tween the expected intensity µ(t) = EHt− [λ(t)] and the intensity, λ(0)(t), of the
exogenous events. This relation will form the basis of our later solution for activity
shaping.
6.3 Linking Exogenous Event Intensity to Overall Network
Activity
We proceed to first link the expected intensity µ(k)(t) := EHt− [λ(k)(t)] of events at
the k-th generation with λ(0)(t), and then derive a close form for the infinite series
sum
µ(t) = µ(0)(t) + µ(1)(t) + µ(2)(t) + . . . (6.9)





G(t− s)G(?k−1)(s) ds = G(t) ?G(?k−1)(t) (6.10)
Then the expected intensity of events at the k-th generation is related to exogenous
intensity λ(0) by
Lemma 6.1 µ(k)(t) = G(?k)(t)λ(0).
Next, by summing together all auto-convolution matrices,
Ψ(t) := I +G(?1)(t) +G(?2)(t) + . . .
we obtain a linear relation between the expected intensity of the network and the
intensity of the exogenous events, i.e., µ(t) = Ψ(t)λ(0). The entries in the matrix
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Ψ(t) roughly encode the “influence” between pairs of users. More precisely, the entry
Ψuv(t) is the expected intensity of events at node u due to a unit level of exogenous
intensity at node v. We can also derive several other useful quantities from Ψ(t). For
example, Ψ•v(t) :=
∑
u Ψuv(t) can be thought of as the overall influence user v on has
on all users. Surprisingly, for exponential kernel, the infinite sum of matrices results
in a closed form using matrix exponentials. First, let ·̂ denote the Laplace transform
of a function, and we have the following intermediate results on the Laplace transform
of G(?k)(t).
Lemma 6.2 Ĝ(?k)(z) =
∫∞
0




With Lemma 6.2, we are in a position to prove our main theorem below:
Theorem 6.3 µ(t) = Ψ(t)λ(0) =
(
e(A−ωI)t + ω(A− ωI)−1(e(A−ωI)t − I)
)
λ(0).
Theorem 6.3 provides us a linear relation between exogenous event intensity and the
expected overall intensity at any point in time but not just stationary intensity. The
significance of this result is that it allows us later to design a diverse range of convex
programs to determine the intensity of the exogenous event in order to achieve a
target intensity.
In fact, we can recover the previous results in the stationary case as a special case

















is strictly smaller than one [106]. In this case, the expected intensity is µ = (I −
Γ)−1λ(0) independent of the time. We can obtain this relation from theorem 6.3 if we
let t→∞.
Corollary 6.4 µ = (I− Γ)−1 λ(0) = limt→∞Ψ(t)λ(0).
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6.4 Convex Activity Shaping Formulation
Given the linear relation between exogenous event intensity and expected overall event
intensity, we now propose a convex optimization framework for a variety of activity
shaping tasks. In all tasks discussed below, we will optimize the exogenous event
intensity λ(0) such that the expected overall event intensity µ(t) is maximized with
respect to some concave utility U(·) in µ(t), i.e.,
maximizeµ(t),λ(0) U(µ(t))
subject to µ(t) = Ψ(t)λ(0), c>λ(0) 6 C, λ(0) > 0
(6.12)
where c = (c1, . . . , cm)> > 0 is the cost per unit event for each user and C is the total
budget. Additional regularization can also be added to λ(0) either to restrict the
number of incentivized users (with `0 norm ‖λ(0)‖0), or to promote a sparse solution
(with `1 norm ‖λ(0)‖1, or to obtain a smooth solution (with `2 regularization ‖λ(0)‖2).
We next discuss several instances of the general framework which achieve different
goals (their constraints remain the same and hence omitted).
Capped Activity Maximization. In real networks, there is an upper bound (or
a cap) on the activity each user can generate due to limited attention of a user. For
example, a Twitter user typically posts a limited number of shortened urls or retweets
a limited number of tweets [57]. Suppose we know the upper bound, αu, on a user’s
activity, i.e., how much activity each user is willing to generate. Then we can perform
the following capped activity maximization task
maximizeµ(t),λ(0)
∑
u∈[m] min {µu(t), αu} (6.13)
Minimax Activity Shaping. Suppose our goal is instead maintaining the activity
of each user in the network above a certain minimum level, or, alternatively make
the user with the minimum activity as active as possible. Then, we can perform the
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following minimax activity shaping task
maximizeµ(t),λ(0) minu µu(t) (6.14)
Least-Squares Activity Shaping. Sometimes we want to achieve a pre-specified
target activity levels, v, for users. For example, we may like to divide users into groups
and desire a different level of activity in each group. Inspired by these examples, we
can perform the following least-squares activity shaping task
maximizeµ(t),λ(0) −‖Bµ(t)− v‖22 (6.15)
where B encodes potentially additional constraints (e.g., group partitions). Besides
Euclidean distance, the family of Bregman divergences can be used to measure the
difference between Bµ(t) and v here. That is, given a function f(·) : Rm 7→ R convex
in its argument, we can use D(Bµ(t)‖v) := f(Bµ(t))− f(v)− 〈∇f(v),Bµ(t)− v〉
as our objective function.
Activity Homogenization. Many other concave utility functions can be used. For
example, we may want to steer users activities to a more homogeneous profile. If we
measure homogeneity of activity with Shannon entropy, then we can perform the
following activity homogenization task
maximizeµ(t),λ(0) −
∑
u∈[m] µu(t) lnµu(t). (6.16)
6.5 Efficient Implementation
The activity shaping problems defined above requires efficient evaluation of matrix
exponentials for computing Ψ(t), the instantaneous average intensity at time t. For
medium scale dense matrix, we can leverage well-known numerical methods to com-
pute matrix exponentials [55]. However, in large networks with sparse graph structure
A, the explicit computation of Ψ(t) quickly become intractable. Fortunately, a key
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property of our convex activity shaping framework is that the gradient computation
in each formulation only depends on Ψ(t) through matrix-vector product operations.
To elaborate, use Theorem 6.3 we rewrite the multiplication of Ψ(t) and a vector




Therefore, we first compute
e(A−ωI)tv, subtract v from it; and then solve a sparse linear system of equations,




, to find x. The final vector is then result of adding
x and e(A−ωI)tv (which is computed at the first step). Therefore, an efficient com-
putation will involve two ingredients: solving sparse linear system of equation and
multiplying a matrix exponential with a vector. For both parts, we elaborate on
two very efficient algorithms for solving a sparse linear system of equations and for
computing the product of matrix exponential with a vector.
We use the well-known GMRES method for solving the linear system [141], which
is an Arnoldi process for constructing an l2-orthogonal basis of Krylov subspaces. It
solves the linear system by iteratively minimizing the norm of the residual vector
over a Krylov subspace. For the second part we turn to the iterative algorithm of
Al-Mohy et al. [7] which combines a scaling and squaring method with a truncated
Taylor series approximation to the matrix exponential.
With efficient computation of the gradients, we then apply the the projected gradi-
ent descent [24] optimization framework with the following gradient for each activity
shaping formation. (i) Activity maximization1: g(λ(0)) = Ψ(t)>v, where v is defined
such that vj = 1 if αj > µj, and vj = 0, otherwise. (ii) Minimax Activity Shaping:
g(λ(0)) = Ψ(t)>e, where e is defined such that ej = 1 if µj = µmin, and ej = 0, oth-





(iv) Activity homogenization: g(λ(0)) = Ψ(t)> ln (Ψ(t)λ(0)) + Ψ(t)>1, where ln(·) on
a vector is the element-wise natural logarithm. Algorithm 6.1 summarizes the key
steps of the procedure.
1For non-differential objectives, sub-gradient algorithms can be used instead.
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Algorithm 6.1: Projected Gradient Descent for Activity Shaping
1 Initialize λ(0);
2 repeat
3 Project λ(0) into the linear space λ(0) > 0, c>λ(0) 6 C;
4 Evaluate the gradient g(λ(0)) at λ(0) using GMRES and Al-Mohy methods;
5 Update λ(0) using the gradient g(λ(0));
6 until convergence;
Table 6.2: Number of adopters and usages for each URL shortening service.








We evaluate our activity shaping framework using both simulated and real world held-
out data, and show that our approach significantly outperforms several baselines.
6.6.1 Setup
We use data gathered from Twitter as reported in [25], which comprises of all pub-
lic tweets posted by 60,000 users during a 8-month period, from January 2009 to
September 2009. For every user, we record the times she uses any of the following six
url shortening services: Bitly , TinyURL, Isgd, TwURL, SnURL, Doiop. Table 6.2
shows their details. It includes a total of 7,566,098 events (adoptions) during the
8-month period. We evaluate the performance of our framework on a subset of 2,241
active users, linked by 4,901 edges, which we call 2K dataset, and we evaluate its
scalability on the overall 60,000 users, linked by ∼ 200,000 edges, which we call 60K
dataset. The 2K dataset accounts for 691,020 url shortened service uses while the 60K
dataset accounts for ∼7.5 million uses. Finally, we treat each service as independent
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cascades of events. In the experiments, we estimated the nonnegative influence ma-
trix A and the exogenous intensity λ(0) using maximum log-likelihood, as in previous
work [175, 176, 159]. We used a temporal resolution of one minute and selected the
bandwidth ω = 0.1 by cross validation. Loosely speaking, ω = 0.1 corresponds to
loosing 70% of the initial influence after 10 minutes, which may be explained by the
rapid rate at which each user’ news feed gets updated.
6.6.2 Evaluation
We focus on three tasks: capped activity maximization, minimax activity shaping,
and least square activity shaping. We set the total budget to C = 0.5, which corre-
sponds to supporting a total extra activity equal to 0.5 actions per unit time, and
assume all users entail the same cost. In the capped activity maximization, we set
the upper limit of each user’s intensity, α, by adding a nonnegative random vector to
their inferred initial intensity. In the least-squares activity shaping, we set B = I and
aim to create three groups of users, namely less-active, moderate, and super-active
users. We use three different evaluation schemes, with an increasing resemblance to
a real world scenario:
Theoretical objective: we compute the expected overall (theoretical) intensity by
applying Theorem 6.3 on the optimal exogenous event intensities, λ(0)opt, to each of the
three activity shaping tasks, as well as the learned A and ω. We then compute and
report the value of the objective functions. In this evaluation scheme, we do not use
the learned λ(0).
Simulated objective: we simulate 50 cascades with Ogata’s thinning algorithm [124],
using the optimal exogenous event intensities, λ(0)opt, to each of the three activity shap-
ing tasks, and the learned A and ω. We then estimate empirically the overall event
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intensity based on the simulated cascades, by computing a running average over non-
overlapping time windows, and report the value of the objective functions based on
this estimated overall intensity. This evaluation scheme does not use the learned λ(0)
either.
Held-out data: The most interesting evaluation scheme would entail carrying out
real interventions in a social platform. However, since this is very challenging to do,
instead, in this evaluation scheme, we use held-out data to simulate such process,
proceeding as follows. We first partition the 8-month data into 50 five-day long
contiguous intervals. Then, we use one interval for training and the remaining 49
intervals for testing. Suppose interval 1 is used for training, the procedure is as
follows:
1. We estimate A1, ω1 and λ
(0)
1 using the events from interval 1. Then, we fix A1
and ω1, and estimate λ
(0)
i for all other intervals, i = 2, . . . , 49.
2. Given A1 and ω1, we find the optimal exogenous event intensities, λ
(0)
opt, for each
of the three activity shaping task, by solving the associated convex program.
We then sort the estimated λ(0)i (i = 2, . . . , 49) according to their similarity to
λ
(0)
opt, using the Euclidean distance ‖λ(0)opt − λ(0)i ‖2.
3. We estimate the overall event intensity for each of the 49 intervals (i = 2, . . . , 49),
as in the “simulated objective” evaluation scheme, and sort these intervals ac-
cording to the value of their corresponding objective function.
4. Last, we compute and report the rank correlation score between the two order-
ings obtained in step 2 and 3.2 The larger the rank correlation, the better the
method.
2rank correlation = number of pairs with consistent ordering / total number of pairs.
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We repeat this procedure 50 times, choosing each different interval for training once,
and compute and report the average rank correlations.
6.6.3 Baselines
Capped activity maximization problem. We design the following heuristics:
• XMU allocates the budget based on users’ current activity. In particular, it
assigns the budget to each of the half top-most active users proportional to
their average activity, µ(t), computed from the inferred parameters.
• WEI assigns positive budget to the users proportionally to their sum of out-
going influence (
∑
u auu′). This heuristic allows us (by comparing its results to
CAM) to understand the effect of considering the whole network with respect
to only consider the direct (out-going) influence.
• DEG assumes that more central users, i.e., more connected users, can leverage
the total activity, therefore, assigns the budget to the more connected users
proportional to their degree in the network.
• PRK sorts the users according to the their pagerank in the weighted influence
network (A) with the damping factor set to 0.85%, and assigns the budget to
the top users proportional their pagerank value.
Minimax activity shaping. We compare with the following baselines:
• UNI allocates the total budget equally to all users.
• MINMU divides uniformly the total budget among half of the users with lower
average activity µ(t), which is computed from the inferred parameters.
• LP finds the top half of least-active users in the current network and allocates
the budget such that after the assignment the network has the highest minimum
109
activity possible. This method uses linear programming to learn exogenous
activity of the users, but, in contrast to the proposed method, does not consider
the network and propagation of adoptions.
• GRD finds the user with minimum activity, assigns a portion of the budget,
and computes the resulting µ(t). It then repeats the process to incentivize half
of users.
Least-square activity shaping. We implement the following baselines:
• PROP shapes the activity by allocating the budget proportional to the desired
shape, i.e., the shape of the assignment is similar to the target shape.
• LSGRD greedily finds the user with the highest distance between her current
and target activity, assigns her a budget to reach her target, and proceeds this
way to consume the whole budget.
Each baseline relies on a specific property to allocate the budget (e.g. connected-
ness in DEG). However, most of them face two problems: The first one is how many
users to incentivize and the second one is how much should be paid to the selected
users. They usually rely on heuristics to reveal these two problems (e.g. allocating
an amount proportional to that property and/or to the top half users sorted based
on the specific property). In contrast, our framework is comprehensive enough to
address those difficulties based on well-developed theoretical basis. This key factor
accompanied with the appropriate properties of Hawkes process for modeling social
influence (e.g. mutually exciting) make the proposed method the best.
6.6.4 Results
Theoretical prediction. For the experiments on simulated objective function and
held-out data we have estimated intensity from the events data. In this section, we
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Figure 6.2: Evolution in time of empirical and theoretical intensity.
will see how this empirical intensity resembles the theoretical intensity. We generate
a synthetic network over 100 users. For each user in the generated network, we
uniformly sample from [0, 0.1] the exogenous intensity, and the endogenous parameters
auu′ are uniformly sampled from [0, 0.1]. A bandwidth ω = 1 is used in the exponential
kernel. Then, the intensity is estimated empirically by dividing the number of events
by the length of the respective interval.
We compute the mean and variance of the empirical activity for 100 independent
runs. As illustrated in Figure 6.2, the average empirical intensity (the blue curve)
clearly follows the theoretical instantaneous intensity (the red curve) but, as expected,
as we are further from the starting point (i.e., as time increases), the standard devi-
ation of the estimates (shown in the whiskers) increases. Additionally, the green line
shows the average stationary intensity. As it is expected, the instantaneous intensity
tends to the stationary value when the network has been run for sufficient long time.
Capped activity maximization (CAM). The first row of Figure 6.3 summarizes
the results for the three different evaluation schemes. We find that our method (CAM)
consistently outperforms the alternatives. For the theoretical objective, CAM is 11-
% better than the second best, DEG. The difference in overall users’ intensity from
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DEG is about 0.8 which, roughly speaking, leads to at least an increase of about
0.8× 60× 24× 30 = 34, 560 in the overall number of events in a month. In terms of
simulated objective and held-out data, the results are similar and provide empirical
evidence that, compared to other heuristics, degree is an appropriate surrogate for
influence, while, based on the poor performance of XMU, it seems that high activity
does not necessarily entail being influential. To elaborate on the interpretability of the
real-world experiment on held-out data, consider for example the difference in rank
correlation between CAM and DEG, which is almost 0.1. Then, roughly speaking,
this means that incentivizing users based on our approach accommodates with the
ordering of real activity patterns in 0.1× 50×49
2
= 122.5 more pairs of realizations.
Minimax activity shaping (MMASH). The second row of Figure 6.3 sum-
marizes the results for the three different evaluation schemes. We find that our
method (MMASH) consistently outperforms the alternatives. For the theoretical
objective, it is about 2× better than the second best, LP. Importantly, the differ-
ence between MMASH and LP is not trifling and the least active user carries out
2×10−4×60×24×30 = 4.3 more actions in average over a month. As one may have
expected, GRD and LP are the best among the heuristics. The poor performance of
MINMU, which is directly related to the objective of MMASH, may be because it
assigns the budget to a low active user, regardless of their influence. However, our
method, by cleverly distributing the budget to the users whom actions trigger many
other users’ actions (like those ones with low activity), it benefits from the budget
most. In terms of simulated objective and held-out data, the algorithms’ performance
become more similar.
Least-squares activity shaping (LSASH). The third row of Figure 6.3 summa-
rizes the results for the three different evaluation schemes. We find that our method
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(a) Theoretical objective (b) Simulated objective (c) Held-out data
Figure 6.3: Row 1: Capped activity maximization. Row 2: Minimax activity shaping.
Row 3: Least-squares activity shaping. * means statistical significant at level of 0.01
with paired t-test between our method and the second best
(LSASH) consistently outperforms the alternatives. Perhaps surprisingly, PROP, de-
spite its simplicity, seems to perform slightly better than LSGRD. This is may be
due to the way it allocates the budget to users, e.g., it does not aim to strictly fulfill
users’ target activity but benefit more users by assigning budget proportionally.
Scalability. The most computationally demanding part of the proposed algorithm
is the evaluation of matrix exponentials, which we scale up by utilizing techniques
from matrix algebra, such as GMRES and Al-Mohy methods. As a result, we are able
to run our methods in a reasonable amount of time on the 60K dataset, specifically, in
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comparison with a naive implementation of matrix exponential evaluations. Specif-
ically, The naive implementation of the algorithm requires computing the matrix
exponential once, and using it in (non-sparse huge) matrix-vector multiplications,
Tnaive = TΨ + kTprod. (6.17)
Here, TΨ is the time to compute Ψ(t), which itself comprised of three parts; matrix
exponential computation, matrix inversion and matrix multiplications. Tprod is the
time for multiplication between the large non-sparse matrix and a vector plus the
time to compute the inversion via solving linear systems of equation. Finally, k is the
number of gradient computations, or more generally, the number of iterations in any
gradient-based iterative optimization. The dominant factor in the naive approach is
the matrix exponential.
In contrast, the proposed framework benefits from the fact that the gradient de-
pends on Ψ(t) only through matrix-vector products. Thus, the running time of our
activity shaping framework will be written as
Tour = kTgrad, (6.18)
where Tgrad is the time to compute the gradient which itself comprises the time
required to solve a couple of linear systems of equations and the time to compute a
couple of exponential matrix-vector multiplication.
Figure 6.4 demonstrates Tour and Tnaive with respect to the number of users. For
better visualization we have provided two graphs for up to 10,000 and 50,000 users,
respectively. We set k equal to the number of users. Since the dominant factor
in the naive computation method is matrix exponential, the choice of k is not that
determinant. The time for computing matrix exponential is interpolated for more
than 7000 users; and the interpolated total time, Tnaive , is shown in red dashed
line. These experiments are done in a machine equipped with one 2.5 GHz AMD
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(a) 1000 users (b) 5000 users
Figure 6.4: Scalability of least-squares activity shaping.
Opteron Processor. This graph clearly shows the significance of designing an scalable
algorithm.
6.7 Summary
In this chapter, based on the modeling of exogenous and endogenous type of events
with multivariate Hawkes process, we derive an analytic solution for making inference
about the average instantaneous activity level of users over a given network at any
time t. Then, we specify a series of activity shaping formulations with efficient al-
gorithms seeking to incentivize users in different ways in order to effectively improve
their engagement. By running experiments on real datasets, we have shown that our
model can shape activities to certain desired level better than many sophisticated
heuristics. To capture the recurrent events induced from user activities, we have thus
far assumed a linear dependency over the history. In particular, the Hawkes process
assumes that the influences from past events to the occurrence of a newly triggered
event are linearly additive. Since the true evolutionary mechanisms are never known,
it will be much more flexible and powerful to learn a general nonlinear dependency
and incorporate the influences from other contextual information, which will be the
topics in the following chapters of advanced models.
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PART III ADVANCED PROCESSES
Occasionally, in addition to time, extra information might be associated with each
temporal event. Examples include the magnitude of an earthquake, the passenger
pick-up place of a taxi, the buying or selling action conducted on a stock, etc. Such
type of data usually exist in the form of covariates, and thus is often known as the
markers. Furthermore, for most user generated data, such as blogs and news articles,
the textual contents of these information are also accessible. As a consequence, in the
third part of the thesis, we demonstrate its extensibility to incorporate other type of
information in addition to time.
Accurate Modeling: we propose the recurrent marked temporal point process to
jointly model the timing and the marker of an event by learning a general nonlinear
dependency over the history based on recurrent neural networks. Moreover, we also
design the Dirichlet point process by building a previously unexplored connection
between Bayesian Nonparametrics and temporal point processes, which allows the
number of dimensions to grow in order to accommodate the increasing complexity of
online streaming data.
Efficient Learning: we develop an efficient stochastic gradient algorithm for learn-
ing the recurrent temporal point process. We also propose an online Bayesian up-
dating formulation for updating the model parameters of the Dirichlet point process
from document streams.
Scalable Inference: we propose an efficient online inference algorithm based on
particle filters which can scale up to millions of news articles with near constant
processing time per document and moderate memory consumption.
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CHAPTER VII
MODELING RECURRENT MARKED EVENTS
Marked temporal point processes and intensity functions are the mathematical frame-
work for modeling event data with covariates. However, typical point process models,
such as Hawkes processes [72], continuous-time Markov chains [81], autoregressive
conditional duration processes [49], often make strong assumptions about the gener-
ative processes of the event data, which may or may not reflect the reality, and the
assumptions of specifically fixed parametric forms have also restricted the expressive
power of the respective processes. Can we obtain a more expressive model of marked
temporal point processes? How can we learn such a model from massive data?
We propose the Recurrent Marked Temporal Point Process (RMTPP), which is an
important extension of our framework to jointly model the event timings and markers
in this chapter. The key idea of our approach is to view the intensity function of a
temporal point process as a general nonlinear function of the history, and parame-
terize the function with a recurrent neural network. We develop an efficient learning
framework which can readily scale up to millions of events. Using both synthetic and
real world datasets, we show that, in the case where the true models are parametric
models, RMTPP can learn the dynamics of such models without the need to know
the actual parametric forms; and in the case where the true models are unknown,
RMTPP can also learn the dynamics and achieve better predictive performance than
other parametric alternatives based on various prior assumptions.
7.1 Introduction
Event data with marker information can be produced from social activities, to finan-





What’s next ? 
Figure 7.1: A user has visited Costco at 9:00AM, refilled the gas in QT at 10:30AM,
and then had lunch in MacDonald at 11:05AM. Given the trace of these past locations
and time, can we predict what the next stop will be and when it will happen in the
future?
about what type of event is happening between which entities by when and where.
For instance, people might visit various places at different moments of a day. Profes-
sional trading systems buy and sell large amounts of stocks within short-time frames.
Patients regularly go to the clinic with a longitudinal data of diagnoses about their
concerned diseases.
Although the aforementioned situations may come from a broad range of do-
mains, we are interested in a commonly encountered question: based on the observed
sequence of events, can we predict what kind of event will take place at what time in
the future? Accurately predicting the type and the timing of the next event will have
many interesting applications. For mainstream personal assistants, shown in Fig-
ure 7.1, since people tend to visit different places depending on the temporal/spatial
contexts, successfully predicting their next destinations at the most likely time will
make such services more relevant and usable. In stock market, accurately forecasting
when to sell or buy a particular stock means critical business success. For modern
health-care, patients may have several diseases that have complicated dependencies
on each other. Accurately estimating when a clinical event might occur can effectively
facilitate patient-specific care and prevention to reduce the potential future risks.
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Existing studies in literature attempt to approach this problem mainly in two
ways: first, classic varying-order Markov models [18] formulate the problem as a
discrete-time sequence prediction task. Based on the observed sequence of states,
they can predict the most likely state the process will evolve into on the next step.
As a result, one limit of the family of classic Markov models is that it assumes the
process proceeds by unit time-steps, so it cannot capture the heterogeneity of the
time to predict the timing of the next event in the future. Furthermore, when the
number of states is large, Markov model usually cannot capture long dependency
on the history since the overall state-space will grow exponentially. Semi-Markov
model [81] can model the continuous time-interval between two successive states to
some extent by assuming the intervals have very simple distributions. It has the same
state-space explosion issue when the order grows.
Second, marked temporal point processes and intensity functions are a more gen-
eral mathematical framework for modeling such event data. For example, in seismol-
ogy, marked temporal point processes have originally been widely used for modeling
earthquakes and aftershocks [72, 71, 73, 125]. Each earthquake can be represented as a
point in the temporal-spatial space, and seismologists have proposed different formula-
tions to capture the randomness of these events. In the financial area, temporal point
processes are active research topics of econometrics, which often leads to many simple
interpretations of the complex dynamics of modern electronic markets [10, 11, 12].
However, typical point process models, such as Hawkes processes [72], continuous
Markov chains [81], autoregressive conditional duration processes [49, 161, 50], are
making specific assumptions about the functional forms of the generative processes,
which may or may not reflect the reality, and thus the respective fixed simple para-
metric representations may restrict the expressive power of these models.
Therefore, we propose a novel marked temporal point process which is able to
capture a flexible nonlinear dependency structure inherent in general time-series data
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Table 7.1: Table of symbols
Symbol Description
ti Occurrence time of the i-th event
di Inter-event duration di = ti − ti−1
yi Marker of the i-th event
S i The i-th sequence of events
Htn History comprising the past events {(t1, y1), . . . , (tn−1, yn−1)}
f(ti, yi|Hti) Joint density of time and marker conditioned on the history
N(t) Number of events up to time t
hj Hidden state representing the past influence up to the j-th event
ybj One-hot representation for marker yj
yj Embedded representation for marker yj
tj Temporal features extracted from tj
Wem Weight matrix for the marker in the input layer
bem Bias term for the marker in the input layer
W y, W t, W h Weight matrix for the marker, the time and the previous hidden
state in the hidden layer
bh Bias term in the hidden layer
V y, vt Weight matrix and vector for the marker and the time in the output
layer
by, bt Bias terms for the marker and the time in the output layer
without requiring any prior knowledge and assumption about the specific form of
the hidden temporal dynamics. The rest of this chapter is organized as follows: in
Section 7.2 we briefly review some commonly used temporal point processes and point
out their respective major limits. In Section 7.3, we present our proposed Recurrent
Marked Temporal Point Process to jointly model the timing and marker information.
We report extensive experimental evaluations in Section 7.4, and conclude the chapter
in Section 7.5.
7.2 Marked Temporal Point Process
Marked temporal point process is a powerful mathematical tool to model the latent
mechanisms governing the observed random point patterns along time. Since the
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occurrence of an event may be triggered by what happened in the past, we can
essentially specify models for the timing of the next event given what we have already
known so far. More formally, a marked temporal point process is a random process
of which the realization consists of a list of discrete events localized in time, {tj, yj},
with the timing tj ∈ R+, the marker yj ∈ Y and j ∈ Z+ . Let the history Ht be
the list of event time and marker pairs {(t1, y1), . . . , (tn, yn)} up to the time t. The
length dj+1 = tj+1 − tj of the time interval between neighboring successive events tj
and tj+1 is referred to as the inter-event duration.
Given the history of past events, we can explicitly specify the conditional density
function that the next event will happen at time t with type y as f ∗(t, y) = f(t, y|Ht)
where f ∗(t, y) emphasizes that this density is conditional on the history. By applying












f ∗(tj, yj) (7.1)
One can design many forms for f ∗(tj, yj). However, in practice, people typically
choose very simple factorized formulations like f(tj, yj|Ht) = f(yj)f(tj| . . . , tj−2, tj−1).
One can think of f(yj) as a multinomial distribution when yj can only take finite
number of values. f ∗(tj) := f(tj| . . . , tj−2, tj−1) denotes the conditional density of the
event occurring at the time tj given the sequence of past events.
7.2.1 Parametrizations
The temporal information in a marked point process can be well captured by a typical
temporal point process as usual. We can see from previous chapters that particular
functional forms of the conditional intensity function λ∗(t) are often designed to
capture the phenomena of interests. In the following, we review a few representative
examples of temporal point processes where the conditional intensity has specific
parametric forms.
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Poisson process [88]. The homogeneous Poisson process is the simplest point
process. The inter-event times are independent and identically distributed random
variables conforming to the exponential distribution. The conditional intensity func-
tion is assumed to be independent of the history Ht and keeps constant over time,
i.e., λ∗(t) = λ0 > 0. For a more general inhomogeneous Poisson process, the intensity
is also assumed to be independent of the history Ht, but it can be a function varying
over time, i.e., λ∗(t) = g(t) > 0.
Hawkes process [72]. A Hawkes process captures the mutual excitation phenom-
ena among events with the conditional intensity being defined as




where γ(t, tj) > 0 is the triggering kernel modeling the contribution from the past
event at tj to the occurrence of a new event at time t, γ0 > 0 is a baseline intensity
independent of the history, and the summation of kernel terms is history dependent
and a stochastic process by itself. The kernel function can be chosen in advance, e.g.,
γ(t, tj) = exp(− |t− tj|) or γ(t, tj) = I[t > tj], or directly learned from data.
A distinctive feature of the Hawkes process is that the occurrence of each historical
event increases the intensity by a certain amount. Since the intensity function depends
on the history up to time t, the Hawkes process is essentially a conditional Poisson
process (or doubly stochastic Poisson process [87]) in the sense that conditioned on
the history Ht, the Hawkes process is a Poisson process formed by the superposition
of a background homogeneous Poisson process with the intensity γ0 and a set of
inhomogeneous Poisson processes with the intensity γ(t, tj). However, because the
events in a past interval can affect the occurrence of the events in later intervals, the
Hawkes process in general is more expressive than a Poisson process.
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Self-correcting process [79]. In contrast to the Hawkes process, the self-correcting










where µ > 0, α > 0. The intuition is that while the intensity increases steadily, every
time when a new event appears, it is decreased by multiplying a constant e−α < 1,
so the chance of new points decreases after an event has occurred recently.
Autoregressive Conditional Duration process [49]. An alternative way of con-
ditional intensity parametrization is to capture the dependency between inter-event
timings di = ti − ti−1. The expectation for di is given by ψi = E(di| . . . , di−2, di−1).
The simplest form assumes that di = ψiεi where εi is independently and identically
distributed exponential variables with expectation one. As a consequence, the condi-
tional intensity has the following form:
λ∗(t) = ψ−1N(t), (7.4)
where ψi = γ0 +
∑m
j=0 αjdi−j to capture the influences from the most recent m dura-
tions, and N(t) is the total number of events up to t.
7.2.2 Major Limitations
Curse of Model Misspecification. All these different parameterizations of the
conditional intensity function seek to capture certain forms of dependency on the
history in different ways: Poisson process makes the assumption that the duration
is stationary; Hawkes process assumes that the influences from past events are lin-
early additive towards the current event; Self-correcting process specifies a non-linear
dependency over these past events; and autoregressive conditional duration model
imposes a linear structure between successive inter-event durations. These different
123
parameterizations encode our prior knowledge about the latent dynamics we try to
model. In practice, however, the true model is never known. Thus, we have to try
different specifications for λ∗(t) to tune the predictive performance and most often
we can expect to suffer from certain errors caused by the model misspecification.
Marker Generation. Furthermore, it is quite often that we have additional in-
formation (or covariates) associated with each event like the markers. For instance,
the marker of a NYC taxi can be the neighborhood-name of the place when it picks
up (or drops off) passengers; the marker of each financial transaction can be the ac-
tion of buying (or selling); and the marker of a clinical event can be the diagnosis
of the major disease. Classic temporal point processes can be extended to capture
the marker information mainly in the following two ways: first, the marker is directly
incorporated into the intensity function; second, each marker can be regarded as an
independent dimension to have a multi-dimensional temporal point process. In terms
of the former approach, we still need to specify a proper form for the conditional
intensity function. Moreover, due to the extra complexity of the function induced by
the markers, people normally make strong assumptions that the marker is indepen-
dent on the history [134], which greatly reduces the flexibility of the model. With
respect to the latter method, it is very common to have large number of markers,
which results in a sparsity problem associated with each dimension where only very
few events can happen.
7.3 Recurrent Marked Temporal Point Process
Each parametric form of the conditional intensity function determines the temporal
characteristics of a family of point processes. However, it will be hard to correctly
decide which form to use without any sufficient prior knowledge in order to take
into account both the marker and the timing information. To tackle this challenge,
in this section, we propose a unified model capable of modeling a general nonlinear
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time
dj+1 = tj+1   tj
(tj+1, yj+1)
hidden hj+1
f⇤(tj+1) = f(dj+1|hj)(tj , yj)
hidden hjhj 1
  log f⇤(tj+1)  log P (yj+1|hj)   log P (yj+2|hj+1)   log f⇤(tj+2)
Figure 7.2: Illustration of Recurrent Marked Temporal Point Process. For each event
with the timing tj and the marker yj, we treat the pair (tj, yj) as the input to a
recurrent neural network unrolled to the j-th step where the hidden state hj up to
the time tj learns a general representation of a nonlinear dependency over both the
timing and the marker information from past events. Note that the solid diamond
and the circle indicates two events of different types yj 6= yj+1.
dependency over the history of both the event timing and the marker information.
7.3.1 Model Formulation
By carefully investigating the various forms of the conditional intensity function 7.2,
7.3, and 7.4, we can observe that they are inherently different representations and
realizations of various kinds of dependency structures over the past events. Inspired
by this critical insight, we seek to learn a general representation to universally ap-
proximate the unknown dependency structure over the history.
Recurrent Neural Network (RNN) is a feedforward neural network structure where
additional edges, referred to as the recurrent edges, are added such that the outputs
from the hidden units at the current time step are fed into them again as the future
inputs at the next time step. As a consequence, the same feedforward neural network
structure is replicated at each time step, and the recurrent edges connect the hidden
units of the networks at adjacent time steps together along time, that is, the hidden
nodes with recurrent edges not only receive the input from the current data sample
but also from the hidden units in the last time step. This feedback mechanism creates
an internal state of the network to memorize the influence of each past data sample.
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In theory, finite-sized recurrent neural networks with sigmoidal activation units can
simulate a universal Turing machine [147], which is able to perform an extremely rich
family of computations. In practice, RNN has been shown to be a powerful tool for
general purpose sequence modeling. For instance, in Natural Language Processing,
recurrent neural network has state-of-the-arts predictive performance for sequence-to-
sequence translations [77], image captioning [163], handwriting recognition [62] and
even executing programs [174].
Our key idea is to let the RNN (or its modern variant LSTM [75], GRU [31], etc.)
model the nonlinear dependency over both of the markers and the timings from past
events. As shown in Figure 7.2, for the event occurring at the time tj of type yj, the
pair (tj, yj) is fed as the input into a recurrent neural network unfolded up to the
j-th event. The hidden state hj−1 represents the memory of the influence from the
timings and the markers of past events. The neural network updates hj−1 to hj by
taking into account the effect of the current event (tj, yj). Since now hj represents
the influence of the history up to the j-th event, the conditional density for the next
event timing can be naturally represented as
f ∗(tj+1) = f(tj+1|Ht) = f(tj+1|hj) = f(dj+1|hj), (7.5)
where dj+1 = tj+1 − tj. As a consequence, we can depend on hj to make predictions
to the timing t̂j+1 and the type ŷj+1 of the next event.
The advantage of this formulation is that by the elegant relation 2.7, we are now
able to capture a general form of the conditional intensity function λ∗(t) without the
need of specifying a fixed parametric specification for the dependency structure over
the history. Figure 7.3 presents the overall architect of the proposed RMTPP. Given






, we design an RNN which computes a sequence
of hidden units {hj} by iterating the following components.
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Timing tj Marker yj
  log f⇤(tj+1)
hidden hj
  log P (yj+1|hj)
















, at the j-th event, the marker yj, represented by the one-
hot encoding, is first embedded into a latent space. Then, the embedded vector
and the temporal features extracted from the current time tj is fed into the recurrent
layer. The recurrent layer learns a hidden representation that summaries the nonlinear
dependency over the previous events. Based on the learned representation hj, it
outputs the prediction for the next marker ŷj+1 and timing t̂j+1 to calculate the
respective loss functions.
Input Layer. At the j-th event, the input layer first projects the sparse one-hot
vector representation of the marker yj into a latent space. We add an embedding layer
with the weight matrix Wem to achieve a more compact and efficient representation
yj = W
>
emyj + bem, where bem is the bias. We learn Wem and bem while we train the
network. In addition, for the timing input tj, we can extract the associated temporal
features tj, such as the inter-event time dj = tj − tj−1.
Hidden Layer. We update the hidden vector after receiving the current input and









Output Layer. Given the learned representation hj, we model the marker gener-
ation as a multinomial distribution by
P (yj+1 = k|hj) =
exp
(










where K is the number of markers and V yk,: is the k-th row of matrix V
y.
Based on hj, we can now formulate the conditional intensity function by:
λ∗(t) = exp
 vt> · hj︸ ︷︷ ︸
history influence





where vt is a column vector, and wt, bt are scalars.
Model Justification in steps:
• The first term vt>·hj represents the accumulative influence from the marker and
the timing information of the past events. Compared to the fixed parametric
formulations of (7.2), (7.3), and (7.4) for the past influence, we now have a
highly non-linear general specification of the dependency over the history.
• The second term emphasizes the influence of the current event j.
• The last term gives a base intensity level for the occurrence of the next event.
• The exponential function outside acts as a non-linear transformation and guar-
antees that the intensity is positive.
In consequence, we formally define the Recurrent Marked Temporal Point Process as
the following.
Definition 7.1 Recurrent Marked Temporal Point Process is a marked temporal point




> · hj + wt(t− tj) + bt
)
where tj < t, hj is the hidden state of a recurrent neural network at the j-th event
and bt is the base intensity.
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By invoking the elegant relation between the conditional intensity function and
the conditional density function in (2.7), we can derive the likelihood that the next
event will occur at time t by


















> · hj + wt(t− tj) + bt)
}
(7.9)




t · f ∗(t)dt. (7.10)
In general, the integration in (7.10) does not have analytic solutions, so we can apply
commonly used numerical integration techniques [130] for one-dimensional functions
to compute (7.10) instead.
Based on the hidden states of RNN, we are able to learn a unified representation
of the dependency over the history. As a consequence, the direct formulation (7.8)
of the conditional intensity function λ∗(tj+1) captures both of the information from
past event timings and event markers. On the other hand, since the prediction for the
marker also depends nonlinearly on the past timing information, this may improve the
performance of the classification task as well when both of these two information are
correlated with each other. In fact, experiments on synthetic and real world datasets
in the following experimental section do verify this mutual boosting claim.
7.3.2 Parameters Learning








, we can learn the















Timing tj Marker yj
  log f⇤(tj+1)  log P (yj+1|hj)










  log P (yj+2|hj)   log f⇤(tj+2)
W h W hhj 1
Timing tj+1 Marker yj+1
vt vt
Figure 7.4: Illustration of training Recurrent Marked Temporal Point Process using
Back Propagation Through Time (BPTT). Here we show an example of b = 2-step
unrolling along time. The bias parameters are included in each layer by default
without being shown here.
In order to utilize the sequential dependency information, we exploit the Back Prop-
agation Through Time (BPTT) for training RMTPP. Given the size of BPTT as b,
we can unroll our model in Figure 7.3 by b steps, as shown in Figure 7.4.
In each training iteration, we take b consecutive samples {(tik, yik)j+bk=j} from a single
sequence, apply the feed-forward operation through the network, and update the
parameters with respect to the loss function. After we unroll the model for b times
along time, all the parameters are shared across these copies, and will be updated in
a concurrent way described below.
We use the chain rule to derive the partial derivatives with respect to each param-
eter shown in Figure 7.4. Let zy = max {V yhj + by, 0} and zt = vt>hj + bt. ey is the
K-dimensional column vector whereK = |Y| is the number of markers in total. Given
the next marker yj+1 = k in a sequence, we define the k-th component eyk = ∂`/∂z
y
k
and eyi = 0 for all the other components i 6= k. Similarly, we define et = ∂`/∂zt. Both
ey and et can be treated as the ‘error’ with respect to the supervised information of
the next event.
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Then, we can propagate back these errors to the recurrent layers as below:
∂`
∂hj


































































































◦ I {hj > 0}
)
, (7.12)
where ◦ is the element-wise operation, ey,i is the vector ey calculated from the i-th
event, and ybi is the one-hot representation for the i-th marker yi in a sequence. For
the case when mini-batch applies, we could simply average the derivatives achieved
in each training sequence to reduce the variance of the gradient. The update rule for
more complicated recurrent units, like LSTM [75] and GRU [31], can also be derived
in similar way.
7.3.3 Efficient Implementation
In our algorithm framework, we need both sparse-format features (the marker yj)
and dense-format features (the time feature tj) at time tj. Meanwhile, the output
is also mixed of discrete-value markers and real-value timings, which is further fed
into different loss functions including the cross-entropy of the next marker prediction
and the negative log-likelihood of the next event timing. As a result, we build an
efficient and flexible platform particularly optimized for training general directed
acyclic structured computational graph (DAG). The backend is supported via CUDA
and MKL for GPU and CPU platform, respectively. Regarding the optimization
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method, we simply used stochastic gradient descent (SGD) with mini-batch. We have
utilized several techniques in training neural networks, including momentum [154] and
regularizations. We have also tried the batch normalization [78], but since the network
is not deep here, it does not contribute too much to our task.
7.4 Experiments
We evaluate our proposed Recurrent Marked Temporal Point Process in large-scale
synthetic and real world data. We compare it to several discrete-time and continuous-
time series models showing that our model is more robust to model misspecifications
than these alternatives.
7.4.1 Baselines
To demonstrate the predictive performance of forecasting markers, we compare with
the following discrete-time models:
• Majority Prediction. This is also known as the 0-orderMarkov Chain (MC-
0), where at each time step, we always predict the most popular marker regard-
less of the history. Most often, predicting the most popular type is a strong
heuristic.
• Markov Chain. We compare with Markov models with varying orders from
one to three, denoted as MC-1, MC-2, and MC-3, respectively.
To show the effectiveness of predicting time, we compare with the following
continuous-time models:
• ACD. We fit a second-order autoregressive conditional duration process with
the intensity function given in 7.4.
• Homogeneous Poisson Process. The intensity function is a constant, of
which the inverse is equal to the average inter-event gaps.
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• Hawkes Process. We fit a self-excitation Hawkes process with the intensity





, t > t′.
• Self-correcting Process. We fit a self-correcting process with the intensity
function given in 7.3.
Finally, we compare with the Continuous-Time Markov Chain (CTMC) model,
which learns continuous transition rates between two states (or markers). This model
predicts the next state with the earliest transition time, so it can predict both the
marker and the timing for the next event jointly.
7.4.2 Synthetic Data
To show the robustness of RMTPP, we propose the following generative processes:
Autoregressive Conditional Duration. The conditional density function for the
next duration dn = tn− tn−1 conforms to an exponential distribution with the expec-
tation determined by the past m subsequent durations in the following form, which
is denoted as ACD.








where µ0 is the base duration to generate the first event starting from zero, d1 ∼
(µ0)
−1 exp(−d1/µ0). We set m = 2, µ0 = 0.5 and γ = 0.25.









where λ0 = 0.2, α = 0.8 and σ = 1.0. The Hawkes process
is used to produce the self-excitation phenomena where recent events will trigger
more events in the near future to produce clustered point patterns.
Self-Correcting Process. The conditional intensity function is given by λ(t) =
exp
(




Figure 7.5: The next event type and timing variable pair (tn+1, yn+1) depends on the
past two pairs (tn, yn) and (tn−1, yn−1). Orange and blue lines denote the first-order
and the second-order dependency, respectively.
the self-inhibiting phenomena where the occurrences of recent events will reduce the
chance of new events in the near future to produce regular point patterns.
State-Space Continuous-Time Model. To model the influence from both mark-
ers and time, we further propose the State-Time Mixture model shown in Figure 7.5
with the following steps:
1. For each time tn−1, we take the mod of tn−1 by a period of P = 24. If the
residual is greater than 12, the process is defined to be in the time state rn−1 = 0;
otherwise, it is in the time state rn−1 = 1.
2. Based on the combination of both the time state {rn−j}mj=1 and the marker state
{yn−j}mj=1 of the previous m events, the process will have the marker k for the
next step in the probability P (yn = k| {yn−j}mj=1 , {rn−j}
m
j=1).
3. Similarly, based on the combination of {yn−j}mj=1 and {rn−j}
m
j=1 from the previ-
ous m events, the duration dn = tn − tn−1 has a Poisson distribution with the
expectation determined by {rn−j}mj=1 and {yn−j}
m
j=1 jointly. Here, we use the
Poisson distribution to mimic the elapsed time units (e.g., hours, minutes).
In our experiments, without loss of generality, we set the total number of markers to
two, m = 3 and randomly initialize the transition probabilities between states.
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Figure 7.6: Inter-event time predictions on the testing time-series data produced
from different processes. Left column is the predicted inter-event time. Blue curve
is the optimal estimator which knows the true functional form for the conditional
density function with the true parameters and predict the inter-event time with the
expectation. Red curve is the prediction given by RMTPP without any prior knowl-
edge about each specific form instead. Middle column shows the learned intensity
functions vs. the respective true ones. Right column gives the overall testing RMSE
of predicting the timings from different processes.
135
Experimental Results. Figure 7.6 presents the predictive performance of RMTPP
fitted to different types of time-series data. In each case of Figure 7.6, we simulate
1,000,000 events, use 90% for training and the rest 10% for testing. We first compare
the predictive performance of our model with the optimal estimator in the left column
of Figure 7.6. The optimal estimator is given the true functional form of the depen-
dency structure on the past events and the respective model parameters. We treat
the expectation of the time interval between the current and the next event as our
estimation. In the left column of Figure 7.6, grey curves are the observed inter-event
durations from 100 successive events in the testing data. Blue curves are the re-
spective expectations given by the optimal estimator. Red curves are the predictions
from our RMTPP model. We can observe that even though RMTPP has no prior
knowledge about the true functional form of each process, its predictive performance
is almost consistent with the respective optimal estimator.
The middle column of Figure 7.6 compares the learned conditional intensity func-
tions (red curves) with the true ones (blue curves). It clearly demonstrates that
RMTPP is able to adaptively and accurately capture the unknown heterogeneous
temporal dynamics of different time-series data. In particular, because the order of
dependency over the history is fixed, RMTPP almost exactly learns the conditional
intensity function of the autoregressive conditional duration (ACD) process with com-
parable BPTT steps expanded in time. The Hawkes and the self-correcting processes
are more challenging in that the conditional intensity function depends on the whole
history. Because the events are far from being uniformly distributed, the influence
from individual past event to the occurrence of new future events can vary widely.
From this perspective, these processes essentially have random varying order depen-
dency on the history compared to the fixed order dependency of ACD. However, we
can observe that with properly chosen BPTT steps, RMTPP can accurately capture
the general shape and each single change time point of the true intensity function.
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(c) Marker Prediction Error

































(b) Marker Prediction Error
Figure 7.8: Predictive performance comparison with RNN which is trained for pre-
dicting the next timing only in (a), and for predicting the next marker only in (b).
Especially for the Hawkes process, the abruptly increased intensity from time index
60 to 100 results in 40 events in a very tiny time interval, which can be seen in the
second panel of the left column of Figure 7.6 where the respective inter-event time
is almost close to zero. But still, the predictions of RMTPP can capture the trend
of the true data. The right column of Figure 7.6 reports the overall RMSE of dif-
ferent processes between the predictions and the true testing data. We can observe
that RMTPP has very strong competitive performance and better robustness against
model misspecification to capture the heterogeneity of the latent temporal dynamics
of different time-series data compared to other parametric alternatives.
In addition to time, the state-space continuous-time model also includes the
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marker information. Figure 7.7 compares the error rates of different processes in
predicting both timings and markers. Compared to the other alternatives, the per-
formance of RMTPP for predicting both the timing and the marker for the future
event is again consistent with that of the optimal estimator without knowing any
prior knowledge about the true functional form of the underlying generative process.
Finally, since the marker and the timing of future events depend on the past
marker and timing information jointly, we would like to further investigate whether
learning a unified representation of the joint information can improve the prediction
of each task (label and timing) individually. As a consequence, we train an RNN by
only using the temporal and the marker information, respectively. Figure 7.8 gives
the comparison results between RMTPP and RNN where in panel (a), RNN has
the 4.3522 RMSE while RMTPP achieves a 2.7395 RMSE, and in panel (b), RNN
reports 39.59% classification error while RMTPP reaches to the 27.16% level. Clearly,
both cases together verify that jointly model the information from both markers and
timings can boost the prediction performance for future events.
7.4.3 Real Data
We evaluate the predictive performance of RMTPP on real world datasets from a
diverse range of domains described below.
New York City Taxi Dataset. The NYC taxi dataset1 contains ∼173 million
trip records of individual Taxi for consecutive 12 months in 2013. The location
information is available in the form of latitude/longitude coordinates. Each record
also contains the temporal information of pick-up (drop-off) passengers associated
with every trip. We have used NYC Neighborhood Names GIS dataset2 to map the




is not directly available in the GIS dataset, we use geodesic distance to map them to
the nearest neighborhood name. With this process we obtained 299 unique locations
as our markers. Then the dataset was distilled to produce temporal sequences of
events associated with each taxi. An event in this case is a pickup record for a taxi.
Further, we have divided each single sequence of a taxi into multiple fine-grained
subsequences associated with the same taxi with roughly regular point patterns so
that no two consecutive events within a subsequence can have a huge gap more than
12 hours. We obtained 670,753 sequences in total out of which 536,603 were used for
training and 134,150 were used for testing purpose. The minimum sequence length
(no. of events in a sequence) is 20 and the maximum is 12,568 with an average length
of 245. Prediction task was performed for both location and time of the next pickup
event. Figure 7.9 gives sample sequences of pickup events for 10 taxis. All the points
(pickup locations) with the same color belong to the same taxi. It can be seen that
taxi 1 picks up passengers only from Astoria and Bedford-Stuyvesant neighborhoods.
Similarly, taxi 2 picks up passengers only between Bushwick and Cobble Hill while
taxi 9 and 10 have varying pickup locations around Manhattan and Midtown area.
Financial Transaction Dataset. We have collected a raw limited order book data
from NYSE of the high-frequency transactions for a stock in one day. It contains 0.7
million transaction records, each of which records the time (in millisecond) and the
possible action (B = buy, S = sell). We treat the type of actions as markers. The
input data is a single long sequence with 624,149 events for training and 69,350 events
for testing. The task is to predict which action will be taken next at what time.
Electrical Medical Records. MIMIC II medical dataset is a collection of de-
identified clinical visit records of Intensive Care Unit patients for seven years. We
have filtered out 650 patients and 204 diseases. Each event records the time when a













Figure 7.9: Sample sequences of pickup events in New York City Taxi Data.
at a single visit, one of which is assigned as the primary diagnosis. We have used the
sequences of 585 patients to train, and the rest for test. The goal is to predict which
major disease will happen to a given patient at what time in the future.
Stack OverFlow Dataset. Stack Overflow is a well-known question-answering
website about programming3. It exploits badges and reputation as incentives to
encourage user engagement and guide behaviors [61]. It makes all the data about its
website available periodically for download4. Since the inception of the website in
2008 till 2014-9-15, Stack Overflow has awarded ∼10 million badges to ∼1.7 million
users. There are 81 types of badges non-topical (i.e., non-tag affiliated) badges which
can be awarded either only once (e.g. Altruist, Inquisitive, etc.) or multiple times
(e.g. Stellar Question, Guru, Great Answer, etc.) to a user. We ignore the badges
which can be awarded only once. The badges which can be given to users multiple




users on the site (e.g., after a fixed number of votes on a question or an answer). We
first select users who have earned at least 40 badges between 2012-01-01 and 2014-
01-01 and then those badges which have been awarded at least 100 times to the users
selected in the first step. We have removed such users who have been instantaneously
awarded multiple badges due to technical issues on Stack Overflow servers. In the
end, we have ∼6 thousand users with a total of ∼480 thousand events where each
badge is treated as a marker.
Experimental Results. We compare and report the predictive performance of
different models on the testing data of each dataset in Figure 7.10. The hyper-
parameters of RMTPP across all these datasets are tuned as following: learning rate
in {0.1, 0.01, 0.001}; hidden layer size in {64, 128, 256, 512, 1024}; momentum = 0.9
and L2 penalty = 0.001; and batch-size in {16, 32, 64}.
Figure 7.10 compares the predictive performance of forecasting markers and tim-
ings for the next event of different processes across the four real datasets. RMTPP
outperforms the other alternatives with lower errors for predicting both timings and
markers. Because the MIMIC-II dataset has many short sequences and is the small-
est out of the four datasets, increasing the order of Markov chain will decrease its
classification performance, and the Hawkes process also slightly performs better in
predicting to the timings.
We also compare RMTPP with RNN trained only with the marker and with the
timing information separately in Figure 7.11. We can observe that RMTPP trained
by incorporating both the past marker and timing information performs consistently
better than RNN trained with either one source of the information alone, which fur-
ther verifies in practice that the joint marker and timing information does help to
boost the prediction performance. Finally, Figure 7.12 further shows the empirical
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Figure 7.10: Performance evaluation for predicting both marker and timing of the
next event. The left column presents the classification error of predicting markers,
and the right column gives the RMSE of predicting the timings.
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Figure 7.11: Predictive performance comparison with RNN which are trained only
using the markers in the left column and only using the temporal information in the
right column.
143
































(a) Stack Overflow (b) Financial Transaction
Figure 7.12: Empirical distribution for the inter-event times. The x-axis is in log-
scale.
distribution for the inter-event times on the Stack Overflow and the financial trans-
action data. Compared to the other temporal processes of fixed parametric forms,
even though the real datasets might have quite different characteristics, our Recur-
rent Marked Temporal Point Process is still able to to produce better performance
for both tasks in general.
7.5 Summary
In this chapter, we present the Recurrent Marked Temporal Point Process. Essen-
tially, RMTPP builds a connection between recurrent neural networks and point
processes. The recurrent neural network can have different architects, including the
classic RNN and modern LSTM, GRU, etc. Besides, in addition to the inter-event
temporal features, our model can be generalized to incorporate other contextual in-
formation. For instance, given a collection of sequences, each of which corresponds to
the activity trace of a single user, in addition to training a global model, we can also
take the extra user-profile features into account for personalization. Furthermore,
based on the structural information of social networks, our model can be generalized
such that the prediction of one user sequence not only depends on her own history
but also depends on the other nodes’ history to capture their interactions.
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To conclude, RMTPP captures time-series data which have inherent general non-
linear dependence over the history. It inherits the advantages from both the recurrent
neural networks and the temporal point processes to predict both the marker and the
timing for the next event without any prior knowledge about the hidden functional
forms of the latent temporal dynamics. Experiments on both synthetic and real
world datasets demonstrate that RMTPP is robust to model mis-specifications and
has consistently better performance compared to the other alternatives.
In addition to markers, for many user-generated data, like tweets, documents,
news articles, etc., rich content information is also an important source for us to
organize and extract meaningful insights and knowledge about the subjects being
reported and studied. In the next chapter, we will illustrate the flexibility of our
framework in combining the temporal information with other type of data so as to
extract more comprehensive knowledge than using any of them alone.
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CHAPTER VIII
COMBING TEMPORAL AND TEXTUAL DATA
Real-world data tend to have clustering structures which arise not only because of
the similarity in content but also due to the closeness in time. Clusters in document
streams, such as online news articles, can be induced by their textual contents, as well
as by the temporal dynamics of their arriving patterns. Can we leverage both sources
of information to obtain a better clustering of the documents, and distill information
that is not possible to extract using contents only?
In this chapter, we propose a novel random process, referred to as the Dirichlet
Point Process (DPP), to take into account both information in a unified model. A
distinctive feature of the proposed model is that the preferential attachment of items
to clusters according to cluster sizes, originally presented in Dirichlet processes, is now
driven by the intensities of cluster-wise temporal point processes. This new process
establishes a previously unexplored connection between Bayesian Nonparametrics and
temporal point processes, which makes the number of clusters (dimensions) grow to
accommodate the increasing complexity of online streaming contents, and at the
same time, adapts to the ever changing dynamics of the respective continuous arrival
timings. We have conducted large-scale experiments on both synthetic and real world
news articles, and show that Dirichlet point processes can recover both meaningful
topics and temporal dynamics, which leads to better predictive performance in terms
of the arrival time of future documents.
8.1 Introduction
Online news articles, blogs and tweets tend to form clusters around real life events and
stories on certain topics [3, 4, 37, 153, 21, 165]. Such data are generated by myriads
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of online media sites in real-time and in large volumes. It is a critically important
task to effectively organize these articles according to their contents such that online
users can quickly sift and digest them.
Besides textual information, temporal information also provides very good clues
on the clustering of online document streams. For instance, weather reports, forecasts
and warnings of the blizzard in New York city this year appeared online even before
the snowstorm actually started1. As the blizzard conditions gradually intensified,
more subsequent blogs, posts and tweets were triggered around this event in various
online social media. Such self-excitation phenomenon often leads to many closely
related articles within a short period of time. Later, after the influence of the event
past its peak, e.g., the blizzard eventually stopped, public attention gradually turned
to other events, and the following articles on the blizzard faded out eventually.
Furthermore, depending on the nature of real life events, relevant news articles
can exhibit very different temporal dynamics. For instance, articles on emergency or
incidents may rise and fall quickly, while some other stories, gossips and rumors may
have a far reaching influence, e.g., related posts about a Hollywood blockbuster can
continue to appear as more details and trailers are revealed. As a consequence, the
clustering of document streams can be improved by taking into account the underlying
heterogeneous temporal dynamics. Distinctive temporal dynamics will also help us
to disambiguate different clusters of similar topics emerging closely in time, to track
their popularity and to predict the future trends.
Such problem of modeling time-dependent topic-clusters has been attempted by [3,
4], where the Recurrent Chinese Restaurant Process(RCRP) [6] has been proposed to
model each topic-cluster of a news stream. However, one of the main deficiencies of




stream into unit episodes. Although this was ameliorated in the DD-CRP model [22]
simply by defining a continuous weighting function, it does not address the issue that
the actual counts of events are nonuniform over time. Artificially discretizing the
time line into bins introduces additional tuning parameters, which are not easy to
choose optimally. Therefore, in this chapter, we propose a novel random process,
referred to as the Dirichlet Point Process (DPP), to take into account both sources
of information to cluster continuous-time document streams.
The rest of this chapter is then organized as follows: Section 8.2 reviews some
basic concepts from Bayesian Nonparametrics. In Section 8.3 we present our proposed
Dirichlet Point process. In Section 8.4 we apply the Dirichlet point process to model
document streams. In Section 8.5 we develop an efficient online inference algorithm
which can scale up to millions of news articles with near constant processing time per
document and moderate memory consumption. In Section 8.6, we conduct large-scale
experiments on both synthetic and real-world datasets to evaluate the performance
of DPP. Finally, we summarize the major contributions in Section 8.7.
8.2 Bayesian Nonparametrics
The Dirichlet Process (DP) [8] is one of the most basic Bayesian nonparametric
processes, parameterized by a concentration parameter α > 0 and a base distribution
G0(θ) over a given space θ ∈ Θ. A sample G ∼ DP (α,G0) drawn from a DP is a
discrete distribution by itself, even the base distribution is continuous. Furthermore,
the expected value of G is the base distribution, and the concentration parameter
controls the level of discretization in G: in the limit of α → 0, a sampled G is
concentrated on a single value, while in the limit of α → ∞, a sampled G becomes
continuous. In between are the discrete distributions with less concentration as α
increases.
Since G itself is a distribution, we can draw samples θ1:n from it, and use these
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Table 8.1: Table of symbols
Symbol Description
DP (α,G0) Dirichlet process with concentration parameter α and mean distri-
bution G0
θk Parameter of event type
θ0, α0 Hyper-parameter for the Dirichlet distribution
θ1:n Collection of {θ1, . . . , θn−1}
{θk} A set of distinct values in θ1:n
δ(·) Indicator function
γθ(·, ·) Triggering kernel associated with event type of parameter θ
λθ(t) Intensity function associated with event type of parameter θ
λ0 The intensity of the background homogeneous Poisson process for
generating new clusters
Poisson(g(t)) Poisson process with the intensity g(t)
Multi(θ) Multinomial distribution with parameter θ
sn Cluster index variable for the n-th document
sfn Cluster index variable for the n-th document via particle f
dn The n-th document
d1:n, t1:n, s1:n Collection of n documents, their arrival time and cluster indices
f The f -th particle
wfn The weight of particle f when the n-th document arrives
V Total vocabulary size
Cdn Word count in document n
Csn\dn Word count of cluster sn excluding the n-th document
Cdnv , C
sn\dn
v Count of the v-th word in document n and the cluster sn excluding
the n-th document
αθsn , αsn Triggering kernel parameters for cluster sn
samples as the parameters for models of clusters. Equivalently, let θ1:n denote the
collection of {θ1, . . . , θn}, and {θk} be the set of distinct values in θ1:n. Instead of
first drawing G and then sampling θ1:n, this two-stage process can be simulated as
follows:
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1. Draw θ1 from G0.
2. For n > 1:
(a) With probability α
α+n−1 draw θn from G0.
(b) With probability mk
α+n−1 reuse θk for θn, where mk is the number
of previous samples with value θk.
This simulation process is also called Chinese Restaurant Process(CRP), which cap-
tures “the rich get richer” or preferential attachment phenomenon. Essentially, in
this CRP metaphor, a Chinese restaurant has an infinite number of tables (each
corresponding to a cluster). The nth customer θn can either choose a table with
mk existing customers with probability mkn−1+α , or start a new table with probability
α
n−1+α . Formally, the conditional distribution of the θn can be written as a mixture:




n− 1 + αδ(θk) +
α
n− 1 + αG0(θ). (8.1)
In other words, it is more likely to sample from larger clusters, and the probability
is proportional to the size of that cluster. Since the model allows new clusters to be
created with a small probability, the model has the potential to generate infinite num-
ber of clusters adapted to the increasing complexity of the data. Thus the Dirichlet
process is often used as a prior for the parameters of clustering models.
The Recurrent Chinese Restaurant Process (RCRP) is an extension of the
DP which takes into account the temporal coherence of clusters for streaming docu-
ments divided into episodes [6]. One can think of RCRP as a discrete-time sequence
of DPs, one for the data in each episode. The clusters in these DPs are shared, and
the DPs appearing later in time can have a small probability to create new clusters.
More specifically, the conditional distribution of the nth value, θt,n, sampled in
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episode t can be written as a mixture
















where θ1:t−1,: is the set of all samples drawn in previous episodes from 1 to t− 1, and
θt,1:n−1 is the set of samples drawn in the current episode t before θt,n. The statistic
mk,t is the number of previous samples in episode t with value θk, and m′k,t captures
related information in θ1:t−1,: about the value θk. The latter quantity, m′k,t, can be
modeled in many ways. For instance, the original model in [6] applies a Markov Chain








with an exponential kernel parametrized by the decaying factor β. Essentially, it
models the decaying influence of counts from previous episodes across time. RCRP
can also be used as a prior for the parameters of clustering models. For instance,
Figure 8.2(a) shows a combination of RCRP and a bag-of-words model for each cluster.
However, RCRP requires artificially discretizing the time line into episodes, which
is unnatural for continuous-time online document streams. Second, different type
of clusters is likely to occupy very different time scales, and it is not clear how to
choose the time window for each episode in advance. Third, the temporal dependence
of clusters across episodes is hard-coded in (8.3), and it is the same for different
clusters. Such design cannot capture the distinctive temporal dynamics of different
type of clusters, such as related articles about disasters vs. Hollywood blockbusters,
and fail to learn such dynamics from real data. We will use the temporal point process
to address these drawbacks of RCRP when handling temporal dynamics.
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8.3 Dirichlet Point Process
The key idea of Dirichlet Point Process is to have the Temporal Point Process model
the rate intensity of events (e.g., the arrivals of documents), while the Dirichlet
Process captures the diversity of event types (e.g., clusters of documents). Formally,
we define the Dirichlet Point Process in below.
Definition 8.1 The Dirichlet Point Process is an infinite-dimensional temporal point
process, which consists of a homogeneous Poisson process γ0 and a potentially infinite
number of temporal point processes {γd(t)}nd=1. With the probability γd(t)∑n
k=1 γk(t)+γ0
, an
event at time t will be attributed to one of the existing dimensions {1, . . . , n}; with
the probability γ0∑n
k=1 γk(t)+γ0
, an event at time t will be attributed to a newly generated
dimension with the conditional intensity γn+1(t).
Because Hawkes process [72] is able to well capture the dependency over history
and the clustering event patterns over time, without loss of generality, we use the
Hawkes process [72] to describe the evolutionary process of each cluster (dimension).
That is, we explicitly treat each cluster as one dimension of a multivariate Hawkes
process. The intensity function of the Hawkes process on each dimension can be
expressed as




where γ(t, ti) > 0 is the triggering kernel capturing temporal dependencies, γ0 > 0 is
a baseline intensity independent of the history and the summation of kernel terms is
history dependent and a stochastic process by itself. The kernel function can be chosen
in advance, e.g., γ(t, ti) = exp(− |t− ti|) or γ(t, ti) = δ(t > ti), or directly learned
from data. We also use the notation Poisson(g(t)) to denote a Poisson process [88]
where g(t) is the respective intensity function.
To begin with, DPP is parametrized by an intensity parameter λ0 > 0, a base
distribution G0(θ) over a given space θ ∈ Θ and a collection of triggering kernel
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t1 t4 Poisson(λ0)
Hawkes process for θ1t6 t7 t8
Hawkes process for θ2t2 t3 t5 t9
Figure 8.1: An illustration of Dirichlet point process. A background Poisson process
with intensity λ0 sampled the starting time points t1 and t4 for two different event
types with the respective parameter θ1 and θ2. These two initial events then gener-
ate a Hawkes process of their own, with events at time {t2, t3, t5, t9} and {t6, t7, t8},
respectively.
functions {γθ(t, t′)} associated with each event type of parameter θ. Then, we can
generate a sequence of samples {(ti, θi)} as follows:
1. Draw t1 from Poisson(λ0) and θ1 from G0(θ).
2. For n > 1:





















i=1 γθi(tn, ti)δ(θi = θk) is the intensity of a
Hawkes process for previous events with value θk.
Figure 8.1 gives an intuitive illustration of the Dirichlet Point process. Compared
to the Dirichlet process, the intensity parameter λ0 here serves the similar role to the
concentration parameter α in the Dirichlet process. Instead of counting the number,
mk, of samples within a cluster, the Dirichlet Point process uses the intensity function
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λθk(t) of a Hawkes process which can be considered as a temporally weighted count.
For instance, if γθ(t, ti) = I[t > ti], then λθk(t) =
∑n−1
i=1 I[t > ti]I[θi = θk] is equal
to mk. If γθ(t, ti) = exp(−|t − ti|), then λθk(t) =
∑n−1
i=1 exp(−|t − ti|)I[θi = θk], and
each previous event in the same cluster contributes a temporally decaying increment.
Other triggering kernels associated with θi can also be used or learned from data.
Thus the Dirichlet Point process is more general than the Dirichlet process and can
generate both preferential-attachment type of clustering and rich temporal dynamics.
From the view of a temporal point process, the generation of the event timing in
Dirichlet point process can also be viewed as the superposition of a Poisson process λ0
and several Hawkes processes (conditional Poisson processes), one for each distinctive
value of θd and with intensity λθd(t). Thus the overall event intensity is the sum of
the intensities from individual processes [88]




where D is the total number of distinctive values {θi} in the DPP up to time t.
Therefore, the Dirichlet point process can capture the following four desirable
properties:
1. Preferential attachment: Draw θn according to λθk(tn). The larger the intensity
for a Hawkes process, the more likely the next event is from that cluster.
2. Adaptive number of clusters: Draw θn according to λ0. There is always some
probability of generating new cluster with λ0.
3. Self-excitation: This is captured by the intensity of the Hawkes process λθk(t) =∑n−1
i=1 γθi(tn, ti)I[θi = θk].
4. Temporal decays: This is captured by the triggering kernel function γθ(t, ti)













(a) Recurrent Chinese Restaurant Process (b) Dirichlet Point Process
Figure 8.2: Generative models of RCRP and DPP.
Finally, given the sequence of events (or samples) T = {(ti, θi)}ni=1 from a Dirichlet
Point process, the likelihood of the event arrival times can be evaluated as









Compared to the recurrent Chinese restaurant process (RCRP) appeared in [6], a
distinctive feature of the Dirichlet Point process is that there is no need to discretize
the time and divide events into episodes. Furthermore, the temporal dynamics is
controlled by more general triggering kernel functions, and can be statistically learned
from data.
8.4 Generating Text With DPP
As we have defined the Dirichlet point Process, we will use it as a prior for modeling
continuous-time document streams. The goal is to discover clusters from the doc-
ument stream based on both contents and temporal dynamics. Essentially, the set
of {θi} sampled from the DPP will be used as the parameters for document content
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model, and each cluster will have a distinctive value of θd ∈ {θi}. Furthermore, we will
allow different clusters to have different temporal dynamics, with the corresponding
triggering kernel drawn from a mixture of K base kernels. We will first present the
overall generative process of the model before going into details of these components
in Figure 8.2(b).
1. Draw t1 from Poisson(λ0), θ1 from Dir(θ|θ0), and αθ1 from Dir(α|α0).
2. For each word v in document 1: wv1 ∼ Multi(θ1)
3. For n > 1:







where γθi(tn, ti) =
K∑
l=1
αlθi · κ(τl, tn − ti)






and draw αθn from Dir(α|α0)








i=1 γθi(tn, ti)δ(θi = θk).
(d) For each word v in document n:
wvn ∼ Multi(θn)
Content Model. Many document content models can be used here. For simplicity
of exposition, we have used a simple bag-of-word language model for each cluster in
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the above generative process. In this case, the base distribution G(θ) in the DPP is
now chosen as a Dirichlet distribution, Dir(θ|θ0), with parameter θ0. Then, wvn, the
vth word in the nth document is sampled according to a multinomial distribution
wvn ∼ Multi(θsn). (8.8)
where sn is the cluster indicator variable for the nth document, and the parameter
θsn is a sample drawn from the DPP process.
Triggering kernel. We allow different clusters to have different temporal dynamics,
by representing the triggering kernel function of the Hawkes Process as a non-negative




αlθ · κ(τl, ti − tj), (8.9)




θ = 1, α
l
θ > 0, and τi is the typical reference time points, e.g., 0.5,
1, 8, 12, 24 hours etc.
To simplify notations, define ∆ij = ti − tj, αθ = (α1θ, . . . , αKθ )> and k(∆ij) =
(κ(τ1,∆ij), . . . , κ(τK ,∆ij))
>, so γθ(ti, tj) = α>θ k(∆ij). Since each cluster has its own
set of kernel parameters αθ, we are able to track their different evolving processes.





α>θ k(t− ti)δ(θi = θ), (8.10)

















κ(τl, t− ti)dt and Λ0 =
∫ T
0
λ0dt. This can be done efficiently
for many kernels, such as the Gaussian RBF kernel [44, 41], Rayleigh kernel [1],
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etc.Here, we choose the Gaussian RBF kernel κ(τl,∆) = exp(−(∆−τl)2)/2σ2l )/
√
2πσ2l ,
















Inexact event timing. In practice, news articles are usually automatically col-
lected and indexed by web crawlers. Sometimes, due to unexpected errors or the
available minimum timing resolution, we can observe a few m documents at the same
time tn. In this case, we assume that each of the m documents actually arrived
between tn−1 and tn. To model this rare situation, we can randomly pick tn and
replace the exact timestamps within the interval [tn, tn+m−1] by tn+m−1 to take that
into account.
8.5 Inference
Given a stream of documents {(di, ti)}ni=1, at a high level, the inference algorithm
alternates between two subroutines. The first subroutine samples the latent cluster
membership (and perhaps the missing time) for the current document dn by Sequential
Monte Carlo [39, 40]; and then, the second subroutine updates the learned triggering
kernels of the respective cluster on the fly.
Sampling the cluster label. Let s1:n and t1:n be the latent cluster indicator
variables and document time for all the documents d1:n. For each sn, we have
sn ∈ {0, 1, . . . , D}, where D is the total number of distinctive values {θi}, and
sn = 0 refers to the background Poisson process Poisson(λ0). In the streaming
context, it is shown by [3, 4] that it would be more suitable to efficiently draw a
sample for the latent cluster labels s1:n shown in Figure 8.2(b) from P (s1:n|d1:n, t1:n)
by reusing the past samples from P (s1:n−1|d1:n−1, t1:n), which motivates us to apply
the Sequential Monte Carlo method [39, 40, 3, 4]. Briefly, a particle keeps track of
an approximation of the posterior P (s1:n−1|d1:n−1, t1:n−1), where d1:n−1, t1:n−1, s1:n−1
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represent all past documents, timestamps and cluster labels, and updates it to get
an approximation for P (s1:n|d1:n, t1:n). We maintain a set of particles at the same
time, each of which represents a hypothesis about the latent random variables and
has a weight to indicate how well its hypothesis can explain the data. The weight
wfn of each particle f ∈ {1, . . . , F} is defined as the ratio between the true posterior
and a proposal distribution wfn =
P (s1:n|d1:n,t1:n)
π(s1:n|d1:n,t1:n) . To minimize the variance of the re-
sulting particle weight, we take π(sn|s1:n−1, d1:n, t1:n) to be the posterior distribution
P (sn|s1:n−1, d1:n, t1:n) [40, 3]. Then, the unnormalized weight wfn can be updated by
wfn ∝ wfn−1 · P (dn|sfn, d1:n−1). (8.13)
Because the posterior is decomposed as P (sn|dn, tn, rest) ∼ P (dn|sn, rest)·P (sn|tn, rest),










v + Cdnv + θ0
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where Csn\dn is the word count of cluster sn excluding the document dn, Cdn is the
word count of document dn, C
sn\dn
v and Cdnv refer to the count of the vth word, and V
is the vocabulary size. Finally, P (sn|tn, rest) is the prior given by the Dirichlet Point
process (8.6) and (8.7) as













Updating the triggering kernel. Given sn, we denote the respective trigger-
ing kernel αθsn by αsn for brevity. By the Bayesian rule, the posterior is given by
P (αsn |Tsn) ∼ P (Tsn|αsn)P (αsn|α0), where Tsn = {(ti, si)|si = sn} is the set of events
in cluster sn. We can either update the estimation of αsn by MAP for that the log-










wi ·αisn , (8.16)
where wi = P (Tsn|αisn)P (αisn|α0)/
∑
i P (Tsn|αisn)P (αisn|α0). For simplicity, we choose
the latter method in our implementation.
Sampling the missing time. In the rare case when m documents arrive with
the same timestamp tn, the precise document time is missing during the interval




n and tin are
the cluster membership and the precise arriving time for the ith document din. How-
ever, since m is expected to be small in practice, we can use Gibbs sampling to draw
samples from the distribution P (t1:mn , s1:mn |t1:n−1, s1:n−1, rest) where s1:mn and t1:mn are
the cluster labels and document time for the m documents in the current nth inter-
val. The initial values for t1:mn can be assigned uniformly from the interval [tn−1, tn].




k 6=i, we are going to draw a new
sample tin
′ from P (tin|sin, rest). Let Tsin\tin be the set of all the document time ex-
cluding tin in cluster sin. The posterior of tin is proportional to the joint likelihood
P (tin|sin, Tsin\tin, rest) ∝ P (tin, Tsin\tin|sin, rest). Therefore, we can apply Metropolis al-
gorithm in one dimension to draw the next sample tin
′. Specifically, let’s first uniformly
draw tin










. We then accept tin
′ if r > 1; otherwise, we accept it with
the probability r. With the new sample tin
′, we can update the kernel parameter by
(8.16). Finally, we need to update the particle weight by considering the likelihood
of generating such m documents as
wfn ∝ wfn−1 ×
m∏
i=1





P (ms|Ts, rest), (8.17)
where d1:m\in is the set of m documents excluding din, ms is the number of documents
with cluster membership s among the m documents, and Ts is the set of document
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Algorithm 8.1: The SMC Framework
1 Initialize wf1 to
1
F
for all f ∈ {1 . . . F};
2 for each event time tn, n = 1, 2, . . . do
3 for f ∈ {1, . . . , F} do
4 if one document dn at the time tn then
5 sample sn from (8.15) and add tn to sn;
6 update the triggering kernel by (8.16);
7 update the particle weight by (8.13);
8 else if m > 1 documents d1:mn with the same tn then
9 sample {s1:mn } , {t1:mn } by Algorithm 8.2;
10 update the particle weight by (8.17);
11 end
12 end
13 Normalize particle weight;
14 if ‖wn‖−22 < threshold then
15 resample particles;
16 end
time in cluster s. Conditioned on the history up to tn, the Hawkes process is an
inhomogeneous Poisson process, and thus we know that P (ms|Ts, rest) is simply a
Poisson distribution with mean Λs =
∫ tn
tn−1
λs(t)dt. For Gaussian kernels, we can use
(8.12) to obtain the analytic form of Λs. The overall pseudocode for Sequential Monte
Carlo is formally presented in Algorithm 8.1, and the Gibbs sampling framework is
given by Algorithm 8.2.
Efficient Implementation. In order to scale with large datasets, the online infer-
ence algorithm should be able to process each individual document in an expected
constant time. Particularly, the expected time cost of sampling the cluster label and
updating the triggering kernel should not grow with the amount of documents we
have seen so far. The most fundamental operation in Algorithm 8.1 and 8.2 is to
evaluate the joint likelihood (8.11) of all the past document time to update the trig-
gering kernel in every cluster. A straightforward implementation requires repeated
computation of a sum of Gaussian kernels over the whole history, which tends to be
quadratic to the number of past documents.
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Algorithm 8.2: Gibbs sampling for cluster label and time
1 for iter = 1 to MaxIterG do
2 if update cluster label sin then
3 remove tin from cluster sin and update the triggering kernel by (8.16);
4 draw a new sample sin
′ from (8.15);
5 add tin into cluster sin
′ and update the triggering kernel by (8.16);
6 else if update document time tin then
7 for iter = 1 to MaxIterM do
8 draw a new sample tin
′ ∼ Unif(tn−1, tn);









> 1 then tin ← tin
′;
10 else tin ← tin
′ with probability r;
11 end
12 update the triggering kernel of sin by (8.16);
13 end
14 end
Based on the fast decaying property that the Gaussian kernel decreases exponen-
tially as the distance deviating from its center increases quadratically, we can alleviate
the problem by ignoring those past time far away from the kernel center. Specifically,
given an error tolerance ε, we only need to look back until we reach the time











where τm = maxl τl, σm = maxl σl and tn is the current document time to guarantee
that the error of the Gaussian summation with respect to each reference point τl is
at most ε. Because the number of documents within [tu, tn], referred to as the active
interval, is expected to be constant as we run the algorithm for a while when the
Hawkes Process becomes stationary, the average running time will keep stable in the
long run. In addition, from the log of (8.11), for the newly added time tn, we only
need to add the new intensity value λsn(tn), set the observation window T = tn, and
update the integral of the intensity function (8.12). Therefore, we can precompute
and store the likelihood value for each sample αksn and incrementally update it in each
cluster. Similarly, in the Metropolis loop of Algorithm 8.2, we need to update the
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triggering kernel whenever a document time tj is updated or deleted from a cluster.
In this case, since the observation window T is fixed, we only need to recompute the
affected intensity value λsn(tj) and the affected individual summation terms in (8.12)
for those time ti < tn, ti ∈ Tsn .
In a nutshell, because we depend on the past documents only within the active
interval, the above partial updating only performs the necessary calculations, and
the overall memory usage and the expected time cost per document tend to be con-
stant with respect to the number of incoming documents and the existing number of
clusters, which is empirically verified in Figure 8.6 of the following experiments.
8.6 Experiments
On massive synthetic and real-world datasets, in this section, we demonstrate that
DPP not only can provide clusters of relevant news articles but also is able to uncover
meaningful latent temporal dynamics inherent inside those clusters.
8.6.1 Synthetic Data
On synthetic data, we investigate the effectiveness of the temporal dynamics for
improving clustering, the learning performance of the inference algorithm and the
efficacy of the sampling method for missing time.
Do temporal dynamics help? Because DPP exploits both temporal dynamics
and textual contents, we expect that documents with similar topics and temporal
patterns should be related to each other. On the other hand, for those documents
with similar topics but different temporal behaviors, our model should still be able to
disambiguate them to certain extent. We simulate two clusters on a vocabulary set of
10,000 words. The word distribution of one cluster mainly concentrates on the first
8,000 words, and we shift the word distribution of the other one to have a varying
























































(b) Temporally interleaved clusters.
Figure 8.3: Effectiveness of Temporal Dynamics. Panel (a) and (b) show different
cases where the clusters are temporally well-separated and interleaved, respectively.
In each case, the left plot shows the intensity function of each cluster, and the right
plot compares the performance by Normalized Mutual Information.
two basic RBF kernels at 7 and 11 on the time line with bandwidth 0.5. We set
α0 = 1 of the language model for both methods, and set λ0 = 0.01 for DPP. We use
the Normalized Mutual Information (NMI) to compare the uncovered clusters with
the ground-truth clusters. The range of NMI is from 0 to 1, so larger values indicate
better performance. All experiments are repeated for 10 times.
In Figure 8.3(a), we first consider an easy case where the clusters are well-separated
in time, which corresponds to the usual case that each cluster corresponds to a single
short lifetime event. Because the clusters come and go sequentially in time, it helps
to differentiate the clusters as their topics become more similar. This effect is verified
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in the right panel of Figure 8.3(a) where the NMI value is still close to one even when
the topic vocabularies have 90% overlap. Besides, in Figure 8.3(b), we consider a
more challenging situation where the clusters evolve side-by-side in time. Because
the clusters have different triggering kernels, we can still expect the Dirichlet-Hawkes
model to perform well. In the right panel of Figure 8.3(b), the performance of DPP
only starts to decrease when the overlapping grows to 85-percent. Overall, because
RCRP does not explicitly learn the temporal dynamics of each cluster, it cannot tell
the temporal difference. In contrast, as DPP clusters the incoming documents, it
also automatically updates its inference about the temporal dynamics of each cluster,
and Figure 8.3 demonstrates that this temporal information could be useful to have
better clustering performance.
Can we learn temporal dynamics effectively? Without loss of generality, each
cluster has RBF kernels located at 3, 7, and 11 with bandwidth 0.5. We let true
coefficients of the triggering kernels for each cluster be uniformly generated from the
simplex and simulated 1,000,000 documents. We randomly produce the missing time
to allow at most three documents to arrive at the same time. The maximum Gibbs and
Metropolis iteration is set to 100 and 50 with 8 particles in total. Figure 8.4(a) shows
the learned triggering kernel for one randomly chosen cluster against the ground-
truth. Because the size of the simulated clusters is often skew, we only compare the
estimated triggering kernels with the ground-truth for the top-100 largest clusters.
Moreover, Figure 8.4(b) presents the estimation error with respect to the number of
samples drawn from the Dirichlet prior. As more samples are used, the estimation
performance improves, and Figure 8.4(c) shows that only a few particles are enough
to have good estimations.
How well can we sample the missing time? Finally, we check whether the





















































Figure 8.4: (a) Learned triggering kernels of one cluster from 1,000,000 synthetic
documents; (b) Mean absolute error decreases as more samples are used for learning
the triggering kernels; (c) A few particles are sufficient to have good estimation; (d)
Quantile plot of the intensity integrals from the sampled document time.
Fixing an observation window T = 100, we first simulate a sequence of events HT
with the true triggering kernels. Given HT , the form of the intensity function λ(t|HT )
is fixed. Next, we equally divide the interval [0, T ] into five partitions {Ti}5i=1, in each
of which we incrementally draw ΛTi =
∫
Ti λ(t|HT )dt samples by Algorithm 8.2 using
the true kernels. Then, we collect the samples from all partitions to see whether
this new sequence is a valid sample from the Hawkes Process with the intensity




from the sampled sequence should conform to the unit-rate exponential distribution.
Figure 8.4(d) presents the quantiles of the intensity integrals against the quantiles of
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the unit-rate exponential distribution. It clearly shows that the points approximately
lie on the line indicating that the two distributions are very similar to each other and
thus verifies that Algorithm 8.2 can effectively generate samples for the missing time
from the Hawkes Process of each cluster.
8.6.2 Real Data
We further examine our model on a set of 1,000,000 mainstream news articles ex-
tracted from the Spinn3r2 dataset from 01/01 to 02/15 in 2011.
Setup. We apply the Named Entity Recognizer from Stanford NER system [51] and
remove common stop-words and tokens which are neither verbs, nouns, nor adjectives.
The vocabulary of both words and named entities is pruned to a total of 100,000
terms. We formulate the triggering kernel of each cluster by placing a RBF kernel
at each typical time point: 0.5, 1, 8, 12, 24, 48, 72, 96, 120, 144 and 168 hours
with the respective bandwidth being set to 1, 1, 8, 12, 12, 24, 24, 24, 24, 24, and 24
hours, in order to capture both the short-term and long-term excitation patterns. To
enforce the sparse structure over the triggering kernels, we draw 4,096 samples from
the Dirichlet prior with the concentration parameter α0 = 0.1 for each cluster. The
intensity rate for the background Poisson process is set to λ0 = 0.1, and the Dirichlet
prior of the language model is set to φ0 = 0.01. In fact, the results are robust across a
wide range of settings from 0.01 to 0.1 for both θ0 and λ0, which can be further tuned
by following the techniques in [3]. We report the results by using eight particles.
Content Analysis. Figure 8.5 shows four discovered example stories, including the











































































































































































































































































































































































































































































































































































































































































































































































Content Analysis Triggering Kernel Temporal Intensity
Figure 8.5: Four example stories extracted by our model, including the ‘Tucson Shoot-
ing’ event, the movie of ‘Dark Knight Rises’, Space Shuttle’s final mission and Queens-
land flooding disaster. For each story, we list the top 100 most frequent words on the
left column. The middle column shows the learned triggering kernel in the log-log
scale, and the right column presents the respective intensity functions along time.




top-100 frequent words in each story, showing that DPP can deduce the clusters with
meaningful topics.
Triggering Kernels. The middle column of Figure 8.5 gives the learned trigger-
ing kernel of each story, which quantifies the influence over future events from the
occurrence of the current event. For the ‘Tucson Shooting’ story, its triggering kernel
reaches the peak within half an hour since its birth, decays quickly until the 30th
hour, and then has a weak tailing influence around the 72nd hour, showing that it
has a strong short-term effect, that is, most related articles and posts arrive closely in
time. In contrast, the triggering kernel of the story ‘Dark Knight Rises’ keeps stable
for around 20 hours before it decays below 10−4 by the end of a week. The continuous
activities of this period indicate that the current event tends to have influence over
the events 20 hours later.
Temporal Dynamics. The rightmost column of Figure 8.5 plots the respective
intensity functions which indicate the popularity of the stories along time. We can
observe that most reports of ‘Tucson Shooting’ concentrate within the following two
weeks starting from 01/13/2011 and fade out quickly by the end of the month. In
contrast, we can verify the longer temporal effect of the ‘Dark Knight Rises’ movie in
the second row of Figure 8.5 where the temporal gaps between two large spikes are
about several multiples of the 20-hour period. Because this story is more about enter-
tainment, including the articles about Anne Hathaway’s playing of the Cat-woman in
the film as well as other related movie stars, it maintains a certain degree of hotness
by attracting people’s attention as more production details of the movie are revealed.
For the NASA Endeavour event we can see in the intensity function of the third row
in Figure 8.5 the elapsed time between two observed large spikes is around a multiple
of 45-hour, which is also consistent with its corresponding triggering kernel. Finally,
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(a) Scalability (b) Time prediction
Figure 8.6: Scalability and time prediction in real world news stream.
3 cyclone on 01/31/2011, to a Category 4 on 02/01/2011, and to a Category 5 on
02/02/20117. These critical events again coincide with the observed spikes in the
intensity function of the story in the bottom row of Figure 8.5. Because the intensity
functions depend on both the triggering kernels and the arriving rate of news articles,
news reports of emergent incidents and disasters tend to be concentrated in time to
form strong short-term clusters with higher magnitude of intensity values. In Fig-
ure 8.5, the intensity functions of both ‘Tucson Shooting’ and ‘Queensland Flooding’
have value greater than 20. In contrast, other types of stories in entertainment and
scientific explorations might have continuous longer-term activities as more and more
related details get revealed. Overall, the ability of uncovering topic-specific clusters
with learned latent temporal dynamics of our model provides a better and intuitive
way to track the trend of each evolving story in time.
Scalability. Figure 8.6(a) shows the scalability of our learning algorithm. Since the
number of clusters grows logarithmically as the number of data points increases for
CRP, we expect the average time cost of processing each document is keeping roughly
constant after running for a long time period. This is verified in Figure 8.6(a) where
7http://en.wikipedia.org/wiki/Cyclone_Yasi
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after the build-up period, the average processing time per 10,000-document keeps
stable.
Prediction. Finally, we evaluate how well the learned temporal model of each clus-
ter can be used for predicting the arrival of the next event. Starting from the 5,000th
document, we predict the possible arriving time of the next document for the clusters
with size larger than 100. Since RCRP does not learn the temporal dynamics, we
use the average inter-event gap between two successive documents as the predicted
time interval between the most recent document and the next one in the future. For
DPP, we simulate the next event time based on the learned triggering kernels and the
timestamps of the documents observed so far. We treat the average of five simulated
time as our final prediction and report the cumulative mean DPP absolute predic-
tion error in Figure 8.6(b) in the log-log scale. As more documents are observed,
the prediction errors of both methods decrease. However, the prediction performance
of DPP is even better from the very beginning when the number of documents is
still relatively small, showing that the Hawkes model indeed can help to capture the
underlying temporal dynamics of the evolution of each cluster.
8.7 Summary
In addition to RCRP, several other well-known processes can also be incorporated into
the framework of DPP. For instance, we may generalize the Pitman-Yor Process [156]
to incorporate the temporal dynamics. This simply brings back the constant rate
for each Hawkes Process. A small technical issue arises from the fact that if we
were to decay the counts mk,t as in the RCRP, we would obtain negative counts
from mk,t − a, where a is the parameter of the Pitman-Yor Process to increase the
skewness of the cluster size distribution. However, this can be addressed, e.g., by
clipping the terms by 0 via max(0,mk,t). In this form we obtain a model that further
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encourages the generation of new topics relative to the RCRP. Moreover, the Distance-
Dependent Chinese Restaurant Process (DD-CRP) of [22] attempts to address spatial
interactions between events. This generalizes the CRP and, with a suitable choice of
distance function, can be shown to contain the RCRP as a special case. The same
notion can be used to infer spatial / logical interactions between Hawkes Processes
to obtain spatiotemporal effects. That is, we simply use spatial excitation profiles to
model the rate of each event.
To summarize, we establish a previously unexplored connection between Bayesian
Nonparametrics and Temporal Point Processes, which allows the number of clusters
to grow in order to accommodate the increasing complexity of online streaming con-
tents, while at the same time learns the ever changing latent dynamics governing the
respective continuous arrival patterns inherently. We point out that our combination
of Dirichlet processes and Temporal Point Processes has implications beyond cluster-
ing streaming documents. We will show that our construction can be generalized to
other Nonparametric Bayesian models, such as the Pitman-Yor processes [156] and
the Indian Buffet processes [63]. We propose an efficient online inference algorithm
which can scale up to millions of news articles with near constant processing time per
document and moderate memory consumption. Experiments on both synthetic and
real world news data demonstrate that by explicitly modeling the textual content and
the latent temporal dynamics of each cluster, it provides an elegant way to uncover
topically related documents and track their evolutions in time simultaneously.
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CHAPTER IX
MULTIVARIATE POINT PROCESS PACKAGE
In this chapter, we describe a C++ software library, PtPack, for learning and making
inference from high-dimensional point processes. This package provides a basic im-
plementation of our proposed framework for fitting and assessing general large-scale
multivariate point processes with different structure constraints, including: sparse
structure, group sparse structure, low-rank structure, etc. In addition to the stan-
dard simulation task, it also supports the various inference algorithms proposed in
the thesis, such as scalable inference estimation and maximization, time-sensitive
recommendation, shaping user activities, etc.
9.1 Introduction
Many open source packages written in R are available on CRAN for analyzing event
data. For instance, the spatstat [13, 14] and the splancs [140] package are devel-
oped for analyzing two-dimensional spatial point processes. The PtProcess [67, 68]
package includes a wide class of marked and non-marked lower-dimensional tempo-
ral point processes with main seismological applications. The PtProc package builds
upon the earlier version of PtProcess and extends it to the multivariate case.
The choice of each package depends on the application of interest. For exam-
ple, spatstat is very good at modeling two-dimensional spatial point processes, but
the models provided do not capture the long-term dependency over the history, and
they are mainly depend on the specific Papangelou conditional intensity function [68].
Although PtProc emphasizes its capability to handle the general multi-dimensional
cases, it fails to capture the various structural constraints over the dimensions and
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support few inference tasks. Furthermore, since R is an interactive computing en-
vironment, these packages often cannot scale up to large datasets because of the
efficiency limits of R in computation.
As a consequence, the PtPack library herein provides efficient implementation of
fitting and assessing general high-dimensional temporal point processes under the
various structural constraints, including: sparsity, group sparsity, low-rank, etc., as
proposed in the framework of the thesis. More remarkably, it also supports many
fundamental inference tasks, like the scalable influence estimation, time-sensitive
recommendation and the activity shaping, based on the learned models for making
time-critical decisions. The implemented general routines for specifying customized
processes and the open-source nature of PtPack makes it easy for researchers in the
machine learning and data mining community to contribute additional functionali-
ties, and help people to conduct future research around various temporal dynamics
arising from systems of networked interactive entities.
9.2 Program Structure and Implementation
PtPack is built upon the Eigen library 1 and is compatible with Linux, Mac OS and
Windows. The package consists of the following seven major components, as shown
in Figure 9.1.
Data encapsulates the functions of loading and storing events. Essentially, each
sequence has a unique ID and comprises a vector of events. It supports very basic
operations, such as adding a new event, getting the observation window T associated
with this sequence, etc. Each event in turn has a unique event ID and includes the
time, the marker, the dimension ID this event occurs to, the sequence ID this event







































Figure 9.1: Architect of PtPack Library.
Multivariate Point Process defines the interface of a general high-dimensional
temporal point process. In addition to the standard Poisson process [88], Hawkes
process [72], Self-Correcting process [79], Terminating process, it supports the cus-
tomized temporal point process and triggering kernels as long as the user implements
the required interface of the conditional intensity function, the upper bound of the
conditional intensity and the integral of the conditional intensity. This Multivariate
Point Process component is the core part of PtPack. It provides the conditional inten-
sity function and its upper bound for the Simulator component to generate synthetic
events, and for the Visualization component to plot simple point patterns. It feeds the
particular model parameters for the Inference component to conduct the respective
inference tasks. It initializes a given process from the sequences provided by the Data
component and then calculates the log-likelihood and the respective gradients for the
Optimizer component to fit the model parameters. Finally, it also computes the in-
tegral of the conditional intensity function for the Diagnosis component to perform
the residual analysis.
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Simulator implements Ogata’s Thinning Algorithm [124] to support three basic
functionalities: I. simulate a sequence of events before a given time T ; II. simulate a
sequence consisting of a predefined number of events; and III. simulate the next event
given an existing sequence of past events.
Optimizer provides four basic optimization procedures: a projected LBFGS al-
gorithm [143], a general stochastic gradient descend method, the proximal gradient
methods [41, 45] and the EM based algorithm [175]. It currently supports L1, L2,
Group-Lasso [41] and nuclear norm [45] type of regularizations. Each individual op-
timization algorithm only requires the objective function value and the gradient of a
vector of parameters returned from the Multivariate Point Process component. Based
on the existing high performance computing techniques, such as OpenMP2 and MPI3,
we are able to speed up the learning algorithms to large-scale datasets.
Diagnosis builds an approximate homogeneous Poisson process based on the inte-
gral of the conditional intensity function provided from the Multivariate Point Pro-
cess component. It calculates an estimated intensity function for such constructed
homogeneous Poisson process. By the Time Changing Theorem [35], if the estimated
intensity value gets close to one, it means the assumed point process can better fit
the given event data. Theoretically, any deviation of the residual process from a
homogeneous Poisson process can be regarded as a deviation of the assumed model
from the true process that generate the observed event samples.
Visualization gives basic general purpose figures for inspecting the characteristics
of a given point process by plotting its conditional intensity function, the learned




9.3 Basic Usage Examples
In this section, we give simple specific examples around the multivariate Hawkes
process to demonstrate some basic functionalities of PtPack.
9.3.1 Simulation
We first simulate 10 sequences from a simple 2-d Hawkes process, each of which com-
prises 2,000 events. The code for the simulation is as follows:
1 // set the number of dimensions (dim) to be 2;
unsigned dim = 2, num_params = dim * (dim + 1);
3 // Initialize model parameters as a single vector;
// First two elements of params are the base intensity; The rest four elements are
the excitation matrix unrolled by the column -wise order
5 Eigen:: VectorXd params(num_params);
params << 0.1, 0.2, 0.5, 0.5, 0.5, 0.5;
7 // Initialize the decaying rates for the exponential triggering kernels;
Eigen:: MatrixXd beta(dim ,dim);
9 beta << 1, 1, 1, 1;
// Initialize a Hawkes process;
11 PlainHawkes hawkes(num_params , dim , beta);
hawkes.SetParameters(params);
13 // Store the simulated sequences;
std::vector <Sequence > sequences;
15 // Initialize the simulator;
OgataThinning ot(dim);
17 // Simulate 10 events for each sequence
unsigned n = 2000;
19 // Simulate 2 sequences
unsigned num_sequences = 10;
21 ot.Simulate(hawkes , n, num_sequences , sequences);
Code Snippet 9.1: Simple Hawkes Simulation
In the above code, we initialize an object of OgataThinning class which is used
for simulating a general point process. Alternatively, for the specific plain Hawkes
process, we can exploit the property of exponential triggering kernels [157] to make
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Figure 9.2: Demo results for fitting a 2-d Hawkes process with PtPack.
the simulation procedure more efficient based on dynamic programming, which scales
linearly in the number of events. Therefore, we can also use the following code to
simulate a Hawkes process more efficiently.
1 // Store the simulated sequences;
std::vector <Sequence > sequences;
3 // Simulate 10 events for each sequence
unsigned n = 2000;
5 // Simulate 2 sequences
unsigned num_sequences = 10;
7 hawkes.Simulate(n, num_sequences , sequences);
Code Snippet 9.2: Efficient Hawkes Simulation
Notice on line 7, we call the simulation method specific to the PlainHawkes class,
which indicates that the efficient method is only useful for the plain Hawkes process.
To simulate a general point process, we still need to use the OgataThinning class.
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9.3.2 Fitting
We can then fit a new Hawkes process to the simulated sequences with the following
simple code.
1 // Define a new Hawkes object , with parameters uninitialized;
PlainHawkes hawkes_new(num_params , dim , beta);
3 // The input argument sequences store the simulated sequences from the simulation of
the previous step.
PlainHawkes :: OPTION options;
5 // We choose the projected LBFGS algorithm for the optimization.
options.method = PlainHawkes :: PLBFGS;
7 hawkes_new.fit(sequences , options);
Code Snippet 9.3: Fitting a Hawkes Process
In this case, the final estimated parameters are 0.1060, 0.1949, 0.5029, 0.4899,
0.5196, 0.4844 which are pretty close to the true parameters shown in Figure 9.2. We
can also put the sparsity constraint over the mutual excitation matrix by using L1
regularization, and put L22 regularization over the base intensity parameters when
the number of dimension is large but we only have limited number of observations
with the following code:
1 PlainHawkes hawkes_new(num_params , dim , beta);
// The input argument sequences store the simulated sequences
3 PlainHawkes :: OPTION options;
// We choose the projected LBFGS algorithm for the optimization.
5 options.method = PlainHawkes :: PLBFGS;
// Use L22 regularization over the base intensity
7 options.base_intensity_regularizer = PlainHawkes ::L22;
// Use the L1 regularization over the mutual excitation matrix
9 options.excitation_regularizer = PlainHawkes ::L1;
// Set the regularization coefficient for the base intensity
11 options.coefficients[LAMBDA] = 10;
// Set the regularization coefficient for the mutual excitation matrix
13 options.coefficients[BETA] = 70;
hawkes_new.fit(sequences , options);
Code Snippet 9.4: Fitting a Sparse Hawkes Process
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We can also put the low-rank constraint over the mutual excitation matrix by using
the nuclear norm regularization as the following.
// Define a new Hawkes object , with parameters uninitialized;
2 PlainHawkes hawkes_new(num_params , dim , beta);
// The input argument sequences store the simulated sequences from the simulation of
the previous step.
4 PlainHawkes :: OPTION options;
// We choose the projected LBFGS algorithm for the optimization.
6 options.method = PlainHawkes :: PLBFGS;
// Use L22 regularization over the base intensity
8 options.base_intensity_regularizer = PlainHawkes ::L22;
// Use the L1 regularization over the mutual excitation matrix
10 options.excitation_regularizer = PlainHawkes :: NUCLEAR;
// Set the regularization coefficient for the base intensity
12 options.coefficients[LAMBDA] = 1;
// Set the regularization coefficient for the mutual excitation matrix
14 options.coefficients[BETA] = 1;
hawkes_new.fit(sequences , options);
Code Snippet 9.5: Fitting a Hawkes Process with Low-Rank constraint
9.3.3 Visualization
We can visualize the simulated events and the intensity functions of our Hawkes
process with the following code.
1 // Initialize a Hawkes process;
PlainHawkes hawkes(num_params , dim , beta);
3 hawkes.SetParameters(params);
// Simulate one sequence until time 10
5 std::vector <double > vec_T(1, 10);
// Store the simulated sequences;
7 std::vector <Sequence > sequences;
// Initialize the simulator;
9 OgataThinning ot(dim);
ot.Simulate(hawkes , vec_T , sequences);
11 // Plot the intensity function using one sequence of events
hawkes.PlotIntensityFunction(sequences [0]);




















Figure 9.3: Visualizing a 2-d Hawkes process with PtPack.
The PlotIntensityFunction method on the last line plot the simulated events as
well as the respective intensity functions, which is further shown in Figure 9.3 where
the events and the respective intensity function on each dimension is marked with
different colors.
9.3.4 Customized Triggering Kernels
The PlainHawkes class encapsulates the implementation of standard Hawkes Pro-
cess [72] where the triggering kernel is an exponential function which assumes that
the influence of a past event to triggering a new event in the future decays expo-
nentially along time. However, in practice, we may want to design our own kernel
functions to represent different triggering effects of interests, such as the periodicity.
Our PtPack library allows users to define and plugin their own triggering kernel func-
tions into a generalized Hawkes process by simply implementing a TriggeringKernel
interface. By default, PtPack provides four different kernel functions: linear, sine,
power-law and Rayleigh. The following code simulates a 1-d Hawkes process with the
181
sine triggering kernel and plots it in Figure 9.4.
// set the number of dimensions (dim) to be 1;
2 unsigned dim = 1, num_params = dim * (dim + 1);
// Initialize model parameters as a single vector;
4 Eigen:: VectorXd params(num_params);
params << 0.5, 0.1;
6 // Initialize the triggering kernels
std::vector <std::vector <TriggeringKernel*> > triggeringkernels(dim , std::vector <
TriggeringKernel*>(dim , NULL));
8 for(unsigned m = 0; m < dim; ++ m)
{
10 for(unsigned n = 0; n < dim; ++ n)
{
12 // pairwise sine triggering kernel
triggeringkernels[m][n] = new SineKernel ();
14 }
}
16 // Initialize a Generalized Hawkes process;
HawkesGeneralKernel hawkes(num_params , dim , triggeringkernels);
18 hawkes.SetParameters(params);
// Simulate one sequence with 50 points
20 OgataThinning ot(dim);
std::vector <Sequence > sequences;
22 ot.Simulate(hawkes , 50, 1, sequences);
// Plot the intensity function using one sequence of events
24 hawkes.PlotIntensityFunction(sequences [0]);
Code Snippet 9.7: Visualizing a 1-d Generalized Hawkes Process with a Sine
Triggering Kernel
9.4 Summary
PtPack contributes to the machine learning community by providing efficient imple-
mentations of fitting and assessing high-dimensional temporal point processes over
large-scale asynchronous event data. Compared to the existing libraries, it supports
the following functionalities:




















Figure 9.4: Visualizing a 1-d Hawkes process with PtPack using a sine triggering
kernel.
temporal point processes in addition to the standard Poisson, Hawkes, Termi-
nating point processes etc.
• Efficient implementation of state-of-the-arts learning algorithms to support dif-
ferent constraints, including: L1, L2, Group-lasso, Low-rank, over the interde-
pendency structure of the dimensions.
• Large-scale inference for the expected number of events and average intensity
measure for making time-sensitive decisions in the future.
The open source nature of the package may encourage other point process experts
and machine learning practitioners to bring in new algorithms and features to PtPack.
We will also keep updating and maintaining the package. More latest documents and




The ubiquity and the increasing accessibility of temporal event data constantly pro-
duced from human activities, social networks, and other systems of interacting entities
provide researchers new opportunities to analytically study the underlying dynamics
that might be common across different domains to be responsible for these seemingly
‘random’ events. Effective modeling such latent dynamics not only allows us to better
understand how different types of events might occur in specific settings, but also en-
ables us to design and impose rules and incentives to further improve the underlying
supporting systems and influence the behavior of each involved entity.
Centered on addressing the general ‘who will do what by when and where? ’ ques-
tion, this dissertation provides a unified framework comprising of predictive models,
efficient learning methods, and scalable inference algorithms based on multivariate
point process. This framework effectively represents, captures, and optimizes the
asynchronously and interdependently event data which often require much more so-
phisticated analyzing methods far beyond the existing approaches based on inde-
pendent and identically distributed data models in literature. The design of the
framework adheres to the following three steps: (1) we first start with developing
predictive models to capture different temporal and structural characteristics of the
asynchronous high-dimensional event data; (2) by exploiting the specific structural
properties of each model’s formulation, we propose efficient learning algorithms to
train the models from massive datasets; and finally, (3) based on the learned mod-
els, we further develop scalable algorithms for large-scale inferences in order to help
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people make time-sensitive decisions. In particular, we have made the following con-
tributions:
Models:
• We propose nonparametric and topic-modulated multivariate terminating point
processes to capture the dynamics of continuous-time information diffusions,
which can better uncover the latent diffusion network structure.
• We develop the low-rank Hawkes process to model the recurrent temporal in-
teractions between users and items, which is able to capture the context-aware
preferences of users.
• In order to learn a general representation of the dependency over the history
of both event timings and markers, we present the recurrent temporal point
process, which innovatively connects the recurrent neural networks with point
processes, which leads to significantly better prediction performance for both
event type and timing.
• We propose the Dirichlet Point Process, which establishes a previously unex-
plored connection between Bayesian Nonparametrics and temporal point pro-
cesses to combine the modeling of event data with other type of information,
and allows the dimensions of the process to automatically grow so as to adapt
the increasing complexity of the data streams.
Learning:
• We develop a robust structural learning algorithm via group lasso, which is
able to efficiently uncover heterogeneous interdependency relations specified via
vectorized parameters among the dimensions and can be easily parallelized in
a distributed setting.
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• We propose an efficient matrix rank minimization algorithm, which elegantly
inherits the advantages from both the proximal methods and the conditional
gradient methods to solve the matrix rank minimization problem under different
constraints.
• We also develop an online Bayesian inference algorithm for inferring the latent
cluster assignment and updating the respective model parameters based on both
temporal and textual information, which achieves almost constant processing
time per document in a stream of one million documents.
Inference:
• Based on the learned information diffusion models, we develop the first scalable
influence estimation algorithm in continuous-time diffusion networks with gen-
eral heterogeneous pairwise transmission functions. When used as a subroutine
in a greedy influence maximization algorithm, our method can find the near-
optimal solution with performance guarantees and can scale up to real networks
of one million nodes. Furthermore, we are the first to rigorously evaluate the so-
lution quality against real independent testing data for influence maximization,
which further verifies that the algorithm can indeed generate greater influence
compared with other state-of-the-arts.
• We have proposed the time-sensitive recommendation algorithm, which not only
can recommend the most relevant item specific to a given moment, but also can
predict the next returning time for a user to a designated service, which has
great potentials to improve the Ad bidding strategies for web companies.
• Based on the recurrent user-activity model, we develop an analytic solution to
calculate the expected overall network activity given the exogenous inputs from
each individual user. Then, we further propose a set of convex formulations to
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boost and shape user activities satisfying different budget constraints of interest.
We show that our framework can provide more fine-grained control of network
activity in a time-sensitive fashion.
Open Source Software: We provide efficient C++ implementations of building,
fitting, and assessing high-dimensional temporal point processes via the open source
package PtPack. Both researchers and practitioners in academia and industry can
benefit from this open source package. For researchers, PtPack serves as good base-
lines for comparing with their new models to study the information dynamics in social
networks for example. For practitioners in industry, they can tailor PtPack to best
fit the requirements of their applications.
We believe these contributions can open several interesting research directions
towards solving the general question of predicting ‘who will do what by when and
where? ’ in the future. The long term goal of our research is to build increasingly
accurate predictive models of natural and artificial systems in our world to predict
future events, and to design better systems for delivering more intelligent and per-
sonalized services to the users. More specifically, our research will continue to focus
on the following directions:
Personalized Real-time Recommendation. We keep investigating the connec-
tion between recurrent neural networks and temporal point processes. In addition
to train a global model that captures the general sequential patterns on the popula-
tion level, we will also take the local sequential history of each individual entity into
considerations. Thus, given the current state and time of a user, the prediction of
his (her) next state and time will depend not only on the outputs from the global
models but also on the predictions of local models built from his (her) own trajecto-
ries. Based on the final prediction results and the users’ current contexts, we might
provide better recommendations.
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Dynamic Knowledge Graph. Our learning algorithms for uncovering the latent
interdependency structure among interacting entities can be applied to many other
domains. For instance, knowledge graph is a powerful network structure connecting
related but different types of concepts and entities to each other. Based on the news
reports and mass media information, can we also infer the dynamics over the static
knowledge graph structure? Can predict what kind of interactions (collaborations vs.
conflicts) will happen by when and where given some regional events that currently
occur to some of the entities in the graph?
Adaptive Decision Making. Based on the medical records of patients, we may be
able to track the temporal dynamics that determine how quickly one type of disease
may trigger the progression of other related complications, infections and even new
diseases in the future. Given the current medical diagnosis of a patient, we want to
adaptively decide: when should the patient to come back for the next observation?
what is the best time to treat the patient? and what type of treatment is the most
appropriate?
More Efficient Learning Algorithms. Normally, fitting a particular point pro-
cess involves finding the maximum likelihood estimation for the model parameters.
Depending on the formulation of the conditional intensity function, the optimization
problem may be either convex (e.g. Hawkes process) or non-convex (e.g. Recurrent
temporal point process). If the problem is convex, can we develop more efficient
online, stochastic, or batch algorithms by exploiting the specific properties of the
problem? If the problem is non-convex, can we also provide algorithms that guar-
antee to find the optimal solution under specific constraints for the problem? The
development of these methods will inevitably make the point processes to be applied
to an even broader range of applications in the future.
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APPENDIX A
THEOREM PROOFS IN CHAPTER 4
A.1 Heterogeneous Transmission Functions
We denote the waiting time distribution, or transmission function, along a directed
edge of G as fji(ti|tj). Formally, the transmission function fji(ti|tj) for directed edge
j → i is the conditional density of node i getting infected at time ti given that node j
was infected at time tj. We assume it is shift invariant, i.e., fji(ti|tj) = fji(ti − tj) =
fji(τji), where τji := ti − tj, and it takes positive values when τji ≥ 0, and the value
of zero otherwise.
In most previous work, simple parametric transmission functions such as the expo-
nential distribution αji exp(−αjiτji), and the Rayleigh distribution αjiτ exp(−αjiτ 2ji/2)
have been used [56]. However, in many real world scenarios, information transmis-
sion between pairs of nodes can be heterogeneous and the waiting times can obey
distributions that dramatically differ from these simple models. For instance, in viral
marketing, active consumers could update their status instantly, while an inactive
user may just log in and respond once a day. As a result, the transmission func-
tion between an active user and his friends can be quite different from that between
an inactive user and his friends. As an attempt to model these complex scenarios,
nonparametric transmission functions have been recently considered [44]. In such
approach, the relationship between the survival function, the conditional intensity
function or hazard, and the transmission function is exploited. In particular, the




′)dτ ′ and the hazard function
is defined as hji(τji) := fji(τji)/Sji(τji). Then, it is a well-known result in survival
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and fji(τji) = hji(τji)Sji(τji). The ad-
vantage of using the conditional intensity function is that we do not need to explicitly
enforce “the integral equals 1” constraint for the conditional density fji. Instead, we
just need to ensure hji ≥ 0. This facilitates nonparametric modeling of the trans-
mission function. For instance, we can define the conditional intensity function as a




αlk(τl, τ), if τ > 0, and 0 otherwise.
A common choice of the kernel function is the Gaussian RBF kernel k(τ ′, τ) =
exp(−‖τ − τ ′‖2 /2s2). Nonparametric transmission functions significantly improve
modeling of real world diffusion, as is shown in [44].
A.2 A Graphical Model Perspective
Now, we look at the independent cascade model from the perspective of graphical
models, where the collection of random variables includes the infection times ti of
the nodes. Although the original contact graph G can contain directed loops, each
diffusion process (or a cascade) induces a directed acyclic graph (DAG). For those
cascades consistent with a particular DAG, we can model the joint density of ti using




p (ti|{tj}j∈πi) , (A.1)
where each πi denotes the collection of parents of node i in the induced DAG, and
each term p(ti|{tj}j∈πi) corresponds to a conditional density of tj given the infection
times of the parents of node i. This is true because given the infection times of node
i’s parents, ti is independent of other infection times, satisfying the local Markov
property of a directed graphical model. We note that the independent cascade model
only specifies explicitly the pairwise transmission functions for each directed edge,
but does not directly define the conditional density p(ti|{tj}j∈πi).
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However, these conditional densities can be derived from the pairwise transmission








which is the sum of the likelihoods that node i is infected by each parent node j.
More precisely, each term in the summation can be interpreted as the instantaneous
risk of node i being infected at ti by node j given that it has survived the infection
of all parent nodes until time ti.
Perhaps surprisingly, the factorization in Equation (A.1) is the same factorization
that can be used for an arbitrary induced DAG consistent with the contact network
G. In this case, we only need to replace the definition of πi (the parent of node i in the
DAG) to the set of neighbors of node i with an edge pointing to node i in G. This is not
immediately obvious from Equation (A.1), since the contact network G can contain
directed loops which may be in conflict with the conditional independence semantics
of directed graphical models. The reason it is possible to do so is as follows: Any fixed
set of infection times, t1, . . . , td, induces an ordering of the infection times. If ti ≤ tj
for an edge j → i in G, hji(ti|tj) = 0, and the corresponding term in Equation (A.2) is
zeroed out, making the conditional density consistent with the semantics of directed
graphical models.
Based on the joint density of the infection times in Equation (A.1), we can per-
form various inference and learning tasks. For instance, previous work has used Equa-
tion (A.1) for learning the parameters of the independent cascade model [44, 56, 99].
However, this may not be the most convenient form for addressing other inference
problems, including the influence estimation problem in the next section. To this end,
we propose an alternative view.
Instead of directly modeling the infection times ti, we can focus on the collection
of mutually independent random transmission times τji = ti − tj. In this case, the
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where E denotes the set of edges in the contact network G — switching from the earlier
node-centric view to the now edge-centric view. Based on the Shortest-Path property
of the independent cascade model, variable ti can be viewed as a transformation from
the collection of variables {τji}(j,i)∈E . More specifically, let Qi be the collection of
directed paths in G from the source nodes to node i, where each path q ∈ Qi contains
a sequence of directed edges (j, l), and assuming all source nodes are infected at zero










where gi(·) is the transformation.
Importantly, we can now compute the probability of infection of node i at ti using
the set of variables {τji}(j,i)∈E :









The significance of the relation is that it allows us to transform a problem involving a
sequence of dependent variables {ti}i∈V to one with independent variables {τji}(j,i)∈E .
Furthermore, the two problems are connected via the shortest path algorithm in
weighted directed graph, a standard well studied operation in graph analysis.
A.3 Naive Sampling Algorithm
The graphical model perspective described in Section 4.2 and Appendix A.2 suggests
a naive sampling (NS) algorithm for approximating σ(A, T ):




























e(0.2) < b(0.3) < d(0.4) < a(1.5) < c(1.8)
< g(2.2) < f(3.7)
• Neighborhoods:
N (c, 2) = {a, b, c, e};N (c, 3) = {a, b, c, d, e, f};
• Least-label list:
r∗(c) : (2, 0.2), (1, 0.3), (0.5, 1.5), (0, 1.8)
• Query: r∗(c, 0.8) = r(a) = 1.5
Figure A.1: Graph G = (V , E), edge weights {τji}(j,i)∈E , and node labeling {ri}i∈V
with the associated output from Algorithm A.1.




(j,i)∈E and for each node i, find the shortest path from







3. Average the counts across n samples.
Although the naive sampling algorithm can handle arbitrary transmission func-
tion, it is not scalable to networks with millions of nodes. We need to compute
the shortest path for each node and each sample, which results in a computational
complexity of O(n|E| + n|V| log |V|) for a single source node. The problem is even
more pressing in the influence maximization problem, where we need to estimate the
influence of source nodes at different location and with increasing number of source
nodes. To do this, the algorithm needs to be repeated, adding a multiplicative factor
of C|V| to the computational complexity (C is the number of nodes to select). Then,
the algorithm becomes quadratic in the network size. When the network size is in
the order of thousands and millions, typical in modern social network analysis, the
naive sampling algorithm become prohibitively expensive. Additionally, we may need
to draw thousands of samples (n is large), further making the algorithm impractical
for large scale problems.
A.4 Least Label List
The notation “argsort((r1, . . . , r|V|), ascend)” in line 2 of Algorithm A.1 means that
we sort the collection of random labels in ascending order and return the argument
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Algorithm A.1: Least Label List
Input: a reversed directed graph G = (V , E) with edge weights {τji}(j,i)∈E , a
node labeling {ri}i∈V
Output: A list r∗(s) for each s ∈ V
1 for each s ∈ V do ds ←∞, r∗(s)← ∅;
2 for i in argsort((r1, . . . , r|V|), ascend) do
3 empty heap H← ∅;
4 set all nodes except i as unvisited;
5 push (0, i) into heap H;
6 while H 6= ∅ do
7 pop (d∗, s) with the minimum d∗ from H;
8 add (d∗, ri) to the end of list r∗(s);
9 ds ← d∗;
10 for each unvisited out-neighbor j of s do
11 set j as visited;
12 if (d, j) in heap H then
13 Pop (d, j) from heap H;
14 Push (min {d, d∗ + τjs} , j) into heap H;
15 else if d∗ + τjs < dj then
16 Push (d∗ + τjs, j) into heap H;
of the sort as an ordered list. Figure A.1 shows an example of the Least-Label-List.
The nodes from a to g are assigned to exponentially distributed labels with mean one
shown in each parentheses. Given a query distance 0.8 for node c, we can binary-
search its Least-label-list r∗(c) to find that node a belongs to this range with the
smallest label r(a) = 1.5.
A.5 Proof of Theorem 4.1









where Λ := maxA:|A|≤C 2σ(A, T )2/(m−2)+2V ar(|N (A, T )|)(m−1)/(m−2)+2aε/3,
|N (A, T )| 6 a, and for each set of random transmission times, sample m set of
random labels. Then we can guarantee that
|σ̂(A, T )− σ(A, T )| 6 ε
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simultaneously for all A with |A| 6 C, with probability at least 1− δ.
Proof Let Sτ := |N (A, T )| for a fixed set of {τji} and then σ(A, T ) = Eτ [Sτ ].
The randomized algorithm with m randomizations produces an unbiased estimator




∗ ) for Sτ , i.e., Er|τ [Ŝτ ] = Sτ , with variance Er|τ [(Ŝτ − Sτ )2] =
S2τ/(m− 2).
Then Ŝτ is also an unbiased estimator for σ(A, T ), since Eτ,r[Ŝτ ] = EτEr|τ [Ŝτ ] =
Eτ [Sτ ] = σ(A, T ). Its variance is
V ar(Ŝτ ) := Eτ,r[(Ŝτ − σ(A, T ))2] = Eτ,r[(Ŝτ − Sτ + Sτ − σ(A, T ))2]
= Eτ,r[(Ŝτ − Sτ )2] + 2Eτ,r[(Ŝτ − Sτ )(Sτ − σ(A, T ))] + Eτ,r[(Sτ − σ(A, T ))2]
= Eτ [S2τ/(m− 2)] + 0 + V ar(Sτ )
= σ(A, T )2/(m− 2) + V ar(Sτ )(m− 1)/(m− 2)




l=1 Ŝτ l , that




2V ar(Ŝτ ) + 2aε/3
)
(A.5)
where Ŝτ < a 6 |V|.
Setting the right hand side of relation (A.5) to δ, we have that, with probability
1− δ, sampling the following number sets of random transmission times
n >















we can guarantee that our estimator to have error |σ̂(A, T )− σ(A, T )| 6 ε.
If we want to insure that |σ̂(A, T )− σ(A, T )| 6 ε simultaneously hold for all A
such that |A| 6 C  |V|, we can first use union bound with relation (A.5). In this











we can guarantee that our estimator to have error |σ̂(A, T )− σ(A, T )| 6 ε for all A
with |A| 6 C. Note that we have define the constant Λ := maxA:|A|≤C 2σ(A, T )2/(m−
2) + 2V ar(Sτ )(m− 1)/(m− 2) + 2aε/3.
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APPENDIX B
THEOREM PROOFS IN CHAPTER 5
B.1 Proof of Theorem 5.2
Theorem 5.2 With the condition ρ ≥ ρ∗, the optimal value ÔPT of the problem 5.5
coincides with the optimal value OPT in the problem B.1 of interest, where ρ∗ is a
problem dependent threshold.








+ λ‖Z1‖∗ + β‖Z2‖∗,
Λ0,A ≥ 0,Λ0 = Z1,A = Z2. (B.1)
We can observe that the optimal solution of B.1 is a feasible solution of 5.5 with the
same objective function value, so it is evident that ÔPT ≤ OPT. On the other hand,
suppose (Λ∗0,A∗,Z∗1 ,Z∗2) is an optimal solution of 5.5 with Λ∗0 6= Z∗1 ,A∗ 6= Z∗2 in
general. Since Λ∗0,A∗ ≥ 0, they are also feasible for B.1, so we can find a ρ′ such
that λ‖Z∗1‖∗+β‖Z∗2‖∗+ρ′‖Λ∗0−Z∗1‖2F +ρ′‖A∗−Z∗2‖2F ≥ λ‖Λ∗0‖∗+β‖A∗‖∗. Therefore,
under the condition that
ρ ≥ ρ∗ = max
{
λ (‖Λ∗0‖∗ − ‖Z∗1‖∗) + β (‖A∗‖∗ − ‖Z∗2‖∗)
‖Λ∗0 −Z∗1‖2F + ‖A∗ −Z∗2‖2F
}
, (B.2)
we have ÔPT ≥ − 1|O|
∑
T u,i∈O ` (T u,i|Λ∗0,A∗) + λ‖Λ∗0‖∗+ β‖A∗‖∗ ≥ OPT and readily
arrive at the theorem.
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be the sequence generated by Algorithm 5.1, δk = 2/(k+1),
and ηk = (δk)−1/L, D1 and D2 some problem dependent constants. Then for k ≥ 1,
we have






Proof Consider the following general optimization problem
min
X∈Ω
F (X) := f(X1;X2) + Ψ(X2), (B.4)
where X = [X1;X2], Ω = Ω1 × Ω2, f is L-smooth and convex, and Ψ(·) is convex.
Let δk = 1
k+2
and ηk = (δk)−1/L. First Note that Y k −U k−1 = δk(Xk −Xk−1). By
the smoothness of f where f(y) ≤ f(x) + 〈f ′(x), y − x〉+ L
2
‖y − x‖2, we have
f(Y k) ≤ f(U k−1) +∇f(U k−1)>
(









f(U k−1) +∇f(U k−1)>
(











(by the convexity of f)
≤ (1− δk)f(Y k−1) + δk
(








Note the proximal mapping Proxx0(ξ) := argminx∈X{V (x, x0) + 〈ξ, x〉}, where
V (x, x′) = ω(x) − ω(x′) − 〈∇ω(x′), x − x′〉 is the Bregman distance, and ω(x) is 1-
strongly convex. For any X1 ∈ Ω1, we have the following well-known inequality [126]:
∇1f(U k−1)T (Xk1 −X1) ≤ (ηk)−1[V (X1,Xk−11 )− V (X1,Xk1 )− V (Xk1 ,Xk−11 )].
(B.6)
Besides, by our linear minimization oracle




























≤ δk(f(U k−1) +∇1f(U k−1)>
(
Xk1 −U k−11 +X∗1 −X∗1
)
+∇2f(U k−1)>X∗2 + Ψ(X∗2 )−Ψ(Xk2 )−∇2f(U k−1)>U k−12 ))




+∇2f(U k−1)>(X∗2 −U k−12 )





(by the convexity of f)






≤ δkF (X∗) + δk(ηk)−1(V (X∗1 ,Xk−11 )− V (X∗1 ,Xk1 )− V (Xk1 ,Xk−11 ))− δkΨ(Xk2 )
(by the definition of Bregman distance)





Plugging into the previous inequality B.5, we end up with




‖Xk2 −Xk−12 ‖2 − δkΨ(Xk2 ), (B.9)
where we have used the fact ‖X = (X1;X2)‖2 = ‖X1‖2 + ‖X2‖2.
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Adding Ψ(Y k2 ) to the both sides, we have




‖Xk2 −Xk−12 ‖2 + Ψ(Y k2 )− δkΨ(Xk2 )− (1− δk)Ψ(Y k−12 )(
by the convexity of Ψ and the definition of Y k
)






Subtracting F (X∗) from both sides of the above inequality, we have
F (Y k)− F (X∗) ≤(1− δk)(F (Y k−1)− F (X∗)) + L(δk)2(V (X∗1 ,Xk−11 )
− V (X∗1 ,Xk1 )) +
L(δk)2
2
‖Xk2 −Xk−12 ‖2. (B.11)
By the fact δ1 = 1 and invoking the Lemma 1 of [96], the above inequality implies













Let D1 = V (X∗1 ,X01 ) ≥ 0 and D2 = maxx,y∈Ω2 ‖x− y‖2, we have








THEOREM PROOFS IN CHAPTER 6
C.1 Proof of Lemma 6.1
Lemma 6.1 µ(k)(t) = G(?k)(t)λ(0).
Proof We will prove the lemma by induction. For generation k = 0, µ(0)(t) =
EHt [λ(0)] = G(?0)(t)λ(0). Assume the relation holds for generation k: µ(k)(t) =
G(?k)(t)λ(0). Then for generation k+1, we have µ(k+1)(t) = EHt [
∫ t
0
G(t−s) dN (k)(s)] =∫ t
0
G(t − s)EHt [dN (k)(s)]. By definition EHt [dN (k)(s)] = EHs− [E[dN (k)(s)|Hs−]] =




G(t− s)G(?k)(t)λ(0) ds = G(?k+1)(t)λ(0),
which completes the proof.
C.2 Proof of Lemma 6.2
Lemma 6.2 Ĝ(?k)(z) =
∫∞
0





Proof We will prove the result by induction on k. First, given our choice of ex-
ponential kernel, G(t) = e−ωtA, we have that Ĝ(z) = 1
z+w
A. Then for k = 0,
G(?0)(t) = I and Î(z) =
∫∞
0
e−ztI dt = 1
z
I. Now assume the result hold for a


























, and completes the proof.
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C.3 Proof of Theorem 6.3
Theorem 6.3 µ(t) = Ψ(t)λ(0) =
(
e(A−ωI)t + ω(A− ωI)−1(e(A−ωI)t − I)
)
λ(0).

































= eAt, where eAt is a matrix exponential. Then, it is easy to see
that Ψ̂(z) = (z+w)
z
F̂ (z + w) = F̂ (z + w) + w
z
F̂ (z + w). Finally, we perform in-








, where we made use of the property of Laplace
transform that dividing by z in the frequency domain is equal to an integration in time
domain, and F (z + w) = e−ωteAt = e(A−ωI)t.
C.4 Proof of Corollary 6.4
Corollary 6.4 µ = (I− Γ)−1 λ(0) = limt→∞Ψ(t)λ(0).
Proof If the process is stationary, the spectral radius of Γ = A
w
is smaller than 1,
which implies that all eigenvalues of A are smaller than ω in magnitude. Thus, all
eigenvalues of A− ωI are negative. Let PDP−1 be the eigenvalue decomposition of
A − ωI, and all the elements (in diagonal) of D are negative. Then based on the
property of matrix exponential, we have e(A−ωI)t = P eDtP−1. As we let t→∞, the
matrix eDt → 0 and hence e(A−ωI)t → 0. Thus limt→∞Ψ(t) = −ω(A−ωI)−1, which




Ogata’s thinning algorithm [124] is a simple and classic simulator using the idea of
rejection sampling. Specifically, at any time t, we define a homogeneous Poisson




where τ(t) represents how far we can go from t into the future and it can be infinite in
many cases. Given the history Ht = {ti}ni=1, the key idea to simulate the next event
tn+1 is that we first generate a candidate event from the homogeneous Poisson process
at the time t̂n+1 and then decide whether to keep it or not based on two conditions. If
t̂n+1 > τ(tn), then no events will happen between tn and tn+τ(tn), so we restart from
tn+τ(tn). Otherwise, an event might occur within the interval [tn, tn+τ(tn)], and we
accept the point at the time t̂n+1 with the probability λ∗(t̂n+1)/λ0(tn). The intuition
is that we first generate points from the homogeneous Poisson process with large
intensities λ0(t) (which is easy and straightforward). These generated points might
be too many for the true point process, so we thin out these points later according
to λ∗(t). Algorithm D.1 gives the formal procedure, where Exp(α) is the exponential
distribution with the expectation 1/α, and Uniform([0, 1]) is the uniform distribution
defined from 0 to 1.
Algorithm D.1 can be generalized to the multidimensional setting. Let λ∗d(t) be
the conditional intensity function on the d-th dimension where d = 1 . . . D, and define






Algorithm D.1: Simulating One-Dimensional Point Process
Input: λ∗(t), λ0(t) and T .
Output: {ti}ni=1
1 Set n = 0, t = 0;
2 while t < T do
3 Generate s ∼ Exp(λ0(t));
4 Generate U ∼ Uniform([0, 1]);
5 if s > τ(t) then t = t+ τ(t);
6 else if t+ s > T or U > λ
∗(t+s)
λ0(t)
then t = t+ s ;
7 else n = n+ 1, t = t+ s, tn = t ;
8 end
9 return {ti}ni=1
The procedure can be then rewritten in Algorithm D.2. Compared to the one-
dimensional case, after we decide to accept the candidate of the next event, we
need to further assign this event to the dimension that most likely contributes to
its occurrence in line 10 of Algorithm D.2.
Algorithm D.2: Simulating Multi-Dimensional Point Process






1 Set n = 0, t = 0;
2 while t < T do
3 Generate s ∼ Exp(λD0 (t));
4 Generate U ∼ Uniform([0, 1]);
5 t = t+ s;
6 if s > τ(t) then t = t+ τ(t);






then t = t+ s ;
8 else
9 n = n+ 1, t = t+ s;
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