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Abstract
Selecting optimal hyperparameters is a key challenge in machine learning. An
exciting recent result showed it is possible to learn high-performing hyperparameter
schedules on the fly in a single training run through methods inspired by Evolu-
tionary Algorithms. These approaches have been shown to increase performance
across a wide variety of machine learning tasks, ranging from supervised (SL) to
reinforcement learning (RL). However, since they remain primarily evolutionary,
they act in a greedy fashion, thus require a combination of vast computational
resources and carefully selected meta-parameters to effectively explore the hyper-
parameter space. To address these shortcomings we look to Bayesian Optimization
(BO), where a Gaussian Process surrogate model is combined with an acquisition
function to produce a principled mechanism to trade off exploration vs exploitation.
Our approach, which we call Probabilistic Population-Based Training (P2BT), is
able to transfer sample efficiency of BO to the online setting, making it possible
to achieve these traits in a single training run. We show that P2BT is able to
achieve high performance with only a small population size, making it useful for
all researchers regardless of their computational resources.
1 Introduction
Neural networks [49, 21, 32] are ubiquitous with the machine learning revolution, sweeping through
industry and academia alike. And yet, training them often remains an art form rather than a science.
For each new problem, we must make a multitude of decisions before training a model, such as the
best learning rate or optimizer. These choices are often only after trial-and-error that an impressive
(yet hard to reproduce [5]) headline result can be achieved. Furthermore, with costly experiments, the
price paid for inefficient trial-and-error can be prohibitive.
These issues have led to a surge in popularity for Automated Machine Learning (AutoML, [24]),
which seeks to find automatic solutions to human specified machine learning problems. One such
challenge in AutoML is that of hyperparameter optimization [6], whereby differing configurations
have been shown to yield dramatic difference in performance [43]. Hyperparameter optimization is
considered as a blackbox optimization problem, and is typically tackled by model-based methods such
as Bayesian Optimization (BO, [7, 20, 54]), or Evolutionary Algorithms (EAs) which are model-free.
Typically, BO works by building a surrogate model of the blackbox function, and subsequently
maximizing an acquisition function in order to select a new point to evaluate. By contrast, EAs
consider a population of candidate solutions, evaluate their fitness by querying the blackbox function,
and subsequently move towards higher performing solutions.
BO is typically more sample efficient than EAs (or other model-free approaches), yet is less trivial
to scale to a distributed setting. As such, there has been a significant focus on batch BO methods
[12, 17, 2]. Notably though, these methods are not readily applicable for a single training run. As the
authors of [26] note, these will still require multiple sequential model optimizations and may contain
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a bias, limiting performance. Furthermore, BO is not designed for online updates with non-stationary
data.
By contrast, recent work showed a specific type of EA called Population-Based Training (PBT, [26])
could conduct hyperparameter optimization in an online fashion. PBT works by evaluating a number
of proposed solutions in parallel, and periodically replacing the worst performing configurations with
perturbations of better performing ones. The key insight from PBT is that by altering hyperparameters
during the training process, the algorithm is able to learn schedules, providing the ability to adapt to
different stages of optimization. In addition, since the networks only need to train for a single run, it is
possible to achieve rapid results in a distributed setting. This approach has been shown to outperform
even heavily tuned hyperparameter schedules for a vast array of settings such as reinforcement
learning (RL), GAN training [18], transformer models for machine translation or WaveNet models
[58].
Despite this success, as an evolutionary algorithm, PBT remains a greedy approach, broadly con-
sisting of replacing weaker models with perturbations of better ones. Although this has been shown
to work better than simply resampling parameters (which the authors suggest was less successful),
it lacks a principled manner to explore the space of configurations. In addition, PBT often shows
little improvement vs. baselines for small population sizes, making it unfeasible for use out of large
industrial labs [26].
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Figure 1: An illustration of our approach.
In this paper we introduce Probabilistic Population Based Training (P2BT, as shown in Fig. 1).
P2BT seeks to achieve the best of both worlds, gaining scalability from EAs with superior sample
efficiency of BO. In order to reduce bias, and limit the impact of noisy training results, we augment
the input feature space and consider diverse subsets via Determinantal Point Processes [33] to all
us to perform one-shot BO. We demonstrate the efficacy of P2BT across a range of challenging
machine learning problems, where it outperforms existing methods and consistently achieves high
performance in a single run.
2 Related Work
We begin by reviewing the many inter related areas which inspired our work.
Hyperparameter Optimization Hyperparameter optimization [30, 6, 25] is a crucial component
of any high performing machine learning model. In the past, methods such as grid search and random
search [4] have proved popular, however, with increased focus on Automated Machine Learning
(AutoML, [24]), it has been shown that we can in fact do better with more sophisticated approaches.
This success has led to a variety of tools [15, 41].
Population Based Approaches Taking inspiration from biology, population based methods have
proved effective for blackbox optimization problems [42]. Evolutionary Algorithms (EAs, [3])
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take many forms, one such method is Lamarckian EAs [59] in which parameters are inherited
whilst hyperparameters are evolved. Meanwhile, other methods learn both hyperparameters and
weights [9, 22]. These works motivate the recently introduced PBT algorithm [26], whereby network
parameters are learned via gradient descent, while hyperparameters are evolved. Its key strengths
lie in the ability to learn high performing hyperparameter schedules in a single training run, leading
to strong performance in a variety of settings [40, 34]. PBT works by focusing on high performing
configurations, however, this greedy property means it is unlikely to explore areas of the search space
which are “late bloomers”. In addition, the core components of the algorithm rely on handcrafted
meta-hyperparameters, such as the degree of mutation. In this work we address these shortcomings
through the use of probabilistic models.
Bayesian Optimization Bayesian Optimization (BO [7, 20, 53]) is a sequential model-based
blackbox optimization method [23]. BO works by building a surrogate model of the blackbox
function, typically taken to be a Gaussian Process [47]. BO has been shown to produce state-of-the-
art results in terms of sample efficiency, making dramatic gains in several prominent use cases [10].
Over the past few years there has been increasing focus on distributed implementations [17, 2] which
seek to select a batch of configurations for concurrent evaluation. Despite this increased efficiency,
these methods still require multiple training runs.
Another recent method, Freeze-Thaw Bayesian Optimization [57] considers a ‘bag’ of current
solutions, with their future loss assumed to follow an exponential decay. The next model to optimize
is chosen via entropy maximisation. This approach bears similarities in principle with PBT, but
from a Bayesian perspective. The method, however, makes assumptions about the shape of the loss
curve, does not adapt hyperparameters during optimization (as in PBT) and is sequential rather than
parallelized. Our approach takes appealing properties of both these methods. After the training run is
terminated, the key difference is that the Freeze-Thaw BO needs to restart the training run from the
beginning while our approach will continue this run by copying the better configurations from other
runs.
Hybrid Algorithms Bayesian and Evolutionary approaches have been combined in the past. In
[46], the authors show using an early version of BO improves a simple Genetic Algorithm, while [1]
shows promising results through combining BO and random search. In addition, the recently popular
Hyperband algorithm [35], was shown to exhibit stronger performance with a BO controller [14].
The main weakness of these methods is their inability to learn schedules.
Hyperparameter Optimization for Reinforcement Learning Finally, methods have been pro-
posed specifically for RL, dating back to the early 1990s [56]. These methods have typically had
a narrower focus, optimizing an individual parameter. More recent work [45] proposes to adapt
hyperparameters online, by exploring different configurations in an off-policy manner in between
iterations. Additionally [13] concurrently proposed a similar to PBT, using evolutionary hyperpa-
rameter updates specifically for RL. These methods show the benefit of re-using samples, and we
believe it would be interesting future work to consider augmenting our method with off-policy or
synthetic samples (from a learned dynamics model) for the specific RL use case.
3 Preliminaries
3.1 Bayesian Optimization
Consider a noisy blackbox function f : Rd → R over some domain X , whereby the goal is to find
x∗ ∈ X such that
x∗ = arg max
x∈X
f(x). (1)
In our setting X represents the integer and real-valued hyperparameters of a neural network, whose
domains are mostly bounded for practical reasons, while f is assumed to be non-convex. In our
setting, f(x) represents the performance of a neural network given a d-dimensional hyperparameter
x in a task such as image classification.
Bayesian Optimization (BO, [7]) is a model-based blackbox optimization method, which seeks
to learn a posterior distribution for f with a surrogate model fˆ , typically taken to be a Gaussian
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Process (GP, [47]). A GP is a Bayesian nonparametric model which is fully specified by a mean
function µ : X → R and a kernel (covariance function) k : X d ×X d → R. If f ∼ GP (µ, k), then
f(x) is distributed normally N (µ(x), k(x, x)) for all x ∈ X . After we have observed n data points
{xi, f(xi)}ni=1, the GP posterior belief at new point x′ ∈ X , f(x′) follows a Gaussian distribution
with mean µn(x′) and variance σ2n(x
′) as follows:
µn(x
′) := kn(x′)T (Kn + σ2I)−1y (2)
σ2n(x
′) := k(x′, x′)− kn(x′)T (Kn + σ2I)−1kn(x′) (3)
where Kn := {k(xi, xj)}ni,j=1 and kn := {k(xi, x′)}ni=1.
In order to select a new sample to evaluate, BO seeks to maximize (via some optimizer) an acquisition
function α(x). This is typically one of the following:
• Expected Improvement (EI), [27] αEI(x) = E[u(x)] where u(x) = max(0, f(x)−f(x∗t ))
and x∗t is the current best known solution at timestep t. EI selects a point which intuitively
gives the highest expectation of improving upon the exising data.
• Upper Confidence Bound (UCB, [55]): αUCB(x) = µ(x) + βσ(x). UCB methods seek
to trade off both exploration and exploitation, via parameter β, which is typically increased
over time.
In a sequential setting, the point maximizing α(x) is then evaluated, and the model fˆ is updated with
the new data point {xn+1, f(xn+1)}. A simple example of BO is given in Algorithm 1.
Algorithm 1 Bayesian Optimization
Input: Surrogate model fˆ , acquisition function α.
Initial samples X0 = {xi, f(xi)}ni=1
for t = 0, 1, . . . , T − 1 do
1. Update Surrogate Model: Fit fˆ using Xt
2. Select Point to Evaluate: xt = arg maxα(x)
3. Update dataset: Xt = Xt−1 ∪ {xt, f(xt)}
Return best solution.
Given the abundant availability of parallel computing resources, recent research has focused on
distributed implementations of BO [55, 52]. Synchronous methods seek to evaluate an entire batch of
new samples concurrently, while Asynchronous methods [28, 2] seek to propose a new sample as
soon as another completes.
BO methods typically wait for trials to complete, and do not update the parameters of an individual
sample once it is in the process of being evaluated. Thus, the length of time it takes to complete a
trial is crucial when considering the benefit of asynchronous vs. synchronous BO [29]. Furthermore,
BO suffers when the evaluations are noisy, since the model struggles to learn the true posterior.
However, BO offers the potential to systematically explore with limited data, offering unrivialed
sample efficiency.
3.2 Population-Based Training
Population-Based Training (PBT) focuses on the problem setting that emphasizes the schedule
update ft(), defined as follows:
x∗t = arg max
x∈X
ft(x),∀t ≤ T (4)
where T is the number of structure update we performed. At the end, we obtain an optimal schedule
[x∗1, x
∗
2, ...x
∗
T ] rather than a single point x
∗ as used in traditional global optimization. The PBT
algorithm considers a population of proposed solutions {θ1, . . . , θM}, each of which is training in
parallel with hyperparameter configurations {x1, . . . , xM}. The goal is to find the optimal model
across the population. Each of the M models is typically trained using backpropagation, referred to
with the step operation, defined as follows:
θt+1 ← step(θt|xt) (5)
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iterations of which are chained to complete the optimization process, as follows:
θT = step(step . . . step(θ1|x1) . . . |xT−1)|xT ) (6)
with the goal to maximize eval(θT ). After the step, the model is evaluated with eval, defined as the
current performance on some objective function (such as reward in reinforcement learning). Note
that eval does not need to be differentiable. Thus we can consider the blackbox function ft(x) to be
the following:
ft(x) = eval(step(θt|xt)). (7)
Equipped with feedback in the form of ft(x), we can then assess the performance of the current
configuration xt. When deemed ready (typically taken to be some increment of training iterations or
simulation timesteps) the performance ft(x) is compared to the remainder of the population. The
exploit operation is defined as a continuation of the step operator. However, if a given θi is in the
bottom λ%, then it may be replaced by another configuration θj , selected from the top λ% agents
(for our experiments we set λ = 25%).
In this case, the explore procedure is triggered, and new hyperparameters are selected by one of the
following means: 1) randomly perturbing the new configuration xj and 2) resampling from the initial
hyperparameter distribution. The degree to which 1) is perturbed, as well as the trade off between 1)
and 2) are hard-coded meta-parameters themselves, and have large ranges in the original paper [26].
A full description of the algorithm is in Algorithm 2.
Algorithm 2 Population Based Training (PBT)
Initialize: Neural network weights {θ10, . . . , θM0 }, with hyperparameters {x10, . . . , xM0 }
(in parallel) for t = 1, . . . , T − 1 do
1. Update Models: θit ← step(θit−1|xit−1)
2. Evaluate: p = eval(θit) for all i
3. If ready:
• exploit : Rank agents, if θit is in the bottom λ% then copy and perturb θjt from the top
λ%.
• explore : If exploiting, either re-sample, or randomly perturb xjt .
Return best model and corresponding schedule.
One key benefit of this approach is that (given enough resources) it has the same wall-clock time as
a single training run. In addition, it benefits from learning hyperparameter schedules, rather than
the best fixed point (as in sequential blackbox optimization approaches). However, we note the
introduction of new meta-parameters, which simply pass on the problem of optimizing x to a new
domain. In particular, the mechanism by which to explore is based largely on heuristics, with large
ranges chosen in the original paper [26]. In our approach, we select our next hyperparameters via
BO. As such, we alleviate the reliance on handpicked meta-parameters by instead sampling from a
surrogate model posterior distribution, which guides the degree of exploration through the desire to
reduce uncertainty.
4 Probabilistic Population-Based Training
Our goal is to achieve the best of both worlds: the principled exploration and unrivalled sample
efficiency of BO, with the wall-clock speed and online adaptation of PBT. To do this, we replace
the explore operation of PBT and instead apply BO in an online setting, while maintaining the
evolutionary phenonemon of copying the network weights. However, it is not trivial to adapt BO to
the schedule learning setting, especially in the presence of noisy evaluations and highly non-stationary
learning dynamics (which is typical in reinforcement learning). As such, we must make several
adjustments to the typical BO framework.
4.1 Augmenting Input Features for One-Shot BO
BO typically considers the setting whereby the blackbox function (or a proxy thereof) is queried
sequentially. In this case, it is assumed that all evaluations come from the same function f . In
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our setting, we instead consider ft, which crucially depends on the timestep t. This is a common
phenomenon for hyperparameters in many machine learning problems, an example of which comes
in the annealing schedules often used for learning rates [37].
Firstly, we do not train our GP model to predict the total reward, or loss of the current configuration
xit, since this depends on the previous performance of {xi0, . . . , xit−1}. Concretely, we seek to predict
the following:
yit =
Lit − Lit−1
∆t
(8)
where Lit is the loss for a given agent at timestep t. Note that for supervised learning, ∆t will be
in terms of training iterations, while for reinforcement learning it will typically be environment
timesteps.
In addition, we augment the feature space with an additional variable corresponding to the previous
loss (or reward) Lit−1. This means we are able to model the expected performance improvement yit
for a given hyperparameter xit with knowledge of the performance before the step operation.
Finally, we utilize a sliding window to avoid covariate shift. This leads to the appealing property of
reducing certainty in previously tested hyperparameters as time passes (as demonstrated in Fig 7).
We demonstrate the importance of these enhancements in Table 3 and Fig 5.3.
4.2 Noisy Data
Many machine learning experiments do not exhibit monotonic training curves, leading to noisy
measurements for one-step hyperparameter performance. This is especially the case for RL algorithms,
where there are multiple sources of stochasticity (such as the environment dynamics or the policy
itself). Thus, rather than a clean reading of f(x), our model receives a corrupted reading y = f(x)+
for  ∼ N (0, σ2 ) where σ2 is the measurement noise variance which will be estimated from the data.
One result of this phenomenon arises when optimizing the GP-kernel hyperparameters, when using
the exponentiated quadratic kernel we often learn trivially small lengthscales.
Given the prominence of this setting in real world applications, there have been solutions proposed,
such as clipping the y values or scaling the features [48]. In our setting, we tackle this problem
by subsampling the data using a k-DPP [33], if the learned lengthscale is below a given threshold
(chosen as 10−5 for our experiments). Despite the infrequent occurrence of this phenomenon, we
show in our experiments (Table 3 and Fig 5.3) that this component of P2BT does have a meaningful
impact on performance.
4.3 The Algorithm
We are now ready to describe P2BT in more detail (see: Algorithm 3). Concretely, we begin with the
same ready, step and exploit operations as in PBT. Concretely, when model θit is deemed ready,
we take the performance p of the remaining M−1 models p1, . . . , pM , (p 6= i), and conduct exploit
on the network weights as in PBT. If we chose to replace θit, we also select a new x
i
t via BO.
Algorithm 3 Probabilistic Population Based Training (P2BT)
Initialize: Neural network weights {θ10, . . . , θM0 }, with hyperparameters {h10, . . . , hM0 }, empty
dataset X0 = ∅
(in parallel) for t = 1, . . . , T − 1 do
1. Update Models: θit ← step(θit−1|xit−1)
2. Evaluate: p = eval(θit) for all i
3. Record Data: Xt = Xt−1 ∪ {p, t, xit}
4. If ready:
• exploit : Rank agents, if θi is in the bottom λ% then copy and perturb θj from the top
λ%.
• explore : Select hyper-parameters xit via BO.
Return best model and corresponding schedule.
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Notably, given the asynchronous nature of the PBT framework, if another agent is deemed ready,
we must ensure we do not expend unnecessary computational resources by evaluating similar
configurations on multiple agents (as is often the case with PBT). As such, we make use of the
observation that σ2n(x
′) does not depend on y and include the yet-to-evaluate datapoints when
evaluating the uncertainty. After the first point x(1)t is selected by a standard BO, we insert this
location into the observation input Xn+1 = Xn ∪ x(1)t to reduce the uncertainty at σn(x1). Formally,
we have:
σ2n+1(x) = k(x, x)− kn+1(x)T (Kn+1 + σ2I)−1kn+1(x) (9)
By reducing the uncertainty at the selected location x(1)t , we will keep exploring by moving to the
next location with high µn and high σn+1. This idea has been used in literature for several prominent
works [16, 11, 12]. These insights are included in the explore step in Algorithm 3.
(a) PBT (b) P2BT
Figure 2: All sampled points from our SL experiments (Section 5.1). Axis ranges are the bounds specified in
Section 9.1.
We demonstrate these benefits in Fig. 2 where we show all of the hyperparameters chosen for our SL
experiments (see: Section 5.1). P2BT combines exploration in the corners, with exploitation in the
central regions. By contrast, PBT fills the central region, the result of fixed small perturbations.
5 Experiments
The key motivation for P2BT is the introduction of a principled mechanism to explore the hyper-
parameter space, making it possible to achieve state-of-the-art results with practical computational
resources. As such, our core focus is experiments with smaller population sizes, making all the
results achievable with a handful of CPUs. Despite this, we seek to demonstrate that not only P2BT
can outperform PBT, but it can achieve impressive performance on a variety of prominent machine
learning tasks.
In particular, we focus on two settings: supervised learning (SL) and reinforcement learning (RL).
All experiments were conducted using the open source tune library [39], where an implementation
of P2BT will be made public upon publication. We benchmark P2BT vs. PBT, with identical con-
figurations aside from the changes mentioned in Section 4. We also compare against a random search
(RS) baseline [4]. Random search is a challenging baseline because it does not make assumptions
about the underlying problem, and typically achieves close to optimal performance asymptotically
[24]. Finally, we also consider a recent state-of-the-art Asynchronous version of Hyperband (ASHA
[36]), which begins with a large population and subsequently halts underperforming agents. ASHA
was shown to outperform PBT for SL on CIFAR-10, but remains untested for RL.
5.1 Supervised Learning
For our first set of experiments we used P2BT to optimize six hyperparameters for a Convolutional
Neural Network (CNN)1 on the CIFAR-10 dataset [31].
In each setting we randomly sample the initial hyper-parameter configurations and train on half of the
dataset for 50 iterations. We use a population size of M = 4 and for RS, PBT and P2BT, and we
set the ready criteria to be 5 completed training iterations. For ASHA we have the same maximum
budget across all agents but begin with a population size of 16,
1Architecture from https://zhenye-na.github.io/2018/09/28/pytorch-cnn-cifar10.html
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Table 1: This table shows the median best performing agent across 5 seeds. The best performing methods are
bolded.
RS ASHA PBT P2BT
Test Accuracy 84.43 88.85 87.20 88.53
In Table 5.1 we show the median best performing agent from each training run. As we see, P2BT
significantly outperforms both PBT and the Random baseline, while matching ASHA. This result is
non trivial since ASHA was designed for SL and focused on outperformance on this task [36]. In Fig
3 we show the corresponding learning curves, where P2BT and ASHA outperform PBT and RS.
Figure 3: Median best performing agent across 5 runs, for population size of M = 4. Shaded regions
correspond to the IQR.
5.2 Reinforcement Learning
In this section we consider optimizing a policy for continuous control problems from the OpenAI
Gym [8]. In particular, we seek to optimize the hyperparameters for Proximal Policy Optimization
(PPO, [51]), for the following tasks: BipedalWalker, LunarLanderContinuous, Hopper and
InvertedDoublePendulum.
In each setting, we use a neural network policy with two 32-unit hidden layers and tanh activations.
We use rllib [38, 44] for all experiments, and apply the state filter. During training, we seek to
optimize the following hyperparameters: batch size, learning rate, GAE parameter (λ, [50]) and
PPO clip parameter (). We use the same fixed ranges across all four environments (included in the
Appendix Section 9.2). All experiments are conducted for 106 environment timesteps, with the ready
command triggered every 5× 104 timesteps. For ASHA, we initialize a population of 18 agents to
compare against M = 4 and 48 agents for M = 8. These were chosen to achieve the same total
budget with the grace period equal to the ready criteria for PBT and P2BT.
Table 2: This table shows the median best performing agent across 10 seeds. The first four rows correspond to
a population size of 4, while the second correspond to a population size of 8. In each case the best performing
method is bolded.
M RS ASHA PBT P2BT
BipedalWalker 4 234 236 223 253
LunarLanderContinuous 4 161 213 159 235
Hopper 4 1638 1819 1492 2409
InvertedDoublePendulum 4 8094 7899 8893 8701
BipedalWalker 8 240 255 277 289
LunarLanderContinuous 8 175 231 247 252
Hopper 8 2075 2336 2724 3227
InvertedDoublePendulum 8 7943 8210 9320 9330
Given the well-known stochasticity of RL experiments [19], we repeated each experiment with ten
seeds, and plot the median best performing agent from each run, alongside the interquartile ranges
(IQRs) in Fig. 4 & 5.
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(a) BipedalWalker (b) LunarLanderContin-
uous
(c) Hopper (d) InvertedDoublePen-
dulum
Figure 4: Median best performing agent across ten seeds for a population size M = 4. Shaded areas
correspond to the IQR.
(a) BipedalWalker (b) LunarLanderContin-
uous
(c) Hopper (d) InvertedDoublePen-
dulum
Figure 5: Median best performing agent across ten runs for a population sizeM = 8. Shaded areas correspond
to the IQR.
In almost all cases we see performance gains from P2BT vs. PBT. For the smaller population
size (M = 4, Fig. 4) we see some significant gains for P2BT, while in 3/4 cases PBT actually
underperforms random search. This is confirmed in the original PBT paper, where the smallest
population size fails to outperform (Table 1, [26]). One possible explanation for this is the greediness
of PBT leads to prematurely abandoning promising regions of the search space. Another is that
the small changes in parameters (multiple of 0.8 or 1.2) is mis-specified for discovering the optimal
regions, thus requiring more initial samples to sufficiently span the space. This may also be the case
if there is a shift later in the optimization process.
For the larger population size PBT does indeed outperform random search, but P2BT still performs
better. Notably, in both settings random search and ASHA achieve similar results. This implies there
is a greater gain to be had from learning schedules in RL vs. SL. As we see, the state-of-the-art SL
performance of ASHA fails to translate to RL, where it clearly performs worse than both PBT and
P2BT for the larger setting, and performs worse than P2BT for the smaller one.
5.3 P2BT vs. PBT + Vanilla BO
In this section we seek a greater understanding the factors impacting P2BT ’s performance. In
particular, we focus on the innovations which make BO work in an one-shot setting with noisy data.
For these experiments, we consider a population size of M = 8 and evaluate two different versions
of P2BT: “No DPP”, where we use all data and do not subsample, and “No Reward”, where we do
not include the current reward in the input features. Results are shown in Fig. 5.3 and Table 3.
These results show the two key changes vs.vanilla BO had a large impact on the final results. Without
the DPP subsampling or the inclusion of the prior reward we would likely not have been able to learn
a good GP model for the online problem, which is impacted by noise and covariate shift. Further
work in improving GP’s robustness to these issues would likely lead to further performance gains for
P2BT.
Table 3: Median best performing agent across ten seeds for P2BT without key components.
No DPP No Reward P2BT
BipedalWalker 278 264 289
LunarLanderContinuous 244 235 252
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(a) BipedalWalker (b) LunarLanderContin-
uous
(c) BipedalWalker (d) LunarLanderContin-
uous
Figure 6: Two key differences between P2BT and vanilla BO a) and b) use of DPP, c) and d) inclusion of
previous reward.
5.4 Exploration Profile
In order to understand the exploration properties of P2BT, in Fig. 7 we show the learned batch
size for P2BT and PBT across three of the seeds of InvertedDoublePendulum. We see that PBT
very quickly collapses to a single mode, while P2BT continues to explore the space throughout
learning. We chose to focus on this hyperparameter since for many of the environments it appeared
that smaller batch sizes led to faster training initially, yet during later stages a larger batch size may
be beneficial to finetune performance. This is confirmed by the fact that for the same experiment the
best performing ASHA agent also had a small batch size (median = 7000), which possibly explained
why it was never able to fine tune enough to achieve a high reward.
(a) PBT (b) P2BT
Figure 7: Train batch size during optimization. We see that PBT (a) collapses to a single mode, while P2BT
(b) continues to explore the space at later stages of optimization.
5.5 Robustness to Hyperparameter Ranges
(a) BipedalWalker (b) LunarLandercontinu-
ous
Figure 8: Median best performing agent for a population size of M = 8. In both cases we consider a large
upper bound for the batch size.
Table 4: Median best performing agent across ten seeds for PBT and P2BT, with a batch size of
{5000, 200000}.
PBT P2BT
BipedalWalker 144 225
LunarLanderContinuous 124 199
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One key feature of P2BT is its robustness to handcrafted ranges for the hyperparameter choice. In
Fig 8 and Table 4 we show the performance for PBT and P2BT with a batch size of {5000, 200000}.
As we see, both methods perform worse than in Table 2, yet P2BT still achieves good rewards with
low variance, while PBT fails.
5.6 Additional Ablation Studies
In the Appendix we also show a series ablation studies for the BipedalWalker and
LunarLanderContinuous environments. In Fig. 11 we show the results for M ∈ {12, 16}, and see
very little gain from larger population sizes. In Fig. 12 we vary the ready criteria, and find that
performance does degrade with less frequent updates (such as ready = 2× 105). We also show that
EI is a superior acquisition function in our setting (vs. UCB).
6 Conclusion and Future Work
We presented Probabilistic Population Based Training (P2BT), a new method combining Bayesian
Optimization and Population Based Training (PBT) to learn high performing hyperparameter sched-
ules in a single training run. Unlike the original PBT which relies on several heuristics, P2BT uses
uncertainty estimates to explore hyperparameter configurations in a principled manner. We show that
P2BT outperforms PBT in a variety of challenging settings, and note strong performance even with
small population sizes. We also show that P2BT matches the state-of-the-art performance of ASHA
for supervised learning, while significantly outperforming it in reinforcement learning experiments,
where learning a schedule is crucial due to the non-stationary nature of the problem.
Given the prominence of PBT, we believe the gains provided by P2BT will have a significant impact.
We believe this work will allow labs with small to medium sized computational resources to gain the
benefit of PBT-type training without the excessive computational cost required to ensure sufficient
exploration. Furthermore, our implementation is integrated with the widely used ray library.
Finally, we believe there are several future directions opened by taking our approach, such as updating
population sizes based on the value of the acquisition function, and using BO to select the optimization
algorithms or architectures. We also believe there may be further gains in reinforcement learning
experiments through making use of off-policy data [45]. We leave these to exciting future work.
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Appendix
The Appendix is organized as follows: 1) In Section 7 we include a visualization of the learned
schedules for our supervised learning experiments 2) In Section 8 we include additional ablation
studies and 3) In Section 9 we include all experiment details, including fixed hyperparameters and
learned hyperparameter bounds.
7 Hyperparameter Schedules
Here we delve deeper into the schedules learned by P2BT. In Fig. 9 and 10, we show the schedules
of the best performing agents across each of the five runs for the CIFAR-10 experiments. We see
once again that P2BT explores regions of the space that PBT never visits.
Figure 9: PBT Learned Schedules for the best performing agents.
Figure 10: P2BT Learned Schedules for the best performing agents.
8 Additional Ablation Studies
Here we seek to test the sensitivity of P2BT to a variety of design choices. In particular, we consider
larger population sizes, the ready criteria, and the choice of acquisition function.
(a) BipedalWalker (b) LunarLanderContin-
uous
Figure 11: P2BT with varying population size.
Table 5: Median best performing agent for P2BT with differing population sizes.
4 8 12 16
BipedalWalker 252.50 289.38 268.92 286.89
LunarLanderContinuous 234.50 251.56 247.79 261.18
What about larger population sizes? As we emphasize throughout this paper, P2BT is able to
achieve strong performance with a small number of agents (M ≤ 10). In Fig. 11 and Table 5 we
confirm this is indeed the case for two RL environments. In both settings, performance does not
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improve beyondM = 8 agents. We believe this suggests P2BT is able to achieve close to the optimal
reward for a given policy architecture/algorithm with only a small population size.
(a) BipedalWalker (b) LunarLanderContin-
uous
Figure 12: P2BT with a population size of 8, varying the ready criteria (in thousands of timesteps).
Table 6: Median best performing agent for P2BT with M = 8 agents. The difference between columns
corresponds to the number of timesteps (in thousands) for the ready condition.
20 50 100 200
BipedalWalker 266.20 289.38 245.90 246.05
LunarLanderContinuous 245.38 251.56 215.19 202.81
How frequently should we explore? In Fig. 12 and Table 6 we consider the frequency of performing
the BO updates (coupled with copying stronger performing weights). Interestingly, we see that having
fewer updates does degrade performance, however, reducing the number of timesteps too low seems
to be counterproductive.
(a) BipedalWalker (b) LunarLanderContin-
uous
Figure 13: The performance comparison using different acquisition functions. EI tends to perform better than
UCB.Table 7: We analyze the performance using different acquisition functions. EI tends to perform better
than UCB.
UCB EI
BipedalWalker 222.71 289.38
LunarLanderContinuous 249.20 251.56
Choice of acquisition function: Finally, in Fig. 13 and Table 7 we consider a different acquisition
function. In all of the experiments in the paper we use the Expected Improvement (EI) acquisition
function, but here we also evaluate P2BT with the Upper Confidence Bound (UCB) acquisition
function. We see that EI performs better in both tasks considered.
9 Experiment Details
9.1 Supervised Learning
In Table 8 we show design choices made across all experiments on the CIFAR-10 dataset. In Table
9 we show the bounds for the hyperparameters learned by PBT and P2BT. All methods were
initialized by randomly sampling from these bounds.
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Table 8: Fixed hyperparameters for CIFAR-10 experiments
Parameter Value
Optimizer Adam
Iterations 50
Architecture 3 Conv Layers2
ready 5
Table 9: Learned hyperparameter bounds for CIFAR-10 experiments
Parameter Value
Train Batch Size {4, 128}
Dropout-1 {0.1, 0.5}
Dropout-2 {0.1, 0.5}
Learning Rate {10−3, 10−4}
Weight Decay {10−3, 10−5}
Momentum {0.8, 0.99}
9.2 Reinforcement Learning
Table 10: Fixed hyperparameters for PPO experiments
Parameter Value
Filter MeanStdF ilter
SGD Iterations 10
Architecture 32-32
ready 5× 104
Table 11: Learned hyperparameter bounds for PPO experiments
Parameter Value
Batch Size {1000, 60000}
GAE λ {0.9, 0.99}
PPO Clip  {0.1, 0.5}
Learning Rate η {10−3, 10−5}
In Table 10 we show design choices made across all RL experiments. In Table 11 we show the bounds
for the hyperparameters learned by PBT and P2BT. All methods were initialized by randomly
sampling from these bounds.
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