Uncertainty theory is a new branch of axiomatic mathematics for studying the subjective uncertainty. In uncertain theory, uncertain variable is a fundamental concept, which is used to represent imprecise quantities (unknown constants and unsharp concepts). Entropy of uncertain variable is an important concept in calculating uncertainty associated with imprecise quantities. This paper introduces the single parameter entropy of uncertain variable, and proves its several important theorems. In the framework of the single parameter entropy of uncertain variable, we can obtain the supremum of uncertainty of uncertain variable by choosing a proper . The single parameter entropy of uncertain variable makes the computing of uncertainty of uncertain variable more general and flexible. 
Introduction
The concept of entropy was founded by Shannon [1] in 1949, which is a measurement of the degree of uncertainty of random variables. In 1972, De Luca and Termini [2] introduced the definition of fuzzy entropy by using Shannon function. Inspired by the Shannon entropy and fuzzy entropy, Liu [3] in 2009 proposed the concept of entropy of uncertain variable, where the entropy characterizes the uncertainty of uncertain variable resulting from information deficiency.
Tsallis Entropy initiated by Tsallis [4] [5] [6] in 1988, this is based on the following single parameter generalization of the Shannon entropy: Henceforth, many scholars conduct to research the tsallis entropy, such as S. Abe [7] , S. Abe and Y. Okamoto [8] , R. J. V. dos Santos [9] and so on.
Uncertainty theory was founded by Liu [10] in 2007 and refined by Liu [11] in 2010, which is a branch of mathematics based on normality, monotonicity, selfduality, countable subadditivity, and product measure axioms. It is a effectively mathematical tool disposing of imprecise quantities in human systems. In recent years, Uncertainty theory was widely developed in many disciplines, such as uncertain process [12] , uncertain calculus [3] , uncertain differential equation [3] , uncertain logic [13] , uncertain inference [14] , uncertain risk analysis [15] , and uncertain statistics [11] . Meanwhile, Liu [16] proposed a spectrum of uncertain programming and applied it into system reliability design, facility location problems, vehicle routing problems, project scheduling problems and so on.
In order to provide a quantitative measurement of the degree of uncertainty in relation to an uncertain variable, Liu [3] proposed the definition of uncertain entropy resulting from information deficiency. Dai and Chen [17] investigated the properties of entropy of function of uncertain variables. The principle of maximum entropy for uncertain variables are introduced by Chen and Dai [18] . Besides, there are many literature concerning the definition of entropy of uncertain variables, such as Chen [19] , Dai [20] , etc. Inspired by the tsallis entropy, this paper introduces a new type of entropy, single parameter entropy in the framework of uncertain theory and discusses its properties. Consequently, we generalize the entropy of uncertain variable. The rest of the paper is organized as follows. In Section 2, we recall some basic concepts and theorems of uncertain theory. In Section 3, the definition of single parameter entropy of uncertain variables is proposed. In addition, some examples of the single parameter entropy are illustrated. In Section 4, several properties of single parameter entropy are proved. In Section 5, gives some discussions of single parameter entropy. In Section 6, some examples of single parameter entropy are given. At last, a brief summary is drawn.
Preliminaries
In this section, we will recall several basic concepts and theorems in the uncertain theory.
Let be a nonempty set, and a    -algebra over . Each element is called an event. Uncertain measure was introduced as a set function satisfying the following five axioms ( [10] ): and uncertainty distribution as follows. 
where and e  are real numbers with 0
Then we will recall the definition of inverse uncertainty distribution as follows.
Definition 2.4 (Liu [11] ) An uncertainty distribution  is said to be regular if its inverse function 
Definition 2.6 (Independence of uncertain variable Liu [10] ) The uncertain variables 1 2 , , , m
for any Borel sets of real numbers. , , , n     , respectively. If f be a strictly increasing with respect to 1 2 , , , m x x  , , , , 
Single Parameter Entropy
In this section, we will introduce the definition and theorem of single parameter entropy of uncertain variable.
For the purpose, we recall the entropy of uncertain variable proposed by Liu [3] . Definition 3.1 (Liu [3] ) Suppose that  is an uncertain variable with uncertainty distribution . Then its entropy is defined by
where
We set throughout this paper. 
H  is the quadratic entropy of uncertain variable [20] . 
Then its single parameter entropy is 
Properties of Single Parameter Entropy
Assuming the uncertain variable with regular distribution, we obtain some theorems of single parameter entropy as follows. 
where the equality holds if  is a constant. Figure 2 , the theorem is clear. As an uncertain variable tends to a constant, the single parameter entropy tends to the minimum 0. 
Proof: From
Proof: Suppose that  and  have uncertainty distribution and , respectively, and inverse uncertainty distribution and , respectively. Note that the inverse uncertainty distribution of
tions as follows.
