Hot flow stress of CrMoV steel was extracted using hot compression test. Test was carried out in strain range of 0.1-0.9, with strain rate of 0.1-5 s Ϫ1 and the temperature of 900-1 200°C. Flow stress was predicted by using conventional regression method, i.e., Zenner-Holloman parameter with hyperbolic function. The results showed low accuracy of prediction with a high relative error. Several two hidden layers Artificial Neural Networks (ANN) architectures with back propagation algorithm and momentum learning process were applied using Matlab software. They used strain, strain rate and temperature as input and flow stress as output. It was found that an optimum architecture of 3-9-10-1 shows proper prediction with respect to the conventional regression method, i.e., the relative error reached Ϫ0.13 % in place of 11.52 %. This ANN method is also capable of generating high precision output for unseen deformation conditions if proper initial weights and biases are used.
Introduction
It is well known that hot deformation behavior of austenite is a complicated process that depends on the chemical composition, microstructure, strain, strain rate and temperature. [1] [2] [3] [4] Models of hot working of steel rely on mathematical representations of the flow stress versus the plastic strain of austenite that include the effect of strain rate and temperature, these are known as constitutive equations. 1, 4, 5) The general form of these equations for deformation processing are (1) where s and ē are the effective stress and strain respectively, e is the mean strain rate and T is processing temperature. In order to describe the flow stress of metal during hot deformation, some mathematical models have been proposed. The most frequently used for constitutive equation is 2) where n is the strain hardening exponent, m is the strain rate sensitivity and Y and K are the constants. Strain rate sensitivity is important at elevated temperatures while it has little influence at room temperature for most metallic materials. In contrast, the importance of the strain hardening exponent increases with decreasing temperature. 5) For each temperature, there is a set of constants. A fundament equation has already been proposed by Sellars and Tegart 6) by assuming flow during deformation as a thermally activated process:
where A, a and nЈ are constants determined by fitting the empirical data and Q is the apparent activation energy. These conventional models are to carry out linear regression with the experimental data on the basis of the models in order to obtain the constants. However, most of the factors affecting the flow stress are non-linear, so using the linear regression methods makes low and limited accuracy of the predicted flow stress. Furthermore, the regression method cannot represent all the experimental data nor can it deal with dispersed data. Also, the original regression constants must be abandoned when new experimental data have been added. New regression constants must be computed again for a new data-set in order to obtain a new mathematical model. 7) Unlike the method of regression, the Artificial Neural Network (ANN) method does not require a mathematical model. The ANN can perform not only a highly accurate non-linear fit, but also retains memory of data. Furthermore, the ANN method is powerful in handling dispersed data, and moreover it can also adjust the state of the network on the base of the original data in order to adapt the new data-sets through training with those. 7, 8) The ANN method represents a general method of regression that can overcome some of the difficulties associated with ordinary linear regression such as the need to choose a relationship between the parameters before analysis. The ANN method arrives at a mathematical model without prior assumptions about the form of the relationships. Equationṡ
in the ANN method are not limited to the sum of linear and pseudo-linear terms, and because the non-linearity can be difficult in different regions of the input space.
1)
The ANN method as information processing paradigm has been inspired by the way biological nervous systems such as the brain process information. Learning in biological systems involves adjustments to the synaptic connections that exist between the neurons. 9) But, neural network models of real world systems are built by tuning a set of parameters known as weights. The weights are calculated by passing examples of input-output pairs through the model, and the ANN adjusts the weights to minimize the error or to predict appropriate measures to avoid overfitting i.e., error growth with precession of learning process. 1, 9) The ANN is used for prediction hot flow stress is generally a supervised multi-layer feed forward network trained with a standard back propagation algorithm and one or two hidden layers. 10, 11) It computes changes to the weights in the final layer first, reuses much of the same computation to compute changes to the weight in the pre-ultimate layer, and ultimately goes back to the initial layer. The equation to update the weights in momentum learning is 9, 10) : (4) where w ij and is the weight between nodes i and j at iteration n, d j (n) is the local error which can be directly computed from the instantaneous error between the desired and the system response. At the output processing elements or as a weighted sum of errors at the internal processing elements, h is step size, x i is real output of node i (become input for node j) and a is the momentum and is set to a value between 0.1 and 0.9. The mean square error of the test set (MSE) was used as the stopping criteria, and to evaluate the performance of the training as below 9) : ........... (5) where N is number of test data, t i is target (the desired output for a given input), and a i is computed output via network. When output varies continuously but not linearly as the input changes, nonlinearity activation functions must be used. 9, 10) The CrMoV (W.Nr.1.7765) is a hot work tool steel used in this study. This steel offers both increased toughness and improved heat resistance. It therefore presents the efficiency of tooling, resulting increment in productivity and thereby reduction of costs.
12) It can be used to produce automobile parts such gears, crankshafts, spindles, machine tool fittings, precision parts and aircraft parts.
13)

Experimental Procedure
The chemical composition of W.Nr.1.7765 steel is shown in Table 1 . The compression cylindrical specimens with 5 mm diameter and 7.5 mm length were machined from 80 mm diameter bar according to SEP 1681* standard. In order to minimize the coefficient of friction during hot compression test, Rastegaeve design was used. In this approach, the entire end face of specimen is machined away except for a small rim and two glass foils are set in these cavities as lubricant. 14) One-hit hot compression was carried out on dilatometer BÄHR-thermoanalyse GmbH machine equipped with induction furnace. The specimens were preheated to 1 200°C for 15 min under nitrogen atmosphere. They were then cooled to test temperature for one min and held 10 min to this temperature prior to deformation for homogenization purposes. Tests were performed at temperatures of 900-1 200°C, strain rates of 0.1-5 s Ϫ1 and a constant true strain of 0.9. The specimens were quenched immediately after deformation using liquid nitrogen gas jet. various deformation conditions. The required constants for conventional regression equation of flow stress (Eq. (3)) depend on applied strain. 5) Ten stress data points were extracted from each stress-strain curve (stress data in strains 0, 0.1, 0.2… to 0.9), therefore, 120 data points were extracted from 12 stress-strain curves to define the constants of Eq. (3). These constants for investigated steel at the temperature range of 900-1 200°C were defined as follows: Comparison between measured and predicted stress data and also distribution of relative error were been presented in Figs. 2(a) and (b) respectively (stress data points were named as sample numbers). The average relative error was calculated according to Wu et al., method 7) (Eq. (10)) is 11.52 %. This value presents a low accuracy for prediction of flow stress. (10) where p i is the predicted flow stress, m i the measured flow stress and n is the number of points.
Results and Discussion
Flow Stress Prediction by
a(MPa Ϫ1)ϭ0.0016 · e 3 Ϫ0.0044 · e 2 Ϫ0.0008 · e ϩ0.0058, 0
Flow Stress Prediction by Using ANN Method
ANN has been widely used for prediction of flow stress by many authors. 7, 8, 11, 15) This method is based on feed forward network trained with the back propagation algorithm and two hidden layers, hidden neurons between 5-40 and farther hidden layer has only one neuron further. The inputs (x i ) are strain, strain rate and temperature, and the flow stress is the output ( y i ). Therefore, the input matrix is Xϭ(e, e°, T) and the output matrix is Yϭ(s). A non-linear function such as hyperbolic tangent sigmoid or logarithm sigmoid is used as the activation function for the hidden layers, whereas the final output neuron can used linear transfer function. 7, 11) But, with respect to nonlinear change of hot flow stress, log sigmoid was applied as output transfer function. 9, 10) The hyperbolic tangent and logarithm sigmoid functions vary between Ϫ1 and 1, and 0 to 1, respectively as shown in unified data of the corresponding Z. This unification method is not appropriate for e°because it changes severely and causes too small a unified value of e°m ax for the ANN method to learn. 8) Therefore, logarithm method of unification is adopted as follows:
.... (14) in which constant 4 is added to this equation in order to have a positive sign. Equation (13) is still adopted to unify T and s, whereas, the value of e is in the range of 0-1 which does not need to be unified.
The preparation of the training data set is related to the way that output varies with inputs and the availability of experimental data. If the output varies with inputs in different ways as shown in Figs. 5(a) and 5(b) , the training data used to generalize a model should be prepared differently. 10) For the outputs which vary according to Fig. 5(b) , it is necessary to optimize the training data used. To optimize the training process, initial weight and bias must be changed. The work was accomplished by using the neural network toolbox available with MATLAB software.
Many two hidden layers feed forward ANN method has been experienced with various hidden neurons. In the present training set, 120 data points were extracted from 12 stress-strain curves that used for training points. The network is trained until the mean squared error between the actual and predicted output reduces to 10 Ϫ4 . 11) Two architectures used as layers are: 3-2-3-1 and 3-19-20-1 with log sigmoid as activation transfer function, which indicate the low and high hidden neurons, respectively. All two hidden layers ANN architectures with numbers of hidden neurons between 5 (2ϩ3) and 39 (19ϩ20) were experienced. Figure 6 shows training and test performance for these two networks. Test performance is unseen data used to estimate network's ability for prediction, e.g., deformation condition at 1 200°C and strain rate of 0.2 s Ϫ1 was used. According to Fig. 6 , low hidden neurons network presents a constant error after 5 000 epochs that couldn't reach desired mean squared error (10 Ϫ4 ). In high hidden neurons network, the training curve reaches desired criterion but still the test abuts a straight line.
The best architecture that presented proper predictions was found according to try and error procedure. It must have nine neurons in the first hidden layer and ten neurons in the second one (3-9-10-1) as shown in Fig. 7 . When the hidden neurons were fewer or more than 19 (9ϩ10), the above trends of low and high hidden neurons networks occurred gradually. Wu et al. 7) and Liua et al. 8) also have reached the same architecture. Similar remnants, this ANN method used gradient descent with momentum and adaptive learning rate and back propagation algorithm, initial learning rate 0.01 decreased typically by multiplying in 0.7 and momentum constant of 0.9. Figure 8 showed good agreement between measured and predicted stress, and Fig. 9 showed relative error distribution after 5 000 epochs. The average relative error for this prediction method reached Ϫ0.13 %. This is much smaller than the previous method. The ANN method also shows a good applicability for the generation of desired output for two unseen conditions as indicated in Fig. 10 . Training process can continue to 100 000 epochs as relative error reaches 0.01 % see Fig. 11 , but overfitting occurs for the only unseen condition when epochs exceed 5 000. It should be noted that when one of the training and test performance curves ascended with precession of learning epochs, over-
. fitting occurred. Here, training process must be stopped and reset with new weights and biases. Therefore, the precession of learning epochs should be modified error at both train and test curves; otherwise, it will decrease ANN's ability of prediction. There is no theoretical guidance for the determination of the number of hidden layers and neurons in each hidden layer so different ANN's methods architectures have great effects on the prediction results that confirm with other researchers. 7, 8) Initial weights and biases like architecture also play an important role to predict unseen conditions. These must be changed until both training and test curves show a good relationship.
Conclusions
The relative error for prediction of hot flow stress of W.Nr.1.7765 steel by the ANN method with back propagation algorithm and momentum learning with comparison of conventional regression method have been studied in this research, that is, Ϫ0.13 % and 11.52 %. It showed that the ANN method for this steel has a high degree of accuracy. The optimum ANN method architecture is 3-9-10-1 which was found according to the long try and error procedure. The input include e, e°and T, and output is s. Both input and output must be normalized as stand between 0-1 and maximum training epochs must be 5 000. It is also important to choose proper initial weights and biases for training and test curves, as both present good results simultaneously.
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