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Abstract
The least squares (LS) estimator seems the natural estimator of the coefﬁcients of a Gaussian linear
regression model. However, if the dimension of the vector of coefﬁcients is greater than 2 and the residuals
are independent and identically distributed, this conventional estimator is not admissible. James and Stein
[Estimation with quadratic loss, Proceedings of the Fourth Berkely Symposium vol. 1, 1961, pp. 361–379]
proposed a shrinkage estimator (James–Stein estimator) which improves the least squares estimator with
respect to the mean squares error loss function. In this paper, we investigate the mean squares error of the
James–Stein (JS) estimator for the regression coefﬁcients when the residuals are generated from a Gaussian
stationary process. Then, sufﬁcient conditions for the JS to improve the LS are given. It is important to know
the inﬂuence of the dependence on the JS. Also numerical studies illuminate some interesting features of
the improvement. The results have potential applications to economics, engineering, and natural sciences.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let y(1), . . . , y(n) be a sequence of independent and identically distributed random vectors
distributed as the k-dimensional normal distribution N(, Ik), where Ik is the k × k identity
matrix. As an estimator for the population mean , the sample mean Yn ≡ n−1∑nt=1 y(t)
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seems the most fundamental and natural estimator. However, if k3, Stein [8] showed that
this conventional estimator is not admissible with respect to the mean squares error (MSE) loss
function. Furthermore James and Stein [7] propose a shrinkage estimator (JS estimator) ̂n ≡
{1 − (k − 2)/‖Yn‖2}Yn, which improves Yn with respect to MSE when k3. Here ‖(·)‖ is the
Euclidean norm of (·). The analysis has been extended to the case of estimation for the linear
regressionmodel y = X+. Similarly, based on the least squares estimator ̂LS of, estimators of
JS type have been proposed. In the case where  is distributed as N(0, 2In), Arnold [2] proposed
an estimator ˜ ≡ {1 − ĉ2/‖X̂LS‖2}̂LS, where c is a positive constant number and ̂2 is an
estimator of 2. This estimator improves ̂LS with a suitable choice of c if dim 3.
We often use statistical methods designed for independent sample even for the case when
the observations might be dependent (e.g., ﬁnancial engineering analysis). In such a case, it
is very important to elucidate the inﬂuence of dependence on the statistical methods. In this
paper, we investigate the statistical properties for estimators of JS type in time series regres-
sion models. For time series data, estimation of the trend is very important in various ﬁelds,
e.g., econometrics, engineering and natural sciences. Usually, we estimate the coefﬁcients of
regression part by the LS estimator. However, if the regressors and the residual spectra satisfy
some relations, the LS becomes inferior to the JS. For a typical time series model with cyclical
trend, this point is described in Example 2 clearly. In this case, the JS estimator becomes an
alternative one.
For a vector-valued Gaussian stationary process with mean vector µ, Taniguchi and Hirukawa
[9] studied the MSE of sample mean µ̂ and the JS estimator µ̂JS for µ. Then they gave a set of
sufﬁcient conditions for µ̂JS to improve µ̂ in terms of the spectral density matrix. In this paper,
letting B be a matrix of unknown coefﬁcients, we consider the following time series regression
model
y(t) = B′x(t) + (t),
when {x(t)} satisﬁes Grenander’s condition, and {(t)} is a vector-valued Gaussian stationary
process with spectral density matrix f(). Then, a set of sufﬁcient conditions for the JS estimator
B̂JS of B to improve the LS estimator B̂LS is given in terms of f() and the regression spectrum
matrix. Numerical studies are provided, and they illuminate some interesting features of B̂JS.
This paper organized as follows. Section 2 describes the model settings and assumptions, and
compare the MSE of B̂JS with that of B̂LS. Then, we give a set of sufﬁcient conditions for B̂JS
to improve B̂LS in terms of f() and the regression spectrum. Here it should be noted that the
MSE feature of B̂JS is greatly different between the case of B = 0 and B = 0. Hence we state the
results in Theorems 1 and 2 separately. Numerical studies are given for various choices of x(t)
and f(), and they illuminate the improvement of B̂JS to B̂LS visually and clearly. The proofs of
theorems are relegated to Section 3.
There has been a series of works which deal with a spectral approximation of the BLUE
estimator for B (e.g., [4]). It is known that it improves the LS uniformly, but, as we said, the
motivation of this paper is not this point, i.e., we elucidate the inﬂuence of dependence on the JS
estimator.
2. James–Stein estimators for time series regression models
Suppose that {(t)} is a p-dimensional Gaussian stationary process with mean vector E[(t)] =
0 and spectral density matrix f(). In this paper, we consider the linear regression model of
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the form
y(t) = B′x(t) + (t), t = 1, . . . , n, (1)
where y(t) ≡ (y1(t), . . . , yp(t))′, and B ≡ (bij ) is a q ×p matrix of unknown coefﬁcients. Here
x(t) ≡ (x1(t), . . . , xq(t))′ is a q × 1 vector of regressors satisfying the assumptions below. Let
d2i (n) ≡
∑n
t=1 {xi(t)}2, i = 1, . . . , q.
Assumption 1. lim
n→∞ d
2
i (n) = ∞, i = 1, . . . , q.
Assumption 2. lim
n→∞
{xi(n)}2
d2i (n)
= 0, i = 1, . . . , q,
and for some i > 0,
xi(n)
ni
= O(1), i = 1, . . . , q.
Assumption 3. For each i, j = 1, . . . , q, there exists the limit
ij (h) ≡ lim
n→∞
∑n
t=1 xi(t)xj (t + h)
di(n)dj (n)
.
Let R(h) ≡ (ij (h)).
Assumption 4. R(0) is nonsingular.
FromAssumptions 1–4, we can write
R(h) =
∫ 
−
eihM(d),
where M() is a matrix function whose increments are Hermitian nonnegative, and which is
uniquely deﬁned if it is required to be continuous from the right and null at −. Assumptions 1–4
are a slight modiﬁcation of Grenander’s condition. Now we make an additional assumption.
Assumption 5. {(t)} has absolutely continuous spectrum which is piecewise continuous with
no discontinuities at the jumps of M().
We rewrite (1) in the tensor notation
y = (Ip ⊗ X) +  = U + 
wherein yi(t) is in row (i − 1)p + t of y, εi(t) is in row (i − 1)p + t of , X has xj (t) in row t
column j,  has bij in row (j − 1)q + i and U ≡ Ip ⊗ X.
If we are interested in estimation of  based on y, the most fundamental candidate is the least
squares estimator ̂LS ≡ (U′U)−1U′y.When (t)’s are i.i.d., it is known that ̂LS is not admissible
if pq3. Stein [8] proposed an alternative estimator
̂JS ≡
(
1 − c‖(Ip ⊗ Dn)(̂LS − b)‖2
)
(̂LS − b) + b, (2)
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which is nowcalled the James–Stein estimator for.Here c > 0 andDn ≡ diag(d1(n), . . . , dq(n)).
b is a preassigned pq × 1 vector toward which we shrink ̂LS. Stein showed that the risk of ̂JS
is everywhere smaller than that of ̂LS under the MSE loss function
MSEn(̂) ≡ E
[
‖(Ip ⊗ Dn)(̂ − )‖2
]
if pq3 and c = pq − 2.
In this section, we compare the risk of ̂JS with that of ̂LS when {(t)} is a Gaussian stationary
process. First, from Gaussianity of {(t)}, it is seen that
(Ip ⊗ Dn)(̂LS − b) ∼ N((Ip ⊗ Dn)( − b),Cn), (3)
where
Cn ≡ (Ip ⊗ Dn)(U′U)−1U′cov()U(U′U)−1(Ip ⊗ Dn).
From Theorem 8 of Hannan [5, p. 216], if Assumption 5 holds, it follows that
C ≡ lim
n→∞ Cn = (Ip ⊗ R(0))
−1
∫ 
−
2f() ⊗ M′(d)(Ip ⊗ R(0))−1. (4)
Let 1,n, . . . , pq,n (1,n · · · pq,n) and 1, . . . , pq (1 · · · pq ) be the eigenvalues of Cn
and C, respectively.
We evaluate
DMSEn ≡ E
[
‖(Ip ⊗ Dn)(̂LS − )‖2
]
− E
[
‖(Ip ⊗ Dn)(̂JS − )‖2
]
= −c2E
[
1
‖(Ip ⊗ Dn)(̂LS − b)‖2
]
+2c
(
1 − E
[
〈(Ip ⊗ Dn)( − b), (Ip ⊗ Dn)(̂LS − b)〉
‖(Ip ⊗ Dn)(̂LS − b)‖2
])
. (5)
Because the behavior of DMSEn in the case of  − b = 0 is greatly different from that in the
case of  − b = 0, ﬁrst, we give the result for  − b = 0.
Theorem 1. In the case of −b = 0, suppose that Assumptions 1–5 hold and that pq3. Then,
(i)
c
{
2 − c
pq − 2
(
pq,n
1,n
)pq/2 1
pq,n
}
DMSEnc
{
2 − c
pq − 2
(
1,n
pq,n
)pq/2 1
1,n
}
, (6)
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Fig. 1. The lower bound L of (8) with pq = 3 and c = 1 (truncated by L = 0).
which implies that ̂JS improves ̂LS if the left-hand side of (6) is positive.
(ii)
c
{
2 − c
pq − 2
(
pq
1
)pq/2 1
pq
}
 lim
n→∞DMSEnc
{
2 − c
pq − 2
(
1
pq
)pq/2 1
1
}
, (7)
which implies that ̂JS improves ̂LS asymptotically if the left-hand side of (7) is positive.
The proofs of the theorems are given in Section 3.
Let us examine the lower and upper bound for limn→∞ DMSEn numerically.
Let
L ≡ c
{
2 − c
pq − 2
(
pq
1
)pq/2 1
pq
}
, (8)
U ≡ c
{
2 − c
pq − 2
(
1
pq
)pq/2 1
1
}
. (9)
In Figs. 1 and 2, we plotted L = 2 − (3/1)3/2/3 and U = 2 − (1/3)3/2/1, respectively
(with c = 1 and pq = 3). From these ﬁgures, we observe that ̂JS improves ̂LS if 1 ≈ 3 (near),
and 1 and 3 are not close to 0. If 1 ≈ 3, and 1 and 3 ↗ ∞, then the improvement becomes
larger.
Example 1. Suppose that p = 1 so y(t) = B′x(t) + ε(t), where y(t) and ε(t) are scalars. Let
the xi(t)’s be divided into s sets, each set corresponding to a frequency l , l = 1, . . . , s, with
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Fig. 2. The upper bound U of (9) with pq = 3 and c = 1 (truncated by U = 0).
01 < · · · < s and ql xi(t)’s corresponding to l . In the set with index l let the xi(t)’s be
tk−1 cos l t , k = 1, . . . , ql .
Then ij (h) = 0 if i and j are in different sets. For i and j in the set with index l, l = 1, . . . , s,
ij (h) constitute the ql × ql matrix
Rl cos lh,
where the u, vth element of the ql × ql matrix Rl is
√
(2u − 1)(2v − 1)
u + v − 1 (10)
(seeAnderson [1, p. 582]). The M() has only jumps. The jump at  = ±l has Rl as lth diagonal
submatrix and 0’s elsewhere.
Let us consider two cases.
(i) Suppose that {ε(t)} is generated by MA(1) process such that
ε(t) = u(t) − u(t − 1), 0 <  < 1,
where u(t) is a sequence of i.i.d. random variables distributed as N(0, 2). Then {ε(t)} has
the spectral density
f() = 
2
2
|1 − ei|2. (11)
In this case, the matrix C has s diagonal submatrices and 0’s elsewhere, and the lth diagonal
has elements
2|1 − eil |2
√
(2u − 1)(2v − 1)
u + v − 1 , u, v = 1, . . . , ql .
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Let 1,ql , . . . , ql ,ql (1,ql < · · · < ql ,ql ) be the eigenvalues of ql × ql matrix Rl . Then, we
have
1 = min
1 l s
2|1 − eil |2−1ql ,ql , q = max1 l s 
2|1 − eil |2−11,ql .
If ql ≡ q0, l = 1, . . . , s, then
1 = 2|1 − ei1 |2−1q0,q0 , q = 2|1 − eis |2−11,q0 ,
and
L = c
⎡⎣2 − c
q − 2
{ |1 − eis |2q0,q0
|1 − ei1 |21,q0
}q/2
1,q0
2|1 − eis |2
⎤⎦ , (12)
U = c
⎡⎣2 − c
q − 2
{ |1 − ei1 |21,q0
|1 − eis |2q0,q0
}q/2
q0,q0
2|1 − ei1 |2
⎤⎦ . (13)
We evaluated L of (12) in the case with  = 0.1, q = 6, q0 = 2, c = 0.01 and  = 1 and the
case with  = 0.9, q = 6, q0 = 2, c = 0.01 and  = 1, respectively. Then we observed that
̂JS improves ̂LS if 1 ≈ 3 (near), and 1 and 3 are close to . If 1 ≈ 3, 1 and 3 ↗ 
and  ↘ 0, then the improvement becomes larger.
(ii) Suppose that {ε(t)} is generated by AR(1) process such that
ε(t) − ε(t − 1) = u(t), 0 <  < 1,
so that it has the spectral density
f() = 
2
2
|1 − ei|−2. (14)
In this case, similarly as the above we have
1 = min
1 l s
2|1 − eil |−2−1ql ,ql , q = max1 l s 
2|1 − eil |−2−11,ql .
If ql ≡ q0, l = 1, . . . , s, then
1 = 2|1 − eis |−2−1q0,q0 , q = 2|1 − ei1 |−2−11,q0 ,
and
L = c
⎡⎣2 − c
q − 2
{ |1 − eis |2q0,q0
|1 − ei1 |21,q0
}q/2
−2|1 − ei1 |21,q0
⎤⎦ , (15)
U = c
⎡⎣2 − c
q − 2
{ |1 − ei1 |21,q0
|1 − eis |2q0,q0
}q/2
−2|1 − eis |2q0,q0
⎤⎦ . (16)
We evaluated L of (15) in the case with  = 0.1, q = 6, q0 = 2, c = 0.01 and  = 1 and the
case with  = 0.9, q = 6, q0 = 2, c = 0.01 and  = 1, respectively. Then we observed that
̂JS improves ̂LS if 1 ≈ 3 (near), and 1 and 3 are close to 0. If 1 ≈ 3, 1 and 3 ↘ 0
and  ↘ 0, then the improvement becomes larger.
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Next, we discuss the case of  − b = 0. Let d2(n) ≡ ∑qi=1 d2i (n). Note that ‖(Ip ⊗ Dn)
( − b)‖2 = O(d2(n)).
Theorem 2. In the case of −b = 0, suppose that Assumptions 1–5 hold and that pq3. Then,
(i)
DMSEn = 2c‖(Ip ⊗ Dn)( − b)‖2 {n(c,  − b) + o(1)}, (17)
where
n(c,  − b) = trCn − 2( − b)
′(Ip ⊗ Dn)Cn(Ip ⊗ Dn)( − b)
‖(Ip ⊗ Dn)( − b)‖2 −
c
2
. (18)
Here, we also have the inequality
n(c,  − b)
pq−1∑
j=1
j,n − pq,n − c2 , (19)
which implies that ̂JS improves ̂LS up to 1/d2(n)-order if the right-hand side of (19) is
positive.
(ii) Taking the limit of (19), we have
lim
n→∞ n(c,  − b)
pq−1∑
j=1
j − pq − c2 , (20)
which implies that ̂JS improves ̂LS asymptotically up to 1/d2(n)-order if the right-hand
side of (20) is positive.
To examine the sufﬁcient condition for the asymptotic improvement of ̂JS numerically, let
0 ≡
pq−1∑
j=1
j − pq − c2 . (21)
We evaluated 0 of (21) in the case with q = 3, c = 1 and 2 = 0.91 + 0.13 and the case
with q = 3, c = 1 and 2 = 0.11 + 0.93, respectively. Then we observed that ̂JS improves ̂LS
if 1 ≈ 3, and 1 is not close to 0. If 1 ≈ 3, 2 ≈ 3 and 1, 2, 3 ↗ ∞, then the improvement
becomes larger.
Example 2. Let p = 1 and xi(t) = cos i t , i = 1, . . . , q with 01 < · · · < q
(Time series regression model with cyclic trend). Then d2i (n) = O(n). We ﬁnd that R(h) =
diag(cos 1h, . . . , cos qh), because
ij (h) =
{
cos ih if i = j,
0 if i = j.
Therefore the M() has jumps at  = ±i , i = 1, . . . , q. The jump at  = ±i has 1/2 at the ith
diagonal and 0’s elsewhere.
1992 M. Senda, M. Taniguchi / Journal of Multivariate Analysis 97 (2006) 1984–1996
Suppose that {ε(t)} is a Gaussian stationary process with spectral density f () satisfying
Assumption 5. Then it follows that C = diag(2f (1), . . . , 2f (q)). Let f ((j)) be the jth
largest value of f (1), . . . , f (q). Then
j = 2f ((j)), j = 1, . . . , q.
Thus we have
0 = 2
⎧⎨⎩
q−1∑
j=1
f ((j)) − f ((q))
⎫⎬⎭− c2 . (22)
Thus, if all the values of f ((j))’s are near and large, then 0 becomes large, hence, in such a
case the JS improves the LS greatly. Because our model is very fundamental in econometrics etc.,
the result on (22) seems important.
Now, we give numerical comparisons between ̂LS and ̂JS in the models of Example 2. For
this, we divide the MSE as
MSEn(̂) = E
[
‖(Ip ⊗ Dn)(̂ − )‖2
]
= E
[
‖(Ip ⊗ Dn)(̂ − E(̂))‖2
]
+ ‖(Ip ⊗ Dn)(E(̂) − )‖2. (23)
The ﬁrst and second terms of (23) correspond to the variance and squared bias of the estimator,
respectively.
In Table 1, we calculate the variances, squared biases and MSE of ̂LS and ̂JS by Monte Carlo
simulations, using the following approximations
(variance) ≈ 1
1000 − 1
1000∑
j=1
∥∥∥∥∥(Ip ⊗ Dn)
(
̂j − 11000
1000∑
k=1
̂k
)∥∥∥∥∥
2
,
(squared bias) ≈
∥∥∥∥∥(Ip ⊗ Dn)
(
1
1000
1000∑
k=1
̂k − 
)∥∥∥∥∥
2
.
Here, ̂k is the estimate in the kth simulation.We select n = 100, q = 10 and j = 10−1(j −1).
These tables show that in each case the bias of ̂JS is larger than that of ̂LS. However, because
of having much smaller variance, ̂JS improves ̂LS with respect to the MSE. The improvement
is larger in the case of  − b = (0.1, . . . , 0.1)′ than in the case of  − b = (1, . . . , 1)′.
As a conclusion, it seems very important to consider shrinkage estimators in the estimation of
time series regression models.
3. Proofs
In this section, we provide the proofs of the theorems.
Proof of Theorem 1. With  − b = 0, we have from (5)
DMSEn = −c2E
[
1
‖(Ip ⊗ Dn)(̂LS − b)‖2
]
+ 2c. (24)
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Table 1
Numerical comparisons between ̂LS and ̂JS of Example 2
Variance Squared bias MSE
(i) − b = (0.1, . . . , 0.1)′
(a) MA(1) and  = 0.1
̂LS 9.682093 0.004096453 9.686190
̂JS 3.197042 1.728652914 4.925695
(b) MA(1) and  = 0.9
̂LS 15.999432 0.01550308 16.014935
̂JS 7.421518 0.91819993 8.339718
(c) AR(1) and  = 0.1
̂LS 10.229084 0.005035216 10.234119
̂JS 3.501476 1.600281740 5.101758
(d) AR(1) and  = 0.9
̂LS 107.61319 0.009306226 107.62250
̂JS 94.61641 0.160305897 94.77672
(ii) − b = (1, . . . , 1)′
(a) MA(1) and  = 0.1
̂LS 9.771357 0.01172009 9.783077
̂JS 9.547039 0.11426271 9.661302
(b) MA(1) and  = 0.9
̂LS 16.28119 0.004318206 16.28551
̂JS 15.90653 0.105503775 16.01204
(c) AR(1) and  = 0.1
̂LS 10.043619 0.01430085 10.057920
̂JS 9.813915 0.16402634 9.977942
(d) AR(1) and  = 0.9
̂LS 108.7131 0.1452452 108.8583
̂JS 106.7690 0.3445339 107.1135
From (3), it is seen that
P′(Ip ⊗ Dn)(̂LS − b) ∼ N(0,Vn),
where Vn = diag(1,n, . . . , pq,n) and P is a pq ×pq orthogonal matrix which diagonalizes Cn.
Evaluating
E
[
1
‖(Ip ⊗ Dn)(̂LS − b)‖2
]
(25)
similarly as in Taniguchi and Hirukawa [9], we have
DMSEnc
{
2 − c
pq − 2
(
pq,n
1,n
)pq/2 1
pq,n
}
. (26)
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and
DMSEnc
{
2 − c
pq − 2
(
1,n
pq,n
)pq/2 1
1,n
}
. (27)
The statement (i) follows from (26) and (27). Taking limn→∞ in (i) we observe (ii). 
Proof of Theorem 2. We can write (5) as
DMSEn = −c2E
[
1
‖(Ip ⊗ Dn)(̂LS − b)‖2
]
+2cE
[〈
(Ip ⊗ Dn)(̂LS − ), (Ip ⊗ Dn)(̂LS − b)‖(Ip ⊗ Dn)(̂LS − b)‖2
〉]
= −c2E1 + 2cE2, (say). (28)
We evaluate E1 and E2. Let ̂
(n)
LS ≡ (Ip ⊗ Dn)(̂LS − b) and (n) ≡ (Ip ⊗ Dn)( − b).
First, we show that
‖̂(n)LS − (n)‖
‖(n)‖ =
‖(Ip ⊗ Dn)(̂LS − )‖
‖(Ip ⊗ Dn)( − b)‖ = o(1), a.s. (29)
To avoid unnecessary complexity, without loss of generality, we assume that p = 1 and obtain
̂
(n)
LS − (n) = Dn(̂LS − ) = Rn(0)−1D−1n X′, (say).
Since Rn(0)−1 = O(1) fromAssumption 3, we evaluate
D−1n X′ =
(
1
d1(n)
n∑
t=1
x1(t)ε1(t), . . . ,
1
dq(n)
n∑
t=1
xq(t)ε1(t)
)′
.
By a slight modiﬁcation of Theorem 4.5.1 of Brillinger [3] or Theorem 3.2 of He [6], there exists
a constant C > 0 such that
lim sup
n→∞
1√
n2i+1 log n
∣∣∣∣∣
n∑
t=1
ti ε1(t)
∣∣∣∣∣ C, a.s.,
which, together with Assumption 2, shows that for each i and for some constant C′ > 0,∣∣∣∣∣
n∑
t=1
xi(t)ε1(t)
∣∣∣∣∣ C′
∣∣∣∣∣
n∑
t=1
ti ε1(t)
∣∣∣∣∣ = O(
√
n2i+1 log n), a.s. (30)
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From (30), it is seen that∣∣∣∣∣ 1di(n)
n∑
t=1
xi(t)ε1(t)
∣∣∣∣∣ = O
(√
n2i+1 log n
di(n)
)
, a.s., i = 1, . . . , q,
which implies (29).
Now, from (29) it is seen that
1
‖̂(n)LS‖2
= 1
‖(n) + ̂(n)LS − (n)‖2
= 1
‖(n)‖2 + 2〈(n), ̂(n)LS − 〉 + ‖̂(n)LS − (n)‖2
= 1‖(n)‖2 ·
1
1 + 2〈(n),̂
(n)
LS−(n)〉
‖(n)‖2
+ o(1)
= 1‖(n)‖2 ·
{
1 − 2〈
(n), ̂
(n)
LS − (n)〉
‖(n)‖2 + o(1)
}
, a.s.
Therefore, using Fatou’s lemma, we observe
E1 = E
[
1
‖̂(n)LS‖2
]
= 1‖(n)‖2
{
1 − 2‖(n)‖2 E
[
〈(n), ̂(n)LS − (n)〉
]
+ o(1)
}
= 1‖(n)‖2 {1 + o(1)}
= 1‖(Ip ⊗ Dn)( − b)‖2 {1 + o(1)} , (31)
and
E2 = E
[〈̂

(n)
LS − (n),
̂
(n)
LS
‖̂(n)LS‖2
〉]
= E
[〈̂

(n)
LS − (n),
(n)
‖̂(n)LS‖2
〉]
+ E
[
‖̂(n)LS − (n)‖2
‖̂(n)LS‖2
]
= E
[〈̂

(n)
LS − (n),
(n)
‖(n)‖2
{
1 − 2〈
(n), ̂
(n)
LS − (n)〉
‖(n)‖2 + o(1)
}〉]
+E
[
‖̂(n)LS − (n)‖2
‖(n)‖2
{
1 − 2〈
(n), ̂
(n)
LS − (n)〉
‖(n)‖2 + o(1)
}]
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= 1‖(n)‖2
{
−2E
[
〈̂(n)LS − (n), (n)〉2
‖(n)‖2
]
+ E
[
‖̂(n)LS − (n)‖2
]
+ o(1)
}
= 1‖(Ip ⊗ Dn)( − b)‖2
×
{
−2 · ( − b)
′(Ip ⊗ Dn)Cn(Ip ⊗ Dn)( − b)
‖(Ip ⊗ Dn)( − b)‖2 + trCn + o(1)
}
. (32)
From (28), (31) and (32), the assertions (17) and (18) follow.
The inequality (19) follows from the fact
pq,n = max
v∈Rpq
v′Cnv
‖v‖2 . 
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