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It is shown that, for a class of finite dimensional subspaces G of C(X), where X 
is a certain compact Hausdorff space, the following holds: For eachfE C(x) there 
is a best uniform approximation g, E G for approximating S by G such that the 
error f- g, has at least n + 1 extremal points (dim G = n) which are oriented in a 
certain sense. Furthermore, in the case when X is any compact Hausdorff space, it 
is studied under which conditions on G, for eachfE C(x), there exists at most one 
such best approximation and a sufficient condition for this is given. 
INTRODUCTION 
Let X denote a compact Hausdorff space and C(X) the space of all real- 
valued continuous functions f on X under the uniform norm 
l/fll := sup{lf(x)l :x E X). If G is a finite dimensional subspace of C(X), 
then, for each fE C(X), the set PC(f) := {g, E G: IIf-- g,II = 
inf(jl f - gll : g E G}} is the set of best untform approximations to f from G. 
It is well known that P,(f) is a singleton for each f E C(X) if and only if G 
satisfies the Haar condition. It is also well known (see Singer 17, p. 1821) 
that if G = span{ g, ,..., g,} satisfies the Haar condition, then, for each 
f E C(X), the error f - g,, where { g,) = P,(f), has at least n + 1 extremal 
points x0 ,..., x, E X such that E e q(-l)‘(f - g,>(x,) = 1) f - gJ, i = O,..., n, 
E = fl, where 
ei = sgn det(g&)),“, I I”=,,. 
I+i 
In the particular case when X= [a, b], a real compact interval, and 
x0 < x, < **a < x, E [a, b], these constants assume the same values si = E 
with .F= f 1 and, therefore, the error f-g, has at least n + 1 alternating 
extreme points. Considering this special case we call gf an alternation 
element off also in case X is not an interval. 
If G fails to satisfy the Haar condition, then for a given f E C(X), there 
may or may not exist a g E PG(f) such that g can be interpreted as an alter- 
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nation element. This problem has been studied by some authors in the 
following sense: How to describe those spaces G for which, for each 
fE C(x), XE R, there is a g E PG(f) and n + 1 distinct points 
x,, < x, < .a. < x, E X such that E(-l)i(f- g)(xi) = ]lf- g(], i = O,..., n, 
&=fl? 
In the particular case when X = [a, b], Jones and Karlovitz [2] have 
completely solved this problem. They have shown that the spaces having this 
property are exactly the weak Chebyshev spaces. Later on, Deutsch et al. [ 1 ] 
have generalized this result to the weak Chebyshev subspaces of C,(T), 
where T is any locally compact subset of IF? and C,(T) denotes the Banach 
space of all real-valued continuous functions on T vanishing at infinity, i.e., 
for each E > 0 the set {x E T: If(x)] > E} is compact. Niirnberger and 
Sommer [6] and Niirnberger [5] have characterized those weak Chebyshev 
subspaces of C[a, b] and of C,(T), respectively, for which even uniqueness of 
the alternation elements holds. 
In this paper we are concerned with finite dimensional subspaces of C(X) 
which fail to satisfy the Haar condition and may not be weak Chebyshev. 
We study the problem of existence and uniqueness of alternation elements in 
this general case. Following the definition of alternation elements in the Haar 
case we analogously define such functions in the case when G belongs to a 
class of finite dimensional subspaces of C(X) whose non-zero elements have 
at most finitely many zeros. We show (Theorem 1.5) that, under appropriate 
hypotheses on X, each fE C(X) has at least one alternation element for 
approximating f by G. We furthermore give a condition (Theorem 2.3) under 
which for eachfE C(X) there is at most one alternation element. Then from 
both of these results there follows a result of Niirnberger and Sommer [6], 
their arguments, however, and also the arguments established by Niirnberger 
[5] do not apply to our case as we show in Example 1. 
Our results immediately apply to the problem of existence of continuous 
selections for the metric projection P,. Such a continuous selection s is a 
continuous mapping s: C(X) + G such that sdf) E P&f) for eachfE C(X). 
We show in [8] that the property that eachfE C(x) has a unique alternation 
element g,E PGGf), where X satisfies the same hypotheses as in Theorem 1.5 
implies the existence of a continuous selection s defined by sdf) := g,. 
Using the arguments established in this paper it is easily verified that all 
results given here are also true if C(X) will be replaced by C,(T), where T is 
a corresponding locally compact Hausdorff space. 
1. EXISTENCE OF ALTERNATION ELEMENTS 
In the following X will be any compact Hausdorff space and 1 a compact 
Hausdorff space satisfying the following property: For each sequence 
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{xk} c X with xk + x E X for k + co and each neighborhood U of x there is 
an integer k, such that for all xk, xp E U, k > k, , II?> k, , there is a path P 
from xk to xy completely contained in U. 
Furthermore G will always denote an n-dimensional subspace of C(X) and 
of C(X), respectively, n2 2 and X, respectively, X will contain at least one 
non-isolated point. For brevity we will give some notations and definitions 
only for X but we will always assume that the same has been done for 2. 
We often will use the following properties. 
DEFINITION 1.1. We say that G satisfies the Haar condition on a subset 
Y of X if each non-zero g E G has at most n - 1 zeros on Y. G is said to be 
Chebysheu if P&f) is a singleton for eachfE C(X). 
It is well known that these both conditions are equivalent. In particular the 
following statement holds: 
THEOREM 1.2. The following statements are equivalent: 
(i) G is Chebyshev. 
(ii) G satisfies the Haar condition on X. 
(iii) 
g,(xJ *** g,(x,> 
det(gi(xj)) i,& i := i 
&(Xl) . 
#O 
*** kL(-%l) 
for each basis g, ,..., g, of G and all n distinct points x, ,...,x, E X. 
A proof of this classical result can be found in Meinardus [4]. 
Statement (iii) of the preceding theorem will play an important role for the 
following arguments. Therefore, for brevity we set 
D,(x, ,*-*, x,) := Wg,(x,)) id’= 1 for all points x, ,..., x, E X, 
where g, ,..., g, is a fixed chosen basis of G. 
Henceforth we will suppose that G satisfies the following conditions: 
(1.1) There is a minimal finite subset Z = {z,,..., zm) of non-isolated 
points of X such that G satisfies the Haar condition on X\Z. 
(1.2) For any n distinct points x , ,..., x, E X there are pairwise disjoint 
neighborhoods U, of xt, i = l,..., n, such that ED&, ,..., y,) 2 0, E = f 1, for 
all y, E U,, i = l,..., n. 
Then these both conditions imply that for any n distinct points 
x, ,..., x, E X the inequality &D&y, ,..., y, ) > 0, E = f 1, holds for all n-tuples 
(y ,,..., y,) E l-J;=, U, for which {rr ,..., y,} nZ=0. 
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If Xc R, then the finite dimensional subspaces G of C(X) for which 
WAX, ,..., xn) > 0, E’= f 1, for all points x, < x2 < ... < x, E X play a 
fundamental role in the approximation of functions. In particular, the 
following statements are equivalent: 
(i) cD,(x, ,..., x,)~O,~=*1,forallpointsx,<~~~<x,EX. 
(ii) Each g E G has at most n - 1 sign changes, i.e., there do not exist 
points x0 < x, < ... < x, E X such that g(x,) g(xl+ ,) < 0 for i = 0 ,..., n - 1. 
This equivalence has been proved by Jones and Karlovitz [2] if X = [a, b], 
a real compact interval and by Deutsch ef al. [ 1) if X is any compact subset 
of I?. By Karlin and Studden [3] a space G satisfying one of the preceding 
conditions is said to be a weak Chebyshev subspace of C(X). 
We will show that the conditions (1.1) and (1.2) imply that eachfE C(X) 
has a particular best approximation. To do this we will need the following 
notations: 
Let x0, x, ,..., x, be any n + 1 distinct points. If, for some i E (0 ,..., n ), 
Zn (x,, ,..., xi-,,xi+ ,,..., x,} = 0, then we set: 
A,&,,..., x,) := sgn D,(x, ,..., xi _ , , xi+, ,..., xn). 
If zn (x, )...) xi-,,xi+l )..., x,,} # 0, then by condition (1.2) there are 
neighborhoods Uj j# i, such that 
&D,(Yo 
(Yo,...,yi-l,Yi+l,“‘,Y”)E fi ui 
j=O 
jti 
for which ( yo,..*, yi-1 9 yi+ 1 v..., y,, } n Z = 0. In this case we set 
Aih,..., x,) := sgn DG( y O,...,Y/-l,Yit*,,..,Yn 1. 
Then we define 
DEFINITION 1.3. IffE C(X), then go E PGdf) is said to be an alternation 
element (A??) off, if there exist n + 1 distinct points x0,..., x, E X such that 
~(-1)~ A,(xo,..., xfA.f- gO)(xi) = II f- gO IL i = 0 ,..., n, c = f 1. 
The points x o ,..., x, are called oriented extreme points (OE-points) off - go. 
In the following the variables x0,..., x, of A, will sometimes be omitted. 
Remark. If X = [a, b 1 and G is an n-dimensional subspace of C[a, b] 
satisfying the conditions (1.1) and (1.2), then it is easily verified that 
.FD,(x, ,..., x,) > 0, F= f 1, for all points a < x, < ... < x, ,< b. Then 
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following the above given equivalence it turns out that G must be a weak 
Chebyshev subspace for which each nonzero g E G has at most finitely 
many zeros. Therefore we have that for all points a < x0 < x, < ... < x, < b 
and i = O,..., n the relation di(xO,..., xn) = E’ holds and in this case 
Definition 1.3 simplifies to the following: A function g, E PG(f) is an 
AE of f, if there exist n + 1 points a <x,, < ... < x, ,< b such that 
e(-l)i(f- gO)(x,) = I]f- g, I], i = 0 ,..., n, E = f 1. 
In this case the points x0,..., x, are alternating extreme points and 
therefore the notation AE seems to be justified also in our general situation. 
Jones and Karlovitz [2] have shown that the subspaces G of C[a, b] for 
which for each fE C[a, b] there exists at least one AE g, E P,#) are 
exactly the weak Chebyshev subspaces of C[u, b]. Later on, Deutsch et al. 
(11 have generalized this result to the weak Chebyshev subspaces of C,(T), 
where T is any locally compact subset of the real line and a weak Chebyshev 
subspace G of C,(T) is defined analogously as in the case Xc R, X 
compact. 
If G is a Chebyshev subspace of C(X), then the existence of an AE for 
each fe C(X) is well known. This can be found in Singer [7, p. 1821. In 
particular, the following characterization of existence and uniqueness of best 
approximations is given: 
THEOREM 1.4. The following statements are equivalent: 
(i) G is a Chebyshev space. 
(ii) For every f E C(X) there exists a unique best approximation 
grE G. 
(iii) For every f E C(X) there exists a unique best approximation 
g, E G and g, is an AE off: 
We are now able to prove our first result. 
THEOREM 1.5. Let G be an n-dimensional subspuce of C(y) satisfying 
the conditions (1.1) and (1.2). Then for each f E C(& there exists at least 
one AE g, E P,(f ). 
Proof. Since each z1 E 2 is non-isolated, for each i = l,..., m there is a 
sequence (zlk} c X with zik -+ zi for k -+ co and zik # zi. This implies the 
existence of open neighborhoods U,, of z,, i = l,..., m, such that for each k 
uik c u,,k-, and .?,k E u,,,- i/u,,. For each k We Set X, := if\u;I!, U,,. 
Then by condition (1. I), G satisfies the Haar condition on X, and 
therefore Theorem 1.4 implies, for each f E C(X), the existence of a g, E G 
such that g, Ixk is an AE off lxlr with respect o G Ix,. Then it follows from 
]I gk]]x,< 2 ]] f ]) that there is a subsequence of { gk} which we again denote by 
{ gk} such that g, + g, for k+ co, g, E G. This function g, satisfies the 
following: 
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(i) g, E P&J, since otherwise there is a ge G with 
)I f - glj < [If-g, II, But this is not possible, because zik + zi and zik E X, 
implies the existence of an integer k, such that for all k > k, the inequality 
II f- 4x, < Ilf- gAlx, holds. 
(ii) g, is an AE of J: To show this, for each k we denote n + 1 OE- 
points of f-g, by xDk,xlk,..., x,,~. Then for each k the relation 
~~(-1)~ A&-- gk)(xlk) = IIf-- gkllXk, i = O,..., n, ck = f 1, holds where 
Aik := %n DG(XO~Y--V Xi-l,k, Xi+~,k,..., X k). 
Without loss of generality we may assume that ek = E and xlk -+ Xi E ,? for 
k+ co. If all points x,,,..., x, are distinct, then it follows from condition (1.2) 
that Ai, -+ Ai(xo,..., x,) for k + co and we are ready. 
Therefore suppose that, for somej E { 0 ,..., n ) and some 1 E { l,..., j}, Xj-/ = 
xi-,+, = -*. =xj and xi # xj for i = 0 ,..., j- I- 1,j + l,..., n. We may 
assume that 1 is an odd number. Then it follows from ~(-1)‘~’ 
Aj-i,k(f-gk)(Xj-i,k) =lIf-gkIIXt = &(-l)jmi+’ Aj-i+l,k(f-gk) (Xi-if1.k) 
for i= l,..., 1 and x~-~,~-+x~-,=x~ for k-+co, i=O ,..., 1 that Aj-,,k = 
Aj-,+Z,k =..e=Aj-,+k = -Aj, = -Ajmzqk =...=-A,-r+,,k for k sufficiently 
large. Since xi # xj for i = 0 ,..., j - I - 1,j + l,..., n there must be an integer 
k, and a neighborhood U of xj such that x~-,,~, xJPl+ ,,k ,..., xjk E U for all 
k > k, and xik f$ U for i = 0 ,..., j - I- 1,j + l,..., n. Then by definition of 2 
there is an integer k, > k, such that for any two points .ydk, ?+,J!?, 
SE {j- L...,jL k>k,, there is a path P’ from xdk to -xdk completely 
contained in U. Then it is easily verified that, for some k > k,, there are two 
points xPk, xqk and a path P c U from xpk to xqk such that p, 4 E (j - l,...,j}, 
p < 4, p + q an odd number and xik 65 P for i = 0 ,..., n, i #p, q. Since 
A,, = -A,, and G satisfies the Haar condition on (x~~,..., x~-,,~, 
X~+l,k’“” xnk} and on (x,,~ ,..., x~-,,~, x~+,,~ ,...,- Y,~} it follows that for the 
function 1, defined by 
the inequality 
SgIl 1,(x,,) * SgIl lk(Xqk) = (-I)“-‘-’ Aqk(-l)n-q A,, 
=A,,. A,,=-1 (0 
must hold. This implies the existence of a point x’ E P such that lk(.?? = 0 and 
x’ must be a zero with a sign change of lk in 2. This means that for each 
neighborhood V of x’ there are points 2, X= E V such that 
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Since by the preceding arguments all points x,,~ ,..., xP- ,,k, xP+ ,,k ,..., 
Xq-l,k,Xq+l,k,‘..,X,k, x’ are distinct, we have got a contradiction to condition 
(1.2). 
2. UNIQUENESS OF ALTERNATION ELEMENTS 
We will show in [8] that the existence and the uniqueness of AEs 
guarantee the existence of continuous selections. Therefore in this section we 
study under which conditions on G for eachfE C(f) there is a unique AE. 
In Theorem 2.2 we show that uniqueness holds if Z is a singleton. To prove 
this we need the following lemma which even holds for any compact 
Hausdorff space. 
LEMMA 2.1. Let Z= (z) and g, EP,(f) be an AE of J If 
{zl n {X0,‘.., xn} # 0, where x0 ,..., x, are n + 1 OE-points off-g,, then 
g(z) =go(z>for all gE PAI). 
Proof: Let x0 3*-m, x, be n+l OE-points of f-go* Then 
E(--l)id,(f -go)(xi) = )I f -go/(, i= 0 ,..., n, E = *l. 
Let g E PG(f) arbitrary. Then it follows from ]I f -g]] = ]] f -go]] that 
~(-1)~ d,(f - g)(x,) < ~(-l)~d~(f - go)(Xi) and, therefore, ~(-1)~ di( go -g) 
(xi) < 0, i = 0 ,..., n. 
We now assume that there is a jE (O,..., n) with z = xj. Then, since 
G Ix\z = G Ix\(z, satisfies the Haar condition, it follows that 
DG(XO,e**, Xj- 19 Xj+ 19.**) Xn) # 0. 
Since dim G = n, we have the following equality: 
(go -gMo> *** (go -g)W 
o= 
g,(xo> *** g,(x,) 
&(x0) *** &(xJ 
= ’ 
,TO 
(-l)’ DG(XOr**m9 xi- 19 xi+ 1 V***Y x,)( go -g)(xi)l 
where { g, ,..., g, } is a fixed chosen basis of G and D, is defined 
corresponding to this basis. Since for D,(x, ,..., xi-,, xi+ ,,..., xn) # 0 the 
relation d, = sgn D,(x, ,..., xi-, , xi+, ,.,., x,J holds, it follows from 
~(-1)~ d,( go - g)(Xi) < 0, i = O,..., n, that for i = 0 ,..., n, (-l)i D,(x, ,..., xi-, , 
Xi+, ,..., x,)( go - g)(x,) = 0. Then DG(xo ,..., xi-, , xj+ , ,..., XJ + 0 implies that 
g(z) = go(z)* 
We are now in a position to give a sufficient condition for uniqueness of 
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AEs which shows that uniqueness of such particular best approximations is 
not restricted to the case when G is a Haar space. 
THEOREM 2.2. Let G be an n-dimensional subspace of C(z) satisfying 
the conditions (1.1) and (1.2) with Z = (z }. Then each fE C(j) has a unique 
AE. 
The proof of this statement follows directly from Theorem 1.5 and the 
following theorem. 
THEOREM 2.3. Let G be an n-dimensional subspace of C(x) satisfying 
the conditions (1.1) and (1.2). Then each f E C(X) has at most one AE. 
Proof. Suppose there is an ff5 C(X) having two AEs g,, g, E PG(f ). Let 
x,, ,..., x, and y,, ,..., y, be OE-points off - g, and f - g,, respectively. Then 
E’(-1)’ di(XO,..., x~~~f~~~~~Xi~~Ilf~~lII~ i = O,..., n,f= fl, 
and 
+-l)‘~,(Y,,..*,Y, xl-- &-J(Y,) = II f - gel IL i = O,..., n,e=fl. 
Without loss of generality we may assume that g, = 0 and t= 1. We 
distinguish two cases. 
First case. z & (x0 ,..., xn} or z @ { y,, ,..., y,). Without loss of generality 
let z 6$ (x0,..., xn). Then condition (1.1) implies that G satisfies the Haar 
condition on {x0 ,..., xn}. Furthermore by the arguments of Lemma 2.1 we 
have that 0 is an AE of f for approximation by G on (x,,,..., x,,} and 
I(f - gtJ)(xi)l < If (xi)l for i = 07~ n. But this contradicts the statements of 
Theorem 1.4. 
Therefore we have only to consider the second case. 
Second case. z E (x, ,..., x, ) and z E ( y, ,..., y,}. Let z = xj = y,. Then 
Lemma 2.1 implies that g(xj) = 0 for all g E P&f) and, in particular, 
f (xj) = df- gll)(Yk)* 
In the following we will only need a special subset 2 of X. We set 
2 := (x, ,*.., x,, y. )...) y,} u v,, 
where u0 is a closed neighborhood of z in X such that 
and I g,(x)1 ( f If (x)1 for all x E I?, (remember that g,,(z) = 0). We will now 
construct a function 3E C($ and an n-dimensional subspace c of C(a 
such that the following conditions hold: 
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(i) c satisfies the Haar condition on a\{~}. 
(ii) sgn I)E(~~ ,..., c,) = sgn D,(t, ,..., t,) for all points t, ,..,, 1, E 2 and 
certain bases g, ,..., g, of G and g’, ,..., g,, of 6. 
(iii) 7 has two AEs 0, i,, E G. Furthermore x0,..., x, are n + 1 OE- 
points off- 0 and y, ,..., y, are n + 1 OE-points of?- g’,. 
(iv) If yi 4 (x0,..., x, 1, then I.?(Ui)l < llfllm and if x, 6Z {Ye,..., Y, 1, then 
l(3- iOo)(xi)l < II 3- iCl IId* 
Before constructing such a function3and a subspace G’ having the preceding 
properties we show that the existence ofTand G’ yields a contradiction of the 
hypothesis that f has two AEs 0, g, E PJf). Since by condition (1.1) the 
point z is non-isolated, there is a sequence (z,] c o,, such that z, + z for 
m + co, I, + z. This implies that {z, ] n {x0 ,..., x,, y, ,..., Y,, } = 0. For each 
mE N we set: 
and 
We now approximate $ by G’ on T,, and T,, . Since c’ satisfies the Haar 
condition on T,, and on T,,, following Theorem 1.4, there must exist a 
unique best approximation h, E G for approximatingfon T,, and a unique 
best approximation g, E 2; for approximating Son T,,. Furthermore h, is 
an AE offon T,, and g, is an AE ofron T2,,,. Since z, -t z for m + 00 it is 
easily verified that h, + 0 and g, -+ go for m + co. 
Now let mD E N be sufficiently large such that h, # g, for all m 2 m,. We 
distinguish: 
(0 IIf- hmllT,,<Ilf-g,,,llr2,. If Yi@ {xo~...~x,t, then Yi*z and it 
follows from the construction of 3 that IflyJ[ < j(J-go)( yi)] = /IT- &Ila. 
This impiies the existence of an integer m, such that, for all m > m, , 
I($- b,J(yJl < I($- gm)(Yi)l* If Y, E k,y...r ~~1 and Yi + ~3 then 
Idf-hm)(y,)l =llJ-hmll,,,< lIf-gmll+2m= I($-gm)(Yi)l* 
Furthermore I($- h,)(z,I = II3- knll~,,,,~ Il3- gmll.,m = I~3-g,knI. 
Thus we have shown that for all m 2 m, II3- h,II,,m < I/$-- g,l(71m. Then h, 
is also a best approximation for f on T,, which contradicts the hypothesis 
that c satisfies the Haar condition on T,,. 
09 Ii- hA-l, > lI~-gmll~2m~ Here we can conclude as in case (i). 
Therefore we still must show the existence of a function 3E C(n and of 
an n-dimensional subspace G’ of C(a satisfying conditions (i) to (iv). If 
conditions (iii) and (iv) already hold for the functions f - 0 and f - g,, , then 
we set G := G, r:=f; go := g, and the proof is complete. 
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If not, then we define the following subsets of (x0,..., x,}, respectively 
{ Yo 3-*-Y Y, I: 
E, := Ixi : (f- gO)(xi) = -f(xi)v xi Q! { YO Vmm*5 Yn t t,
F* := 1 Yi:f(Yi) = -(f- gO)(Yi)Y Yi @ (XOr***r xn t t3 
E, := (Xi : (.f- go)(Xi) = -f(Xi), Xi E { YO Y***, Y, } 1 
= i Yi : (f- gO)(Yi) = -f(Yi), Yi E Ix07***9 xn t t9 
E, := (Xi: (f- go)(Xi) =f(Xi), Xi @ { J’O,***, Y, I\, 
F3 := {Yi: df-gO)(Yi) =f(Yi)vYi @ (xOY*e*? xn t t9 
Ed := (Xi : df- go)(Xi) =f(Xi), Xi E { 4’0 I***) Yn ) 1, 
E, := (Xi : IV- go)(Xi)I < I f(XiI = II f II t 3 
F, := iY,: If( < IU-go)(Yi)I = IIf-goIIt* 
Then XE E,UF,U E, implies that go(x)= 2f(x) and xEE,UF,UE, 
implies that go(x) = 0. Furthermore it follows from z = xj = yk that z E E,. 
We may assume that E, = 0 and F, = 0. Otherwise we define a function 
J;E CCn by 
fCxi> :=ftxi) for all xi E E,, 
J;( yi) := 0 for all yi E F,, 
f(x) :=f(x) for all x E fi(E, U F,). 
We furthermore define a subspace c of C(m by 
c := (g E C(m: There exists a g E C 1~ such that 
ax> = 4 g(x) ifxEE,UF, 
= g(x) otherwise}. 
Then the following properties are easily verified: 
(i) G is an n-dimensional subspace of C(q and satisfies the Haar 
condition on n(z). 
(ii) sgn D&t , ,..., t,) = sgn DG(t , ,..., t,) for all points t, ,..., t, E 3, 
where D, is defined corresponding to a fixed chosen basis g, ,..., g, of G and 
D, corresponding to the basis El ,..., g,, with 
EiCx) = f giCx) if xEE,uF, 
, i = l,..., n. 
= gitx) otherwise 
(iii) Using the arguments in the proof of Lemma 2.1 it follows thatf 
has the two AEs 0, go E c for approximation in x where by definition of G, 
E,(x) = t go(x) if xEE,UF, 
= go(x) otherwise. 
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Furthermore x_~,..., , x are n + 1 OE-points of T- 0 and y, ,..., Y,, are n + 1 
OE-points off - g,, .
If we denote the corresponding subsets of {xO,...,xn} and of {y,,,...,~~} to the 
functions T- 0 and T- g, by El, F, instead of EL, Fi, then it immediately 
follows from the construction of f, 8, that E, = F, = 0, Ei = Ei for 
i = 2, 3,4, FJ = F,, E5 = E, U E,, F, = F, u F,. Therefore we may assume 
that E, = 0, F, = 0. 
We may now complete the proof by constructing a function $ and a 
subspace G’ having the desired properties. We first set 
{to,..., r t } := E, v F, U E, and observe that r + 1 < n, because by definition 
of E,, F,, E, for each i = 0 ,..., r, ti must be a zero of g,, but each non-zero 
g E G has at most n distinct zeros. Since z E E, we assume that z = to. We 
now choose n-r distinct points t,+, ,..., t, E E, U E,. Then 
z = to 6z {t, )...) t,,) implies that DG(tl ,..., tn) # 0 and, therefore, for each 
m E N there is a g,,,, E G such that 
gOm(ti) := gCICti) if tiEE,VE,VE,,ti#z, 
= (-1)’ 4(x0,..., %> if 
m 
ti = x, E E,, 
= - EC--l)l ~,(YO,...94’“) 
m 
if ti=ylEF,. 
Then it is easily verified that g,, + g, for m -+ 03. Therefore there is an 
integer m, such that for all x E E, I(f-g,,,,)(x)1 < If(x)l and for all 
x E 4 If( < IV-g&I - lb0 - go,mJM Fufihermore l t m. be so 
sutIiciently large that for all x E U, 1 g,,,,(x)l < If(x)1 and for all 
x E 4 sgn go(x) = w go.,,(x) and l/m0 < Ml. We set i. := go,mo. 
Furthermore we define a function3 by 
34 :=f @) for all xEE,UE,UE,UE,, xfz 
3(vi) :=f(vi) _ +-l)i 4$odn) for all yi E F, 
fix) :=f(x) - g,(x) + g,(x) for all x E F, . 
On the set oo, $ will be defined later. 
Since for all x[ E E,, sgn go(xJ = sgn go(x,), for all x, E E, there are 
positive real numbers c1 such that ci so(xi) = go(xi). Using these numbers we 
define a subspace  of C($ by 
G := (gE Co: there is a g E G such that 
a4 = &T(x) if x Ef\E2 , 
= ci d-4 if x=xiEE,}. 
142 MANFRED SOMMER 
Then it is easily verified that G’ is an n-dimensional space satisfying the Haar 
condition on z\{z). Furthermore it follows from ci > 0 that 
sgn D&t, ,..., t,) = sgn D&, ,..., I,) for all points t 1 ,..., 1, E $. This implies 
that d;(x, ,..., xn) =d/(x, ,..., x,,) for i = 0 ,..., n, where 2, is defined with 
respect o G analogously as Ai. 
Now considering the functions T- 0 and $- f0 on (x,,,..., x,, 
Y, Y.., y,}\{z}, where i. E G belongs to to with respect o G, i.e., 
g’,(x) = to(x) if xE~E, 
= ci k+,(x) if x=x,EE, 
it is easy to show that 
(- 1)’ &(x0 ,..., %,3(X,, = Ilfll, i = O,..., n, izj, 
&(-l)‘&i(yo,..., AJtS- ioo)(Yi> = Ilf- go IO i = O,..., n, i # k. 
Therefore we still have to define3on flo such that z is also an OE-point of 
$- 0 and of 3- io. Without loss of generality let f(z) = Ilfll. We 
distinguish: 
(i) io(z) > 0. Since io(z) = io(z) =go,,Jz) and_ m, E N has been 
chosen such that I go,,Jx)I < If(x)1 for all x E U,, it follows that 
0 < g’,(z) <f(z). 
We set fiz) :=f(z) and define $ on 0, such that, for all x E o,, 
If(x I3Wl and Icf- ioWl < I3<4 and 3E C(-fI. 
This implies that (-1)’ 2,(x, ,..., x,)3(x,) = ll$ll~ for i = 0 . . . . n. Then 
following the proof of Lemma 2.1 we can easily show that 0 E I’&). 
Furthermore by the preceding arguments we have that 8, E P&), too. Then 
it follows from Lemma 2.1 that io(z) = 0 and therefore 
E(-1)f d;(YO,...,Y,)(J-g,)(Yi) = llf- iOlIn = IIJII,f = Ilfll* 
(ii) go(z) < 0. We set flz) :=f(z) + io(z) and define Jon 0, such that 
for all x E U,, lcf- &J(x)l Q I(.?- t?o)(zI = If( = llfll and I3(xI G 
Idf- ~o)(z)l and3E C(z). Exactly as in case (i) we can show that 
E(q &yo,...,Y” )(3-iow)=II3-~olla=lI3llm~ i = O,..., n. 
We have only to consider that because of g,(z) = 0 sgn(S-g,)(z) = 
sgnf(z) = sgn(f- go)(z). Then we can show again that 0, go E PC(~). But 
this contradicts the statement of Lemma 2.1 because for all g E I’,&) the 
relation g(z) = go(z) < 0 must be valid. Therefore io(z) < 0 is not possible. 
Thus we have shown that go(z) = 0 and we have defined an 3E C(a 
having two AEs 0, go E G. Furthermore it is readily verified that J!?, = P, = 
l?, = P, = 0, where these subsets of (x0 ,..., x”) and of { y, ,..., JJ,} are defined 
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to $- 0 and $- & analogously as the sets E,, F, to the functions f - 0 and 
f - g,. But this is equivalent o the following: 
and 
If xi 6s 1 Yo,...9 Y”L then I($- ~oo)Wl < I.h>l 
if Yi @J {X0 y-.9 X, 1, then l3oli>l < KY- &o)(~iN 
As has been shown above the existence of such functions J 0, f. is 
impossible. This completes the proof. 
In the particular case X= [a, b], the statement of Theorem 2.2 has been 
proved by Niirnberger and Sommer [6] (see also Sommer and Strauss [9]). 
If T is any locally compact subset of R and G c C,(T) is weak Chebyshev 
(here weak Chebyshev is defined analogously as in the case X = [a, b]) then 
the statement of Theorem 2.2 follows directly from a result of Niirnberger 
[5]. For proving his result this author has observed that the problem must 
only be studied on certain sets of alternating extreme points of error 
functions f - g, and f - io, where go, go E G are assumed to be AEs of a 
function f E C,(T). Therefore for Xc R the arguments established in that 
paper would apply to our case if we can transform the given subspace G into 
a weak Chebyshev subspace on the sets of OE-points of certain error 
functions f - go and f - g’, by changing the sign of the basis functions of G 
on these sets. Unfortunately this is not true in general as the following 
example shows. 
EXAMPLE 1. Let X = [0, 11 U [ 2,3 1 and the two functions g, , g, E C(x) 
be defined by g,(x) := 1 and 
g*(x) :=x if XE [O, 11 
=2-x if XE [2,3]. 
Then the space G := span{ g, , g2} satisfies the Haar condition on X\{O) and 
condition (1.2), too. But G is not weak Chebyshev, since the function 
g, - f g, has two sign changes. However, Theorem 2.2 implies that each 
fE C(X) has exactly one AE. If we try to prove the statement of this 
theorem by following the arguments in [5 1, we would suppose that there is 
an f E C(x) having two AEs go, go E G with OE-points x0, x,, xz and 
yo,y, ,yz, respectively. For example, the partition x0 = 0, x, = 1, x2 = 2, 
y, = 0, y, = 2, y, = 3 could be possible. But the arguments in [5] only apply 
to our case if G can be transformed into a weak Chebyshev subspace on the 
set (x~,x,,x~,~~,~,,~,} = (0, 1,2,3) by changing the sign of g, and g, on 
this set. However, it is easily verified that there do not exist any numbers u,, 
r E (-1, I}, i = 0, 1,2, such that the space G defined by G’ := span ( g, , gz }, 
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where forj = 1, 2, gj(xi) := a,gj(xi), i = 0, 1, 2, and g,(yz) := .rg,(y& is weak 
Chebyshev on (0, 1,2,3}. 
In the case X = [a, 61 the results in [6 1 and [9 1 show that the converse to 
Theorem 2.2 is also true. This is a consequence of the following result 
established by Sommer and Strauss 191: 
THEOREM 2.4. The following statements are equivalent: 
(i) G is a weak Chebysheu subspace of C[a, b] and each non-zero 
g E G has at most n distinct zeros. 
(ii) G is weak Chebyshev and there is an 2 E [a, b] such that G 
satisfies the Haar condition on [a, b]\(f). 
If we replace weak Chebyshev by condition (1.2) in our general situation 
then a corresponding statement is unfortunately no longer true as the 
following example shows. 
EXAMPLE 2. Let X = [O, 11 U (2, 31 u 14, 51 and the two functions 
g,, g, E C(X) be defined by 
if XE [0, 11 if XE IO,11 
if XE [2,3] and g*(x):= z-2 if XE [2,3] 
if XE [4,51 -1 if xE [4,51. 
Let G := span{ g,, gZ}. Then each g E G has at most two distinct zeros and 
at most one zero with a sign change in X. Therefore by Lemma 2.2 in [8 1 G 
satisfies conditions (1.1) and (1.2). However, observing that g, has the zeros 
x, = 0, x2 = 2 and g, -g, has the zeros xi = 1, x2 = 4, we have that there is 
no point z E X such that G satisfies the Haar condition on X\(z). Looking 
for a minimal set 2 guaranteeing condition (1.1) we can choose Z = (0, 1 }, 
Z={O,4), Z= (1,2) or Z= (2,4). 
Therefore we conjecture that the statement of Theorem 2.2 holds for a 
greater class of subspaces. 
Conjecture. Let G satisfy conditions (1.1) and (1.2) and let each non- 
zero g E G have at most n distinct zeros. Then for eachf”E C(x) there exists 
a unique AE. 
The hypothesis that each non-zero g E G has at most n distinct zeros 
cannot be weakened. This is easily verified by using the arguments 
established in the proof of Theorem 11 in [6] and we get the following 
converse to the preceding conjecture. 
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THEOREM 2.5. Let G satisfy conditions (1.1) and (1.2) and let each 
f E C(X) have a unique AE. Then each non-zero g E G has at most n distinct 
zeros. 
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