A Power-Spectral Theory of Propagation in the Mobile-Radio Environment Abstract-The statistical properties of radio propagation between a mobile unit and a base-station terminal are derived. The power spectrum of the transmission coefficient in the multipath medium is used to determine probability distributions of amplitude and phase, correlations of fields versus time and space at mobile and base stations, levelcrossing rates and durations of fades, and random frequency modulation. Duality between the power spectrum and density of time delays is shown. The correlations versus frequency and the coherence bandwidth then follow from the density of time delays. The performance of standard diversity systems is then predicted.
There is a review of results previously presented by Clarke [ 11 , ever, the derivations given herein utilize expressions of the power spectrum rather than expressions of the component waves. The powerspectral approach, used throughout, allows direct application of previous statistical analyses, particularly those of Rice [2] . I I. INTRODUCTION N A TYPICAL mobile-radio situation the propagation between base station and mobile station is not only by a direct line-of-sight route, but via many paths, largely by way of scattering by reflections from or diffraction around buildings and terrain. Thus the signal received by the mobile at any point would consist of a large number of generally horizontally travelling uniform plane waves whose amplitudes, phases, and angle of arrival relative to the direction of vehicle motion ( Fig. 1 ) are random. These plane waves interfere and produce a varying field strength pattern with minima and maxima spaced on the order of a quarter-wavelength. With the short wavelengths encountered at UHF and microwave frequencies, the mobilereceiver signal fades rapidly and deeply as the mobile station moves through the interference pattern.
By reciprocity, the base-station receiver experiences the same rapid fading as the mobile transmitter moves.
As the mobile station moves from one location to another, different scatterers and terrain change the plane waves incident on the mobile receiver. Thus, superimposed on the rapid fading, are slow variations in the average field strength of the interference pattern. These long-term variations, sometimes referred t o as shadow effects, are usually handled in system design by increasing margins in transmitter power and cochannel interference to cope with worst-case conditions. However, the deep rapid fades associated with the short-term variations radically degrade communication quality at UHF and microwave frequencies, and are best minimized by using frequency modulation and diversity techniques. In this paper we The majority of Sections I1 and I11 is a review of results presented previously by Clarke [ I ] . The method of derivation applied herein, however, uses Rice's [ 2 ] formulas for the firstand second-order statistics in terms of moments of the power spectrum rather than returning to the expression of the received process as a sum of incident plane waves. For example, the cross correlations of (39), (40) , and (41) [(41) is a new result], were obtained by noting that the signals received by different antennas result from passing the same power spectrum through different filters so that spectral analysis for multiple-terminal networks [3] applies. Correlation versus frequency follows directly from correlation versus time by recognizing the duality between power-spectrum and delay distribution. Section 11-C presents new results for correlation between base-station antennas, and the expression for levelcrossing rates for directional antennas (53) and the power spectrum of random FM are extensions of Clarke's results.
TRANSMISSION COEFFICIENT
A convenient way of characterizing a mobile-radio communication channel (MRCC) is in terms of its transmission coefficient. The transmission coefficient represents the ampli- In an MRCC, the transmission coefficient is a function of time and frequency; that is, the MRCC is time varying and dispersive.
The rapid fading, already described, as the mobile unit moves through the interference pattern is represented by decreases in the magnitude of T(f,t) as time is varied. Variations in the phase of T ( f , t ) as time is varied is often termed random FM.
Variations in amplitude and phase of T(f,t) as frequency is varied are called frequency selective fading and phase distortion of the channel, respectively.
In statistical terms T(f,t) is a complex stochastic process w h c h is quasi-stationary with respect to and t. By quasistationary, we mean the joint probability density of {Ti( fi, ti)}, i = 1, * . * , N , remains unchanged if the set of { fi} are all translated by the same frequency shift so long as all {&} remain withn the stationary range AF,and if the set of { t i } are translated by the same time shift so long as all {ti} remain within the stationary range AT, A F is determined by the range of frequency over which the reflective and diffractive properties of the terrain and buildings remain approximately unchanged. A T is determined by how long the effects of terrain and buildings and the vehicle velocity remain approximately unchanged (e.g., the time it takes a vehcle to travel from the center of a block to an intersection in a city).
The quasi-stationary properties of T( f, t ) allow us to describe its statistics in simple terms. In turn, the statistical behavior of T ( f , t ) determines the performance of various diversity and modulation systems that might be proposed for mobile-radio communication.
spread around the transmitted frequency. This received signal conforms to Rice's model of narrow-band Gaussian noise [2] . Rice has computed the statistical behavior of narrow-band Gaussian noise in terms of its power spectrum.
The power spectrum of T(f,,t)/& (the output of a spectrum analyzer, shifted so that f, coincides with 0 Hz) can be expressed in terms of the strength of the signal received with each Doppler shift. From Fig. 1 This is sufficient generalization to handle the majority of cases. Thus the power contributed to the received signal by plane waves arriving within the angle da is the power arriving in that angular interval that would be received by an isotropic antenna of the same polarization times the antenna gain times the square of the parallel fraction of polarization:
Thus, inserting (4) into (3) and combining the two angles (&a) which give Doppler shift f, the power-spectral density of
For a given transmitted frequency, say, f,, the received signal T( f,, t ) as mentioned before is a result of many plane waves, each shifted in frequency by the Doppler shift appropriate to the vehicle motion relative to the direction of the plane wave. Thus, in a typical case, the received signal consists of a large number of sinusoids of comparative amplitude and random phase, whose frequencies are confined to the Doppler where For example, assume the vertically polarized parts of the incident waves are uniformly distributed with respect to azimuth angle a. Then the following vertically polarized antennas result in the spectra shown in F i g . 2 and 3: ( 1 0) One may thmk of the spectra obtained with different antennas as different filter shapes through which the same white noise is passed. Following Rice, we may now compute much of the first-and second-order (with respect to the time variable) statistics of T ( J t) in terms of the moments of the power spectrum.
A N T E N N A BEARING

B. Probability Density of T(J t)
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We may divide the transmission coefficient into its in-phase
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T, and quadrature parts T,:
where we have dropped f from the argument to simplify notation. Rice has shown that for a narrow band of sinusoids, as experienced in mobile-radio reception, the in-phase and quad- so that the probability that x lies between x and x + dw is (b) Power spectra.
f ( x ) dx. n e cumulative probability distribution (probability that x is less than X) is therefore
where the error function is defined by 2 ) vertical loop in plane perpendicular to vehicle motion, G(a) = 312 sin' a,
The Gaussian distribution is plotted in Fig. 4 . Rice has also shown that the amplitude
R(t) = I T ( t ) I = dT: (t) + T,'(t)
( 1 6 ) and phase e(t) = arctan ($) are independent random variables. The probability density of the amplitude is Rayleigh, I o , otherwise These probability densities are plotted in Fig. 5 . Two important properties of any probability density f ( x ) are its mean m and variance u2 defined by
The means and variances of the preceding random variables are given below.
The deep fades encountered in mobile radio are a property of the Rayleigh distribution.
If one asked what level one could expect to exceed 99 percent of the time, the amplitude distribution (18) predicts that R = O.l&;
i.e., 1 percent of the time the amplitude can be expected to be more than 20 dB below its rms value.
If there is a plane-wave component much stronger than the average component, the received signal will consist of a sine wave plus a narrow band of Gaussian noise. For example, the mobile unit may be in direct line of sight with the base station, so that the sinusoid corresponds to the direct-path contribution and the narrow-band Gaussian noise corresponds to the contribution of nearby scatterers. The probability density of the amplitude then becomes the Rice distribution
for a sine-wave component Q cos 2nfst plus scattered waves with mean power bo, where f , can be any Doppler-shifted frequency and Io is the modified Bessel function of the first kind with index zero. while the phase is uniformly distributed from -'IT to +n,
The correlation of the transmission coefficient versus time 0, otherwise. and distance may be used t o determine performance of di-
Note that the correlations follow directly from the power spectrum S ( f ) by the Fourier transforms of (24). The foregoing implies the following moments (7 = 0):
T,')=-(T;T,)=bl, (T,T;)=(T,T,')=O
We note that in the preceding, when S ( f ) is symmetrical about its center frequency, h(7) and b,, with n an odd integer, are zero. If we define then the autocorrelation of the amplitude becomes [4] where E is the complete elliptic integral of the second kind.
The autocorrelation of the phase is determined from the following integral:
+P(n -cos-1
where The autocorrelation of the amplitude squared is
Since the mobile unit is moving, a time shift of 7 implies a translation { = VT. Thus the preceding correlations may be considered as correlations versus spatial separation by setting
As an example, we consider the foregoing case of uniformly scattered waves and the vertical monopole (denoted E,, since it responds to the vertical electric field component), the loop in the plane perpendicular to vehicle motion (denoted H,, since it responds to the x component of magnetic field), and where J o and Jz are the Bessel functions of the first kind of order 0 and 2, respectively. These correlation functions are plotted in Fig. 6 . As seen from the figure, a broad-beamed antenna in a uniformly scattered field becomes rapidly decorre!ated, dropping to a small correlation within a distance of a half-wavelength.
By using power-spectral analysis for multiple-terminal linear systems, one may compute the cross-power spectrumSTA T,(f) between two antennas, A and B, from their individual power spectra [3] . The cross-power spectrum of two stochastic processes is defined as the Fourier transform of their cross correlation. Therefore, the cross correlation of the transmission coefficient can be obtained from the cross-power spec- trum by its inverse transformation times two. As an example, we will compute the cross correlation of H y and E, :
S E , H y ( f ) = s E * E , ( n X * ( f )
( 3 6) where SE,E,(~) is the power spectrum of E, given in (6) and K(n is the ratio of Hy to E, for a given Doppler shift f (i.e., a plane wave at an angle 01 = cos-' ( f / f m ) )
where 77 is the free-space plane-wave impedance. Thus
from the Fourier transform inversion (plotted in Fig. 7) (E,*(t)Hy(t + 7)) = -jJ1 (2nfm 7) = 671 77
7)
Similarly, we can show that
(E,*(t)H,(t + 7)) = 0 = (H,*(t) Hy(r t 7)).
(40) 
D. Correlation at the Base Station
By reciprocity, the transmission coefficient for transmission from the base station and reception at the mobile unit is the same as for transmission from the mobile unit and reception by the base station. Thus the power spectrum and autocorrelation versus time are identical for signals received at the mobile unit and at the base station. However, our method of relating spatial correlation to time correlation assumed the base station f k e d and the mobile unit moving with velicity V in the direction of the spatial separation in question at the mobile unit. Therefore, t o determine correlation versus distance at the base station, we must consider the mobile unit fixed and the base station moving as in Fig. 9 .
The main difference between the mobile and base stations is that the scatterers are mainly in the vicinity of the mobile unit because the base station is mounted up and away from scatterers. As a result, the plane waves arriving at the base station from the mobile are restricted to a narrow azimuthal angular spread. If one assumes an omnidirectional antenna (vertical monopole) on the mobile unit and a uniform ring of scatterers surrounding the mobile unit at a radius a, then the MOBILE UNIT -y, Fig. 9 . Base-station geometry. Fig. 10 . Power spectrum for fixed mobile unit and moving base station.
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power arriving at the base station in an angular width dol is where, from the geometry shown in Fig. 9 ,
where K constant dependent on power level of transmitter, disd distance from base station to mobile unit ( bearing of mobile unit relative to base-station motion.
Substituting the foregoing into ( 5 ) gives the power spectrum (plotted in Fig. 10) tance, and antenna gain where ft = f,, cos t . We have neglected higher order terms of a/d.
By comparing the spectrum of (44) and that of a vertical monopole at the mobile unit, given in ( 6 ) > we see that they are identical for the following substitutions:
Thus a distance moved at the base station gives the same decorrelation as a distance a/d (sin [){ moved at the mobile. Typically, a = 100 ft' and d = 10 000 ft, so that one must move on the order of 100 times farther at the base station than the mobile in order to obtain an independently fading signal. Distances moved at the base station along the line between base and mobile result in practically no decorrelation according t o our approximation in neglecting higher order terms in a/d.
E. Level-Oossing Rates and Average Duration of Fades
To evaluate receiver performance, it is of interest to know the rate at which the input signal falls below a given level and how long it remains below that level on the average. The rate at which a stochastic process x ( t ) decreases below a level X i s given by Rice [ 2 ] NvM(R) is plotted in Fig. 11 .
For an endfire beam antenna of beamwidth /3, (51) gives
Thus the directional antenna has a reduced fading rate, but its relative fading rate at different levels is the same as for the omnidirectional vertical monopole. The following is an example of the fading rate in a typical case: at 30 mi/h and 900 MHz, 20-dB fades occur at a rate of 11 1s for the vertical monopole case.
The average duration of fade is found by dividing the fading rate into the cumulative probability distribution dB RELATIVE TO MEAN SQUARE LEVEL - Fig. 12 , Average duration of fade.
Equation (54) is plotted in Fig. 12 for the vertical monopole case. The average duration of a 20-dB fade at 30 mi/h and 900 MHz is about 1 ms.
F. Random FM
As the transmission coefficient varies in time its phase variations 0' appear as a random FM in an FM demodulator. Amplitude fading can be alleviated in an FM system by increasing the transmitter power until only a negligible number of fades fall below the FM threshold. However, increasing the transmitter power does not alleviate random FM. Fortunately, random FM is small at UHF frequencies and lower, but it becomes more important at X band. Rice has expressed the probability density of the random FM in terms of the spectral moments Although the rms value of 0' diverges due to ( 5 5 ) , a practical demodulator is limited in amplitude and bandwidth and would give negligible output except when the maximum Doppler frequency is on the order of 1 kHz. Rice's expression for the autocorrelation of 0' may be transformed to obtain its power spectrum, plotted in Fig. 13 . Note that the spectrum decreases as l/f for f / f m S 1 and is quite small for frequencies greater than 5 fm .
STATISTICAL DEPENDENCE ON FREQUENCY
The variation of the transmission coefficient with time is due to the fact that it is composed of a sum of sinusoids (in cornplex notation), the ith one being given by the various Doppler frequencies S(n. As one varies the transmitted frequency, the phase of each wave changes relatively in phase in proportion to its delay At, so that the statistics of the frequency variations are determined by the weighting of power at the various delays W(At). Thus we may consider a duality existing between frequency and time variations, with the delay distribution W(At) acting as the dual of the power spectrum S(f).
From Young and
Lacy's measurements [5] of impulse response at 450 MHz in New York City, Clarke [ l ] has approximated the average over their delay distributions as (Maxwell distribution) i 0,
where K is the total power received by the antenna, At is the delay relative to a direct path from base station to mobile unit, and A is the standard deviation of the delays. Although in any one location we must use the actual delay distribution W(At) rather than the average over all locations ( W(At)), (56) could serve as a typical estimate of W(At). A simpler model is the exponential distribution
At the other extreme, we may approximate the delay distribution as being concentrated at two values where 6 is the Dirac delta function. These density distributions are displayed in Fig. 14. 
A . Correlation Versus Frequency
Since W(At) is the dual of S(f), to find the autocorrelation of the transmission coefficient at two different frequencies, we need only take the Fourier transformation of W(At) as follows: indicated a 5-ps spread in time delays in New York City at 450 MHz. This factor of 20 difference in time delay spread is considered to be mainly due to the difference in the urban and suburban environments and only partly due to the difference in carrier frequencies.
B. Coherence Bandwidth
The coherence bandwidth of a channel is the maximum width of the band in which the statistical properties of the transmission coefficients of two CW signals are strongly correlated. If one transmits a signal whose bandwidth exceeds the coherence bandwidth, it is not possible to correct for the variations in amplitude and phase of the transmission coefficient with frequency by means of a single complex correction factor applied over the complete bandwidth. Also, if one attempts to correct for the amplitude and phase change on a signal due to the transmission coefficient by detecting a pilot that was transmitted with the signal, the separation frequency between pilot and signal should be less than the coherence bandwidth.
For the sake of definiteness, we will define coherence bandwidth as that frequency separation for which the magnitude of the normalized complex correlation coefficient first drops below 3/4. (As will be shown later, this corresponds to a IO-dB drop in the 1-percent probability level of a maximal ratio combiner due to error from using a pilot that has correlation to the signal of p = 3/4 instead of 1 .) From the curves of p(An given in Fig. 14 , we see that the coherence bandwidth is only slightly dependent on the shape of the delay distribution, ranging from about l/lOA to about 1/6A for the examples given. For our purposes, we can approximate the coherence bandwidth by l/8A. Thus, in New York City, at 450 MHz, where A E 5 ps, the coherence bandwidth is about 25 kHz; while in the suburbs, at 860 MHz, where A 1/4 ps, the coherence bandwidth may extend to 500 kHz. The relative phase change of T(f,,t) versus transmission frequency was also measured in the suburbs at 860
MHz [8] . Using these measurements and the dual of (29), one arrives at a spread in time delays of 1/2 ps, in approximate agreement with the 1/4-ps spread obtained from the amplitude correlation measurements [6] .
If one wishes to determine correlations for shifts in both frequency and time, it is necessary to know the joint distribution p(cy, At), where p ( a ) (which gives S(f) by (5) 
It seems physically reasonable that At is dependent on cy, being less for a in the direction of the base station.
IV. DIVERSITY
In order to minimize the rapid fluctuations in signal strength, it is possible to combine several antennas that are fading independently. This technique is referred t o as space diversity. The linear diversity combining may be divided into three main types, depicted in Fig. 15: maximal ratio:
equal gain:
where gi is the signal phasor on the ith branch (excluding modulation), cyi is the complex weighting factor of the ith branch, and we assume equal thermal noise for each branch.
The improvement in average signal-to-noise ratio by using M independent branches of each kind of diversity is shown in Fig. 16 . The effect on the probability distribution of the signal-to-noise ratio for four branches is shown in Fig. 17 . The effect of equal-gain diversity on level-crossing rates is shown in Fig. 18 . The foregoing results of diversity effects are computed by applying the complex Gaussian statistics, described previously, of the transmission coefficients of each branch to the diversity systems (see, for example, [9] ). The preceding statistics can also be used to determine the effects of correlation between branches on the diversity performance. For example, the probability distribution of twobranch selection diversity changes as a function of the magnitude of the normalized complex correlation coefficient p as shown in Fig. 19 [9] . The correlation between branches could be due to the finite spacing between antennas (see Fig. 6 , for example).
Assume the weighting factors are determined from a pilot transmitted along with signal and that the pilot is separated in time or frequency from the signal. Then, due to the time or frequency separation, the amount that the pilot correlation with the signal p decreases from unity may be computed by the preceding techniques. The effect of this error in weighting factor, due to decorrelation of the pilot, on maximal ratio combining is shown in Fig. 20 [IO] .
V. SUMMARY
The basic statistical properties of the short-term variations in the transmission coefficient of a mobile-radio communications channel have been derived as a function of time, space, and frequency. The application of these statistical properties to standard diversity systems has been indicated. 
