Perusal of research articles that deal with the topic of matrix calculus reveal two different approaches to calculation of the gradient of a real-valued function of a symmetric matrix leading to two different results. In the mechanics and physics communities, the gradient is calculated using the definition of a Fréchet derivative, irrespective of whether the argument is symmetric or not. However, members of the statistics, economics, and electrical engineering communities use another notion of the gradient that explicitly takes into account the symmetry of the matrix, and this "symmetric gradient" Gs is reported to be related to the gradient G computed from the Fréchet derivative with respect to a general matrix as Gs = G + G T − G • I, where • denotes the elementwise Hadamard product of the two matrices. We demonstrate that this relation is incorrect, and reconcile both these viewpoints by proving that Gs = sym(G).
1. Introduction. Matrix functionals defined over an inner-product space of square matrices are a common construct in applied mathematics. In most cases, the object of interest is not the matrix functional itself, but its derivative or gradient (if it be differentiable), and this notion is unambiguous. The Fréchet derivative, see for e.g. [1] and [2] , being a linear functional readily yields the definition of the gradient via the Riesz Representation Theorem.
However, there is a sub-class of matrix functionals that frequently occurs in practice whose argument is a symmetric matrix. For instance, in the theory of elasticity [3] and continuum thermodynamics [4] , the stress (a second-order, symmetric tensor) is defined to be the gradient of the strain energy functional or Helmholtz potential with respect to the (symmetric) strain tensor while the strain is defined to be the gradient of the Gibbs potential with respect to the stress. Such functionals and their gradients also occur in the analysis and control of dynamical systems which are described by matrix differential equations [5] and maximum likelihood estimation in statistics, econometrics and machine-learning [6] . For this sub-class of matrix functionals with symmetric arguments, there seem to be two approaches to define the gradient that lead to different results.
Engineers and researchers in the field of continuum mechanics work with the definition of the Fréchet derivative over the vector space of square matrices and specialize it to that of the symmetric matrices which are a proper subspace and then the gradient (denoted by G sym for convenience) is obtained as described earlier [7] . However, in the other fields named above, the tool of choice is matrix calculus, wherein a different idea emerged and has now taken hold -that of a "symmetric gradient". The root of this idea is the fact that while the space of square matrices in R n×n has dimension n 2 , the subspace of symmetric matrices has a dimension of n(n + 1)/2. The second approach aims to explicitly take into account the symmetry of the matrix elements, and view the matrix functional as one defined on the vector space R n(n+1)/2 , compute its gradient in this space before finally reinterpreting it as a symmetric matrix (the "symmetric gradient" G s ) in R n×n . However, the two gradients computed, G sym , G s are not equal. The question raised in the title of this article refers to this dichotomy.
A perusal of the literature reveals that in the two communities that dominantly used matrix calculus, that of statisticians and electrical engineers, the idea of the "symmetric gradient" came into being at around the same time. Early work in 1960s such as [5, 8, 9] does not make any mention of a need for special formulae to treat the case of a symmetric matrix, but does note that all the matrix elements must me functionally independent. Among statisticians, Gebhardt [10] in 1971 seems to have been the first to remark that the derivative formulae do not consider symmetry explicitly but he concluded that no adjustment was necessary in his case since the gradient obtained was already symmetric. Tracy and Singh [11] in 1975 echo the same sentiments as Gebhardt about the need for special formulae. By the end of the decade, the "symmetric gradient" makes its appearance in some form or the other in work of Henderson [12] in 1979, a review by Nel [13] and book by Rogers [14] in 1980 and McCulloch [15] proves the expression for "symmetric gradient" that we quote here. By 1982, it was included in the authoritative and influential textbook by Searle [16] . Today the idea is firmly entrenched as evidenced by the books [17, 18] and the notes by Minka [19] . In the electrical engineering community (as represented by publications in IEEE), Geering [20] in 1976 exhibited an example calculation (gradient of the determinant of a symmetric 2 x 2 matrix) to justify the definition of the "symmetric gradient". We shall show that his reasoning was flawed, and that the same flaw leads to a putative proof of the expression for G s . Brewer [21] in 1977 remarks that the formulae for gradient matrices in [5] can only be applied when the elements of the matrix are independent, which is not true for a symmetric matrix, and proceeds to derive the "symmetric gradient" using the rules of matrix calculus for use in sensitivity analysis of optimal estimation systems. At present, the "symmetric gradient" formula is also recorded in [22] , a handy reference for engineers and scientists working on interdisciplinary topics with statistics and machine-learning, and the formula's appearance in [23] shows that it is no longer restricted to a particular community of researchers.
Thus, both notions of the gradient are well-established, and hence the fact that these two notions do not agree is a source of enormous confusion for researchers who straddle application areas, a point to which the authors can emphatically attest to. On the popular site Mathematics Stack Exchange, there are multiple questions (for example [24, 25, 26, 27, 28, 29, 30] ) related to this theme, but their answers deepen and misguide rather than alleviate the existing confusion. Depending on the context, this disagreement between the two notions of gradient has implications that range from serious to none. In the context of extremizing a matrix functional, such as when calculating a maximum likelihood estimator, both approaches yield the same critical point. If the gradient be used in an optimization routine such as for steepest descent, one of the gradients is clearly not the steepest descent direction, and that will lead to sub-optimal convergence. Indeed, since these two are the most common contexts, the discrepancy probably escaped scrutiny until now. However, in the context of mechanics, the discrepancies are a serious issue since gradients of matrix functionals are used to describe physical quantities like stress and strain in a body.
In this article, we rigorously formulate the calculation of the "symmetric gradient" in its natural setting of finite-dimensional inner-product spaces. A careful evaluation led us to the comforting conclusion that both approaches actually lead to the same gradient. We infer that the problem arises because the established result for G s in R n×n is a misinterpretation of the gradient in R n(n+1)/2 . When interpreted correctly, we are inexorably led to G s = G sym .
That finally brings us to the most important reason for writing this article, which is that derivatives and gradients are fundamental ideas, and there should not be any ambiguity about their definitions. Thus, we felt the urgent need to clarify the issues muddying the waters, and show that while the notion of "symmetric gradient" is not necessary, when calculated correctly, it leads to the same result.
The paper is organized as follows: after stating the problem, we begin with two illustrative examples in section 2 that allow us to see concretely what we later prove in the abstract. After that, section 3 lays out all the machinery of linear algebra that we shall need, ending with the proof of the main result.
2. Problem formulation. To fix our notation, we introduce the following. We denote by S n×n the subspace of all symmetric matrices in R n×n . The space R n×n (and subsequently S n×n ) is an inner product space with the following natural inner product ·, · F .
defines an inner product and induces the Frobenius norm on R n×n via
Corollary 2.2. We collect a few useful facts about the inner product defined above essential for this paper.
1. For A symmetric, B skew-symmetric in R n×n , A, B F = 0 2. If A, H F = 0 for any H in S n×n , then the symmetric part of A given by sym(A) := (A + A T )/2 is equal to 0 3. For A in R n×n and H in S n×n , A, B F = sym(A), H F Proof. See, for e.g. [31] .
Consider a real valued function φ : R n×n −→ R. We say that φ is differentiable if its Fréchet derivative, defined below, exists.
for any H in R n×n . The Riesz Representation theorem then asserts the existence of the gradient ∇φ(A) in R n×n such that
Note that if A is a symmetric matrix, then by the Fréchet derivative defined above, the gradient ∇φ(A) is not guaranteed to be symmetric. Also, observe that the dimension of S n×n is m = n(n + 1/2), hence, it is natural to identify S n×n with R m . The reduced dimension along with the fact that Definition 2.3 doesn't account for the symmetric structure of the matrix when the argument to φ is a symmetric matrix served as a motivation to define a "constrained gradient" or "symmetric gradient" in R n×n reasoned to account for the symmetry in S n×n .
is the linear transformation in S n×n that is claimed to be the "symmetric gradient" of φ sym and related to the gradient G as follows G claim
where • denotes the element-wise Hadamard product of G(A) and the identity I.
Theorem 3.7 in the next section will demonstrate that this claim is false. Before that, however, note that S n×n is a subspace of R n×n with the induced inner product in Definition 2.1. Thus, the derivative in Definition 2.3 is naturally defined for all scalar functions of symmetric matrices. The Fréchet Derivative of φ when restricted to the subspace S n×n automatically accounts for the symmetry structure. For completeness, we re-iterate the definition of Fréchet derivative of φ restricted to the subspace S n×n .
for any H in S n×n . The Riesz Representation theorem then asserts the existence of the gradient G sym (A) := ∇φ sym (A) in S n×n such that
There is a natural relationship between the gradient in the larger space R n×n and the restricted subspace S n×n . The following corollary states this relationship. is the gradient in S n×n .
2.
1. An Illustrative Example 1. This example will illustrate the difference between the gradient on R n×n and S n×n . Fix a non-symmetric matrix A in R n×n and consider a linear functional, φ : R n×n −→ R, given by φ(X) = tr (A T X) for any X in R n×n .
The gradient ∇φ in R n×n is equal to A, as defined by the Fréchet derivative Definition 2.3. However, if φ is restricted to S n×n , then observe that ∇φ S n×n = sym(A) = (A + A T )/2 according to Corollary 2.6 ! Thus the definition of the gradient of a real-valued function defined on S n×n in Corollary 2.6 is ensured to be symmetric. We will demonstrate that Claim 2.4 is unnecessary. In fact, the correct symmetric gradient is the one given by the Fréchet derivative in Definition 2.5, Corollary 2.6, i.e. sym(G). To do this, we first illustrate through a simple example that G claim s as defined in Claim 2.4 gives an incorrect gradient.
2. An Illustrative Example 2. This short section is meant to highlight the inconsistencies that result from defining a symmetric gradient given by Claim 2.4. To do so, we consider a linear function φ : R 2×2 −→ R given by φ(A) = tr (A 2 ). Geering [20] exhibited a similar example and was the first to support Claim 2.4. We aim to explain the flaw in the argument of [20] 
for any [h 1 , h 2 , h 3 ] T . Now, the idea is to identify ∇φ s with a matrix G s = g 1 g 2 g 2 g 3 in S 2×2 . If we identify g 1 = 2x, g 2 = 4y, g 3 = 2z, then G s agrees with Claim 2.4 that has to equal the inner product of g 1 g 2 g 2 g 3 and H = h 1 h 2 h 2 h 3 .
But the inner product
However, sym(G), H F = 2xh 1 + 4yh 2 + 2zh 3 as required. Thus, we have shown, at least for this particular example, that Claim 2.4 cannot hold and that G s = sym(G). In the subsequent sections, we will prove these assertions rigorously for any differentiable function φ : S n×n −→ R.
Gradient of real-valued functions of symmetric matrices.
Matrices in R n×n can be naturally identified with vectors in R n 2 . Thus a real valued function defined on R n×n can be naturally identified with a real valued function defined on R n 2 . Moreover, the inner product on R n×n defined in Definition 2.1 is naturally identified with the Euclidean inner product on R n 2 . This identification is useful when the goal is to find derivatives of scalar functions in R n×n . The scheme then is to identify the scalar function on R n×n with a scalar function on R n 2 , compute its gradient and use the identification to go back to construct the gradient in R n×n . In case of symmetric matrices, the equation in Claim 2.4 is claimed to be the identification of the gradient in S n×n after computations in R m , since symmetric matrices are identified with R m where m = n(n + 1)/2. In this section, we show that the claim is false. We first begin by formalizing these natural identifications we discussed in this paragraph. 
This operation can be inverted in obvious fashion, i.e., given the vector, one can reshape to form the matrix through the mat operator defined below. The subspace S n×n of R n×n is the subspace of all symmetric matrices and the object of investigation in this paper. Since this subspace has a dimension m = n(n+1)/2, a symmetric matrix is naturally identified with a vector in R m . This identification is given by the elimination operation P defined below. On the other hand, Definition 3.5. the duplication operator D : R m −→ V given by
for any A in S n×n acts as the inverse of the elimination operator P .
We record some properties of the duplication operator D that will be useful in proving our main theorem Theorem 3.7 later. Proof. See [32] Consider a real valued function φ : R n×n −→ R and its restriction φ sym := φ S n×n S n×n −→ R. Then φ sym can be identified with a scalar function φ s : R m −→ R given by
This identification is illustrated by the following commutative diagram (3.3). Here • denotes the standard composition. We now embark on demonstrating two fundamental ideas -1) the notion of Fréchet derivative naturally carries over to the subspace of symmetric matrices, hence there is no need to identify an equivalent representation of the functional in a lower dimensional space and, 2) if such an equivalent representation is constructed, a careful analysis leads to the correct gradient defined by the Frchet derivative. The observation that A, B F = vech(A), vech(B) is a crucial one and lies at the heart of the discrepancy alluded to in the title of this article. Instead, if we want to refactor the inner product of two elements in R m into one in R n×n one has Lemma 3.9. for any a, b in R m ,
We are now ready to prove, in full generality for φ sym := φ S n×n : S n×n −→ R what we demonstrated through the example earlier -that Claim 2.4 is false, and that the "symmetric gradient" G s is equal to the gradient sym(G) computed using Corollary 2.6.
Proof. Theorem 3.7 To start, from the commutative diagram (3.3), we have Simplifying (3.5)(by noting that P , D and vec are linear operators) and invoking the Riesz Representation Theorem we get,
for any H in S n×n . The gradient ∇φ sym is given by sym(G)(see Corollary 2.6 and subsection 2.1), while ∇φ s is the gradient in R m . Hence, if one were to conclude that ∇φ s is the "symmetric gradient" of φ, it would be a correct statement, albeit not a very useful one. However, just like in the subsection 2.2, it is in the translation of ∇φ s to G s in S n×n that needs to be correctly identified. By Lemma 3.9 and the fact that mat(D vech(H)) = mat(vec(H)) = H, we find a G s in S n×n such that,
To show that G s is indeed the correct expression for the "symmetric gradient" we need to show that G s = sym(G). We begin by first deriving a relationship between ∇φ sym and ∇φ s . Using Lemma 3.8, we get ∇φ sym (A), H F = vec(∇φ sym ), vec(H) R n 2 .
By the definition of the duplication operator (3.2) and the property of transpose we get
for any H in S n×n . Thus
Substituting for ∇φ s in (3.7) we get
Let x be the vector in V given by x = D(D T D) −1 D T vec(∇φ sym ). Then, observe that D T (x − vec(∇φ sym )) = 0. By Lemma 3.6, the null space of D T on V is {0} and thus, x = vec(∇φ sym )). Hence, G s = mat(vec(∇φ sym )) = ∇φ sym . However, since ∇φ sym = sym(G), (3.7) simplifies to
This completes the proof that G s is the correct "symmetric gradient".
Remark 3.10. This derivation also lays transparent how the spurious Claim 2.4 that has gained currency in the literature could be derived. First note that, by the properties of the duplication operator D stated in Lemma 3.6, we can relate ∇φ s to ∇φ sym in the following way Remark 3.11. While our analysis has assumed that the field in question is R, the same arguments will be valid for matrix functionals defined over the complex field C with an appropriate modification of the definition of the inner-product in Definition 2.1.
Remark 3.12. A larger theme of this article is that the Fréchet derivative over linear manifolds (subspaces) of R n×n can be obtained from the Fréchet derivative over R n×n by an appropriate projection/restriction to the relevant linear manifold as shown in Corollary 2.6. In this paper, the linear manifold was the set of symmetric matrices designated as S n×n . One can adapt the same ideas expressed here to obtain the derivative over the subspace of skew-symmetric, diagonal, upper-triangular, or lower triangular matrices. However, note that this remark does not apply to the set of orthogonal matrices since it is not a linear manifold.
Remark 3.13. What is the gradient of the function ψ : S n×n −→ R, ψ := log • det at X ∈ S n×n for invertible X ? The (incorrect) formula Claim 2.4 is often used to compute the gradient of this particular function due to its occurrence in statistics and machine-learning. The answer is simply ∇ψ(X) = sym(X −T ) = X −1 .
Conclusions.
In this article, we investigated the two different notions of a gradient that exist for a real-valued function when the argument is a symmetric matrix. The first notion is the mathematical definition of a Fréchet derivative on the space of symmetric matrices. The other definition aims to eliminate the redundant degrees of freedom present in a symmetric matrix and perform the gradient calculation in the space of reduced-dimension and finally map the result back into the space of matrices. We showed, both through an example and rigorously through a theorem, that the problem in the second approach lies in the final step as the gradient in the reduced-dimension space is mapped into a symmetric matrix. Moreover, the approach does not recognize that Definition 2.5, restricted to S n×n , already accounts for the symmetry in the matrix argument; thus there is no need to identify an equivalent representation of the functional in a lower-dimensional space of dimension m = n(n + 1)/2. However, we demonstrated that if such an equivalent representation is constructed, then a consistent approach does lead to the correct gradient. Since derivatives and gradients are fundamental ideas, we feel there should be no ambiguity about their definitions and hence there is an urgent need to clarify these issues muddying the waters. We thus lay to rest all the confusion, and unambiguously answer the question posed in the title of this article.
