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The mountain pine beetle (MPB), Dendroctonus ponderosae, has resulted in the largest recorded 
tree mortality caused by insect in North America. Existing literature has documented complex 
ecohydrologic response to infestation-induced transpiration losses, including changes to local soil 
moisture, snow accumulation and ablation, evapotranspiration partitioning, groundwater storage, and the 
surface energy budget.	Potential atmospheric feedbacks have not yet been thoroughly investigated as a 
possible compensating factor, despite modeled evidence that changes to latent and sensible heat flux at 
the surface could propagate into the atmosphere in the form of increased surface temperatures and 
planetary boundary layer height. Here we present controlled numerical experiments that resolve 
complicated feedbacks from land disturbance to atmosphere, using the Weather Research and Forecasting 
(WRF) mesoscale meteorological model. WRF is coupled to ParFlow, a physically-based, integrated 
hydrologic model, through the land surface model Noah. The model was run at high meteorological 
resolution (1-km lateral grid spacing) over the Colorado headwaters, a region paramount to domestic and 
agricultural resources and heavily influenced by MPB. Vegetation parameters for evergreen needleleaf 
trees were adjusted to reflect beetle-induced reductions in stomatal conductivity and LAI, and an 
ensemble methodology was used to represent a measure of uncertainty in initial atmospheric conditions. 
Results suggest that MPB signal is retained in atmospheric processes with distinct seasonal and diurnal 
signatures. However, atmospheric responses, particularly for precipitation, are inconsistent and often 
insignificant when compared to ensemble spread. Changes to the land surface energy budget and to 
ground and near-surface air temperatures are damped when compared to meteorological models that lack 
a lateral flow hydrology component. This work presents the applicability of a deterministic, integrated 
climate-hydrologic model to identify complicated physical interactions occurring with forest disturbance, 
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Headwater ecosystems in the Rocky Mountains of Colorado, which are paramount to domestic 
and agricultural hydrologic resources of the western United States (Furniss et al., 2010), are dramatically 
changing due to infestations by the mountain pine beetle (MPB), Dendroctonus ponderosae (Edburg et 
al., 2012). While endemic to North American pine forests, this beetle’s recent and unprecedented 
outbreak has resulted in the largest recorded tree mortality caused by insects in the western United States 
and Canada (Mikkelson et al., 2013a). Over the past two decades, 3.4 million acres of lodgepole and 
ponderosa pine have been infested in Colorado alone (USFS, 2011), amounting to over 70% basal area 
loss in some regions (Collins et al., 2011). MPB infestations introduce blue-staining fungus carried by the 
beetles, which, along with larval feeding, ceases transpiration and blocks transfer of water and nutrients 
into the tree (Reid, 1961; USFS, 2011). The resulting reductions in canopy transpiration and interception 
can significantly alter both stand- and regional-scale hydrologic processes in pine forests, since 
transpiring plants move moisture from the soil into the lower atmosphere. Although the resulting 
systematic adjustments in the partitioning of water and the surface energy budget have been extensively 
studied in recent years, little work has been done to address the potential feedbacks in the atmosphere 
such as cloud formation, circulation, and precipitation that could result from widespread transpiration loss 
at this magnitude. Through the use of controlled numerical experiments with a coupled hydrologic-
atmospheric model, this study attempts to quantify these secondary consequences in the atmosphere with 
the following primary research goals in mind: 
1. To investigate how the coupling between the subsurface, the land surface, and the lower 
atmosphere influences our understanding of how land disturbance propagates into the 
integrated hydrologic cycle. In particular, do numerical experiments that incorporate the 
atmospheric component differ in their conclusions from previous uncoupled, analytical 
studies that explore the ecohydrological effects of MPB? 
2. To determine whether widespread insect-induced forest mortality and the resulting 
magnitude of transpiration losses can result in consistent feedbacks in atmospheric 
circulation, stability, cloud formation and precipitation. If controlled numerical 
experiments predict feedbacks in the atmosphere, are these atmospheric results rigorous 
to common perturbation methodologies that represent a measure of uncertainty in 
atmospheric modeling? 
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1.1 Ecohydrologic Response to Beetle-induced Transpiration Losses 
Reviews such as those by Mikkelson et al. (2013a), Adams et al. (2012) and Pugh and Gordon 
(2013) emphasize the wealth of recent literature quantifying the magnitude and spatial extent of MPB 
impacts. Studies that provide conceptual models, observational studies, hydrologic simulations, and water 
and energy budgeting suggest that while MPB effects are often variable across scales and climatic 
regions, these infestations could have a critical influence on high-elevation water resources and physical 
hydrologic processes. One primary driver behind MPB impacts to the physical hydrologic cycle is the 
repartitioning of evapotranspiration (ET) components and the concurrent influence on localized soil 
moisture. Some observational studies show rapid cessation of transpiration in pine trees following initial 
outbreak (Hubbard et al., 2013; Collins et al., 2011), leading to decreased ET (Maness et al., 2013). 
Likewise, hydrologic and land surface models (LSMs) consistently found reduced ET following 
infestations due to beetle-induced stress on transpiration (Mikkelson et al., 2013; Zimmermann et al., 
2000; Beudert, 2007). Net decreases in canopy interception and transpiration, however, can lead to local 
and temporary increases in summertime soil moisture in infested stands (Clow et al., 2011; Bearup et al., 
2014). This associated increase in heightened moisture availability in the upper soil horizons, paired with 
canopy loss and consequent radiative exposure, leads to increased ground evaporation, which can 
partially offset decreases in ET caused by canopy transpiration loss (Mikkelson et al., 2013a; Mikkelson 
et al., 2013b; Penn et al., 2016). Penn et al. (2016) noted that reallocation of transpiring water to 
heightened ground evaporation in late summer could be a compensating process responsible for damping 
MPB signal at the watershed scale. MPB influence on snow processes is equally dynamic: While many 
observations (Biederman et al., 2014a; Biederman et al., 2014b; Pugh and Small, 2012; Perrot et al., 
2014) and models (Mikkelson et al., 2013b; Penn et al., 2016) suggest that decreases in canopy 
interception can lead to higher snow water equivalent (SWE), infested watersheds also exhibit higher 
ablation rates and earlier snowmelt, owing to high shortwave radiation exposure from decreased canopy 
shade (Boon, 2012).  
Due to these changes in ET, canopy interception, and soil moisture, along with snow 
accumulation, ablation and the timing of snowmelt, the pine beetle has the potential to affect other major 
water budget components by changing the partitioning of outflow and altering flowpaths within 
watersheds. These responses are similarly inconsistent and damped by compensating and mitigating 
factors. Conceptual water balance theories and hydrological models predicted increases in overall water 
yield following infestation, particularly due to higher soil moisture and soil water outflow (Alila et al., 
2009; Weiler et al., 2009), but observed response at the watershed scale has been highly variable. One 
observational study showed increases in overall water yield, but with a lag time of at least five years 
following infestation and a peak increase at 15 years post-outbreak (Bethlahmy, 1974), suggesting that a 
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range of flow paths and water residence times maintain the signal long after canopy death. Other work in 
Colorado found no statistical difference in peak runoff between infested and unimpacted watersheds 
(Biederman et al., 2014b). Such a watershed-specific response may be attributed to varying streamflow 
generation and preferential flow paths.  For instance, a recent comparison between watersheds of different 
infestation intensity found that the watershed with higher infestation severity exhibited significantly 
greater contributions of groundwater to streamflow in the late summer, than did the watershed of lower 
infestation intensity (Bearup et al., 2014). 
 Although inconsistent, these hydrologic responses can complicate the surface energy balance; and 
the opposite is true in that moisture availability directly responds to changes in radiative forcing. Existing 
literature has found increased winter albedo following needle fall, apparently as a result of increased snow 
visibility, while albedo may decrease during the growing season in response to heightened ground 
exposure post-disturbance (Vanderhoof et al., 2013). Signals of forest mortality can persist in the surface 
energy budget long after the initial infestation; Vanderhoof et al. (2015) found that changes in winter 
albedo and radiative forcing associated with logepole mortality can peak at a decade post outbreak. In 
addition to albedo impacts, studies have suggested that the balance between sensible and latent heat 
changes as transpiration decreases and ground evaporation is favored. Models (Penn et al., 2016; 
Weidenmyer et al., 2012) and observational studies (Maness et al., 2013) predict increases in sensible 
heat with forest disturbance. Maness et al. (2013) show that disturbed surface energy components in 
Canadian forests have resulted in increases in outgoing sensible and radiative heat fluxes, leading to 
surface temperature increases of around 1° C; a coupled land-atmosphere model over the Colorado 
headwaters simulated a similar average temperature increase of 2° C in infested regions (Weidenmyer et 
al., 2012).  
Changes to regional climate and surface energy fluxes have huge implications to mesoscale 
meteorological processes, including atmospheric stability, moisture availability, cloud formation and 
ultimately precipitation. Atmospheric consequences are especially of interest given growing concern that 
regional climate change exacerbates infestations: Current warming temperature trends can narrow the 
window of winter freeze, increase beetle life cycles to two generations in a year, expand infested area to 
higher elevations, and weaken tree defenses through drought-related stress (Mitton and Ferrenberg, 2012; 
Bentz et al., 2010). Others suggest that insect outbreaks may actually create feedbacks to climate change, 
by inhibiting the ability of forests to take up atmospheric carbon (Kurz et al., 2008). Despite the 
importance of atmospheric and climatic feedbacks, dampening of MPB’s signal is primarily attributed to 
scale-dependency or to mitigating elements among energy, snow, and water fluxes. Atmospheric response 
to widespread forest mortality has not yet been thoroughly explored as a possible compensating factor. 
This study not only seeks to identify specific trends in atmospheric response to forest mortality, but also 
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hopes to quantify whether feedbacks in the atmosphere could account for high variability in observed and 
modeled response to MPB at the land surface and terrestrial water cycle. 
1.2  Land disturbance and atmospheric feedbacks 
 Meteorological responses to degradation, deforestation or land use alteration stem from changes 
to radiative forcing, ground surface exposure, and moisture distribution in upper soil horizons and lower 
atmosphere. Soil moisture strongly affects the Bowen ratio, used to describe the partitioning of surface 
sensible and latent heat fluxes. By yielding steep gradients between sensible and latent heat flux, spatial 
variability in near-surface soil moisture affects near-surface rising eddies and turbulence, and it acutely 
alters the stability of the atmosphere (Segal and Arritt, 1992). Further, the Bowen ratio depends on the 
balance of ET from bare ground evaporation, transpiration, and canopy interception; these are, in turn, all 
sensitive to vegetative growth and land cover type; and, as transpiring plants draw water from deep root 
zones and soil water storage, the surface energy budget connects to subsurface hydrology (Betts et al., 
1999). The interdependence of soil moisture, subsurface hydrology, ET and atmosphere can lead to 
positive feedbacks in which drought-induced deficits in soil moisture reduce evaporative supply to the 
atmosphere, furthering meteorological drought (Brubaker et al. 1993; Namias 1988; Entekhabi et al., 
1996). For example, soil moisture plays a significant role in atmospheric processes in mid-latitude 
regions; for instance, in the U.S. Great Plains region, local evaporative atmospheric moisture contributes 
up to 40% of precipitating water (Brubaker et al. 1993).  
Given this intimate land-atmosphere coupling and the multifaceted ecohydrologic responses to 
insect-induced forest mortality detailed above, it comes as no surprise that MPB infestations have the 
potential to influence atmospheric stability and moisture availability, cloud development, and 
spatiotemporal patterns of rain and snow. Multiple publications have recognized the need for regional-
scale exploration of MPB meteorological impacts, citing changes to the surface energy budget and 
regional climate, and the atmosphere’s great sensitivity to these adjustments (Manness et al., 2013; 
Weidenmyer et al., 2012). Moreover, many studies have documented instances of deforestation, fire, 
infrastructure and agriculture at the land surface having a recognizable impact on atmospheric processes. 
A well-studied case is that of Amazonian deforestation: Research has found unstable atmospheric 
boundary layer conditions over deforested areas (Wang et al., 2009); contrasting shallow and deep 
convection over deforested and forested regions, respectively (Wang et al., 2009); decreases or spatial 
alteration of local precipitation with deforestation-driven albedo adjustments (Zeng and Neelin, 1999; 
Wang et al., 2009; Berbet and Costa, 2003); and heightened mesoscale convection and lifting caused by 
disturbance-induced heterogeneity in land cover type (Wang et al., 2009). Other studies cite notable shifts 
in planetary boundary dynamics across the U.S. in response to agricultural land use (Adegoke et al., 
2007); changes to local hydrometeorology and extreme precipitation by dam-induced landscape alteration 
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(Woldemichael et al., 2012); influence of fire on surface albedo, radiative forcing, and surface-
atmosphere energy exchange (Jin and Roy, 2005; Chambers and Chapin, 2002), and disturbance-induced 
dry-wet soil patterns and steep energy gradients, spatial arrangements known to further convection cell 
development, planetary boundary layer (PBL) dynamics and precipitation (Patton et al., 2005; Segal and 
Arritt, 1992; Taylor et al., 1997; Clark et al., 2004). This study evaluates the propagation of MPB-induced 
land disturbance into atmospheric stability, cloud formation and precipitation using an integrated 
hydrologic model coupled to an atmospheric model, and approach capable of resolving the soil moisture-
energy-atmosphere feedbacks described above. We hypothesize that the tendency for pine beetles to infest 
large expanses of monoculture lodgepole pine forests will result in changes to evaporative moisture in the 
lower atmosphere in the lower atmosphere, soil moisture gradients, and radiative forcing and exposure, all 
of which will result in perturbations to skin temperature, vertical air movement, and atmospheric 
conditions.  
1.3 Integrated and coupled modeling 
Despite the necessity of accurate identification and representation of the water-land-atmosphere 
interface, tracking MPB signals through the fully-connected water cycle with observational data alone 
would prove challenging. This difficulty is in part because of limited data availability for particular 
hydrologic components; for instance, it is notoriously difficult to fully characterize complex regional 
groundwater systems by upscaling point observations. Also, understanding the physical connection 
between subsurface, land surface, and atmospheric components of the hydrologic cycle through stand-
scale observations, such as stream gauging, SNOTEL sites, and meteorological or eddy flux towers, 
inherently requires some loss of information through interpolation across point observations. Similarly, 
while advances in satellite imagery have provided essential information relating surface energy balance 
and mass flux, downscaling patch-scale based remote sensing algorithms to mesoscale applications could 
be another source of uncertainty. Most importantly, even if observations were unlimited in space and 
time, the correlations between atmospheric and hydrologic variables could still fail to diagnose the 
physical drivers responsible for MPB and water cycle relationships, simply because of the shear amount 
of independent variables influencing meteorological conditions. High variability in seasonal and inter-
annual atmospheric conditions could mask any signal in precipitation or cloud cover trends influenced by 
MPB. It is for these reasons that we turn to physically based models; by creating numerical simulations 
that provide a mechanistic representation of the natural world, we can isolate and adjust a single model 
attribute and observe its propagation into other model components.  
Integrated hydrologic models are especially suitable for identifying causal and mechanistic 
relationships between the land surface and subsurface storage and fluxes. In contrast to models that isolate 
components of what is naturally a connected hydrologic system, integrated models are capable of 
6 
cohesively addressing feedbacks between groundwater, surface water and soil moisture. While this 
concept of resolving hydrologic processes across the subsurface and surface interface was introduced 
decades ago (Freeze and Harlan, 1969), integrated models have only recently been applied to tackle 
regional- and watershed-scale questions owing to advances in computational technology (Maxwell et al., 
2014a). These applications span a wide range of hydrologic, land surface, and climatic problems and 
include stream-groundwater exchange, stream generation, lake-groundwater interaction, solute and 
sediment transport, water residence time, climate change, agricultural impacts and sustainability, and 
moisture fluxes from the subsurface and into the atmosphere (Maxwell and Kollet, 2008; Maxwell and 
Kollet, 2009; Cardenas, 2008; Cardenas et al., 2008; Qu and Duffy, 2007; Li and Duffy, 2011; Ferguson 
and Maxwell, 2010; Maxwell et al., 2015; Condon and Maxwell, 2014; Condon et al. 2013; Engdahl and 
Maxwell, 2015; Kollet and Maxwell, 2006) (see, for example, Table 1 in Maxwell et al., 2014a). Several 
studies that are notably relevant to fully understanding disturbance at the land surface are those that 
couple integrated hydrologic models with land surface or atmospheric models. A common finding among 
coupled integrated hydrologic-atmospheric modeling is the connectivity of subsurface and land surface 
processes. For instance, land surface models can be extremely sensitive to groundwater properties, water 
table depth, soil heterogeneity, and moisture variability, particularly in critical zones of land surface 
energy and water table interactions (Kollet, 2009; Kollet and Maxwell, 2008; Rihani et al., 2010). 
Perturbations in modeled soil moisture are shown to propagate into the atmosphere (Maxwell et al. 2007; 
Williams and Maxwell, 2011), and the coupling between atmosphere and the subsurface is great enough 
that incorporation of lateral groundwater flow and surface water routing in models significantly alters 
atmospheric forecasts (Chow et al., 2006; Holt et al., 2006; Williams and Maxwell, 2011); likewise, 
lateral groundwater flow and surface water routing components greatly improve soil moisture 
representations in coupled models, in comparison to uncoupled systems (Maxwell et al., 2007; Maxwell 
and Miller, 2005). These studies demonstrate the applicability of integrated hydrologic land-surface and 
atmospheric models to further our understanding of the interconnected water and energy balances. Their 
results also suggest that the energy balance, atmospheric stability and fluxes, and water table dynamics 
are all sensitive to widespread changes in vegetation, such as those resulting from transpiration losses 
brought about by the MPB.  
While some modeling studies have addressed MPB feedbacks in the context of groundwater-land-
surface or land-surface-atmosphere interfaces (e.g. Mikkelson et al., 2013b; Wiedinmyer et al., 2012), 
they have yet to experiment with a fully coupled hydrologic-land surface-atmospheric simulation. Here, 
we not only present the results from a summertime modeling exploration of MPB-driven perturbations 
over a coupled meteorological-land surface model (WRF with Noah LSM) and integrated hydrology-land 
surface model (ParFlow-CLM), but we also explore complete terrestrial and atmospheric water cycle 
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interactions using the hydrologic-atmospheric model ParFlow-WRF. This model represents groundwater, 
surface water, land energy, and atmospheric processes in a fully-coupled, interconnected system. The 
level at which this model facilitates examination of water-land-atmosphere feedbacks and complexities 










 Mountain pine beetle infestation and the propagation of its effects into the hydrologic cycle were 
modeled using an integrated hydrologic-atmospheric model, which was applied over a domain in the 
Rocky Mountain headwaters region for the summer of the 2008 water year.  Methodology included a 
spinup of the subsurface hydrologic system using a coupled hydrologic-land surface model; downscaling 
of initial and atmospheric conditions with nested domain configuration in a mesoscale meteorological 
model; characterization of beetle-infested cells in the domain and representative adjustment to their 
vegetative parameters; and perturbation of initial atmospheric conditions to create an ensemble of model 
runs representative of initial condition uncertainty. 
2.1 Integrated and coupled hydrologic-land surface-atmosphere modeling 
The complete water cycle and its response to land disturbance were simulated using ParFlow-
WRF, which couples the Weather Research and Forecasting (WRF) mesoscale atmospheric model with 
ParFlow, a fully-integrated, groundwater and surface water model. As illustrated by the conceptual model 
in Figure 2.1, ParFlow simulates both three-dimensional saturated and unsaturated fluxes and includes 
land surface exchanges and overland flow (Kollet and Maxwell, 2006). ParFlow solves the three-
dimensional Richard’s equation to describe variably-saturated groundwater flow, and it uses Manning’s 
equation and diffusive or kinematic wave equations to simulate overland flow and routing (Maxwell et 
al., 2011; Maxwell et al., 2014b; Williams and Maxwell, 2011). This study employs the terrain-following 
grid option in ParFlow, which allows model depth to remain constant while maintaining topography, such 
that the domain floor mimics surface terrain (Figure 2.1) (Maxwell, 2013). While ParFlow’s finite 
difference technique for describing terrestrial hydrology is computationally expensive, the model is 
designed for parallel implementation, allowing for efficient calculation of up to millions of unknowns; its 
physically-based approach also allows for mechanistic description of groundwater and surface water 
movement without requiring knowledge of existing hydrologic conditions (Kollet et al., 2010). ParFlow-
WRF uses the advanced Research WRF (ARW) dynamical core of the WRF model to simulate 
atmospheric conditions. WRF provides mesoscale atmospheric forecast modeling by solving fully 
compressible, nonhydrostatic Navier-Stokes equations and can also function within massively parallel 
computing environments (Skamarock et al., 2008). Major features of the ARW system include three-
dimensional calculations of velocities, thermal energy, (optionally) turbulent kinetic energy and water 
phase mixing, and numerous model physics options for cumulus parameterizations, surface physics, 
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planetary boundary layer physics, microphysics, and longwave or shortwave atmospheric radiation 
schemes (Skamarock et al., 2008). 
ParFlow and WRF communicate through the Noah land surface model, which uses a Penman-
based energy balance approach to calculate potential evaporation and tracks energy and moisture fluxes 
across the land surface in response to vegetative properties (Maxwell et al., 2011). This land surface 
model uses representation of vegetative cover from USGS-based land used data. While Noah traditionally 
simplifies all hydrologic processes by removing runoff (excess precipitation not infiltrated) and water 
table dynamics, ParFlow-WRF replaces Noah’s simplified hydrologic formulation with Parflow’s fully 
dynamic calculation of pressure head. Thus, WRF and ParFlow are coupled to include surface runoff, 
infiltration, vadose zone and groundwater, as well as land surface and atmospheric processes such as 
latent and sensible heat, air temperature, atmospheric pressure, wind speed, cloud formation and 
circulation. Williams and Maxwell (2011) describe the physics of the resulting coupled model: Mass 
conservative surface and subsurface hydrologic processes are managed by ParFlow, which passes soil 
moisture information to Noah; Noah then handles the land energy budget and land surface moisture fluxes 
and communicates these dynamics to WRF, which calculates atmospheric velocities, solar radiation and 
precipitation (Figure 2.1) (Maxwell et al., 2011; Williams and Maxwell, 2011). Specific description of 
governing and coupling equations in PF-WRF and PF-CLM may be found in Appendix A. 
 

























Our study also employs a hydrologic-land surface model for both model spinup and comparison 
purposes: the coupling of ParFlow with the Common Land Model (CLM) (Dai et al., 2003). ParFlow-
CLM operates similarly to ParFlow-Noah, with ParFlow calculating three-dimensional lateral subsurface 
flow, infiltration, vadose zone fluxes, overland flow and routing, and soil moisture. CLM uses the 
resulting soil moisture field to simultaneously calculate ground evaporation, transpiration, near-surface 
energy budget, SWE, and sublimation at the two-dimensional land surface (Maxwell and Miller, 2005; 
Kollet and Maxwell, 2008). Unlike ParFlow-WRF, which requires only initial and boundary atmospheric 
conditions, ParFlow-CLM necessitates distributed atmospheric forcings such as air temperature, 
precipitation, atmospheric pressure, long-wave and short-wave radiation, and specific humidity.  
2.2 Study site description and model configuration 
Our study area lies in the Colorado headwaters of the Rocky Mountains, a snow-dominated, 
topographically complex area that has been devastated by MPB over the past two decades. This region, in 
addition to being a representative beetle-infested and snowmelt-dominated system, acts as a critical water 
supply to a great portion of the southwest (Furniss et al., 2010). The ParFlow-WRF model domain 
encompasses three Colorado headwaters watersheds (USGS Cataloging Units 14010001, 1401002, and 
14010003), as well as Clear Creek watershed, ensuring that no upstream processes influence model 
results. Forested area below tree line, consisting predominantly of lodgepole and ponderosa pine, 
comprises nearly 40% of the land surface area. With MPB extent over the past two decades covering 
approximately 27% of the domain area (USFS aerial detection surveys), nearly 70% of the pine forests in 
the domain have at some point been infested. Figure 2.2 shows the study site’s land cover type, along 
with USGS HUC8 watershed boundaries. 
 




















ParFlow-WRF simulations were run from April 15 to September 30 of WY2008, in order to best 
capture the heightened radiative forcing during summer months, over the more than 28,000 sq km domain 
at 1 km lateral resolution. While such a model resolution would be considered too coarse to capture many 
near-surface hydrologic processes, for meteorological applications this is a high-resolution, cloud-
resolving model with an advanced representation of groundwater and surface water hydrology. Vertical 
discretization was constructed with five vertical layers of 0.1, 0.2, 0.6, 1.0 and 100 m thickness, for a total 
model thickness of 102 m. Primary model inputs for ParFlow, which include topographic slopes and 
subsurface hydraulic parameters, are pictured in Figure 2.3. The top four subsurface layers (or top 2 m) 
are comprised of heterogeneous soil facies, the hydraulic properties for which were taken from the soil 
survey geographic database (SSURFGO) and from Schaap and Leij (1998) (Figure 2.3). Deeper 
subsurface geologic units, each vertically homogeneous to 102 m depth, were adapted from the Gleeson 
et al. (2011) continental-scale permeability map. By assuming vertical homogeneity at depth greater than 
2 m, this model essentially simulates exclusively unconfined acquifers; and below 102 m, the model 
assumes the presence of impermeable bedrock. Topographic slopes were calculated from the Shuttle 
Elevation Derivatives at multiple Scales (HydroSHEDS) digital elevation model (DEM). (Figure 2.3) As 
previously noted, this model adopts a terrain-following grid in which model thickness remains constant 
while adhering to topographic contours.  
With the exception of domain lateral extent, these domain specifications are identical to a high-
resolution continental-scale ParFlow simulation conducted by Maxwell et al. (2015), which represents 
surface and subsurface hydrologic processes over the majority of the contiguous United States (CONUS). 
Our study domain is, in fact, a subset of the CONUS ParFlow domain (Figure B.1), a simulation that has 
been favorably validated against over 160,000 water table measurements and 4000 streamflow gauges 
nation-wide (Maxwell et al., 2015). In addition to subsurface hydraulic parameters and topographic 
slopes, ParFlow-WRF requires initialization of the subsurface pressure head. Establishing equilibrium 
hydrologic conditions required a multi-step spinup process, in which antecedent conditions are 
established by model physics under applied forcing. This was a necessary process because initializing 
simulations with spun-up state variables minimizes the potential for artifical drift as models move toward 
equilibrium state (Ajami et al., 2014). First, a subset of the CONUS was extracted from a 1985 transient 
(seasonally-variable) ParFlow-CLM simulation (Maxwell et al., 2015) (Figure B.1). This subset acted as 
an initial condition for a ParFlow-CLM spinup for WY2008, which applied atmospheric forcings from the 
North American Land Data Assimilation System (NLDAS), distributed over the domain using bilinear 
interpolation. After allowing this transient spinup to continue for three years, with repeated forcing from 
WY2008 to eliminate interannual variability, the model result at April 15, 2008, was used as the initial 
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hydrologic condition for our ParFlow-WRF models (Figure 2.3). Figure 2.3 illustrates the April 15 
pressure head as well as topography, land cover, and soil characteristics for the PF-WRF domain. 
 
Figure 2.3 Primary model inputs for ParFlow-WRF: (a) Elevation distributed from HydroSHEDS DEM, 
(b) Initial pressure head result from WY2008 hydrologic spinup with ParFlow-CLM, (c) Top layer 
permeability layer, from SSURGFO soil hydraulic properties, (d) USGS land classes for Noah LSM. 
 
 In addition to subsurface hydraulic properties and initial hydrologic conditions, ParFlow-WRF 
requires initial and boundary conditions in the atmosphere. Horizontal nesting, one feature of WRF-ARW 
mentioned above, is a valuable tool for focusing high-resolution simulations over an area of interest by 
incorporating a fine grid nest into a larger, coarsely gridded parent domain. Nesting is helpful for high 
resolution modeling because running a finely-discretized model over a large domain can be prohibitively 
expensive in terms of computation requirements; downscaling from coarse, large domains can supply 
lateral initial and boundary conditions that both capture synoptic-scale meteorological patterns and retain 
the high resolution of smaller domains. WRF nested grid simulations may be conducted with both one-
way nesting, in which information passes only from coarse to fine grids, and two-way nesting, which 
allows for information exchange between grids in both directions (from fine to coarse as well) 
(Skamarock et al., 2008). Adjustments to the size, resolution, and placement of nested WRF grids were 
specified by the WRF Preprocessing System (WPS). This study utilized one-way nested coupling 
between four nests of differing grid resolution: the largest domain, at 27-km grid spacing, encompasses 
all of the western United States and some of Mexico, Canada and the Pacific Ocean (domain d01, 101 
east-west by 81 north-south cells); an intermediate domain at 9-km grid spacing covers much of the 
Midwest (domain d02, 136 by 109 cells); an intermediate domain at 3-km grid spacing covers most of 
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Colorado and adjacent states (d03, 214 by 181 cells); and the smallest domain at 1-km resolution lies in 
the Rocky Mountains of Colorado (d04, 216 by 132 cells). The smallest nested domain (d04) is identical 
in extent to the previously described ParFlow-CLM spinup and encompasses the four Colorado 
headwaters watersheds. Figure 2.4 gives a visual of the nested domain layout. Atmospheric conditions for 
the model are provided by the National Centers for Environmental Prediction Global Forecast System 
(Final) (NCEP GFS-FNL) global gridded analysis archive. One-way nesting incorporates the ARW 
program ndown, which uses outputs from the coarsest grid to provide boundary conditions for the nested 
simulation, allowing for complete integration of the finer grids (Skamarock et al. 2008). The nesting 
process described above was solved with an adaptive time step, which allows the model to remain 
numerically stable while maximizing the time step and subsequently the computation time. Time steps 
were adjusted and selected based on the Courant-Friedrichs-Lewy (CFL) condition, a lateral and vertical 
stability criterion for finite difference partial differential equation solvers. Time steps ranged between 12 
and 216 seconds throughout the simulation, depending on the resolution of the grid spacing and the 
current CFL condition. 
Several WRF microphysics and radiation options for the downscaling process, as well as those 
for ParFlow-WRF, are based off of Lui et al. (2011), a study that examined precipitation sensitivity to 
physics parameterizations in the Colorado headwaters. They found that simulation of winter snowfall in 
this region was extremely sensitive to microphysics parameterizations, with Thompson et al. (2008) and 
Morrison et al. (2009) outperforming other schemes, which excessively overpredicted snowfall. Liu et al. 
(2011) also showed weak to moderate model sensitivity to land surface, radiation and planetary boundary 
layer schemes. Based on their results, atmospheric physics schemes chosen for this study include the 
Thompson et al. (2008) bulk multiphysics scheme, the Mellor-Yamada-Janjić (MYJ) planetary boundary 
layer scheme (Janjić 1990), the Rapid Radiative Transfer Model for longwave radiation, and the scheme 
by Dudhia for shortwave radiation (Dudhia 1989). Because cumulus physics schemes are unnecessary for 
simulations with grid spacing under 10 km, only the largest grid (d01 at 27-km grid spacing) incorporated 
a cumulus physics option. For this domain, the Betts-Miller-Janjic cumulus physics scheme was used 
(Janjic and Zavisa, 1994).  
The ParFlow-CLM spinup and WRF nested domain models described above provide initial and 
boundary conditions in the subsurface and the atmosphere for ParFlow-WRF, applied over d04 for April 
15 – September 30, 2008 (Figure 2.4). These final model inputs, along with USGS 24-class land cover for 
Noah LSM, are shown in Figure 2.3. As previously, noted soil layers were constructed at varying vertical 
depths of 0.1, 0.3, 0.6, and 1.0 m; these resolutions align with the vertical discritization required of the 
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Figure 2.4 Configuration of WRF nested domains in the downscaling process to provide initial and 
boundary atmospheric conditions for d04, the ParFlow-WRF domain. 
 
Noah LSM soil facies. ParFlow-WRF uses identical physics, radiation and land surface schemes to those 
described for d01 – d03, but unlike the nested domain simulation, ParFlow-WRF employed a fixed-value 
timestep of 6 seconds for d04. Because subsurface hydrologic conditions do not changes as rapidly as 
atmospheric velocities and thermal energies, the model only calls ParFlow at a sub-cycle of 150 time 
steps. Given the ParFlow-Noah-WRF relationship described in Figure 2.1, this sub-cycle allows ParFlow 
to inform Noah of all saturated and unsaturated hydrologic conditions every 15 minutes, while exploiting 
evaporative fluxes calculated from Noah.  
2.3 Incorporation of MPB infestation into land surface models 
Phases of infestation are often referred to as red and grey, with decreased transpiration turning 
needles from green to red within one or two growing seasons, and “grey” skeletons of pines appearing a 
few years later following needle drop (Mitchell and Preisler, 1998).  Given the short duration of red phase 
relative to grey phase, and its consequently less persistent impact on forest hydrology and energy 
balances, this study did not explore modeled red phase results, focusing instead on only maximum 
potential disturbance between healthy and grey phase trees. The approach for generating these end-
member scenarios involved adjustments to CLM and Noah LSM vegetation parameters to reflect beetle-
induced transpiration stresses. Evapotranspiration in CLM is governed in part by leaf area index (LAI) 
(Jefferson et al., 2015), a dimensionless quantity that describes canopy coverage by the ratio of leaf tissue 
area per unit ground surface area. ParFlow-CLM adjustments to LAI are identical to those used in Penn et 
al. (2016), a watershed-scale modeling study that examined the potential for compensating factors in 
snow and evaporative processes to dampen MPB signal at various scales. Green phase ParFlow-CLM 
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however, grey phase simulations reduced LAI to 1, a value bracketed by field observations in high 
mortality pine forests (Pugh and Gordon, 2013), and representative of needleless stems (Penn et al, 2016). 
Stomatal conductance was also minimized for disturbance simulations, as grey phase pine trees no longer 
transpire; this parameter was changed by applying a stomatal resistance multiplier within CLM, which 
increased stomatal resistance by three orders of magnitude in MPB-infested cells. In order to capture 
spatial heterogeneity typical of natural infested forests, these grey phase adjustments were made only to 
evergreen needleleaf cells that overlapped with MPB-infested regions denoted by USFS aerial surveys 
(Figure B.2).  
The previously described ParFlow-CLM spinup of the hydrologic system included these two 
maximum impact cases: a healthy scenario, which used default CLM parameters when spinning up the 
hydrologic system for WY2008; and a disturbance scenario, which introduced the grey phase adjustments 
to CLM vegetation parameters described above. ParFlow-CLM was run for each case for three simulation 
years (three years of atmospheric forcings from WY2008), and the resulting spun-up hydrologic systems 
on April 15 were used as initial hydrologic conditions in ParFlow-WRF (Figure B.3). While ParFlow-
WRF runs only during summer months, this technique guarantees the capture of long-term seasonal 
signals by distinguishing between grey and green phase snowpack and hydraulic pressure head. Noah 
LSM vegetation parameters were also adjusted in the disturbance scenario to match those in CLM: 
Stomatal resistance for infestation-designated evergreen needleleaf cells was increased to its maximum 
value (999 m s-1), while LAI decreased from default values of 3 and 4 to a grey phase value of 1. For 
additional information regarding subsurface hydraulic parameters, beetle infestation cell designation, and 
the PF-CLM spinup process, see Appendix B. 
The methods described above are practical changes to vegetation function that reflect decreases in 
transpiration and loss of leaves apparent in infested individual trees and small stands (Mikkelson et al. 
2013b). However, recent literature suggests that these responses may not be applicable to entire forests 
and that coarsening of the characteristics of infested trees should be done with caution (Biederman et al., 
2014a; Biederman et al., 2014b; Brown et al., 2014). In particular, reductions in evapotranspiration due to 
beetle-induced tree death may be damped at large scales by complex forest recovery that takes place 
simultaneously with disturbance. Loss of older, overstory trees allows young and vigorous trees to uptake 
more water and nutrients, thereby accelerating growth, increasing understory ET, and partially 
compensating for decreased overstory ET (Brown et al., 2014). Persistent and heightened soil moisture 
following infestation can augment forest recovery and increase transpiration (Mikkelson et al., 2013a). 
High evaporative moisture loss from the ground, a function of increased wind speed with beetle-induced 
canopy loss and low surface roughness, may also offset increases in soil moisture that follow reduced 
transpiration from dying trees (Woods et al., 2006; Mikkelson et al., 2013a). 
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Grey phase adjustments to CLM and Noah vegetation parameters do not account for regrowth of 
understory that happens simultaneously with canopy death, nor do they consider land surface 
heterogeneity below 1-km scale. Our coupled model simulations therefore represent the maximum 
potential impact of MPB on forest ecohydrology. Other forms of uncertainty such as model and 
subsurface parameterizations, boundary condition uncertainty, sensitivity to WRF physics schemes, and 
synoptic-scale land disturbance feedbacks (influence on atmospheric boundary conditions) are not 
addressed. For these reasons, this experiment should not be considered a predictive tool for quantifying 
the precise magnitude of beetle impacts. Rather, this study will add to our physical understanding of how 
perturbation at the land surface propagates into the atmosphere and the subsurface, providing motivation 
and direction for further study.  
2.4 Time-lag ensemble methodology 
Atmospheric models typically have a large number of degrees of freedom that result in a wide 
spectrum of uncertainty. Researchers involved in meteorological modeling often address this uncertainty 
by generating a set of equally probably model integrations, in order to partially represent a measure of 
predictability in the model based on the spread of the ensemble members. To address uncertainty in 
atmospheric and climate forecasting supplied by our coupled model, perturbations to initial and boundary 
atmospheric conditions were applied to create an ensemble prediction for each land disturbance category 
(green phase and grey phase). The perturbation method utilized in this study is the lagged forecasting, or 
shifting initialization approach, as employed in Walser et al. (2004). With this approach, each ensemble 
member is an ordinary forecast initiated with conditions at various time lags from the start of the forecast 
period (Hoffman and Kalnay, 1983). Because at later simulation times the ensemble forecast contains 
more information than the central forecast, this method has frequently been applied to extended range 
forecasts (e.g. Vitart et al., 1997). In a study that examined error growth and propagation of perturbations 
in cloud-resolving models, Hohenegger and Schar (2007) found high levels of agreement and similar 
ensemble spread between the shifting initialization approach and other perturbation methodologies 
(random number generator and Gaussian perturbations) at late simulation times. For these reasons, the 
shifting initialization method was deemed to be applicable to extended forecasting (over several months) 
by our high-resolution (cloud-resolving) coupled atmospheric-hydrologic model.  
Eight-member ensembles were generated for each land disturbance category by shifting the 
simulation initialization time by multiples of 24 hours (Figure 2.5). As illustrated in Figure 2.5, the first 
ensemble member was initialized at 0000 UTC on April 2, 2008; the second member at 0000UTC on 
April 2, 2008; and so on until the final member on April 9. Since these predictions are derived from the 
same atmospheric forcings, distinctions between ensemble members originate from model slight 
differences occurring during the downscaling from coarsest (27 km) to finest (1 km) resolution. Thus, the 
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resulting ensemble spread is understandably quite small. To increase the effectiveness of this perturbation 
method, each member’s deviation from the ensemble mean was multiplied on April 15 by a factor of 4 
(adapted from Walser and Schar, 2003). The amplification was applied to all air temperature, atmospheric 
pressure, lateral wind speed, and specific humidity fields. Because model boundary conditions are held 
constant, synoptic-scale perturbations were prohibited. This ensemble methodology may therefore be 
inappropriate for operational forecasting systems (Walser and Schar, 2003); however, it does effectively 
isolate potential growth of errors in initial conditions. The total model ensemble results in 8 pairs of green 
and grey phase ParFlow-WRF simulations, or 16 total coupled runs, as summarized in Table 2.1. 
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Model name Disturbance WRF nest start PFWRF start time
S1GREEN - 4/2/08 4/15/08
S1GREY MPB 4/2/08 4/15/08
S2GREEN - 4/3/08 4/15/08
S2GREY MPB 4/3/08 4/15/08
S3GREEN - 4/4/08 4/15/08
S3GREY MPB 4/4/08 4/15/08
S4GREEN - 4/5/08 4/15/08
S4GREY MPB 4/5/08 4/15/08
S5GREEN - 4/6/08 4/15/08
S5GREY MPB 4/6/08 4/15/08
S6GREEN - 4/7/08 4/15/08
S6GREY MPB 4/7/08 4/15/08
S7GREEN - 4/8/08 4/15/08
S7GREY MPB 4/8/08 4/15/08
S8GREEN - 4/9/08 4/15/08
S8GREY MPB 4/9/08 4/15/08
WRF6GREEN - 4/7/08 -






RESULTS AND DISCUSSION 
 
3.1 Tracking MPB impact through seasonal and diurnal hydrology, energy and meteorology 
SNOTEL is an extensive system of snowpack and meteorological observation sites in the 
mountainous West, each of which are typically outfitted with a snow pillow to gauge weight of 
snowpack, as well as temperature, pressure, and rain gauges. Our model domain contains 42 SNOTEL 
sites at various elevations. These observations serve to provide confidence in our atmospheric modeling 
platform, although coarsening of these point observations to grid scale will not fully represent sub-km 
heterogeneity of snowpack and climate variables. Atmospheric simulations by ParFlow-WRF compare 
favorably to observed precipitation and temperature at many SNOTEL sites throughout the domain 
(Appendix C.3 and C.4), despite a strong negative moisture bias in late summer discharge (Figure C.1). In 
most locations, ParFlow-WRF underestimates peak SWE and simulates too early of snowmelt (Figure 
C.2), a problem frequently observed in other studies employing Noah LSM, particularly over 
mountainous regions in Colorado (Sheffield et al., 2003), and likely exacerbated by the model’s dry bias. 
The underestimation of snow cover is also attributed to our ParFlow-CLM spinup process, which seems 
to initialize ParFlow-WRF with too low of snowpack.  
Despite underestimating snowpack and streamflow, we believe that this numerical experiment 
provides novel information of the land-atmosphere connection and that its conclusions are still applicable 
to our understanding of the natural world, for several reasons. Notwithstanding the model’s SWE bias, 
ParFlow-WRF captures warming and cooling trends that reflect observed periods of snowmelt and 
accumulation (Figure C.2). Additionally, while ParFlow-WRF simulates unrealistically low flows and an 
earlier peak snowmelt season, it must be noted that this dry bias is applied to both green and grey phase 
modeled scenarios and thus this is still a controlled experiment. Streamflow is also not fully 
representative of the total moisture content in the model: ParFlow-WRF still maintains moisture in the 
soil column despite the unsaturated conditions that lead to the lack of stream flow, and atmospheric 
variables will likely be more sensitive to water content as a whole, in the form of subsurface storage and 
vadose zone moisture, rather than to individual streams. Finally, ParFlow-WRF balances water effectively 
regardless of numerous configuration options (Appendix D).  
For these reasons, we believe that this numerical experiment is an effective way to study MPB 
impacts with an integrated hydrology-atmosphere mindset. Figure 3.1 (pages 22 and 23) illustrates the 
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propagation of forest mortality through the complete water and energy cycles, with spatially-averaged 
time series of daily explanatory variables. Note that while hydrologic time series show daily averages, 
atmospheric variables are plotted as daytime averages (6 a.m. through 6 p.m.) to capture the most intense 
radiative forcing period that would result in dynamic meteorological conditions. Table 3.1 further 
summarizes overall changes to the system with variables averaged in both space and time. Given that 
constant atmospheric boundary conditions result in similar domain-averaged atmospheric and hydrologic 
variables between ensemble members, in this section we present results from only one ensemble pair 
(S6GREEN and S6GREY) for simplicity. 
Subsurface hydrology responds to MPB in a way compliant with documented results from other 
modeling studies (e.g. Penn et al., 2016), which show increases in subsurface storage as a result of beetle-
induced transpiration losses. Soil moisture (SM) is higher in beetle infested cells by 7.3% (Figure 3.1 m, 
n). Greater moisture availability in the soil column leads to 1.1 m decreases in summertime water table 
depth (WTD) in grey phase cells (Figure 3.1 o-p, Table 3.1), which correspond to 1.9% higher mean 
water table throughout the domain. Both soil moisture and water table depth show larger differences 
between green and grey phase scenarios as the summer progresses, with mean grey phase cells in July 
exhibiting 15.2% and 8.6% increases in soil moisture and water table height, respectively. Such a 
seasonally dependent MPB response could speak to a healthy forest’s ability to tap deeper water 
resources; as soil moisture availability becomes more limited in late summer months, ET becomes more 
dependent upon transpiration, and thus the absence of transpiring trees has a greater impact in July and 
August grey phase scenario. 
Grey phase simulations also show a re-partitioning of the surface energy balance with increasing 
sensible heat (SH) and decreasing latent heat (LH) for land disturbance scenarios (Figure 3.1 e-h, Table 
3.1). A maximum mean difference of 37.5 Wm-2 between green and grey phase latent heat (which 
corresponds to an impressive 25.4% change) occurs in beetle-designated cells during the month of June 
(Table 3.1). Sensible heat shows a complementary increase in July grey phase cells of 37.5 Wm-2, or 9.4% 
(Table 3.1). This mechanistic shift from a latent heat- to sensible heat-dominated environment reflects 
large magnitude decreases in evaporative energy associated with widespread transpiration loss. Changes 
to the surface energy budget result in a net increase of skin temperature (TSK) of 0.81 K in beetle infested 
cells in July (Table 3.1), which falls in ranges bracketed by observational (Maness et al. 2013) and 
modeling (Weidenmyer et al., 2012) studies. Surface warming in the grey phase scenario may be 
attributed to decreased shading and subsequent increase in radiative forcing with canopy death. Changes 
in skin temperature translate to slight (0.1 K) increases to 2-m air temperature (T2) (Table 3.1). Two-
meter specific humidity (Q2) slightly decreases with land disturbance; but the 2.0% reduction is well 
within diurnal and seasonal variability. Not pictured are domain-averaged lateral and vertical wind 
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speeds, which showed no significant differences between green and grey phase simulations. Late summer 
planetary boundary layer heights (PBLH), which are often used as a proxy for atmospheric stability and 
vertical turbulence, are an average of 30 m higher in the grey phase simulation in July and August (Figure 
3.7a, Table 3.1). This would suggest that heightened surface temperatures resulting from beetle-induced 
changes to the near-surface energy balance could lead to increased vertical air movement and atmospheric 
instability. Even so, identifiable changes to atmospheric variables such as planetary boundary layer height 
are small in comparison to daily and seasonal variability.  
Figure 3.1 and Table 3.1 provide important insight to the seasonal sensitivity of the atmosphere to 
land disturbance. As discussed previously, MPB affects are most apparent during late summer conditions, 
which could be a product of limited moisture availability. Another explanation may be convection-
dominated atmospheric turbulence that occurs in July and August; lateral-dominated air movement in the 
spring would force the model to be heavily controlled by atmospheric conditions, which are constant 
between ensemble pairs. Another important insight relates to the propagation of the spatial infestation 
signature into atmospheric conditions. MPB-infested areas show a greater magnitude response for all 
variables than do the domain-averaged values, indicating that the spatial signal of MPB is at least partially 
retained throughout the hydrologic and atmospheric regimes.  
  




Summer average July average
PBLH (m)
Domain average -2.39 -5.73
Infestation average -16.28 -30
Q2 (kg/kg)
Domain average 9.70E-06 2.00E-05
Infestation average 6.30E-05 1.10E-04
T2 (K)
Domain average -0.0067 -0.02
Infestation average -0.031 -0.1
TSK (K)
Domain average -0.03 -0.097
Infestation average -0.41 -0.81
HFX (Wm )
Domain average -1.32 -2.97
Infestation average -15.2 -26
LH (Wm )
Domain average 2.86 4.6
Infestation average 25.4 37.5
SM (-)
Domain average
Infestation average -0.012 -0.017
WTD (m)
Domain average 0.44 0.505
















Figure 3.1 Spatially-averaged time series of PF-WRF simulated planetary boundary layer height (a, b), 2 
m specific humidity (c, d), surface sensible heat flux (e, f), latent heat flux (g, h), skin temperature (i, j), 
snow water equivalent (k, l), soil moisture (m, n), and water table depth (o, p), for green phase (dashed 
green line) and grey phase (solid grey line) scenarios. Shade areas represent one spatial standard 































Domain-averaged Beetle-infested cells only
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 Figure 3.2 examines the second moment of atmospheric variables given in Figure 3.1. Shown are 
the spatial variance through time of domain-averaged PBLH, 2-m air humidity, 2-m air temperature, skin 
temperature, and latent and sensible heat. With the exception perhaps of specific humidity, springtime 
variables show a wider spatial spread than in July and August; high spring variability is likely a result of 
variable snowpack and fluctuating soil moisture conditions that add to system complexity. Planetary 
boundary layer height, specific humidity, two-meter air temperature, skin temperature, and sensible heat 
all exhibit higher spatial variance in the grey phase scenario, particularly during late spring and early 
summer months (Figure 3.2 a-d, f). Latent heat, however, shows a decreased variance with land 
disturbance, especially during the late summer months (Figure 3.2 e), likely attributed to the dramatic 
decrease in transpiration and subsequent reduction of potential sources for evaporative energy that occur 
with tree mortality. Changes to statistical moments of two-meter Q2 are also of interest, in that infestation 
appears to have more noticeable impact on the domain variance (Figure 3.2 c) than it does on the domain 
mean (Figure c) of specific humidity. 
 
Figure 3.2 Spatial variance through time of planetary boundary layer height, specific humidity, 2-m air 


































General observations from all variables indicate that green-grey differences in diurnal signals vary 
considerably in space and time (Figure 3.3, page 28). Figure 3.3 provides the mean diurnal signal of 
several explanatory variables, averaged over the domain, over beetle infested cells only, and over beetle-
infested cells during the month of July. For all atmospheric results, diurnal trends averaged over the 
whole domain and the entire summer have high standard deviations that indicate both positive and 
negative response to land disturbance (Figure 3.3 a, d, g, j, m, p). For example, although the domain mean 
of green-grey difference in latent heat peaks at approximately +5.2 Wm-2 at 12 noon, the standard 
deviation ranges from -12.5 Wm-2 to 20.5 Wm-2 (Figure 3.3 p). This high variability across the domain 
and among different days of the summer suggests complex, compensating processes that lead to increases 
and decreases in latent heat at different spatial and temporal scales. Figure 3.3 also reinforces two earlier 
points made from Figure 3.1: The greatest magnitude impact of MPB infestation occurs in beetle-infested 
cells and during the month of July. Planetary boundary layer height shows a maximum increase in 
domain-averaged PBLH of 12 m with land disturbance (Figure 3.3a); when averaged over beetle-
designated cells only, the maximum difference increases to 65 m (Figure 3.3b); and when averaged over 
infested area during the month of July, the peak increase in PBLH with land disturbance is 205 m (3.3c). 
The meteorological system retains the infestation’s spatial signature, and that the moisture-limited, 
convection-dominated late summer period is most sensitive to changes to the surface energy budget. 
The peak magnitude difference between green and grey phase scenarios shifts in time as we move 
from the land surface to the atmosphere. While green-grey differences in surface latent and sensible heat 
peak at 12 p.m. (Figure 3.3 j through r), PBLH and T2 differences are highest in the late afternoon, 
around 6 p.m (Figure 3.3 a through c and j through i). Unlike other variables, the maximum influence of 
the MPB does not occur during the midday peak during thermal energy. Rather, it appears that land 
disturbance most heavily impacts planetary boundary layer height and two-meter air temperature during 
the shift between the afternoon turbulence and nighttime stability.  The point is reinforced with diurnal 
temperature trends. Temperature trends indicate an overall warmer system with infestation; however, the 
two-meter air temperature and skin temperature green-grey signals are strikingly dissimilar: Peak 
difference between green and grey phase skin temperature occurs at 12 noon (Figure 3.3 j, k, l), while the 
difference in two-meter air temperature does not reach its maximum until nearly 7 p.m (Figure 3.3 j, k, l). 
This could represent a lag in the aforementioned disturbance-induced surface warming. The air above 
infested cells may require significantly more time to cool down than healthy forests, and rising air from 
increased skin temperatures may take several hours to fully warm the air at two meters. Another 
important observation is the diurnal signal of two-meter specific humidity (Q2): Q2 decreases during the 
day but increases at night with land disturbance (Figure 3.3 d through f), as a result of moisture-limited, 
















Figure 3.3 Average green-grey diurnal signals over the simulation period for planetary boundary layer 
height (a-c), two-meter specific humidity (d-f), two-meter air temperature (g-i), skin temperature (j-l), 
sensible heat flux (m-o), and latent heat flux (p-r). Results are averaged over the domain (left), over 
infested areas (middle), and over infested areas in July (right). Hour 1 represents midnight, shaded areas 
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3.2 Spatial and temporal land-atmosphere connections 
Simulating MPB land disturbance in a fully coupled platform such as ParFlow-WRF is an 
effective way to explore hydrology-atmosphere interactions that would be elusive with other analytical or 
observational methods. In particular, we can examine how the connectivity between land hydrologic and 
land surface processes changes through time and with land disturbance change. Figures 3.1 through 3.3 
suggest that changes to the terrestrial water cycle following MPB infestation propagate into the surface 
energy budget, but the spatially-averaged statistics lack information regarding spatial patterns of MPB, as 
well as functional relationships between hydrologic, energy, and atmospheric variables. Figure 3.4 shows 
the spatial imprint of MPB in the month of July with respect to water table depth, the surface Bowen 
ratio, and planetary boundary layer height. As discussed early, water table depth decreases with land 
disturbance (Figure 3.4 a and b). However, Figure 3.4 offers a novel insight: Spatial changes in water 
table depth occur as isolated, dramatic changes primarily in beetle-designated cells, rather than small, 
consistent changes across the domain. Although the domain-averaged increase in water table height with 
infestation is 0.5 m (Table 3.1), isolated pockets of nearly 20 m differences occur throughout the domain. 
Green-grey differences in the Bowen ratio display a similar pattern. The Bowen ratio describes the 
balance of latent heat flux (the energy associated with phase change without heating) and sensible heat 
flux (energy required to heat or cool a body without evapotranspiration), and the balance of these two 
fluxes influences turbulent energy in the lower atmosphere and heating at the land surface. An increase in 
the Bowen ratio implies either an increase in sensible heat or a reduction in latent heat, both of which 
were observed in Figures 3.1-3.3 and in Table 3.1.Widespread forest mortality is shown to significantly 
increase the Bowen ratio (Figure 3.4), with greatest spatial changes to the Bowen ratio occurring within 
beetle-designated cells (Figure 3.4b).  
Spatial patterns in July planetary boundary layer height provide critical information regarding 
atmospheric stability and the land surface-meteorology connection. Overall green-grey spatial patterns in 
PBLH (Figure 3.4 f) reinforce observations from Figures 3.1-3.3, in that the overall trend in July is an 
increasing planetary boundary layer with the grey phase scenario, particularly in infestation cells. 
However, Figure 3.4 further suggests that many regions of undisturbed land surface actually experience a 
decrease in PBLH in the grey phase scenario (shaded blue regions in Figure 3.4 f). While green-grey 
differences in the western boundary of the domain show boundary effects and should be investigated with 
caution, the model region east of the Front Range especially shows up to 100 m lower planetary boundary 
layer height in the grey phase. It is unclear what mechanisms drive the contrast between PBLH in infested 
and uninfested cells, but this result has major implications for convection over the plains. Clearly, the 
atmospheric system propagates the infestation signal into uninfested regions. Overall, Figure 3.4 shows 
the hydrologic-land surface-atmosphere connection and its sensitivity to land disturbance. 
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Figure 3.4 Temporal mean of water table depth (a, b), Bowen ratio (c, d), and planetary boundary layer 
height (e, f) for the month of July. Presented are green phase results (left) and the green-grey phase 
difference (right). 
 
This hydrology-land surface-atmosphere connection is further explored in Figure 3.5, which 
shows scatterplots of daily-averaged latent heat flux as a function of water table depth, for May 1, June 1, 
July 1, and August 1. Only beetle-infested regions are examined, such that each point in the scatterplot is 
an MPB-designated cell in the domain. With the exception of May 1, all scatterplots indicate higher latent 
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heat flux with shallow water tables and subsequent heightened moisture availability at the surface. A 
steepening of this relationship at 1-5 m water table depth indicates a critical zone at which transpiration 
from evergreen needleleaf cells is limited by near surface moisture availability. While the fundamental 
depth of this critical zone does not change with infestation, the grey-phase simulation not only displays 
generally lower latent heat values overall, but also a clearer and steeper critical zone than that of healthy 
forests. This distinction between the green and grey phase increases throughout the summer, with the 
notable exception of May 1, during which subsurface storage and the surface energy flux are totally 
disconnected. Such isolation between the surface and subsurface is likely attributed to late spring snow 
pack and the resulting buffer between evaporative energy and exposed soil moisture. 
	
 
Figure 3.5 Daily latent heat as a function of water table depth as simulated by ParFlow-WRF on May 1 
(a), June 1 (b), July 1 (c), and August 1(d), for green and grey phase simulations. Each point in the 
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3.3 Addressing sources of uncertainty in precipitation response to MPB with ensemble methodology 
 The adjustments in hydrology, energy, and atmospheric variables discussed in sections 3.1 and 
3.2 result in small and inconsistent changes in total precipitation over the domain, particularly in late 
summer (Figure 3.6). While changes to cumulative domain precipitation are not systematic and do not 
indicate any consistent atmospheric moisture or stability bias, Figure 3.6 does not explore any spatial 
adjustments to precipitation patterns or cloud formation. In Figure 3.7, however, spatial differences in 
green and grey phase cumulative precipitation are shown. Isolated regions of differences of up to 50 mm, 
or over 100 percent change, between disturbed and undisturbed scenarios suggest that widespread 
transpiration losses significantly perturb the atmosphere (Figure 3.7c, d, page 33).  Changes of the 
greatest magnitude appear to occur to the east over more subdued topography, which would align with 
heightened convection over the plains region. 
 
Figure 3.6 (a) Cumulative precipitation over the domain through July and August. Presented are green 
phase (green dashed line) and grey phase (solid grey line), with shaded areas representing one standard 
deviation of domain cells. Not pictured are results from April 15 through July 1, because there was no 
identifiable difference between green and grey phase time series. (b) Mean precipitation rate through the 
day, averaged over July. 
 
While spatial patterns of precipitation response appear to be sporadic and unrelated (Figure 3.7), 
and although the overall changes in precipitation magnitude over the domain are insignificant (Figure 
3.6), these slight changes to precipitation could have huge implications to watershed-scale observations of 
MPB hydrologic response. Individual basins may receive significantly higher or lower precipitation in 
response to land disturbance-induced perturbations in the atmosphere, which could potentially mask 
outflow response to MPB through adjustments to basin-scale recharge. Precipitation is also highly 
variable in atmospheric models that have high degrees of freedom. To isolate land disturbance 
perturbations to storm formation and circulation from the spread of initial condition uncertainty, a time-
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Figure 3.7 Green phase (a) and grey phase (b) cumulative precipitation over the domain at the end of the 
simulation period. Also shown are total difference (c) and percent difference (d) in cumulative 
precipitation. 
 
As described in section 2.5, the time lag, or shifting initialization, perturbation method produced 
an ensemble of eight green and grey phase model scenario pairs. Ensemble results conclude that no 
persistent increase or decrease occurs in total domain-wide precipitation with forest mortality. Green-grey 
phase differences in total simulated cumulative precipitation over the domain range between -0.3% and 
1.3%. Land disturbance does, however, appear to have a more responsive and consistent effect on 
precipitation in the later half of the summer. Cumulative precipitation between July 1 and August 18 
ranges from 0.7% to 3.3% lower for grey phase scenarios as compared to simulations with healthy forests. 
Still, a maximum precipitation decrease of 3% in the month of July would be nearly impossible to 
distinguish within gauge records given seasonal and inter-annual variability. It is not surprising that land 
disturbance within the domain has little effect on the total precipitative moisture availability: Boundary 
conditions are constant between green and grey phase scenarios, meaning that the amount of atmospheric 
moisture input to the model remains the same. Future work should consider applying the land disturbance 
scenario to a parent nest, in order to incorporate synoptic-scale infestation patterns into the domain 
boundary conditions. Spatial differences in cumulative precipitation vary across ensemble members and 
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again show isolated regions of heightened atmospheric response to land disturbance (Figure 3.8). Figure 
3.8 provides spatial difference plots of green-grey phase cumulative precipitation for each ensemble 
member. As in Figure 3.7, percent difference between green and grey phase cumulative precipitation 
typically ranges between -100 and +100%. Another feature of the difference in green and grey phase 
precipitation spatial patterns is that the largest magnitude changes appear to occur in areas of more 
subdued topography, particularly in the western most region of the domain. Further spatial statistical 
methods should be taken to identify significant and systematic changes to spatial precipitation trends. 
Figure 3.10 shows the same percent difference between green and grey phase simulations as in Figure 3.9, 
but here we have isolated only the total precipitation between July 1 and August 18. This late summer 
precipitation exhibits a consistently higher sensitivity to land disturbance, with percent difference 
between green and grey ranging from -200 and +200% for all ensemble members. Such a seasonally 
sensitive response is one that was also noted in other atmospheric and land surface variables such as 
planetary boundary layer height, skin and air temperature, and latent and sensible heat, as well as in the 
hydrologic system (Figure 3.1, Table 3.1). 
 
Figure 3.8 Percent difference between green and grey phase cumulative precipitation at the end of the 
simulation period. Shown are results from of the eight members (a through h) in the time lag ensemble. 
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Figure 3.9 Percent difference between green and grey phase cumulative precipitation from July 1 through 
August 15. Shown are results from of the eight members (a through h) in the time lag ensemble. 
Topographic contour lines at every 1000 feet have been added for reference. 
  
 In addition to examining each ensemble member individually (Figures 3.8 and 3.9), ensemble 
spread statistics provide information regarding the significance of land disturbance with respect to initial 
condition uncertainty. Figure 3.10 shows the spatial ensemble mean and standard deviation of green phase 
cumululative precipitation, as well as green-grey magnitude and percent difference, for the entire 
simulation period and for July-August only. The ensemble average suggests a difference between green 
and grey phase precipitation that varies between -28% and 28% for the entire summer, and between  
-100% and 100% for August and July (Figure 3.10 g and h). Spatial patterns in green-grey difference are 
also preserved, with the largest magnitude changes appearing to occur in the east and central parts of the 
domain, or regions of subdued topography. Again, further efforts must be taken to investigate whether 
this visual, subjective observation is a significant one and is statistically different from model noise or 
random processes. Notice also that the ensemble standard deviation of cumulative precipitation ranges 
from 0 to 200 mm; with a green-grey phase maximum difference of 8 mm, land disturbance-induced 




-100 -50 0 50 100
Percent difference (%)
Green - grey cumulative precipitation


































Figure 3.10 (a-b) Ensemble mean cumulative precipitation, (c-d) ensemble standard deviation of 
cumulative precipitation, (e-f) ensemble mean green-grey phase cumulative precipitation, (g-h) ensemble 
mean percent difference between green and grey phase precipitation. Results shown for all summer (left) 
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 Figures 3.7 through 3.10 explore the spatial distribution of cumulative precipitation and suggest 
that land disturbance impact on total precipitation is not significant in comparison to ensemble spread. 
Another potential impact of land disturbance is not the spatial distribution of rainfall but rather rainfall 
intensity, or the amount of precipitation in a given time period. Figure 3.11 explores the distribution of 
rainfall intensity through space in time with a cumulative density function of precipitation rates. For the 
sake of clarity, results are shown for only three ensemble members and for model cells east of the Front 
Range during the month of July (this region and season demonstrated the most significant differences 
between green and grey phase rainfall intensity). Notice that for each of the three ensemble members, the 
density of storms ranging from 0.001 m/hr to 0.1 m/hr is higher in the grey phase scenario (Figure 3.11), 
which could imply a slightly more convective system in response to land disturbance. The frequency of 
very high and very low intensity storms shows little difference between disturbed and undisturbed 
simulations. While these three ensemble members do simulate slight differences in disturbed and 
undisturbed rainfall intensity distribution, the difference between green and grey phase is far less than the 
overall ensemble spread of rainfall intensity, indicating that land disturbance impacts are insignificant in 
comparison to the model’s initial condition uncertainty. 
 
 






















3.4 Ecohydrologic response and damping signals from forest mortality across integrated models 
 Results from the ParFlow-WRF green and grey phase simulations have been compared with those 
from the green and grey phase ParFlow-CLM spinup as well as a WRF-only model, in order to isolate 
differences between land surface model predictions and quantify the impact that atmospheric components 
have on hydrologic response to land disturbance (Figures 3.12 and 3.13). It is important to note that WRF 
and ParFlow-WRF both employ the same land surface model (Noah), and operate under the same initial 
and boundary atmospheric conditions. ParFlow-CLM and ParFlow-WRF also overlap in their subsurface 
characterization, with the same initial pressure head and snowpack and identical soil and subsurface 
hydraulic properties; they do, however, utilize different land surface models (CLM and Noah, 
respectively).  
Figures 3.12 and 3.13 illustrate the influence that MPB-induced land disturbance has on primary 
modeled hydrologic components. Here, we present both domain-averaged time series (Figure 3.12, page 
40), as well as results averaged over exclusively beetle-infested regions (Figure 3.13, page 41), 
throughout the simulation period. The ParFlow-CLM spinup resulted in approximately 7% higher 
snowpack accumulation in grey phase beetle-infested cells (Figure 3.13 a,b,c), consistent with other 
model and observational studies that found higher initial SWE in grey phase stands, attributed to lessened 
canopy interception with tree death (Boon, 2009; Penn et al., 2016; Perrot et al., 2014). Choice of land 
surface model heavily affects the differences in snowpack disappearance rates between green and grey 
phase simulations: While Noah predicts faster snowmelt in healthy forests (Figure 3.12 b, Figure 3.12b), 
CLM-simulated snowmelt occurs a mean of 4 days earlier in grey phase cells (Figure 3.13 a). ParFlow-
CLM results align with other modeling studies that investigate snowmelt processes in infested stands: 
Penn et al. (2016) simulated earlier snowpack disappearance of between 1 and 6 days for grey phase 
hillslopes; and Perrot et al. (2014) found that increased melt and ablation rates in modeled grey phase 
snowmelt processes. The results from ParFlow-WRF and WRF both yield results contradictory to 
ParFlow-WRF. While they exhibit an initially higher snowpack, grey phase ablation rates are not high 
enough to result in an earlier snow disappearance. It is unclear why Noah’s simulated snowpack differs so 
greatly from that of CLM, but this result may suggest that moisture-limited environments exhibit similar 
ablation rates in green and grey phase stands. Possibly, a temperature or moisture availability threshold 
exists at which faster ablation rates compensate for higher initial snowpack in beetle-impacted forests, 
and Noah’s simulated land surface conditions may not exceed these conditions. Alternatively, it could be 
an artifact of atmospheric dampening, in that regional atmospheric feedbacks and noise lessen the signal 





Figure 3.12 Model inter-comparison of mean watershed-scale SWE (a-c), soil moisture (d-f), and 
evapotranspiration (g-i), as simulated by ParFlow-CLM (left), ParFlow-WRF (middle), and WRF (right). 
Green phase mean values are presented as a dashed green line, and grey phase as a solid grey line. Shaded 















































Figure 3.13 Model inter-comparison of mean SWE (a-c), soil moisture (d-f), and evapotranspiration (g-i), 
for MPB-infested regions only. As in Figure 3.12, ParFlow-CLM (left), ParFlow-WRF (middle), and 















































Soil moisture is higher in grey phase stands for all models (Figure 3.12 and 3.13 d-f). These 
results reflect observations and models showing higher year-round soil moisture in grey-phase hillslopes 
and stands (Morehouse et al., 2008; Clow et al., 2011; Penn et al., 2016). However, ParFlow-CLM’s early 
and late summer soil moisture predictions yield larger change between green and grey phase simulations 
than ParFlow-WRF. The onset of the spring snowmelt signal appears to mask differences in ParFlow-
CLM simulated soil moisture between healthy and infested regions. Conversely, differences between 
watershed-scale soil moisture in infested and uninfested ParFlow-WRF simulations are more consistent 
throughout the summer, but smaller in magnitude. Soil moisture response to MPB in WRF is heavily 
muted at the watershed scale, although it is highest out of all models in beetle-infested regions. WRF’s 
lack of a robust description of saturated and unsaturated hydrology limits the lateral routing of MPB 
signal from infested to uninfested cells. Rather, MPB information is passed throughout the domain by the 
atmosphere alone, instead of the terrestrial water cycle. 
Temporal trends in the Bowen ratio are illustrated in Figure 3.14 (page 43). Both ParFlow-WRF 
and WRF predict an increasing Bowen ratio throughout the summer (Figure 3.14c-f), reflecting the 
moisture-limited conditions in late summer, and both of these models simulate a higher Bowen ratio in 
grey phase scenarios. Because the late summer environment is moisture-limited rather than energy-
limited, the majority of evaporative energy potential for latent heat is sourced from transpiring plants. 
Infested areas, having ceased transpiring, thereby exhibit a reduction in latent heat and dominance of 
sensible heat. ParFlow-CLM also predicts an increase in Bowen ratio following beetle-induced reductions 
in latent heat (Figure 3.14a, b).  However, the general trend in summertime Bowen ratio is decreasing, 
implying a dominance of latent heat, and differences in Bowen ratio within beetle-infested areas are small 
in comparison to those modeled by ParFlow-WRF and WRF. Regardless of the overall trends in 
summertime Bowen ratio, the dominance of sensible heat in grey phase scenarios agrees with models 
(Weidenmyer et al., 2012; Penn et al., 2016) and observational studies (Maness et al., 2013) that cite a 
similar repartitioning of the surface energy balance.  
 The results above add to our understanding of soil moisture-energy coupling by implying 
that surface moisture availability directly influences the impact of MPB on the surface energy balance, for 
several reasons. First, WRF’s predicted grey phase Bowen ratio peaks at nearly 50% greater magnitude 
than does that simulated by ParFlow-WRF. Routing in ParFlow is likely able to heighten moisture 
availability and partially compensate for the reductions in transpiration in MPB-designated cells. Also, 
differences in green and grey phase Bowen ratio were far less apparent when simulated by ParFlow-CLM, 
which maintained a domain-averaged soil moisture at least 18%, than in WRF-Noah (Figure 3.12g and 
3.13g), which simulated a much more moisture-limited environment (Figure 3.12h and 3.13h). In all 
cases, the green and grey phase daily Bowen ratios begin to diverge in early June: As late summer 
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moisture availability decreases, the MPB surface energy signal becomes more clear. These results also 
show that differences in hydrometeorologic and land surface model structure influence our conclusions of 
how MPB effects propagate into the surface energy budget. 
 
 
Figure 3.14 Modeled daily mean Bowen ratio by ParFlow-CLM (a, b), ParFlow-WRF (c, d), and WRF (e, 
f). Results are presented as domain averages (left), or the mean over only beetle-designated cells (right), 
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MPB-induced changes to modeled SWE, soil moisture, evapotranspiration and the surface energy 
budget, all suggest that subtle variations in land surface model description of evapotranspiration and 
snowmelt, as well as the incorporation of atmospheric processes in hydrologic models, can influence 
MPB signals in the hydrologic cycle at the watershed and regional scales. Figure 3.15 illustrates how 
differences between green and grey phase latent heat change across varying model complexity (page 45). 
Simulated green phase daily latent heat flux is presented for June 1, along with the total differences in 
latent heat between green and grey phase models. ParFlow-CLM predicts predominantly decreased latent 
heat with transpiration losses, with isolated regions of increased latent heat that are likely attributed to 
heightened moisture availability by changes to groundwater contribution, snow melt, and subsequently 
streamflow. Differences between green and grey phase have a similar pattern in WRF, with the majority 
of the domain showing decreases in latent heat with forest mortality; however, MPB signal in the WRF 
simulation is damped by slight differences in cloud formation or moisture availability in the atmosphere. 
The ParFlow-WRF simulation suggests an even greater damping when the hydrologic and atmospheric 
water cycles are coupled: Decreases in transpiration are partially mitigated by perturbations to 
atmospheric and near-surface moisture availability, resulting in an MPB signal that is dampened and 
dissolved throughout the domain. The fully-coupled integrated hydrologic-atmospheric model exhibits 
greater dampening of MPB-simulation than do other analytical models that do not consider the fully 
connected water cycle. Figure 3.16 (page 46) expands on the mechanisms illustrated in Figure 3.15: This 
figure plots grey phase latent heat flux as a function of green phase latent heat flux on June 1. Each point 
on the scatterplot represents a cell in the domain, and red cells indicate those for which LAI and stomatal 
resistance were decreased in the grey phase scenario. Points that deviate from the 1:1 line designate areas 
in which the beetle infestation scenario influenced simulated latent heat. Beetle-infested cells lie closest to 
the 1:1 line in the ParFlow-WRF simulation (Figure 3.15c), suggesting a dampening of MPB signal by 
hydrologic and atmospheric interactions.  
These results show that differences in hydrometeorological and land surface model structure 
influence our conclusions of how MPB effects propagate into the hydrologic cycle. Incorporation of an 
atmospheric component in a hydrolog-land surface model (and, conversely, including a hydrologic 
component in a land surface-atmosphere model) have significantly different effects on green and grey 






Figure 3.15 (Left) Daily latent heat flux (Wm-2) on June 1, 2016, modeled by ParFlow-CLM (a), WRF 
(b), and ParFlow-WRF (e), in a green phase simulation. (Right) Total differences in daily latent heat flux 
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Figure 3.16 Green vs grey phase daily latent heat flux for each cell on June 1, simulated by (a) ParFlow-
CLM, (b) WRF and (c) ParFlow-WRF. Points represent cells in the domain, with beetle-designated cells 

































































Here we have presented a summertime modeling study of land disturbance influence on the complete 
water cycle. ParFlow-WRF was used to simulate integrated surface and subsurface hydrology, land 
surface energy fluxes, and thermal energy gradients in the atmosphere. In order to observe how 
widespread forest mortality in response to beetle infestation propagates into the coupled water cycle, a 
controlled numerical experiment was conducted in which vegetative parameters within evergreen 
needleleaf land cover were adjusted to reflect beetle-induced transpiration stress. We compared results 
from the fully coupled hydrology-atmosphere model to integrated simulations of the hydrology-land 
surface connection (ParFlow-CLM) as well as the land surface-atmosphere (WRF with Noah LSM). 
Results from the ParFlow-WRF model were also used to track the infestation signal from the subsurface 
through the atmosphere by investigating relationships between water table depth, latent heat, surface 
temperature, and planetary boundary layer height. Finally, precipitation was examined as a possible factor 
in watershed-scale dampening of MPB response. Given the results of our numerical experiments, we 
assert that 
 
• Extreme land disturbance such as forest mortality maintains its signal in the hydrologic and 
atmospheric regimes. 
• Widespread transpiration losses result in increased Bowen ratio in regions of disturbance. 
• Atmospheric variables such as air temperature and planetary boundary layer height have a 
complex response to land surface energy repartitioning, and these effects have distinct seasonal 
and diurnal signatures. 
• Connectivity between the subsurface (water table depth) and surface energy balance (latent heat) 
is sensitive to moisture availability, radiative forcing, and land disturbance. 
• Modeled hydrologic response to MPB infestations, particularly for SWE and the disappearance of 
snowpack, varies between different land surface models.  
• The incorporation of hydrologic components into an atmospheric model disperses and potentially 
dampens MPB influence on the surface latent heat flux. 
 
It is important to note that the numerical methods presented above all employ identical atmospheric 
boundary conditions and therefore do not consider synoptic-scale meteorological response to widespread 
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forest mortality in the mountainous west. Future work should involve larger-scale numerical experiments 
that expand the model domain to include a larger expanse of MPB infestations as well as regions over the 
plains with potential convection feedbacks. Other future studies could also include a incorporation of a 
range of atmospheric model physics schemes, more extensive model inter-comparisons, higher temporal 
resolution simulations that more clearly capture diurnal variation, and most importantly, a more in-depth 
statistical analysis of spatial precipitation patterns and how they change with land disturbance. While this 
study leaves plenty of room for future work, we have shown that the hydrologic, land surface, and 
atmospheric systems are intimately connected and highly sensitive to widespread transpiration losses that 






GOVERNING EQUATIONS IN PF-CLM AND PF-WRF 
  
Detailed explanation regarding the equations that govern mass and energy in PF-CLM and PF-
WRF can be found in previous literature, including but not limited to Kollet and Maxwell (2006), 
Maxwell et al. (2011), Maxwell et al. (2010), and Jefferson et al. (2015). Here, a brief summary is given 
of these coupling mechanisms that connect the hydrologic and land surface energy systems. 
A.1 Surface and subsurface flow 
 ParFlow, in its coupling to both CLM and WRF, employs a numerical platform which simulates 
fully coupled surface and subsurface flow by solving the mass conservative partial differential equations. 







=  ∇ ∙ ! + !!      (A.1) 
where h is the pressure head (m), ! is porosity (-), Ss is the specific storage coefficient (1/m), Sw  is the 
relative saturation (-), and qs is a general source/sink term (1/hr) (Kollet and Maxwell, 2006). Here, q is 
the Darcy or specific volumetric flux, which may be written as 
! = −!! ! !! ℎ ∇ ℎ − ! ,        (A.2) 
 where z is the depth below the surface (m), Ks(x) is the saturated hydraulic conductivity (m/hr), and kr is 
the relative permeability (-). Van Genuchten relationships describe the relative saturation and relative 
permeability above (van Genuchten, 1980).  
 The two-dimensional kinematic wave equation solves for overland flow in ParFlow and signifies 
the coupling between the surface and subsurface flow regimes (Kollet and Maxwell, 2006). This overland 
flow boundary condition is derives from the continuity equations for water pressure and flux, and is given 
in Equation A.3: 
! ∙ −!! ! !! ∙ ∇ ℎ − ! =
!! 
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 ± !! ! ,    (A.3) 
with the two-dimensional surface water velocity vsw (m/hr), the surface ponding depth h (m), the source-
sink term qr(x) (m/hr), and the vertical unit vector k. Only positive values are allowed for the surface 
ponding depth, such that negative pressures imply non-saturated conditions and therefore a zero ponding 
depth (or no ponding) at the surface. The depth-discharge relationship for overland flow, which 
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 Using the governing equations above, ParFlow solves for moisture content through all subsurface 
layers in PF-WRF and PF-CLM, including the top four soil moisture layers shared with the land surface 
models. In this way, soil moisture, solved by ParFlow, is passed to either CLM or Noah and subsequently 
used to calculate the energy and mass balance at the land surface. CLM traditionally uses a simple 
TOPMODEL approach to calculate runoff (Kollet and Maxwell, 2006), with saturation as an input. While 
surface runoff and infiltration are still calculated by CLM in the coupled model PF-CLM, cell saturation 
in all soil layers is calculated ParFlow by Equations A.1 and A.2, before being used to solve the surface 
runoff and infiltration relationships. Likewise, the Noah LSM applies the moisture based Richards’ 
equation but assumes entirely unsaturated conditions in the soil, removing all excess infiltration and 
lacking any horizontal routing processes for subsurface flow (Maxwell et al., 2011). ParFlow-WRF 
replaces Noah’s inadequate description of surface and subsurface flow with ParFlow’s physically-based 
approach to calculating soil moisture (Equations A.1 and A.2) (Maxwell et al., 2011). 
A.2 Evapotranspiration 
 The land surface models Noah and CLM both employ a Penman-based potential evaporation 
approach to calculation evapotranspiration. Noah calculations the evapotranspiration rate E(x) (m/hr) with  
! ! = !
!"
1 − !!"# !!"#,       (A.5) 
where fx is an empirical coefficient based on the vegetation type (-), Epot is the potential evaporation 
(m/hr), and fveg is the vegetation fraction (-). In PF-WRF, the WRF boundary layer parameterization 
calculates potential evaporation from atmospheric conditions. Soil moisture conditions determine the 




,         (A.6) 
for the residual saturation Sres (-) and the relative saturation Sw. Notice that ParFlow and WRF are thus 
coupled through equation A.1 and A.6 by the exchange of soil moisture information that Noah uses to 
modify potential E and calculate the actual evaporation rate, which in turn is an important component to 
calculating thermal energies at the land surface and in the atmosphere (Maxwell et al., 2011). Plant 
transpiration provides another important coupling mechanism and is represented by  
! !, ! = ! ! !!"#$%!!"#!!"#,       (A.7) 
where T is the transpiration rate (m/hr) and Cplant is a constant between 0 and 1 that depends on vegetation 
type. The function G, which represents soil moisture stress, depends on plant-specific parameters such as 
wilting point and root zone depth, and also on the thickness of each soil layer and field capacity of that 
location. 
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 Like Noah, CLM uses a Penman-based approach to ET calculations. Ground evaporation (m/hr), 
which includes both sublimation and evaporation from the soil, is determined with Equation A.8 
(Jefferson et al., 2015): 
!!" = −!!!!
∗(!! − !!),          (A.8) 
where ! is a dimensionless quantity representing soil resistance, !∗is the friction velocity (m/hr), !! − !! 
(kg/kg) is the humidity scaling parameter (the difference between specific humidity at the ground surface 
and at the air), and !! is air density (dependent on atmospheric conditions such as pressure and 
temperature). Total evapotranspiration as calculated by CLM is a sum of the ground evaporation 
(Equation A.8) and evaporation from vegetation, Eveg (m/hr): 
!!"# = !!"#
!!
+ !! ∗ !!"# ∗ !!"#      (A.9) 
Here, LSAI (-) is the leaf and stem area index and Lw(-) is the fraction of LSAI  that is wet. These terms scale 
transpiration and direct evaporation from leaf-intercepted water, respectively, based on the surface area of 
the leaf or stem for a certain vegetation type. A function of boundary and stomatal resistance terms that 
affect the dry fraction of the leaf, !!"#
!!  adjusts the potential evapotranspiration based on the area of sun 







ADDITIONAL INFORMATION REGARDING MODEL CONSTRUCTION 
 
 This section includes a brief description of subsurface hydraulic parameters used in the PF-CLM 
and PF-WRF models, as well as a more detailed explanation of the spinup process for green and grey 
phase scenarios. For a more involved explanation of hydrologic parameters used, see Maxwell et al. 
(2015) for a full account of the model (the CONUS) from which my model was subset. 
B.1 Hydraulic parameters from the CONUS model 
 All subsurface parameters, including permeability, porosity, and van Genuchten information, 
were subset from a continental-scale integrated hydrologic model (the CONUS, Maxwell et al., 2015) 
(Figure B.1). As mentioned previously, this parent model (run with PF-CLM) adopts soil and deeper 
subsurface classifications from SURGO soil database and Gleeson et al. (2011), respectively. Table B.1 
provides the hydraulic permeability and porosity for each category, which are denoted with an indicator 
file of spatial rock and soil type geometries.  
 
Figure B.1 CONUS domain extent with simulated spun-up water table depth. Major basin boundaries are 





0.01 0.1 1 10 100
Maxwell et al., 2015: continental-scale
integrated hydrologic model, spun up with
transient potential recharge
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Table B.1 CONUS subsurface parameters and hydraulic properties. 
 
It is important to note, however, that permeability values for the deeper subsurface have been 
adjusted from the original values in Gleeson et al. (2011). Unaltered permeability values resulted in 
unrealistic water table and dynamics and surface flow in the CONUS model, a result possibly attributed to 
the existence of conductive flowpaths not observable by point observations upon which the Gleeson et al. 
(2011) values are based (Condon and Maxwell, 2014). To reflect bulk conductivity values and to 
represent preferential flowpaths that would be captured by the coarse columnar discretization of the 
CONUS subsurface, the variance and mean of the Gleeson et al. (2011) permeability values were 
adjusted, resulting in overall higher hydraulic conductivity values. Permeability values were also adjusted 
via the Fan et al. (2007) relationships, which adjust hydraulic parameters based topographic slope to 
reflect the thinner regolith that would be exhibited in steeper terrain. Note also that soil porosity values 
and van Genuchten parameters (not shown) were obtained from Schaap and Leij (1998). Unlike other 
parameters, the deeper subsurface porosity is spatially constant at a value of 0.3 and represents an area 
that necessitates much improvement in model construction and spatial heterogeneity. 
Indicator Sediment type Hydraulic conductivity (m/h) Porosity
Soil properties: Based on SURGO Classifications
s1 Sand 2.69E-01 0.38
s2 Loamy sand 4.36E-02 0.39
s3 Sandy loam 1.58E-02 0.39
s4 Silt loam 7.58E-03 0.44
s5 Silt 1.82E-02 0.49
s6 Loam 5.01E-03 0.40
s7 Sandy clay loam 5.49E-03 0.38
s8 Silty clay loam 4.68E-03 0.48
s9 Clay loam 3.39E-03 0.44
s10 Sandy clay 4.78E-03 0.39
s11 Silty clay 3.98E-03 0.48
s12 Clay 6.16E-03 0.46
s13 Organic material 5.01E-03 0.40
Subsurface properties: Based on Gleeson et al.
g1 Fine-grained sedimentary 2.00E-02 0.33
g2 Siliciclastic sedimentary 3.00E-02 0.33
g3 Crystalline 4.00E-02 0.33
g4 Fine-grained unconsolidated 5.00E-02 0.33
g5 Unconsolidated 6.00E-02 0.33
g6 Coarse-grained siliciclastic sedimentary 8.00E-02 0.33
g7 Carbonate 1.00E-01 0.33
g8 Coarse-grained unconsolidated 2.00E-01 0.33
Bedrock
b1 Bedrock1 5.00E-03 0.33
b2 Bedrock2 1.00E-02 0.33
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B.2 Designation of beetle infestation cells and spinup of the hydrologic system 
Spinup of a physically based hydrologic system is a way of initializing a model without 
specifying conditions for each individual model cell, and instead allowing the physics of the model to 
naturally create initial conditions. The process of spinning up the PF-CLM CONUS model is detailed in 
Maxwell et al. (2011), and a brief summary is supplied here. Spinup began with a constant precipitation 
flux that is applied to a dry version of the integrated model, until a water table was established and 
streams begin to form. The CONUS was then repetitively forced with transient atmospheric conditions 
from the water year 1985 until the change in storage over a year was insignificant (Maxwell et al., 2011). 
When the model reached this negligible water balance residual, the CONUS had achieved transient 
spinup.  
 
Figure B.2 Steps for designating beetle infested cells in the domain. MPB extent from USFS aerial 
surveys is shown in yellow. Evergreen needleleaf cells (dark green cells) containing MPB infestation 
(pink cells) were considered active grey phase cells (brown cells). 
 
To spin up the ParFlow-WRF model, the Colorado domain extent was subset from the transient 
CONUS spinup to act as initial pressure conditions for both green and grey phase scenarios (Figure B.1). 
Land surface conditions were adjusted for the grey phase scenario by identifying MPB infested cells in 
the domain (Figure B.2) and subsequently applying disturbance adjustments to LAI and stomatal 
resistance CLM parameters. Thus, for the first spinup year, green and grey phase scenarios utilized the 
same initial pressure field with different land surface conditions. Meteorological conditions from water 
Step 1: USFS aerial survey 2008 results
Step 3: Evergreen needleleaf isolated from beetle overlay





Grey phase disturbance designated cells
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year 2008 were then used to force the PF-CLM model repetitively, until the change in storage was 
negligible between beginning and end of the water year for each scenario. Figure B.3 illustrates this 
process with soil moisture time series: Notice that the first PF-CLM year exhibits significantly drier 
conditions at the end of the year, indicating that the model lost water throughout the simulation. By the 
second spinup year, however, total storage change over the yearlong simulation is negligible for both 
green and grey phase models. With PF-CLM transient spinup achieved, pressure head on April 15 
supplied the initial conditions for the green and grey phase PF-WRF model. The same process also 
resulted in distinct green and grey phase snowpack conditions. 
 
Figure B.3 Soil moisture time series for green phase (dotted green line) and grey phase (solid grey line) 

















OBSERVED VS SIMULATED ATMOSPHERIC VARIABLES 
AND MODELED BASIN OUTFLOW 
 
 Basin discharge modeled by ParFlow-WRF is drastically drier in late summer than that modeled 
by ParFlow-CLM. Figure C.1 provides an example of modeled stream daily outflow at the outlet of the 
primary watershed. Note that unlike ParFlow-CLM, ParFlow-WRF simulates essentially dry streambed 
conditions at the outlet.  
Modeled atmospheric results have been compared to 41 SNOTEL sites at various locations. 
Although differences between point observations and PF-WRF outputs will be significantly influenced by 
model coarsening (in-situ observations vs. 1-km grid resolution), anthropogenic impacts (the model does 
not incorporate any existing infrastructure and simulates only a “natural” system), and inherent error and 
uncertainty (instrument error and uncertainty in model parameters or physics), comparisons to 
atmospheric variables still provide insight into the model’s ability to generate appropriate meteorological 
conditions despite dry streambeds and low runoff.  Instead of showing all 48 comparisons, six 
representative SNOTEL sites are shown here for SWE, air temperature, and precipitation (Figures C.2, 
C.3, and C.4, respectively), and all other site comparisons are available upon request. Each comparison 
shows results from all eight green phase (or baseline case) model scenarios, as well as a WRF-only 
simulation (identical to S6green, but with ParFlow turned off). PF-WRF performance is worst for snow 
water equivalent; the CLM spinup frequently initializes the model with too low a snowpack (e.g. Dry 
Lake SNOTEL site), and the Noah LSM consistently overestimates ablation rates (e.g. Kiln SNOTEL 
site) (Figure C.2). Modeled air temperature closely follows observations, with the exception of a low bias 
in early spring (Figure C.3). Modeled precipitation is highly variable, with ensemble members sometimes 
differing by an order of magnitude (e.g. Ripple Creek SNOTEL site, Figure C.4). However, precipitation 
simulations consistently bracket the observed cumulative precipitation throughout the summer and 




Figure C.1 Modeled out flow for green (dashed green line) and grey (solid grey line) phase model 


























Figure C.2 Daily snow water equivalent at six example SNOTEL sites through summer of WY 2008. PF-
WRF model ensemble members are shown as solid purple lines, WRF-only model as a blue dashed line, 
and SNOTEL observations as black points. 
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Figure C.3 Daily average air temperature at six example SNOTEL sites through WY 2008. PF-WRF 
model ensemble members are shown as solid purple lines, WRF-only model as a blue dashed line, and 









Figure C.4 Cumulative precipitation at six example SNOTEL sites through WY 2008. PF-WRF model 
ensemble members are shown as solid purple lines, WRF-only model as a blue dashed line, and SNOTEL 







PARFLOW-WRF TEST CASES AND WATER BALANCE SENSITIVITY TESTING 
  
Given the extreme dry bias exhibited by ParFlow-WRF’s modeled stream runoff (Figure C.1), an 
extensive water balance test was conducted to ensure that the model’s water balance is functioning 
correctly and that water balance error does not change with model complexity and parameterization. 
These tests employ the same 15x15 sq km domain described in Maxwell et al. (2011), with the same 10-
layer subsurface characterization, and the same initial and boundary atmospheric conditions over a 24-
hour period. The model configuration includes a positive tendency to water vapor mixing ratio described 
in Maxwell et al. (2011) that results in midday rainfall on the center of the domain. By adjusting model 
parameters and subsurface properties, these tests ensure that recharge, runoff, and moisture storage all 
balance regardless of model configuration. The range of adjustments made include testing the following: 
• Version of WRF used (WRF3.0 vs. WRF3.3) 
• Orthogonal vs. terrain-following grid in ParFlow 
• Constant vertical thickness vs. variable dz (variable thickness in soil and subsurface 
layers) 
• ParFlow solver tolerance 
• Overland flow turned off or on 
• Heterogeneity (by turning bands method) turned on or off 
• Manning’s coefficient value 
• ParFlow subcycle 
• Lateral processor topology 
The variable dz tests are likely the most important for this study since no literature to date has 
employed vertical layers of variable thickness in a ParFlow-WRF model. Table D.1 provides a 
description of the five dz characterizations used in all PF-WRF test cases. Notice that complexity 
increases from the original ParFlow-WRF test case, such that original, vardz1, and vardz2 provide an 
important comparison group in that vardz1 and vardz2 test the influence of a deeper subsurface layer and 
variable dz soil layers, respectively (Table D.1). Likewise, vardz4 lumps the bottom five layers of 





Table D.1 Five different ParFlow-WRF model vertical configurations for variable dz testing. 
 
 
 Additional information on all tests that investigate the parameter adjustments above is given in 
Table D.2. Results from this study indicate that water balance error over one day is minimal (i.e. < 1e-14), 
regardless of any of the model choices listed above. According to these water balance tests, ParFlow-
WRF balances water effectively and this balance does not change with extensive changes to the model 
parameterization. Figure D.1 gives more in depth results from the cases described in Table D.1. Notice 
that the greatest changes to the water balance originate from differences between simulated runoff for 
each of the cases. In particular, it appears that test cases with thickest bottom subsurface layers result in 
earlier runoff than their higher vertical resolution counterparts (i.e. compare original with vardz2; 
compare vardz4 with vardz3). 
 
 
Test name original vardz1 vardz2 vardz3 vardz4
Layer index
1 0.5 3 3 3 8
2 0.5 0.5 1 1 1
3 0.5 0.5 0.6 1 0.6
4 0.5 0.5 0.3 1 0.3
5 0.5 0.5 0.1 1 0.1
6 0.5 - - 1 -
7 0.5 - - 1 -
8 0.5 - - 0.6 -
9 0.5 - - 0.3 -
10 0.5 - - 0.1 -
Total depth (m): 5 5 5 10 10
#Layers: 10 5 5 10 5
Layer thickness (m):
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coeff Turn bands PF subcycle Processors
wrf3.0 no no 10 5 no yes 1.00E-10 1.00E-06 no 1 1
wrf3.3 no no 10 5 no yes 1.00E-10 1.00E-06 no 1 1
vardz1 yes no 5 5 no yes 1.00E-10 1.00E-06 no 1 1
vardz2 yes yes 5 5 no yes 1.00E-10 1.00E-06 no 1 1
vardz3 yes yes 10 10 no yes 1.00E-10 1.00E-06 no 1 1
vardz4 yes yes 5 10 no yes 1.00E-10 1.00E-06 no 1 1
wrf3.3_TFG no no 10 5 yes yes 1.00E-10 1.00E-06 no 1 1
vardz1_TFG yes no 5 5 yes yes 1.00E-10 1.00E-06 no 1 1
vardz2_TFG yes yes 5 5 yes yes 1.00E-10 1.00E-06 no 1 1
vardz3_TFG yes yes 10 10 yes yes 1.00E-10 1.00E-06 no 1 1
vardz4_TFG yes yes 5 10 yes yes 1.00E-10 1.00E-06 no 1 1
wrf3.3_tol no no 10 5 yes yes 1.00E-05 1.00E-06 no 1 1
vardz1_tol yes no 5 5 yes yes 1.00E-05 1.00E-06 no 1 1
vardz2_tol yes yes 5 5 yes yes 1.00E-05 1.00E-06 no 1 1
vardz3_tol yes yes 10 10 yes yes 1.00E-05 1.00E-06 no 1 1
vardz4_tol yes yes 5 10 yes yes 1.00E-05 1.00E-06 no 1 1
wrf3.3_overland no no 10 5 yes no 1.00E-10 1.00E-06 no 1 1
vardz1_overland yes no 5 5 yes no 1.00E-10 1.00E-06 no 1 1
vardz2_overland yes yes 5 5 yes no 1.00E-10 1.00E-06 no 1 1
vardz3_overland yes yes 10 10 yes no 1.00E-10 1.00E-06 no 1 1
vardz4_overland yes yes 5 10 yes no 1.00E-10 1.00E-06 no 1 1
wrf3.3_perm no no 10 5 yes yes 1.00E-10 1.00E-06 yes 1 1
vardz1_perm yes no 5 5 yes yes 1.00E-10 1.00E-06 yes 1 1
vardz2_perm yes yes 5 5 yes yes 1.00E-10 1.00E-06 yes 1 1
vardz3_perm yes yes 10 10 yes yes 1.00E-10 1.00E-06 yes 1 1
vardz4_perm yes yes 5 10 yes yes 1.00E-10 1.00E-06 yes 1 1
wrf3.3_mann no no 10 5 yes yes 1.00E-10 5.00E-06 no 1 1
vardz1_mann yes no 5 5 yes yes 1.00E-10 5.00E-06 no 1 1
vardz2_mann yes yes 5 5 yes yes 1.00E-10 5.00E-06 no 1 1
vardz3_mann yes yes 10 10 yes yes 1.00E-10 5.00E-06 no 1 1
vardz4_mann yes yes 5 10 yes yes 1.00E-10 5.00E-06 no 1 1
wrf3.3_cycle no no 10 5 yes yes 1.00E-10 1.00E-06 no 10 1
vardz1_cycle yes no 5 5 yes yes 1.00E-10 1.00E-06 no 10 1
vardz2_cycle yes yes 5 5 yes yes 1.00E-10 1.00E-06 no 10 1
vardz3_cycle yes yes 10 10 yes yes 1.00E-10 1.00E-06 no 10 1
vardz4_cycle yes yes 5 10 yes yes 1.00E-10 1.00E-06 no 10 1
wrf3.3_proc no no 10 5 yes yes 1.00E-10 1.00E-06 no 1 9
vardz1_proc yes no 5 5 yes yes 1.00E-10 1.00E-06 no 1 9
vardz2_proc yes yes 5 5 yes yes 1.00E-10 1.00E-06 no 1 9
vardz3_proc yes yes 10 10 yes yes 1.00E-10 1.00E-06 no 1 9
vardz4_proc yes yes 5 10 yes yes 1.00E-10 1.00E-06 no 1 9
Test configuration
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Table D.3 Summary of ParFlow-WRF test case water balance results. 
 
	




storage Surface storage Runoff P-ET
Normalized
Err
wrf3.0 86 896 2.24E+08 7.08E+05 2.13E+03 1.42E+04 3.90E-16
wrf3.3 77 754 2.24E+08 1.13E+06 9.12E+03 1.09E+04 -4.00E-16
vardz1 77 611 2.54E+08 1.24E+06 1.03E+04 1.13E+04 -1.17E-16
vardz2 55 618 2.54E+08 1.36E+06 1.31E+04 1.65E+04 -6.35E-17
vardz3 55 757 5.59E+08 1.24E+06 7.59E+03 1.36E+04 -8.64E-17
vardz4 55 537 5.92E+08 1.34E+06 1.30E+04 1.19E+04 9.69E-16
wrf3.3_TFG 77 777 2.25E+08 9.23E+05 7.51E+03 1.08E+04 -4.00E-16
vardz1_TFG 77 675 2.55E+08 1.27E+06 9.82E+03 1.50E+04 -1.93E-16
vardz2_TFG 55 602 2.54E+08 1.36E+06 1.31E+04 1.55E+04 -6.11E-17
vardz3_TFG 55 754 5.59E+08 1.18E+06 1.03E+04 1.27E+04 3.85E-16
vardz4_TFG 55 511 5.93E+08 1.39E+06 9.70E+03 1.37E+04 4.13E-16
wrf3.3_tol 77 827 2.42E+08 8.73E+05 5.89E+03 8.42E+03 6.13E-16
vardz1_tol 77 659 2.55E+08 1.25E+06 1.22E+04 1.48E+04 -1.19E-14
vardz2_tol 55 613 2.54E+08 1.39E+06 1.34E+04 1.48E+04 -1.18E-14
vardz3_tol 55 797 5.60E+08 1.25E+06 9.33E+03 1.16E+04 -4.19E-15
vardz4_tol 55 489 5.92E+08 1.29E+06 1.18E+04 1.14E+04 -1.83E-13
wrf3.3_overland 77 Never 2.23E+08 1.46E+10 0 4.64E+03 -6.04E-17
vardz1_overland 77 Never 2.57E+08 1.94E+10 0 5.85E+03 -1.23E-17
vardz2_overland 55 Never 2.54E+08 1.52E+10 0 4.10E+03 -2.74E-16
vardz3_overland 55 Never 5.60E+08 9.57E+09 0 6.73E+03 4.70E-18
vardz4_overland 55 Never 5.78E+08 7.16E+05 0 2.19E+04 -1.14E-16
wrf3.3_perm 69 323 2.20E+08 9.75E+05 6.68E+03 1.31E+04 1.16E-15
vardz1_perm 69 309 2.52E+08 1.11E+06 7.41E+03 1.07E+04 -1.76E-16
vardz2_perm 42 172 2.50E+08 1.07E+06 5.70E+03 1.32E+04 -4.32E-16
vardz3_perm 41 180 5.51E+08 1.03E+06 7.45E+03 1.13E+04 4.83E-16
vardz4_perm 41 174 5.89E+08 1.00E+06 7.78E+03 1.15E+04 5.57E-16
wrf3.3_mann 77 929 2.25E+08 3.05E+06 6.96E+03 1.42E+04 -1.86E-16
vardz1_mann 77 803 2.55E+08 3.18E+06 1.09E+04 1.15E+04 -1.67E-16
vardz2_mann 55 770 2.54E+08 3.31E+06 9.29E+03 1.11E+04 -2.70E-17
vardz3_mann 55 913 5.58E+08 2.59E+06 7.20E+03 9.48E+03 1.36E-15
vardz4_mann 55 623 5.92E+08 3.14E+06 1.05E+04 7.87E+03 -2.37E-16
wrf3.3_TFG 90 840 2.25E+08 1.38E+06 1.12E+05 1.61E+05 -3.20E-16
vardz1_TFG 90 680 2.54E+08 1.31E+06 1.02E+05 1.43E+05 -5.20E-16
vardz2_TFG 70 630 2.54E+08 1.41E+06 1.13E+05 1.48E+05 -1.20E-16
vardz3_TFG 70 740 5.59E+08 1.18E+06 5.89E+04 1.24E+05 8.60E-16
vardz4_TFG 70 580 5.92E+08 9.82E+05 7.66E+04 1.16E+05 -1.39E-15
vardz1_proc 77 646 2.54E+08 1.12E+06 1.11E+04 1.28E+04 -1.37E-16
vardz2_proc 55 543 2.53E+08 1.12E+06 8.72E+03 1.37E+04 -2.46E-16
Water balance
When does runoff begin? Totals (cumulative) at ts=1440
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Figure D.1 Water balance time series results from the ParFlow-WRF test cases. (a) Recharge (precipitation – evapotranspiration), b) surface 
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