Introduction
Geographical information is recorded in a wide variety of media and document types. There are innumerable paper-based books, reports, images and maps, and there are computer databases and digital maps along with vast numbers of Web pages containing text, images and digital versions of articles, books and reports. Over the past few decades, information technology for accessing geographical information has focused on the combination of digital maps and databases that characterize the majority of GIS. It is only in recent years that much attention has been paid to the development of computer systems to retrieve geographically specific information from the relatively unstructured but immense resource of documents that compose the World Wide Web (e.g. Larson 1996 , McCurley 2001 , Egenhofer 2002 , Rauch et al. 2003 , Purves et al. 2007 .
Because everything we do takes place in a geographical context, it is not surprising that many requirements for information on the Web have a geographical focus (it has been estimated that 13-15% of Web queries submitted to traditional search engines contain a place name; Sanderson and Kohler 2003, Jones et al. this issue) . It is this need for public access to geographical information on the Web that has been a major motivation for the growth of the academic field of geographical information retrieval (GIR).
Much current research in GIR can be regarded as an extension of the field of information retrieval (IR) (Baeza-Yates and Ribeiro-Neto 1999) , and indeed has primarily been undertaken by researchers from the IR rather than the GIScience research community. The products of work in IR have provided the foundation for current Web search engine technology, with its focus on access to Web documents that are relevant to user queries taking the form of a phrase or set of key words. This latter type of query is in contrast to the more formal approach common in GIS, where specific geo-referenced data objects are retrieved from a structured database in response to queries that can stipulate precise spatial constraints. IR methods usually identify Web pages that contain query terms and rank documents using statistical methods that are intended to highlight the most relevant. For some forms of geographical search, particularly when looking for common resources within relatively large geographic extents (e.g. hotels in London), this approach can work but it is fraught with limitations.
From the user's perspective, these limitations can be manifested in a failure to distinguish between different instances of the same place name, a lack of ability to deal with spatial qualifiers such as 'near' or 'north', a lack of methods to rank and explore results with respect to their geographic relevance and the non-retrieval of resources which are geographically relevant but use a place name different from that specified in the query. GIR is therefore concerned with improving the quality of geographically specific information retrieval with a focus on access to unstructured documents such as those found on the Web. There are several aspects of GIR that need to be improved and that constitute significant research challenges. These include the problems of:
N detecting geographical references in the form of place names and associated spatial natural language qualifiers within text documents and in users' queries;
N disambiguating place names to determine which particular instance of a name N ranking the relevance of documents with respect to geography as well as theme; N developing effective user interfaces that help users to find what they want; N and developing methods to evaluate the success of GIR.
In the following, we elaborate briefly upon these issues before introducing the content of the articles within this special issue.
Issues in GIR

Detecting geographic references
Place names (or toponyms) can be used to refer to places on Earth, but they also occur frequently within the names of organizations and as part of people's names. It is also the case that place names may be used metonymically, for example to refer to administrative entities as in 'talks with Washington'. The process of geo-parsing is concerned with analysing text to identify the presence of place names and other spatial language and distinguishing the genuine geographical occurrences of place name usage from those where they are being used to refer to some other entity. This process is often treated as an extension of Named Entity Recognition that is a standard part of linguistic analysis in Natural Language Processing (NLP). The task of detecting genuine geographic references is addressed in this issue by Leveling and Hartrumpf and by Stokes et al.
Disambiguating place names
Once it has been established that a place name is being used in a geographic sense, the problem remains of determining uniquely the place to which the name refers. There are many names that are shared between different places, for example Richmond, Newport, and Springfield. When a human reads a document with a place name in it, they will tend to resolve ambiguity using knowledge gained from contextual clues within the document. Automatic resolution of geographic scope, and hence disambiguation of place names, attempts to mimic the methods humans (Hill 2006) . There have been a few studies of methods of determining what may be a fuzzy extent for such places (e.g. Montello et al. 2003) , but there is still much to be done. An approach adopted by Arampatzis et al. (2006) and Jones et al. (in press ) is to use Web-harvesting methods that can determine associations between a vernacular place and the names of other places within it or in the vicinity. Spatial extent can then be modelled using, for example, density surfaces or Delaunay triangulation-based methods.
The spatial language, such as near, close, between, and north of, that accompanies place-name terminology can be as vague as some of the place names. Being able to interpret such terms will help in analysing the geographic context of documents and in interpreting user queries that employ vague spatial language. There have been previous studies of the meaning of natural language qualitative spatial relations (e.g. Worboys 2001 , Cai et al. 2003 , and in this issue Schockaert et al. analyse how nearness is described using phrases such as 'walking distance' based on descriptions found on the Web of places in the vicinity of hotels.
Spatial and textual indexing
When Web documents have been categorized according to their geographical context, they must be indexed in a way that enables them to be found quickly in response to user queries. Techniques for indexing documents according to the words that they contain are well established. Typically, an inverted file of documents is created in which each word is associated with a list of the documents that contain the word. This text indexing can be combined with a spatial index that records which documents relate to particular regions of space. Building a spatial index of documents can be done if each document has one or more document footprints that represent the regions of geographic space to which the document refers. Each document footprint may correspond to the spatial extent of a geographic reference that occurs in the document. If there are many such references, an effort may be made to establish the main geographic foci of the document as represented by a smaller number of footprints (Amitay et al. 2004 , Wang et al., 2005 , Silva et al. 2006 . These footprints can then be indexed in the same way that any other piece of geometry would be indexed in a conventional GIS. A challenge remains, however, to
Editorial 221 find efficient ways to combine text and spatial indexes (see Vaid et al. 2005 , for a summary of some approaches to spatio-texual indexing). Retrieval of relevant documents requires matching the query specification to the characteristics of the indexed documents. As mentioned above, in conventional Web search engines, this starts by finding those documents that contain the query terms, before ranking the resulting documents. For a geographical search, there is a need to match the geographical component of the query with the geographical context of the documents as represented by the document footprints. GIR queries can be characterized as a triplet of <theme><spatial relationship><location> composed of a topic of interest in combination with a place name qualified by a spatial preposition such as near, in, or north of. The combination of place name (after disambiguation) and spatial preposition can be used to generate a query footprint representing, for example, the interpretation of an expression such as 'near Bristol'. This query footprint can then be used to access the relevant part of the spatial index and hence find document footprints that intersect the query footprint. The retrieved documents will then be the members of this latter set of geographically relevant documents that also contain the thematic (text) query terms in the query. The contribution of Frontiera et al. to this special issue investigates the use of probabilistic methods for assessing the spatial similarity of document and query footprints.
Geographical relevance ranking
Having found a set of potentially relevant documents, they should then be ranked by some measures of their estimated degree of relevance to the query. Relevance with respect to the thematic part of the query and the retrieved documents can, for example, be represented by a score that takes into account factors such as the frequency of occurrence of query terms within retrieved documents as a function of the overall frequency of query terms within the whole collection. The spatial score can be some measure of the geometric match between the query footprint and the document footprints. These two scores can then be combined to find an overall relevance. Kreveld et al. (2005) have described some methods for doing this in which the text and spatial scores are normalized to values between 0 and 1 before calculating their distance from an ideal combined score in the two-dimensional space of text and spatial scores.
User interfaces
Retrieval of documents using GIR also provides a variety of research challenges in the development of user interfaces. Query formulation generally requires, as indicated above, specification of a triplet of <theme><spatial relationship><loca-tion>. This can easily be facilitated by a simple structured interface, but this assumes sufficient geographic knowledge to specify relevant place names. Other approaches to query formulation allow users to sketch a region of interest on a map, and enter a related concept within a textbox (Purves et al. 2007 ). This approach presupposes that users are interested in a spatial relationship representing containment, but to date very little progress has been made in developing map-based interfaces that allow users the option of graphically specifying other spatial relationships.
The results of a query to a GIR system can be treated in an identical manner to those of a traditional search engine, and simply displayed as a ranked list. In 222 C. B. Jones and R. S. Purves practice, the nature of geographic search and the pervasiveness of map-based Web services mean that the overlaying of results on a map has become a natural and expected visualization mechanism. Several challenges exist in displaying the results of GIR searches through a map interface. Many relevant documents may have the same geographic footprint, and techniques are required to allow the aggregation of these relevant documents, while summarizing or filtering duplicate content. Equally, document footprints often have scopes which are not sensibly represented at all scales as a point (e.g. London), and methods allowing users to explore documents with extensive geographic scopes in meaningful ways are required. Finally, there is much room for techniques from the Geovisualization community to be applied in exploring the typically large sets of documents that are returned by GIR.
User studies and evaluation
In developing GIR techniques, it is very important to take cognizance of user needs and to develop techniques to evaluate the quality of approaches to GIR. With respect to user needs, work is required to analyse where gaps exist in current approaches and to analyse query logs to assess where users fail or have difficulty in search. Unfortunately, at present there is a lack of availability of real query logs for academic research. The release of a query log by Microsoft as part of the GeoCLEF campaign of 2007 illustrates the importance of this issue in commercial search, as does the study by Jones et al. (this issue) . Evaluation is a key part of IR. In general, evaluation strategies within IR take the form of either system-focused or user-centred studies (Sparck Jones and Willett 1997) . The former are based around the use of test collections, the measuring of the relevance of documents to specific queries, and the calculation of standard IR measures such as precision and recall for a variety of systems and settings. Such methods require substantial resources to implement, particularly since relevance judgements must be performed manually, and the numbers of judgements required are large. Within IR, the long-running TREC experiments have provided a mechanism for the pooling of resources to the mutual benefit of the research community (Voorhees and Harman 2000) . In GIR, GeoCLEF (Gey et al. 2005 (Gey et al. , 2006 has gone some way towards addressing this need by mounting a campaign to compare performance of a range of approaches to GIR across a set of multilingual queries performed on document collections based on newspaper articles. However, there is much room for further research on relevance judgment and measures for GIR. Current techniques are based on a single dimension of relevance using standard IR measures, which in general do not take account of the G (geography) in GIR (Purves and Clough 2006) . To date, very little user-centred evaluation has been performed in GIR.
Articles in this issue
In an effort to understand more about the use of geographical queries on the Web, Jones et al. analysed a log of queries to a commercial Web search engine. They identified the presence of place names and associated spatial qualifiers in conjunction with the likely locations of the users as indicated by their Internet Protocol addresses. The study found that about 13% of queries contained place names, a figure that is similar to that in an earlier study by Sanderson and Kohler (2004) . They looked at the distances between users' location and the places for which Editorial 223 they searched for information and found that people are, perhaps unsurprisingly, most likely to search for information local to themselves, and information about cities is sought more frequently than that about countries. When considering a search topic, they found correlations between different types of phenomena and the distances to the places of interest. Restaurant searches for example tended to be nearer to the user location than those for hotels. Such knowledge could be used to estimate the meaning of 'near' when used in conjunction with different types of phenomena. The authors also looked at the way in which users reformulate queries, distinguishing between changes due to corrections in spelling and changes between the location itself, which provides important information on the variability of geographic needs. The study revealed differences in the degree of change according to user location. Users in California were more likely to confine changes in their search to shorter distances from their location than those in Vermont, presumably reflecting the difference in density and spatial arrangement of facilities between these two states. In this case, it is possible to envisage adapting responses to user queries according to their place of origin.
Stokes et al. take a critical look at natural language processing (NLP)-based approaches to the detection and disambiguation ('resolution' in their terminology) of toponyms and hence their annotation within documents. Using a manually annotated GeoCLEF dataset to evaluate some standard NLP methods, they found that their performance was lower than previously publicized. They also found, for their experiment, that a simple detection approach employing a gazetteer to recognize the presence of toponyms outperformed the NLP methods. Their study looks at the interaction between errors in the two stages of processing, finding that, in some situations, errors in detection can be negated at the disambiguation stage if the latter cannot recognize the identified name with its toponym knowledge resources.
When looking at the effects of these NLP pre-processing methods on the results of geographical information retrieval experiments, a notable conclusion was that their best-performing NLP method was only marginally superior to a method that did not employ geographical annotation methods at all. The authors also address the issue of geographical query expansion whereby a query is supplemented with additional toponyms that can be regarded as equivalent in some sense to that in the query. They introduce and demonstrate the benefits of a similarity normalization method that overcomes problems that can arise when the expansion results in very large numbers of additional query terms. They discuss the effects of query expansion and highlight the potential to improve GIR performance using more sophisticated approaches, taking account of both geo and non-geo terms.
Overell and Rü ger also address the problem of disambiguation of place names, by exploiting prior knowledge of the associations, or co-occurrences, between place names in existing documents. They use the text and links of Wikipedia articles to build a co-occurrence model of place names which records successive occurrences of links to place names within individual articles. To construct the co-occurrences model, the place names in Wikipedia have themselves to be disambiguated, but because of the relatively high quality of metadata associated with the articles, this is a simpler problem than that of disambiguation within text documents in general. The co-occurrence model is richer than a conventional gazetteer in that it records knowledge of the order in which place names occur within multiple documents. This 224 C. B. Jones and R. S. Purves knowledge allows, for example, the construction of rules of association between place names, based on the substantial resource of Wikipedia. Thus, if a particular instance of a name such as 'London' is followed by the name of its parent province, 'Ontario', then that can be used to infer that it is the Canadian London rather than the British one. The authors apply their methods to GeoCLEF experiments and find that there is no significant improvement in performance as a result of their method of disambiguation. However, they also comment that this may be in part due to the nature of the queries tested and suggest that improvements will occur for some types of queries as methods of integrating the spatial and textual indexes are improved. The paper by Leveling and Hartrumpf advances the subject of toponym detection by focusing on the problem of metonymic use of place names in which place names are used as a figure of speech and refer not to the place itself but rather some related meaning in which the location is a shorthand for an event, government, organization, or product, for example. The study is based on German language documents and uses a machine-learning approach to recognize metonymic occurrences, based on training data some of which has been obtained with a disambiguating parser that employs linguistic methods to detect situations such as that in which a location name occurs where a person or an institution should appear as the subject of a verb. These linguistic methods are appropriate for use in obtaining training data but can be too slow for general-purpose analysis of very large quantities of data. The machine-learning classifier results in an accuracy of about 80% in identifying literal uses of place names. When subsequently applied to indexing of place names for experiments retrieving geographical information from GeoCLEF, the results did provide some improvement in precision.
Buscaldi and Rosso also address the problem of toponym disambiguation, by measuring similarity between a toponym to disambiguate and the toponyms within the local context of the occurrence of the word. They applied the measure of Conceptual Density (CD), which exploits knowledge of word relationships encoded within the lexical database Wordnet (Fellbaum 1998) . In the authors' version of CD, they construct a local subhierarchy for the word to be disambiguated based on partof relationships. They also make use of the Wordnet synsets of the word (i.e. a set of words with similar meaning) to disambiguate its toponym neighbours within the textual context. CD is then a function of the numbers of synsets of the toponym and its context toponyms that are found within the subhierarchy. The approach was compared with other methods including that of simply assigning the most frequent sense of a toponym (so, for example, 'London' would be assumed to be the London that is the capital of the UK). Their CD approach showed some benefits using particular measures of performance, but overall the most frequent sense methods proved to be superior. The result, however, was considered by the authors as inconclusive, since they argue that Wordnet is a relatively poor source of place name knowledge.
Schockaert et al. address the issues of vagueness that arise in the spatial language that people use when making queries (near to, within walking distance, etc.) and the vagueness in the spatial extent of some geographical regions such as neighbourhoods within cities. They employ fuzzy methods to model interpretations of spatial language prepositions and of the extent of vague places. In both cases, the parameters for these models are based on data obtained from Web pages that include instances of the various types of vague language and vague neighbourhoods. Thus, websites that describe hotels often include textual descriptions that describe Editorial 225 their location using phrases such as 'within walking distance' of some prominent location such as a well-known local landmark. The spatial language expressions (or hints as they are referred to) can then be compared with knowledge of the actual distances involved. The set of actual distances that correspond with the use of a particular expression can be used to create a fuzzy-set membership function.
In the case of vague neighbourhoods, Web documents are used to find places that are likely to lie inside the neighbourhood. This is done by issuing a query to a local search engine naming the vague place as a query term along with a definite parent region (which could be a city name). Georeferenced named features such as restaurants that include the vague name, or which are associated with descriptions that mention the name, are retrieved as candidate contained places. An assumption is made about the confidence with which these candidate places actually lie inside the target vague place, and a fuzzy membership function is constructed with a definite core region and a zone of possible containment.
The contribution by Frontiera et al. is in the area of geographic relevance ranking. They focus specifically on the spatial aspects of relevance ranking looking at how documents can be ranked as a function of the degree of spatial similarity between the document footprint and the query footprint. Existing methods of spatial relevance ranking are usually based on a single measure of similarity, such as the degree of overlap between the query and document footprints divided by the area of the query footprint. The paper's novelty lies in introducing probabilistic measures of spatial relevance to the problem through the method of logistic regression. This is able to take into account multiple measures of similarity and to do it in a way that exploits a training dataset to determine the values of logistic regression coefficients for each of the similarity measures. The similarity measures used are overlap between query and document footprint divided by the query footprint for one measure, and by the document footprint for the second. A measure is also introduced that is related to the proportions of the query and document footprint, respectively, that are on land. The test collection is specific to the research work, consisting of footprints of various regions in California, some of which correspond to well-defined administrative areas, while others are less precisely defined with only bounding boxes. They show that, with their method, using only bounding boxes, as opposed to polygons or convex hulls, they can outperform a variety of existing published methods in terms of both precision and recall.
Overall, we believe that the set of papers presented in this special issue provides a snapshot of current research within the field of GIR. We hope that they will not only prove interesting to the readers of IJGIS, but stimulate contributions from the GIScience research community in this important and rapidly growing research field.
