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Abstract. Biogeography-based optimization (BBO) is an evolutionary algo­
rithm (EA) based upon the models of biogeography, which describe the rela­
tionship between habitat suitability and the migration of species across habitats.
In this work, we apply BBO to the problem of tuning the fuzzy tracking control­
ler of mobile robots. This is an extension of previous work, in which we used
BBO to tune a proportional-derivative (PD) controller for these robots. We
show that BBO can successfully tune the shape of membership functions for a
fuzzy controller with both simulation and real world experimental results. 
Keywords: biogeography-based optimization, fuzzy logic control.
1 Introduction 
Optimization is one of the main objectives for almost any engineering project. Iterat­
ing through the entire search space of a problem is usually not feasible because of
how much CPU time this can require. Engineers have therefore adapted natural proc­
esses such as evolution to optimization with great results [1]. Biogeography-based 
optimization (BBO) [2] belongs to the class of heuristic optimization methods known
as evolutionary algorithms (EAs). BBO is based upon the models of biogeography,
which describe the migration of species across island habitats [3].
In previous work, we have demonstrated BBO’s efficacy at PD controller tuning
[4]. The next step, which we take in this paper, is to test BBO’s performance at opti­
mizing a more complex controller. We have chosen fuzzy logic control because of its
ease of use and increasing ubiquity, combined with the difficulty in tuning it 
optimally [5]. 
In the remainder of this section we give an overview of fuzzy logic and BBO. Sec­
tion 2 describes our robot hardware. Section 3 presents our fuzzy robot control tuning 
approach, simulation results, and experimental results. Section 3 provides the primary
contribution of this research, and reports the first successful use of BBO for fuzzy
logic system tuning. Section 4 concludes with some discussion and suggestions for
future work.
*
 Corresponding author. 
  
    
 
  
  
  
  
 
 
 
   
   
 
  
  
   
    
   
  
  
   
 
  
   
   
  
 
 
    
  
 
    
 
    
   
     
1.1 History of Fuzzy Set Theory to Fuzzy Logic Control
Fuzzy sets were first introduced in 1965 by Lotfi A. Zadeh [6]. Fuzzy set theory is a
generalization of classic (or crisp) set theory, in which elements of a set have a con­
tinuous value that represents their membership in a class, generally with a range of [0, 
1]. In classic set theory, membership is discrete—an element can only be a member or
a nonmember of a set. Fuzzy logic is an extension of fuzzy set theory to the field of
logic. Classical logic uses Boolean operators such as AND and OR in reasoning, but
fuzzy logic makes these operators ambiguous. The fuzzy generalizations of the opera­
tions AND and OR are the t-norm and s-norm respectively. Several functions fit the 
necessary and sufficient conditions for being a t-norm or an s-norm; the most com­
mon t-norms are the min and product functions, and the most common s-norms are 
max and sum [7]. 
Zadeh later proposed fuzzy logic as a method of decision making [8]. In this
scheme, the domain of each input and output variable is mapped by fuzzy adjectives
that describe the value of the variable, such as “hot” or “high.” Each adjective is also
associated with a membership function (MF). The adjectives make it possible to form
control rules by relating variables together in plain sentences. For instance, “if boiler
pressure is high, then escape valve should be slightly open.” These control rules can 
then be written in terms of fuzzy set theory with t-norms and s-norms relating vari­
ables together. 
In order to go from decision making to control, fuzzy outputs must be made crisp,
so that they can be used in practice. This process is called defuzzification. The first 
fuzzy controller was implemented by Mamdani and Assilian for steam engine control 
in 1975. In this defuzzification scheme, max-min product composition was used to 
produce crisp outputs from the inputs [9]. 
The universal approximation theorem states that an arbitrary function composed of 
a set of sub-functions can approximate any nonlinear function with an arbitrary level
of accuracy [10]. A fuzzy logic controller is composed of its rule base and member­
ship functions. These parameters determine the accuracy of the output with respect to
the function we wish to approximate. Because our robot is a nonlinear system, a fuzzy 
logic control is more suitable for this problem than PD control, which is linear. 
1.2 BBO 
The mathematical models that describe biogeography were first published in the 1960s
[11]. These models describe the immigration and emigration of species between habi­
tats, based on the fitness of the habitats. Because BBO is based on biogeography, a lot
of its terms are borrowed from biogeography [2]. A solution, or individual, is referred 
to as a habitat or island. The fitness, or cost, of a habitat is often referred to as habitat
suitability index (HSI). Finally the independent variables, or features, of a solution to a
problem are referred to as suitability index variables (SIVs). Sometimes the population
of candidate solutions is referred to as an archipelago. In BBO, different operators are
applied to the population of solutions to accomplish the optimization—migration is one
such operator. The probabilities of an SIV immigrating to a habitat, or emigrating from
a habitat, are λ and μ, which are determined by the HSI. These probabilities are typi­
cally complements of each other (i.e., λ = 1 − μ).
  
 
     
    
 
  
 
 
 
 
    
          
            
           
                
           
 
 
    
 
 
 
 
  
  
 
  
  
    
 
 
 
  
 
  
 
  
In addition to the migration operator, there is also the mutation operator, as with
most other EAs. Mutation randomly selects a solution from the population with a
specified probability and sets one of its independent variables to a random value.
Mutation helps to introduce new features into the population, since in BBO, the popu­
lation tends to become populated with the same high fitness solution as the number of 
generations increases. A pseudocode outline of BBO is provided in Algorithm 1. 
For each candidate solution Hi
    For each solution feature s 
        Select candidate solution Hi for immigration with probability λi 
If candidate solution Hi has been selected, then
 Select Hj for emigration with probability μj

 If Hj has been selected, then

 Hi(s) ← Hj(s) 

   end

        end if

    next solution feature

    Probabilistically mutate candidate solution Hi
 
next candidate solution 
Algorithm 1. A pseudocode representation of one BBO generation
BBO has been applied to several real-world problems. In addition to experimental
robot control tuning, as discussed in this paper and in [4], BBO has been applied to
aircraft engine sensor selection [2], power system optimization [12, 13], groundwater
detection [14], mechanical gear train design [15], satellite image classification [16], 
and neuro-fuzzy system training for biomedical applications [17]. Recent research in 
the area of BBO has focused on putting it on a firm theoretical foundation, including
the derivation of Markov models [18, 19] and dynamic system models [20] that de­
scribe its behavior. 
2 Hardware 
In this research, we use a standard two-wheeled robot design [21]. Our robots were
originally assembled in 2007 [22], but we have adapted them to our work [4]. Our
robots are designed to be flexible. We can replace any component at any time with a 
minimum of effort. Solid state components such as a microcontroller, voltage regula­
tors, and H-bridges are mounted and hand soldered on two-layer printed circuit boards
(PCBs). The PCBs, sensors, and other electronics are mounted on thin plastic boards
separated by aluminum standoffs. Two geared DC motors are attached with brass
brackets. Two AA battery packs, which each hold eight rechargeable batteries, supply
power to the motors and PCBs separately. Figure 1 depicts one of these robots.
Each robot is equipped with a MaxStream 9Xtend radio, which is used to commu­
nicate with the base station. The base station is a PC running a Matlab® graphical
  
 
 
  
 
  
 
 
  
   
  
   
 
    
 
 
 
     
  
   
  
 
  
  
  
   
 
  
user interface (GUI), and it can transmit commands to
each robot, update robot control parameters, and
receive robot tracking data. The RF device can output
power from 1 mW to 1 W and has a maximum out­
side range of 40 km. It uses a serial interface that can 
operate at several baud rates. The radio, costing about
$200, is the most expensive device on each robot. 
One of the goals of this work is to improve upon
our previous research [4]. We have taken steps to­
wards improving the reliability of our robots by using 
infrared (IR) range-finding sensors to find distances. 
The reason for this change from ultrasonic range-
finders, which we used in our previous work, is to 
reduce the effect of noise that came from the motors that made the robot’s controller
unstable. The sampling rate of the IR sensors is slower than the ultrasonic sensors, so
our control code needed modification as well.
Our second upgrade in this research is a new printed circuit board. We have added op­
to-isolation to the robot PCBs to completely isolate the motor circuit from the logic cir­
cuit. Another benefit of opto-isolation is the elimination of the effect of back EMF that is
produced by DC motors. Also, the boards have been redesigned for use of the robot’s
new IR range-finders, and the redesign eliminates capacitance that could be induced
between small traces on the PCB. More flexibility also is added to the new boards such
as access to every pin of the microcontroller if more components are required. 
3 Description of Experiments 
In this work, we use tracking error and its derivative for fuzzy logic controller inputs,
and a motor voltage correction value for the output. Each of the inputs and outputs are
mapped with five sum-normal triangular MFs. Any n sum-normal MFs that describe
some variable can be described by a set of n break points. In the case of our triangular
MFs, a break point can also be described as the only point in a MF where it is both 
non-differentiable and equal to 1. Therefore, the fuzzy MFs for each variable are 
completely specified by five parameters. Figure 2 illustrates this concept. 
Fig. 1. One of our robots
Fig. 2. Five fuzzy membership functions which are triangular and sum-normal. The numbered
dashed lines represent break points.
   
  
  
  
     
  
   
 
 
 
   
    
   
   
    
     
  
 
 
   
 
 
 
 
    
  
   
 
BBO modifies the shape of the MFs by modifying these break points. In addition,
we use the Mamdani inference system [7]. Min and max are used for the t-norm and
s-norm in our work. We define a rule for each of the intersections between a pair of 
input MFs. Table 1 represents our rule table, where LP means a large positive, SP
means small positive, Z means a value near zero, SN means small negative, and LN 
means large negative. Table 2 shows the search domain that was used for this work.
Note that the zero MF is constrained to have a break point equal to 0. This means that
the fuzzy logic system consists of 12 independent variables: four break points for 
error, four break points for delta-error, and four break points for delta-voltage. 
Table 1. Fuzzy rule table, where output corresponds to a change in motor voltage 
Error 
LN SN Z SP LP
∆Error 
LN LN LN LN SN Z 
SN LN LN SN Z SP
Z LN SN Z SP LP
SP SN Z SP LP LP
LP Z SP LP LP LP
Table 2. The search space used for each fuzzy membership function break point in the fuzzy 
controller 
Break points
LN SN Z SP LP
Error [-10000, [-2500, [0, [0, [2500, 
Variable 
(mm) -2500] 0] 0] 2500] 10000] 
∆Error 
(mm/s)
[-750, 
-100] 
[-100, 
0] 
[0, 
0] 
[0, 
100] 
[100, 
750] 
∆Motor 
Voltage
(normalized) 
[-1000, 
-250] 
[-250, 
0] 
[0, 
0] 
[0, 
250] 
[250, 
1000] 
The maximum allowable magnitudes of the large negative and large positive val­
ues were chosen to be more than an order of magnitude greater than the values that
we typically used in our controller, which gave BBO additional flexibility in its opti­
mization search. The cost function that we used is a weighted sum of the rise time of 
the robot trajectory to a reference point, and the integral of absolute value of the
tracking error: 
  
   
  
 
 
 
  
  
 
    
 
 
 
 
 
 
    
  
 
 
 
  
 
 
Cost = k1 ∫ e(t)dt + k2 r (1) 
where k1 and k2 are weighting constants, e(t) is the tracking error (mm), and r is the
rise time, which represents the length of time that the robot takes to reach 95% of the 
reference tracking distance. For our experiments, k1 and k2 were set to 1 and 5 respec­
tively to give approximately equal contribution of each term to the cost function. The 
time duration of each robot tracking experiment was 20 seconds. 
3.1 Simulation Results
We ran some preliminary simulations before we performed experimentation with the 
robots. We ran 100 Monte Carlo simulations of BBO with a population size of 20, for 
50 generations. Also, the mutation probability was set to 10% and a single elite solu­
tion was preserved between generations. We used an unusually high mutation rate
because our population size was relatively small. Figure 3 shows the cost of Equation 
(1) decreasing as a function of generation number in BBO.
Fig. 3. BBO optimizing the fuzzy controller cost. The traces show the average and minimum 
cost of the entire population, averaged over 100 Monte Carlo simulations. 
3.2 Experimental Results
In our experiment on the real robots, we ran 10 generations of BBO with a population 
size of 6 and a mutation probability of 20%. One elite solution was kept between
generations. Figure 4 shows the cost as BBO optimizes the population each genera­
tion. Figure 5 shows the robot paths representing the best solutions of the first and
final generations.
The integral of absolute error changed from 1476 mm·s for the first generation to
717 mm·s in the final generation, which is a decrease of 51%. Figure 6 shows the MFs
of the best solution produced by BBO. 
  
 
  
 
 
   
 
 
 
  
   
      
 
     
  
   
  
 
 
   
   
Fig. 4. BBO optimizing the fuzzy controller
cost on the real robot
Fig. 5. Tracking error of best solution at the 
first and last generation 
Fig. 6. Fuzzy MFs produced by BBO after 10 generations
4 Conclusion 
The difficulty associated with tuning a fuzzy controller makes the application of EAs
to this problem very appropriate. We have shown that BBO can perform this task well 
both in simulations and in a real robotic system. Future work may include performing 
these experiments with different parameter settings. Changing parameter settings such
as population size and mutation probability may not provide much information for 
qualitative tests like we have performed here, which were designed to test whether or
not BBO can optimize the MFs of a fuzzy logic system. However, such tests would be 
very useful for obtaining more quantitative results. For example, if we wanted to
examine how fast BBO could produce a set of membership functions with a cost val­
ue below some threshold, it would be important to find optimal BBO parameter set­
tings. Other future work may include using BBO to tune non-triangular MFs, such as
MFs with trapezoidal or Gaussian shapes. BBO could also be used to tune the rule
base of a fuzzy controller. Also, we can apply BBO to the optimization of other con­
trol algorithms, such as artificial neural networks. 
It would be very interesting to compare BBO’s performance at tuning our fuzzy 
controller versus BBO’s performance at tuning our PD controller [4], but it is difficult
to compare these two tasks with the data from our experiments.  Although we use the
same cost function to evaluate the performance of both controllers, their input
  
 
   
  
 
  
  
 
  
   
  
 
 
  
 
 
   
     
  
  
  
  
 
   
  
  
 
   
 
  
 
 
 
  
 
   
 
 
  
 
 
parameters are very different. The PD controller’s inputs are proportional gain and 
derivative gain, and the fuzzy controller’s inputs are the shapes of its constituent
membership functions. These quantities are not comparable in any meaningful way.
Therefore, the domains of input values for each problem are not comparable. Future
work in this regard would be to redesign our experiments in such a way that we can 
make meaningful comparisons between BBO’s performance at these two problems.
Perhaps we can then draw conclusions about tradeoffs between controller robustness
and tuning complexity. 
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