This work derives closed-form expressions computing the expectation of co-presences and of number of co-occurences of nodes on paths sampled from a network according to general path weights (a bag of paths). The underlying idea is that two nodes are considered as similar when they appear together on (preferably short) paths of the network. The results are obtained for both regular and hitting paths and serve as a basis for computing new covariance and correlation measures between nodes. Experiments on semi-supervised classification show that the introduced similarity measures provide competitive performances compared to other state-of-the-art distances and similarities. * Marco Saerens is also fellow researcher at information, or more generally the movement, occurring in the network: optimal communication based on shortest paths and random communication based on a random walk on the graph. For instance, the shortest path distance is based on geodesics and the resistance distance ([35], proportional to the commute-time distance [9, 20] ), on random walks. However, both the shortest path and the resistance distance suffer from some annoying drawbacks [21]: the shortest path distance does not integrate the amount of connectivity between the two nodes and produces many ties in unweighted networks, whereas random walks quickly loose the notion of proximity to the initial node when the graph becomes larger [69, 70] .
Introduction

General introduction
This work addresses the important problem of defining similarities and distances between nodes of a network based on its structure, faced in many applications such as link prediction, community detection, node classification, and network visualization, among others [3, 13, 14, 18, 21, 36, 40, 50, 55, 62, 68, 71] . It extends previous work on the randomized shortest paths and the bag-of-paths frameworks introduced in a series of previous papers [4, 19, 22, 34, 58, 75] , and most notably [46] . This effort was initially inspired by models developed in transportation science, especially [1] ; see also [58] .
As explained in [39] (see also [21, 22] ), the specificity of the approach can be understood as follows. Almost all the traditional distances or similarity measures between nodes are based on two common paradigms about the transfer of Moreover, assume that paths are indexed and ordered by, e.g., decreasing degree of quality, (℘ 1 , ℘ 2 , . . . ). As an example let us consider a corpus of documents from which a network is extracted (see e.g., [50] ). If the nodes of the network represent terms and the (weighted) links represent co-occurrences of terms within a given window in the text, then paths in this network correspond to sequences of words (sentences) where highly likely sequences have a higher weight and therefore a high probability of being sampled.
The paths selection strategy, based on a sampling probability distribution derived from path weights (see later), naturally favours high-weight (low-cost) paths and the mean quality level of the chosen paths can be monitored thanks to a temperature parameter. If the temperature is close to zero, only high-quality paths are considered while for high temperatures, all paths are more and more considered equally. The model can thus be considered as a bag of paths from which paths of G are drawn [46, 38, 22] .
Within this context, our similarity measure has the following interpretation: two nodes are considered as highly similar when they often co-occur on the same paths, when drawn thanks to a probability distribution favouring high-weight (low-cost) paths.
Intuitively, this can be captured in the following way based on the enumeration of paths, but we will of course use some tricks to efficiently compute the quantities. Let X be a data matrix (the node-path matrix, inspired by the document-term matrix in information retrieval) with rows corresponding to nodes i ∈ {1 · · · n} and columns to paths ℘ j ∈ P in G. The entries i, j of this matrix are binary with a 1 if the node i appears on the path ℘ j and zero otherwise.
Moreover, we also introduce a diagonal matrix weighting the paths, and containing as diagonal elements i, i the probability P(℘ i ) of choosing path ℘ i according to the sampling distribution with ∞ i=1 P(℘ i ) = 1. Thus, as an example, these two matrices are of the form :
℘2 ℘3 ··· 1 1 0 1 · · · 2 0 1 0 · · · 3 1 0 1 · · · 4 0 0 0 · · · . . . . . . . . . . . . . . .
We observe that node 1 and node 3 look similar as they appear on the same paths (℘ 1 and ℘ 3 ). Conversely, nodes 1 and 2 look very different. In other words, nodes are characterized by their appearance on paths so that a binary feature vector indicating their presence on the different paths, x i , is associated to each node 1 . The x i vectors can therefore be viewed as profile vectors characterizing each node i with respect to its presence on paths. Thus, the x T i form the row vectors of the data matrix X. Alternatively, the data matrix could also contain the number of occurrences of each node on the different paths, instead of a binary presence value. Now, a simple, but still meaningful, measure of the similarity between pairs of nodes i and j is simply the expected relative frequency of common presence on the same path. This quantity can be computed by taking the inner product x T i Dx i for node i, or XDX T for the result on all pairs of nodes. In other words, as already mentioned, two nodes are considered as similar when they often cooccur on the same paths. Such quantities will be studied and computed in this paper.
Note that this kind of similarity measure is closely related to contextual similarities used in, e.g., information retrieval where two words are considered as related when they often appear in the same context (same sentence, window or document) [29] , as illustrated by the recent, popular, vord2vec method [51] and the field of representation learning [5, 78] . Similarly, here the context is represented by paths of arbitrary length, but the measure is computed directly in closed form.
Contributions and contents
The paper derives closed-form expressions for computing such similarity measures for two types of paths: (1) regular (non-hitting) and (2) hitting paths. More precisely, the derived similarities are the covariance and correlation similarities which define kernels on a graph (they are positive semidefinite). Moreover, these kernels are developed for two different measures: based on (1) simple binary common presence of nodes on paths and (2) number of co-occurrences on paths. In addition, various betweenness centrality measures are also derived within the same framework.
The material presented in this paper can therefore be considered as an extension of the previous work [46] where the covariance and correlation similarity was derived for regular paths, based on number of co-occurences only. Moreover, the framework developed in this work is more general as it can be applied on any measure defined on paths, while it was restricted to the bag-of-paths model in [46] .
The paper is organized as follows. First, the underlying background, notation and main framework are detailed in Section 2. Then, Section 3 derives various important expressions computing the weights on sets of paths avoiding or containing some nodes. These results are derived for both regular and hitting paths and provide the basic support for the definition of the similarity measures. Section 4 develops betweenness centrality and node similarity measures based on the presences and the number of occurrences of nodes on paths, for both regular and hitting paths. Finally, those measures are assessed and compared in Section 5.
Framework and notation 2.1 The generalized bag-of-paths formalism
As already stated in the introduction, the standard bag-of-paths model (BoP) has been developed in a series of previous publications [4, 19, 22, 34, 46, 58, 75] . This model sets up a Gibbs-Boltzmann distribution defining the probabilities of drawing a path from the set of all paths in the graph, also named the bag-ofpaths, by setting higher probabilities on short paths and lower probabilities on long paths. We will describe in more details the standard bag-of-baths formal-ism in section 2.1.6, but for the moment we will define a more general framework extending the bag-of-paths, namely the generalized bag-of-paths formalism, inspired by [11] .
Paths, hitting-paths, and sets of paths
Let G = (V, E) be a weighted, strongly connected, directed graph, with set of (indexed) nodes V = {1, 2, . . . , n} and set of edges E = {(i, j)} containing m elements. This graph is described by its weighted adjacency matrix W = (w ij ), representing non-negative local affinities between nodes, i.e., w ij ≥ 0. This matrix is not the usual adjacency matrix as it will be used to define path weights and path probabilities. In fact, we will see later that this matrix must satisfy some constraints in order to make sure that probabilities of drawing paths are well-defined: it should have a spectral radius strictly lower than 1. This point is discussed further in section 2.1.4.
A l-length (regular) path on the graph G, denoted by ℘, is a sequence of nodes ℘ = (i 0 , i 1 , . . . , i l−1 , i l ), where l ≥ 0 and (i τ , i τ +1 ) ∈ E for all τ = 0, . . . , l − 1. Note that 0-length paths are allowed by convention. We denote by the variable ℘ st a path whose starting node is s and ending node is t. A hitting path, denoted by the superscript h in ℘ h , is defined as a path such that the final node i l appears only once in the path, i.e., i l = i τ , ∀τ = 1, . . . , l − 1 and of 0 length if i 0 = i l . In other words, for hitting paths, the final node is considered as an absorbing node: it can thus only appear once, at the end of the path.
The set of all paths in G, also called the bag-of-paths, is denoted by P. This set P = ∪ n s,t=1 P ij is the union of the subsets P ij of all regular (non-hitting) paths starting in node s and ending in target node t. Several subsets of the bag of paths will be used in the sequel and, for the sake of clarity in further developments, we will use special symbols for these different subsets. The superscript in P h will refer to the set of hitting paths, also named the bag-of-hitting-paths. Still another type of superscript has the form P (+I) or P (−I) , where I ⊂ V is a subset of nodes. This superscript indicates that the set is composed of paths containing (with a + symbol), and respectively avoiding (with a −), all of the nodes in I. Note that we will usually simply write P (+i) instead of P (+{i}) when there is only one node i in the set. Of course, all these notations can be combined. For example, P h(−{i,j}) st refers to the subset of hitting paths connecting s to t and avoiding nodes i and j.
Note that the set of all paths P is equipped with a composition rule for two paths where the ending node of one path corresponds to the starting node of the other, i.e., if ℘ sk = (s, i 1 , . . . , i l−1 , k) and ℘ kt = (k, j 1 , . . . , j q−1 , t), then ℘ sk • ℘ kt = (s, i 1 , . . . , i l−1 , k, j 1 , . . . , j q−1 , t). By extension, let P sk • P kt denote the set of all compositions between sets of paths P sk and P kt .
Paths weights
Paths weights are defined from the n×n non-negative weighted adjacency matrix W of the graph (an example is provided later) and are used to define the bagof-paths probabilities. The weight of a path ℘ = (i 0 , . . . , i l ), noted w(℘), is defined as the product of the weights on its edges, i.e.,
where we recall that l is the length (number of edges) of the path. By convention, we assume that all 0-length paths have a weight of one. We also define the weight of any subset of the bag of paths Q ⊆ P as the sum of the weights of its elements (paths),
Therefore, if two subsets, Q and R, are disjoined, we have w(Q ∪ R) = w(Q) + w(R).
Bag-of-paths probabilities
We now consider the bag of paths P and we would like to draw paths from P with probabilities P(℘) proportional to path weights. This is easily obtained by normalizing the weight of the path by the total weight of the bag-of-paths. In short, the generalized bag-of-paths probabilities of drawing the path ℘ are defined as
Note that the generalized bag-of-paths probabilities P(℘) are non-null if and only if the normalizing constant, the weight of the bag-of-paths, i.e., w(P), is finite. This kind of measure is the center of interest of this work here. We will detail in the next section what are the requirements on the weights in order to satisfy this property. More generally, if we want the conditional probability of drawing a path from a subset P a ⊆ P knowing that we are in P b ⊆ P (with P a ⊆ P b ), we will use
As probabilities restrained on the bag-of-hitting-paths form an important part of this work, we will often use the notation P h (Q h ) P(Q h |P h ) for any subset Q h ⊆ P h . In other words, we define the generalized bag-of-hitting-paths probabilities of drawing the hitting-path ℘ h by
Consistency condition for the weighted adjacency matrix W
As stated before, we require non-null bag-of-paths probabilities, which means a finite weight for the whole bag of paths P. Note that the subsets of paths P st with s, t = 1 . . . n form a partition of the bag-of-paths, which implies
This shows that w(P) is finite if and only if ∞ l=0 W l converges. Let ρ(W) be the spectral radius of this weighted adjacency matrix, i.e., the largest modulus of its eigenvalues [49] ,
where σ(W) is the spectrum of W. By the Perron-Frobenius theorem (see, e.g., [37, 49] ), the non-negativity of the components of W implies that the largest eigenvalue is real and positive, and thus λ 1 ρ(W) > 0. λ 1 is also called the Perron-Frobenius eigenvalue.
The series ∞ l=0 W l = I + W + W 2 + · · · is called the Neumann series of W [49] . Concerning Neumann series, the following statements are equivalent [49] 1. ρ(W) < 1, 2. lim l→∞ W l = 0,
3.
∞ l=0 W l converges. In this case, (I − W) −1 exists, with ∞ l=0 W l = (I − W) −1 , and we can define Z = (z ij ), the fundamental matrix of the bag-of-paths system, as
Thus, by restricting ourselves to graphs with a weighted adjacency matrix verifying ρ(W) < 1, we ensure that bag-of-paths probabilities are well-defined. In Section 2.1.6, we will show that a sub-stochastic weight matrix is enough for ρ(W) < 1 on a strongly connected graph. Note that, in this case, several important quantities defined on subsets of the bag-of-paths can be expressed through the components of the fundamental matrix, as will be shown in Section 3.
Nodes (co-)presence and (co-)occurrence on paths
Let the presence variable of node i on a given observed path ℘ be
Moreover, let the number of occurrences, or simply occurence, variable for node i on path ℘ = (i 0 , . . . , i l ) be
where δ iiτ is the Kronecker delta between i and i τ , i.e., δ iiτ = 1 if i τ = i (node at position τ on path ℘ is equal to node i) and δ iiτ = 0 otherwise. These variables are also declined for two nodes: let co-presences and co-occurrences of nodes i and j on path ℘ be, respectively, δ(i ∈ ℘)δ(j ∈ ℘) and η(i ∈ ℘)η(j ∈ ℘).
In this work, we will mainly deal with computing covariances and correlations of presence and occurrence variables between nodes, defined with respect to either bag-of-paths or bag-of-hitting-paths probabilities. These covariances and correlations between nodes are semi-definite positive by definition as they are inner product, or Gram, matrices [56] . They will be used in section 5 as similarity matrices, or kernel matrices, in order to, e.g., perform semi-supervised classification tasks.
Note that expected values of presence and occurrence could also be used as centrality indices, generalizing some other centrality measures such as the betweenness centrality [23, 24] or the random walk centrality [6, 53] . However, studying these centrality indices is out of the scope of this work, as they were already investigated in [33] .
A particular case: the standard bag-of-paths framework
The standard bag-of-paths framework is a good example of a weighting scheme [4, 19, 22, 34, 38, 46, 58, 75] . In that context, graph G is defined by a weighted adjacency matrix A = (a ij ), with no special requirement except a ij ≥ 0 and the fact that the graph is strongly connected. This also allows us to derive a reference transition probabilities matrix
where D is the diagonal matrix containing node outdegrees. Moreover, we assume a cost matrix C = (c ij ), which can be defined either independently from weights a ij , or thanks to c ij = 1/a ij or c ij = 1 (among others). In this context, any observed path ℘ = (i 0 , . . . , i l ) induces a 
where T > 0, the temperature is a free parameter monitoring the entropy level, and P ref (℘) is the natural, reference probability of a path ℘ proportional to the likelihood of the path, i.e, P ref
As for (equivalent) maximum entropy problems [15, 31, 32] , solving this problem yields a Gibbs-Boltzmann probability distribution [22, 46] 
where β 1/T is the inverse temperature parameter. This solution allows us to choose paths according to P ref (℘) when the temperature T is high, and increases the probability of choosing shorter paths as the temperature decreases, up to eventually selecting shortest paths only when T → 0. Interestingly, for a path ℘ = (i 0 , . . . , i t ), the numerator in (12) can be written
, which means that it corresponds to a generalized path weight w(℘) built from the matrix W defined by
where exp[−βC] is the component-wise exponential and • the Hadamard product. We can see that if the cost matrix has at least one non-zero value for a given edge, the matrix W is substochastic. We show in Appendix A that, when the graph is strongly connected, every substochastic matrix verifies ρ(W) < 1, which implies that the standard bag-of-paths model is indeed a particular case of the generalized bag-of-paths model. In the case studies (Section 5), we will use the standard bag-of-paths framework to illustrate the potential of the generalized bag-of-paths framework.
Basic formulae for the weights of various subsets of paths
We saw how the generalized bag-of-paths formalism revolves around computing weights associated to subsets of paths in order to compute quantities of interest.
In this section, we assume that ρ(W) < 1 and we show that weights of various paths subsets can be computed directly from the components of the fundamental matrix Z = (I − W) −1 . When expressed properly, these results are quite intuitive, although their derivations can be rather tedious. Therefore, all proofs of results are reported in Appendix B. Note that these developments only concern subsets where the starting and ending nodes are known. However, the weights of subsets with undetermined starting and ending location are easily found. Indeed, sets P st form a partition of P, implying w(P) = s,t∈V w(P st ). Note that all subsets defined by a particular superscript can be handled in exactly the same way, e.g.,
Note also that all the results (numbered (R.1)-(R.18)) are presented in a sequential way, from the most obvious to the most complex. Moreover, each derived expression usually depends on the previous ones.
Central relationships
As a starting point, the following, already known in the bag-of-paths framework [22, 34] , closed-form expressions are derived in Appendix B,
and we observe that z h tt = 1. Moreover, we have z st = z h st z tt which will be useful later. Thus, the sum of the weights of regular paths between two nodes are given by the corresponding element of the fundamental matrix (8).
Computing weights for sets of paths containing or avoiding nodes
In this section, we start with one intermediary node, then we consider two nodes, and we finally extend the results to an arbitrary number of nodes.
Path weights containing or avoiding one node
Then, expressions computing the total weight for sets of paths containing or avoiding a particular node i can be further developed for both regular and hitting paths (see Appendix B),
where we recall that indicator function δ(i ∈ ℘) = 1 when path ℘ contains node i and 0 otherwise. We observe that z (+i) st reduces to z st when i = s and when i = t, which is natural.
From Equation (R.3) (see Appendix B), we further obtain, when avoiding i, 
where z h(−i) st = 0 when i = s, as should be.Observe the similarity with (R.2), when s = t the result is also 1. Considering now the presence of node i,
and we naturally obtain z
Path weights containing or avoiding two nodes
In this section, we consider that i = j and the expressions are only valid in this situation. When this is not the case, the problem is reduced to the task of finding only one node on paths, and its solution is given in the previous section with, e.g, w P
. In Appendix B, the expressions computing the total weight on sets of paths containing or avoiding two nodes of interest i and j, for both regular and hitting paths, are derived. Main results only are summarized.
For results (R.7) and (R.8) concerning regular paths, if i = j, the problem reduces to the presence or absence of only one node, that is, to (R.3) and (R.4).
Notice that this expression is coherent when i = s, j = s, i = t and j = t as it reduces to the expression involving only one node (R.3). Three different expressions (R.8.1)-(R.8.3) can be derived for computing the next quantity.
The following results (R.9) and (R.10) for hitting paths assume that i = j = t.
If either i = t or j = t, the quantity (R.9) must be equal to 0 (the destination node t cannot be avoided). When i = j (only one node is present or absent), the Equations (R.5) and (R.6) must be used instead.
Once again, three different alternative expressions (R.9.1)-(R.9.3) can be derived from the more general result (R.9) for computing the equivalent quantity for hitting paths,
Note that the result is 1 when s = t. Finally, for node presence, we obtain
and again, this expression is coherent when i = s, j = s, i = t and j = t as it reduces to (R.6). When s = t, the result is 0.
Path weights containing or avoiding any number of nodes
Up to now, we were mainly interested in computing weights of subsets with paths containing or avoiding one or two nodes. However, it is possible to deal with subsets with higher numbers of nodes through some recurrence formulae. Let us assume we have a set of distinct nodes I, where s, t / ∈ I, and let S be a subset of I, i.e., S ⊂ I. The weight of the regular paths avoiding all nodes in S is denoted as z
, and the weight of the hitting paths avoiding all nodes in S by z
. The same convention, but with a + sign this time, is used for paths containing a set of nodes S (all nodes in S present). We would like to compute quantities like z
for the set I in function of some subsets S i of I.
First, let us compute the weights of avoiding paths. Let
Conversely, weights on sets of paths containing some predefined nodes in I can be obtained (see Appendix B) from the previously computed quantities (R.11) and (R.12) thanks to
where the summation on S ⊆ I with S = ∅ means a summation on all subsets S of I, except the empty set. Moreover, by convention, (−1) 0 = 1. Let us take an example with set I = {i, j} and regular paths. We easily obtain from (R.13)
, which corresponds to (R.8.2). It can be easily verified numerically that the obtained expression for z (+{i,j}) st provides the same results as (R.7). Note that this expression is also valid when working with hitting paths.
We now turn to the computation of related quantities involving, this time, the number of visits to some set of predefined nodes.
Computing weights of node (co)-occurrences on sets of paths
This section will derive equivalent results for the number of occurrences of nodes (and not simply the presence of the node as in the previous section) on paths of the graph. The first moments of occurrence variables of the type η(i ∈ ℘), i.e., the number of times node i is visited on path ℘, can be obtained, but in a different way than in the previous section. Indeed, most of the results of this section are calculated by taking some partial derivatives with respect to path weights, as shown in Appendix C and already exploited in [46] for the standard bag-of-paths framework (BoP) and regular paths. Note that we are not interested in paths avoiding nodes in this section as they correspond to paths with zero presence, which was covered in the previous section. We now compute the weighted number of occurrences of some nodes on the sets of regular paths P and hitting paths P h in function of the fundamental matrix. This provides, for regular paths,
Note that this expression includes the i = j case. For hitting paths, we have
and this quantity is equal to z h st when i = t.
These various quantities will now be used in order to define centrality and similarity measures on nodes, such as covariance and correlation measures.
Betweenness and association measures based on node presences and node occurrences
In this section, we will be interested in computing, in terms of the components of matrix Z, the expected value of (co-)presences of nodes on paths δ(i ∈ ℘), δ(i ∈ ℘)δ(j ∈ ℘), as well as (co-)occurrences η(i ∈ ℘), η(i ∈ ℘)η(j ∈ ℘), with respect to the generalized bag-of-paths and bag-of-hitting-paths probabilities. These quantities will allow us to compute the covariance and the correlation between node presences and node occurrences on paths. Of course, many other similarity measures can be computed from the same expressions as well, like cosine measures, etc.
First, let us calculate the weights of the set of all paths P and the set of all hitting paths P h , as these will be used as normalizing factors in order to compute our probabilities. We readily obtain from (R.1) and (R.2)
where • indicates the summation over the corresponding index. Then, recall that the probabilities of choosing a particular, regular, path ℘ (see Equation (3)) or a hitting path ℘ h (see Equation (5)) are simply
Let us now compute the quantities of interest.
Covariance and correlation for node presence
From (R.1), (R.2), (R.3), (R.6), the expectation of node presence, regarding P(℘) (regular, non-hitting, paths framework) and P h (℘ h ) (hitting paths framework), is easily obtained thanks to
where the last term is the contribution for t = i as given in (R.6). These two quantities define betweenness measures based on node presence, quantifying to which extend each node is an important intermediary with respect to the communication (along paths) between pairs of nodes [33] . Communication along short paths is usually promoted by putting more weight on them.
Similarly, from (R.7) and (R.10), the expected values of co-presence are
where
z h it and δ ij z h •i were added in order to take into account special cases where i = j. Indeed, (R.7) and (R.10) concern only the situation where i = j and must be extended in order to compute these diagonal terms.
In the first case (18) z h ij are equal to zero when i = j, we still need to handle the case i = j = t and add the corresponding contribution. In that situation, the contribution is z
, that is, (R.6 with t = i) which provides z h si . This corresponds to the last term of Equation (19) . These expected values are the building blocks needed to compute the covariance and the correlation measures between the common presence of two nodes on paths (the random variables δ(i ∈ ℘) and δ(j ∈ ℘)). This provides, for regular paths,
and the expressions for hitting-paths probabilities are similar, with ℘ replaced by ℘ h . The intuition behind these quantities is that two nodes are correlated when they often appear on the same, preferably short, paths.
Covariance and correlation for the number of occurrences of nodes
We now derive the same quantities for the number of occurrences of nodes on paths. From (R.15) and (R.17), we have for regular paths
As before, these two quantities define betweenness measures based on node occurences.
For the expected values of co-occurrences, (R.16) and (R.18) provide
which, again, allows us to compute the covariance and the correlation, but now for co-occurrences of node on paths, with
The expressions when considering hitting-paths probabilities are similar. It is well known that such covariance and correlation matrices are positive semidefinite (Gram matrices [56] ) and are therefore valid kernels on a graph (see [27, 60, 61] for kernels in general and, e.g., [19, 21] for kernels on a graph). Note that for all these formulae, computing the results for hitting paths requires an iteration over t, which is more computationally intensive than for the non-hitting case. However, in the experiments, covariance and correlation coefficients deived from hitting paths usually performed better than their nonhitting counterparts.
Case study: application to semi-supervised classification
For illustration, the accuracy of the introduced methods will be compared on semi-supervised classification tasks. But before going into the details of the experiments, let us first introduce the different similarity measures that are derived from the studied models. As already explained in the introduction (Section 1.2), our introduced measures can be interpreted as inner products in the (usually infinite-dimensional) vector space of paths in which each node x ∈ V has a coordinate φ i (x) = φ(x, ℘ i ), for paths ℘ i ∈ P which have been numbered as in Section 1.2, (℘ 1 , ℘ 2 , . . . ), so that P becomes an totally ordered set. For two arbitrary nodes x, y ∈ V, x|y = ℘i∈P φ i (x)P(℘ i )φ i (y) where φ i (x) is a function of node x and path ℘ i ; in our case, the presence of node x on path ℘ i ∈ P (φ i (x) = δ(x ∈ ℘ i )) or the number of occurrences of node x on path ℘ i (φ i (x) = η(x ∈ ℘ i )).
Using this property, we can define 8 different similarity matrices, or kernel matrices (see Table 1 ). All of these measures will be used in a semisupervised classification task, and compared to 3 state-of-the-art methods on various datasets, in order to investigate if these new kernel matrices are able to accurately capture meaningful information from the graph structure. The kernels and the semi-supervised classification technique are described in the following subsections.
But before, we have to stress that the goal in this paper is not to develop a new state-of-the-art semi-supervised method. Rather, the goal is to investigate to which extend the new kernels convey important information about the class structure of the graph in order to then be exploited in pattern recognition techniques.
Investigated kernels and method
As most of the datasets used in this section are defined from their weighted adjacency matrix A = (a ij ), thus without costs assigned to edges, we define the cost matrix simply as C = (c ij ) = (1/a ij ) [22] , therefore interpreting the elements of the adjacency matrix as conductances and costs as resistances. As in the standard bag-of-path formalism [4, 19, 22, 34, 46, 58, 75] , the weighted adjacency matrix is defined as (see Equation (13))
where P ref is the transition probabilities matrix of the natural random walk on the graph, Diag(v) is a diagonal matrix with vector v on its diagonal, e is a column vector full of 1's, • is the element-wise product, and β > 0 is a hyperparameter (the inverse temperature) which will be tuned by internal cross-validation.
Kernel matrices and their computation
The 8 different kernel matrices that will be compared to baseline methods are then defined as (see Table 1 for the definition of the acronyms)
K Ncor = (k Ncor ij ) (cor(η(i ∈ ℘), η(j ∈ ℘))) (33)
These kernels are computed and then used for classifying unlabeled nodes as explained in the next subsection.
The semi-supervised classification task
The methodology for comparing the different measures on semi-supervised tasks closely follows 2 [22] . Therefore the procedure is summarized; for a more complete description of the methods, see reference [22] , Section 7.
The simple classification method consists in extracting the five 3 dominant eigenvectors of these kernel matrices in order to use them as features in a linear support vector machine (SVM) for classification. This setting, which was also used in [22] , is inspired by the work of Zhang et al. [76, 77] as well as Tang et al. [65, 66, 67] who compute the dominant eigenvectors (a "latent space") of graph kernels or similarity matrices and then input them to a supervised classification method, such as a logistic regression or a SVM, to categorize the nodes.
Notice that these techniques based on similarities and eigenvectors extraction sometimes allow to scale to large graphs, depending on the kernel [17] .
In [22] , it was found that the potential distance provided the best results overall (using the same methodology and the same datasets as those investigated in this paper). Therefore, the 8 kernels defined above will be compared to this measure, as explained now.
Other state-of-the-art methods
In this context, the introduced covariance and correlation kernels will be compared to three state-of-the-art methods on semi-supervised classification tasks:
• The bag-of-paths potential distance [22] also known as the free energy distance [34] , which performed consistently well in previous semi-supervised tasks as shown in [22] . This distance measure is transformed into a kernel matrix with a gaussian kernel and its 5 dominant eigenvectors are used in a SVM for classification. This method is denoted here by BoPP and has one hyperparameter β.
• The modularity matrix Q = (A−Aee A/(e Ae)) [54, 55] , also performing well in semi-supervised classification tasks [65, 66, 67, 76, 77] . Once again, its dominant eigenvectors are used as features in a linear SVM. This method is denoted by Q and has no hyperparameter.
• The sum-of-similarities method [19, 47] , which is based on the regularized commute time kernel. This method differs from the previous ones, as it uses a simple label propagation technique in order to classify nodes. It is both computationally efficient and competitive in terms of accuracy [19, 47, 22] . This method is denoted by SoS and has one hyperparameter α.
Experimental settings
As already mentioned, we used the same experimental methodology as in [22] , briefly summarized here.
Datasets
The different classification methods will be compared on 14 well-known network data sets, already used in previous experimental comparisons [22] . A quick description of the datasets is provided here; for further details, see this reference.
• WebKB (4 datasets). These datasets [44] come from networks of cocitation between webpages of computer science departments of 4 different universities: webKB-texas, webKB-washington, webKB-wisconsin and webKB-cornell. Each page of these website has been labeled manually to form six different classes: course, department, faculty, project, staff and student.
• 20 Newsgroups (9 subsets). The Newsgroup dataset consists of 20.000 documents taken from 20 discussion groups of the Usenet diffusion list [43] . Nine subsets have been extracted from this data (for details, see [73, 74] ): news-2cl-1, news-2cl-2, news-2cl-3, news-3cl-1, news-3cl-2, news-3cl-3, news-5cl-1, news-5cl-2, and news-5cl-3. As their names suggest, there are different numbers of classes/topics in these datasets (e.g., news-3cl-1 contains documents from 3 different topics considered as classes). A graph structure was derived from these datasets from the term-document matrix T (t ij ), with t ij being the tf-idf value [45] of term i in document j, and the corresponding adjacency matrix is obtained by A = T T.
• IMDB . This dataset comes from the well-known Internet Movie Database [44] . Nodes represent movies and the adjacency matrix contains the number of production companies two movies have in common. There are only two labels in this dataset: box-office hit or not.
Comparisons on semi-supervised classification
The different classification methods are compared in terms of classification accuracy on semi-supervised tasks where a subset of nodes of the graph is kept unlabeled (their label is hidden to the classifier). The classification model then predicts the label of these unlabeled nodes and its prediction is compared to the true label which was hidden.
In order to reduce variance in accuracy, methods are tested by using a standard 5 × 5 nested cross-validation methodology. Each external cross-validation contains 5 folds, and methods are tested with a labelling rate of 20% (80% of the labels are hidden and then predicted by the classifier trained on the labeled 20%). To tune hyperparameters, an internal 5-fold cross-validation on the training fold is performed, by taking 4/5 of the training fold as labelled and 1/5 as unlabelled. The average accuracy obtained from the external cross-validation rounds finally provides the global accuracy of the classifier on the investigated dataset.
Concerning the hyper-parameters, the bag-of-paths type methods investigate tuning values of β = {10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10} and the sum-ofsimilarities (SoS) method α = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. For the SVM, the margin hyperparameter is tuned on the set of values c = {10 −2 , 10 −1 , 1, 10, 100}. External and internal cross-validation folds are kept identical for all methods. Table 2 reports average classification accuracies in percent for all the investigated methods on the different datasets, for labeling rates of 20%. The method performing best is highlighted in boldface for each dataset. Moreover, a simple Borda ranking of the methods is performed and shown in Table 3 . This ranking provides a score to each method equal to the sum of its rank over all the datasets, where the methods are sorted in ascending order of accuracy. Thus, the best method overall is the one showing the highest Borda score.
Results
As can be seen in these tables, the covariance matrix based on the presence of nodes on hitting paths (CovH), the correlation matrix based on the number of occurrences of nodes on hitting paths (NCorH) and the bag-of-paths free energy potential distance (BoPP) obtain the best results. Besides, the others covariance and correlation matrices (except the correlation matrix based on the Table 3 : Overall ranking of the different classification method (see Table 1 ) according to Borda s method performed across all datasets (the higher the score, the better).
presence of nodes on regular paths (Cor)) provide good results close to those obtained by the sum-of-similarities (SoS) baseline. We can also observe that the modularity matrix (Q) obtains much worse results in comparison with the other methods. However, when examining the raw results of Table 2 , it can be seen that the best method is dataset-dependent and that no obvious pattern is present.
Consequently, in order to rate globally the results of each method, a nonparametric Friedman-Nemenyi statistical test [16] allowing to make comparisons across all the datasets is investigated. At first, we run a Friedman test [25, 26] on our results. This will tell us whether at least one classification method is significantly different from the others. We obtain a p-value of 0.0162. This p-value is lower than the threshold α of 0.05 and we can reject the null hypothesis, at least at this level.
Then, we perform a multiple comparison with the Nemenyi test [16, 52] . The results of this test are illustrated in Figure 1 and are similar to those provided by the Borda ranking. The figure confirms that the CovH, the NCovH and the BoPP provide good results, which are significantly superior to the results obtained by the modularity matrix Q. As concerns the others covariance and correlation methods, we cannot say that they are significantly different from the Figure 1 : Mean ranks and 95% Nemenyi confidence intervals for the 11 methods (see Table 1) across the 14 datasets. Two methods are considered as significantly different if their confidence intervals do not overlap. The worse method (Q) and the best method (CovH) overall are highlighted.
three baseline methods (BoPP, SoS, Q). This is partly because the Friedman-Nemenyi test is rather conservative, especially when comparing many different models.
Therefore, to obtain more precise information concerning the relative performance of the methods, we decided to also perform a Wilcoxon signed-ranks tests [16, 72] for matched data with a threshold α of 0.05. These paired tests show that all the introduced covariance and correlation methods, except Cor, are significantly better than the modularity matrix Q, but not necessarily better than the two other baselines (BoPP and SoS). The test also shows that Cor obtains significantly lower performance than BoPP and NCorH. Theses results about Cor are quite unexpected and we do not have a clear explanation for this behaviour.
In summary, the experiments showed that the majority of the introduced covariance and correlation methods achieve good results in comparison with our three baselines (BoPP, SoS and Q) on the investigated datasets. However, we cannot conclude that the introduced methods perform better than the baselines BoPP and SoS: only some of these methods (CovH and NCorH) are globally better ranked than SoS. Nevertheless, we can state that they perform at least as well as these two baselines, which is already an excellent result as the free energy potential distance (BoPP) and the sum-of-similarities (SoS) showed very good performance in previous experimental comparisons both for semi-supervised classification [22] and clustering [63, 64] .
Conclusion
As a follow-up of previous work [46] , this paper derived a series of useful mathematical expressions for computing the expectation of (co-)presence and of the number of (co-)occurrences of nodes on paths sampled from a network. These quantities can then be used for defining similarity measures between nodes as well as betweenness centrality measures. Most of the derived similarity measures are positive semi-definite and can therefore be considered as kernels on a graph and used with kernel-based methods. The main intuition behind these measures is that two nodes are considered as closely related if they often cooccur on the same (preferably short) paths in the network. Experiments on semi-supervised classification have shown that the introduced quantities provide competitive results on the investigated datasets, within a clear theoretical framework.
Note that, as in [21, 38] , the different methods could easily be extended in order to provide similarity and centrality measures between groups of nodes, which is left for further work.
Another application that is left for future work is the task of embedding graphs in low-dimensional spaces [8, 78] . Indeed, such a representation can easily be deduced from our measures by applying, e.g., standard multidimensional scaling to the defined kernels. Now, the recently introduced DeepWalk technique [57] (an example of representation learning applied to graphs) and variants seem to provide accurate low-dimensional representations of the nodes of the network. Quoting [57] , "DeepWalk uses local information obtained from truncated random walks to learn latent representations by treating walks as the equivalent of sentences" (in natural language processing). This is similar in spirit to the techniques studied in this paper with an important difference: our measures are computed in closed form through matrix operations although DeepWalk uses sampled paths and a neural network to build the representation. Therefore, we plan to work on a thorough experimental comparison between representation learning based techniques and our proposed methods on semi-supervised classification and graph embedding tasks.
However, the main drawback of the introduced techniques is the fact that they require the inversion of a n × n matrix so that they do not scale well on large graphs. Thus, another interesting further work would be the study of similar co-occurrence measures, defined this time on truncated paths, such as in [59, 48] . This should allow to scale to medium to large, sparse, graphs.
Appendix: proofs of the main results
A Proof that substochastic, irreducible, matrix W verifies ρ(W) < 1
First, let us recall the definition of a substochastic matrix [49] . A substochastic matrix W = (w ij ) is an irreducible matrix which verifies
With this definition, we observe that w ij can be interpreted as transition probabilities, but as some rows do not sum to one, there exists a probability of dying in each node i equal to α i 1 − w i• ≥ 0. We can also view α i as the probabilities of jumping to an unique killing, absorbing state ω, the cemetery. Recall also that the graph is assumed to be strongly connected with the consequence that the matrix W is irreducible [49] .
In order to compute the spectral radius of such matrices, let us examine the expression λ 1 = λ 1 v 1 1 = W v 1 1 , with · 1 being the L 1 -norm and v 1 = (v 1 i ) the eigenvector associated to the Perron-Frobenius (dominant) eigenvalue λ 1 > 0 normalized to v 1 1 = 1 and v 1 i > 0, ∀i ∈ V (by the Perron-Frobenius theorem, this vector exists [37, 49] ). Thus, the eigenvalue λ 1 is the spectral radius of W. We therefore have
The last equality holds because all terms in this sum are positive. We further get
Now, observe that W (W + 1 n αe ) is a (row) stochastic matrix and v 1 is a positive vector summing to 1. Because W contains stochastic vectors on its columns, W v 1 is a convex combination of stochastic vectors providing a new stochastic vector with W v 1 1 = 1. Moreover, as at least one component of α is positive and all the components of v 1 are positive, we must have α v 1 > 0. Thus, this show that ρ(W) = λ 1 = 1−α v 1 < 1 for all substochastic irreducible matrices.
B Proofs of results of Section 3
This appendix contains the proofs of the results stated in Section 3. They are presented in a sequential way, from the most obvious to the most complex. Each result usually depends on the previous ones.
B.1 Results involving one intermediary node
(R.1). Let P st (l) be the set of all regular paths from s to t of length exactly equal to l. We easily obtain that ℘ l st ∈Pst(l) w(℘ l st ) = [W l ] st . Thus, we obtain from (8)
Observe that there is a bijection between P st and P h st • P tt . In other words, any regular path from s to t can be decomposed uniquely into a hitting sub-path from s to t, where node t is reached for the first time, followed by a regular sub-path (a cycle) connecting t to itself. We then have w(℘ st ) = w(℘ h st )w(℘ tt ) for the weight of corresponding paths. This implies that st . Indeed, any path from s to t visiting i can be decomposed uniquely into a hitting sub-path from s to i, where node i is visited for the first time, followed by a regular sub-path from i to t. Consequently, we have w(℘ st ) = w(℘ h si )w(℘ it ) for corresponding paths. Thus, can be obtained through the inclusionexclusion principle (see, e.g., [7] ) as follows. The properties that are studied are the (mutually exclusive) presence or the absence of nodes on the paths.
Observe that the total weight of the union of all sets of paths from s to t avoiding at least one node in I, i.e., w i∈I P (−i) st , can be computed by (see [7] , Eq. (6.3))
where the summation on S ⊆ I with S = ∅ means a summation on all subsets S of I, except the empty set. In the last equation, if we denote some subset S = {i 1 , i 2 , . . . , i m } (where all nodes are distinct) then the set of paths avoiding all nodes in S is P
st . Now it is clear that the set of all paths is equal to the set of paths visiting all nodes in I (the set we are interested in) union the set of paths avoiding at least one node in I (the quantity in the last equation), these two sets being disjoined. Therefore, from the additivity of weights for disjoined subsets, w P st = w P The same reasoning applies for hitting paths in order to derive (R.14).
C Proof of results of Section 3.3
First, let us define the number of occurrences of an edge (i, j) on path ℘ by η((i, j) ∈ ℘ st ). Observe that node occurrences can be computed from edge occurrences by using
where δ it is the Kronecker delta. As a matter of fact, the total number of visits will be missing one unit if the node is at the end (resp. the beginning) of the path and only outgoing (resp. ingoing) edges are counted. Notice that these expressions are also valid for hitting paths. Thus, in order to compute η(i ∈ ℘ st ), we need to compute η((i, j) ∈ ℘ st ) in function of the elements of the fundamental matrix Z. To this end, let us first prove a preliminary result.
C.1 Number of occurrences in terms of partial derivatives of path weights
From the definition of w(℘ st ) (Equation (1)),
Taking the partial derivative of this expression provides
From this last result, the following relationship holds
Taking once more the partial derivative of w(℘ st ) with respect to w kl , (k, l) = (i, j), yields This gives, for (k, l) = (i, j), η((i, j) ∈ ℘ st )η((k, l) ∈ ℘ st ) w(℘ st ) = w ij w kl ∂ 2 (w(℘ st )) ∂w kl ∂w ij . Now, proceeding in the same way for (i, j) = (k, l), we obtain from Equation (C.2)
This provides an additional term, leading to the following, more general, expression,
which is also valid when (i, j) = (k, l). Equations (C.3) and (C.6) are the first needed preliminary results. Note that these two expressions also hold for hitting paths.
C.2 Number of occurrences in terms of the fundamental matrix
From here, results for the non-hitting and hitting paths will differ. And we still need another useful result showing that for regular, non-hitting, paths, we have ∂z st ∂w ij = z si z jt , (C.7)
∂ 2 z st ∂w kl ∂w ij = z sk z li z jt + z si z jk z lt . (C.8)
These expressions are obtained by using the standard formula computing the partial derivative of a matrix inverse, ∂M −1 ∂mij = −M −1 ∂M ∂mij M −1 (details and similar approaches can be found in [22, 33, 34, 46] ). When applying this formula to the fundamental matrix Z = (I − W) −1 , ∂z st ∂w ij = e s ∂Z ∂w ij e t = −e s Z ∂(I − W) ∂w ij Ze t = e s Ze i e j Ze t = z si z jt , which is the first result (C.7). Taking once more the partial derivative provides (C.8), ∂ 2 z st ∂w kl ∂w ij = ∂(z si z jt ) ∂w kl = ∂(z si ) ∂w kl z jt + z si ∂(z jt ) ∂w kl = z sk z li z jt + z si z jk z lt .
We are now ready to prove the next results (R.15)-(R.18). 
