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UNCONDITIONALITY OF ORTHOGONAL SPLINE
SYSTEMS IN Lp
MARKUS PASSENBRUNNER
Abstract. Given any natural number k and any dense point sequence
(tn), we prove that the corresponding orthonormal spline system of order
k is an unconditional basis in reflexive Lp.
1. Introduction
In this work, we are concerned with orthonormal spline systems of arbi-
trary order k with arbitrary partitions. We let (tn)
∞
n=2 be a dense sequence
of points in the open unit interval such that each point occurs at most k
times. Moreover, define t0 := 0 and t1 := 1. Such point sequences are called
admissible. For n ≥ 2, we define S(k)n to be the space of polynomial splines
of order k with grid points (tj)
n
j=0, where the points 0 and 1 both have mul-
tiplicity k. For each n ≥ 2, the space S(k)n−1 has codimension 1 in S(k)n and,
therefore, there exists a function f
(k)
n ∈ S(k)n that is orthonormal to the space
S(k)n−1. Observe that this function f (k)n is unique up to sign. In addition, let
(f
(k)
n )1n=−k+2 be the collection of orthonormal polynomials in L
2[0, 1] such
that the degree of f
(k)
n is k + n− 2. The system of functions (f (k)n )∞n=−k+2 is
called orthonormal spline system of order k corresponding to the sequence
(tn)
∞
n=0. We will frequently omit the parameter k and write fn instead of
f
(k)
n . The purpose of this article is to prove the following
Theorem 1.1. Let k ∈ N and (tn)n≥0 be an admissible sequence of knots in
[0, 1]. Then the corresponding general orthonormal spline system of order k
is an unconditional basis in Lp[0, 1] for every 1 < p <∞.
A celebrated result of A. Shadrin [Sha01] states that the orthogonal pro-
jection operator onto the space S(k)n is bounded on L∞[0, 1] by a constant
that depends only on the spline order k. As a consequence, (fn)n≥−k+2 is a
basis in Lp[0, 1], 1 ≤ p < ∞. There are various results on the uncondition-
ality of spline systems restricting either the spline order k or the partition
(tn)n≥0. The first result in this direction is [Bocˇ75], who proves that the clas-
sical Franklin system—that is orthonormal spline systems of order 2 corre-
sponding to dyadic knots—is an unconditional basis in Lp[0, 1], 1 < p <∞.
This argument was extended in [Cie79] to prove unconditionality of or-
thonormal spline systems of arbitrary order, but still restricted to dyadic
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knots. Considerable effort has been made in the past to weaken the restric-
tion to dyadic knot sequences. In the series of papers [GK98, GS00, GK04]
this restriction was removed step-by-step for general Franklin systems, with
the final result that it was shown for each admissible point sequence (tn)n≥0
with parameter k = 2, the associated general Franklin system forms an
unconditional basis in Lp[0, 1], 1 < p < ∞. We combine the methods used
in [GS00, GK04] with some new inequalities from [PS13] to prove that or-
thonormal spline systems are unconditional in Lp[0, 1], 1 < p <∞, for any
spline order k and any admissible point sequence (tn)n≥0.
The organization of the present article is as follows. In Section 2, we
give some preliminary results concerning polynomials and splines. Section
3 develops some estimates for the orthonormal spline functions fn using the
crucial notion of associating to each function fn a characteristic interval Jn
in a delicate way. Section 4 treats a central combinatorial result concern-
ing the cardinality of indices n such that a given grid interval J can be a
characteristic interval of fn. In Section 5 we prove a few technical lemmata
used in the proof of Theorem 1.1 and Section 6 finally proves Theorem 1.1.
We remark that the results and proofs in Sections 5 and 6 follow closely
[GK04].
2. Preliminaries
Let k be a positive integer. The parameter k will always be used for
the order of the underlying polynomials or splines. We use the notation
A(t) ∼ B(t) to indicate the existence of two constants c1, c2 > 0 that depend
only on k, such that c1B(t) ≤ A(t) ≤ c2B(t) for all t, where t denotes all
implicit and explicit dependences that the expressions A and B might have.
If the constants c1, c2 depend on an additional parameter p, we write this
as A(t) ∼p B(t). Correspondingly, we use the symbols .,&,.p,&p. For a
subset E of the real line, we denote by |E| the Lebesgue measure of E and
by 1E the characteristic function of E.
First, we recall a few elementary properties of polynomials.
Proposition 2.1. Let 0 < ρ < 1. Let I be an interval and A ⊂ I be a
subset of I with |A| ≥ ρ|I|. Then, for every polynomial Q of order k on I,
max
t∈I
|Q(t)| .ρ sup
t∈A
|Q(t)| and
∫
I
|Q(t)| dt .ρ
∫
A
|Q(t)| dt.
Lemma 2.2. Let V be an open interval and f be a function satisfying∫
V
|f(t)| dt ≤ λ|V | for some λ > 0. Then, denoting by TV f the orthogonal
projection of the function f ·1V onto the space of polynomials of order k on
V ,
(2.1) ‖TV f‖2L2(V ) . λ2|V |.
Moreover,
(2.2) ‖TV f‖Lp(V ) . ‖f‖Lp(V ), 1 ≤ p ≤ ∞.
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Proof. Let lj, 0 ≤ j ≤ k − 1 be the j-th Legendre polynomial on [−1, 1]
with the normalization lj(1) = 1. It is a consequence of the integral identity
lj(x) =
1
π
∫ π
0
(
x+
√
x2 − 1 cosϕ
)j
dϕ, x ∈ C \ {−1, 1},
that lj is uniformly bounded by 1 on the interval [−1, 1]. We have the
orthogonality relation
(2.3)
∫ 1
−1
li(x)lj(x) dx =
2
2j + 1
δ(i, j), 0 ≤ i, j ≤ k − 1,
where δ(·, ·) denotes the Kronecker delta. Now let α := inf V and β :=
supV . For
lVj (x) := 2
1/2|V |−1/2lj
(2x− α− β
β − α
)
, x ∈ [α, β],
relation (2.3) still holds for the sequence (lVj )
k−1
j=0 , that is∫ β
α
lVi (x)l
V
j (x) dx =
2
2j + 1
δ(i, j), 0 ≤ i, j ≤ k − 1.
So, TV f can be represented in the form
TV f =
k−1∑
j=0
2j + 1
2
〈f, lVj 〉lVj .
Thus we obtain
‖TV f‖L2(V ) ≤
k−1∑
j=0
2j + 1
2
|〈f, lVj 〉|‖lVj ‖L2(V ) =
k−1∑
j=0
√
2j + 1
2
|〈f, lVj 〉|
≤ ‖f‖L1(V )
k−1∑
j=0
√
2j + 1
2
‖lVj ‖L∞(V ) . ‖f‖L1(V )|V |−1/2,
Now, (2.1) is a consequence of the assumption
∫
V
|f(t)| dt ≤ λ|V |. If we set
p′ = p/(p− 1), the second inequality (2.2) follows from
‖TV f‖Lp(V ) ≤
k−1∑
j=0
2j + 1
2
‖f‖Lp(V )‖lVj ‖Lp′(V )‖lVj ‖Lp(V ) . ‖f‖Lp(V ),
since ‖lVj ‖Lp(V ) . |V |1/p−1/2 for 0 ≤ j ≤ k − 1 and 1 ≤ p ≤ ∞. 
We now let
(2.4)
T = (0 = τ1 = · · · = τk < τk+1 ≤ · · · ≤ τM < τM+1 = · · · = τM+k = 1)
be a partition of [0, 1] consisting of knots of multiplicity at most k, that
means τi < τi+k for all 1 ≤ i ≤ M . Let S(k)T be the space of polynomial
splines of order k with knots T . The basis of L∞-normalized B-spline func-
tions in S(k)T is denoted by (Ni,k)Mi=1 or for short (Ni)Mi=1. Corresponding to
this basis, there exists a biorthogonal basis of S(k)T , which is denoted by
(N∗i,k)
M
i=1 or (N
∗
i )
M
i=1. Moreover, we write νi = τi+k − τi. We continue with
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recalling a few important results for B-splines Ni and their dual functions
N∗i .
Proposition 2.3. Let 1 ≤ p ≤ ∞ and g =∑Mj=1 ajNj. Then,
(2.5) |aj| . |Jj|−1/p‖g‖Lp(Jj), 1 ≤ j ≤M,
where Jj is the subinterval [τi, τi+1] of [τj , τj+k] of maximal length. Addition-
ally,
(2.6) ‖g‖p ∼
( M∑
j=1
|aj |pνj
)1/p
= ‖(ajν1/pj )Mj=1‖ℓp.
Moreover, if h =
∑M
j=1 bjN
∗
j ,
(2.7) ‖h‖p .
( M∑
j=1
|aj |pν1−pj
)1/p
= ‖(ajν1/p−1j )Mj=1‖ℓp.
The two inequalites (2.5) and (2.6) are Lemma 4.1 and Lemma 4.2 in
[DL93, Chapter 5], respectively. Inequality (2.7) is a consequence of the
celebrated result of Shadrin [Sha01], that the orthogonal projection operator
onto S(k)T is bounded on L∞ independently of T . For a deduction of (2.7)
from this result, see [Cie00, Property P.7].
The next thing to consider are estimates for the inverse of the Gram
matrix (〈Ni,k, Nj,k〉)Mi,j=1. Before we do that, we recall the concept of totally
positive matrices: Let Qm,n the set of strictly increasing sequences of m
integers from the set {1, . . . , n} and A be an n×n-matrix. For α, β ∈ Qm,n,
we denote by A[α; β] the submatrix of A consisting of the rows indexed by
α and the columns indexed by β. Furthermore we let α′ (the complement
of α) be the uniquely determined element of Qn−m,n that consists of all
integers in {1, . . . , n} not occurring in α. In addition, we use the notation
A(α; β) := A[α′; β ′].
Definition 2.4. Let A be an n× n-matrix. A is called totally positive, if
detA[α; β] ≥ 0, for α, β ∈ Qm,n, 1 ≤ m ≤ n.
The cofactor formula bij = (−1)i+j detA(j; i)/ detA for the inverse B =
(bij)
M
i,j=1 of the matrix A leads to
Proposition 2.5. Inverses B = (bij) of totally positive matrices A = (aij)
have the checkerboard property. This means that
(−1)i+jbij ≥ 0 for all i, j.
Theorem 2.6 ([dB68]). Let k ∈ N and T be an arbitrary partition of [0, 1]
as in (2.4). Then the Gram matrix A = (〈Ni,k, Nj,k〉)Mi,j=1 of the B-spline
functions is totally positive.
This theorem is a consequence of the so called basic composition formula
[Kar68, Chapter 1, Equation (2.5)] and the fact that the kernel Ni,k(x),
depending on the variables i and x, is totally positive [Kar68, Theorem 4.1,
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Chapter 10]. As a consequence, the inverse B = (bij)
M
i,j=1 of A possesses the
checkerboard property by Proposition 2.5.
Theorem 2.7 ([PS13]). Let k ∈ N, the partition T be defined as in (2.4)
and (bij)
M
i,j=1 the inverse of the Gram matrix (〈Ni,k, Nj,k〉)Mi,j=1 of B-spline
functions Ni,k of order k corresponding to the partition T . Then,
|bij | ≤ C γ
|i−j|
τmax(i,j)+k − τmin(i,j) , 1 ≤ i, j ≤M,
where the constants C > 0 and 0 < γ < 1 depend only on the spline order
k.
Let f ∈ Lp[0, 1] for some 1 ≤ p <∞. Since the orthonormal spline system
(fn)n≥−k+2 is a basis in L
p[0, 1], we can write f =
∑∞
n=−k+2 anfn. Based on
this expansion, we define the square function Sf :=
(∑∞
n=−k+2 |anfn|2
)1/2
and the maximal function Mf := supm
∣∣∑
n≤m anfn
∣∣. Moreover, given a
measurable function g, we denote by Mg the Hardy-Littlewood maximal
function of g defined as
Mg(x) := sup
I∋x
|I|−1
∫
I
|g(t)| dt,
where the supremum is taken over all intervals I containing the point x.
A corollary of Theorem 2.7 gives the following relation between M and
M:
Theorem 2.8 ([PS13]). If f ∈ L1[0, 1], we have
Mf(t) .Mf(t), t ∈ [0, 1].
3. Properties of orthogonal spline functions
This section treats the calculation and estimation of one explicit or-
thonormal spline function f
(k)
n for fixed k ∈ N and n ≥ 2 induced by the
admissible sequence (tn)
∞
n=0. Let i0 be an index with k + 1 ≤ i0 ≤ M . The
partition T is defined as follows:
T = (0 = τ1 = · · · = τk < τk+1 ≤ · · · ≤ τi0
≤ · · · ≤ τM < τM+1 = · · · = τM+k = 1),
and the partition T˜ is defined to be the same as T , but with τi0 removed.
In the same way we denote by (Ni : 1 ≤ i ≤ M) the B-spline functions
corresponding to T and by (N˜i : 1 ≤ i ≤ M −1) the B-spline functions cor-
responding to T˜ . Bo¨hm’s formula [Bo¨h80] gives us the following relationship
between Ni and N˜i:
(3.1)

N˜i(t) = Ni(t) if 1 ≤ i ≤ i0 − k − 1,
N˜i(t) =
τi0 − τi
τi+k − τiNi(t) +
τi+k+1 − τi0
τi+k+1 − τi+1Ni+1(t) if i0 − k ≤ i ≤ i0 − 1,
N˜i(t) = Ni+1(t) if i0 ≤ i ≤M − 1.
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In order to calculate the orthonormal spline function corresponding to
the partitions T˜ and T , we first determine a function g ∈ span{Ni : 1 ≤
i ≤M} such that g ⊥ N˜j for all 1 ≤ j ≤M − 1. That is, we assume that g
is of the form
g =
M∑
j=1
αjN
∗
j ,
where (N∗j : 1 ≤ j ≤ M) is the biorthogonal system to the functions
(Ni : 1 ≤ i ≤ M). In order for g to be orthogonal to N˜j, 1 ≤ j ≤ M − 1, it
has to satisfy the identities
0 = 〈g, N˜i〉 =
M∑
j=1
αj〈N∗j , N˜i〉, 1 ≤ i ≤M − 1.
Using (3.1), this implies αj = 0 if 1 ≤ i ≤ i0 − k− 1 or i0 + 1 ≤ i ≤M . For
i0 − k ≤ i ≤ i0 − 1, we have the recursion formula
(3.2) αi+1
τi+k+1 − τi0
τi+k+1 − τi+1 + αi
τi0 − τi
τi+k − τi = 0,
which determines the sequence (αj) up to a multiplicative constant. We
choose
αi0−k =
i0−1∏
ℓ=i0−k+1
τℓ+k − τi0
τℓ+k − τℓ
for symmetry reasons. This starting value and the recursion (3.2) yield the
explicit formula
(3.3)
αj = (−1)j−i0+k
( j−1∏
ℓ=i0−k+1
τi0 − τℓ
τℓ+k − τℓ
)( i0−1∏
ℓ=j+1
τℓ+k − τi0
τℓ+k − τℓ
)
, i0 − k ≤ j ≤ i0.
So, the function g is given by
g =
i0∑
j=i0−k
αjN
∗
j =
i0∑
j=i0−k
M∑
ℓ=1
αjbjℓNℓ,
where (bjℓ)
M
j,ℓ=1 is the inverse of the Gram matrix (〈Nj, Nℓ〉)Mj,ℓ=1. We remark
that the sequence (αj) alternates in sign and since the matrix (bjℓ)
M
j,ℓ=1 is
checkerboard, we see that the B-spline coefficients of g, namely
(3.4) wℓ :=
i0∑
j=i0−k
αjbjℓ, 1 ≤ ℓ ≤M,
satisfy
(3.5)
∣∣∣ i0∑
j=i0−k
αjbjℓ
∣∣∣ = i0∑
j=i0−k
|αjbjℓ|, 1 ≤ j ≤M.
In the following Definition 3.1, we assign to each orthonormal spline
function a characteristic interval that is a grid point interval [τi, τi+1] and
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lies in the proximity of the newly inserted point τi0 . We will later see that
the choice of this interval is crucial for proving important properties that are
needed for showing that the system (f
(k)
n )∞n=−k+2 is an unconditional basis
in Lp, 1 < p < ∞ for all admissible knot sequences (tn)n≥0. This approach
was already used by G. G. Gevorkyan and A. Kamont [GK04] in the proof
that general Franklin systems are unconditional in Lp, 1 < p < ∞, where
the characteristic intervals were called J-intervals. Since we give a slightly
different construction here, we name them characteristic intervals.
Definition 3.1. Let T , T˜ be as above and τi0 the new point in T that is
not present in T˜ . We define the characteristic interval J corresponding to
τi0 as follows.
(1) Let
Λ(0) := {i0 − k ≤ j ≤ i0 : |[τj , τj+k]| ≤ 2 min
i0−k≤ℓ≤i0
|[τℓ, τℓ+k]|}
be the set of all indices j for which the corresponding support of the
B-spline function Nj is approximately minimal. Observe that Λ
(0) is
nonempty.
(2) Define
Λ(1) := {j ∈ Λ(0) : |αj | = max
ℓ∈Λ(0)
|αℓ|}.
For an arbitrary, but fixed index j(0) ∈ Λ(1), set J (0) := [τj(0), τj(0)+k].
(3) The interval J (0) can now be written as the union of k grid intervals
J (0) =
k−1⋃
ℓ=0
[τj(0)+ℓ, τj(0)+ℓ+1] with j
(0) as above.
We define the characteristic interval J = J(τi0) to be one of the
above k intervals that has maximal length.
We remark that in the definition of Λ(0), we may replace the factor 2 by
any other constant C > 1. It is essential though that C > 1 in order to
obtain the following theorem which is crucial for further investigations.
Theorem 3.2. With the above definition (3.4) of wℓ for 1 ≤ ℓ ≤ M and
the index j(0) given in Definition 3.1,
(3.6) |wj(0)| & bj(0),j(0).
Before we start the proof of this theorem, we state a few remarks and
lemmata. For the choice of j(0) in Definition 3.1, we have, by construction,
the following inequalities: for all i0 − k ≤ ℓ ≤ i0 with ℓ 6= j(0),
(3.7) |αℓ| ≤ |αj(0)| or |[τℓ, τℓ+k]| > 2 min
i0−k≤s≤i0
|[τs, τs+k]|.
We recall the identity
(3.8) |αj| =
( j−1∏
ℓ=i0−k+1
τi0 − τℓ
τℓ+k − τℓ
)( i0−1∏
ℓ=j+1
τℓ+k − τi0
τℓ+k − τℓ
)
, i0 − k ≤ j ≤ i0.
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Since by (3.5),
|wj(0)| =
i0∑
j=i0−k
|αjbj,j(0)| ≥ |αj(0)||bj(0),j(0)|,
in order to show (3.6), we prove the inequality
|αj(0)| ≥ Dk > 0
with a constant Dk only depending on k. By (3.8), this inequality follows
from the more elementary inequalities
(3.9)
τi0 − τℓ & τℓ+k − τi0 , i0 − k + 1 ≤ ℓ ≤ j(0) − 1,
τℓ+k − τi0 & τi0 − τℓ, j(0) + 1 ≤ ℓ ≤ i0 − 1.
We will only prove the second line of (3.9) for all choices of j(0). The first line
of (3.9) is then proved by a similar argument. We observe that if j(0) ≥ i0−1,
then there is nothing to prove, so we assume
(3.10) j(0) ≤ i0 − 2.
Moreover, we need only show the single inequality
(3.11) τj(0)+k+1 − τi0 & τi0 − τj(0)+1,
since if we assume (3.11), for any j(0) + 1 ≤ ℓ ≤ i0 − 1,
τℓ+k − τi0 ≥ τj(0)+k+1 − τi0 & τi0 − τj(0)+1 ≥ τi0 − τℓ.
We now choose the index j to be the minimal index in the range i0 ≥
j > j(0) such that
(3.12) |αj| ≤ |αj(0)|.
If there is no such j, we set j = i0 + 1.
If j ≤ i0, we employ (3.8) to get that (3.12) is equivalent to
(3.13)
(τj+k − τj)1−δ(j,i0)
j−1∏
ℓ=j(0)∨(i0−k+1)
(τi0 − τℓ)
≤ (τj(0)+k − τj(0))1−δ(j
(0),i0−k)
j∧(i0−1)∏
ℓ=j(0)+1
(τℓ+k − τi0),
where δ(·, ·) is the Kronecker delta. Furthermore, let the index m in the
range i0 − k ≤ m ≤ i0 be such that τm+k − τm = mini0−k≤s≤i0(τs+k − τs).
Now, from the minimality of j and (3.7), we obtain the inequalities
(3.14) τℓ+k − τℓ > 2(τm+k − τm), j(0) + 1 ≤ ℓ ≤ j − 1.
Thus, by definition, the index m satisfies
(3.15) m ≤ j(0) or m ≥ j.
Lemma 3.3. In the above notation, if m ≤ j(0) and j − j(0) ≥ 2, we have
(3.11) or more precisely,
(3.16) τj(0)+k+1 − τi0 ≥ τi0 − τj(0)+1.
UNCONDITIONALITY OF ORTHOGONAL SPLINE SYSTEMS IN L
p
9
Proof. We expand the left hand side of (3.16) and write
τj(0)+k+1 − τi0 = τj(0)+k+1 − τj(0)+1 − (τi0 − τj(0)+1).
By (3.14) (observe that j − j(0) ≥ 2), we further conclude
τj(0)+k+1 − τi0 ≥ 2(τm+k − τm)− (τi0 − τj(0)+1).
Since m+ k ≥ i0 and m ≤ j(0), we obtain finally
τj(0)+k+1 − τi0 ≥ τi0 − τj(0)+1,
which is the conclusion of the lemma. 
Lemma 3.4. Let j(0), j and m be as above. If j(0) + 1 ≤ ℓ ≤ j − 1 and
m ≥ j, we have
τi0 − τℓ ≥ τℓ+1+k − τi0 .
Proof. Let j(0) + 1 ≤ ℓ ≤ j − 1. Then we obtain from (3.14)
(3.17) τi0−τℓ = τℓ+1+k−τℓ− (τℓ+1+k−τi0) ≥ 2(τm+k−τm)− (τℓ+1+k−τi0).
Since we assumed m ≥ j ≥ ℓ+1, we get m+ k ≥ ℓ+1+ k and additionally
we have m ≤ i0 by definition of m. Thus we conclude from (3.17)
τi0 − τℓ ≥ τℓ+1+k − τi0 .
Since the index ℓ was arbitrary in the range j(0) + 1 ≤ ℓ ≤ j − 1, the proof
of the lemma is completed. 
Proof of Theorem 3.2. We employ the above definition of the indices j(0), j,
and m and split our analysis in a few cases distinguishing various possibili-
ties for the parameters j(0) and j. In each case we will show (3.11).
Case 1: There is no index j > j(0) such that |αj| ≤ |αj(0)|.
In this case, (3.15) implies m ≤ j(0). Since j(0) ≤ i0 − 2 by (3.10), we apply
Lemma 3.3 to conclude the proof of (3.11).
Case 2: i0 − k + 1 ≤ j(0) < j ≤ i0 − 1.
Using the restrictions on our parameters j(0) and j, we see that (3.13) be-
comes
(τj(0)+k − τj(0))
j∏
ℓ=j(0)+1
(τℓ+k − τi0) ≥ (τj+k − τj)
j−1∏
ℓ=j(0)
(τi0 − τℓ).
This implies
τj(0)+k+1 − τi0 ≥
(τj+k − τj)(τi0 − τj(0))
τj(0)+k − τj(0)
j−1∏
ℓ=j(0)+1
τi0 − τℓ
τℓ+1+k − τi0
.
Since by definition of j(0), we have in particular τj(0)+k−τj(0) ≤ 2(τj+k−τj),
we conclude further
(3.18) τj(0)+k+1 − τi0 ≥
τi0 − τj(0)+1
2
j−1∏
ℓ=j(0)+1
τi0 − τℓ
τℓ+1+k − τi0
.
If j = j(0) + 1, the assertion (3.11) follows from (3.18), since then, the
product is empty.
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If j ≥ j(0) + 2 and m ≤ j(0), we apply Lemma 3.3 to obtain (3.11).
If j ≥ j(0)+2 and m ≥ j, we use Lemma 3.4 on the terms in the product
appearing in (3.18) to conclude (3.11).
This finishes the proof of Case 2.
Case 3: i0 − k + 1 ≤ j(0) < j = i0.
Recall that j(0) ≤ i0 − 2 = j − 2 by (3.10). If m ≤ j(0), we apply Lemma
3.3 and we are done with the proof of (3.11). So we assume m ≥ j. Since
i0 = j and m ≤ i0, we have m = j. The restrictions on the indices j(0), j
yield that condition (3.13) is nothing else than
(τj(0)+k − τj(0))
i0−1∏
ℓ=j(0)+1
(τℓ+k − τi0) ≥
i0−1∏
ℓ=j(0)
(τi0 − τℓ).
Thus, in order to show (3.11), it is enough to prove that there exists a
constant Dk > 0 only depending on k such that
(3.19)
τi0 − τj(0)
τj(0)+k − τj(0)
i0−1∏
ℓ=j(0)+2
τi0 − τℓ
τℓ+k − τi0
≥ Dk.
First observe that by Lemma 3.4,
τi0 − τj(0) ≥ τj(0)+k+2 − τi0 ≥ τj(0)+k − τi0 .
Inserting this inequality in (3.19) and applying Lemma (3.4) directly to the
terms in the product, we obtain the assertion (3.19).
Case 4: i0 − k = j(0) < j = i0.
We have j(0) ≤ i0−2 by (3.10). If m ≤ j(0), just apply Lemma 3.3 to obtain
(3.11). Thus we assume m ≥ j. Since i0 = j and m ≤ i0, we have m = j.
The restrictions on the indices j(0), j yield that condition (3.13) takes the
form
i0−1∏
ℓ=i0−k+1
(τℓ+k − τi0) ≥
i0−1∏
ℓ=i0−k+1
(τi0 − τℓ).
Thus, in order to show (3.11), it is enough to prove that there exists a
constant Dk > 0 only depending on k such that
i0−1∏
ℓ=i0−k+2
τi0 − τℓ
τℓ+k − τi0
≥ Dk.
But this is a consequence of Lemma 3.4, finishing the proof of Case 4.
Case 5: i0 − k = j(0) < j ≤ i0 − 1.
In this case, (3.11) becomes
(3.20) τi0+1 − τi0 & τi0 − τi0−k+1.
and (3.13) is nothing else than
(3.21)
j∏
ℓ=i0−k+1
(τℓ+k − τi0) ≥ (τj+k − τj)
j−1∏
ℓ=i0−k+1
(τi0 − τℓ).
For j = i0 − k + 1, (3.20) is implied very easily from (3.21). If we assume
j − j(0) ≥ 2 and m ≤ j(0), we just apply Lemma 3.3 to obtain (3.11). If
UNCONDITIONALITY OF ORTHOGONAL SPLINE SYSTEMS IN L
p
11
j − j(0) ≥ 2 and m ≥ j, showing (3.20) is equivalent to the existence of a
constant Dk > 0 only depending on k such that
(τj+k − τj)
∏j−1
ℓ=i0−k+2
(τi0 − τℓ)∏j
ℓ=i0−k+2
(τℓ+k − τi0)
≥ Dk.
This follows from the obvious inequality τj+k − τj ≥ τj+k − τi0 and from
Lemma 3.4. Thus, the proof of Case 5 is completed, thereby concluding the
proof of Theorem 3.2. 
We will use this result to prove lemmata connecting the Lp norm of the
function g and the corresponding characteristic interval J . Before we start,
we need another simple
Lemma 3.5. Let C = (cij)
n
i,j=1 be a symmetric positive definite matrix.
Then, for (dij)
n
i,j=1 = C
−1 we have
c−1ii ≤ dii, 1 ≤ i ≤ n.
Proof. Since C is symmetric, C is diagonalizable and we have
C = SΛST ,
for some orthogonal matrix S = (sij)
n
i,j=1 and for the diagonal matrix Λ
consisting of the eigenvalues λ1, . . . , λn of C. These eigenvalues are positive,
since C is positive definite. Clearly,
C−1 = SΛ−1ST .
Let i be an arbitrary integer in the range 1 ≤ i ≤ n. Then,
cii =
n∑
ℓ=1
s2iℓλℓ and dii =
n∑
ℓ=1
s2iℓλ
−1
ℓ .
Since
∑n
ℓ=1 s
2
iℓ = 1 and the function x 7→ x−1 is convex on (0,∞), we
conclude by Jensen’s inequality
c−1ii =
( n∑
ℓ=1
s2iℓλℓ
)−1 ≤ n∑
ℓ=1
s2iℓλ
−1
ℓ = dii,
and thus the assertion of the lemma. 
Lemma 3.6. Let T , T˜ be as above and g =∑Mj=1wjNj be the function in
span{Ni : 1 ≤ i ≤ M} that is orthogonal to every N˜i, 1 ≤ i ≤ M − 1,
with (wj)
M
j=1 given in (3.4). Moreover, let ϕ = g/‖g‖2 be the L2-normalized
orthogonal spline function corresponding to the mesh point τi0. Then,
‖ϕ‖Lp(J) ∼ ‖ϕ‖p ∼ |J |1/p−1/2, 1 ≤ p ≤ ∞,
where J is the characteristic interval associated to the point τi0 given in
Definition 3.1.
Proof. As a consequence of inequality (2.5) in Proposition 2.3, we get
(3.22) ‖g‖Lp(J) & |J |1/p|wj(0)|.
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By Theorem 3.2, |wj(0)| & bj(0),j(0), where we recall that (bij)Mi,j=1 is the in-
verse of the Gram matrix (aij)
M
i,j=1 = (〈Ni, Nj〉)Mi,j=1. Now we invoke Lemma
3.5 and identity (2.6) of Proposition 2.3 to conclude from (3.22)
‖g‖Lp(J) & |J |1/pbj(0),j(0) ≥ |J |1/pa−1j(0),j(0)
= |J |1/p‖Nj(0)‖−22 & |J |1/pν−1j(0)
Since, by construction, J is the maximal subinterval of J (0) and there are
exactly k subintervals of J (0), we finally get
(3.23) ‖g‖Lp(J) & |J |1/p−1.
On the other hand, g =
∑i0
j=i0−k
αjN
∗
j , so we use equation (2.7) of Propo-
sition 2.3 to obtain
‖g‖p .
( i0∑
j=i0−k
|αj|pν1−pj
)1/p
.
Since |αj| ≤ 1 for all j and νj(0) is minimal (up to the factor 2) among the
values νj , i0 − k ≤ j ≤ i0, we can estimate this further by
‖g‖p . ν1/p−1j(0) .
We now use the inequality |J | ≤ νj(0) = |J (0)| from the construction of J to
get
(3.24) ‖g‖p . |J |1/p−1
The assertion of the lemma now follows from the two inequalites (3.23) and
(3.24) after renormalization. 
By dT (x) we denote the number of points in T between x and J counting
endpoints of J . Correspondingly, for an interval V ⊂ [0, 1], by dT (V ) we
denote the number of points in T between V and J counting endpoints of
both J and V .
Lemma 3.7. Let T , T˜ be as above and g = ∑Mj=1wjNj be orthogonal to
every N˜i, 1 ≤ i ≤ M−1, with (wj)Mj=1 as in (3.4). Moreover, let ϕ = g/‖g‖2
be the normalized orthogonal spline function corresponding to τi0 and γ < 1
the constant from Theorem 2.7 depending only on the spline order k. Then
we have
(3.25) |wj| . γ
dT (τj)
|J |+ dist(suppNj , J) + νj for all 1 ≤ j ≤M.
Moreover, if x < inf J , we have
(3.26) ‖ϕ‖Lp(0,x) . γ
dT (x)|J |1/2
(|J |+ dist(x, J))1−1/p , 1 ≤ p ≤ ∞.
Similarly, for x > sup J ,
(3.27) ‖ϕ‖Lp(x,1) . γ
dT (x)|J |1/2
(|J |+ dist(x, J))1−1/p , 1 ≤ p ≤ ∞.
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Proof. We begin with showing (3.25). By definition of wj and αℓ (see (3.4)
and (3.3)), we have
|wj| . max
i0−k≤ℓ≤i0
|bjℓ|.
Now we invoke Theorem 2.7 to deduce
(3.28)
|wj| . maxi0−k≤ℓ≤i0 γ
|ℓ−j|
mini0−k≤ℓ≤i0(τmax(ℓ,j)+k − τmin(ℓ,j))
.
γdT (τj)
mini0−k≤ℓ≤i0(τmax(ℓ,j)+k − τmin(ℓ,j))
,
where the second inequality follows from the location of J in the interval
[τi0−k, τi0+k]. It remains to estimate the minimum in the denominator of this
expression. Let ℓ be an arbitrary natural number in the range i0−k ≤ ℓ ≤ i0.
First we observe
(3.29) τmax(ℓ,j)+k − τmin(ℓ,j) ≥ τj+k − τj = | suppNj | = νj .
Moreover, by definition of J ,
(3.30) τmax(ℓ,j)+k − τmin(ℓ,j) ≥ min
i0−k≤r≤i0
(τr+k − τr) ≥ |J (0)|/2 ≥ |J |/2.
If now j ≥ ℓ,
(3.31) τmax(ℓ,j)+k− τmin(ℓ,j) = τj+k− τℓ ≥ τj+k− τi0 ≥ max(τj − sup J (0), 0),
since τi0 ≤ sup J (0). But max(τj − sup J (0), 0) = d([τj, τj+k], J (0)) due to the
fact that inf J (0) ≤ τi0 ≤ τℓ+k ≤ τj+k for the current choice of j. Additionally,
d([τj, τj+k], J) ≤ |J (0)|+ d([τj , τj+k], J (0)). So, as a consequence of (3.31),
(3.32) τmax(ℓ,j)+k − τmin(ℓ,j) ≥ d([τj , τj+k], J)− |J (0)|.
An analogous calculation proves (3.32) also in the case j ≤ ℓ. We now
combine our inequality (3.28) with (3.29), (3.30) and (3.32) to obtain the
assertion (3.25).
We now consider the integral
( ∫ x
0
|g(t)|p dt)1/p for x < inf J . The anal-
ogous estimate (3.27) follows from a similar argument. Let τs be the first
grid point in T to the right of x and observe that that suppNr ∩ [0, τs) = ∅
for r ≥ s. Then we get
‖g‖Lp(0,x) ≤ ‖g‖Lp(0,τs) ≤
∥∥∥ s−1∑
i=1
wiNi
∥∥∥
p
.
By (2.6) of Proposition 2.3, we conclude further
‖g‖Lp(0,x) ≤
∥∥(wiν1/pi )s−1i=1∥∥ℓp.
We now use (3.25) for wi and get
‖g‖Lp(0,x) .
∥∥∥( γdT (τi)ν1/pi|J |+ dist(suppNi, J) + νi
)s−1
i=1
∥∥∥
ℓp
.
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Since νi ≤ |J |+dist(suppNi, J)+νi for all 1 ≤ i ≤ M and dist(suppNi, J)+
νi ≥ dist(x, J) for all 1 ≤ i ≤ s− 1, we estimate the last display further to
get
‖g‖Lp(0,x) .
(|J |+ dist(x, J))−1+1/p‖(γdT (τi))s−1i=1‖ℓp.
This ℓp-norm is a geometric sum and the biggest term is γdT (x), so we obtain
‖g‖Lp(0,x) . γ
dT (x)
(|J |+ dist(x, J))1−1/p .
This concludes the proof of the lemma, since we have seen in the proof of
Lemma 3.6 that ‖g‖2 ∼ |J |−1/2. 
Remark 3.8. Analogously we obtain the inequality
sup
τj−1≤t≤τj
|ϕ(t)| . max
j−k≤i≤j−1
γdT (τi)|J |1/2
|J |+ dist(suppNi, J) + νi
.
γdT (τj )|J |1/2
|J |+ dist(J, [τj−1, τj ]) + |[τj−1, τj]| ,
since for all integers i with j − k ≤ i ≤ j − 1 we have [τj−1, τj] ⊂ suppNi.
4. Combinatorics of characteristic intervals
Let (tn)
∞
n=0 be an admissible sequence of points and (fn)
∞
n=−k+2 the corre-
sponding orthonormal spline functions of order k. For n ≥ 2, the associated
partitions Tn to fn are defined to consist of the grid points (tj)nj=0, the knots
t0 = 0 and t1 = 1 having both multiplicity k in Tn. If n ≥ 2, we denote
by J
(0)
n and Jn the characteristic intervals J
(0) and J from Definition 3.1
associated to the new grid point tn. If n is in the range −k + 2 ≤ n ≤ 1,
we additionally set Jn := [0, 1]. For any x ∈ [0, 1], we define dn(x) to be the
number of grid points in Tn between x and Jn counting endpoints of Jn.
Moreover, for a subinterval V of [0, 1], we denote by dn(V ) the number of
knots in Tn between V and Jn counting endpoints of both V and Jn. Finally,
if Tn is of the form
Tn = (0 = τn,1 = · · · = τn,k < τn,k+1 ≤
≤ · · · ≤ τn,n+k−1 < τn,n+k = · · · = τn,n+2k−1 = 1),
and if tn = τn,i0 , then we denote by t
+ℓ
n the point τn,i0+ℓ.
For the proof of the central Lemma 4.2 of this section, we need the
combinatorial Lemma of Erdo˝s and Szekeres:
Lemma 4.1 (Erdo˝s-Szekeres). Let n be an integer. Every sequence (x1, . . . ,
x(n−1)2+1) of length (n− 1)2 + 1 contains a monotone sequence of length n.
We now use this result to prove a lemma about the combinatorics of
characteristic intervals Jn:
Lemma 4.2. Let x, y ∈ (tn)∞n=0 such that x < y and 0 ≤ β ≤ 1/2. Then
there exists a constant Fk only depending on k such that
N0 := card{n : Jn ⊆ [x, y], |Jn| ≥ (1− β)|[x, y]|} ≤ Fk,
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where cardE denotes the cardinality of the set E.
Proof. Let N0 be defined as above. If n is an index such that Jn ⊆ [x, y] and
|Jn| ≥ (1 − β)|[x, y]|, then, by definition of Jn, we have tn ∈ [0, (1 − β)x+
βy] ∪ [βx + (1 − β)y, 1]. Thus, by the pigeon hole principle, in one of the
two sets [0, (1− β)x+ βy] and [βx+ (1− β)y, 1], there are at least
N1 :=
⌊N0 − 1
2
⌋
+ 1
indices n with Jn ⊂ [x, y] and |Jn| ≥ (1− β)|[x, y]|. Assume without loss of
generality that this set is [βx+(1−β)y, 1]. Now, let (ni)N1i=1 be an increasing
sequence of indices such that tni ∈ [βx + (1 − β)y, 1] and Jni ⊂ [x, y],
|Jni| ≥ (1 − β)|[x, y]| for every 1 ≤ i ≤ N1. Observe that for such i, Jni is
to the left of tni. By the Erdo˝s-Szekeres-Lemma 4.1, the sequence (tni)
N1
i=1
contains a monotone subsequence (tmi)
N2
i=1 of length
N2 := ⌊
√
N1 − 1⌋ + 1.
If (tmi)
N2
i=1 is increasing, we obtain that N2 ≤ k. Indeed, if N2 ≥ k +
1, there are at least k points (namely tm1 , . . . , tmk) in the sequence Tmk+1
between inf Jmk+1 and tmk+1 . This is in conflict with the location of Jmk+1 .
If (tmi)
N2
i=1 is decreasing, we let
s1 ≤ · · · ≤ sL
be an enumeration of the elements in the sequence Tm1 such that inf Jm1 ≤
s ≤ tm1 . By definition of Jm1 , we obtain that L ≤ k + 1. Thus, there are at
most k intervals [sℓ, sℓ+1], 1 ≤ ℓ ≤ L− 1, contained in [inf Jm1 , tm1 ]. Again,
by the pigeon hole principle, there exists one index 1 ≤ ℓ ≤ L− 1 such that
the interval [sℓ, sℓ+1] contains (at least)
N3 :=
⌊N2 − 1
k
⌋
+ 1
points of the sequence (tmi)
N2
i=1. Let (tri)
N3
i=1 be a subsequence of length N3
of such points. Furthermore, define
N4 :=
⌊N3
k
⌋
.
Since (tri)
N3
i=1 is decreasing, we have a quantity of N4 disjoint intervals
Iµ := (trµ·k , t
+k
rµ·k
) ⊆ [sℓ, sℓ+1], 1 ≤ µ ≤ N4.
Consequently, there exists (at least) one index µ such that
|Iµ| ≤ |[sℓ, sℓ+1]|
N4
.
We next observe that the definition of Jm1 yields
|Jm1| ≥ |[sℓ, sℓ+1]|.
We thus get
(4.1)
|J (0)rµ·k | ≥ |Jrµ·k | ≥ (1− β)|[x, y]| ≥ (1− β)|Jm1|
≥ (1− β)|[sℓ, sℓ+1]| ≥ (1− β)N4|Iµ|.
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On the other hand, the construction of J
(0)
rµ·k implies in particular
(4.2) |J (0)rµ·k | ≤ 2(t+krµ·k − trµ·k) = 2|Iµ|.
The inequalities (4.1) and (4.2) imply N4 ≤ 2/(1 − β) ≤ 4. Since the
definition of N4 involves only k, this proves the assertion of the lemma. 
5. Technical estimates
Lemma 5.1. Let f =
∑∞
n=−k+2 anfn and V be an open subinterval of [0, 1].
Then, ∫
V c
∑
j∈Γ
|ajfj(t)| dt .
∫
V
(∑
j∈Γ
|ajfj(t)|2
)1/2
dt,(5.1)
where
Γ := {j : Jj ⊂ V and − k + 2 ≤ j <∞}.
Proof. First, assume that |V | = 1. Then (5.1) holds trivially. In the follow-
ing, we assume that |V | < 1. We define x := inf V , y := supV and fix an
index n ∈ Γ. Observe that in this case, the definition of Γ implies n ≥ 2,
since Jj = [0, 1] for −k + 2 ≤ j ≤ 1. We only estimate the integral in (5.1)
over the interval [y, 1]. The integral over [0, x] is estimated similarly. Lemma
3.7 implies ∫ 1
y
|fn(t)| dt . γdn(y)|Jn|1/2.
Applying Lemma 3.6 yields
(5.2)
∫ 1
y
|fn(t)| dt . γdn(y)
∫
Jn
|fn(t)| dt.
Now choose β = 1/4 and let Jβn be the unique closed interval that satisfies
|Jβn | = β|Jn| and inf Jβn = inf Jn.
Since fn is a polynomial of order k on the interval Jn, we apply Proposition
2.1 to (5.2) and estimate further
(5.3)∫ 1
y
|anfn(t)| dt . γdn(y)
∫
Jβn
|anfn(t)| dt ≤ γdn(y)
∫
Jβn
(∑
j∈Γ
|ajfj(t)|2
)1/2
dt
Define Γs := {j ∈ Γ : dj(y) = s} for s ≥ 0. For fixed s ≥ 0 and j1, j2 ∈ Γs,
we have either
Jj1 ∩ Jj2 = ∅ or sup Jj1 = sup Jj2.
So, Lemma 4.2 implies that there exists a constant Fk only depending on
k, such that each point t ∈ V belongs to at most Fk intervals Jβj , j ∈ Γs.
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Thus, summing over j ∈ Γs, we get from (5.3)∑
j∈Γs
∫ 1
y
|ajfj(t)| dt .
∑
j∈Γs
γs
∫
Jβj
(∑
ℓ∈Γ
|aℓfℓ(t)|2
)1/2
dt
. γs
∫
V
(∑
ℓ∈Γ
|aℓfℓ(t)|2
)1/2
dt.
Finally, we sum over s ≥ 0 to obtain inequality (5.1). 
Let g be a real-valued function defined on the closed unit interval. In
the following, we denote by [g > λ] the set {x ∈ [0, 1] : g(x) > λ} for any
number λ > 0.
Lemma 5.2. Let f =
∑∞
n=−k+2 anfn with only finitely many nonzero coef-
ficients an, λ > 0, r < 1 and
Eλ = [Sf > λ], Bλ,r = [M1Eλ > r].
Then we have
Eλ ⊂ Bλ,r.
Proof. Let t ∈ Eλ be fixed. The square function Sf =
(∑∞
n=−k+2 |anfn|2
)1/2
is continuous except possibly at finitely many grid points, where Sf is at
least continuous from the right. As a consequence, for t ∈ Eλ, there exists
an interval I ⊂ Eλ such that t ∈ I. This implies the following estimate:
(M1Eλ)(t) = sup
t∋U
|U |−1
∫
U
1Eλ(x) dx
= sup
t∋U
|Eλ ∩ U |
|U | ≥
|Eλ ∩ I|
|I| =
|I|
|I| = 1 > r.
The above inequality shows t ∈ Bλ,r, proving the lemma. 
Lemma 5.3. Let f =
∑∞
n=−k+2 anfn with only finitely many nonzero coef-
ficients an, λ > 0 and r < 1. Then we define
Eλ := [Sf > λ], Bλ,r := [M1Eλ > r].
If
Λ = {n : Jn 6⊂ Bλ,r and − k + 2 ≤ n <∞} and g =
∑
n∈Λ
anfn,
we have
(5.4)
∫
Eλ
Sg(t)2 dt .r
∫
Ec
λ
Sg(t)2 dt.
Proof. First, we observe that in the case Bλ,r = [0, 1], the index set Λ is
empty and thus, (5.4) holds trivially. So let us assume Bλ,r 6= [0, 1]. Then,
we start the proof of (5.4) with an application of Lemma 3.6 (for n ≥ 2)
and the fact that Jn = [0, 1] for n ≤ 1 to obtain∫
Eλ
Sg(t)2 dt =
∑
n∈Λ
∫
Eλ
|anfn(t)|2 dt .
∑
n∈Λ
∫
Jn
|anfn(t)|2 dt.
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We split the latter expression into the parts
I1 :=
∑
n∈Λ
∫
Jn∩Ecλ
|anfn(t)|2 dt, I2 :=
∑
n∈Λ
∫
Jn∩Eλ
|anfn(t)|2 dt.
For I1, we clearly have
(5.5) I1 ≤
∑
n∈Λ
∫
Ec
λ
|anfn(t)|2 dt =
∫
Ec
λ
Sg(t)2 dt.
It remains to estimate I2. First we observe that by Lemma 5.2, Eλ ⊂ Bλ,r.
Since the set Bλ,r = [M1Eλ > r] is open in [0, 1], we decompose it into a
countable collection of disjoint open subintervals (Vj)
∞
j=1 of [0, 1]. Utilizing
this decomposition, we estimate
(5.6) I2 ≤
∑
n∈Λ
∑
j:|Jn∩Vj |>0
∫
Jn∩Vj
|anfn(t)|2 dt.
If the indices n and j are such that n ∈ Λ and |Jn ∩ Vj| > 0, then, by
definition of Λ, Jn is an interval containing at least one endpoint x ∈
{inf Vj , supVj} of Vj for which
M1Eλ(x) ≤ r.
This implies
|Eλ∩Jn∩Vj | ≤ r|Jn∩Vj | or equivalently |Ecλ∩Jn∩Vj | ≥ (1−r)|Jn∩Vj |.
Using this inequality and that |fn|2 is a polynomial of order 2k − 1 on Jn
allows us to use Proposition 2.1 to conclude from (5.6)
I2 .r
∑
n∈Λ
∑
j:|Jn∩Vj |>0
∫
Ec
λ
∩Jn∩Vj
|anfn(t)|2 dt
≤
∑
n∈Λ
∫
Ec
λ
∩Jn∩Bλ,r
|anfn(t)|2 dt
≤
∑
n∈Λ
∫
Ec
λ
|anfn(t)|2 dt =
∫
Ec
λ
Sg(t)2 dt,
The latter inequality combined with (5.5) completes the proof the lemma.

Lemma 5.4. Let V be an open subinterval of [0, 1], x := inf V , y := supV
and f =
∑∞
n=−k+2 anfn ∈ Lp[0, 1] for 1 < p < 2 with supp f ⊂ V . Let R > 1
be an arbitrary number satisfying Rγ < 1 with the constant γ from Theorem
2.7. Then,
(5.7)
∞∑
n=n(V )
Rpdn(V )|an|p‖fn‖pLp(V˜ c) .p,R ‖f‖
p
p,
where n(V ) = min{n : Tn ∩ V 6= ∅} and V˜ = (x˜, y˜) with x˜ = x − 2|V | and
y˜ = y + 2|V |.
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Proof. First observe that V˜ c = [0, x˜] ∪ [y˜, 1]. We estimate only the part
corresponding to the interval [0, x˜] and assume that x˜ > 0. The other part
is treated analogously.
Let m ≥ 0 and define
(5.8) Tm := {n ∈ N : n ≥ n(V ), card{i ≤ n : x˜ ≤ ti ≤ x} = m},
where cardE is the cardinality of a set E. We remark that the index set Tm
is finite, since the sequence (tn)
∞
n=0 is dense in the unit interval [0, 1].
We now split the index set Tm further into the following six subcollec-
tions.
T (1)m = {n ∈ Tm : Jn ⊂ [x˜, x]},
T (2)m = {n ∈ Tm : x˜ ∈ Jn, |Jn ∩ [x˜, x]| ≥ |V |, Jn 6⊂ [x˜, x]},
T (3)m = {n ∈ Tm : Jn ⊂ [0, x˜] or(
x˜ ∈ Jn with |Jn ∩ [x˜, x]| ≤ |V | and Jn 6⊂ [x˜, x]
)},
T (4)m = {n ∈ Tm : x ∈ Jn, |Jn ∩ [x˜, x]| ≥ |V |, Jn 6⊂ [x˜, x]},
T (5)m = {n ∈ Tm : Jn ⊂ [x, y˜] or(
x ∈ Jn with |Jn ∩ [x˜, x]| ≤ |V | and Jn 6⊂ [x˜, x]
)},
T (6)m = {n ∈ Tm : Jn ⊂ [y˜, 1] or
(
y˜ ∈ Jn with Jn 6⊂ [x, y˜]
)}.
We treat each of these index sets separately. Before we begin examining
sums like in (5.7) where n is restricted to one of the above index sets, we
note that for all n we have by definition of an = 〈f, fn〉 and the support
assumption on f
(5.9) |an|p ≤
∫
V
|f(t)|p dt ·
(∫
V
|fn(t)|p′ dt
)p−1
,
where p′ = p/(p− 1) denotes the conjugate Ho¨lder exponent to p.
Case 1: n ∈ T (1)m = {n ∈ Tm : Jn ⊂ [x˜, x]}.
Let T˜
(1)
m := T
(1)
m \ {minT (1)m }. By definition, the interval Jn is at most k − 1
grid points in Tn away from tn. Since the number m of grid points between
x˜ and x is constant for all n ∈ Tm, there are only 2(k−1) possibilities for Jn
with n ∈ T˜ (1)m . By Lemma 4.2, applied with β = 0, every Jn is characteristic
interval of at most Fk points tm and thus,
(5.10) cardT (1)m ≤ 2(k − 1)Fk + 1.
By Lemma 3.7 and Lemma 3.6 respectively,
(5.11)
∫ x˜
0
|fn(t)|p dt . γpdn(x˜)‖fn‖pp and
∫
V
|fn(t)|p′ dt . γp′dn(V )‖fn‖p′p′
for n ∈ T (1)m . Furthermore, dn(x˜) + dn(V ) = m by definition of dn, the
location of Jn and the fact that n ∈ T (1)m . So, using (5.9), (5.11) and Lemma
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3.6 respectively,
∑
n∈T
(1)
m
Rpdn(V )|an|p
∫ x˜
0
|fn(t)|p dt
≤
∑
n∈T
(1)
m
Rpdn(V )
∫
V
|f(t)|p dt ·
(∫
V
|fn(t)|p′ dt
)p−1 ∫ x˜
0
|fn(t)|p dt
.
∑
n∈T
(1)
m
Rpdn(V )γp(dn(x˜)+dn(V ))‖fn‖pp‖fn‖pp′
∫
V
|f(t)|p dt
.
∑
n∈T
(1)
m
(Rγ)pm
∫
V
|f(t)|p dt.
Finally, we employ (5.10) to obtain
(5.12)
∑
n∈T
(1)
m
Rpdn(V )|an|p
∫ x˜
0
|fn(t)|p dt . (Rγ)pm
∫
V
|f(t)|p dt,
which concludes the proof of Case 1.
Case 2: n ∈ T (2)m = {n ∈ Tm : x˜ ∈ Jn, |Jn ∩ [x˜, x]| ≥ |V |, Jn 6⊂ [x˜, x]}.
In this case we have dn(V ) = m and thus Lemma 3.7 implies∫
V
|fn(t)|p′ dt ≤ ‖fn‖p′L∞(V )|V | . γp
′m|Jn|−p′/2|V |.
So we use (5.9) and this estimate and to obtain
|an|p‖fn‖pp ≤
∫
V
|f(t)|p dt ·
(∫
V
|fn(t)|p′ dt
)p−1
‖fn‖pp
.
∫
V
|f(t)|p dt · γpm|Jn|−p/2|V |p−1‖fn‖pp.
We continue and employ Lemma 3.6 to get further
(5.13)
|an|p‖fn‖pp . γpm|Jn|−p/2+1−p/2|V |p−1
∫
V
|f(t)|p dt
≤ γpm|Jn|1−p|V |p−1‖f‖pp.
If n0 < n1 < · · · < ns is an enumeration of all elements in T (2)m , we have by
definition of T
(2)
m
Jn0 ⊃ Jn1 ⊃ · · · ⊃ Jns and |Jns| ≥ |V |.
Thus, Lemma 4.2 and the fact that 1 < p < 2 imply
(5.14)
∑
n∈T
(2)
m
|Jn|1−p ∼p |Jns|1−p ≤ |V |1−p
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We finally use (5.13) and (5.14) to conclude
(5.15)
∑
n∈T
(2)
m
Rpdn(V )|an|p‖fn‖pp . (Rγ)pm|V |p−1‖f‖pp
∑
n∈T
(2)
m
|Jn|1−p
.p (Rγ)
pm‖f‖pp.
Case 3: n ∈ T (3)m = {n ∈ Tm : Jn ⊂ [0, x˜] or
(
x˜ ∈ Jn with |Jn ∩ [x˜, x]| ≤
|V | and Jn 6⊂ [x˜, x]
)}.
For n ∈ T (3)m , we denote by the finite sequence (xi)mi=1 the points in
Tn ∩ [x˜, x] in increasing order and counting multiplicities. If there exists an
index n ∈ T (3)m such that x1 is the right endpoint of Jn and x˜ ∈ Jn, we define
x∗ := x1. If not, we set x
∗ := x˜. By definition of T
(3)
m and x∗, we have
(5.16) |V | ≤ |[x∗, x]| ≤ 2|V |.
Furthermore, for all n ∈ T (3)m ,
Jn ⊂ [0, x∗] and |[x∗, x] ∩ Tn| = m.
Moreover,
(5.17) m+ dn(x
∗)− k ≤ dn(V ) ≤ m+ dn(x∗),
where the exact value of dn(V ) depends on the multiplicity of x
∗ in Tn
(which cannot exceed k). By Lemma 3.7 and (5.17) we have
sup
t∈V
|fn(t)| . γm+dn(x∗) |Jn|
1/2
|Jn|+ dist(x, Jn) .
We use this inequality to get
(5.18)
∫
V
|fn(t)|p′ dt . |V | · γp′(m+dn(x∗)) |Jn|
p′/2
(|Jn|+ dist(x, Jn))p′ .
Employing (5.9), (5.18) and Lemma 3.6 respectively,
Rpdn(V )|an|p‖fn‖pp
≤ Rpdn(V )
∫
V
|f(t)|p dt ·
(∫
V
|fn(t)|p′ dt
)p−1
‖fn‖pp
. Rpdn(V )‖f‖pp|V |p−1γp(m+dn(x
∗)) |Jn|p/2
(|Jn|+ dist(x, Jn))p‖fn‖
p
p
. Rpdn(V )‖f‖pp|V |p−1γp(m+dn(x
∗)) |Jn|
(|Jn|+ dist(x, Jn))p .
Inequality (5.17) then yields
(5.19) Rpdn(V )|an|p‖fn‖pp ≤ (Rγ)p(m+dn(x
∗))‖f‖pp|V |p−1
|Jn|
(|Jn|+ dist(x, Jn))p .
We now have to sum this inequality. In order to do this we split our analysis
depending on the value of dn(x
∗). For fixed j ∈ N0 we view n ∈ T (3)m with
dn(x
∗) = j. Let β = 1/4, then, by Lemma 4.2, each point t (which is not a
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grid point) belongs to at most Fk intervals J
β
n with n ∈ T (3)m and dn(x∗) = j.
Here Jβn is the unique closed interval that satisfies the requirements
|Jβn | = β|Jn| and inf Jβn = inf Jn.
Furthermore, for t ∈ Jn, we have
|Jn|+ dist(x, Jn) ≥ x− t.
These facts allow us to estimate∑
n∈T
(3)
m
dn(x∗)=j
|Jn||V |p−1
(|Jn|+ dist(x, Jn))p ≤ β
−1
∑
n∈T
(3)
m
dn(x∗)=j
∫
Jβn
|V |p−1
(x− t)p dt
≤ Fk
β
|V |p−1
∫ x∗
−∞
(x− t)−p dt
.p
|V |p−1
(x− x∗)p−1 ≤ 1,
where in the last step we used (5.16). Combining (5.19) and the latter and
summing over j (here we use the fact that Rγ < 1), we arrive at
(5.20)
∑
n∈T
(3)
m
Rpdn(V )|an|p‖fn‖pp .p,R (Rγ)pm‖f‖pp.
Case 4: n ∈ T (4)m = {n ∈ Tm : x ∈ Jn, |Jn ∩ [x˜, x]| ≥ |V |, Jn 6⊂ [x˜, x]}.
We can ignore the cases (m = 0) or (m = 1 and [x˜, x] ∩ Tn = {x}) since
these are settled in Case 2. We thus define T˜
(4)
m as the set of all remaining
indices from T
(4)
m . Let n ∈ T˜ (4)m . Then the definition of T (4)m implies
(5.21) dn(V ) = dn([x, y]) = 0.
Moreover, there exists at least one point of Tn in V (since n ≥ n(V ) for
n ∈ Tm) and at least one point of Tn in [x˜, x] (since m ≥ 1). Thus we have
the following two-sided bound on |Jn|:
(5.22) |V | ≤ |Jn| ≤ 3|V |.
Since x ∈ Jn for all n ∈ T˜ (4)m , the family {Jn : n ∈ T˜ (4)m } forms a decreasing
collection of sets. Inequality (5.22) and a multiple application of Lemma 4.2
with sufficiently large β gives us a constant ck depending only on k such
that
(5.23) card T˜ (4)m ≤ ck.
We employ Lemma 3.7 and Lemma 3.6 respectively to get
(5.24)
∫ x˜
0
|fn(t)|p dt . γpm|J |p/2−p+1 = γpm|J |1−p/2 . γpm‖fn‖pp.
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Thus we are able to conclude∑
n∈T˜
(4)
m
Rpdn(V )|an|p
∫ x˜
0
|fn(t)|p dt
.
∑
n∈T˜
(4)
m
∫
V
|f(t)|p dt ·
(∫
V
|fn(t)|p′ dt
)p−1 ∫ x˜
0
|fn(t)|p dt
.
∑
n∈T˜
(4)
m
∫
V
|f(t)|p dt · ‖fn‖pp′γpm‖fn‖pp,
≤
∑
n∈T˜
(4)
m
γpm‖f‖pp,
where we used (5.21) and (5.9) in the first inequality, (5.24) in the second
inequality and Lemma 3.6 in the last inequality. Consequently, considering
(5.23), the latter display implies
(5.25)
∑
n∈T˜
(4)
m
Rpdn(V )|an|p
∫ x˜
0
|fn(t)|p dt . γpm‖f‖pp.
Case 5: n ∈ T (5)m = {n ∈ Tm : Jn ⊂ [x, y˜] or
(
x ∈ Jn with |Jn ∩ [x˜, x]| ≤
|V | and Jn 6⊂ [x˜, x]
)}.
If there exists n ∈ T (5)m with xm = inf Jn, then we define x′ = xm. If there
exists no such index, we set x′ = x. We now fix n ∈ T (5)m . By definition of x′
and x˜,
(5.26) m+ dn(x
′)− k ≤ dn(x˜) ≤ m+ dn(x′).
The exact relation between dn(x˜) and dn(x
′) depends on the multiplicity of
the point x′ in the grid Tn. By definition of T (5)m ,
d(x˜, Jn) ≤ 5|V | and |V | ≤ d(x˜, Jn).
Moreover,
(5.27) |Jn| ≤ |[x′, y˜]| ≤ 4|V | and dn(V ) ≤ dn(x′).
The latter two displays now imply
|Jn|+ dist(x˜, Jn) ∼ |V |.
Lemma 3.7, together with the former observation, yields∫ x˜
0
|fn(t)|p dt . γpdn(x˜) |Jn|
p/2
(|Jn|+ dist(x˜, Jn))p−1
. γpdn(x˜)
|Jn|p/2
|V |p−1 .
Inserting (5.26) in this inequality, we get
(5.28)
∫ x˜
0
|fn(t)|p dt . γp(dn(x′)+m) |Jn|
p/2
|V |p−1 .
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For each n ∈ T (5)m , we split the interval [x′, y˜] into the union of three
disjoint subintervals Iℓ, 1 ≤ ℓ ≤ 3, defined by
I1 := [x
′, inf Jn], I2 := Jn, I3 := [sup Jn, y˜].
Corresponding to these subintervals, we set
an,ℓ :=
∫
Iℓ∩V
f(t)fn(t) dt, ℓ = 1, 2, 3.
We start with analyzing the parameter choice ℓ = 2 and first observe
that by definition of I2,
(5.29) |an,2|p ≤ ‖fn‖pp′
∫
Jn
|f(t)|p dt.
We split the index set T
(5)
m further and look at the set of those n ∈ T (5)m such
that dn(x
′) = j for fixed j ∈ N0. These indices n may be arranged in packets
such that the intervals Jn from one packet have the same left endpoint and
such that the maximal intervals of different packets are disjoint. Observe
that the intervals Jn from one packet form a decreasing collection of sets.
Let Jn0 be the maximal interval of one packet. Define the index set Ij :=
{n ∈ T (5)m : dn(x′) = j, Jn ⊂ Jn0}. Then we use (5.27) and (5.29) to estimate
E2,j :=
∑
n∈Ij
Rpdn(V )|an,2|p
∫ x˜
0
|fn(t)|p dt
≤
∑
n∈Ij
Rpj‖fn‖pp′
∫
Jn
|f(t)|p dt
∫ x˜
0
|fn(t)|p dt.
We continue and use (5.28) to get
E2,j . R
pj
∫
Jn0
|f(t)|p dt
∑
n∈Ij
‖fn‖pp′γp(dn(x
′)+m) |Jn|p/2
|V |p−1 .
By Lemma 3.6, ‖fn‖p′ ∼ |J |1/p′−1/2, an thus,
E2,j . (Rγ)
pjγpm
∫
Jn0
|f(t)|p dt ·
∑
n∈Ij
|Jn|p−1
|V |p−1 .
We apply Lemma 4.2 to the above sum and conclude
E2,j .p (Rγ)
pjγpm
∫
Jn0
|f(t)|p dt · |Jn0|
p−1
|V |p−1
. (Rγ)pjγpm
∫
Jn0
|f(t)|p dt,
where in the last inequality, we used (5.27). Now, summing over all maximal
intervals Jn0 and over j finally yields (note that Rγ < 1)
(5.30)
∑
n∈T
(5)
m
Rpdn(V )|an,2|p
∫ x˜
0
|fn(t)|p dt .p,R γpm‖f‖pp.
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This completes the proof of the part ℓ = 2.
We continue with the parameter choice ℓ = 3. Let j ∈ N0 fixed and let
(nj,r)
∞
r=1 be the subsequence of all n ∈ T (5)m with dn(x′) = j. For two such
indices n1 < n2 we have either
(inf Jn1 = inf Jn2 and Jn2 ⊂ Jn1) or sup Jn2 ≤ inf Jn1 .
Observe that Jn2 = Jn1 is possible, but by Lemma 4.2 (with β = 0) only
Fk times with Fk only depending on k. Therefore, with βnj,r := sup Jnj,r for
r ≥ 1 and βnj,0 := y˜,
dnj,s(βnj,r) ≥
s− r
Fk
− 1, s ≥ r ≥ 1.
Thus we obtain for s ≥ r ≥ 1 by Lemma 3.7 and Lemma 3.6
(5.31)
∫ βnj,r−1
βnj,r
|fnj,s(t)|p
′
dt . γp
′dnj,s (βnj,r )‖fnj,s‖p
′
p′ . γ
p′ s−r
Fk ‖fnj,s‖p
′
p′
and similarly, using also (5.26),
(5.32)
∫ x˜
0
|fnj,s|p dt . γpdnj,s (x˜)‖fnj,s‖pp . γp(m+dnj,s (x
′))‖fnj,s‖pp.
Choosing κ := γ1/(2Fk) < 1, we conclude
|anj,s,3|p =
∣∣∣ ∫ y˜
βnj,s
f(t)fnj,s(t) dt
∣∣∣p
=
∣∣∣ s∑
r=1
κs−rκr−s
∫ βnj,r−1
βnj,r
f(t)fnj,s(t) dt
∣∣∣p
≤
( s∑
r=1
κp
′(s−r)
)p/p′ s∑
r=1
κp(r−s)
∣∣∣ ∫ βnj,r−1
βnj,r
f(t)fnj,s(t) dt
∣∣∣p
.
s∑
r=1
κp(r−s)
∫ βnj,r−1
βnj,r
|f(t)|p dt ·
(∫ βnj,r−1
βnj,r
|fnj,s(t)|p
′
dt
)p/p′
.
We use inequality (5.31) to obtain from the latter expression
(5.33) |anj,s,3|p .
s∑
r=1
γ
p s−r
2Fk
∫ βnj,r−1
βnj,r
|f(t)|p dt · ‖fnj,s‖pp′.
Combining (5.33) and (5.32) yields
E3,j :=
∑
n∈T
(5)
m
dn(x′)=j
Rpdn(V )|an,3|p‖f‖pLp(0,x˜)
=
∑
s≥1
Rpj|anj,s,3|p‖fnj,s‖pLp(0,x˜)
.
∑
s≥1
Rpj
s∑
r=1
γ
p s−r
2Fk ‖fnj,s‖pp′
∫ βnj,r−1
βnj,r
|f(t)|p dt · γp(m+j)‖fnj,s‖pp.
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Using again Lemma 3.6 gives
E3,j . γ
pm(Rγ)pj
∑
r≥1
∫ βnj,r−1
βnj,r
|f(t)|p dt
∑
s≥r
γ
p s−r
2Fk
. γpm(Rγ)pj‖f‖pp.
Summing over j finally yields
(5.34)
∑
n∈T
(5)
m
Rpdn(V )|an,3|p‖f‖pLp(0,x˜) .p,R γpm‖f‖pp,
since Rγ < 1. This finishes the proof of the part ℓ = 3.
We now come to the final part ℓ = 1. Let j and n be fixed such that
dn(x
′) = j and let L1,n, . . . , Lj,n be the grid intervals in the grid Tn between
x′ and Jn from left to right. Observe that fn is a polynomial on each of the
intervals Li,n. We define
bi,n :=
∫
Li,n
f(t)fn(t) dt, 1 ≤ i ≤ j.
For n with dn(x
′) = j, we clearly have an,1 =
∑j
i=1 bi,n and Ho¨lder’s in-
equality implies
(5.35) |bi,n|p ≤
∫
Li,n
|f(t)|p dt ·
(∫
Li,n
|fn(t)|p′ dt
)p/p′
.
Remark 3.8 yields the bound
sup
t∈Li,n
|fn(t)| . γj−i |Jn|
1/2
|Jn|+ dist(Jn, Li,n) + |Li,n|
and inserting this in (5.35) gives
(5.36) |bi,n|p ≤
∫
Li,n
|f(t)|p dt · γp(j−i) |Jn|
p/2|Li,n|p−1
(|Jn|+ dist(Jn, Li,n) + |Li,n|)p .
Observe that we have the elementary inequality
(5.37)
|Jn|p/2|Li,n|p−1
(|Jn|+ dist(Jn, Li,n) + |Li,n|)p
|Jn|p/2
|V |p−1 ≤
|Jn|
|V |p−1 (|Jn|+ dist(Jn, Li,n) + |Li,n|)
p−2.
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Combining (5.36), (5.37) and (5.28) allows us to estimate (recall that we
assumed n is such that dn(x
′) = j)
(5.38)
Rpdn(V )|bi,n|p ·
∫ x˜
0
|fn(t)|p dt
. Rpjγp(j−i)
∫
Li,n
|f(t)|p dt |Jn|
p/2|Li,n|p−1
(|Jn|+ dist(Jn, Li,n) + |Li,n|)p · γ
p(j+m) |Jn|p/2
|V |p−1
. Rpjγp(2j+m−i)
|Jn|
|V |p−1 (|Jn|+ dist(Jn, Li,n) + |Li,n|)
p−2
∫
Li,n
|f(t)|p dt.
For fixed j and i we view those indices n such that dn(x
′) = j and consider
the corresponding intervals Li,n. These intervals can be collected in packets
such that intervals Li,n from one packet have the same left endpoint and
maximal intervals of different packets are disjoint. For β = 1/4, we denote
by Jβn the unique interval that has the same right endpoint as Jn and length
β|Jn|. The intervals Jn corresponding to Li,n’s from one packet can now
be grouped in the same way as the Li,n’s and thus, Lemma 4.2 implies
the existence of a constant Fk depending only on k such that every point
t ∈ [0, 1] belongs to at most Fk intervals Jβn corresponding to the intervals
Li,n from one packet. We now consider one such packet and denote by u
∗ the
left endpoint of (all) intervals Li,n in this packet. Then we have for t ∈ Jβn
(5.39) |Jn|+ dist(Li,n, Jn) + |Li,n| ≥ |t− u∗|.
If L∗i is the maximal interval of the present packet, (5.38) and (5.39) yield∑
n:Li,n in one packet
Rpdn(V )|bi,n|p‖fn‖pLp(0,x˜)
.
Rpjγp(2j+m−i)
|V |p−1
∑
n
|Jn|(|Jn|+ dist(Li,n, Jn) + |Li,n|)p−2
∫
Li,n
|f(t)|p dt
.
Rpjγp(2j+m−i)
|V |p−1
∫
L∗i
|f(t)|p dt ·
∑
n
∫
Jβn
|t− u∗|p−2 dt.
Since every point t belongs to at most Fk intervals J
β
n in one package of
Li,n’s, we can continue this chain of inequalities and get further, by using
the facts Jn ⊂ [x′, y˜] and p < 2:∑
n:Li,n in one packet
Rpdn(V )|bi,n|p‖fn‖pLp(0,x˜)
.
Rpjγp(2j+m−i)
|V |p−1
∫
L∗i
|f(t)|p dt ·
∫ y˜
u∗
|t− u∗|p−2 dt
. Rpjγp(2j+m−i)
∫
L∗i
|f(t)|p dt,
where in the last inequality we used (5.27). Since the maximal intervals L∗i
of different packets are disjoint, we can sum over all packets (for fixed j and
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i) to obtain
(5.40)
∑
n∈T
(5)
m
dn(x′)=j
Rpdn(V )|bi,n|p‖fn‖pLp(0,x˜) . Rpjγp(2j+m−i)‖f‖pp.
Let κ := γ1/2 < 1. Then, for n such that dn(x
′) = j we have
(5.41) |an,1|p =
∣∣∣ j∑
i=1
bi,n
∣∣∣p = ∣∣∣ j∑
i=1
κj−iκi−jbi,n
∣∣∣p .p j∑
i=1
κp(i−j)|bi,n|p
Combining (5.41) with (5.40) we get∑
n∈T
(5)
m
dn(x′)=j
Rpdn(V )|a1,n|p‖fn‖pLp(0,x˜)
.p
j∑
i=1
κp(i−j)
∑
n∈T
(5)
m
dn(x′)=j
Rpdn(V )|bi,n|p‖fn‖pLp(0,x˜)
.
j∑
i=1
κp(i−j)Rpjγp(2j+m−i)‖f‖pp . (Rγ)pjγpm‖f‖pp.
Since Rγ < 1 we sum over j to conclude finally
(5.42)
∑
n∈T
(5)
m
Rpdn(V )|an,1|p‖fn‖pLp(0,x˜) .p,R γpm‖f‖pp
This finishes the proof of case ℓ = 1.
We can now combine the proved inequalities for ℓ = 1, 2, 3, that is (5.42),
(5.30) and (5.34), to complete the analysis of Case 5 with the estimate
(5.43)
∑
n∈T
(5)
m
Rpdn(V )|an|p‖fn‖pLp(0,x˜) .p,R γpm‖f‖pp.
Case 6: n ∈ T (6)m = {n ∈ Tm : Jn ⊂ [y˜, 1] or
(
y˜ ∈ Jn with Jn 6⊂ [x, y˜]
)}.
Similarly to (5.8), we may use the symmetric splitting of the indices n to
Tr,s := {n ≥ n(V ) : |[y, y˜] ∩ Tn| = s},
where r stands for “right”. These collections of indices are again splitted
into six subcollections T
(i)
r,s , 1 ≤ i ≤ 6, where the two of interest are
T (2)r,s = {n ∈ Tr,s : y˜ ∈ Jn, |Jn ∩ [y, y˜]| ≥ |V |, Jn 6⊂ [y, y˜]},
T (3)r,s = {n ∈ Tr,s : Jn ⊂ [y˜, 1] or(
y˜ ∈ Jn with |Jn ∩ [y, y˜]| ≤ |V | and Jn 6⊂ [y, y˜]
)}.
The results (5.15) and (5.20) for T
(2)
m and T
(3)
m respectively had the form∑
n∈T
(2)
m ∪T
(3)
m
Rpdn(V )|an|p‖fn‖pp .p,R (Rγ)pm‖f‖pp.
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Observe that the p-norm of fn on the left hand side of the inequality is over
the whole interval [0, 1]. The same argument as for T
(2)
m and T
(3)
m yields
(5.44)
∑
n∈T
(2)
r,s ∪T
(3)
r,s
Rpdn(V )|an|p‖fn‖pp .p,R (Rγ)ps‖f‖pp.
Now, since ⋃
m≥0
T (6)m ⊂
⋃
s≥0
T (2)r,s ∪ T (3)r,s ,
inequality (5.44) implies
(5.45)
∞∑
m=0
∑
n∈T
(6)
m
Rpdn(V )|an|p‖fn‖pp
≤
∞∑
s=0
∑
n∈T
(2)
r,s ∪T
(3)
r,s
Rpdn(V )|an|p‖fn‖pp .p,R ‖f‖pp
After summation of (5.12), (5.15), (5.20), (5.25) and (5.43) over m, we add
inequality (5.45) to obtain finally∑
n≥n(V )
Rpdn(V )|an|p‖fn‖pLp(0,x˜) .p,R ‖f‖pp,
The symmetric inequality∑
n≥n(V )
Rpdn(V )|an|p‖fn‖pLp(y˜,1) .p,R ‖f‖pp
is treated analogously and thus, the proof of the lemma is completed. 
6. Proof of the Main Theorem
In this section, we prove our main result Theorem 1.1, that is uncondi-
tionality of orthonormal spline systems corresponding to an arbitrary ad-
missible point sequence (tn)n≥0 in reflexive L
p.
Proof of Theorem 1.1. We recall the notation
Sf(t) =
( ∞∑
n=−k+2
|anfn(t)|2
)1/2
, Mf(t) = sup
m≥−k+2
∣∣∣ m∑
n=−k+2
anfn(t)
∣∣∣
when
f =
∞∑
n=−k+2
anfn.
Since (fn)
∞
n=−k+2 is a basis in L
p[0, 1], 1 ≤ p < ∞, Khintchine’s inequality
implies that a necessary and sufficient condition for (fn)
∞
n=−k+2 to be an
unconditional basis in Lp[0, 1] for some p in the range 1 < p <∞ is
(6.1) ‖Sf‖p ∼p ‖f‖p, f ∈ Lp[0, 1].
We will prove (6.1) for 1 < p < 2 since the cases p > 2 then follow by a
duality argument.
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We first prove the inequality
(6.2) ‖f‖p .p ‖Sf‖p.
To begin with, let f ∈ Lp[0, 1] with f =∑∞n=−k+2 anfn. Without loss of gen-
erality, we may assume that the sequence (an)n≥−k+2 has only finitely many
nonzero entries. We will prove (6.2) by showing the inequality ‖Mf‖p .p
‖Sf‖p and we first observe that
(6.3) ‖Mf‖pp = p
∫ ∞
0
λp−1ψ(λ) dλ,
with ψ(λ) := [Mf > λ]. Next we decompose f into two parts ϕ1, ϕ2 and
estimate the corresponding distribution functions ψi(λ) := [Mϕi > λ/2],
i ∈ {1, 2}, separately. We continue with the definition of the functions ϕi.
For λ > 0, we define
Eλ := [Sf > λ], Bλ := [M1Eλ > 1/2],
Γ := {n : Jn ⊂ Bλ,−k + 2 ≤ n <∞}, Λ := Γc,
where we recall that Jn is the characteristic interval corresponding to the
grid point tn and the function fn. Then, let
ϕ1 :=
∑
n∈Γ
anfn and ϕ2 :=
∑
n∈Λ
anfn.
Now we estimate ψ1 = [Mϕ1 > λ/2]:
ψ1(λ) = |{t ∈ Bλ :Mϕ1(t) > λ/2}|+ |{t /∈ Bλ : Mϕ1(t) > λ/2}|
≤ |Bλ|+ 2
λ
∫
Bc
λ
Mϕ1(t) dt
≤ |Bλ|+ 2
λ
∫
Bc
λ
∑
n∈Γ
|anfn(t)| dt.
We decompose Bλ into a disjoint collection of open subintervals of [0, 1]
and apply Lemma 5.1 to each of those intervals to conclude from the latter
expression
ψ1(λ) . |Bλ|+ 1
λ
∫
Bλ
Sf(t) dt
= |Bλ|+ 1
λ
∫
Bλ\Eλ
Sf(t) dt+
1
λ
∫
Eλ∩Bλ
Sf(t) dt
≤ |Bλ|+ |Bλ \ Eλ|+ 1
λ
∫
Eλ
Sf(t) dt,
where in the last inequality, we simply used the definition of Eλ. Since
the Hardy-Littlewood maximal function operator M is of weak type (1,1),
|Bλ| . |Eλ| and thus we obtain finally
(6.4) ψ1(λ) . |Eλ|+ 1
λ
∫
Eλ
Sf(t) dt.
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We now estimate ψ2(λ) and obtain from Theorem 2.8 and the fact that M
is a bounded operator on L2[0, 1]
ψ2(λ) .
1
λ2
‖Mϕ2‖22 .
1
λ2
‖ϕ2‖22 =
1
λ2
‖Sϕ2‖22
=
1
λ2
( ∫
Eλ
Sϕ2(t)
2 dt +
∫
Ec
λ
Sϕ2(t)
2 dt
)
.
We apply Lemma 5.3 on the former expression to get
(6.5) ψ2(λ) .
1
λ2
∫
Ec
λ
Sϕ2(t)
2 dt
Thus, combining (6.4) and (6.5),
ψ(λ) ≤ ψ1(λ) + ψ2(λ)
. |Eλ|+ 1
λ
∫
Eλ
Sf(t) dt+
1
λ2
∫
Ec
λ
Sf(t)2 dt.
Inserting this inequality into (6.3),
‖Mf‖pp . p
∫ ∞
0
λp−1|Eλ| dλ+ p
∫ ∞
0
λp−2
∫
Eλ
Sf(t) dt dλ
+ p
∫ ∞
0
λp−3
∫
Ec
λ
Sf(t)2 dt dλ
= ‖Sf‖pp + p
∫ 1
0
Sf(t)
∫ Sf(t)
0
λp−2 dλ dt
+ p
∫ 1
0
Sf(t)2
∫ ∞
Sf(t)
λp−3 dλ dt,
and thus, since 1 < p < 2,
‖Mf‖p .p ‖Sf‖p.
So, the inequality ‖f‖p .p ‖Sf‖p is proved.
We now turn to the proof of the inequality
(6.6) ‖Sf‖p .p ‖f‖p, 1 < p < 2.
It is enough to show that the operator S is of weak type (p, p) for each
exponent p in the range 1 < p < 2. This is because S is (clearly) also of
strong type 2 and we can use the Marcinkiewicz interpolation theorem to
obtain (6.6). Thus we have to show
(6.7) |[Sf > λ]| .p
‖f‖pp
λp
, f ∈ Lp[0, 1], λ > 0.
We fix the function f and the parameter λ > 0. To begin with the proof of
(6.7), we define Gλ := [Mf > λ] for λ > 0 and observe that
(6.8) |Gλ| .p
‖f‖pp
λp
,
sinceM is of weak type (p, p), and, by the Lebesgue differentiation theorem,
(6.9) |f | ≤ λ a. e. on Gcλ.
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We decompose the open set Gλ ⊂ [0, 1] into a collection (Vj)∞j=1 of disjoint
open subintervals of [0, 1] and split the function f into the two parts h and
g defined by
h := f · 1Gc
λ
+
∞∑
j=1
TVjf, g := f − h,
where for fixed index j, TVjf is the projection of f · 1Vj onto the space of
polynomials of order k on the interval Vj.
We treat the functions h, g separately and begin with h. The definition
of h implies
‖h‖22 =
∫
Gc
λ
|f(t)|2 dt +
∞∑
j=1
∫
Vj
(TVjf)(t)
2 dt,
since the intervals Vj are disjoint. We apply (6.9) to the first summand and
(2.1) to the second to obtain
‖h‖22 . λ2−p
∫
Gc
λ
|f(t)|p dt + λ2|Gλ|,
and thus, in view of (6.8),
‖h‖22 .p λ2−p‖f‖pp.
This inequality allows us to estimate
|[Sh > λ/2]| ≤ 4
λ2
‖Sh‖22 =
4
λ2
‖h‖22 .p
‖f‖pp
λp
,
which concludes the proof of (6.7) for the part h.
We turn to the proof of (6.7) for the function g. Since p < 2, we have
(6.10) Sg(t)p =
( ∞∑
n=−k+2
|〈g, fn〉|2fn(t)2
)p/2
≤
∞∑
n=−k+2
|〈g, fn〉|p|fn(t)|p
For each index j, we define V˜j to be the open interval with the same center
as Vj but with 5 times its length. Then, set G˜λ :=
⋃∞
j=1 V˜j∩[0, 1] and observe
that |G˜λ| ≤ 5|Gλ|. We get
|[Sg > λ/2]| ≤ |G˜λ|+ 2
p
λp
∫
G˜c
λ
Sg(t)p dt.
By (6.8) and (6.10), this becomes
|[Sg > λ/2]| .p λ−p
(
‖f‖pp +
∞∑
n=−k+2
∫
G˜c
λ
|〈g, fn〉|p|fn(t)|p dt
)
.
But by definition of g and (2.2),
‖g‖pp =
∑
j
∫
Vj
|f(t)− TVjf(t)|p dt .p
∑
j
∫
Vj
|f(t)|p . ‖f‖pp,
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so in order to prove the inequality |[Sg > λ/2]| ≤ λ−p‖f‖pp, it is enough to
show the inequality
(6.11)
∞∑
n=−k+2
∫
G˜c
λ
|〈g, fn〉|p|fn(t)|p dt . ‖g‖pp.
We now let gj := g · 1Vj . The supports of gj are therefore disjoint and we
have ‖g‖pp =
∑∞
j=1 ‖gj‖pp. Furthermore g =
∑∞
j=1 gj with convergence in L
p.
Thus for each n, we obtain
〈g, fn〉 =
∞∑
j=1
〈gj, fn〉,
and it follows from the definition of gj that
∫
Vj
gj(t)p(t) dt = 0
for each polynomial p on Vj of order k. This implies that 〈gj, fn〉 = 0 for
n < n(Vj), where
n(V ) := min{n : Tn ∩ V 6= ∅}.
Thus we obtain for all R > 1 and for every n
(6.12)
|〈g, fn〉|p =
∣∣∣ ∑
j:n≥n(Vj)
〈gj, fn〉
∣∣∣p ≤ ( ∑
j:n≥n(Vj)
Rdn(Vj)|〈gj, fn〉|R−dn(Vj )
)p
≤
( ∑
j:n≥n(Vj )
Rpdn(Vj)|〈gj, fn〉|p
)( ∑
j:n≥n(Vj)
R−p
′dn(Vj)
)p/p′
,
where p′ = p/(p− 1). If we fix n ≥ n(Vj), there is at least one point of the
partition Tn contained in Vj. This implies that for each fixed s ≥ 0, there
are at most two indices j such that n ≥ n(Vj) and dn(Vj) = s. Therefore,
( ∑
j:n≥n(Vj)
R−p
′dn(Vj)
)p/p′
.p 1,
thus we obtain from (6.12),
|〈g, fn〉|p .p
∑
j:n≥n(Vj )
Rpdn(Vj)|〈gj, fn〉|p.
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Now we insert this inequality in (6.11) to get
∞∑
n=−k+2
∫
G˜c
λ
|〈g, fn〉|p|fn(t)|p dt
.p
∞∑
n=−k+2
∑
j:n≥n(Vj)
Rpdn(Vj)|〈gj, fn〉|p
∫
G˜c
λ
|fn(t)|p dt
≤
∞∑
n=−k+2
∑
j:n≥n(Vj)
Rpdn(Vj)|〈gj, fn〉|p
∫
V˜ cj
|fn(t)|p dt
≤
∞∑
j=1
∑
n≥n(Vj)
Rpdn(Vj)|〈gj, fn〉|p
∫
V˜ c
j
|fn(t)|p dt
We choose R > 1 such that Rγ < 1 with the parameter γ < 1 from Theorem
2.7 and apply Lemma 5.4 to obtain
∞∑
n=−k+2
∫
G˜c
λ
|〈g, fn〉|p|fn(t)|p dt .p
∞∑
j=1
‖gj‖pp = ‖g‖pp,
proving (6.11) and with it the inequality ‖Sf‖pp .p ‖f‖pp. Thus the proof of
Theorem 1.1 is completed. 
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