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A FAMILY OF TRANSVERSE LINK HOMOLOGIES
HAO WU
Abstract. We define a homology HN for closed braids by applying Khovanov and Rozansky’s matrix
factorization construction with potential axN+1. Up to a grading shift, H0 is the HOMFLYPT homology
defined in [10]. We demonstrate that, for N ≥ 1, HN is a Z2 ⊕ Z
⊕3-graded Q[a]-module that is invariant
under transverse Markov moves, but not under negative stabilization/de-stabilization. Thus, for N ≥ 1,
this homology is an invariant for transverse links in the standard contact S3, but not for smooth links. We
also discuss the decategorification of HN and the relation between HN and the sl(N) Khovanov-Rozansky
homology defined in [9].
1. Introduction
1.1. Transverse links in the standard contact S3. A contact structure ξ on an oriented 3-manifold M
is an oriented tangent plane distribution such that there is a 1-form α on M satisfying ξ = kerα, dα|ξ > 0
and α ∧ dα > 0. Such a 1-form is called a contact form for ξ. The standard contact structure ξst on S3 is
given by the contact form αst = dz − ydx+ xdy = dz + r2dθ.
We say that an oriented smooth link L in S3 is transverse if αst|L > 0. Two transverse links are said to
be transverse isotopic if there is an isotopy from one to the other through transverse links. In [2], Bennequin
proved that every transverse link is transverse isotopic to a counterclockwise transverse closed braid around
the z-axis. Clearly, any smooth counterclockwise closed braid around the z-axis can be smoothly isotoped
into a transverse closed braid around the z-axis without changing the braid word. In the rest of this paper,
all closed braids are counterclockwise and around the z-axis.
Recall that two closed braids represent the same smooth link if and only if one of them can be changed
into the other by a finite sequence of Markov moves, which are:
• Braid group relations generated by
– σiσ
−1
i = σ
−1
i σi = ∅,
– σiσj = σjσi, when |i− j| > 1,
– σiσi+1σi = σi+1σiσi+1.
• Conjugations: µ! η−1µη, where µ, η ∈ Bm.
• Stabilizations and destabilizations:
– positive: µ (∈ Bm)! µσm (∈ Bm+1),
– negative: µ (∈ Bm)! µσ
−1
m (∈ Bm+1).
In the above, Bm is the braid group on m strands.
The following theorem by Orevkov, Shevchishin [15] and Wrinkle [18] describes when two transverse closed
braids are transverse isotopic.
Theorem 1.1. [15, 18] Two transverse closed braids are transverse isotopic if and only if the braid word of
one of them can be changed into that of the other by a finite sequence of braid group relations, conjugations
and positive stabilizations and destabilizations.
From now on, braid group relations, conjugations and positive stabilizations and destabilizations will be
called transverse Markov moves. Theorem 1.1 tells us that there is a one-to-one correspondence
{Transverse isotopy classes of transverse links} ←→ {Closed braids modulo transverse Markov moves}.
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Note that ξst admits a nowhere vanishing basis {∂x + y∂z, ∂y − x∂z}. For each transverse link L, this
basis induces a trivialization of the normal bundle of L in S3, that is, a framing of L. We call this framing
the contact framing of L. With its contact framing, any transverse link is also a framed link. It is easy to
see that, if two transverse links are transverse isotopic, then they are isotopic as framed links. It is possible
for two transverse links to be non-isotopic as transverse links, but still isotopic as framed links. If a smooth
link type contains two transverse links that are isotopic as framed links but not as transverse links, then we
call this smooth link type “transverse non-simple”. An invariant for transverse links is called classical if it
depends only on the framed link type of the transverse link. Otherwise, it is called non-classical or effective
(in the sense that it is effective in detecting transverse non-simplicity.)
See, for example, [4, 5, 6, 14] for more about transverse links and their invariants.
1.2. The Khovanov-Rozansky homology. In [9], Khovanov and Rozansky introduced an approach to
construct link homologies using matrix factorizations, which consists of the following steps:
(1) Choose a base ring R and a potential polynomial p(x) ∈ R[x].
(2) Define matrix factorizations associated to MOY graphs using this potential p(x).
(3) Define chain complexes of matrix factorizations associated to link diagrams using the crossing infor-
mation.
This approach has been carried out for the following potential polynomials:
• xN+1 ∈ Q[x], which gives the sl(N) Khovanov-Rozansky homology in [9];
• ax ∈ Q[a, x], which gives the HOMFLYPT homology in [10];
• xN+1 +
∑N
l=1 λlx
l ∈ Q[x], which gives the deformed sl(N) Khovanov-Rozansky homology in [8, 19];
• xN+1 +
∑N
l=1 alx
l ∈ Q[a1, . . . , aN , x], which gives the equivariant sl(N) Khovanov-Rozansky homol-
ogy in [12].
Among these link homologies, the HOMFLYPT homology appears somewhat different. All the other
homologies are invariant under all Reidemeister moves. Therefore, these homologies of a given smooth link
can be computed from any diagram of this link. But the HOMFLYPT homology is only invariant under
braid-like Reidemeister moves. So the HOMFLYPT homology of a smooth link can only be computed from
its braid diagrams.
In [10], Khovanov and Rozansky proposed to study the homology defined by the potential polynomial∑N+1
l=1 alx
l ∈ Q[a1, . . . , aN , aN+1, x], which generalize the HOMFLYPT homology.
1.3. A family of transverse link homologies. By Theorem 1.1, one can construct an invariant for
transverse links by constructing an invariant for closed braids that is invariant under transverse Markov
moves. This is what we will do in the current paper.
More precisely, we will generalize the construction in [10] to a matrix factorization construction with the
potential polynomial p(x) = axN+1 ∈ Q[a, x]. We will:
(1) work with the potential polynomial axN+1 ∈ Q[a, x],
(2) define matrix factorizations associated to MOY graphs in Definition 3.5,
(3) define chain complexes of matrix factorizations associated to link diagrams in Definition 4.2.
For each N ≥ 0, this construction gives a Z2 ⊕ Z⊕3-graded homology HN . Of course, when N = 0, the
homology we get is just the HOMFLYPT homology with a grading shift. It turns out that, when N ≥ 1,
HN is only invariant under positive Reidemeister move I and braid-like Reidemeister moves II and III. So
it is not a smooth link invariant. But, when we restrict to closed braids, this homology is invariant under
transverse Markov moves. Thus, by Theorem 1.1, it is a transverse link invariant. The following is our main
result.
Theorem 1.2. Suppose N ≥ 1. Let B be a closed braid and (CN (B), dmf , dχ) the chain complex of matrix
factorizations associated to B defined in Definition 4.2. Then the homotopy type of CN(B) does not change
under transverse Markov moves. Moreover, the homotopy equivalences induced by transverse Markov moves
preserve the Z2 ⊕ Z⊕3-grading of CN (B), where the Z2-grading is the Z2-grading of the underlying matrix
factorization and the three Z-gradings are the homological, a- and x-gradings of CN(B).
2
Consequently, for the homology HN (B) = H(H(CN(B), dmf ), dχ) of CN(B) defined in Definition 4.3,
every transverse Markov move on B induces an isomorphism of HN (B) preserving the Z2 ⊕ Z⊕3-grading of
HN (B) inherited from CN(B).
Theorem 1.2 follows directly from Propositions 5.5, 6.1 and 7.5. The proofs of the invariances under
braid-like Reidemeister moves II and III in Propositions 6.1 and 7.5 are fairly similar to that in [9, 10]. But
the proof of the invariance under positive Reidemeister move I in Proposition 5.5 is quite different from that
in [9, 10]. This is mainly because we need to handle matrix factorizations that are not homotopically finite.
Question 1.3. Is HN (B) a classical or a non-classical invariant for transverse links?
1.4. Negative stabilization. Next we describe how HN changes under negative stabilizations and demon-
strate by a simple example thatHN is not invariant under negative stabilizations. Theorem 1.5 and Corollary
1.6 in this subsection will be proved in Subsection 5.4 below. We will use the following notations in our
statements.
Definition 1.4. For a Z2⊕Z
⊕3-graded space H with a Z2-grading, a homological grading, an a-grading and
an x-grading. We denote by Hε,i,j,k the subspace of H of homogeneous elements of Z2-degree ε, homological
degree i, a-degree j and x-degree k.
Replacing one of these indices by a “⋆” means direct summing over all possible values of this index. For
example:
Hε,i,⋆,k =
⊕
j∈Z
Hε,i,j,k,
Hε,i,⋆,⋆ =
⊕
(j,k)∈Z⊕2
Hε,i,j,k.
Moreover, we denote by H{q, r} the Z2⊕Z
⊕3-graded space obtained from H by shifting the a-grading by
q and the x-grading by r. That is, (H{q, r})ε,i,j,k = Hε,i,j−q,k−r . We also use the notation Hε,i,⋆,⋆{q, r} :=
(H{q, r})ε,i,⋆,⋆.
To state Theorem 1.5, we need to introduce a homomorphism π0. Note that, for any Z2 ⊕ Z⊕2-graded
matrix factorizationM of 0 over Q[a], M/aM is a Z2⊕Z⊕2-graded matrix factorization of 0 over Q. Denote
by π0 :M →M/aM the standard quotient map, which induces a homomorphism π0 : H(M)→ H(M/aM)
of homology of matrix factorizations. For a chain complex (C, d) of Z2⊕Z⊕2-graded matrix factorizations of
0 over Q[a], this further induces a homomorphism π0 : H(H(C, dmf ), d)→ H(H(C/aC, dmf ), d). Generally
speaking, these induced homomorphisms are no longer quotient maps.
Theorem 1.5. Let L be a transverse closed braid, and L− a transverse closed braid obtained from L by a
single negative stabilization. Then the chain complex (H(CN (L−), dmf ), dχ) is isomorphic to the total chain
complex of
0→ (H(CN (L), dmf ), dχ){−2, 0}︸ ︷︷ ︸
0
π0−→ (H(CN (L)/aCN(L), dmf ), dχ){−2, 0}︸ ︷︷ ︸
1
→ 0,
where the underbraces indicate shifts of the homological grading. This isomorphism preserves the Z2 ⊕ Z⊕3-
grading. In particular, there is a long exact sequence
· · · → Hε,i−1,⋆,⋆
N
(L){−2, 0}
π0−−→ H ε,i−1,⋆,⋆
N
(L){−2, 0} → Hε,i,⋆,⋆
N
(L−)→H
ε,i,⋆,⋆
N
(L){−2, 0}
π0−−→ H ε,i,⋆,⋆
N
(L){−2, 0} → · · ·
preserving the a- and x-gradings, where HN (L) := H(H(CN (L)/aCN(L), dmf ), dχ).
The following corollary shows that, for N ≥ 1, HN is not invariant under negative stabilizations.
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Corollary 1.6. Let U be the transverse unknot represented by the 1-strand braid, and U− the transverse
unknot obtained from U by a single negative stabilization. Then, for N ≥ 1, as Z⊕2-graded Q[a]-modules,
Hε,i,⋆,⋆N (U)
∼=
{
(
⊕N−1
l=0 Q[a]{−1,−N + 1 + 2l})⊕ (
⊕∞
m=0Q[a]/(a){−1, N + 1 + 2m}) if ε = 1 and i = 0,
0 otherwise,
Hε,i,⋆,⋆N (U−)
∼=

⊕N−1
l=0 Q[a]{−1,−N + 1 + 2l} if ε = 1 and i = 0,⊕∞
m=0Q[a]/(a){−2, 2m} if ε = 0 and i = 1,
0 otherwise.
1.5. Decategorification.
Definition 1.7. We define the decategorification PN of HN by
PN (B) :=
∑
(ε,i,j,k)∈Z2⊕Z⊕3
(−1)iτεαjξk dimQH
ε,i,j,k
N (B) ∈ Z[[α, ξ]][α
−1, ξ−1, τ ]/(τ2 − 1)
for any closed braid B.1
Next, we describe PN by a skein definition that is very similar to the classical HOMFLYPT skein relation.
Theorem 1.8. 1. PN is invariant under transverse Markov moves.
2. α−1ξ−NPN (
✒■
)− αξNPN (
■✒
) = τ(ξ−1 − ξ)PN (
✒■
).
3. PN (U
⊔m) = (τα−1[N ])m( 11−α2 +
(
ταξ−1+ξ−N
ξ−N−ξN
)m
−1
ταξ−N−1+1 ), where U
⊔m is the m-strand closed braid with no
crossings and [N ] := ξ
−N−ξN
ξ−1−ξ .
4. Parts 1–3 above uniquely determine the value of PN on every closed braid.
Theorem 1.8 will be proved in Subsection 8.1 below. In a nutshell, Parts 1–3 of this theorem follow from
the definition of HN and Theorems 1.2, 1.5, while Part 4 follows from the “invariant computation tree”
constructed by Franks and Williams in [7].
Although Theorem 1.8 looks like the classical HOMFLYPT skein relation, there are two differences between
PN and the HOMFLYPT polynomial:
(1) With an appropriate normalization, the HOMFLYPT polynomial is invariant under all Reidemeister
moves. But, by Corollary 1.6, PN is not invariant under negative stabilizations, which also implies
that PN is not invariant under the non-braid-like Reidemeister move II.
(2) With an appropriate normalization, the HOMFLYPT polynomial is multiplicative under disjoint
union of link diagrams. But, by Part 3 of Theorem 1.8, PN is not.
It is not clear if one can resolve these differences by a re-normalization of the HOMFLYPT polynomial.
Question 1.9. Is PN a classical or a non-classical invariant for transverse links?
PN does not seem to detect transverse non-simplicity from flype moves. We demonstrate this with some
examples from [4, 14].
Corollary 1.10. 1. Let B1 be the closed 3-braid σ
2p+1
1 σ
2r
2 σ
2q
1 σ
−1
2 and B2 be the closed 3-braid σ
2p+1
1 σ
−1
2 σ
2q
1 σ
2r
2 .
Then PN (B1) = PN (B2).
2. Let B3 be the closed 4-braid σ1σ
−1
2 σ1σ
−1
2 σ
3
3σ2σ
−1
3 and B4 the closed 4-braid σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2σ
3
3 . Then
PN (B3) = PN(B4).
Corollary 1.10 will be proved in Subsection 8.2 below. B1 and B2 (resp. B3 and B4) are related a flype
move defined in [4]. So they are isotopic as smooth knots and have the same contact framing. In [4], Birman
and Menasco proved that, for an infinite family of (p, q, r), B1 and B2 are not isotopic as transverse knots.
In [14], Ng proved that B3 and B4 are not isotopic as transverse knots. Corollary 1.10 shows that PN does
not distinguish between of the transverse knots B1 and B2 (resp. B3 and B4.)
1From the definition of CN (B), one can see that its homological grading is bounded and its a- and x-gradings are bounded
below.
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1.6. Relation to the sl(N) Khovanov-Rozansky homology. Denote by HN the sl(N) Khovanov-
Rozansky homology defined in [9]. HN is a Z2 ⊕ Z⊕2-graded link homology theory, where the Z2-grading is
the Z2-grading of the underlying matrix factorization and the two Z-gradings are the homological grading
and the x-grading. We denote by Hε,i,kN the homogeneous component of HN of Z2-degree ε, homological
grading i and x-grading k.
The following theorem, which will be proved in Section 9 below, describes the relation between HN and
HN .
Theorem 1.11. Let B be a closed braid, and (ε, i, k) ∈ Z2 ⊕ Z⊕2.
1. Hε,i,kN (B)
∼= H
ε,i,⋆,k
N (B)/(a− 1)H
ε,i,⋆,k
N (B).
2. As a Z-graded Q[a]-module,
Hε,i,⋆,kN (B)
∼= (
mε,i,k⊕
p=1
Q[a]{sp})
⊕
(
nε,i,k⊕
q=1
Q[a]/(alq){tq}),
where
• {s} means shifting the a-grading by s,
• mε,i,k = dimQH
ε,i,k
N (B) <∞,
• nε,i,k is a finite non-negative integer determined by B and the triple (ε, i, k),
• {s1, . . . , smε,i,k} ⊂ Z is a sequence determined up to permutation by B and the triple (ε, i, k),
• {(l1, t1), . . . , (lnε,i,k , tnε,i,k)} ⊂ Z
⊕2 is a sequence determined up to permutation by B and the triple
(ε, i, k).
1.7. Organization of this paper. We review the definition and basic properties of matrix factorizations
in Section 2. Then we define the matrix factorizations associated to MOY graphs and chain complexes
associated to link diagrams in Sections 3 and 4. The invariance is established in Sections 5–7. Finally, we
discuss the decategorification and the relation to the sl(N) Khovanov-Rozansky homology in Sections 8 and
9.
Although this paper is mostly self-contained, some prior experiences with the Khovanov-Rozansky ho-
mology would certainly be helpful.
2. Matrix Factorizations
In this section, we review the definition and some basic properties of matrix factorizations over the
bigraded polynomial ring Q[a,X1, . . . , Xk].
We write R = Q[a,X1, . . . , Xk] and fix a non-negative integer N throughout this section.
2.1. Z⊕2-graded R-modules.
Definition 2.1. We define a Z⊕2-grading on R = Q[a,X1, . . . , Xk] by letting deg a = (2, 0) and degXi =
(0, 2ni) for i = 1, . . . , k, where each ni is a positive integer. We call the first component of this Z
⊕2-grading
the a-grading and denote its degree function by dega. We call the second component of this Z
⊕2-grading
the x-grading and denote its degree function by degx. An element of R is said to be homogeneous if it is
homogeneous with respect to both the a-grading and the x-grading.
A Z⊕2-gradedR-moduleM is a R-moduleM equipped with a Z⊕2-grading such that, for any homogeneous
element2 m of M , deg(am) = degm + (2, 0) and deg(Xim) = degm + (0, 2ni) for i = 1, . . . , k. Again, we
call the first component of this Z⊕2-grading of M the a-grading and denote its degree function by dega. We
call the second component of this Z⊕2-grading of M the x-grading and denote its degree function by degx.
We say that the Z⊕2-grading onM is bounded below if both the a-grading and the x-grading are bounded
below.
For a Z⊕2-graded R-module M , we denote by M{j, k} the Z⊕2-graded R-module obtained by shifting the
Z⊕2-grading of M by (j, k). That is, for any homogeneous element m of M , degM{j,k}m = degM m+(j, k).
2An element of M is said to be homogeneous if it is homogeneous with respect to both Z-gradings.
5
In our construction of HN , we need to use the fact that, if the Z⊕2-grading of a free Z⊕2-graded R-module
M is bounded below, then M admits a homogeneous basis over R. To prove this, we start with the following
lemma, which is implicitly given in [16].
Lemma 2.2. [20, Lemma 4.4] Suppose that M is a Z-graded free Q[X1, . . . , Xk]-module whose grading is
bounded below. Then M admits a homogeneous basis over Q[X1, . . . , Xk].
Proof. See [20, Subsection 4.1]. 
Lemma 2.3. Suppose that M is a Z⊕2-graded free R-module and its a-grading and x-grading are both
bounded below. Then M admits a homogeneous basis over R.
In particular, if M is a Z⊕2-graded finitely generated free R-module, then M admits a homogeneous basis
over R.
Proof. Assume that M is a free Z⊕2-graded R-module and both the a-grading and the x-grading on M are
bounded below. Denote by j0 the lowest a-degree for any non-zero homogeneous element of M . Since a is
homogeneous, the R-moduleM/aM inherits the Z⊕2-grading ofM . Also, note that the multiplication by Xi
does not affect the a-grading. So, as a Z-graded Q[X1, . . . , Xk]-module, M/aM =
⊕∞
j=j0
Mj, where Mj is
the component of M/aM of element homogeneous with respect to the a-grading of a-degree j. On eachMj ,
the x-grading is bounded below. So, by Lemma 2.2, each Mj admits a homogeneous basis {vˆj,p | p ∈ Ij}
with respect to the x-grading, where Ij is an index set. Thus, {vˆj,p | j ≥ j0, p ∈ Ij} is a homogeneous basis
for the Z⊕2-graded Q[X1, . . . , Xk]-module M/aM .
Denote by πM the standard quotient map πM : M → M/aM . For each vˆj,p, there exists a homogeneous
element vj,p of M such that πM (vj,p) = vˆj,p, dega vj,p = dega vˆj,p = j and degx vj,p = degx vˆj,p. We claim
that {vj,p | j ≥ j0, p ∈ Ij} is a homogeneous basis for the Z⊕2-graded R-module M .
First, we prove {vj,p | j ≥ j0, p ∈ Ij} is R-linearly independent. Assume
∑l
i=1 fji,pivji,pi = 0 for some
{vj1,p1 , . . . , vjl,pl} ⊂ {vj,p | j ≥ j0, p ∈ Ij}, where fji,pi is a non-zero element in R for each i = 1, . . . , l.
After possibly dividing this sum by a power of a, we assume without loss of generality that, for some i, fji,pi
is not a multiple of a. Denote by π the standard quotient map π : R → R/aR ∼= Q[X1, . . . , Xk]. Then, in
M/aM , we have πM (
∑l
i=1 fji,pivji,pi) =
∑l
i=1 π(fji,pi)vˆji,pi = 0, where π(fji,pi) 6= 0 for some i. This is a
contradiction since {vˆj,p | j ≥ j0, p ∈ Ij} is a basis for the Q[X1, . . . , Xk]-module M/aM .
Now we prove by an induction on dega u that any homogeneous element u ofM is in the span of {vj,p | j ≥
j0, p ∈ Ij}. Recall that j0 is the lowest a-degree for any non-zero homogeneous element of M . So, if
dega u < j0 then u = 0, which is in the span of {vj,p | j ≥ j0, p ∈ Ij}. Now assume that, for some j ≥ j0,
u is in the span of {vj,p | j ≥ j0, p ∈ Ij} whenever dega u < j. Suppose dega u = j. Then πM (u) ∈ M
j
and, therefore, πM (u) =
∑
p∈Ij
cpvˆj,p, where cp ∈ Q[X1, . . . , Xk]. Thus, πM (u −
∑
p∈Ij
cpvj,p) = 0 and
u−
∑
p∈Ij
cpvj,p ∈ aM . Then, there is a element v in M such that
• av = u−
∑
p∈Ij
cpvj,p,
• v is homogeneous with respect to the a-grading and dega v = j − 2.
Note that each homogeneous part of v is of a-degree j − 2. By the induction hypothesis, v is in the span of
{vj,p | j ≥ j0, p ∈ Ij}. Hence, u is also in the span of {vj,p | j ≥ j0, p ∈ Ij}.
This completes the induction and proves that M admits a homogeneous basis over R if the a-grading and
x-grading on M are both bounded below.
If M is finitely generated, then M is generated by a finite set of homogeneous element. Then the lowest
a-degree and x-degree of these element are lower bounds for the a-grading and the x-grading of M . So the
lemma applies to M . 
2.2. Matrix factorizations and morphisms of matrix factorizations.
Definition 2.4. Let w be a homogeneous element of R = Q[a,X1, . . . , Xk] with bidegree (2, 2N + 2). A
Z2 ⊕ Z⊕2-graded matrix factorization M of w over R is a collection of two Z⊕2-graded free R-modules M0,
M1 and two homogeneous R-module maps d0 : M0 → M1, d1 : M1 → M0 of bidegree (1, N + 1), called
differential maps, such that
d1 ◦ d0 = w · idM0 , d0 ◦ d1 = w · idM1 .
We usually write M as M0
d0−→M1
d1−→M0.
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The Z2-grading of M takes value ε on Mε. The a- and x-gradings of M are the a- and x-gradings of the
underlying Z⊕2-graded R-module M0 ⊕M1.
Following [9], we denote by M 〈1〉 the matrix factorization M1
d1−→ M0
d0−→ M1 and write M 〈j〉 =
M 〈1〉 · · · 〈1〉︸ ︷︷ ︸
j times
.
For any Z2 ⊕ Z⊕2-graded matrix factorization M of w over R and j, k ∈ Z, M{j, k} is naturally a
Z2 ⊕ Z⊕2-graded matrix factorization of w over R.
For any two Z2 ⊕ Z
⊕2-graded matrix factorizations M and M ′ of w over R, M ⊕ M ′ is naturally a
Z2 ⊕ Z⊕2-graded matrix factorization of w over R.
Let w and w′ be two homogeneous elements of R with bidegree (2, 2N +2). For Z2 ⊕Z⊕2-graded matrix
factorizations M of w and M ′ of w′ over R, the tensor product M ⊗R M ′ is the Z2 ⊕ Z⊕2-graded matrix
factorization of w + w′ over R such that:
• (M ⊗M ′)0 = (M0 ⊗M ′0)⊕ (M1 ⊗M
′
1), (M ⊗M
′)1 = (M1 ⊗M ′0)⊕ (M1 ⊗M
′
0),
• The differential is given by the signed Leibniz rule. That is, d(m⊗m′) = (dm)⊗m′+(−1)εm⊗(dm′)
for m ∈Mε and m′ ∈M ′.
Definition 2.5. Let w be a homogeneous element of R with bidegree (2, 2N + 2), and M , M ′ any two
Z2 ⊕ Z⊕2-graded matrix factorizations of w over R.
(1) A morphism of Z2 ⊕ Z⊕2-graded matrix factorizations from M to M ′ is a homogeneous R-module
homomorphism f : M → M ′ preserving the Z2 ⊕ Z⊕2-grading satisfying dM ′f = fdM . We denote
by Hommf(M,M
′) the Q-space of all morphisms of Z2 ⊕ Z
⊕2-graded matrix factorizations from M
to M ′.
(2) Two morphisms f and g of Z2⊕Z⊕2-graded matrix factorizations fromM toM ′ are called homotopic
if there is an R-module homomorphism h :M →M ′ shifting the Z2-grading by 1 such that f − g =
dM ′h + hdM . In this case, we write f ≃ g. We denote by Homhmf(M,M ′) the Q-space of all
homotopy classes of morphisms of Z2 ⊕ Z⊕2-graded matrix factorizations from M to M ′. That is,
Homhmf(M,M
′) = Hommf(M,M
′)/ ≃.
(3) Two morphisms f and g of Z2 ⊕ Z⊕2-graded matrix factorizations from M to M ′ are called projec-
tively homotopic if there is a c ∈ Q \ {0} such that f ≃ cg. In this case, we write f ≈ g.
LetM andM ′ be as in Definition 2.5. Consider the R-module HomR(M,M
′) ofR-module homomorphisms
from M to M ′. It admits a Z2-grading that takes value
• 0 on Hom0R(M,M
′) = HomR(M0,M
′
0)⊕HomR(M1,M
′
1),
• 1 on Hom1R(M,M
′) = HomR(M1,M
′
0)⊕HomR(M0,M
′
1).
Moreover, HomR(M,M
′) admits a differential map d given by d(f) = dM ′ ◦ f − (−1)εf ◦ dM for f ∈
HomεR(M,M
′), which makes HomR(M,M
′) a chain complex with a Z2-homological grading.
Lemma 2.6. Let w be a homogeneous element of R with bidegree (2, 2N+2), and M , M ′ any two Z2⊕Z⊕2-
graded matrix factorizations of w over R.
(1) A homogeneous R-module homomorphism f : M → M ′ preserving the Z2 ⊕ Z⊕2-grading is a mor-
phism of Z2 ⊕ Z⊕2-graded matrix factorizations if and only if df = 0.
(2) Two morphisms f and g of Z2 ⊕ Z⊕2-graded matrix factorizations from M to M ′ are homotopic if
and only if f − g = dh for some h ∈ Hom1R(M,M
′).
(3) If M is finitely generated over R, then HomR(M,M
′) is naturally Z2 ⊕ Z⊕2-graded and
• Hommf(M,M ′) = (ker d)0,0,0, where (ker d)ε,j,k is the Q-subspace of ker d of homogeneous ele-
ments of Z2 ⊕ Z⊕2-degree (ε, j, k).
• Homhmf(M,M ′) = H0,0,0(HomR(M,M ′), d), where Hε,j,k(HomR(M,M ′), d) is the Q-subspace
of H(HomR(M,M
′), d) of homogeneous elements of Z2 ⊕ Z⊕2-degree (ε, j, k).
Proof. The first two parts of the lemma are simple reformulations of definitions. For Part (3), note that, when
M is finitely generated, the Z2 ⊕Z⊕2-gradings of M and M ′ induces a Z2 ⊕Z⊕2-grading on HomR(M,M ′).
Since d is homogeneous under this grading, both ker d and H(HomR(M,M
′), d) inherits this Z2 ⊕ Z
⊕2-
grading. The rest follows easily. 
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Definition 2.7. Let w be a homogeneous element of R with bidegree (2, 2N + 2), and M , M ′ any two
Z2 ⊕ Z⊕2-graded matrix factorizations of w over R.
(1) An isomorphism of Z2⊕Z⊕2-graded matrix factorizations fromM to M ′ is a morphism of Z2⊕Z⊕2-
graded matrix factorizations that is also an isomorphism of the underlying R-modules. We say that
M and M ′ are isomorphic, or M ∼=M ′, if there is an isomorphism from M to M ′.
(2) M and M ′ are called homotopic, or M ≃M ′, if there are morphisms f :M →M ′ and g :M ′ →M
such that g ◦ f ≃ idM and f ◦ g ≃ idM ′ . f and g are called homotopy equivalences between M and
M ′.
2.3. Koszul matrix factorizations. In the definition of HN , we will use matrix factorizations of a special
form, called Koszul matrix factorizations. We now review the definition and basic properties of Koszul
matrix factorizations.
Definition 2.8. If a0, a1 ∈ R are homogeneous elements with deg a0 + deg a1 = (2, 2N + 2), then denote
by (a0, a1)R the Z2 ⊕Z⊕2-graded matrix factorization R
a0−→ R{1− dega a0, N +1− degx a0}
a1−→ R of a0a1
over R. More generally, if a1,0, a1,1, . . . , al,0, al,1 ∈ R are homogeneous with deg aj,0+deg aj,1 = (2, 2N +2),
then denote by 
a1,0, a1,1
a2,0, a2,1
. . . . . .
al,0, al,1

R
the tenser product (a1,0, a1,1)R ⊗R (a2,0, a2,1)R ⊗R · · · ⊗R (al,0, al,1)R. This is a Z2 ⊕ Z⊕2-graded matrix
factorization of
∑l
j=1 aj,0aj,1 over R, and is call the Koszul matrix factorization associated to the above
matrix. We drop“R” from the notation when it is clear from the context.
Note that the above Koszul matrix factorization is finitely generated over R.
Lemma 2.9. [9, 10] Let a0, a1 and a1,0, a1,1, . . . , al,0, al,1 be as in Definition 2.8. Then
(a1, a0)R ∼= (a0, a1)R 〈1〉 {1− dega a1, N + 1− degx a1},
a1,1, a1,0
a2,1, a2,0
. . . . . .
al,1, al,0

R
∼=

a1,0, a1,1
a2,0, a2,1
. . . . . .
al,0, al,1

R
〈l〉 {
l∑
j=1
(1− dega aj,1),
l∑
j=1
(N + 1− degx aj,1)}.
Lemma 2.10. [9, 10] Let a1,0, a1,1, . . . , al,0, al,1 be as in Definition 2.8. Then for any Z2 ⊕ Z⊕2-graded
matrix factorization M of
∑l
j=1 aj,0aj,1 over R,
HomR(

a1,0, a1,1
a2,0, a2,1
. . . . . .
al,0, al,1

R
,M) ∼=M ⊗R

−a1,1, a1,0
−a2,1, a2,0
. . . . . .
−al,1, al,0

R
∼= M ⊗R

a1,0, −a1,1
a2,0, −a2,1
. . . . . .
al,0, −al,1

R
〈l〉 {
l∑
j=1
(1− dega aj,1),
l∑
j=1
(N + 1− degx aj,1)}
as Z2 ⊕ Z⊕2-graded chain complexes.
Lemma 2.11. [9, Proposition 2] Let a1,0, a1,1, . . . , al,0, al,1 be as in Definition 2.8 and
M =

a1,0, a1,1
a2,0, a2,1
. . . . . .
al,0, al,1

R
.
If r is an element of the ideal (a1,0, a1,1, . . . , al,0, al,1) of R, then the multiplication by r, as an endomorphism
of M , is homotopic to 0.
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Lemma 2.12. [17] Suppose a1,0, a1,1, a2,0, a2,1, k are homogeneous elements of R satisfying deg aj,0+deg aj,1 =
(2, 2N + 2) and deg k = deg a1,0 + deg a2,0 − (2, 2N + 2). Then(
a1,0 a1,1
a2,0 a2,1
)
R
∼=
(
a1,0 + ka2,1 a1,1
a2,0 − ka1,1 a2,1
)
R
.
Lemma 2.13. [9, 17] Suppose a1,0, a1,1, a2,0, a2,1, c are homogeneous elements of R satisfying deg aj,0 +
deg aj,1 = (2, 2N + 2) and deg c = deg a1,0 − deg a2,0. Then(
a1,0 a1,1
a2,0 a2,1
)
R
∼=
(
a1,0 + ca2,0 a1,1
a2,0 a2,1 − ca1,1
)
R
.
Definition 2.14. Let a1, . . . , ak be elements of R. The sequence {a1, . . . , ak} is called R-regular if a1 6= 0
and aj is not a zero divisor in R/(a1, . . . , aj−1) for j = 2, . . . , k.
Lemma 2.15. [11, 17] Suppose that {a1, . . . , ak} is an R-regular sequence of homogeneous elements of R.
Assume that f1, . . . , fk, g1, . . . , gk are homogeneous elements of R such that deg fj = deg gj = (2, 2N + 2)−
deg aj and
∑k
j=1 fjaj =
∑k
j=1 gjaj. Then f1, a1. . . . . .
fk, ak

R
∼=
 g1, a1. . . . . .
gk, ak

R
.
The proofs of the above lemmas are omitted here since they fairly easy and can be found in for example
[9, 10, 11, 17, 19]. The following are two versions of [9, Proposition 9], which are very useful in computations.
Proposition 2.16 (strong version). Let X be a homogeneous indeterminate such that degX = (0, 2n) and
n ≤ N+1. Denote by P : R[X ]→ R the evaluation map at X = 0. That is, P (f(X)) = f(0) ∀ f(X) ∈ R[X ].
Suppose that a1, . . . , al, b1, . . . , bl are homogeneous elements of R[X ] such that
• deg aj + deg bj = (2, 2N + 2) ∀ j = 1, . . . , l,
•
∑l
j=1 ajbj ∈ R,
• ∃ i ∈ {1, . . . , l} such that bi = X.
Then
M =

a1 b1
a2 b2
. . . . . .
ak bk

R[X]
and M ′ =

P (a1) P (b1)
P (a2) P (b2)
. . . . . .
P (ai−1) P (bi−1)
P (ai+1) P (bi+1)
. . . . . .
P (ak) P (bk)

R
are homotopic as Z2 ⊕ Z
⊕2-graded matrix factorizations over R.
Proof. See [20, Proposition 3.19]. 
Proposition 2.17 (weak version). Let I be an ideal of R generated by homogeneous elements. Assume w,
a0 and a1 are homogeneous elements of R such that degw = deg a0+deg a1 = (2, 2N +2) and w+a0a1 ∈ I.
Then w ∈ I + (a0) and w ∈ I + (a1).
Let M be a Z2 ⊕ Z⊕2-graded matrix factorization of w over R, and M˜ =M ⊗R (a0, a1)R. Then M˜/IM˜ ,
M/(I + (a0))M and M/(I + (a1))M are all Z2 ⊕ Z⊕2-graded chain complexes of R-modules.
(1) If a0 is not a zero-divisor in R/I, then there is an R-linear quasi-isomorphism f : M˜/IM˜ →
(M/(I + (a0))M) 〈1〉 {1− dega a0, N + 1− degx a0} that preserves the Z2 ⊕ Z
⊕2-grading.
(2) If a1 is not a zero-divisor in R/I, then there is an R-linear quasi-isomorphism g : M˜/IM˜ →
M/(I + (a1))M that preserves the Z2 ⊕ Z⊕2-grading.
Proof. This proposition is [9, Proposition 9]. Since the quasi-isomorphism g in Part (2) will be used in the
proof of Theorem 1.5, we sketch a proof for Part (2) here.
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Write M = M0
d0−→ M1
d1−→ M0. Recall that (a0, a1)R = R
a0−→ R{1 − dega a0, N + 1 − degx a0}
a1−→ R.
Then M˜ =M ⊗R (a0, a1)R is the matrix factorization
M0
⊕
M1{1− dega a0, N + 1− degx a0}
d˜0−−→
M1
⊕
M0{1− dega a0, N + 1− degx a0}
d˜1−−→
M0
⊕
M1{1− dega a0, N + 1− degx a0}
,
where
d˜0 =
(
d0 −a1
a0 d1
)
, d˜1 =
(
d1 a1
−a0 d0
)
.
For ε ∈ Z2, denote by Pε : Mε/IMε → Mε/(I + (a1))Mε the standard quotient map. We define g :
M˜/IM˜ → (M/(I + (a1))M) by the mappings
M0/IM0
⊕
(M1/IM1){1− dega a0, N + 1− degx a0}
(P0,0)
−−−−→ M0/(I + (a1))M0,
M1/IM1
⊕
(M0/IM0){1− dega a0, N + 1− degx a0}
(P1,0)
−−−−→ M1/(I + (a1))M1.
It is straightforward to check that
• g is a surjective R-linear chain map that preserves the Z2 ⊕ Z
⊕2-grading,
• ker g is a homotopically trivial subcomplex of M˜/IM˜ .
So the short exact sequence
0→ ker g →֒ M˜/IM˜
g
−→ (M/(I + (a1))M)→ 0
induces an exact triangle
H(M˜/IM˜)
g // H(M/(I + (a1))M)
ww♣♣♣
♣♣♣
♣♣
♣♣♣
♣♣
0
dd■■■■■■■■■■
,
which implies that g is a quasi-isomorphism. 
2.4. Categories of matrix factorizations.
Definition 2.18. Let w be a homogeneous element of R with bidegree (2, 2N + 2).
Suppose M is a Z2⊕Z⊕2-graded matrix factorization of w over R. We say that M is homotopically finite
if there exists a finitely generated graded matrix factorizationM over R with potential w such thatM ≃M.
We define categories mfallR,w, mfR,w, hmf
all
R,w and hmfR,w by the following table.
Category Objects Morphisms
mfallR,w all Z2 ⊕ Z
⊕2-graded matrix factorizations of w over R with the Hommf
Z⊕2-grading bounded below
mfR,w all homotopically finite Z2 ⊕ Z
⊕2-graded matrix factorizations of w Hommf
over R with the Z⊕2-grading bounded below
hmfallR,w all Z2 ⊕ Z
⊕2-graded matrix factorizations of w over R with the Homhmf
Z⊕2-grading bounded below
hmfR,w all homotopically finite Z2 ⊕ Z
⊕2-graded matrix factorizations of w Homhmf
over R with the Z⊕2-grading bounded below
Definition 2.19. Let w be a homogeneous element of R with bidegree (2, 2N+2). Denote by I the maximal
homogeneous ideal (a,X1, . . . , Xk) of R. Note that w ∈ I and, for a Z2⊕Z⊕2-graded matrix factorizationM
of w over R, M/IM is a chain complex of Z⊕2-graded Q-spaces with a Z2-homological grading. We define
HR(M) to be the Z2 ⊕ Z⊕2-graded homology of M/IM .
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Denote by Hε,j,kR (M) the subspace of HR(M) of homogeneous elements of Z2-degree ε and Z
⊕2-degree
(j, k). If the Z⊕2-grading of M is bounded below and dimHε,j,kR (M) < ∞ for all ε, j, k, then we define the
graded dimension of M over R to be
gdimR(M) =
∑
ε,j,k
τεαjξk dimQH
ε,j,k
R (M) ∈ Z[[α, ξ]][α
−1, ξ−1, τ ]/(τ2 − 1).
Lemma 2.20. Let M be a Z⊕2-graded free R-module whose Z⊕2-grading is bounded below. Define V =
M/IM . Then there is a homogeneous R-module isomorphism F : V ⊗QR→M preserving the Z⊕2-grading.
In particular, if {vβ |β ∈ B} is a homogeneous Q-basis for V , then {F (vβ ⊗ 1)|β ∈ B} is a homogeneous
R-basis for M .
Proof. By Lemma 2.3, M has a homogeneous basis {eα|α ∈ A}. Then, as Z⊕2-graded vector spaces,
V ∼=
⊕
α∈AQ · eα. So, as graded R-modules, M
∼=
⊕
α∈AR · eα
∼= V ⊗Q R. This proves the existence of F .
The rest of the lemma follows easily. 
Proposition 2.21. [9, Proposition 7] Let w be a homogeneous element of R with bidegree (2, 2N + 2), and
M a Z2 ⊕ Z⊕2-graded matrix factorization of w over R. Assume the Z⊕2-grading of M is bounded below.
Then there exist Z2 ⊕ Z⊕2-graded matrix factorizations Mc and Mes of w over R such that
(i) M ∼=Mc ⊕Mes,
(ii) Mc ≃ 0 and, therefore, M ≃Mes,
(iii) Mes ∼= HR(M) ⊗Q R as Z2 ⊕ Z⊕2-graded R-modules, and HR(M) ∼= Mes/IMes as Z2 ⊕ Z⊕2-graded
Q-spaces.
Proof. (Following [9].) Write M as M0
d0−→ M1
d1−→ M0. Then the chain complex V := M/IM is given
by V0
dˆ0−→ V1
dˆ1−→ V0, where Vε = Mε/IMε for ε = 0, 1. By Lemma 2.3, Mε has a homogeneous R-basis
{eσ|σ ∈ Sε}, which induces a homogeneous Q-basis {eˆσ|σ ∈ Sε} for Vε. Under the homogeneous basis
{eσ|σ ∈ Sε}, the entries of matrices of d0 and d1 are homogeneous elements of R. And the matrices of dˆ0
and dˆ1 are obtained by letting a = X1 = · · · = Xm = 0 in the matrices of d0 and d1, which preserves scalar
entries and kills entries with positive degrees.
We call {(uˆρ, vˆρ)|ρ ∈ P} a “good” set if
• {uˆρ|ρ ∈ P} is a set of linearly independent homogeneous elements in V0,
• {vˆρ|ρ ∈ P} is a set of linearly independent homogeneous elements in V1,
• dˆ0(uˆρ) = vˆρ and dˆ1(vˆρ) = 0.
Using Zorn’s Lemma, we find a maximal “good” set G = {(uˆα, vˆα)|α ∈ A}. Using Zorn’s Lemma again, we
extend {uˆα|α ∈ A} into a homogeneous basis {uˆα|α ∈ A ∪ B0} for V0, and {vˆα|α ∈ A} into a homogeneous
basis {vˆα|α ∈ A ∪ B1} for V1. For each β ∈ B0, we can write dˆ0uˆβ =
∑
α∈A∪B1
cαβ · vˆα, where cαβ ∈ Q, and
the right hand side is a finite sum.
By Lemma 2.20, there is a homogeneous isomorphism Fε : Vε ⊗Q R
∼=
−→ Mε preserving the Z⊕2-grading.
Let uα = F0(uˆα ⊗ 1) and vα = F1(vˆα ⊗ 1). Then {uα|α ∈ A ∪ B0} and {vα|α ∈ A ∪ B1} are homogeneous
R-bases for M0 and M1. Recall that dˆ0(uˆα) = vˆα for α ∈ A. So we have that, for any α ∈ A,
duα = vα +
∑
β∈A∪B1, β 6=α
fβαvβ ,
where fβα ∈ I and the sum on the right hand side is a finite sum. That is, for each α,
(2.1) fβα = 0 for all but finitely many β.
For two pairs of integers (i, j), (k, l), we say that
• (i, j)  (k, l) if i ≤ k and j ≤ l,
• (i, j) ≺ (k, l) if (i, j)  (k, l) and (i, j) 6= (k, l).
For each pair of (α, β) with α ∈ A, β ∈ A ∪ B1 and α 6= β, the requirement that fβα ∈ I implies
(2.2) fβα 6= 0 only if deg vβ ≺ deg vα.
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For α ∈ A and k > 0, let
Ck∗α = {(γ0, . . . , γk) ∈ A
k+1| γk = α, deg vγ0 ≺ · · · ≺ deg vγk , fγ0γ1 · · · fγk−1γk 6= 0}.
By (2.1), Ck∗α is a finite set. For each α, C
k
∗α = ∅ for large k’s since the Z
⊕2-grading of M is bounded below.
For α, β ∈ A and k > 0, let
Ckβα = {(γ0, . . . , γk) ∈ C
k
∗α|γ0 = β}.
Then ∪β∈ACkβα = C
k
∗α. So each C
k
βα is finite. And, for each k, C
k
βα 6= ∅ for only finitely many β. Also, by
definition, it is easy to see that Ckβα 6= ∅ only if deg vβ ≺ deg vα. Moreover, for each α, there is a k0 > 0
such that Ckβα = ∅ for any β whenever k > k0.
Now, for α, β ∈ A, define tβα ∈ R by
tβα =

1 if β = α,∑
k≥1(−1)
k
∑
(γ0,...,γk)∈Ckβα
fγ0γ1 · · · fγk−1γk if deg vβ ≺ deg vα,
0 otherwise.
From the above discussion, we know that the sum on the right hand side is always a finite sum. So tβα is well
defined. Furthermore, given an α ∈ A, tβα = 0 for all but finitely many β. So, for α ∈ A, u′α :=
∑
β∈A tβαuβ
is well defined. It is straightforward to check that:
• {u′α|α ∈ A} ∪ {uβ|β ∈ B0} is also a homogeneous R-basis for M0,
• For α ∈ A, du′α = vα +
∑
β∈B1
f ′βαvβ , where the right hand side is a finite sum, and f
′
βα ∈ I.
Now let
v′α =
{
vα +
∑
β∈B1
f ′βαvβ if α ∈ A,
vα if α ∈ B1.
Then {v′α|α ∈ A ∪ B1} is a homogeneous R-basis for M1. We have{
du′α = v
′
α if α ∈ A,
duβ =
∑
α∈A gαβv
′
α +
∑
γ∈B1
gγβv
′
γ if β ∈ B0,
where the sums on the right hand side are finite sums. For β ∈ B0, we let u′β = uβ −
∑
α∈A gαβu
′
α. Then
{u′α|α ∈ A ∪ B0} is again a homogeneous R-basis for M0, and{
du′α = v
′
α if α ∈ A,
du′β =
∑
γ∈B1
gγβv
′
γ if β ∈ B0,
where the sum on the right hand side is a finite sum. Using that d1d0 = w · idM0 and d0d1 = w · idM1 , one
can check that {
dv′α = w · v
′
α if α ∈ A,
dv′β =
∑
γ∈B0
hγβu
′
γ if β ∈ B1,
where the sum on the right hand side is a finite sum.
Define M(1,w) to be the submodule of M spanned by {u
′
α|α ∈ A} ∪ {v
′
α|α ∈ A}, and M
′ the submodule
of M spanned by {u′β|β ∈ B0} ∪ {v
′
β|β ∈ B1}. Then M(1,w) and M
′ are both Z2 ⊕ Z⊕2-graded matrix
factorizations of w over R and M =M(1,w) ⊕M
′. Note that
(a) M(1,w) is a direct sum of components of the form (1, w)R{j, k},
(b) Under the standard projection M →M/IM , we have, for α ∈ A, u′α 7→ uˆα and v
′
α 7→ vˆα.
In particular, (b) above means that M ′ does not have direct sum components of the form (1, w)R{j, k}.
Otherwise, we can enlarge the “good” set G, which contradicts the fact that G is maximal. We then apply a
similar argument toM ′ and find a decompositionM ′ =M(w,1)⊕Mes of Z2⊕Z
⊕2-graded matrix factorizations
satisfying
• M(w,1) is a direct sum of components of the form (w, 1)R{j, k},
• Mes has no direct sum component of the forms (1, w)R{j, k} or (w, 1)R{j, k}.
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Let Mc = M(1,w) ⊕ M(w,1). Then M = Mc ⊕ Mes. Mc ≃ 0 since (1, w)R{j, k} and (w, 1)R{j, k} are
both homotopic to 0. So M ≃ Mes. It is clear that, under any homogeneous basis for Mes, all entries of
the matrices representing the differential map of Mes must be in I. Otherwise, a simple change of basis
would show that Mes has a direct sum component of the form (1, w)R{j, k} or (w, 1)R{j, k}. Therefore,
HR(M) ∼= HR(Mes) ∼=Mes/IMes. So, by Lemma 2.20, Mes ∼= HR(M)⊗Q R as graded modules. 
Corollary 2.22. [9, Corollary 4] Let w be a homogeneous element of R with bidegree (2, 2N + 2), and M a
Z2 ⊕ Z
⊕2-graded matrix factorization of w over R whose Z⊕2-grading is bounded below. We have:
(1) M ≃ 0 if and only if HR(M) = 0 or, equivalently, gdimR(M) = 0.
(2) M is homotopically finite if and only if dimQHR(M) is finite.
Proof. For Part (1), note that, by Proposition 2.21, M ≃ 0 if and only if Mes ≃ 0 if and only if HR(M) = 0.
Now consider (2). If M is homotopically finite, then there is a finitely generated Z2 ⊕Z
⊕2-graded matrix
factorization M of w over R such that M ≃ M. Note that M/IM is finite dimensional over Q. Thus,
HR(M) ∼= HR(M) is finite dimensional over Q. On the other hand, if HR(M) is finite dimensional over
Q, then, by Proposition 2.21, Mes ∼= HR(M) ⊗Q R is finitely generated over R. But M ≃ Mes. So M is
homotopically finite. 
Definition 2.23. An additive category C is said to be fully additive if every idempotent endomorphism in
C splits. That is, for every object C of C and every endomorphism f of C satisfying f ◦ f = f , there exist
objects C0 and C1 of C and an isomorphism
C0
⊕
C1
(J0,J1)
−−−−→ C such that f ◦ J0 = 0 and f ◦ J1 = J1.
Lemma 2.24. Let C be a fully additive category. Assume that
• A and C are objects of C ,
• A
f
−→ C and C
g
−→ A are morphisms of C such that g ◦ f = idA.
Then there exits an object C0 of C such that C ∼= A⊕ C0.
Proof. Consider the morphism C
f◦g
−−→ C. We have (f ◦ g) ◦ (f ◦ g) = f ◦ idA ◦ g = f ◦ g. Since C is fully
additive, there exist objects C0 and C1 of C and an isomorphism
C0
⊕
C1
(J0,J1)
−−−−→ C such that f ◦g ◦J0 = 0 and
f ◦g ◦J1 = J1. Denote by C

 P0
P1


−−−−−−→
C0
⊕
C1
the inverse of (J0, J1). Note that P1 ◦f ◦g ◦J1 = P1 ◦J1 = idC1 .
Moreover, idA = g ◦ f = g ◦ idC ◦ f = g ◦ (J0 ◦ P0 + J1 ◦ P1) ◦ f . So
idA = idA ◦ idA = g ◦ f ◦ g ◦ (J0 ◦ P0 + J1 ◦ P1) ◦ f
= g ◦ (f ◦ g ◦ J0 ◦ P0 + f ◦ g ◦ J1 ◦ P1) ◦ f = g ◦ J1 ◦ P1 ◦ f.
Thus, the morphisms A
P1◦f
−−−→ C1 and C1
g◦J1
−−−→ A are isomorphisms. This shows that A ∼= C1 and, therefore,
C ∼= C0 ⊕ C1 ∼= A⊕ C0. 
Proposition 2.25. [9, Proposition 24] Let w be a homogeneous element of R with bidegree (2, 2N + 2).
Then mfallR,w, mfR,w and hmfR,w are all fully additive.
Proof. (Following [9].) The category of Z⊕2-graded R-modules is of course fully additive. By the Quillen-
Suslin Theorem, we know that any projectiveR-module is a free R-module. Thus, the category of Z⊕2-graded
free R-modules is also fully additive. From this, it is easy to deduce that mfallR,w and mfR,w are both fully
additive.
Next, we prove that hmfR,w is fully additive.
Let M be an object of hmfR,w and f :M →M a morphism of Z2⊕Z⊕2-graded matrix factorization such
that f ◦ f ≃ f . Denote by P : M → Mes and J : Mes → M the homotopy equivalences from Part (ii) of
Proposition 2.21. Then f induces a morphism fes = P ◦ f ◦ J :Mes →Mes, which satisfies fes ◦ fes ≃ fes.
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Let α : Hommf(Mes,Mes) → Homhmf(Mes,Mes) be the natural projection taking each morphism to its
homotopy class, and β : Hommf(Mes,Mes) → HomQ(HR(M), HR(M)) the map taking each morphism to
the induced map on the homology. Then kerα and kerβ are ideals of the ring Hommf(Mes,Mes), and
kerα ⊂ kerβ.
Note thatM is homotopically finite. So, by Proposition 2.21 and Corollary 2.22, Mes is finitely generated.
Let {e1, . . . , en} be a homogeneous basis forMes. For any h ∈ kerβ, denote by H its matrix under this basis.
By Proposition 2.21, HR(M) ∼= Mes/IMes. Since β(h) = 0, we know that all entries of H are elements of
I. Thus, if h ∈ (kerβ)l, then all entries of H are elements of Il. Recall that dega a = 2, degxXi ≥ 2 and
I = (a,X1, . . . , Xk). A simple degree count shows that the matrix of a homogeneous endomorphism of Mes
preserving the Z⊕2-grading can not contain non-zero entries from IK , where
K := max{max{dega ei − dega ej | 1 ≤ i, j ≤ n}, max{degx ei − degx ej | 1 ≤ i, j ≤ n}}.
Thus, (kerβ)K = 0 and, therefore, (kerα)K = 0. This shows that kerα is a nilpotent ideal of Hommf(Mes,Mes).
By [3, Theorem 1.7.3], nilpotent ideals have the lifting idempotents property. Thus, there is an endomorphism
ges ∈ Hommf(Mes,Mes) satisfying ges ≃ fes and ges ◦ ges = ges.
But mfR,w is fully additive. So ges splits Mes into a direct sum of two finitely generated Z2⊕Z⊕2-graded
matrix factorizations. This direct sum is a splitting of M by f in the category hmfR,w. 
3. Matrix Factorizations Associated to MOY Graphs
In this section, we define matrix factorizations associated to MOY graphs, which are the building blocks
of the chain complex CN used to define the homology HN . Throughout this section, we fix a non-negative
integer N and let a be a homogeneous indeterminate of bidegree deg a = (2, 0).
3.1. Symmetric polynomials. In this subsection, we recall some facts about symmetric polynomials, which
will be used in our definition of HN .
Definition 3.1. A finite collection of homogeneous indeterminates of bidegree (0, 2) is called an alphabet.
We denote by Sym(X) the ring of symmetric polynomials over Q in the alphabet X = {x1, . . . , xm}. More
generally, given a collection {X1, . . . ,Xl} of pairwise disjoint alphabets, we denote by Sym(X1| · · · |Xl) the
ring of polynomials in X1 ∪ · · · ∪ Xl over Q that are symmetric in each Xi.
3 That is, Sym(X1| · · · |Xl) =
Sym(X1)⊗Q · · · ⊗Q Sym(Xl).
For an alphabet X = {x1, . . . , xm}, we denote by Xk, hk(X) and pk(X) the elementary, complete and
power sum symmetric polynomials in X. That is,
Xk =

∑
1≤i1<i2<···<ik≤m
xi1xi1 · · ·xik if 1 ≤ k ≤ m,
1 if k = 0,
0 if k < 0 or k > m,
(3.1)
hk(X) =

∑
1≤i1≤i2≤···<≤ik≤m
xi1xi1 · · ·xik , if k ≥ 1,
1 if k = 0,
0 if k < 0,
(3.2)
pk(X) =
{∑m
j=1 x
k
j if k ≥ 0,
0 if k < 0.
(3.3)
Recall that Sym(X) = Q[X1 . . . , Xm]. So there are unique m-variable polynomials hm,k and pm,k such that
hk(X) = hm,k(X1, . . . , Xm),(3.4)
pk(X) = pm,k(X1, . . . , Xm).(3.5)
Lemma 3.2. [20, Lemma 5.1]
∂
∂Xj
pm,k(X1, . . . , Xm) = (−1)
j+1khm,k−j(X1, . . . , Xm).
3Sym(X1| · · · |Xl) is bigger than Sym(X1 ∪ · · · ∪Xl). In fact, Sym(X1| · · · |Xl) is a finitely generated free Sym(X1 ∪ · · · ∪Xl)-
module.
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3.2. Matrix factorizations associated to MOY graphs. We now recall the definition of MOY graphs
and define Z2⊕Z⊕2-graded matrix factorizations associated to MOY graphs. Although the definitions in this
subsection are for general MOY graphs, we will only need 1, 2, 3-colored MOY graphs in our construction of
HN .
Definition 3.3. An abstract MOY graph is an oriented graph with every edge colored by a non-negative
integer such that, for every vertex v with valence at least 2, the sum of the colors of the edges entering v is
equal to the sum of the colors of the edges leaving v.
A vertex of valence 1 in an abstract MOY graph is called an end point. A vertex of valence greater than
1 is called an internal vertex. An abstract MOY graph Γ is said to be closed if it has no end points. We say
that an abstract MOY graph is trivalent if all of its internal vertices have valence 3.
A MOY graph is an embedding of an abstract MOY graph into R2 such that, through each internal vertex
v, there is a straight line Lv so that all the edges entering v enter through one side of Lv and all edges leaving
v leave through the other side of Lv.
A marking of a MOY graph Γ consists of the following:
(1) A finite collection of marked points on Γ such that
• every edge of Γ has at least one marked point;
• all the end points (vertices of valence 1) are marked;
• none of the internal vertices (vertices of valence at least 2) are marked.
(2) An assignment of pairwise disjoint alphabets to the marked points such that the alphabet assigned
to a marked point on an edge of color m has m independent indeterminates.
■
i1
X1
❑
i2
X2
· · ·
✒
ik
Xk
vLv i1 + i2 + · · · + ik = j1 + j2 + · · · + jl
✒
j1
Y1
✕
j2
Y2
· · ·■ jl
Yl
Figure 1.
For a MOY graph Γ with a marking, cut it at its marked points. This gives a collection of marked MOY
graphs, each of which is a star-shaped neighborhood of a vertex in Γ and is marked only at its endpoints.
(If an edge of Γ has two or more marked points, then some of these pieces may be oriented arcs from one
marked point to another. In this case, we consider such an arc as a neighborhood of an additional vertex of
valence 2 in the middle of that arc.)
Let v be a vertex of Γ with coloring and marking around it given as in Figure 1. Setm = i1+i2+ · · ·+ik =
j1 + j2 + · · ·+ jl. Define
R = Q[a]⊗Q Sym(X1| . . . |Xk|Y1| . . . |Yl).
Note that R is the Z⊕2-graded polynomial ring generated by a and the elementary symmetric polyno-
mials of X1, . . . , Xk, Y1, . . . , Yl, with bigrading given by deg a = (2, 0) and deg x = (0, 2) for all x ∈
X1 ∪ · · · ∪ Xk ∪ Y1 ∪ · · · ∪ Yl.
Write X = X1 ∪ · · · ∪Xk and Y = Y1 ∪ · · · ∪Yl, each of which is an alphabet of m indeterminates. Denote
by Xj and Yj the j-th elementary symmetric polynomials in X and Y. For j = 1, . . . ,m, define
(3.6) Uj =
pm,N+1(Y1, . . . , Yj−1, Xj , . . . , Xm)− pm,N+1(Y1, . . . , Yj , Xj+1, . . . , Xm)
Xj − Yj
.
We associate to the vertex v the Z2 ⊕ Z⊕2-graded matrix factorization
CN (v) =

aU1 X1 − Y1
aU2 X2 − Y2
. . . . . .
aUm Xm − Ym

R
{0,−
∑
1≤s<t≤k
isit},
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of
∑m
j=1(Xj−Yj)Uj = apN+1(X)−apN+1(Y) over R, where pN+1(X) and pN+1(Y) are the (N+1)-th power
sum symmetric polynomials in X and Y.
Remark 3.4. Since
Sym(X|Y) = Q[X1, . . . , Xm, Y1, . . . , Ym] = Q[X1 − Y1, . . . , Xm − Ym, Y1, . . . , Ym],
it is clear that {X1 − Y1, . . . , Xm − Ym} is Sym(X|Y)-regular. (See Definition 2.14.) But R is a free
Sym(X|Y)-module. (See for example [13].) So {X1 − Y1, . . . , Xm − Ym} is also R-regular. Thus, by Lemma
2.15, the isomorphism type of C(v) does not depend on the particular choice of U1, . . . , Um as long as
they are homogeneous with the right degrees and the potential of C(v) remains
∑m
j=1 a(Xj − Yj)Uj =
apN+1(X)− apN+1(Y). From now on, we will only specify our choice for U1, . . . , Um when it is actually used
in the computation. Otherwise, we will simply denote the entries in the left column of CN(v) by ∗’s.
Definition 3.5.
CN (Γ) :=
⊗
v
CN (v),
where v runs through all the interior vertices of Γ (including those additional 2-valent vertices.) Here,
the tensor product is done over the common end points. More precisely, for two sub-MOY graphs Γ1
and Γ2 of Γ intersecting only at (some of) their end points, let W1, . . . ,Wn be the alphabets associated
to these common end points. Then, in the above tensor product, CN (Γ1) ⊗ CN (Γ2) is the tensor product
CN (Γ1)⊗Q[a]⊗QSym(W1|...|Wn) CN (Γ2).
Note that CN (Γ) is a Z2 ⊕ Z⊕2-graded matrix factorization. We denote by C
ε,j,k
N (Γ) the homogeneous
component of CN (Γ) of Z2-degree ε, a-degree j and x-degree k.
If Γ is closed, that is, has no end points, then CN (Γ) is considered a Z2⊕Z
⊕2-graded matrix factorization
of 0 over Q[a].
Assume Γ has end points. Let E1, . . . ,En be the alphabets assigned to all end points of Γ, among which
E1, . . . ,Ek are assigned to exits and Ek+1, . . . ,En are assigned to entrances. Define the boundary ring of Γ
to be R∂ = Q[a]⊗Q Sym(E1| · · · |En). Then CN(Γ) is viewed as a Z2 ⊕Z⊕2-graded matrix factorization over
R∂ of w =
∑k
i=1 apN+1(Ei)−
∑n
j=k+1 apN+1(Ej).
We allow the MOY graph to be empty. In this case, we define CN (∅) = Q[a]→ 0→ Q[a].
Lemma 3.6. If Γ is a MOY graph, then the homotopy type of CN (Γ) does not depend on the choice of the
marking.
Proof. We only need to show that adding or removing an extra marked point corresponds to a homotopy
equivalence of Z2 ⊕ Z⊕2-graded matrix factorizations. This follows easily from Proposition 2.16. 
Definition 3.7. Let Γ be a closed MOY graph with a marking. Then CN(Γ) is a Z2 ⊕ Z⊕2-graded chain
complex of free Q[a]-modules. Define HN (Γ) to be the homology of CN(Γ).
Note that HN (Γ) is a Z2 ⊕ Z⊕2-graded Q[a]-modules. Denote by H
ε,j,k
N (Γ) the homogeneous component
of HN (Γ) of Z2-degree ε, a-degree j and x-degree k. Define the Z2 ⊕ Z⊕2-graded dimension of Γ to be
gdim Γ =
∑
ε,j,k τ
εαjξk dimQH
ε,j,k
N (Γ) ∈ Z[[α, ξ]][α
−1, ξ−1, τ ]/(τ2 − 1).
Remark 3.8. In the language of Definition 2.19, gdim Γ = gdimQ(CN (Γ)) 6= gdimQ[a](CN (Γ)). Here, gdim Γ
is well defined because CN (Γ) is a finitely generated Z2⊕Z⊕2-graded matrix factorization over a polynomial
ring with finitely many indeterminates, which implies that:
(1) dimQH
ε,j,k
N (Γ) <∞ ∀ ε, j, k,
(2) the Z⊕2-grading of HN (Γ) is bounded below.
3.3. Edge sliding. Consider the MOY graphs in Figure 2. We call the local changes Γ1 ⇋ Γ
′
1 and Γ2 ⇋ Γ
′
2
edge slidings. In this subsection, we demonstrate that an edge sliding induces, up to homotopy and scaling,
a unique homotopy equivalence.
Lemma 3.9. Suppose that Γ1, Γ
′
1, Γ2 and Γ
′
2 are the MOY graphs shown in Figure 2. Mark corresponding
end points of Γi and Γ
′
i with the same alphabet and denote by R∂ the common boundary ring. Then CN (Γ1) ≃
CN (Γ′1) and CN (Γ2) ≃ CN (Γ
′
2) as Z2 ⊕ Z
⊕2-graded matrix factorizations over R∂.
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Γ1:
✻
■
✒
■✒
3
2
1 1 1
Γ′1:
✻
✒
■
✒■
3
2
111
Γ2:
❄
❘✠
❘✠
3
2
1 1 1
Γ′2:
❄
✠❘
✠❘
3
2
111
Figure 2.
✻
✻■ ✒
3
1 1 1
X1
x6 x7 x8
Γ:
✻
■
✒
■✒
3
2
1 1 1
X1
X2
x6 x7 x8
Γ1:
Figure 3.
Proof. Let Γ be the MOY graph in Figure 3. We mark Γ and Γ1 as in Figure 3, where X1 = {x1, x2, x3}
and X2 = {x4, x5}. Write R∂ = Q[a, x6, x7, x8]⊗Q Sym(X1) and R = Q[a, x6, x7, x8]⊗Q Sym(X1|X2). From
Proposition 2.16, we know that, as Z2 ⊕ Z⊕2-graded matrix factorizations over R∂ ,
CN (Γ1) =

∗ x7 + x8 − x4 − x5
∗ x7x8 − x4x5
∗ x4 + x5 + x6 − x1 − x2 − x3
∗ x4x5 + x5x6 + x6x4 − x1x2 − x2x3 − x3x1
∗ x4x5x6 − x1x2x3

R
{0,−3}
≃
 ∗ x7 + x8 + x6 − x1 − x2 − x3∗ x7x8 + x8x6 + x6x7 − x1x2 − x2x3 − x3x1
∗ x7x8x6 − x1x2x3

R∂
{0,−3}
= CN (Γ).
Similarly, CN (Γ′1) ≃ CN (Γ). So CN(Γ1) ≃ CN(Γ
′
1) and, similarly, CN (Γ2) ≃ CN (Γ
′
2). 
Lemma 3.10. Suppose that Γ1, Γ
′
1, Γ2 and Γ
′
2 are the MOY graphs shown in Figure 2. Then the homotopy
equivalences CN (Γ1)
≃
−→ CN(Γ
′
1), CN(Γ
′
1)
≃
−→ CN (Γ1), CN (Γ2)
≃
−→ CN (Γ
′
2) and CN(Γ
′
2)
≃
−→ CN (Γ2) of Z2⊕Z
⊕2-
graded matrix factorizations from Lemma 3.9 are unique up to homotopy and scaling by non-zero scalars.
Proof. We only prove the uniqueness of CN (Γ1)
≃
−→ CN (Γ′1) here. The proof of uniqueness of the other
homotopy equivalences are similar and left to the reader. Let R∂ be as in the proof of Lemma 3.9. To prove
the uniqueness of CN (Γ1)
≃
−→ CN (Γ′1), we only need to prove that, in the category
hmfR∂ ,a(xN+16 +x
N+1
7
+xN+1
8
−xN+1
1
−xN+1
2
−xN+1
3
),
we have Homhmf(CN (Γ1), CN(Γ′1)) ∼= Q. Since CN (Γ1) ≃ CN (Γ
′
1) ≃ CN(Γ), we just need to check that
Homhmf(CN (Γ), CN (Γ)) ∼= Q.
First, it is easy to see that CN(Γ) is finitely generated over R∂ and gdimR∂ (CN (Γ)) 6= 0. By Corollary
2.22, this means that CN (Γ) is not homotopic to 0. Thus, the identity map of CN (Γ) is not homotopic to 0.
This implies that dimQHomhmf(CN (Γ), CN (Γ)) ≥ 1.
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On the other hand, by Lemma 2.10,
HomR∂ (CN (Γ), CN (Γ))
∼=

aU1 x7 + x8 + x6 − x1 − x2 − x3
aU2 x7x8 + x8x6 + x6x7 − x1x2 − x2x3 − x3x1
aU3 x7x8x6 − x1x2x3
aU1 −(x7 + x8 + x6 − x1 − x2 − x3)
aU2 −(x7x8 + x8x6 + x6x7 − x1x2 − x2x3 − x3x1)
aU3 −(x7x8x6 − x1x2x3)

R∂
〈3〉 {3, 3N − 9},
where U1, U2 and U3 are given by equation (3.6). Let R
′ = Q[a, x6, x7, x8]. By Proposition 2.16 and Lemma
3.2, we have that, as Z2 ⊕ Z⊕2-graded matrix factorizations of 0 over R′,
aU1 x7 + x8 + x6 − x1 − x2 − x3
aU2 x7x8 + x8x6 + x6x7 − x1x2 − x2x3 − x3x1
aU3 x7x8x6 − x1x2x3
aU1 −(x7 + x8 + x6 − x1 − x2 − x3)
aU2 −(x7x8 + x8x6 + x6x7 − x1x2 − x2x3 − x3x1)
aU3 −(x7x8x6 − x1x2x3)

R∂
≃
 ahN ({x6, x7, x8}) 0ahN−1({x6, x7, x8}) 0
ahN−2({x6, x7, x8}) 0

R′
.
Thus, as Z2 ⊕ Z⊕2-graded matrix factorizations of 0 over R′,
HomR∂ (CN (Γ), CN (Γ)) ≃M :=
 ahN ({x6, x7, x8}) 0ahN−1({x6, x7, x8}) 0
ahN−2({x6, x7, x8}) 0

R′
〈3〉 {3, 3N − 9}.
As a Z2 ⊕ Z⊕2-graded R′-module,
M ∼= (R′ ⊕R′ 〈1〉 {1, N − 1})⊗R′ (R
′ ⊕R′ 〈1〉 {1, N − 3})⊗R′ (R
′ ⊕R′ 〈1〉 {1, N − 5}).
From this, it is easy to see that the homogeneous component ofM of Z2⊕Z⊕2-degree (0, 0, 0) is 1-dimensional
over Q. This implies that dimQH
0,0,0(HomR∂ (CN (Γ), CN (Γ))) ≤ 1. But, by Lemma 2.6,
Homhmf(CN (Γ), CN (Γ)) ∼= H
0,0,0(HomR∂ (CN(Γ), CN (Γ))).
Therefore, dimQHomhmf(CN (Γ), CN (Γ)) ≤ 1.
Putting the above together, we get Homhmf(CN (Γ), CN (Γ)) ∼= Q. 
3.4. Edge splitting and merging. Let Γ and Γ1 be the MOY graphs in Figure 4. We call the change
Γ1 ⇀ Γ an edge splitting and the change Γ ⇀ Γ1 an edge merging. In this subsection, we define the
morphisms induced by edge splitting and merging.
✻
✻ ✻
✻2 {x1, x2}
2 {x3, x4}
1
x5
1
x6
Γ
✻{x1, x2}
2
{x3, x4}
Γ1
Figure 4.
Lemma 3.11. [9, Proposition 30] Let R∂ = Q[a]⊗Q Sym({x1, x2}|{x3, x4}). Then
CN(Γ) ≃ CN(Γ1){0,−1} ⊕ CN (Γ1){0, 1}
as Z2 ⊕ Z⊕2-graded matrix factorizations of a(x
N+1
1 + x
N+1
2 − x
N+1
3 − x
N+1
4 ) over R∂.
Proof. (Following [9].) Set
R = Q[a]⊗Q Sym({x1, x2}|{x3, x4}|{x5, x6}),
R˜ = Q[a]⊗Q Sym({x1, x2}|{x3, x4})⊗Q Q[x5, x6].
Then R is a subring of R˜ and, as Z⊕2-graded R-modules, R˜ = R · 1⊕R · x5 ∼= R⊕R{0, 2}.
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✻{x1, x2}
2
{x3, x4}
{x5, x6}
Γ1
Figure 5.
By definition,
(3.7) CN(Γ) =

∗ x1 + x2 − x5 − x6
∗ x1x2 − x5x6
∗ x5 + x6 − x3 − x4
∗ x5x6 − x3x4

R˜
{0,−1}.
We add an extra marked point to Γ1 as in Figure 5. Then, by Lemma 3.6, we have
(3.8) CN(Γ1) ≃

∗ x1 + x2 − x5 − x6
∗ x1x2 − x5x6
∗ x5 + x6 − x3 − x4
∗ x5x6 − x3x4

R
.
Combine the above, we get that CN(Γ) ≃ CN (Γ1){0,−1} ⊕ CN (Γ1){0, 1} as Z2 ⊕ Z⊕2-graded matrix
factorizations of a(xN+11 + x
N+1
2 − x
N+1
3 − x
N+1
4 ) over R. Since R∂ is a subring of R, this proves the
lemma. 
Lemma 3.12. Let Γ, Γ1 and R∂ be as in Lemma 3.11. Then, in the category hmfR∂ ,a(xN+11 +x
N+1
2
−xN+1
3
−xN+1
4
),
we have that, for k ≥ 1,
Homhmf(CN (Γ), CN (Γ1){0, k}) ∼= Homhmf(CN (Γ1), CN (Γ){0, k}) ∼=
{
Q if k = 1,
0 if k > 1.
Proof. By Lemma 3.11, we have CN(Γ) ≃ CN(Γ1){0,−1} ⊕ CN (Γ1){0, 1}. So
Homhmf(CN (Γ), CN (Γ1){0, k}) ∼= Homhmf(CN (Γ1), CN (Γ){0, k})(3.9)
∼= Homhmf(CN (Γ1), CN (Γ1){0, k − 1})⊕Homhmf(CN (Γ1), CN (Γ1){0, k + 1})
∼= H0,0,1−k(HomR∂ (CN (Γ1), CN (Γ1))) ⊕H
0,0,−1−k(HomR∂ (CN (Γ1), CN(Γ1))).
By Lemma 2.10, we have that
HomR∂ (CN (Γ1), CN (Γ1))
∼=

aU1 x1 + x2 − x3 − x4
aU2 x1x2 − x3x4
aU1 x3 + x4 − x1 − x2
aU2 x3x4 − x1x2

R∂
{2, 2N − 4},
where U1 and U2 are given by equation (3.6). By Proposition 2.16 and Lemma 3.2, as Z2 ⊕ Z⊕2-graded
matrix factorizations over Rˆ := Q[a]⊗Q Sym({x1, x2}),
aU1 x1 + x2 − x3 − x4
aU2 x1x2 − x3x4
aU1 x3 + x4 − x1 − x2
aU2 x3x4 − x1x2

R∂
∼=
(
ahN (x1, x2) 0
ahN−1(x1, x2) 0
)
Rˆ
.
So, as Z2 ⊕ Z⊕2-graded chain complexes over Rˆ,
HomR∂ (CN (Γ1), CN (Γ1))
∼=
(
ahN(x1, x2) 0
ahN−1(x1, x2) 0
)
Rˆ
{2, 2N − 4}.
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But, as a Z2 ⊕ Z⊕2-graded Rˆ-module,(
ahN(x1, x2) 0
ahN−1(x1, x2) 0
)
Rˆ
{2, 2N − 4} ∼= (Rˆ{1, N − 1} ⊕ Rˆ 〈1〉)⊗Rˆ (Rˆ{1, N − 3} ⊕ Rˆ 〈1〉).
This implies that
(3.10) dimQH
0,0,−l(HomR∂ (CN (Γ1), CN (Γ1)))
{
≤ 1 if l = 0,
= 0 if l < 0.
It is easy to check that HR∂ (CN (Γ1)) ≇ 0. This means that CN (Γ1) is not homotopic to 0 and, therefore,
idCN (Γ1) is not homotopic to 0. Thus,
(3.11) dimQH
0,0,0(HomR∂ (CN (Γ1), CN (Γ1))) = 1.
Now the lemma follows from equations (3.9), (3.10) and (3.11). 
Lemma 3.13. Let Γ, Γ1 and R∂ be as in Lemma 3.11. Then, up to homotopy and scaling, there exist unique
homotopically non-trivial R∂-linear homogeneous morphisms of matrix factorizations CN (Γ1)
φ
−→ CN (Γ) and
CN (Γ)
φ¯
−→ CN (Γ1) of Z2 ⊕ Z⊕2-degree (0, 0,−1). For these two morphisms, we have
φ¯ ◦ φ ≃ 0,
φ¯ ◦m(x5) ◦ φ = −φ¯ ◦m(x6) ◦ φ ≈ idCN (Γ1),
where m(x5) is the endomorphism of CN (Γ) given by the multiplication by x5.
Proof. The existence and uniqueness of φ and φ¯ follow from Lemma 3.12. It remains to show that φ and φ¯
satisfy the equations in the lemma.
Denote by Sym(x5, x6)

−→ Q[x5, x6] the standard inclusion that maps every element of Sym(x5, x6) to itself
in Q[x5, x6]. Set R = R∂ ⊗Q Sym(x5, x6) as in the proof of Lemma 3.11. Using expressions (3.7) and (3.8) of
CN (Γ) and CN(Γ1), one can see that  induces an R-linear homogeneous morphism of matrix factorizations
CN (Γ1)
ϕ
−→ CN (Γ) of Z2 ⊕ Z⊕2-degree (0, 0,−1). Denote by Q[x5, x6]
π
−→ Sym(x5, x6) the divided difference
π(f(x5, x6)) =
f(x5,x6)−f(x6,x5)
x5−x6
∈ Sym(x5, x6). Note that π is Sym(x5, x6)-linear. Using expressions (3.7)
and (3.8) again, one can see that π induces an R-linear homogeneous morphism of matrix factorizations
CN (Γ)
ϕ¯
−→ CN (Γ1) of Z2 ⊕ Z
⊕2-degree (0, 0,−1). It is easy to check that π ◦  = 0 and π ◦ m(x5) ◦  =
−π ◦ m(x6) ◦  = idSym(x5,x6). It follows that ϕ¯ ◦ ϕ ≃ 0 and ϕ¯ ◦m(x5) ◦ ϕ = −ϕ¯ ◦m(x6) ◦ ϕ ≈ idCN (Γ1). In
particular, the last equation implies that ϕ and ϕ¯ are homotopically non-trivial. Thus, by the uniqueness of
φ and φ¯, we have φ ≈ ϕ and φ¯ ≈ ϕ¯. This completes the proof. 
3.5. χ-morphisms. In this subsection, we construct two pairs of χ-morphisms induced by the changes in
Figures 6 and 7. The morphisms χ0 and χ1 are direct generalizations of those defined in [9, 10] and will
be used in the definition of the chain complexes associated to closed braids. The morphisms χ˜0 and χ˜1
will be used in the proof of the invariance of HN under Reidemeister move III. The constructions of these
morphisms are given in more general settings in [20, Section 8].
As in [10], our construction of the χ-morphisms are based on the following simple observation.
Lemma 3.14. [10] Let r, s, t be homogeneous elements of R = Q[a,X1, . . . , Xk] with deg r+deg s+deg t =
(2, 2N + 2). Then there exist homogeneous morphisms of matrix factorizations
f : (r, st)R → (rs, t)R,
g : (rs, t)R → (r, st)R,
such that
(i) f and g preserve the Z2-grading,
(ii) deg f = (0, 0) and deg g = deg s,
(iii) g ◦ f = s · id(r,st)R and f ◦ g = s · id(rs,t)R .
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Proof.
R
r //
1

R{1− dega r,N + 1− degx r}
st //
s

R
1

R
rs //
s

R{1− dega r − dega s,N + 1− degx r − degx s}
t //
1

R
s

R
r // R{1− dega r,N + 1− degx r}
st // R
In the above diagram, note that:
• The top and bottom rows are both (r, st)R.
• The middle row is (rs, t)R.
• All squares commute.
So this diagram defines morphisms (r, st)R
f
−→ (rs, t)R and (rs, t)R
g
−→ (r, st)R. It is easy to verify that f and
g satisfy all the requirements in the lemma. 
✻ ✻
1 1
x1
y2
y1
x2
Γ0
χ0 //
✯❨
❨ ✯
✻
1 1
1 1
2
x1
y2
y1
x2
Γ1
χ1
oo
Figure 6.
Lemma 3.15. [9, 10] Let Γ0 and Γ1 be the MOY graphs in Figure 6. Then there exist homogeneous
morphisms of matrix factorizations CN (Γ0)
χ0
−→ CN (Γ1) and CN(Γ1)
χ1
−→ CN (Γ0) satisfying:
(1) χ0 and χ1 are homotopically non-trivial,
(2) the Z2 ⊕ Z⊕2-degrees of χ0 and χ1 are both (0, 0, 1),
(3) χ1 ◦ χ0 ≃ (x2 − x1)idCN (Γ0) and χ
0 ◦ χ1 ≃ (x2 − x1)idCN (Γ1).
Moreover, up to homotopy and scaling,
• χ0 is the unique homotopically non-trivial homogeneous morphisms from CN (Γ0) to CN (Γ1) of Z2 ⊕
Z⊕2-degree (0, 0, 1),
• χ1 is the unique homotopically non-trivial homogeneous morphisms from CN (Γ1) to CN (Γ0) of Z2 ⊕
Z⊕2-degree (0, 0, 1).
Proof. We prove the existence of χ0 and χ1 first. Let R∂ = Q[a, x1, x2, y1, y2]. By Proposition 2.16,
CN (Γ1) ≃
(
aU1 x1 + y1 − x2 − y2
aU2 x1y1 − x2y2
)
R∂
{0,−1},
where U1 and U2 are given by equation (3.6). By Lemma 2.13,(
aU1 x1 + y1 − x2 − y2
aU2 x1y1 − x2y2
)
R∂
∼=
(
a(U1 + x1U2) x1 + y1 − x2 − y2
aU2 (x2 − x1)(x1 − y2)
)
R∂
.
Thus, we have a pair of homotopy equivalences
CN(Γ1)
ρ // M :=
(
a(U1 + x1U2) x1 + y1 − x2 − y2
aU2 (x2 − x1)(x1 − y2)
)
R∂
{0,−1}
ρ¯
oo
that are homotopy inverses of each other. On the other hand, by Lemmas 2.13 and 2.15, we know that
CN(Γ0) ∼=
(
a(U1 + x1U2) y1 − x2
a(U1 + x2U2) x1 − y2
)
R∂
∼=
(
a(U1 + x1U2) x1 + y1 − x2 − y2
a(x2 − x1)U2 x1 − y2
)
R∂
.
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This gives a pair of isomorphisms
CN(Γ0)
η // M ′ :=
(
a(U1 + x1U2) x1 + y1 − x2 − y2
a(x2 − x1)U2 x1 − y2
)
R∂
.
η−1
oo
By Lemma 3.14, there are homogeneous morphisms
M
f //M ′
g
oo
satisfying:
• the Z2 ⊕ Z⊕2-degrees of f and g are both (0, 0, 1),
• f ◦ g ≃ (x2 − x1)idM ′ and g ◦ f ≃ (x2 − x1)idM .
Moreover, it is straightforward to check that HR∂ (M)
f
−→ HR∂ (M
′) and HR∂ (M
′)
g
−→ HR∂ (M) are both
non-zero. So f and g are homotopically non-trivial. Define χ0 = ρ¯ ◦ g ◦ η and χ0 = η−1 ◦ f ◦ ρ. It is easy to
verify that these homogeneous morphisms satisfy conditions (1-3) in the lemma.
It remains to prove the uniqueness of χ0 and χ1. This comes down to showing that, in the category
hmfR∂ ,a(xN+11 +y
N+1
1
−xN+1
2
−yN+1
2
),
we have
Homhmf(CN (Γ0), CN (Γ1){0,−1}) ∼= Homhmf(CN (Γ1), CN (Γ0){0,−1}) ∼= Q.
Next, we prove that Homhmf(CN (Γ0), CN (Γ1){0,−1}) ∼= Q. The proof of Homhmf(CN (Γ1), CN (Γ0){0,−1}) ∼=
Q is similar and left to the reader.
Since χ0 is not homotopic to 0, we have that dimQH
0,0,1(HomR∂ (M
′,M)) ≥ 1. Note that, by Lemma
2.6,
Homhmf(CN (Γ0), CN (Γ1){0,−1}) ∼= Homhmf(M
′,M{0,−1}) ∼= H0,0,1(HomR∂ (M
′,M)).
By Lemma 2.10 and Proposition 2.16, we have that, as Z2 ⊕ Z
⊕2-graded matrix factorizations over R =
Q[a, x1, y1],
HomR∂ (M
′,M) ∼=

a(U1 + x1U2) x1 + y1 − x2 − y2
aU2 (x2 − x1)(x1 − y2)
a(U1 + x1U2) −(x1 + y1 − x2 − y2)
a(x2 − x1)U2 −(x1 − y2)

R∂
{2, 2N − 3}
∼=
(
a(V1 + x1V2) 0
aV2 0
)
R∂
{2, 2N − 3},
where Vi = Ui|y2=x1, x2=y1 ∈ R. But, as a Z2 ⊕ Z
⊕2-graded R-module,(
a(V1 + x1V2) 0
aV2 0
)
R∂
{2, 2N − 3} ∼= (R{1, N − 1} ⊕R 〈1〉)⊗R (R{1, N − 3} ⊕R 〈1〉){0, 1}.
This implies that dimQH
0,0,1(HomR∂ (M
′,M)) ≤ 1. Thus, Homhmf(CN (Γ0), CN (Γ1){0,−1}) ∼= Q. 
✻
✻
✻
✻
✲
1 2
2 1
1
x1
{y3, y4}
{y1, y2}
x2
z
Γ˜0
χ˜0 //
✯❨
❨ ✯
✻
2 1
1 2
3
x1
{y3, y4}
{y1, y2}
x2
Γ˜1
χ˜1
oo
Figure 7.
Lemma 3.16. Let Γ˜0 and Γ˜1 be the MOY graphs in Figure 7. Then there exist homogeneous morphisms of
matrix factorizations CN (Γ˜0)
χ˜0
−→ CN(Γ˜1) and CN (Γ˜1)
χ˜1
−→ CN (Γ˜0) satisfying:
(1) χ˜0 and χ˜1 are homotopically non-trivial,
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(2) the Z2 ⊕ Z⊕2-degrees of χ˜0 and χ˜1 are both (0, 0, 1),
(3) χ˜1 ◦ χ˜0 ≃ (x2 − x1)idCN (Γ˜0) and χ˜
0 ◦ χ˜1 ≃ (x2 − x1)idCN (Γ˜1).
Moreover, up to homotopy and scaling,
• χ˜0 is the unique homotopically non-trivial homogeneous morphisms from CN (Γ˜0) to CN (Γ˜1) of Z2 ⊕
Z⊕2-degree (0, 0, 1),
• χ˜1 is the unique homotopically non-trivial homogeneous morphisms from CN (Γ˜1) to CN (Γ˜0) of Z2 ⊕
Z⊕2-degree (0, 0, 1).
Proof. We follow the approach used in the proof of Lemma 3.15. The only difference is that the computations
are now more complex. To simplify the exposition, we introduce the notation “∗j,k”, which means a homoge-
neous element of Z⊕2-degree (j, k). From Lemma 2.15, we know that the isomorphism types of all the Koszul
matrix factorizations appearing in this proof are independent of the choice of ∗j,k as long as these matrix
factorizations remain Z2⊕Z⊕2-graded matrix factorizations of a(x
N+1
1 +y
N+1
1 +y
N+1
2 −x
N+1
2 −y
N+1
3 −y
N+1
4 ).
Let R∂ = Q[a, x1, x2]⊗Q Sym({y1, y2}|{y3, y4}). By Proposition 2.16, we have
CN (Γ˜1) ≃
 ∗2,2N x1 + y1 + y2 − x2 − y3 − y4∗2,2N−2 x1y1 + x1y2 + y1y2 − x2y3 − x2y4 − y3y4
∗2,2N−4 x1y1y2 − x2y3y4

R∂
{0,−2}.
Note that
(x1y1y2 − x2y3y4)− x1(x1y1 + x1y2 + y1y2 − x2y3 − x2y4 − y3y4) + x
2
1(x1 + y1 + y2 − x2 − y3 − y4)
= −(x2 − x1)(x
2
1 − x1(y3 + y4) + y3y4)
and
(x1y1 + x1y2 + y1y2 − x2y3 − x2y4 − y3y4)− x1(x1 + y1 + y2 − x2 − y3 − y4)
= y1y2 + (x2 − x1)(x1 − y3 − y4)− y3y4.
So, by Lemma 2.12,  ∗2,2N x1 + y1 + y2 − x2 − y3 − y4∗2,2N−2 x1y1 + x1y2 + y1y2 − x2y3 − x2y4 − y3y4
∗2,2N−4 x1y1y2 − x2y3y4

R∂
∼=
 ∗2,2N x1 + y1 + y2 − x2 − y3 − y4∗2,2N−2 y1y2 + (x2 − x1)(x1 − y3 − y4)− y3y4
∗2,2N−4 −(x2 − x1)(x21 − x1(y3 + y4) + y3y4)

R∂
.
Thus, we have a pair of homotopy equivalences
CN(Γ˜1)
ρ // M :=
 ∗2,2N x1 + y1 + y2 − x2 − y3 − y4∗2,2N−2 y1y2 + (x2 − x1)(x1 − y3 − y4)− y3y4
∗2,2N−4 −(x2 − x1)(x21 − x1(y3 + y4) + y3y4)

R∂
{0,−2}
ρ¯
oo
that are homotopy inverses of each other.
By definition,
CN (Γ˜0) =

∗2,2N x1 + z − y3 − y4
∗2,2N−2 x1z − y3y4
∗2,2N y1 + y2 − x2 − z
∗2,2N−2 y1y2 − x2z

R∂ [z]
{0,−1}.
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We remove the indeterminate z by applying Proposition 2.16 to the first row of this Koszul matrix factor-
ization. This gives
CN(Γ˜0) ≃
 ∗2,2N−2 x1(y3 + y4 − x1)− y3y4∗2,2N y1 + y2 − x2 − (y3 + y4 − x1)
∗2,2N−2 y1y2 − x2(y3 + y4 − x1)

R∂
{0,−1}
∼=
 ∗2,2N y1 + y2 − x2 − (y3 + y4 − x1)∗2,2N−2 y1y2 − x2(y3 + y4 − x1)
∗2,2N−2 x1(y3 + y4 − x1)− y3y4

R∂
{0,−1}
∼=
 ∗2,2N x1 + y1 + y2 − x2 − y3 − y4∗2,2N−2 y1y2 + (x2 − x1)(x1 − y3 − y4)− y3y4
∗2,2N−2 −(x21 − x1(y3 + y4) + y3y4)

R∂
{0,−1},
where, in the last step, we applied Lemma 2.12 to the second and third rows. Thus, we have a pair of
homotopy equivalences
CN (Γ˜0)
η // M ′ :=
 ∗2,2N x1 + y1 + y2 − x2 − y3 − y4∗2,2N−2 y1y2 + (x2 − x1)(x1 − y3 − y4)− y3y4
∗2,2N−2 −(x21 − x1(y3 + y4) + y3y4)

R∂
{0,−1}
η¯
oo
that are homotopy inverses of each other.
By Lemma 3.14, there are homogeneous morphisms
M
f //M ′
g
oo
satisfying
• the Z2 ⊕ Z⊕2-degrees of f and g are both (0, 0, 1),
• f ◦ g ≃ (x2 − x1)idM ′ and g ◦ f ≃ (x2 − x1)idM .
Moreover, it is straightforward to check that HR∂ (M)
f
−→ HR∂ (M
′) and HR∂ (M
′)
g
−→ HR∂ (M) are both
non-zero. So f and g are homotopically non-trivial. Define χ˜0 = ρ¯ ◦ g ◦ η and χ˜0 = η¯ ◦ f ◦ ρ. It is easy to
see that these are homogeneous morphisms satisfying conditions (1-3) in the lemma.
The above proves the existence of χ˜0 and χ˜1. The uniqueness of χ˜0 and χ˜1 follows from the fact that,in
the category
hmfR∂ ,a(xN+11 +y
N+1
1
+yN+1
2
−xN+1
2
−yN+1
3
−yN+1
4
),
we have
Homhmf(CN (Γ˜0), CN (Γ˜1){0,−1}) ∼= Homhmf(CN (Γ˜1), CN (Γ˜0){0,−1}) ∼= Q.
The computations of these Homhmf spaces are very similar to the corresponding computation in the proof
of Lemma 3.15. We leave details to the reader. 
4. Definition of HN
We define in this section a chain complex CN(B) of matrix factorizations for every closed braid B. HN (B)
is then defined to be the homology of CN (B). Up to a grading shift, C0(B) is the chain complex defined in
[10] and H0(B) is the HOMFLYPT homology. We will prove in Sections 5-7 below that, for N ≥ 1, HN is
an invariant for transverse links but not for smooth links.
In this section, we again fix a non-negative integer N and let a be a homogeneous indeterminate of bidegree
deg a = (2, 0).
4.1. The chain complex associated to a marked tangle diagram. In this subsection, we define the
chain complex associated to a marked oriented tangle. Although this chain complex can be defined for any
oriented tangle, we can only establish its homotopy invariance under transverse Markov moves. So, in the
end, this definition will only be applied to closed braids to define a transverse link invariants via transverse
braids.
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Definition 4.1. Let T be an oriented tangle diagram. We call a segment of T between two adjacent
crossings/end points an arc. We color all arcs of T by 1. A marking of T consists of:
(1) a collections of marked points on T such that
• none of the crossings of T are marked,
• all end points are marked,
• every arc of T contains at least one marked point,
(2) an assignment of pairwise distinct homogeneous indeterminates of bidegree (0, 2) to the marked
points such that every marked point is assigned a unique indeterminate.
Let T be an oriented tangle with a marking. Cut T at all of its marked points. This cuts T into a
collection {T1, . . . , Tl} of simple tangles, each of which is of one of the three types in Figure 8 and is marked
only at its end points.
✻
1
x1
x2
A
✒■
1 1
1 1
x1
y2
y1
x2
C+
■ ✒
1 1
1 1
x1
y2
y1
x2
C−
Figure 8.
Note that A is itself a MOY graph. We define the chain complex associated to A to be
(4.1) CN (A) = 0→ CN (A)︸ ︷︷ ︸
0
→ 0,
where the CN(A) on the right hand side is the matrix factorization associated to the MOY graph A, and the
under-brace indicates the homological grading.
✒■
1 1
1 1
x1
y2
y1
x2
C+
0
zz✈✈
✈✈
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✈✈
✈✈
✈✈
+1
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
✻ ✻
1 1
x1
y2
y1
x2
Γ0
✯❨
❨ ✯
✻
1 1
1 1
2
x1
y2
y1
x2
Γ1
■ ✒
1 1
1 1
x1
y2
y1
x2
C−
0
dd❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍
−1
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Figure 9.
25
To define the chain complexes CN (C±), consider the resolutions of C± in Figure 9. We call the resolution
C± ❀ Γ0 a 0-resolution and the resolution C± ❀ Γ1 a ±1-resolution. We define
CN(C+) = 0→ CN(Γ1) 〈1〉 {1, N}︸ ︷︷ ︸
−1
χ1
−→ CN (Γ0) 〈1〉 {1, N − 1}︸ ︷︷ ︸
0
→ 0,(4.2)
CN(C−) = 0→ CN(Γ0) 〈1〉 {−1,−N + 1}︸ ︷︷ ︸
0
χ0
−→ CN (Γ1) 〈1〉 {−1,−N}︸ ︷︷ ︸
1
→ 0,(4.3)
where the morphisms χ0 and χ1 are defined in Lemma 3.15 and, again, the under-braces indicate the
homological gradings.
Note that the differential maps of CN(A), CN (C+) and CN (C−) are homogeneous morphisms of matrix
factorizations that preserve the Z2 ⊕ Z⊕2-grading. Of course, these differential maps raise the homological
grading by 1.
Definition 4.2. We define the chain complex CN(T ) associated to T to be CN (T ) :=
⊗l
i=1 CN (Ti), where
the tensor product is over the common end points. That is, if x1, . . . , xm are the indeterminates assigned to
the common end points of Ti and Tj , then Ti ⊗ Tj := Ti ⊗Q[a,x1,...,xm] Tj .
Suppose that
• the indeterminates assigned to end points of T are y1, . . . , y2n,
• T points outward at end points assigned with y1, . . . , yn,
• T points inward at end points assigned with yn+1, . . . , y2n.
Define R∂ = Q[a, y1, . . . , y2n]. We view CN (T ) as a chain complex over the category
hmfall
R∂ ,a(
∑
n
i=1 y
N+1
i −
∑
2n
j=n+1 y
N+1
j )
.
In particular, for a link diagram L, we view CN (L) as a chain complex over the category hmfQ[a],0.
We denote by dχ the differential map of CN (L) induced by the differential maps of the chain complexes
(4.1), (4.2) and (4.3) via the tensor product. dχ is a homogeneous morphism of matrix factorizations
preserving the Z2-, a-, x-gradings and raising the homological grading by 1.
The underlying matrix factorization of CN (T ) endows it with a homogeneous differential dmf , which
preserves homological grading and shifts the Z2-grading by 1, the a-grading by 1 and the x-grading by
N + 1.
dχ commutes with dmf since dχ is a morphism of matrix factorizations.
Definition 4.3. Suppose that B is a closed braid with a marking. Then CN(B) is a chain complex over
the category hmfallQ[a],0. We define HN (B) := H(H(CN (B), dmf ), dχ). Note that both dχ and dmf are
homogeneous homomorphisms of Z2 ⊕ Z⊕3-graded Q[a]-modules. So HN (B) inherits the Z2 ⊕ Z⊕3-graded
Q[a]-module structure of CN (B), where the Z2-grading is the Z2-grading of matrix factorizations and the
three Z-gradings are the homological, the a- and the x-gradings.
Remark 4.4. Comparing Definitions 4.2 and 4.3 to the corresponding definitions in [10], it is easy to see that,
up to a grading shift, H0 is the HOMFLYPT homology defined in [10], which is a smooth link invariant.
In the current paper, we focus on the case N ≥ 1 and show that, if N ≥ 1, then HN is an invariant for
transverse links but not for smooth links.
4.2. Markings do not matter.
Lemma 4.5. Suppose that T is an oriented tangle diagram with a marking and T ′ is the same oriented
tangle diagram with a different marking. Assume that:
• each pair of corresponding end points of T and T ′ are marked by the same indeterminate,
• the indeterminates assigned to end points of T are y1, . . . , y2n,
• T points outward at end points assigned with y1, . . . , yn,
• T points inward at end points assigned with yn+1, . . . , y2n.
Then CN(T ) ∼= CN(T ′) as chain complexes over the category hmf
all
R∂ ,a(
∑
n
i=1 y
N+1
i −
∑
2n
j=n+1 y
N+1
j )
, where R∂ =
Q[a, y1, . . . , y2n].
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■ ✒
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1 1
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1 1
1 1
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y2
y1
x2
y3
C′+
■ ✒
1 1
1 1
x1
y2
y1
x2
y3
C′−
Figure 10.
Proof. To prove this lemma, we only need to show that adding and removing an extra marked point
near a crossing does not change the isomorphism type of the chain complex associated to that crossing.
There are four arcs near a crossing. So, in principle, one needs to discuss where the extra marked point
is added/removed. Here we prove only that CN(C±) ∼= CN(C
′
±) as chain complexes over the category
hmfR,a(xN+1
1
+yN+1
1
−xN+1
2
−yN+1
2
), where C± and C
′
± are depicted in Figure 10, and R = Q[a, x1, x2, y1, y2].
The proofs for the other cases are very similar and left to the reader.
✻ ✻
1 1
x1
y2
y1
x2
Γ0
✯❨
❨ ✯
✻
1 1
1 1
2
x1
y2
y1
x2
Γ1
✻ ✻
1 1
x1
y2
y1
x2
y3
Γ′0
✯❨
❨ ✯
✻
1 1
1 1
2
x1
y2
y1
x2
y3
Γ′1
Figure 11.
Consider the marked MOY graphs in Figure 11. Cutting Γ′0 at the pointed marked by y3, we get two
marked MOY graphs, Γ′′0 and A, where A is the arc from y3 to y1, and Γ
′′
0 is the remainder of Γ
′
0. Then
CN (Γ′0)
∼= CN (Γ′′0 ) ⊗Q[a,y3] CN (A). Similarly, cutting Γ
′
1 at the pointed marked by y3, we get Γ
′
1 = Γ
′′
1 ∪ A
and CN (Γ′1)
∼= CN(Γ′′1 )⊗Q[a,y3] CN (A).
By Proposition 2.16, we know:
• there are a pair of homotopy equivalences CN (Γ′′0)⊗Q[a,y3] CN (A)
f¯ // CN (Γ0)
f
oo of Z2⊕Z⊕2-graded
matrix factorizations that are homotopy inverses of each other,
• there are a pair of homotopy equivalences CN (Γ′′1)⊗Q[a,y3] CN (A)
g¯ // CN (Γ1)
g
oo of Z2⊕Z⊕2-graded
matrix factorizations that are homotopy inverses of each other.
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Let CN(Γ′′0 )
(χ0)′′ // CN (Γ′′1 )
(χ1)′′
oo be the χ-morphisms associated to Γ′′0 and Γ
′′
1 defined in Lemma 3.15. Using the
definitions of (χ0)′′, (χ1)′′ and Proposition 2.17, one can check that
HR(CN (Γ′′0)⊗Q[a,y3] CN(A))
(χ0)′′⊗id// HR(CN (Γ′′1 )⊗Q[a,y3] CN (A))
(χ1)′′⊗id
oo
are non-zero homomorphisms. Thus, (χ0)′′ ⊗ id and (χ1)′′ ⊗ id are homotopically non-trivial. This implies
that that morphisms
CN(Γ0)
g¯◦((χ0)′′⊗id)◦f// CN (Γ1)
f¯◦((χ1)′′⊗id)◦g
oo
are homotopically non-trivial. Note that these are homogeneous morphisms of Z2⊕Z⊕2-degree (0, 0, 1). Let
CN (Γ0)
χ0 // CN (Γ1)
χ1
oo be the χ-morphisms associated to Γ0 and Γ1 defined in Lemma 3.15. By Lemma 3.15,
we know that, up to homotopy and scaling, χ0 and χ1 are the unique homotopically non-trivial homogeneous
morphisms between CN(Γ0) and CN (Γ1) with Z2 ⊕ Z⊕2-degree (0, 0, 1). Thus, there exist non-zero scalars
c0, c1 ∈ Q such that g¯ ◦ ((χ
0)′′ ⊗ id) ◦ f ≃ c0χ
0 and f¯ ◦ ((χ1)′′ ⊗ id) ◦ g ≃ c1χ
1.
The above shows that, over the category hmfR,a(xN+1
1
+yN+1
1
−xN+1
2
−yN+1
2
), we have commutative diagrams
0 // CN (Γ′′1)⊗Q[a,y3] CN (A) 〈1〉 {1, N}
(χ1)′′⊗id //
c1g¯

CN(Γ′′0 )⊗Q[a,y3] CN (A) 〈1〉 {1, N − 1}
//
f¯

0
0 // CN(Γ1) 〈1〉 {1, N}
χ1 // CN (Γ0) 〈1〉 {1, N − 1} // 0
and
0 // CN (Γ′′0 )⊗Q[a,y3] CN (A) 〈1〉 {−1,−N + 1}
(χ0)′′⊗id //
c0f¯

CN (Γ′′1)⊗Q[a,y3] CN(A)) 〈1〉 {−1,−N}
//
g¯

0
0 // CN (Γ0) 〈1〉 {−1,−N + 1}
χ0 // CN(Γ1) 〈1〉 {−1,−N} // 0
Since f¯ and g¯ are homotopy equivalences of Z2⊕Z⊕2-graded matrix factorizations, the above diagram give
isomorphisms CN(C±) ∼= CN (C′±) for chain complexes over the category hmfR,a(xN+1
1
+yN+1
1
−xN+1
2
−yN+1
2
). 
5. Reidemeister Move I
In this section, we prove the invariance of HN under positive stabilizations/de-stabilizations and establish
the long exact sequence induced by a negative stabilization.
5.1. Algebraic lemmas. First, we recall the Gaussian Elimination Lemma in [1], which will be used fre-
quently in the proof of the invariance of HN .
Lemma 5.1. [1, Lemma 4.2] Let C be an additive category, and
I = · · · → C

 α
β


−−−−−→
A
⊕
D

 φ δ
γ ε


−−−−−−−−→
B
⊕
E
(
µ ν
)
−−−−−−−→ F → · · ·
a chain complex over C . Assume that A
φ
−→ B is an isomorphism in C with inverse φ−1. Then I is homotopic
to
II = · · · → C
β
−→ D
ε−γφ−1δ
−−−−−−→ E
ν
−→ F → · · · .
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We call −γφ−1δ the correction term in the differential. If δ or γ is 0, then the correction term is 0 and I is
homotopic to
II = · · · → C
β
−→ D
ε
−→ E
ν
−→ F → · · · .
Next, we give a lemma about commutativity of certain morphisms between Koszul matrix factoriza-
tions that will allow us to simplify morphisms χ0 and χ1 and prove the invariance of HN under positive
stabilization.
Lemma 5.2. Let R = Q[a,X1, . . . , Xk] be a Z
⊕2-graded polynomial ring with deg a = (2, 0) and degXi =
(0, 2ni), where ni is a positive integer. Suppose that u, v, x, y, z, p are homogeneous elements of R such that
• deg u+ deg v = (2, 2N + 2),
• deg x+ deg y + deg z = (2, 2N + 2),
• deg p = deg x− deg v = deg u− deg y − deg z.
Consider the Z2 ⊕ Z⊕2-graded matrix factorizations
M0 =
(
u v
xy z
)
R
, M ′0 =
(
u+ pyz v
xy − ypv z
)
R
,
M1 =
(
u v
x yz
)
R
, M ′1 =
(
u+ pyz v
x− pv yz
)
R
.
Denote by M0
g //M1
f
oo and M ′0
g′ // M ′1
f ′
oo the morphisms obtained by applying Lemma 3.14 to the second
rows of these Koszul matrix factorizations. Let M0
ψ0
−−→ M ′0 and M1
ψ1
−−→ M ′1 be the isomorphisms from
Lemma 2.12. Then the following diagrams commute.
M0
g

ψ0 // M ′0
g′

M1
f

ψ1 // M ′1
f ′

M1
ψ1 // M ′1 M0
ψ0 // M ′0
Proof. This lemma becomes fairly obvious once we explicitly write down these matrix factorizations and
morphisms. For simplicity, we omit the grading shifts in this proof.
Note that
M0 =
R00
⊕
R11

 u −z
xy v


−−−−−−−−−−→
R10
⊕
R01

 v z
−xy u


−−−−−−−−−−→
R00
⊕
R11
,
M1 =
R00
⊕
R11

 u −yz
x v


−−−−−−−−−−→
R10
⊕
R01

 v yz
−x u


−−−−−−−−−−→
R00
⊕
R11
,
M ′0 =
R00
⊕
R11

 u+ pyz −z
xy − ypv v


−−−−−−−−−−−−−−−→
R10
⊕
R01

 v z
−xy + ypv u+ pyz


−−−−−−−−−−−−−−−−−−−−→
R00
⊕
R11
,
M ′1 =
R00
⊕
R11

 u+ pyz −yz
x− pv v


−−−−−−−−−−−−−−−→
R10
⊕
R01

 v yz
−x+ pv u+ pyz


−−−−−−−−−−−−−−−−−−→
R00
⊕
R11
,
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where each Rεδ is a copy of R and the lower indices are just for keeping track of the position of each
component. Using these explicit matrix factorizations, we have the following.
• The morphisms M0
g // M1
f
oo are given by
R00
⊕
R11
G0 //
R00
⊕
R11
F0
oo and
R10
⊕
R01
G1 //
R10
⊕
R01
,
F1
oo
where, as matrices over R,
G0 = G1 =
(
y 0
0 1
)
, F0 = F1 =
(
1 0
0 y
)
.
• The morphisms M ′0
g′ // M ′1
f ′
oo are given by
R00
⊕
R11
G′0 //
R00
⊕
R11F
′
0
oo and
R10
⊕
R01
G′1 //
R10
⊕
R01
,
F ′1
oo
where, as matrices over R,
G′0 = G
′
1 =
(
y 0
0 1
)
, F ′0 = F
′
1 =
(
1 0
0 y
)
.
• The isomorphism M0
ψ0
−−→M ′0 is given by
R00
⊕
R11
Ψ00 //
R00
⊕
R11
and
R10
⊕
R01
Ψ01 //
R10
⊕
R01
,
where, as matrices over R,
Ψ00 =
(
1 0
py 1
)
, Ψ01 =
(
1 0
0 1
)
.
• The isomorphism M1
ψ1
−−→M ′1 is given by
R00
⊕
R11
Ψ10 //
R00
⊕
R11
and
R10
⊕
R01
Ψ11 //
R10
⊕
R01
,
where, as matrices over R,
Ψ10 =
(
1 0
p 1
)
, Ψ11 =
(
1 0
0 1
)
.
It is easy to verify that Ψ1εGε = G
′
εΨ0ε and Ψ0εFε = F
′
εΨ1ε for ε = 0, 1. This proves the lemma. 
5.2. A closer look at the χ-morphisms. Let us recall the definitions of χ0 and χ1. From the proof of
Lemma 3.15, we know that, for the MOY graphs Γ0 and Γ1 in Figure 6,
CN (Γ0) ∼=
(
a(U1 + x1U2) x1 + y1 − x2 − y2
a(x2 − x1)U2 x1 − y2
)
R∂
,
CN (Γ1){0, 1} ≃
(
a(U1 + x1U2) x1 + y1 − x2 − y2
aU2 (x2 − x1)(x1 − y2)
)
R∂
,
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where R∂ = Q[a, x1, x2, y1, y2], and
U1 =
p2,N+1(x1 + y1, x1y1)− p2,N+1(x2 + y2, x1y1)
x1 + y1 − x2 − y2
,
U2 =
p2,N+1(x2 + y2, x1y1)− p2,N+1(x2 + y2, x2y2)
x1y1 − x2y2
,
with the polynomial p2,N+1 given by equation (3.5). Under the above homotopy equivalences, the morphisms
χ0 and χ1 are defined by applying Lemma 3.14 to the second rows in the Koszul matrix factorizations on
the right hand side.
✻
✻
1 1x1
y1
x2
Γˆ0
χ0 //
❨
❨ ✯
✻
1
1
1
2x1
y1
x2
Γˆ1
χ1
oo
Figure 12.
Now consider the MOY graphs Γˆ0 and Γˆ1 in Figure 12. From the above discussion, we have the following
lemma.
Lemma 5.3.
CN (Γˆ0) ∼=
(
a(V1 + x1V2) y1 − x2
a(x2 − x1)V2 0
)
R
,
CN (Γˆ1){0, 1} ≃
(
a(V1 + x1V2) y1 − x2
aV2 0
)
R
,
where R = Q[a, x1, x2, y1] and V1 = U1|y2=x1 , V2 = U2|y2=x1 . Moreover, the morphisms CN (Γˆ0)
χ0 // CN(Γˆ1)
χ1
oo
are obtained by applying Lemma 3.14 to the second rows in the Koszul matrix factorizations on the right
hand side.
Note that CN (Γˆ0) and CN(Γˆ1) are matrix factorizations of a(y
N+1
1 − x
N+1
2 ). So
V1 + x1V2 = hN (y1, x2) :=
yN+11 − x
N+1
2
y1 − x2
.
Also,
V2 = U2|y2=x1 = U2|y2=x1,y1=x2 + (y1 − x2)p
for some homogeneous element p of R of bidegree (0, 2N − 4). By Lemma 3.2, we have that
U2|y2=x1,y1=x2 = hN−1(x1, x2) :=
xN1 − x
N
2
x1 − x2
.
Thus, we have the following lemma.
Lemma 5.4.
CN (Γˆ0) ∼= M0 :=
(
ahN (y1, x2) y1 − x2
a(x2 − x1)hN−1(x1, x2) 0
)
R
,
CN (Γˆ1){0, 1} ≃ M1 :=
(
ahN (y1, x2) y1 − x2
ahN−1(x1, x2) 0
)
R
,
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where R = Q[a, x1, x2, y1]. Denote by M0
g // M1
f
oo the morphisms obtained by applying Lemma 3.14 to
the second rows of these matrix factorizations. Then there are commutative diagrams
CN (Γˆ0)
χ0

∼= // M0
g

CN (Γˆ1){0, 1}
≃ // M1
and CN (Γˆ1){0, 1}
χ1

≃ // M1
f

CN (Γˆ0)
∼= // M0
.
Proof. This lemma follows from Lemmas 5.2 and 5.3. 
5.3. Positive stabilization. We prove in this subsection the invariance ofHN under positive stabilizations/de-
stabilizations. The main result of this subsection is Proposition 5.5.
✒
1
y1
x2
T
✒
1 1
1
x1
y1
x2
T+
Figure 13.
Proposition 5.5. Let T and T+ be the tangles in Figure 13. Then, for N ≥ 1, CN (T ) ≃ CN(T+) as chain
complexes over the category hmfall
Q[a,y1,x2],a(y
N+1
1
−xN+1
2
)
.
Proof. Let Γˆ0 and Γˆ1 be the MOY graphs in Figure 12. Set R = Q[a, x1, x2, y1] and R∂ = Q[a, x2, y1]. From
Lemma 5.4, we know that
CN (T+) = 0→ CN (Γˆ1) 〈1〉 {1, N}︸ ︷︷ ︸
−1
χ1
−→ CN(Γˆ0) 〈1〉 {1, N − 1}︸ ︷︷ ︸
0
→ 0(5.1)
∼= 0→M1 〈1〉 {1, N − 1}︸ ︷︷ ︸
−1
f
−→M0 〈1〉 {1, N − 1}︸ ︷︷ ︸
0
→ 0,
where
M0 =
(
ahN(y1, x2) y1 − x2
a(x2 − x1)hN−1(x1, x2) 0
)
R
,(5.2)
M1 =
(
ahN (y1, x2) y1 − x2
ahN−1(x1, x2) 0
)
R
,(5.3)
and f is the morphism obtained by applying Lemma 3.14 to the second rows of M0 and M1.
We prove the proposition by simplifying the chain complex
0→ M1︸︷︷︸
−1
f
−→ M0︸︷︷︸
0
→ 0.
Note that:
(5.4) M0 =
R00
⊕
R11{−2, 2− 2N}
D0−−→
R10{−1, 1−N}
⊕
R01{−1, 1−N}
D1−−→
R00
⊕
R11{−2, 2− 2N}
,
where
D0 =
(
ahN (y1, x2) 0
a(x2 − x1)hN−1(x1, x2) y1 − x2
)
,
D1 =
(
y1 − x2 0
−a(x2 − x1)hN−1(x1, x2) ahN (y1, x2)
)
,
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and
(5.5) M1 =
R00
⊕
R11{−2, 4− 2N}
∆0−−→
R10{−1, 1−N}
⊕
R01{−1, 3−N}
∆1−−→
R00
⊕
R11{−2, 4− 2N}
,
where
∆0 =
(
ahN (y1, x2) 0
ahN−1(x1, x2) y1 − x2
)
,
∆1 =
(
y1 − x2 0
−ahN−1(x1, x2) ahN(y1, x2)
)
.
Moreover, the morphism f :M1 →M0 is given by
R00
⊕
R11{−2, 4− 2N}

 1 0
0 x2 − x1


−−−−−−−−−−−−−→
R00
⊕
R11{−2, 2− 2N}
,
R10{−1, 1−N}
⊕
R01{−1, 3−N}

 1 0
0 x2 − x1


−−−−−−−−−−−−−→
R10{−1, 1−N}
⊕
R01{−1, 1−N}
.
In the above explicit forms, each Rεδ is a copy of R. The lower indices are just for keeping track of the
position of each component.
Next, we decompose the matrix factorizations M0 and M1 over R∂ . First, for M0, denote by u
[k]
εδ the
homogeneous element (x2−x1)k in Rεδ and by v
[k]
εδ the homogeneous element (x2−x1)
khN−1(x1, x2) in Rεδ.
Let
B00 = {u
[k]
00 | k ≥ 0},
B10 = {u
[k]
10 | k ≥ 0},
B01 = {u
[k]
01 | 0 ≤ k ≤ N − 1} ∪ {v
[k+1]
01 | k ≥ 0},
B11 = {u
[k]
11 | 0 ≤ k ≤ N − 1} ∪ {v
[k+1]
11 | k ≥ 0}.
It is easy to check that Bεδ is a homogeneous R∂-basis for Rεδ. So
(5.6) B := B00 ∪B10 ∪B01 ∪B11
is a homogeneous R∂ -basis for M0. Define
Θk = spanR∂{u
[k]
00 , u
[k]
10 , v
[k+1]
01 , v
[k+1]
11 } for k ≥ 0,(5.7)
Ωk = spanR∂{u
[k]
01 , u
[k]
11} for 0 ≤ k ≤ N − 1.(5.8)
It is straightforward to check that the differential map of M0 preserves Θk and Ωk. So Θk and Ωk are
Z2 ⊕ Z⊕2-graded matrix factorizations of a(y
N+1
1 − x
N+1
2 ) over R∂ . Since B is a homogeneous R∂-basis for
M0, we have that, as Z2 ⊕ Z⊕2-graded matrix factorizations of a(y
N+1
1 − x
N+1
2 ) over R∂ ,
(5.9) M0 = (
N−1⊕
k=0
Ωk)⊕ (
∞⊕
k=0
Θk).
Similarly, for M1, denote by u˜
[k]
εδ the homogeneous element (x2−x1)
k in Rεδ and by v˜
[k]
εδ the homogeneous
element (x2 − x1)khN−1(x1, x2) in Rεδ. Let
B˜00 = {u˜
[k]
00 | k ≥ 0},
B˜10 = {u˜
[k]
10 | k ≥ 0},
B˜01 = {u˜
[k]
01 | 0 ≤ k ≤ N − 2} ∪ {v˜
[k]
01 | k ≥ 0},
B˜11 = {u˜
[k]
11 | 0 ≤ k ≤ N − 2} ∪ {v˜
[k]
11 | k ≥ 0}.
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It is easy to see that B˜εδ is a homogeneous R∂-basis for Rεδ. So
(5.10) B˜ := B˜00 ∪ B˜10 ∪ B˜01 ∪ B˜11
is a homogeneous R∂ -basis for M1. Define
Θ˜k = spanR∂{u˜
[k]
00 , u˜
[k]
10 , v˜
[k]
01 ,˜ v
[k]
11 } for k ≥ 0,(5.11)
Ω˜k = spanR∂{u˜
[k]
01 , u˜
[k]
11} for 0 ≤ k ≤ N − 2.(5.12)
It is straightforward to check that the differential map of M1 preserves Θ˜k and Ω˜k. So Θ˜k and Ω˜k are
Z2 ⊕ Z⊕2-graded matrix factorizations of a(y
N+1
1 − x
N+1
2 ) over R∂ . Since B˜ is a homogeneous R∂-basis for
M1, we have that, as Z2 ⊕ Z
⊕2-graded matrix factorizations of a(yN+11 − x
N+1
2 ) over R∂ ,
(5.13) M1 = (
N−2⊕
k=0
Ω˜k)⊕ (
∞⊕
k=0
Θ˜k).
From the matrix form of f given above, one can see that
• f(u˜
[k]
00 ) = u
[k]
00 , f(u˜
[k]
10 ) = u
[k]
10 for k ≥ 0,
• f(v˜
[k]
01 ) = v
[k+1]
01 , f(v˜
[k]
11 ) = v
[k+1]
11 for k ≥ 0,
• f(u˜
[k]
01 ) = u
[k+1]
01 , f(u˜
[k]
11 ) = u
[k+1]
11 for k = 0, . . . , N − 2.
So
• f maps Θ˜k isomorphically onto Θk for k ≥ 0,
• f maps Ω˜k isomorphically onto Ωk+1 for 0 ≤ k ≤ N − 2.
Thus, by Lemma 5.1 and decompositions (5.9), (5.13), we know that
(5.14) 0→ M1︸︷︷︸
−1
f
−→ M0︸︷︷︸
0
→ 0 ≃ 0→ Ω0︸︷︷︸
0
→ 0
as chain complexes over the category hmfall
R∂ ,a(y
N+1
1
−xN+1
2
)
. Note that
Ω0 ∼= R∂{−2, 2− 2N}
y1−x2
−−−−→ R∂{−1, 1−N}
ahN (y1,x2)
−−−−−−−→ R∂{−2, 2− 2N}(5.15)
= (ahN (y1, x2), y1 − x2)R∂ 〈1〉 {−1, 1−N}.
Combining (5.1), (5.14) and (5.15), we get that
CN (T+) ≃ 0→ (ahN (y1, x2), y1 − x2)R∂ → 0 ≃ CN (T )
as chain complexes over the category hmfall
R∂ ,a(y
N+1
1
−xN+1
2
)
. 
✻
✻
1 1x1
y1
x2
Γˆ0
❨
❨ ✯
✻
1
1
1
2x1
y1
x2
Γˆ1
✻
1
y1
x2
Γˆ
Figure 14.
The following is a simple corollary of the proof of Proposition 5.5.
Corollary 5.6. Let Γˆ0, Γˆ1 and Γˆ be the MOY graphs in Figure 14. Then, as objects of the category
hmfall
Q[a,y1,x2],a(y
N+1
1
−xN+1
2
)
,
CN(Γˆ0) ≃ CN(Γˆ) 〈1〉 {−1, 1−N} ⊕ CN (Γˆ1){0, 1}.
Proof. This corollary follows from Lemma 5.4, decompositions (5.9), (5.13), isomorphism (5.15) and the fact
that f maps Θ˜k isomorphically onto Θk and maps Ω˜k isomorphically onto Ωk+1. 
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✒
1
y1
x2
T
✒
1 1
1
x1
y1
x2
T−
Figure 15.
5.4. Negative stabilization. The main result of this subsection is Proposition 5.8 below, which implies
Theorem 1.5 and Corollary 1.6. The proof of Proposition 5.8 is parallel to that of Proposition 5.5.
Before stating Proposition 5.8, we define a morphism of matrix factorizations. Note that the tangle T can
also be viewed as a MOY graph. Its matrix factorization is
CN(T ) = (ahN (y1, x2), y1 − x2)R∂
∼= R∂
ahN (y1,x2)
−−−−−−−→ R∂{−1,−N + 1}
y1−x2
−−−−→ R∂ ,
where R∂ = Q[a, y1, x2]. Moreover,
CN(T )⊗Q[a] (0, a)Q[a] = CN (T )⊗R∂ (0, a)R∂
=
(
ahN(y1, x2) y1 − x2
0 a
)
R∂
∼=
R∂
⊕
R∂{0,−2N}
∆′0−−→
R∂{−1,−N + 1}
⊕
R∂{1,−N − 1}
∆′1−−→
R∂
⊕
R∂{0,−2N}
,
where
∆′0 =
(
ahN (y1, x2) −a
0 y1 − x2
)
,
∆′1 =
(
y1 − x2 a
0 ahN (y1, x2)
)
.
Definition 5.7. Using the above explicit forms of CN (T ) and CN (T )⊗Q[a] (0, a)Q[a], we define an R∂-module
map  : CN(T )→ CN (T )⊗Q[a] (0, a)Q[a] by
R∂

 1
0


−−−−−→
R∂
⊕
R∂{0,−2N}
,
R∂{−1,−N + 1}

 1
0


−−−−−→
R∂{−1,−N + 1}
⊕
R∂{1,−N − 1}
.
It is easy to check that  is a homogeneous morphism of matrix factorizations of Z2 ⊕ Z⊕2-degree (0, 0, 0).
Proposition 5.8. Let T and T− be the tangles in Figure 15, R∂ = Q[a, y1, x2] and w = a(y
N+1
1 − x
N+1
2 ).
Denote by  : CN(T )→ CN (T )⊗R∂ (0, a)R∂ the morphism given in Definition 5.7. Then, for N ≥ 1,
CN(T−) ≃ 0→ CN(T ){−2, 0}︸ ︷︷ ︸
0

−→ CN(T )⊗Q[a] (0, a)Q[a]{−2, 0}︸ ︷︷ ︸
1
→ 0
as chain complexes over the category hmfallR∂ ,w.
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Proof. Let Γˆ0 and Γˆ1 be the MOY graphs in Figure 12. Set R = Q[a, x1, x2, y1]. From Lemma 5.4, we know
that
CN(T−) = 0→ CN(Γˆ0) 〈1〉 {−1,−N + 1}︸ ︷︷ ︸
0
χ0
−→ CN (Γˆ1) 〈1〉 {−1,−N}︸ ︷︷ ︸
1
→ 0(5.16)
∼= 0→M0 〈1〉 {−1,−N + 1}︸ ︷︷ ︸
0
g
−→M1 〈1〉 {−1,−N − 1}︸ ︷︷ ︸
1
→ 0,
where M0, M1 are the matrix factorizations defined in (5.2), (5.3), and g is the morphism obtained by
applying Lemma 3.14 to the second rows of M0 and M1.
We prove the proposition by simplifying the chain complex
0→ M0︸︷︷︸
0
g
−→M1{0,−2}︸ ︷︷ ︸
1
→ 0.
Again, we use the explicit forms (5.4) and (5.5) of M0 and M1. Under these explicit forms, the morphism
g :M0 →M1 is given by
R00
⊕
R11{−2, 2− 2N}

 x2 − x1 0
0 1


−−−−−−−−−−−−−→
R00
⊕
R11{−2, 4− 2N}
,
R10{−1, 1−N}
⊕
R01{−1, 1−N}

 x2 − x1 0
0 1


−−−−−−−−−−−−−→
R10{−1, 1−N}
⊕
R01{−1, 3−N}
.
Let B and B˜ be the R∂-bases for M0 and M1 given in (5.6) and (5.10). We have
• g(u
[k]
00 ) = u˜
[k+1]
00 , g(u
[k]
10 ) = u˜
[k+1]
10 for k ≥ 0,
• g(v
[k]
01 ) = v˜
[k]
01 , g(v
[k]
11 ) = v˜
[k]
11 for k ≥ 0,
• g(u
[k]
01 ) = u˜
[k]
01 , g(u
[k]
11 ) = u˜
[k]
11 for k = 0, . . . , N − 2.
So
• g maps Θk isomorphically onto Θ˜k+1 for k ≥ 0,
• g maps Ωk isomorphically onto Ω˜k for 0 ≤ k ≤ N − 2,
where the Z2 ⊕ Z
⊕2-graded matrix factorizations Θk, Ωk, Θ˜k and Ω˜k are defined in (5.7), (5.8), (5.11) and
(5.12).
Moreover, note that there are unique polynomials p0(x2), p1(x2), . . . , pN−2(x2) ∈ Q[x2] such that
(x2 − x1)
N−1 = (−1)N−1hN−1(x1, x2) +
N−2∑
l=0
pl(x2)(x2 − x1)
l.
Therefore,
g(u
[N−1]
01 ) = (−1)
N−1v˜
[0]
01 +
N−2∑
l=0
pl(x2)u˜
[l]
01,(5.17)
g(u
[N−1]
11 ) = (−1)
N−1v˜
[0]
11 +
N−2∑
l=0
pl(x2)u˜
[l]
11.(5.18)
By the Gaussian Elimination Lemma (Lemma 5.1,) the above properties of g imply that
0→ M0︸︷︷︸
0
g
−→M1{0,−2}︸ ︷︷ ︸
1
→ 0 ≃ 0→ ΩN−1︸ ︷︷ ︸
0
(−1)N−1J
−−−−−−→ Θ˜0{0,−2}︸ ︷︷ ︸
1
→ 0,(5.19)
∼= 0→ ΩN−1︸ ︷︷ ︸
0
J
−→ Θ˜0{0,−2}︸ ︷︷ ︸
1
→ 0,
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where J(u
[N−1]
01 ) = v˜
[0]
01 and J(u
[N−1]
11 ) = v˜
[0]
11 .
From (5.4), one can see that, as Z2 ⊕ Z⊕2-graded matrix factorizations over R∂ ,
ΩN−1
= R∂ · u
[N−1]
11 {−2, 2− 2N}
y1−x2
−−−−→ R∂ · u
[N−1]
01 {−1, 1−N}
ahN (y1,x2)
−−−−−−−→ R∂ · u
[N−1]
11 {−2, 2− 2N}
∼= R∂{−2, 0}
y1−x2
−−−−→ R∂{−1, N − 1}
ahN (y1,x2)
−−−−−−−→ R∂{−2, 0}
Thus,
ΩN−1 〈1〉 {−1,−N + 1} ∼= R∂{−2, 0}
ahN (y1,x2)
−−−−−−−→ R∂{−3,−N + 1}
y1−x2−−−−→ R∂{−2, 0}(5.20)
= (ahN (y1, x2), y1 − x2)R∂{−2, 0}
= CN (T ){−2, 0}.
Similarly, from (5.5), we have
Θ˜0 =
R∂ · u
[0]
00
⊕
R∂ · v
[0]
11{−2, 4− 2N}
∆0−−→
R∂ · u
[0]
10{−1, 1−N}
⊕
R∂ · v
[0]
01{−1, 3−N}
∆1−−→
R∂ · u
[0]
00
⊕
R∂ · v
[0]
11{−2, 4− 2N}
∼=
R∂
⊕
R∂{−2, 2}
∆˜0−−→
R∂{−1, 1−N}
⊕
R∂{−1, N + 1}
∆˜1−−→
R∂
⊕
R∂{−2, 2}
,
where
∆˜0 =
(
ahN (y1, x2) 0
a y1 − x2
)
,
∆˜1 =
(
y1 − x2 0
−a ahN (y1, x2)
)
.
Thus,
Θ˜0 〈1〉 {−1,−N − 1} ∼=
R∂{−2,−2N}
⊕
R∂{−2, 0}
∆˜1−−→
R∂{−1,−N − 1}
⊕
R∂{−3,−N + 1}
∆˜0−−→
R∂{−2,−2N}
⊕
R∂{−2, 0}
(5.21)
∼=
R∂{−2, 0}
⊕
R∂{−2,−2N}
∆′0−−→
R∂{−3,−N + 1}
⊕
R∂{−1,−N − 1}
∆′1−−→
R∂{−2, 0}
⊕
R∂{−2,−2N}
∼=
(
ahN (y1, x2) y1 − x2
0 a
)
R∂
{−2, 0}
= CN(T )⊗Q[a] (0, a)Q[a]{−2, 0},
where
∆′0 =
(
ahN (y1, x2) −a
0 y1 − x2
)
,
∆′1 =
(
y1 − x2 a
0 ahN (y1, x2)
)
.
Note that, under isomorphisms (5.20) and (5.21), the morphism J : ΩN−1 → Θ˜0{0,−2} is identified with
the morphism  : CN (T ){−2, 0} → CN (T ) ⊗Q[a] (0, a)Q[a]{−2, 0} defined in Definition 5.7. Thus, by (5.16)
and (5.19), we have
CN (T−) ≃ 0→ CN (T ){−2, 0}︸ ︷︷ ︸
0

−→ CN (T )⊗Q[a] (0, a)Q[a]{−2, 0}︸ ︷︷ ︸
1
→ 0.

Theorem 1.5 and Corollary 1.6 follow easily from Propositions 5.8 and 2.17.
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Proof of Theorem 1.5. By Proposition 5.8,
CN(L−) ≃ 0→ CN(L){−2, 0}︸ ︷︷ ︸
0

−→ CN (L)⊗Q[a] (0, a)Q[a]{−2, 0}︸ ︷︷ ︸
1
→ 0.
So the chain complex (H(CN (L−), dmf ), dχ) is isomorphic to the total chain complex of
0→ H(CN (L), dmf ){−2, 0}︸ ︷︷ ︸
0

−→ H(CN (L)⊗Q[a] (0, a)Q[a], dmf ){−2, 0}︸ ︷︷ ︸
1
→ 0.
By Part (2) of Proposition 2.17, there is a quasi-isomorphism
α : (CN (L)⊗Q[a] (0, a)Q[a], dmf )→ (CN (L)/aCN (L), dmf )
that preserves the Z2 ⊕ Z⊕3-grading. From the definitions of , α and π0, one can check that π0 = α ◦ .
Thus, the chain complex (H(CN (L−), dmf ), dχ) is isomorphic to the total chain complex of
0→ H(CN (L), dmf ){−2, 0}︸ ︷︷ ︸
0
π0−→ H(CN (L)/aCN(L), dmf ){−2, 0}︸ ︷︷ ︸
1
→ 0.
The above total chain complex is of course the mapping cone of π0. The long exact sequence in Theorem
1.5 is the long exact sequence of this mapping cone. 
Proof of Corollary 1.6. We put a single marking x on U . Then
CN(U) = ((N + 1)ax
N , 0)Q[a,x] ∼= (ax
N , 0)Q[a,x] = Q[a, x]
axN
−−−→ Q[a, x]{−1,−N + 1}
0
−→ Q[a, x].
From this, one can see that
H1,0,⋆,⋆N (U)
∼= Q[a, x]/(axN ){−1,−N +1} ∼= (
N−1⊕
l=0
Q[a]{−1,−N+1+2l})⊕ (
∞⊕
m=0
Q[a]/(a){−1, N+1+2m})
and Hε,i,⋆,⋆N (U)
∼= 0 for any other pair of (ε, i) ∈ Z2 ⊕ Z. This completes the computation of HN (U).
Next, we compute HN (U) := H(H(CN (U)/aCN(U), dmf ), dχ). Since U has no crossings, dχ is 0 for U .
So
HN (U) := H(H(CN (U)/aCN(U), dmf )) = H(Q[a, x]/(a)
0
−→ Q[a, x]/(a){−1,−N + 1}
0
−→ Q[a, x]/(a))
and, therefore
H
ε,i,⋆,⋆
N (U) =

Q[a, x]/(a) if ε = 0 and i = 0,
Q[a, x]/(a){−1,−N + 1} if ε = 1 and i = 0,
0 otherwise.
For ε = 1, homomorphism π0 : H
1,⋆,⋆,⋆
N (U)→ H
1,⋆,⋆,⋆
N (U) is the standard quotient map Q[a, x]/(ax
N )
π0−→
Q[a, x]/(axN , a) = Q[a, x]/(a). So the long exact sequence in Theorem 1.5 reduces to
0→ H1,0,⋆,⋆N (U−)→ H
1,0,⋆,⋆
N (U){−2, 0}
π0−→ H 1,0,⋆,⋆N (U){−2, 0} → 0.
Thus,
H1,i,⋆,⋆N (U−)
∼=
{
kerπ0 = a ·Q[a, x]/(axN ){−3,−N + 1} ∼=
⊕N−1
l=0 Q[a]{−1,−N + 1 + 2l} if i = 0,
0 if i 6= 0.
For ε = 0, homomorphism π0 : H
0,⋆,⋆,⋆
N (U) → H
0,⋆,⋆,⋆
N (U) is the zero map 0 → Q[a, x]/(a). So the long
exact sequence in Theorem 1.5 reduces to
0→ H 0,0,⋆,⋆N (U){−2, 0} → H
0,1,⋆,⋆
N (U−)→ 0.
Thus,
H0,i,⋆,⋆N (U−)
∼=
{
Q[a, x]/(a){−2, 0} ∼=
⊕∞
m=0Q[a]/(a){−2, 2m} if i = 1,
0 if i 6= 1.
This completes the computation of HN (U−). 
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6. Reidemeister Move II
In this section, we prove the invariance of HN under braid-like Reidemeister II moves. The main result
of this section is Proposition 6.1. Our proof here is a straightforward adaptation of the proofs in [9, 10].
✻ ✻
1 1
x1
x5
x3
x2
x6
x4
T0
■ ✒
1 1
x1
x5
x3
x2
x6
x4
T1
Figure 16.
Proposition 6.1. Let T0 and T1 be the tangles in Figure 16. Then, for N ≥ 0, CN (T0) ≃ CN(T1) as chain
complexes over the category hmf
Q[a,x1,x2,x3,x4],a(x
N+1
1
+xN+1
2
−xN+1
3
−xN+1
4
).
✯❨✻
✻ ✻
1 1
2
1 1
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x2
x6
x4
Γ0,1
✻ ✻
1 1
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x6
x4
Γ0,0
✯❨✻
✻
■✒
❨ ✯1 1
2
1 1
2
1 1
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x2
x6
x4
Γ−1,1
■✒
✻
❨ ✯1 1
2
1 1
x1
x5
x3
x2
x6
x4
Γ−1,0
Figure 17.
In the rest of this section, we let R∂ = Q[a, x1, x2, x3, x4] and w = a(x
N+1
1 + x
N+1
2 − x
N+1
3 − x
N+1
4 ). The
resolutions of T1 are listed in Figure 17. To prove Proposition 6.1, we need the following lemma.
Lemma 6.2. Let Γ0,1 and Γ−1,0 be the MOY graphs in Figure 17. In the category hmfR∂ ,w, we have that
Homhmf(CN (Γ0,1), CN (Γ0,1)) ∼= Homhmf(CN (Γ−1,0), CN (Γ−1,0)) ∼= Q.
Both of these spaces are spanned by the identity morphisms.
Proof. By Lemma 3.6, CN(Γ0,1) ≃ CN(Γ−1,0). So Homhmf(CN (Γ0,1), CN (Γ0,1)) ∼= Homhmf(CN (Γ−1,0), CN (Γ−1,0)).
Thus, we only need to compute Homhmf(CN (Γ0,1), CN (Γ0,1)). By Proposition 2.16, we have
CN (Γ0,1) ≃
(
aU1 x1 + x2 − x3 − x4
aU2 x1x2 − x3x4
)
R∂
{0,−1},
where U1 and U2 are given by equation (3.6). From this, it is easy to check that gdimR∂CN (Γ0,1) 6= 0. So
CN (Γ0,1) is not homotopic to 0 and, therefore, idCN (Γ0,1) is not homotopic to 0. Thus, dimQHomhmf(CN (Γ0,1), CN (Γ0,1)) ≥
1.
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By Lemma 2.10 and Proposition 2.17, we have that
Homhmf(CN (Γ0,1), CN (Γ0,1)) ∼= H
0,0,0


aU1 x1 + x2 − x3 − x4
aU2 x1x2 − x3x4
aU1 −x1 − x2 + x3 + x4
aU2 −x1x2 + x3x4

R∂
{2, 2N − 4}

∼= H0,0,0
((
aV1 0
aV2 0
)
R
{2, 2N − 4}
)
where R = R∂/(x1+x2−x3−x4, x1x2−x3x4), and V1, V2 are the images of U1, U2 in R. As a Z2⊕Z
⊕2-graded
R-module, (
aV1 0
aV2 0
)
R
{2, 2N − 4} ∼= (R{1, N − 1} ⊕R 〈1〉)⊗R (R{1, N − 3} ⊕R 〈1〉).
Note that the homogeneous component of the right hand side of Z2⊕Z⊕2-degree (0, 0, 0) is 1-dimensional over
Q. This implies that dimQHomhmf(CN (Γ0,1), CN (Γ0,1)) ≤ 1. Thus, Homhmf(CN (Γ0,1), CN (Γ0,1)) ∼= Q. 
We are now ready to prove Proposition 6.1.
Proof of Proposition 6.1. It is easy to check that CN (Γ0,0) and CN (Γ0,1) ≃ CN (Γ−1,0) are all homotopically
finite over R∂ . So CN (T0) = 0→ CN (Γ0,0)︸ ︷︷ ︸
0
→ 0 is a chain complex over hmfR∂ ,w. By Lemma 3.11, we have
(6.1) CN (Γ−1,1) ≃ CN (Γ0,1){0, 1} ⊕ CN (Γ−1,0){0,−1}.
So CN (Γ−1,1) is also homotopically finite over R∂ . Denote by χ1u, χ
0
u the χ-morphisms associated to the
upper 2-colored edge in Γ−1,1 and by χ
1
l , χ
0
l the χ-morphisms associated to the lower 2-colored edge in Γ−1,1.
Then,
CN (T1) = 0→ CN(Γ0,1){0, 1}︸ ︷︷ ︸
−1

 χ1l
χ0u


−−−−−−→
CN (Γ0,0)
⊕
CN (Γ−1,1)︸ ︷︷ ︸
0
(χ0u, −χ
1
l )−−−−−−→ CN (Γ−1,0){0,−1}︸ ︷︷ ︸
0
→ 0,
which is a chain complex over hmfR∂ ,w.
To prove Proposition 6.1, we need to use the morphisms involved in decomposition (6.1). By Lemma 3.13,
• the projection CN (Γ−1,1) → CN(Γ0,1){0, 1} in decomposition (6.1) is the morphism φ¯ induced by
edge merging,
• the inclusion CN (Γ−1,0){0,−1} → CN(Γ−1,1) in decomposition (6.1) is the morphism φ induced by
edge splitting.
In addition, we denote:
• by CN (Γ0,1){0, 1}
J
−→ CN (Γ−1,1) the corresponding inclusion in decomposition (6.1),
• by CN (Γ−1,1)
P
−→ CN (Γ−1,0){0,−1} the corresponding projection in decomposition (6.1).
Then, as a chain complex over hmfR∂ ,w,
CN (T1) ∼= 0→ CN (Γ0,1){0, 1}︸ ︷︷ ︸
−1


χ1l
φ¯ ◦ χ0u
P ◦ χ0u


−−−−−−−−−→
CN (Γ0,0)
⊕
CN (Γ0,1){0, 1}
⊕
CN(Γ−1,0){0,−1}︸ ︷︷ ︸
0
(χ0u, −χ
1
l ◦J, −χ
1
l ◦φ)−−−−−−−−−−−−−→ CN (Γ−1,0){0,−1}︸ ︷︷ ︸
1
→ 0.
Consider the morphism φ¯◦χ0u. First, note that it is a homogeneous morphism of Z2⊕Z
⊕2-degree (0, 0, 0).
Moreover, by Lemmas 3.13 and 3.15, we have
φ¯ ◦ χ0u ◦ χ
1
u ◦ φ ≃ φ¯ ◦m(x6 − x1) ◦ φ ≃ φ¯ ◦m(x6) ◦ φ−m(x1)φ¯ ◦ φ ≈ idCN (Γ0,1),
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which implies that φ¯ ◦ χ0u is not homotopic to 0. By Lemma 6.2, this means that
(6.2) φ¯ ◦ χ0u ≈ idCN (Γ0,1).
Similarly,
(6.3) χ1l ◦ φ ≈ idCN (Γ−1,0).
Thus, φ¯ ◦ χ0u and χ
1
l ◦ φ are both homotopy equivalences. Now, applying the Gaussian Elimination Lemma
(Lemma 5.1) to these two homotopy equivalences in the above chain complex, we get that CN (T1) ≃ 0 →
CN (Γ0,0)︸ ︷︷ ︸
0
→ 0 = CN(T0). 
7. Reidemeister Move III
In this section, we prove the invariance of HN under braid-like Reidemeister III moves. The main result
of this section is Proposition 7.5. We follow the ideas in [9, 10]. However, we include graphical descriptions
of all morphisms used in our proof, which makes our proof somewhat more explicit than those in [9, 10].
7.1. A decomposition. Now we establish for CN a version of “Direct Sum Decomposition IV” from [9].
The main result of this subsection is Proposition 7.1.
✻
✻
✻
✻
✻
✻
✲
✛
2
1
2
1
1
1
2
1
{x1, x2} x3
{x4, x5} x6
x7
x8
x9
Γ
✻ ✻
2 1
{x1, x2} x3
{x4, x5} x6
Γ0
✒
✻
■
■
✒2
2
1
3
1
{x1, x2} x3
{x4, x5} x6
Γ1
Figure 18.
Proposition 7.1. Assume:
• Γ, Γ0, Γ1 are the MOY graphs in Figure 18,
• R∂ = Q[a, x3, x6]⊗Q Sym({x1, x2})⊗Q Sym({x4, x5}),
• w = a(xN+11 + x
N+1
2 + x
N+1
3 − x
N+1
4 − x
N+1
5 − x
N+1
6 ).
Then, for N ≥ 0, CN(Γ) ∼= CN (Γ0)⊕ CN (Γ1) as objects of hmfR∂ ,w.
Lemma 7.2. CN(Γ), CN (Γ0) and CN (Γ1) are objects of hmfR∂ ,w. Moreover,
gdimR∂CN (Γ) = gdimR∂CN (Γ0) + gdimR∂CN (Γ1).
Proof. It is easy to see that the Z⊕2-gradings of CN (Γ), CN (Γ0) and CN (Γ1) are bounded below. By Definition
3.5 and Proposition 2.16, we know that
CN (Γ0) =
 ∗2,2N x1 + x2 − x4 − x5∗2,2N−2 x1x2 − x4x5
∗2,2N x3 − x6

R∂
,(7.1)
CN (Γ1) ≃
 ∗2,2N x1 + x2 + x3 − x4 − x5 − x6∗2,2N−2 x1x2 + x2x3 + x3x1 − x4x5 − x5x6 − x6x4
∗2,2N−4 x1x2x3 − x4x5x6

R∂
{0,−2},(7.2)
where ∗j,k stands for a homogeneous element of the base ring of Z⊕2-degree (j, k). So CN (Γ0) and CN(Γ1)
are homotopically finite over R∂ and, therefore, objects of hmfR∂ ,w. Note that the maximal homogeneous
ideal of R∂ is
I = (a, x1 + x2, x1x2, x4 + x5, x4x5, x3, x6).
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So
CN(Γ0)/I · CN (Γ0) ∼=
 02,2N 002,2N−2 0
02,2N 0

Q
,
CN(Γ1)/I · CN (Γ1) ≃
 02,2N 002,2N−2 0
02,2N−4 0

Q
{0,−2},
where 0j,k is “the zero element with Z
⊕2-degree (j, k)”.(This is only used to keep track of grading shifts.)
Note that the differential maps of these chain complexes are 0. Thus,
gdimR∂CN (Γ0) = (1 + τα
−1ξ−N+1)2(1 + τα−1ξ−N+3),(7.3)
gdimR∂CN (Γ1) = ξ
−2(1 + τα−1ξ−N+1)(1 + τα−1ξ−N+3)(1 + τα−1ξ−N+5),(7.4)
Next we consider CN(Γ). By Corollary 2.22, to show that CN(Γ) is homotopically finite over R∂ , we only
need to show that dimQHR∂ (CN (Γ)) is finite. By Definition 3.5 and Proposition 2.16,
CN(Γ) ≃

∗2,2N x1 + x2 − x7 − x8
∗2,2N−2 x1x2 − x7x8
∗2,2N x7 + x9 − x4 − x5
∗2,2N−2 x7x9 − x4x5
∗2,2N x8 + x3 − x9 − x6
∗2,2N−2 x8x3 − x9x6

R
{0,−2},
where R = R∂ ⊗Q Q[x7, x8, x9]. So
CN (Γ)/I · CN (Γ) ≃

02,2N −x7 − x8
02,2N−2 −x7x8
02,2N x7 + x9
02,2N−2 x7x9
02,2N x8 − x9
02,2N−2 0

Q[x7,x8,x9]
{0,−2},
Applying Proposition 2.17 successively to the matrix factorization on the right hand side, we get that
HR∂ (CN (Γ))
∼= H

 02,2N 002,2N−2 0
02,2N−2 0

Q[x9]/(x29)
 {0,−2}
∼= H
 02,2N 002,2N−2 0
02,2N−2 0

Q
 {0,−2} ⊕H
 02,2N 002,2N−2 0
02,2N−2 0

Q
 .
From this, we get
(7.5) gdimR∂CN(Γ) = (1 + ξ
−2)(1 + τα−1ξ−N+1)(1 + τα−1ξ−N+3)2.
Equation (7.5) implies that dimQHR∂ (CN (Γ)) = 16. So CN (Γ) is homotopically finite over R∂ . Moreover,
comparing equations (7.3), (7.4) to (7.5), we have gdimR∂CN (Γ) = gdimR∂CN (Γ0) + gdimR∂CN (Γ1). 
Lemma 7.3. In the category hmfR∂ ,w, we have
Homhmf(CN (Γ0), CN (Γ0)) ∼= Homhmf(CN (Γ1), CN (Γ1)) ∼= Q,
Homhmf(CN (Γ0), CN (Γ1)) ∼= Homhmf(CN (Γ1), CN (Γ0)) ∼= 0.
Proof. We only prove that Homhmf(CN (Γ1), CN (Γ1)) ∼= Q and Homhmf(CN (Γ1), CN (Γ0)) ∼= 0 here. The
proofs of the other two isomorphisms are very similar and left to the reader.
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First, we compute Homhmf(CN (Γ1), CN (Γ1)). Since gdimR∂CN (Γ1) 6= 0, we know that CN (Γ1) is not
homotopic to 0. So idCN (Γ1) is not homotopic to 0. This implies that dimQHomhmf(CN (Γ1), CN (Γ1)) ≥ 1.
By equation (7.2) and Lemma 2.10, we have
HomR∂ (CN (Γ1), CN (Γ1)) ≃

∗2,2N x1 + x2 + x3 − x4 − x5 − x6
∗2,2N−2 x1x2 + x2x3 + x3x1 − x4x5 − x5x6 − x6x4
∗2,2N−4 x1x2x3 − x4x5x6
∗2,2N −(x1 + x2 + x3 − x4 − x5 − x6)
∗2,2N−2 −(x1x2 + x2x3 + x3x1 − x4x5 − x5x6 − x6x4)
∗2,2N−4 −(x1x2x3 − x4x5x6)

R∂
〈3〉 {3, 3N − 9}.
Applying Proposition 2.17 to the top three rows of the right hand side, we get
Homhmf(CN (Γ1), CN (Γ1)) ∼= H
0,0,0
 ∗2,2N 0∗2,2N−2 0
∗2,2N−4 0

R′
〈3〉 {3, 3N − 9}
 ,
where R′ = R∂/(x1 + x2 + x3 − x4 − x5 − x6, x1x2 + x2x3 + x3x1 − x4x5 − x5x6 − x6x4, x1x2x3 − x4x5x6).
As a Z2 ⊕ Z
⊕2-graded R′-module, ∗2,2N 0∗2,2N−2 0
∗2,2N−4 0

R′
〈3〉 {3, 3N−9} ∼= (R′ 〈1〉 {1, N−1}⊕R′)⊗R′(R
′ 〈1〉 {1, N−3}⊕R′)⊗R′(R
′ 〈1〉 {1, N−5}⊕R′),
whose homogeneous component of Z2 ⊕ Z⊕2-degree (0, 0, 0) is 1-dimensional over Q. This implies that
dimQ Homhmf(CN (Γ1), CN (Γ1)) ≤ 1. Thus, Homhmf(CN (Γ1), CN (Γ1)) ∼= Q.
Similarly, by equations (7.1), (7.2), Lemma 2.10 and Proposition 2.16, we have
HomR∂ (CN (Γ1), CN (Γ0)) ≃

∗2,2N x1 + x2 − x4 − x5
∗2,2N−2 x1x2 − x4x5
∗2,2N x3 − x6
∗2,2N −(x1 + x2 + x3 − x4 − x5 − x6)
∗2,2N−2 −(x1x2 + x2x3 + x3x1 − x4x5 − x5x6 − x6x4)
∗2,2N−4 −(x1x2x3 − x4x5x6)

R∂
〈3〉 {3, 3N − 7}
≃
 ∗2,2N 0∗2,2N−2 0
∗2,2N−4 0

Rˆ
〈3〉 {3, 3N − 7},
where Rˆ = R∂/(x1+ x2−x4− x5, x1x2−x4x5, x3− x6) ∼= Q[a, x3]⊗Q Sym({x1, x2}). As a Z2⊕Z⊕2-graded
Rˆ-module, ∗2,2N 0∗2,2N−2 0
∗2,2N−4 0

Rˆ
〈3〉 {3, 3N−7} ∼= (Rˆ 〈1〉 {1, N−1}⊕Rˆ)⊗Rˆ(Rˆ 〈1〉 {1, N−3}⊕Rˆ)⊗Rˆ(Rˆ 〈1〉 {1, N−3}⊕Rˆ{0, 2}),
whose homogeneous component of Z2 ⊕ Z⊕2-degree (0, 0, 0) vanishes. This implies that
Homhmf(CN (Γ1), CN (Γ0)) ∼= H
0,0,0
 ∗2,2N 0∗2,2N−2 0
∗2,2N−4 0

Rˆ
〈3〉 {3, 3N − 7}
 ∼= 0.

We are now ready to prove Proposition 7.1.
Proof of Proposition 7.1. Define morphisms f : CN (Γ0) → CN(Γ) and f¯ : CN (Γ) → CN (Γ0) by Figure 19.
That is, f = χ0 ◦ φ and f¯ = φ¯ ◦ χ1, where
• φ and φ¯ are the morphisms associated to the edge splitting/merging in the left side of Γ0 and Γ2
defined in Lemma 3.13,
• χ0 and χ1 are the χ-morphisms associated to the right side of Γ and Γ2 defined in Lemma 3.15.
43
✻ ✻
2 1
{x1, x2} x3
{x4, x5} x6
Γ0
φ
  ❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇
f //
✻
✻
✻
✻
✻
✻
✲
✛
2
1
2
1
1
1
2
1
{x1, x2} x3
{x4, x5} x6
x7
x8
x9
Γ
f¯
oo
χ1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
✻
✻
✻ ✻
✐
2
1
2
1 1
{x1, x2} x3
{x4, x5} x6
x7
Γ2
φ¯
``❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇
χ0
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
Figure 19.
Note that
• φ and φ¯ are homogeneous morphisms of Z2 ⊕ Z⊕2-degree (0, 0,−1),
• χ0 and χ1 are homogeneous morphisms of Z2 ⊕ Z⊕2-degree (0, 0, 1).
So f and f¯ are homogeneous morphisms of Z2 ⊕ Z⊕2-degree (0, 0, 0). Using Lemmas 3.13 and 3.15 again,
we get
(7.6) f¯ ◦ f = φ¯ ◦ χ1 ◦ χ0 ◦ φ ≃ φ¯ ◦m(x6 − x8) ◦ φ = −φ¯ ◦m(x8) ◦ φ+m(x6) ◦ φ¯ ◦ φ ≈ idCN (Γ0).
✒
✻
■
■
✒2
2
1
3
1
{x1, x2} x3
{x4, x5} x6
Γ1
ϕ

g //
✻
✻
✻
✻
✻
✻
✲
✛
2
1
2
1
1
1
2
1
{x1, x2} x3
{x4, x5} x6
x7
x8
x9
Γ
g¯
oo
χ˜0

✯
■
✻
✛✻
❨
✻
✻
2
1
2
1
1
1
2
3
{x1, x2} x3
{x4, x5} x6
x7
Γ3
ϕ¯
OO
h //
✯
■
✻
❨
✒
✻
✻
✛
2
1
2
1
2
1
1
3
{x1, x2} x3
{x4, x5} x6
x7
Γ′3
χ˜1
OO
h¯
oo
Figure 20.
Next, define g : CN (Γ1) → CN (Γ) and g¯ : CN (Γ) → CN (Γ1) by Figure 20. That is, g = χ˜1 ◦ h ◦ ϕ and
g¯ = ϕ¯ ◦ h¯ ◦ χ˜0, where
• ϕ and ϕ¯ are the morphisms associated to the splitting/merging of the upper-left 2-colored edge in
Γ1 defined in Lemma 3.13,
• h and h¯ are the homotopy equivalences induced by the edge sliding given in Lemmas 3.9, 3.10 and
are homotopy inverses of each other,
• χ˜0 and χ˜1 are the χ˜-morphisms associated to the lower half of Γ and Γ′3 defined in Lemma 3.16.
Note that
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• ϕ and ϕ¯ are homogeneous morphisms of Z2 ⊕ Z⊕2-degree (0, 0,−1),
• h and h¯ are homogeneous morphisms of Z2 ⊕ Z⊕2-degree (0, 0, 0),
• χ˜0 and χ˜1 are homogeneous morphisms of Z2 ⊕ Z⊕2-degree (0, 0, 1).
So g and g¯ are homogeneous morphisms of Z2⊕Z⊕2-degree (0, 0, 0). Using Lemmas 3.13 and 3.16 again, we
get
g¯ ◦ g = ϕ¯ ◦ h¯ ◦ χ˜0 ◦ χ˜1 ◦ h ◦ ϕ ≃ ϕ¯ ◦ h¯ ◦m(x6 − x7) ◦ h ◦ ϕ = ϕ¯ ◦m(x6 − x7) ◦ h¯ ◦ h ◦ ϕ(7.7)
≃ ϕ¯ ◦m(x6 − x7) ◦ ϕ = m(x6) ◦ ϕ¯ ◦ ϕ− ϕ¯ ◦m(x7) ◦ ϕ ≈ idCN (Γ1).
From Lemma 7.3, we know that Homhmf(CN (Γ0), CN (Γ1)) ∼= Homhmf(CN (Γ1), CN (Γ0)) ∼= 0. So
(7.8) f¯ ◦ g ≃ 0 and g¯ ◦ f ≃ 0.
Now consider the morphisms
CN (Γ)

 f¯
g¯


//
CN (Γ0)
⊕
CN (Γ1)
(
f, g
)oo .
From homotopies (7.6), (7.7) and (7.8), we know that, after possibly scaling f and g,(
f¯
g¯
)
◦
(
f, g
)
≃
(
idCN (Γ0) 0
0 idCN (Γ1)
)
.
Recall that, by Proposition 2.25, hmfR∂ ,w is fully additive. So, by Lemma 2.24, there exists an object M of
hmfR∂ ,w such that CN(Γ)
∼= CN (Γ0)⊕ CN (Γ1)⊕M . From Lemma 7.2, we know that
gdimR∂M = gdimR∂CN (Γ)− gdimR∂CN (Γ0)− gdimR∂CN (Γ1) = 0.
By Corollary 2.22, this implies that M ≃ 0. Thus, CN(Γ) ∼= CN (Γ0)⊕ CN (Γ1). 
✒
✻
■
■
✒2
2
1
3
1
{x1, x2} x3
{x4, x5} x6
Γ1
ψ

g //
✻
✻
✻
✻
✻
✻
✲
✛
2
1
2
1
1
1
2
1
{x1, x2} x3
{x4, x5} x6
x7
x8
x9
Γ
g¯
oo
χ˜0u

✻
✲
■
✒
✛
✯❨
✻
2
2
2
11
1
1
3
{x1, x2} x3
{x4, x5} x6
x7
Γ
ψ¯
OO
h //
✻
✒
✻
■
✯❨
✻
✲
2
1
2
1
1
2
1
3
{x1, x2} x3
{x4, x5} x6
x7
Γ
χ˜1u
OO
h¯
oo
Figure 21.
Corollary 7.4. Let g : CN (Γ1) → CN (Γ) and g¯ : CN (Γ) → CN(Γ1) be the morphisms defined by Figure 21.
That is, g = χ˜1u ◦ h ◦ ψ and g¯ = ψ¯ ◦ h¯ ◦ χ˜
0
u, where
• ψ and ψ¯ are the morphisms associated to the splitting/merging of the lower-left 2-colored edge in Γ1
defined in Lemma 3.13,
• h and h¯ are the homotopy equivalences induced by the edge sliding given in Lemmas 3.9, 3.10 and
are homotopy inverses of each other,
• χ˜0u and χ˜
1
u are the χ˜-morphisms associated to the upper half of Γ and Γ
′
3 defined in Lemma 3.16.
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Then g ≈ g and g¯ ≈ g¯, where g and g¯ are the morphisms defined by Figure 20.
Proof. Similar to the proof of Proposition 7.1, one can check that g and g¯ are homogeneous morphisms of
Z2 ⊕ Z⊕2-degree (0, 0, 0) satisfying g¯ ◦ g ≈ idCN (Γ1). Thus, g, g¯, g and g¯ are all homotopically non-trivial
homogeneous morphisms of Z2 ⊕ Z⊕2-degree (0, 0, 0). By Proposition 7.1 and Lemma 7.3, we have that
Homhmf(CN (Γ), CN (Γ1)) ∼= Homhmf(CN (Γ0), CN (Γ1))⊕Homhmf(CN (Γ1), CN (Γ1)) ∼= Q.
This implies that g¯ ≈ g¯. Similarly, we have Homhmf(CN (Γ1), CN (Γ)) ∼= Q, which implies that g ≈ g. 
✒■ ✒
1 1 1
x1 x2 x3
x4 x5 x6
T1
✒■ ■
11 1
x1 x2 x3
x4 x5 x6
T2
Figure 22.
7.2. Invariance under braid-like Reidemeister III moves.
Proposition 7.5. Let T1 and T2 be the tangle diagrams in Figure 22. Then, for N ≥ 0, CN (T1) ≃ CN (T2)
as chain complexes over the category hmfR∂ ,w, where
R∂ = Q[a, x1, x2, x3, x4, x5, x6],
w = a(xN+11 + x
N+1
2 + x
N+1
3 − x
N+1
4 − x
N+1
5 − x
N+1
6 ).
✸❦
✻
✻
✻✸❦
✻②
1 1
1 1
11
2
2
1
x1 x2 x3
x4 x5 x6
x7
x8
Γ110
✻✸❦
✻②✿
1 1
1 1
2
1
x1 x2 x3
x4 x5 x6
Γ100
✸❦
✻
✻
✻
✸❦
✻
✻
✻
✲
✛
1 1 1
1 1 1
1
1
1
2
2
2
x1 x2 x3
x4 x5 x6
x7
x8
x9
Γ111
✻
✻
✸❦
✻
✻
✻
✲
✛
1 1 1
1
1
1
1
2
2
x1 x2 x3
x4 x5 x6
x7
x8
Γ101
✸❦
✻
✻✻✻1 1
1 1
2
1
x1 x2 x3
x4 x5 x6
Γ010
✻ ✻ ✻
11 1
x1 x2 x3
x4 x5 x6
Γ000
✸❦
✻ ✻
✕❦ ✻
✻
✲
1
1 1 1
1
1
1
2
2
x1 x2 x3
x4 x5 x6
x7
x9
Γ011
✻
✲✛
✻
✻ ✻1
11
1
1 2
x1 x2 x3
x4 x5 x6
Γ001
Figure 23.
Let us consider T1. Its resolutions are listed in Figure 23. We call the three crossings in T1 the upper
crossing, the lower crossing, the right crossing and denote by
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• χ0u and χ
1
u the χ-morphisms associated to the upper crossing,
• χ0l and χ
1
l the χ-morphisms associated to the lower crossing,
• χ0r and χ
1
r the χ-morphisms associated to the right crossing.
Then
(7.9)
CN (T1) = 0 → CN (Γ111) 〈3〉 {3, 3N}︸ ︷︷ ︸
−3
d−3
−−−→
CN (Γ110) 〈3〉 {3, 3N − 1}
⊕
CN (Γ101) 〈3〉 {3, 3N − 1}
⊕
CN (Γ011) 〈3〉 {3, 3N − 1}︸ ︷︷ ︸
−2
d−2
−−−→
CN (Γ100) 〈3〉 {3, 3N − 2}
⊕
CN (Γ010) 〈3〉 {3, 3N − 2}
⊕
CN (Γ001) 〈3〉 {3, 3N − 2}︸ ︷︷ ︸
−1
d−1
−−−→ CN (Γ000) 〈3〉 {3, 3N − 3}︸ ︷︷ ︸
0
→ 0,
where
d−3 =
 χ1r−χ1l
χ1u
,
d−2 =
 −χ1l −χ1r 0χ1u 0 −χ1r
0 χ1u χ
1
l
,
d−1 = (χ
1
u, χ
1
l , χ
1
r).
From Lemma 7.2, we know that CN (Γ111) is an object of hmfR∂ ,w. It is straightforward to verify that
CN (Γεµν) is also an object of hmfR∂ ,w for any other resolution Γεµν of T1. Thus, CN(T1) is a chain complex
over hmfR∂ ,w.
✲✛
✻
✻ ✻ ✻11
11
12
x1 x2 x3
x4 x5 x6
Γ0
✸
❦
✻
✻
✻
❦
✸11 1
11 1
3
x1 x2 x3
x4 x5 x6
Γ1
Figure 24.
Next, we consider the MOY graphs in Figure 24. It is obvious that
(7.10) Γ0 = Γ100 = Γ010.
By Lemma 3.11, we know that
(7.11) CN (Γ110) ≃ CN(Γ0){0, 1} ⊕ CN(Γ0){0,−1}.
From the proof of Proposition 6.1, we know that homotopy equivalence (7.11) is given by a pair of morphisms
of the form
(7.12) CN(Γ110)

 φ¯
P


//
CN (Γ0){0, 1}
⊕
CN (Γ0){0,−1}
,(
J, φ
)oo
where φ and φ¯ are the morphisms associated to the splitting and merging of the 2-colored edge in Γ0. By
Proposition 7.1 and the proof of Lemma 3.9, we know that
(7.13) CN(Γ111) ≃ CN (Γ0)⊕ CN (Γ1).
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From the proof of Proposition 7.1, we know that homotopy equivalence (7.13) is given by the morphisms
(7.14) CN (Γ111)

 f¯
g¯


// CN(Γ0)
⊕
CN(Γ1)
,(
f, g
)oo
where f , f¯ and g, g¯ are the morphisms given by Figures 19 and 20.
Substituting (7.10)-(7.14) into CN (T1), we get that, as a chain complex over hmfR∂ ,w,
(7.15)
CN (T1) ∼= 0 →
CN (Γ0) 〈3〉 {3, 3N}
⊕
CN (Γ1) 〈3〉 {3, 3N}︸ ︷︷ ︸
−3
d˜−3
−−−→
CN (Γ0){3, 3N}
⊕
CN (Γ0){3, 3N − 2}
⊕
CN (Γ101) 〈3〉 {3, 3N − 1}
⊕
CN (Γ011) 〈3〉 {3, 3N − 1}︸ ︷︷ ︸
−2
d˜−2
−−−→
CN (Γ0) 〈3〉 {3, 3N − 2}
⊕
CN (Γ0) 〈3〉 {3, 3N − 2}
⊕
CN (Γ001) 〈3〉 {3, 3N − 2}︸ ︷︷ ︸
−1
d˜−1
−−−→ CN (Γ000) 〈3〉 {3, 3N − 3}︸ ︷︷ ︸
0
→ 0,
where
d˜−3 =

φ¯ ◦ χ1r ◦ f φ¯ ◦ χ
1
r ◦ g
P ◦ χ1r ◦ f P ◦ χ
1
r ◦ g
−χ1l ◦ f −χ
1
l ◦ g
χ1u ◦ f χ
1
u ◦ g
,
d˜−2 =
 −χ1l ◦ J −χ1l ◦ φ −χ1r 0χ1u ◦ J χ1u ◦ φ 0 −χ1r
0 0 χ1u χ
1
l
,
d˜−1 = (χ
1, χ1, χ1r),
and the morphism χ1 in d˜−1 is the χ
1-morphism associated to the 2-colored edge in Γ0.
Similar to the proof of Lemma 7.3, one can check that, in hmfR∂ ,w, Homhmf(CN (Γ1), CN (Γ0))
∼= 0. This
implies that the entry φ¯ ◦ χ1r ◦ g of d˜−3 is homotopic to 0. Recall that, by Figure 19, f is defined to be the
composition CN (Γ0)
φ
−→ CN (Γ110)
χ0r−→ CN (Γ111). So we have that, by Lemmas 3.13 and 3.15,
φ¯ ◦ χ1r ◦ f = φ¯ ◦ χ
1
r ◦ χ
0
r ◦ φ ≃ φ¯ ◦m(x6 − x8) ◦ φ = m(x6) ◦ φ¯ ◦ φ− φ¯ ◦m(x8) ◦ φ ≈ idCN (Γ0).
Now we apply Gaussian Elimination(Lemma 5.1) to the homotopy equivalence φ¯ ◦χ1r ◦ f in d˜−3. Note that,
since φ¯ ◦ χ1r ◦ g ≃ 0, the correction term from Lemma 5.1 is 0 in this case. Thus, as a chain complex over
hmfR∂ ,w,
(7.16)
CN (T1) ≃ 0 → CN (Γ1) 〈3〉 {3, 3N}︸ ︷︷ ︸
−3
dˆ−3
−−−→
CN (Γ0){3, 3N − 2}
⊕
CN (Γ101) 〈3〉 {3, 3N − 1}
⊕
CN (Γ011) 〈3〉 {3, 3N − 1}︸ ︷︷ ︸
−2
dˆ−2
−−−→
CN (Γ0) 〈3〉 {3, 3N − 2}
⊕
CN (Γ0) 〈3〉 {3, 3N − 2}
⊕
CN (Γ001) 〈3〉 {3, 3N − 2}︸ ︷︷ ︸
−1
dˆ−1
−−−→ CN (Γ000) 〈3〉 {3, 3N − 3}︸ ︷︷ ︸
0
→ 0,
where
dˆ−3 =
 P ◦ χ1r ◦ g−χ1l ◦ g
χ1u ◦ g
,
dˆ−2 =
 −χ1l ◦ φ −χ1r 0χ1u ◦ φ 0 −χ1r
0 χ1u χ
1
l
,
dˆ−1 = (χ
1, χ1, χ1r),
and the morphism χ1 in dˆ−1 is again the χ
1-morphism associated to the 2-colored edge in Γ0.
Consider the entries −χ1l ◦ φ and χ
1
u ◦ φ in dˆ−2. Applying the argument used to establish homotopies
(6.2) and (6.3), we get that −χ1l ◦φ ≈ χ
1
u ◦φ ≈ idCN (Γ0). Applying Gaussian Elimination(Lemma 5.1) to the
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homotopy equivalence −χ1l ◦ φ, we get that as a chain complex over hmfR∂ ,w,
(7.17)
CN (T1) ≃ 0 → CN (Γ1) 〈3〉 {3, 3N}︸ ︷︷ ︸
−3
dˇ−3
−−−→
CN (Γ101) 〈3〉 {3, 3N − 1}
⊕
CN (Γ011) 〈3〉 {3, 3N − 1}︸ ︷︷ ︸
−2
dˇ−2
−−−→
CN (Γ0) 〈3〉 {3, 3N − 2}
⊕
CN (Γ001) 〈3〉 {3, 3N − 2}︸ ︷︷ ︸
−1
dˇ−1
−−−→ CN (Γ000) 〈3〉 {3, 3N − 3}︸ ︷︷ ︸
0
→ 0,
where
dˇ−3 =
(
−χ1l ◦ g
χ1u ◦ g
)
,
dˇ−2 =
(
c · χ1r −χ
1
r
χ1u χ
1
l
)
,
dˇ−1 = (χ
1, χ1r),
c is a non-zero scalar4, and the morphism χ1 in dˇ−1 is once more the χ
1-morphism associated to the 2-colored
edge in Γ0.
Schematically, we represent chain complex (7.17) by the diagram
(7.18) Γ101 //
✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
Γ0
##❋
❋❋
❋❋
❋❋
❋❋
Γ1
==④④④④④④④④
!!❈
❈❈
❈❈
❈❈
❈
Γ000,
Γ011 //
EE☛☛☛☛☛☛☛☛☛☛☛☛☛☛☛
Γ001
;;①①①①①①①①
in which each arrow represents the corresponding entry in the above matrix presentation of the differential
map dˇ. The following two lemmas are straightforward adaptations of [9, Lemmas 26 and 27].
Lemma 7.6. [9, Lemmas 27] The composition of any pair of consecutive arrows in diagram (7.18) is homo-
topically non-trivial.
Proof. Let R = Q[x1, x2, x3, x4, x5, x6] and w1 = x
N+1
1 +x
N+1
2 +x
N+1
3 −x
N+1
4 −x
N+1
5 −x
N+1
6 . The standard
quotient map π1 : R∂ → R∂/(a− 1) ∼= R induces a functor ̟1 : hmfR∂ ,w → hmfR,w1 that takes an object M
of hmfR∂ ,w to the object M/(a− 1)M of hmfR,w1 . Comparing the definitions in the current paper to those
in [9], one can see that:
• for any MOY graph Γ in this subsection, ̟1(CN (Γ)) is the matrix factorization associated to Γ in
[9],
• for any morphism in this subsection, ̟1 maps it to the corresponding morphism in [9].
As a functor from hmfR∂ ,w to hmfR,w1 , ̟1 maps homotopic morphisms to homotopic morphisms. From
[9, Lemmas 27], we know that the image under ̟1 of the composition of any pair of consecutive arrows in
diagram (7.18) is homotopically non-trivial. This implies that the composition of any pair of consecutive
arrows in diagram (7.18) is homotopically non-trivial. 
Lemma 7.7. [9, Lemmas 26] Assume that Γ and Γ′ are two MOY graphs in diagram (7.18) and that there
is an arrow pointing from Γ to Γ′ in diagram (7.18). Then, in the category hmfR∂ ,w, we have
Homhmf(CN (Γ), CN (Γ
′){0,−1}) ∼= Q.
In particular, this space is spanned over Q by the corresponding arrow in diagram (7.18).
Proof. The arrow pointing from Γ to Γ′ in diagram (7.18) is an element of Homhmf(CN (Γ), CN (Γ′){0,−1})
and, by Lemma 7.6, is homotopically non-trivial. Thus, dimQ Homhmf(CN (Γ), CN (Γ
′){0,−1}) ≥ 1. It remains
to show that dimQHomhmf(CN (Γ), CN (Γ′){0,−1}) ≤ 1. We only check this for the pair Γ101 and Γ0. The
proofs for the other pairs are similar and left to the reader.
4The entry c · χ1r in dˇ−2 comes from the correction term in Lemma 5.1.
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By Definition 3.5 and Proposition 2.16,
CN (Γ101) ≃

∗2,2N x1 + x2 − x4 − x8
∗2,2N−2 x1x2 − x4x8
∗2,2N x8 + x3 − x5 − x6
∗2,2N−2 x8x3 − x5x6

R∂ [x8]
{0,−2}
≃
 ∗2,2N x1 + x2 + x3 − x4 − x5 − x6∗2,2N−2 x1x2 − x4(x5 + x6 − x3)
∗2,2N−2 (x5 + x6 − x3)x3 − x5x6

R∂
{0,−2}
and
CN (Γ0) ≃
 ∗2,2N x1 + x2 − x4 − x5∗2,2N−2 x1x2 − x4x5
∗2,2N x3 − x6

R∂
{0,−1}.
So, by Lemma 2.10 and Proposition 2.17,
Homhmf(CN(Γ101), CN (Γ0){0,−1})
≃ H0,0,0


∗2,2N x1 + x2 − x4 − x5
∗2,2N−2 x1x2 − x4x5
∗2,2N x3 − x6
∗2,2N −(x1 + x2 + x3 − x4 − x5 − x6)
∗2,2N−2 −(x1x2 − x4(x5 + x6 − x3))
∗2,2N−2 −((x5 + x6 − x3)x3 − x5x6)

R∂
〈3〉 {3, 3N − 7}

≃ H0,0,0
 ∗2,2N 0∗2,2N−2 0
∗2,2N−2 0

R′
〈3〉 {3, 3N − 7}
 ,
where R′ = R∂/(x1 + x2 − x4 − x5, x1x2 − x4x5, x3 − x6). As a Z2 ⊕ Z⊕2-graded R′-module, ∗2,2N 0∗2,2N−2 0
∗2,2N−2 0

R′
〈3〉 {3, 3N − 7}
∼= (R′ 〈1〉 {1, N − 1} ⊕R′)⊗R′ (R
′ 〈1〉 {1, N − 3} ⊕R′)⊗R′ (R
′ 〈1〉 {1, N − 3} ⊕R′),
whose homogeneous component of Z2 ⊕ Z⊕2-degree (0, 0, 0) is 1-dimensional. This implies that
Homhmf(CN (Γ101), CN (Γ0){0,−1}) ∼= H
0,0,0
 ∗2,2N 0∗2,2N−2 0
∗2,2N−2 0

R′
〈3〉 {3, 3N − 7}

is at most 1-dimensional. Thus, Homhmf(CN (Γ101), CN (Γ0){0,−1}) ∼= Q. 
Proposition 7.5 now follows easily.
Proof of Proposition 7.5. Note that diagram (7.18) is invariant under horizontal reflection of the MOY
graphs. So, using similar argument, we can show that CN(T2) is also homotopic as a chain complex over
hmfR∂ ,w to a chain complex of the schematic form (7.18) such that arrows in this new chain complex also
satisfy Lemma 7.6. By Lemma 7.7, corresponding arrows in the two schematic forms (7.18) for CN (T1)
and CN (T2) are scalar multiples of each other. Using Lemma 7.6, it is easy to verify that these two chain
complexes of schematic form (7.18) are isomorphic to each other as chain complexes over hmfR∂ ,w. This
proves that CN(T1) ≃ CN (T2) as chain complexes over hmfR∂ ,w. 
8. The Decategorification of HN
In this section, we establish the skein description of the decategorification PN of HN in Theorem 1.8 and
demonstrate the failure of PN to detect transverse non-simplicity from certain flype moves.
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8.1. A skein description for PN . The goal of this subsection is to prove Theorem 1.8. We start by
recalling the “invariant computation tree” constructed in [7].
Definition 8.1. [7, Definitions 1.1 and 1.3] For an m-strand closed braid B± = βσ
±
i γ, the Conway split of
B± at the crossing σ
±
i produces two m-strand braids B0 = βγ and B∓ = βσ
∓
i γ.
An invariant computation tree is a connected rooted oriented binary tree with each node labeled by a
closed braid satisfying:
(1) If a node is labeled by a braid B and its two children are labeled by B′ and B′′, then B′ and B′′ are
obtained from B by first applying a sequence of transverse Markov moves5 and then doing a Conway
split.
(2) Every terminal node is labeled with a closed braid with no crossings.
Theorem 8.2. [7, Theorem 1.7] For any closed braid B, there exists an invariant computation tree whose
root is labeled by B.
Before proving Theorem 1.8, we establish the following lemma, which will be used to prove Part 3 of
Theorem 1.8.
Lemma 8.3. Denote by U⊔m the m-strand closed braid with no crossings. Define
HN (U
⊔m) := H(H(CN (U
⊔m)/aCN(U
⊔m), dmf ), dχ),
which inherits the Z2 ⊕ Z⊕3-grading of CN (U⊔m). Its graded Euler characteristic is
PN (U
⊔m) :=
∑
(ε,i,j,k)∈Z2⊕Z⊕3
(−1)iτεαjξk dimQ H
ε,i,j,k
N (U
⊔m) ∈ Z[[α, ξ]][α−1, ξ−1, τ ]/(τ2 − 1).
Then
PN (U
⊔m) =
(
1 + τα−1ξ−N+1
1− ξ2
)m
.
Proof. Put one marked point on each strand of U⊔m. Note U⊔m has no crossings. It is straightforward to
check that
CN (U
⊔m)/aCN(U
⊔m) ∼= 0→

02,2N 0
02,2N 0
...
...
02,2N 0

Q[x1,...,xm]︸ ︷︷ ︸
0
→ 0,
where the Koszul matrix factorization has m rows and 02,2N is a “homogeneous 0 of Z
⊕2-degree (2, 2N)”.
Note that both dmf and dχ in CN (U⊔m)/aCN(U⊔m) are 0. So
PN (U
⊔m) = gdimQ

02,2N 0
02,2N 0
...
...
02,2N 0

Q[x1,...,xm]
=
(
1 + τα−1ξ−N+1
1− ξ2
)m
.

We are now ready to prove Theorem 1.8.
Proof of Theorem 1.8. Part 1 is a direct consequence of Theorem 1.2.
Now we consider Part 2. From local chain complexes (4.2) and (4.3), one can see that
PN (
✒■ ) = ταξN−1PN (
✒■ )− ταξNPN ( ❨✯
❨✯
✻2 ),
PN (
■✒
) = τα−1ξ−N+1PN (
✒■
)− τα−1ξ−NPN ( ❨✯
❨✯
✻2 ).
5Transverse Markov moves are call “invariant Markov moves” in [7].
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It follows easily from these equations that
α−1ξ−NPN (
✒■ )− αξNPN(
■✒) = τ(ξ−1 − ξ)PN (
✒■ ).
This proves Part 2.
Next, we prove Part 3. For m ≥ 2, denote by σ±1m−1 the closed m-braid with a single ± crossing between
the (m− 1)-th and the m-th strands. By Part 2, we have
(8.1) PN (U
⊔m) =
τ
ξ−1 − ξ
· (α−1ξ−NPN(σm−1)− αξ
NPN (σ
−1
m−1)).
From Part 1, we know that
(8.2) PN (σm−1) = PN (U
⊔m−1).
By Theorem 1.5 and Lemma 8.3, we have
(8.3) PN (σ
−1
m−1) = α
−2(PN (U
⊔m−1)−PN (U
⊔m−1)) = α−2(PN (U
⊔m−1)−
(
1 + τα−1ξ−N+1
1− ξ2
)m−1
).
Plugging (8.2) and (8.3) into (8.1), we get that, for m ≥ 2,
(8.4) PN (U
⊔m) = τα−1([N ]PN (U
⊔m−1) +
ξN
ξ−1 − ξ
(
1 + τα−1ξ−N+1
1− ξ2
)m−1
).
where [N ] := ξ
−N−ξN
ξ−1−ξ . From Corollary 1.6, we have
(8.5) PN (U
⊔1) = PN (U) = τα
−1([N ]
1
1− α2
+
ξN
ξ−1 − ξ
).
Let fm =
PN (U
⊔m)
(τα−1[N ])m . Then, by (8.4) and (8.5), the sequence {fm} satisfies the recursive relation
(8.6)
fm = fm−1 + ξ
N
(ξ−N−ξN )
(
ταξ−1+ξ−N
ξ−N−ξN
)m−1
for m ≥ 2,
f1 =
1
1−α2 +
ξN
ξ−N−ξN .
Therefore,
fm =
1
1− α2
+
ξN
(ξ−N − ξN )
m−1∑
l=0
(
ταξ−1 + ξ−N
ξ−N − ξN
)l
=
1
1− α2
+
ξN
(ξ−N − ξN )
·
1−
(
ταξ−1+ξ−N
ξ−N−ξN
)m
1− ταξ
−1+ξ−N
ξ−N−ξN
=
1
1− α2
+
(
ταξ−1+ξ−N
ξ−N−ξN
)m
− 1
ταξ−N−1 + 1
.
Thus,
(8.7) PN (U
⊔m) = (τα−1[N ])mfm = (τα
−1[N ])m(
1
1 − α2
+
(
ταξ−1+ξ−N
ξ−N−ξN
)m
− 1
ταξ−N−1 + 1
).
This proves Part 3.
Finally, from Theorem 8.2, it is easy to see that Parts 1–3 uniquely determine PN . So Part 4 is true. 
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8.2. Flype moves. It is not yet clear whether PN is truly a new invariant for transverse links or just a
weird normalization of the classical HOMFLYPT polynomial. In this subsection, we prove Corollary 1.10,
which suggests that PN can not detect transverse non-simplicity from flype moves.
Proof of Corollary 1.10. First we prove that PN (B1) = PN(B2). If r = 0, then B1 and B2 are transverse
isotopic. So PN (B1) = PN(B2). It remains to prove PN (B1) = PN(B2) for r 6= 0. We only prove this for
r > 0. The proof for r < 0 is very similar and left to the reader. All braids in this part of the proof are
3-braids. Note that, by the skein relation in Theorem 1.8,
PN (σ
2p+1
1 σ
2r
2 σ
2q
1 σ
−1
2 ) = ταξ
N (ξ−1 − ξ)PN (σ
2p+1
1 σ
2r−1
2 σ
2q
1 σ
−1
2 ) + α
2ξ2NPN (σ
2p+1
1 σ
2r−2
2 σ
2q
1 σ
−1
2 ).
Applying this successively, we get two polynomials f0,r, f−1,r ∈ Z[α, ξ, α−1, ξ−1, τ ]/(τ2 − 1) such that
PN (B1) = PN (σ
2p+1
1 σ
2r
2 σ
2q
1 σ
−1
2 ) = f0,r · PN (σ
2p+1
1 σ
0
2σ
2q
1 σ
−1
2 ) + f−1,r · PN (σ
2p+1
1 σ
−1
2 σ
2q
1 σ
−1
2 ).
Similarly,
PN (B2) = PN (σ
2p+1
1 σ
−1
2 σ
2q
1 σ
2r
2 ) = f0,r · PN (σ
2p+1
1 σ
−1
2 σ
2q
1 σ
0
2) + f−1,r · PN (σ
2p+1
1 σ
−1
2 σ
2q
1 σ
−1
2 ).
But σ2p+11 σ
0
2σ
2q
1 σ
−1
2 and σ
2p+1
1 σ
−1
2 σ
2q
1 σ
0
2 are transverse isotopic. So
PN (σ
2p+1
1 σ
0
2σ
2q
1 σ
−1
2 ) = PN (σ
2p+1
1 σ
−1
2 σ
2q
1 σ
0
2)
and, therefore, PN (B1) = PN (B2).
Now we prove that PN(B3) = PN (B4). In the rest of this proof, each closed braid is denoted by a pair
(b,m), where b is the braid word and m is the number of strands in the closed braid. Recall that
B3 = (σ1σ
−1
2 σ1σ
−1
2 σ
3
3σ2σ
−1
3 , 4),
B4 = (σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2σ
3
3 , 4).
Applying the skein relation in Theorem 1.8 successively to the crossings in σ33 in B3 and B4, we know that
there are polynomials g0,r, g−1,r ∈ Z[α, ξ, α−1, ξ−1, τ ]/(τ2 − 1) such that
PN(B3) = g0,r · PN (σ1σ
−1
2 σ1σ
−1
2 σ
0
3σ2σ
−1
3 , 4) + g−1,r · PN (σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2σ
−1
3 , 4),
PN(B4) = g0,r · PN (σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2σ
0
3 , 4) + g−1,r · PN (σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2σ
−1
3 , 4).
Note that, by Theorem 1.8,
PN (σ1σ
−1
2 σ1σ
−1
2 σ
0
3σ2σ
−1
3 , 4) = PN(σ1σ
−1
2 σ1σ
−1
3 , 4)
= α−2ξ−2NPN(σ1σ
−1
2 σ1σ3, 4)− τα
−1ξ−N (ξ−1 − ξ)PN (σ1σ
−1
2 σ1, 4)
= α−2ξ−2NPN(σ1σ
−1
2 σ1, 3)− τα
−1ξ−N (ξ−1 − ξ)PN (σ1σ
−1
2 σ1, 4)
and
PN(σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2σ
0
3 , 4) = PN (σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2, 4)
= α−2ξ−2NPN (σ1σ
−1
2 σ1σ
−1
2 σ3σ2, 4)− τα
−1ξ−N (ξ−1 − ξ)PN (σ1σ
−1
2 σ1σ
−1
2 σ2, 4)
= α−2ξ−2NPN (σ1σ
−1
2 σ1, 3)− τα
−1ξ−N (ξ−1 − ξ)PN (σ1σ
−1
2 σ1, 4).
Thus, PN (σ1σ
−1
2 σ1σ
−1
2 σ
0
3σ2σ
−1
3 , 4) = PN (σ1σ
−1
2 σ1σ
−1
2 σ
−1
3 σ2σ
0
3 , 4). So PN (B3) = PN(B4). 
9. Relation to the sl(N) Khovanov-Rozansky homology
We prove Theorem 1.11 in this section. Let us start with two algebraic lemmas.
Lemma 9.1. Let Q[a] be the graded polynomial ring with grading given by dega a = 2. Suppose that M is
a Z-graded Q[a]-module whose grading is bounded below and that f(a) =
∑m
j=0 cja
j ∈ Q[a] satisfies c0 6= 0.
Then the endomorphism M
f(a)
−−−→M is injective.
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Proof. Assume the multiplication by f(a) is not injective on M . Then there is an element u of M such
that u 6= 0 and f(a)u = 0. Write u =
∑
j uj, where uj is the homogeneous part of u of degree j. Since
the grading of M is bounded below, there exists a j0 such that uj0 6= 0 and uj = 0 if j < j0. Note that
c0uj+
∑m
i=1 cia
iuj−2i is the homogeneous part of f(a)u of degree j and
∑
j(c0uj+
∑m
i=1 cia
iuj−2i) = f(a)u =
0. So c0uj +
∑m
i=1 cia
iuj−2i = 0 for all j. When j = j0, this implies uj0 = 0, which is a contradiction. 
Lemma 9.2. Suppose thatM is a finitely generated Z-graded Q[a]-module. Then, as a Z-graded Q[a]-module,
M ∼= (
⊕m
j=1Q[a]{sj})
⊕
(
⊕n
k=1Q[a]/(a
lk){tk}), where the sequences {s1, . . . , sm} ⊂ Z and {(l1, t1), . . . , (ln, tn)} ⊂
Z⊕2 are uniquely determined by M up to permutation.
Proof. Let G be a finite homogeneous generating set of M . Denote by π the Q[a]-module map π :⊕
u∈GQ[a]{deg u} → M which maps the 1 in Q[a]{deg u} to u. Since π is homogeneous, kerπ inherits
the grading of
⊕
u∈GQ[a]{deg u}. Since Q[a] is a principal ideal domain, kerπ is also a free Q[a]-module.
Note that the gradings on
⊕
u∈GQ[a]{deg u} and kerπ are both bounded below. So, by Lemma 2.2, both
of these admit homogeneous bases over Q[a]. From this, it is easy to verify that there is a decomposition of
chain complexes of graded Q[a] modules
0→ kerπ︸ ︷︷ ︸
−1
→֒
⊕
u∈G
Q[a]{deg u}︸ ︷︷ ︸
0
→ 0
∼= (
m⊕
j=1
0→ Q[a]{sj}︸ ︷︷ ︸
0
→ 0)
⊕
(
n⊕
k=1
0→ Q[a]{2lk + tk}︸ ︷︷ ︸
−1
alk
−−→ Q[a]{tk}︸ ︷︷ ︸
0
→ 0).
(See, for example, [21, Lemma 4.13].) This implies that
M ∼= (
⊕
u∈G
Q[a]{deg u})/ kerπ ∼= (
m⊕
j=1
Q[a]{sj})
⊕
(
n⊕
k=1
Q[a]/(alk){tk}).
The uniqueness part of the lemma is a slight refinement of the usual uniqueness theorem of the standard
decompositions of finitely generated modules over a principal ideal domain. Suppose that
M ∼= (
m⊕
j=1
Q[a]{sj})
⊕
(
n⊕
k=1
Q[a]/(alk){tk})
∼= (
m′⊕
j=1
Q[a]{s′j})
⊕
(
n′⊕
k=1
Q[a]/(al
′
k){t′k}).
Define Ma = {r ∈M | akr = 0 for some k ≥ 0}. Then Ma is a submodule of M and
Ma ∼=
n⊕
k=1
Q[a]/(alk){tk} ∼=
n′⊕
k=1
Q[a]/(al
′
k){t′k}.
By [21, Lemma 4.14], this means that the sequences {(l1, t1), . . . , (ln, tn)} and {(l′1, t
′
1), . . . , (l
′
n′ , t
′
n′)} are
permutations of each other. Moreover, we have
M :=M/Ma ∼=
m⊕
j=1
Q[a]{sj} ∼=
m′⊕
j=1
Q[a]{s′j}.
Thus, as a Z-graded Q-space, the graded dimension of M/aM is
gdimQM/aM =
m∑
j=1
αsj =
m′∑
j=1
αs
′
j .
This implies that {s1, . . . , sm} and {s′1, . . . , s
′
m′} are permutations of each other. 
Now we are ready to prove Theorem 1.11.
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Proof of Theorem 1.11. We prove Part 1 first. Comparing our definition of CN(B) to that in [9], one sees
that (CN (B)/(a − 1)C(B), dmf , dχ) is isomorphic to the chain complex (C(B), dmf , dχ) constructed in [9]
to define the sl(N) link homology HN (B). Moreover, this isomorphism preserves the Z2-, homological and
x-gradings. Recall that CN (B) is a free Q[a]-module. So we have a short exact sequence
0→ CN (B)
a−1
−−→ CN (B)
π1−→ C(B)→ 0
preserving the Z2-, homological and x-gradings, where π1 is the standard quotient map
CN (B)→ CN(B)/(a− 1)CN (B) ∼= C(B).
This short exact sequence induces a long exact sequence
· · · → H
ε,i,⋆,⋆
(CN (B), dmf )
a−1
−−−→ H
ε,i,⋆,⋆
(CN (B), dmf ) → H
ε,i,⋆,⋆
(C(B), dmf )→ H
ε+1,i,⋆,⋆
(CN (B), dmf ){−1,−N − 1}
a−1
−−−→ · · ·
preserving the x-grading. By Lemma 9.1, the multiplication by a− 1 is an injective homomorphism. So this
long exact sequence gives a short exact sequence
0→ (Hε,⋆,⋆,⋆(CN (B), dmf ), dχ)
a−1
−−→ (Hε,⋆,⋆,⋆(CN (B), dmf ), dχ)→ (H
ε,⋆,⋆,⋆(C(B), dmf ), dχ)→ 0
preserving the homological and x-gradings, which, in turn, induces a long exact sequence
· · · → Hε,i,⋆,kN (B)
a−1
−−→ Hε,i,⋆,kN (B)→ H
ε,i,k
N (B)→ H
ε,i+1,⋆,k
N (B)
a−1
−−→ · · ·
Again, by Lemma 9.1, the multiplication by a − 1 is an injective homomorphism. So we get a short exact
sequence
0→ Hε,i,⋆,kN (B)
a−1
−−→ Hε,i,⋆,kN (B)→ H
ε,i,k
N (B)→ 0,
which implies that Hε,i,kN (B)
∼= H
ε,i,⋆,k
N (B)/(a− 1)H
ε,i,⋆,k
N (B). This proves Part 1 of the theorem.
Now we prove part 2. Recall that Cε,i,⋆,kN (B) is finitely generated over Q[a] for each triple (ε, i, k) ∈
Z2 ⊕ Z⊕2. Since Q[a] is a Noetherian ring, this implies that H
ε,i,⋆,k
N (B) is a finitely generated Z-graded
Q[a]-module. Thus, by Lemma 9.2, there is a decomposition
Hε,i,⋆,kN (B)
∼= (
mε,i,k⊕
p=1
Q[a]{sp})
⊕
(
nε,i,k⊕
q=1
Q[a]/(alq){tq}),
which is unique up to permutation of direct sum components. The only thing remaining is that mε,i,k =
dimQH
ε,i,k
N (B), which follows from Part 1 and the simple fact that
Q[a]/(a− 1) ∼= Q,
(Q[a]/(al))/(a− 1) ∼= 0.
This completes the proof. 
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