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USING RANDOM MOTION TO STUDY QUASIREGULAR FUNCTIONS 
Bernt ¢ksendal 
ABSTRACT. If $ is a non-constant quasiregular function on a 
domain U in Rn then one can construct a continuous strong 
Markov process Xt on U which is mapped by $ into n-dimen-
sional Brownian motion. We give an outline of this construction, 
together with some applications. This stochastic approach leads 
to several interesting questions both regarding the processes 
involved and regarding the relations to other, non-stochastic 
methods, such as non-linear potential theory, degenerate elliptic 
equations and Ap-weights. 
§O. Introduction. 
The quasiregular functions (also called the functions with 
bounded deformation) may be regarded as relatives of the more 
familiar complex analytic functions. The two function families 
share many properties, especially in the two-dimensional case 
(identifying m2 with the complex plane ~). For a survey see 
[21 ]. In view of the many successful applications of stochastic 
calculus in the study of analytic functions it is therefore natu-
ral to ask if one can use stochastic methods in the investigation 
of quasiregular functions as well. 
The answer to this question is yes [16]. In this survey we 
first outline ·how the stochastic process ente~the scene and we 
mention some applications (§1). Then we discuss the relations 
between this approach and 2 other methods, which both are impor-
tant in the study of quasiregular functions: 
a) Non-linear potential theory (§2) 
b) Degenerate elliptic linear equations and A -weights (§3). p 
We believe that the stochastic approach will be a useful 
addition to these methods. Moreover, this approach leads to a 
number of interesting questions, both regarding the properties of 
the processes in question and regarding the relation between the 
3 methods. We will state some of these questions later in this 
article. For other interesting problems see [16 ]. 
§1. Quasiregular functions and Dirichlet forms. 
2. 
Recall that a quasiregular function ~ on 
set U c Rn is a continuous function ~= U ~ Rn 
a connected open 
which is abso-
lutely continuous on almost every straight line segment in U 
with partial derivatives which are locally in Ln (with respect 
to Lebesgue measure) and such that there exists a constant K < oo 
such that 
( 1. 1 ) II~~ (x) lin ( K • Jq, (x) for a. a. xEU 
with respect to n-dimensional Lebesgue measure m. (Such functi-
ons ~ are also called K-quasiregular) . Here II ~ 1 ( x) II denotes 
the norm of the linear map QJ 1 (x): Rn ~ Rn given by the matrix 
0 4>1 0 q,l 
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and J ~ (x) = det ( Ql 1 ( X) ) is the Jacobian of ~ at x. 
The geometric interpretation of ( 1. 1 ) is the following: The 
linear map ~I (X) maps the unit ball D in IRn into an ellip-
soid E whose maximal half axis has the length 11~ 1 (x)ll. On the 
other hand the volume of E is Jq,(x} times the volume of D. 
Therefore ( 1 . 1) means that Q> has a (uniformly} bounded distor-
tion in u. This was the description originally used by Resetnjak 
[18] who began a systematic study of these functions in the 
1960 1 s. See [ 13] and [.21 ] for more information and other referen-
ces. 
In the plane (i.e. if n=2) we can regard the quasiregular 
functions as generalizations of the analytic functions. This is 
because a function f is analytic or conjugate ~nalytic if and 
only if 
11 f 1 (x)n 2 = Jf(x) for a.a. x 
i.e. if and only f is quasiregular with K=1. 
One of the most important connections between stochastic 
processes and analytic functions is the following result: 
THEOREM 1: If f: W c ~ ~ ~ is analytic then f maps Brownian 
motion in W into a time change of Brownian motion in ~- In 
fact, f maps any conformal martingale diffusion in W into a 
time change of planar Brownian motion, and this property charac-
terizes the analytic or conjugate analytic functions among all 
c2 functions from w into ~-
This theorem, which in its simplest form dates back to 
3. 
P. Levy (1948) has a long history. See e.g. [1] or [20] for refe-
rences and more information. 
For analytic mappings f: W c ~n ~ ~ with m~2 the situ-
ation is more complicated. It is no longer the case that f maps 
Brownian motion in W into a time change of Brownian motion in 
~m. However, it is possible to show that if max(rank f' (z)) = m, 
zEW 
then there exists a conformal martingale diffusion in W which 
is mapped into a time change of Brownian motion in ~mby f. See 
Uboe [20]. 
If one tries to obtain a related result for a quasiregular 
function 4> on U c IRn, the first problem one encounters is the 
lack of smoothness of <J>. This prohibits the use of powerful 
stochastic techniques like the Ito formula. Fortunately it turns 
out that there is a convenient alternative approach to stochastic 
processes which does not need much differentiability: The theory 
of Dirichlet forms (See [8] for an account of this theory). More 
explicitly, we proceed as follows (for details, see [16 ]): 
Assume that 4> is non-constant. Then J<P > 0 a.e. (m) in' 
U [13] and therefore the nxn matrix 
( 1 • 3) 
(where T denotes transposed) is defined a.e. (m) in u. Now 
define the following symmetric bilinear form 
( 1 • 4) G (u,v)= C.<P(u,v)= ~ j(Vu)T• S • Vv•dm(x) for u,v E C~(U) 
u 
where we use matrix notation (regarding Vu as an nx1 matrix). 
Regarded as a densely defined bilinear form on HXH, where 
H = L2 (U7 J~dx) one can 'prove that e~ is closable, Markovian 
and regular [16]. Therefore [8] there exists a Hunt process 
(Xt' Q, Px,C) whose generator A: ~(A) c H ~ H coincides with 
the generator A of ~~, i.e. 
( 1 • 5) C~(u,v) = -(Au,v)H for u E ~ (A) I v E en (e.) 
where (•, •) denotes the inner product in H. This means that 
( 1 • 6) -1 Au = ~ • J~ div(SVu) in the sense of distributions. 
Here Px denote the probability law of X (w)7 wE Q, t)Q and 
t 
C~m is the life time of the process. Moreover, from th~ form of 
e~ we know that xt has continuous paths and that no killing 
occurs inside u. 
4. 
A Borel set F c U is called ~t-exceptional if for a.a. 
(m) starting points X E U the probability that Xt hits F is 
zero. This is equivalent to the reguirement that 
where C f, denotes the E -capacity: 
c~(W) = inf{(f,f)H + C(f,f)7 f)1 on w} 
if W c U is open and 
( 1 • 7) 
for Borel sets F cu. (See [8]). In particular, we note that if 
c 6 (F) = 0 then F has zero n-dimensional.Lebesgue measure. In 
the following the term quasi-everywhere (q.e.) means everywhere 
except possibly on a set of C~-capacity zero. 
The main result is now that for quasi-all starting points 
x E U for Xt the function ~ maps Xt into Brownian motion 
in ~n starting at ~(x), without time change. The main idea of 
the proof is the following: 
1\ Let A = ~t. be the n-dimensional Laplacian, which coinci-
des with the generator of Brownian motion 
open set W c c U (i.e. W is compact and 
n Bt in JR . Choose an 
w c .u). Then for each 
y E ~(W) there exists a neighbourhood V of y such that each 
-1 y 
component Wj of ~ (Vy) which intersects w is a normal 
domain [13]. Choose f E c02 (V ), i.e. f is twice continuously . y 
differentiable with compact support in vy. Then one verifies by 
direct calculation based on (1 .3) - (1 .6) that 
( 1 • 8) A[(fo<P)·xw.J = (A'[f]o<P) 
J 
• X W. 
J 
5 . 
Using Dynkin's formula one can deduce from this the follow-
ing: 
THEOREM 2 [16]. Let <P: u c ~n ~ ~n be non-constant quasiregu-
lar. Then for quasi-all 
x then the process 
x 
x E U we have that if Xt = Xtstarts at 
( 1 • 9) 
(with the natural probability law 
coincides with Brownian motion in 
1\ 
P induced from Xt and Bt) 
ffin starting from <P(x). Here 
(1.10) 
which exists a.s. on {w; C(w)<oo}. 
(The notation By indicates that 
s 
starts at y) • 
This result may be regarded as the quasiregular analogue of 
Theorem 1. Even though the process Xt depends on <P, one can 
use the explicit description of the corresponding Dirichlet from 
to obtain information about Xt and then apply this in the in-
vestigation of <j>. 
For example, since Xt is not killed while in U we know 
that 
(1.11) a • s • on { C < oo } , 
in the sense that X leaves every given compact subset of U 
t 1\ 
eventually, a.s. on {C<oo}. Moreover, if we let ~<P(U) denote 
n the first exit time from the open set <P(U) c ~ of the n-dimen-
sional Brownian motion Zt' we see from Theorem 2 that 
(1.12) · a. s. ~y for all y E <P(U), 
where ~y denotes the law of Zt starting at y. 
The:rrefore we get the following: 
COROLLARY 1. {Stochastic boundary value theorem). 
n n Let ~= U c ~ + R be quasiregular, non-constant. Assume 
that 
(1.13) < "' 
Then 
(1.14) 
a.s. for all 
exists a.s. X p 
y E HU). 
for q.a. 
Remark. A sufficient condition for (1.13) is that 
Vol( ~(U)) < "' 
xEU 
For other conditions (in terms of capacities) see [1 ] . 
We say that w E ~n is an asymptotic value of ~ at 
z E ou if there exists a curve y in U terminating at z 
such that 
lim Hx) = w. 
x+z 
xEy 
Unfortunately (1.14) does not directly give the existence of 
asymptotic values, since it is not clear that 
(1.15) 
def 
lim xt = XC 
t+C 
exists a.e. on {C<"'} 
Sufficient· conditions for (1.15) to hold are given in [16]. 
PROBLEM 1. Does (1 .15) always hold? 
6 . 
If (1.13) and (1 .15) hold we define the ~t-harmonic measure 
on ou by 
for H c ou. 
COROLLARY 2. Suppose (1.13) and (1.15) hold. Then has asymp-
X , 
totic values at ~ -almost all points z E oU 
X 
asymptotic values constitute a non:polar set in 
classical sense), for q.a. x E u. 
and the set of 
IRn (in the 
In view of this result a prominent question is the following: 
PROBLEM 2• Suppose 
. X propert1es of A ? 
X 
the whole boundary 
(1 .13} and (1 .15} hold. What are the metric 
When is the closed support of AX equal to 
X 
au? 
. In the case n=2 the situation becomes much simpler. Then 
the generator A of 0 gets the form 
(1.16} Af -1 = J 4> r = (<P')-1, 
and since 4> is quasiregular there exist constants K 1 , K 2 
such that 
on U. 
'Iherefore the operator 
(1.17) 
is uniformly elliptic in U if n=2. 
- -Now let Xt be the diffusion in U with generator A. Then, 
since 
(1.18) -1-A = J A 
4> 
-
we can represent Xt as a time change of Xt: 
(1.19) 
where 
s 
ex = inf{s; ~ >t}, ~ = J J ,~,(X }dr 
t s s 0 ~ r 
7. 
Now we can apply all known properties of uniformly elliptic 
-diffusions to our process X and then carry these over to Xt 
via the time change. For example,in [17] this has been used to 
establish boundary convergence of quasiregular functions on 
planar ~omains along the paths of rrconditional Xt-paths, i.e. 
pahts Xt conditioned to exit at specified boundary points n E 
ou. Moreover, this type of conditional convergence at n implies 
the classical non-tangential convergence if U is the unit disc 
[17, Theorem 4.1 ]. Using this together with known metric proper-
ties of the (elliptic} harmonic measure AX of Xt (see [12]} 
we obtain the follpwing Fatou-type theorem for planar quasiregu-
lar functions: 
THEOREM 3 [ 1 7 J. Let u be the open unit disc D in IR2. 
Suppose 4>: D + a= belongs to 
p 
HQR(D) for some p>O, i.e. 
sup Ex [ I 4>( X ) I P J < co, 
't</;; 't 
the sup being taken over all X-stopping times 't<l;;. (For example, 
this holds for all p if Area ( 4>(D))<cc). Then there exists a>O 
(depending only on 4>) such that in every interval J c oD 
8. 
there is a subset F c~ of positive a-dimensional Hausdorff 
measure such that the non-tangential limits of 4> exist at every 
point of F. 
PROBLEM ~. Can a similar Fatou-type theorem be proved in higher 
dimensions? 
§2. Non-linear potential theory. 
Using a variational argument Resetnjak [18 J proved that 
each component u 
domain U in IR n 
= <fk of a quasiregular function 4> on a 
satisfies the following non-linear (but ellip-
tic) equation (in distribution sense) 
~ !!_1 2 
div((Jn~uTrrT~u) 2 J nrrT~u) = 0, 
4> 4> 
( 2. 1 ) 
where as before r = (q,')- 1 • 
A number of important properties of 4> follow from this by 
using the general theory for solutions u of elliptic quasili-
near equations. For example, 4> is Holder continuous and satis-
fies the Harnack inequalities (Serrin [19]) and therefore 4> 
satisfies the Liouville property (Resetnjak [18]}. 
In comparison with (2.1) one could say that the stochastic 
approach is based on the fact that each component 
is a solution of the in general non-elliptic (but 
equation 
( 2. 2) r = (4>')-1 
u= 4> k of 
linear) 
To see that ( 2. 2) holds we apply ( 1 • 8) to the case when the 
CD 
function f E c 0 (V ) locally at y has the form 
. y 
f(x) = X k if X = (xl, ... ,xn) 
9. 
1\ 
Then ~6f = Af = 0 near y and therefore A[fo~] = A[~k] = 0 
near ¢- 1 (y). Thus (2.2) holds. 
Looking at <P as a solution of the non-linear equation 
(2.1) makes it natural to adopt methods from non-linear potential 
theory in the investigation of ¢. In [11 ]1 [12] one studies the 
extremals u of variational integrals of the form 
( 2. 3) IF(u) = j F(x 1 Vu)dm(x) 
where the variational kernel n F(x 1 h): U x ~ + ~ satisfies cer-
tain conditions. This is equivalent to studying weak solutions u 
of the equation 
(2.4) div(VhF(x~Vu)) = 0 1 
which is a generalization of (2.1). 
One can then introduce F-harmonic measure wF(x 1 H) for 
x E U1 H c oU as follows: 
wF ( x 1 H) = in f { v ( x ) ; v E V } 1 
where 1J -is the family of all superextremals v of the varia-
tional integral (2.3) with the property that 
lim v(x) > xH(y) 
x+y 
For properties of wF see [12]. 
2 n 
PROBLEM 4. Choose F = (J~~TrrTh)2 1 where 
·the relations between F-harmonic measure 
measure f...X? 
-1 
r = ( ¢') • What are 
wF and Xt-harmonic 
§3. Degenerate linear elliptic equations and A -weights. p 
As already noted the linear equation (2.2) is uniformly 
elliptic if 
tic. In [5]1 
n=2. But for n>2 the equation is degenerate ellip-
[6] and [7] the solutions of a class f of degene-
rate elliptic equations are studied (with non-stochastic 
methods). This class ~ includes equations of the form (2.2) in 
.. 
the case when <P is quasiconformal (i.e. quasiregular and a homo-
morphism) on a neighbourhood of u. It is natural to ask if the 
results obtained there can be extended to the general case 
when ~ is only assumed to be quasiregular on u. This question 
can be approached by studying Ap-properties of J~: 
Recall that if 1<p<oo then a function w(x) ~ 0 on U c mn is 
an A -weight i.e. a member of the class A (with respect to 
-p 
Lebesgue measure m) if 
( 3. 1 ) 
where Q denotes a cube in u. 
A function w(x) > 0 is called an ~00 -weight (wEA00l if there 
exist positive constants K,6 such that 
( 3. 2) 
f wdx 
E 
.;;; K • 
wdx ] 
Q 
for all cubes Q c U and all Borel sets E c Q. 
The concept was first introduced by B. Muckenhoupt [14] who 
discovered that boundedness in the w(x)-weighted LP-norm (i.e. 
in LP(wdm)) of the maximal function operator was equivalent to 
the A -condition on the weight w. Subsequently many other p 
interesting connections to the A -property have been found. For p 
example, B. Dahlberg proved that the classical harmonic measure 
- n for a Lipschitz domain D in ~ is absolutely continuous with 
respect to surface measure a on aD and the Radon-Nikodym 
derivative is an A2-weight with respect to a [3]. For more 
information on A -weights· see [2 ], [9] or [14]. p 
In [5], [6] and [7] equations of the form 
div(SVu) = 0 
are studied under the following assumption on the symmetric 
semielliptic nxn matrix S = S(x): 
( 3. 3) The lowest eigenvalue A(x) of S(x) is an A2-weight 
(As mentioned above this condition can be dispensed with if 
where ~: Rn ~ Rn is quasiconformal.) 
In general, if ~ is quasiregular on U and 
1 0. 
( 3. 4) 
then we have 
f...(x) 
2 1--
n Jq,(x) 
11. 
a b (where a-b means that b and a are bounded in U). ·In view 
1-~ 
of this one might ask if Jq, n E A2 , or more generally what kind 
of Ap-properties (if any) J 41 has. Gehring [10, Theorem 1] has 
proved that if ~ is quasiconformal then J is an A -weight. 
~ CD 
In fact, combining Gehring's result with general theory (seep. 
249 in [2]) it follows that there exists p<c:o (depending on ~) 
such that J~ E AP. On the other hand the example (where 0 <a< 1 ) 
a-1 n ~(x) = jxj x; x E IR 
1-n (which is K-quasiconformal with K=a ) shows that for any given 
q<c:o there exists a quasiconformal ~ with J f A . The only 
~ q 
point where the A -condition breaks down even locally is the 
q 
origin, and it is natural to ask if the set of such 'bad' points 
is always small, for example has volume 0: 
PROBLEM 5. Let ¢!: u ~ IRn be quasiregular, non-constant. Does 
2 1--
there exist a set NcU with m(N) 0 and such that J n is = 
locally in A2 outside N? 
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