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Abstrat
We present a denition of spetral ow for any norm losed ideal J in any von Neumann algebra
N . Given a path of selfadjoint operators in N whih are invertible in N/J , the spetral ow
produes a lass in K0(J).
Given a seminite spetral triple (A, H,D) relative to (N, τ), we onstrut a lass [D] ∈
KK1(A,K(N)). For a unitary u ∈ A, the von Neumann spetral ow between D and u∗Du is
equal to the Kasparov produt [u]⊗ˆA[D], and is simply related to the numerial spetral ow,
and a rened C∗-spetral ow.
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2 J. KAAD, R. NEST, A. RENNIE
1. Introdution
The theory of analyti spetral ow has reeived a great deal of attention in reent years, with
signiant progress being made by many authors, [2, 4, 8, 9, 10, 22, 23, 24, 27℄. The artile [27℄
ontains a muh more detailed review of other aspets of spetral ow.
Here we take a slightly dierent tak, replaing numerial measures of spetral ow by K-theory
valued measures, as in [18, 27℄. The advantages of this approah are the great generality in
whih it an be dened, and its ompatibility with the various numerial notions.
This ompatability yields onstraints on the possible values of spetral ow, whih, for example,
in the seminite setting of [22, 23℄, is a priori any real number. Our desription of spetral
ow allows one to fator through a K-theory group, and so onstrain the possible values of the
spetral ow. The more rened we an be about the target K-theory group, the more rened
our information.
We dene von Neumann spetral ow for any norm losed ideal J in any von Neumann algebra
N . Given a path of selfadjoint operators in N whih are invertible in N/J , we obtain a lass in
K0(J). In order to be able to work in suh a general ontext, we need to develop a K0(J)-valued
index theory for any suh pair N, J . Suh an index theory is developed in Setion 2, and then
in Setion 3 we dene and study the von Neumann spetral ow. We then follow the approah
of [22, 23℄, dening spetral ow in terms of relative indies of projetions.
A losely related idea whih we introdue is a von Neumann spetral triple, modelled on the
denition of seminite spetral triples, but valid for any von Neumann algebra N and ideal J .
We show that suh a triple denes a Kasparov lass, and relate the spetral ow to Kasparov
produts.
In partiular, every seminite spetral triple represents a KK-lass, just as ordinary spetral
triples represent K-homology lasses. This extends the observed relation in [18, 19℄.
In Setion 5 we disuss the onsequenes of rening our target K-theory group to K0(B), where
B ⊂ J is a σ-unital subalgebra. We show that this an always be done for a von Neumann
spetral triple, and so we an dene a C∗-spetral ow. We relate this spetral ow to our
previously dened von Neumann spetral ow.
Setion 6 relates both von Neumann and C∗ spetral ow for a seminite spetral triple to the
numerial spetral ow obtained from a trae.
The Appendix summarises some results fromKK-theory that we require, and proves an expliit
formula for ertain odd pairings in KK-theory, whih plays a key role throughout the paper.
Aknowledgements It is a pleasure to thank Alan Carey and John Phillips for many helpful
onversations about spetral ow.
2. K-theory-valued von Neumann Index Theory
Throughout this setion, we let N be a von-Neumann algebra ating on a Hilbert spae H and
let J be a norm losed ideal in N . Let π : N → N/J be the quotient map.
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In all the following, we will distinguish between the kernel of an operator S : H → H alled
ker(S) and the projetion onto the kernel alled N(S) ∈ L(H). Likewise we have the image of
S, Im(S) and the projetion onto the norm losure of Im(S), denoted R(S) ∈ L(H). If S is in
N then N(S) and R(S) are in N also.
For any two projetions p, q ∈ L(H) we denote the projetion onto Im(p)∩Im(q) by p∩q ∈ L(H).
If p, q ∈ N and S ∈ N ′, then Sp = pS and Sq = qS thus Sp∩ q = p∩ qS. It follows easily that
p ∩ q ∈ N ′′ = N .
We reall some fats about the polar deomposition of an operator. Let S ∈ N . The partial
isometry u ∈ N from the polar deomposition of S is alled the phase of S. The phase of S
has the following properties
u|S| = S S∗ = u∗|S∗|
uu∗ = R(u) = R(S) u∗u = R(u∗) = R(S∗)
1− uu∗ = N(u∗) = N(S∗) 1− u∗u = N(u) = N(S)
See [12, Appendie III℄ for more details. Sine K-theory is well-dened for non-separable C∗-
algebras, we an ask what the generalised index map in K-theory gives us for an invertible in
the `Calkin algebra' N/J .
Lemma 2.1. Let [π(S)] ∈ K1(N/J) be a lass in K1(N/J) represented by the unitary π(S),
where S ∈Mn(N) for some n ∈ N. Then
∂[π(S)] = [N(S)]− [N(S∗)] ∈ K0(J),
where ∂ : K1(N/J) → K0(J) is the boundary map in K-theory. See for instane [3, Denition
8.3.1℄.
Proof. The algebraMn(N) = Mn(C)⊗N is a von-Neumann algebra ating on the Hilbert spae
⊕ni=1H so S an be polar deomposed in Mn(N). Let u ∈Mn(N) be the phase of S. Now, u is
a lift of π(S) sine
π(S) = π(u|S|) = π(u)π(S∗S)1/2 = π(u)
And we onlude from the denition of the boundary map, [3, 14, 26℄, that
∂[π(S)] = [1− u∗u]− [1− uu∗] = [N(S)]− [N(S∗)]
as laimed. 
The generi situation where the index of an operator S is relevant for appliations is when
S : H1 → H2. Even to dene `odd' index pairings one requires suh operators. Thus one must
onsider operators not in a von Neumann algebra N , but in a skew-orner qNp where p, q ∈ N
are projetions. This situation was rst onsidered in [11℄ for seminite von Neumann algebras.
The following denition generalises the seminite notion of Fredholm.
Denition 2.2. Let p, q be projetions in N . Then S ∈ qNp is a (q-p)-Fredholm operator if
there exists a T,R ∈ pNq suh that
π(TS) = π(p) and π(SR) = π(q)
Sine π(T ) = π(TSR) = π(R), we an hoose R = T . The operator T is alled a parametrix
for S.
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Remark 2.3. Suppose we have an operator S ∈ qNp. Then
N(S) ∩ p = N(S)p and N(S∗) ∩ q = N(S∗)q
This follows immediately sine
(1− p)N(S) = (1− p) = N(S)(1− p)⇒ pN(S) = N(S)p
so N(S) ∩ p = N(S)p. Similar omments apply to the projetions N(S∗) and q.
Lemma 2.4. Let S ∈ qNp and let u ∈ N be the phase of S. Then u ∈ qNp and we have the
identities
p− u∗u = N(S)− (1− p) = N(S) ∩ p
q − uu∗ = N(S∗)− (1− q) = N(S∗) ∩ q.
Furthermore if S ∈ qNp is a (q-p)-Fredholm operator then π(u∗u) = π(p) and π(uu∗) = π(q).
In partiular u is (q-p)-Fredholm and N(S) ∩ p,N(S∗) ∩ q ∈ J
Proof. First, u is in qNp sine (1 − p)H ⊆ Ker(S) = Ker(u) and Im(u) = Im(S) ⊆ qH . Next,
(1 − p)N(S) = (1 − p) so N(S) − (1 − p) = N(S) − N(S)(1 − p) = N(S)p = N(S) ∩ p by
Remark 2.3. The statement onerning N(S∗) and q is proved in the same way.
Now, suppose that S ∈ qNp is a (q-p)-Fredholm operator with parametrix T ∈ pNq. Then
S∗S ∈ pNp is a (p-p)-Fredholm operator with parametrix TT ∗ ∈ pNp. This means that π(S∗S)
is invertible in the C∗-algebra π(p)N/Jπ(p). Similarly π(SS∗) is invertible in the C∗-algebra
π(q)N/Jπ(q) Clearly, then the phase u ∈ qNp of S ∈ qNp is a lift of π(S)π(S∗S)−1/2 ∈
π(q)N/Jπ(p). This allows us to dedue the identities
π(u∗u) = π(S∗S)−1/2π(S∗S)π(S∗S)−1/2 = π(p) and
π(uu∗) = π(S)π(S∗S)−1π(S∗) = π(q)
as desired. 
The result allows us to make the following denition.
Denition 2.5. Let S ∈ qNp be a (q-p)-Fredholm operator. We dene the (q-p)-index of S as
the lass
Ind(q-p)(S) = [N(S) ∩ p]− [N(S∗) ∩ q]
in K0(J).
Let S ∈ qNp be a (q-p)-Fredholm operator and let u ∈ qNp be the phase of S. The triple
(p, q, u) is a relative K-yle and thus denes the lass [S] := [p, q, u] ∈ K0(N,N/J) in relative
K-theory. The relative K-theory K0(N,N/J) is related to the K-theory of the ideal K0(J)
through the exision map
Ex : K0(J)→ K0(N,N/J)
as dened in [14, Denition 4.3.7℄. The exision map is an isomorphism, [14, Theorem 4.3.8℄.
In the next theorem we will see that the (q-p)-index of S is simply the inverse of the exision
map applied to the lass [S] ∈ K0(N,N/J). Many properties of the (q-p)-index will thus follow
immediately, and we will state the ones we need as orollaries.
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Theorem 2.6. Let S ∈ qNp be a (q-p)-Fredholm operator and let u ∈ qNp be the phase of S.
Then the identity
Ex
−1[S] = Indq-p(S)
is valid in K0(J)
Proof. We an express the lass [S] ∈ K0(N,N/J) as a sum of lasses
[S] = [p, q, u] = [p− u∗u, q − uu∗, 0] + [u∗u, uu∗, u]
The relative K-yle (u∗u, uu∗, u) is degenerate so atually
[S] = [p− u∗u, q − uu∗, 0]
The projetions p− u∗u = N(S) ∩ p and q − uu∗ = N(S∗) ∩ q are in J by Lemma 2.4, so
Ex
−1[S] = [p− u∗u]− [q − uu∗] = Indq-p(S)
as desired. 
Corollary 2.7. Let S0 ∈ qNp and S1 ∈ qNp be (q-p)-Fredholm operators. Suppose that there
is a norm-ontinuous path of (q-p)-Fredholm operators onneting S0 and S1. Then
Ind(q-p)(S0) = Ind(q-p)(S1)
Proof. Let t 7→ St ∈ qNp be the norm-ontinuous path onneting S0 and S1. The norm-
ontinuous path t 7→ π(St)π(S∗t St)−1/2 ∈ π(q)N/Jπ(p), where the inverse is in π(p)N/Jπ(p),
lifts to a path t 7→ vt ∈ qN/Jp suh that (p, q, vt) are relative K-yles for all t ∈ [0, 1], [14,
Lemma 4.3.13℄. If u0 ∈ qNp and u1 ∈ qNp are the phases of S0 and S1 respetively, then
π(u0) = π(v0) and π(u1) = π(v1) so we have the identity
[S0] = [p, q, u0] = [p, q, v0] = [p, q, v1] = [p, q, u1] = [S1]
in K0(N,N/J). It thus follows immediately by Theorem 2.6 that
Ind(q-p)(S0) = Ex
−1[S0] = Ex
−1[S1] = Ind(q-p)(S1)
as desired. 
Corollary 2.8. Let S ∈ qNp be a (q-p)-Fredholm operator and let T ∈ rNq be an (r-q)-
Fredholm operator. Then TS is an (r-p)-Fredholm operator and
Ind(r-q)(T ) + Ind(q-p)(S) = Ind(r-p)(TS)
Proof. Let v ∈ rNq, u ∈ qNp and w ∈ rNp be the phases of T , S and TS respetively. From
the alulation
π(w) = π(TS)π(S∗T ∗TS)−1/2
= π(T )π(SS∗T ∗T )−1/2π(S)
= π(T )π(T ∗T )−1/2π(S)π(S∗S)−1/2
= π(vu)
we dedue the identity [p, r, vu] = [p, r, w] in K0(N,N/J).
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Summing the lasses [T ] and [S] in K0(N,N/J) we get
[T ] + [S] = [q, r, v] + [p, q, u] = [p, r, vu] = [p, r, w] = [TS]
where the seond equality follows from the relations in K0(N,N/J).
This allows us to onlude that
Ind(r-q)(T ) + Ind(q-p)(S) = Ex
−1[T ] + Ex−1[S] = Ex−1[TS] = Ind(r-p)(TS)
as desired. 
Let N be a seminite von Neumann algebra equipped with a xed normal, seminite, faithful
trae τ . Let KN be the τ -ompat operators as dened in Denition 6.1. All projetions in
KN have nite trae by Theorem 6.5. Applying the homomorphism τ∗ : K0(KN) → R from
Theorem 6.4 to the main theorems of this setion we obtain some of the important results from
Breuer-Fredholm theory, [2, 5, 6, 8, 9, 10, 11, 22, 23, 24℄.
3. Von Neumann Spetral Flow
3.1. Basi Denitions and Properties. Having set up the appropriate index theory for Fred-
holm operators in skew-orners pNq, [11℄, we now analyse spetral ow. This is assoiated with
odd index pairings, and so self-adjoint operators. Speialising our denition of p-q-Fredholm to
the ase p = q = 1 we have the following.
Denition 3.1. An operator T ∈ N is said to be J-Fredholm if π(T ) is invertible in N/J . The
spae of J-Fredholm operators is denoted by F . The spae of selfadjoint J-Fredholm operators
is denoted by Fsa
Let χ : R→ R be the indiator funtion for the interval [0,∞) dened by
χ(t) =
{
1 t ∈ [0,∞)
0 t ∈ (−∞, 0)
The following lemma was rst proved in [2, Lemma 4.3℄ in the seminite ontext. In fat it
makes sense and is true in the more general ontext onsidered here. We quote the statement
and proof for ompleteness.
Lemma 3.2. Let T ∈ Fsa then π
(
χ(T )
)
= χ
(
π(T )
)
.
Proof. Note that χ
(
π(T )
)
makes sense sine 0 /∈ Sp(π(T )) thus we an nd an ε > 0 suh that
the interval [−ε, ε] is inluded in the resolvent set of π(T ). Now dene the ontinuous funtions
f1 : R→ R
f1(t) =


0 t ∈ (−∞,−ε]
ε−1t+ 1 t ∈ [−ε, 0]
1 t ∈ [0,∞)
and f2 : R→ R by
f2(t) =


0 t ∈ (−∞, 0]
ε−1t t ∈ [0, ε]
1 t ∈ [ε,∞)
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So f1 = χ = f2 on Sp(π(T )) while f1 ≥ χ ≥ f2 on Sp(T ). Thus
χ
(
π(T )
)
= f1
(
π(T )
)
= π
(
f1(T )
) ≥ π(χ(T )) ≥ π(f2(T )) = f2(π(T )) = χ(π(T ))
yielding χ
(
π(T )
)
= π
(
χ(T )
)
as desired. 
Lemma 3.3. Let t 7→ Bt be a norm ontinuous path in Fsa. Then t 7→ χ
(
π(Bt)
)
is a norm
ontinuous path in the C∗-algebra N/J .
To prove this lemma we need a general result from the theory of C∗-algebras. The result is
probably well-known to the experts, but as we ould not nd a referene, we inlude a proof.
Lemma 3.4. Let A be a C∗-algebra and let U be an open subset of R. Denote by Asa the real
subspae of selfadjoint elements with the indued topology from A. Then the set
{a ∈ Asa | Sp(a) ⊆ U }
is open in Asa
Proof. Let a ∈ Asa with Sp(a) ⊆ U . The funtion dist(·, U c) : C→ [0,∞[ dened by
dist(λ, U c) = inf{|λ− µ| |µ ∈ U c}
for all λ ∈ C is ontinuous. It attains thus its minimum on the ompat set Sp(a). Furthermore
for λ ∈ Sp(a) we have dist(λ, U c) > 0 beause λ /∈ U c = U c, so the minimum is stritly positive.
Set
ε =
dist
(
Sp(a), U c
)
2
=
inf{|λ− µ| | λ ∈ Sp(a), µ ∈ U c}
2
> 0
Now take b ∈ Asa with ‖b− a‖ < ε2 and suppose for ontradition that there exists a λ ∈ Sp(b)
with
Bε(λ) ∩ Sp(a) = ∅
Here Bε(λ) denotes the ball of radius ε > 0 and enter λ. Let µ ∈ Bε/4(λ). Then µ /∈ Sp(a)
and
‖(µ− a)−1‖−1 = sup{|µ− α|−1 |α ∈ Sp(a)}−1 = dist(µ, Sp(a)) ≥ 3ε
4
Furthermore
‖(λ− b)− (µ− a)‖ ≤ |λ− µ|+ ‖a− b‖ < ε
4
+
ε
2
≤ ‖(µ− a)−1‖−1
So λ − b is atually invertible whih is a ontradition, see [17, Proposition 17.3℄. Hene for
λ ∈ Sp(b) we annot have
Bε(λ) ∩ Sp(a) = ∅
Beause of the way the ε was hosen we onlude that Sp(b) ⊆ U . Thus Sp(b) ⊆ U for any
b ∈ Asa with ‖b− a‖ < ε/2 
Proof. of Lemma 3.3. Let t0 ∈ [0, 1]. Choose an ε > 0 suh that the interval [−ε, ε] is inluded
in the resolvent set of π(Bt0). Now
Sp
(
π(Bt0)
) ⊆ (−∞,−ε) ∪ (ε,∞)
By Lemma 3.4 and the ontinuity of t 7→ π(Bt) there is a δ > 0 suh that
Sp
(
π(Bt)
) ⊆ (−∞,−ε) ∪ (ε,∞)
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for all t ∈ (t0 − δ, t0 + δ) ∩ [0, 1]. So for all t ∈ (t0 − δ, t0 + δ) ∩ [0, 1] we have the identity
χ
(
π(Bt)
)
= f
(
π(Bt)
)
where f is some xed ontinuous funtion (for instane the funtion f1 from the proof of Lemma
3.2). But the funtion
t 7→ f(π(Bt))
is learly ontinuous and the lemma is thereby proved. 
With these tools at hand we an now dene spetral ow as a lass in K0(J).
Denition 3.5 (Spetral ow). Let t 7→ Bt be a norm ontinuous path in Fsa. By Lemma 3.3
the path
t 7→ π(χ(Bt)) = χ(π(Bt))
is norm ontinuous. Find a partition 0 = t0 < t1 < . . . < tn = 1 suh that
‖π(χ(Bt))− π(χ(Bs))‖ < 1/2 for all t, s ∈ [ti−1, ti]
Set pi = χ(Bti). We now dene the spetral ow of the path {Bt} to be
sf{Bt} =
n∑
i=1
[
(1− pi) ∩ pi−1
]− [(1− pi−1) ∩ pi] ∈ K0(J)
This denition raises several questions whih we will answer in the following lemmas.
(1) Are the elements pipi−1 ∈ piNpi−1 (pi-pi−1)-Fredholm operators for all i ∈ {1, . . . , n} ?
(2) Is the spetral ow independent of the partition hosen ?
(3) Is the spetral ow invariant under homotopies of the path {Bt} ?
(4) Is the spetral ow of {Bt} equal to the spetral ow of {Ct} if Bt − Ct ∈ J for all
t ∈ [0, 1] ?
Lemma 3.6. Suppose that p, q ∈ N are two projetions suh that ‖π(p) − π(q)‖ < 1. Then
qp ∈ qNp is a (q-p)-Fredholm operator. Thus, by Lemma 2.4, we have (1 − q) ∩ p ∈ J and
(1− p) ∩ q ∈ J .
Proof. The inequality
‖π(pqp)− π(p)‖ ≤ ‖π(p)− π(q)‖ < 1
shows that π(pqp) is invertible in π(pNp), so there is an operator T ∈ pNp suh that π(Tpqp) =
π(p). Likewise the inequality
‖π(qpq)− π(q)‖ ≤ ‖π(q)− π(q)‖ < 1
shows that π(qpq) is invertible in π(qNq), so there is an operator R ∈ qNq suh that π(qpqR) =
π(q). It follows that qp is a (q-p)-Fredholm operator. 
Corollary 3.7. For a path {Bt} in Fsa and a partition 0 = t0 < t1 < . . . < tn = 1 suh that
‖π(χ(Bt))− π(χ(Bs))‖ < 1/2 for all t, s ∈ [ti−1, ti]
KK-THEORY AND SPECTRAL FLOW IN VON NEUMANN ALGEBRAS 9
for all i ∈ {1, . . . , n} we an express the spetral ow of the path as the sum of (pi-pi−1)-indies
sf{Bt} =
n∑
i=1
Ind(pi-pi−1)(pipi−1)
where pi = χ(Bti) for all i ∈ {0, . . . , n}. Thus by Theorem 2.8 we atually have
sf{Bt} = Ind(pn-p0)(pn . . . p0) = [N(pn . . . p0) ∩ p0]− [N(p0 . . . pn) ∩ pn]
Lemma 3.8. Suppose that p, q, r are three projetions in N with
‖π(p)− π(q)‖ < 1/2 , ‖π(q)− π(r)‖ < 1/2 and ‖π(r)− π(p)‖ < 1/2
then
Ind(r-q)(rq) + Ind(q-p)(qp) = Ind(r-p)(rp)
Thus the spetral ow is independent of the partition hosen -it doesn't hange if a ner one is
hosen.
Proof. We want to prove that
Ind(r-q)(rq) + Ind(q-p)(qp)− Ind(r-p)(rp) = 0
By Theorem 2.8 this amounts to show that
Ind(r-r)(rqpr) = 0
Verify the inequality
‖π(rqpr)− π(r)‖ ≤ ‖π(qp)− π(r)‖
≤ ‖π(qp)− π(q)‖+ ‖π(q)− π(r)‖
≤ ‖π(p)− π(q)‖+ ‖π(q)− π(r)‖
< 1
Let t ∈ [0, 1], then
‖π((1− t)rqpr + tr)− π(r)‖ = (1− t)‖π(rqpr)− π(r)‖ < (1− t)
thus π
(
(1 − t)rqpr + tr) is invertible in π(rNr) for all t ∈ [0, 1]. This means that the path
t 7→ (1− t)rqpr + tr onsists entirely of (r-r)-Fredholm operators and it onnets rqpr with r.
To nish the proof we simply refer to Theorem 2.7 whih gives
0 = Ind(r-r)(r) = Ind(r-r)(rqpr)
as desired. 
Lemma 3.9. [2, 23℄ Let {Bt} and {Ct} be two paths of selfadjoint J-Fredholm operators. Let
H : [0, 1] × [0, 1] → Fsa be a homotopy onneting {Bt} and {Ct} leaving the endpoints xed.
That is H is norm-ontinuous with H(t, 0) = Bt, H(t, 1) = Ct for all t ∈ [0, 1] and H(0, s) = B0,
H(1, s) = B1 for all s ∈ [0, 1]. In partiular B0 = C0 and B1 = C1. Then sf{Bt} = sf{Ct}.
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Proof. The map ζ : [0, 1]× [0, 1]→ N/J dened by
ζ(t, s) = π
(
χ
(
H(t, s)
))
is ontinuous and thus uniformly ontinuous, so we an hoose a grid
0 = t0 < t1 . . . < tn = 1 , 0 = s0 < s1 . . . < sn = 1
of [0, 1]× [0, 1] suh that for any (t, s), (u, v) ∈ [ti−1, ti]× [sj−1, sj ] we have ‖ζ(t, s)−ζ(u, v)‖ < 12
where i, j ∈ {1, . . . , n} are xed.
Now look at the spetral ow along the borders of the squares. That is, for i, j ∈ {1, . . . , n}
there are eight paths of selfadjoint J-Fredholm operators. For instane we have
u 7→ H((1− u)ti−1 + uti, sj−1)
as one of them. The spetral ow of this path will be denoted by
sfH
(
(ti−1, sj−1), (ti, sj−1)
)
Likewise for the spetral ow of the other paths. Applying Lemma 3.8 and the denition of
spetral ow gives
sfH
(
(ti−1, sj−1), (ti, sj−1)
)
+ sfH
(
(ti, sj−1), (ti, sj)
)
+ sfH
(
(ti, sj), (ti−1, sj)
)
+ sfH
(
(ti−1, sj), (ti−1, sj−1)
)
= 0
Furthermore
sfH
(
(ti−1, sj−1), (ti, sj−1)
)
= −sfH
(
(ti, sj−1), (ti−1, sj−1)
)
And an easy ombinatorial argument yields the result. 
Remark 3.10. Suppose that p, q ∈ N are two projetions with ‖p− q‖ < 1, then
Ker(p) ∩ Im(q) = 0 = Ker(q) ∩ Im(p)
so the J-index of the projetions
Ind(p-q)(pq) = [(1− p) ∩ q]− [(1− q) ∩ p] = 0
To see this we start by deduing that 1− p + pqp is invertible in N from the inequality
‖p− pqp‖ ≤ ‖p− q‖ < 1
If now x is in Ker(q) ∩ Im(p) we immediately have
(1− p+ pqp)x = 0
but 1 − p + pqp was invertible so x = 0. Therefore Ker(q) ∩ Im(p) = 0. To prove that
Ker(p) ∩ Im(q) = 0 simply interhange p and q.
Lemma 3.11. Let {Bt} and {Ct} be two paths of self adjoint J-Fredholm operators with Bt −
Ct ∈ J for all t ∈ [0, 1] and
Ind(p0-q0)(p0q0) = Ind(q1-p1)(q1p1) = 0
where p0 = χ(B0), p1 = χ(B1), q0 = χ(C0) and q1 = χ(C1). Then sf{Bt} = sf{Ct}. The
ondition (3.11) is true if for instane
‖χ(B0)− χ(C0)‖ < 1 and ‖χ(C1)− χ(B1)‖ < 1
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by Remark 3.10.
Proof. Choose a partition 0 = t0 < t1 < . . . < tn = 1 suh that
‖π(χ(Bt))− π(χ(Bs))‖ < 1
4
and
‖π(χ(Ct))− π(χ(Cs))‖ < 1
4
for all t, s ∈ [ti−1, ti], i ∈ {1, . . . , n}.
Now join the elements Bti and Cti by a straight line for eah i ∈ {0, . . . , n} denoted by (BC)i.
The straight line from Cti to Bti is denoted by (CB)i.
Notie that the lines are paths of selfadjoint J-Fredholm operators beause
π
(
(1− t)Bti + tCti
)
= π(Bti)
for all t ∈ [0, 1] and i ∈ {1, . . . , n}.
Now, almost by denition, the spetral ow along the square
Cti−1 ←−−− Cti
(CB)i−1
y (BC)ix
Bti−1 −−−→ Bti
is zero. Sine too the spetral ow along the lines (BC)0 and (BC)1 is zero by assumption we
an use the same ombinatorial argument as in the proof of Lemma 3.9 to reah the desired
onlusion, namely sf{Bt} = sf{Ct}. 
3.2. Von Neumann Spetral Triples and Spetral Flow.
Denition 3.12. A von Neumann spetral triple (A, H,D) relative to (N, J) onsists of a
representation of the ∗-algebra A in the von Neumann algebra N ating on the Hilbert spae
H, together with a norm losed ideal J and a self-adjoint operator D aliated to N suh that
(1) [D, a] is dened on Dom(D) and extends to a bounded operator on H for all a ∈ A.
(2) a(λ−D)−1 ∈ J for all λ /∈ R and a ∈ A.
The J-spetral triple is said to be unital if the unit of N is in A.
If (A, H,D) is a unital J-spetral triple, we use the spetral theorem to dene the bounded
operator in N
FD := D(1 +D2)−1/2.
Let t 7→ At be a path of selfadjoint operators in N . We laim the path
t 7→ Dt := D + At
is a ontinuous path of unbounded selfadjoint J-Fredholm operators in the sense that the path
t 7→ FDt = Dt(1 +D2t )−
1
2
12 J. KAAD, R. NEST, A. RENNIE
is a norm ontinuous path of self-adjoint J-Fredholm operators. The self-adjointness and bound-
edness follows for all t ∈ [0, 1] from the spetral theorem applied to the funtion
x 7→ x(1 + x2)−1/2.
So we need to prove the laims of ontinuity and J-Fredholmness.
For ontinuity, let t, s ∈ [0, 1], and apply [8, Appendix A, Theorem 8℄ to nd
‖FDt − FDs‖ = ‖Dt(1 +D2t )−
1
2 −Ds(1 +D2s)−
1
2‖ ≤ ‖At − As‖
proving ontinuity.
To prove the J-Fredholmness, let t ∈ [0, 1]. Then [8, Lemma 2.7℄ says that for 0 < ε < 1/4 we
have
FDt − FD0 = Bε(1 +D20)−(1/2−ε)
where Bε ∈ N and ‖Bǫ‖ ≤ C(ǫ)‖At − A0‖. For ε = 1/4 we get
FDt − FD0 = B1/4(1 +D20)−1/4.
By [8, Appendix, Lemma 6℄, and dening f(x) = 1 + x
2
2
+ x
2
√
x2 + 4, we have
(1 +D20)−1 ≤ f(‖A0‖)(1 +D2)−1 ∈ J,
and as f(‖A0‖) is salar,
(1 +D20)−1/4 ≤ f(‖A0‖)1/4(1 +D2)−1/4 ∈ J.
Sine B1/4 is in N we onlude
π(FD0) = π(FDt).
At last for eah t ∈ [0, 1],
π(FDt)π(FDt) = π
(D2t (1 +D2t )−1) = π((1 +D2t )(1 +D2t )−1) = π(1)
so π(FDt) is invertible for all t ∈ [0, 1].
These onsiderations allow us to dene spetral ow for suh paths of unbounded Fredholm
operators.
Denition 3.13 (Unbounded Spetral Flow). Let {At}t∈[0,1] be a norm ontinuous path of self-
adjoint operators in N , and (A, H,D) a von Neumann spetral triple relative to (N, J). The
spetral ow of the "ontinuous" path of unbounded selfadjoint J-Fredholm operators t 7→ D+At
is dened to be
sf{Dt} := sf{FDt}
Theorem 3.14. Let {At}t∈[0,1] be a norm ontinuous path of self-adjoint operators in N , and
(A, H,D) a von Neumann spetral triple relative to (N, J). Let
p1 = χ(FD+A1) and p0 = χ(FD+A0).
The spetral ow of the path t 7→ D + At only depends on the end points D + A0 and D + A1
and is the lass
sf{Dt} = sf{FDt} = [(1− p1) ∩ p0]− [(1− p0) ∩ p1]
= Ind(p1-p0)(p1p0) ∈ K0(J).
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Proof. Notie that
‖π(χ(FDt))− π(χ(FDs))‖ = ‖χ(π(FDt))− χ(π(FDs))‖ = 0
for all s, t ∈ [0, 1] so by denition
sf{Dt} = sf{FDt} =
[
(1− p1) ∩ p0
]− [(1− p0) ∩ p1]
From this formula it is obvious that the spetral ow only depends on the end points. 
4. Kasparov Modules from Spetral Triples
In this setion we show that from any von Neumann spetral triple (A, H,D) relative to (N, J),
with J σ-unital, we an onstrut a Kasparov module (MA, FD) ∈ E(A, J), where MA :
A → L(J) is left multipliation by elements in A. Dening pF = FD+12 we get the lass
[MA, pF ]1 ∈ KK1(A, J). We will then show that for any unitary u ∈ A, the unbounded spetral
ow from D to u∗Du is given by the Kasparov produt [u]⊗ˆA[MA, pF ]1. For an explanation of
the terminology we refer to the appendix.
4.1. Constrution of a Kasparov Module. Let (A, H,D) be a von Neumann spetral triple
relative to (N, J). Suppose that the norm-losed ideal J is σ-unital.
The ideal J is a ountably generated right Hilbert J-module when equipped with the inner
produt 〈x, y〉 = x∗y and the ation of J from the right given by multipliation. Sine A, the
norm losure of A, is represented in N , and FD ∈ N , we see that FD ∈ L(J) and that there is
a ∗-homomorphismMA : A→ L(J) given by left multipliation.
Theorem 4.1. For all a ∈ A the operators [FD, a], a(1−F 2D) and a(FD −F ∗D) are in the norm
losed ideal J . Thus, the pair (MA, FD) is a Kasparov A-J-module.
Proof. We have already notied that FD = F ∗D. Let a ∈ A. Calulating modulo J
aF 2D = a
(D2(1 +D2)−1) ∼ a(D2(1 +D2)−1 + (1 +D2)−1) = a
So a(F 2D − 1) ∈ J for all a ∈ A.
Let a, b ∈ A. We have
[FD, a]b = D
[
(1 +D2)−1/2, a]b+ [D, a](1 +D2)−1/2b
As [D, a] ∈ N , see [10, p.456℄, we have
[D, a](1 +D2)−1/2b ∈ J
Thus we only need to show that
D[(1 +D2)−1/2, a]b ∈ J
Now, we employ integral formula, [20, p.8℄,
(1 +D2)−1/2 = 1
π
∫ ∞
0
λ−1/2(1 +D2 + λ)−1 dλ.
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Denote the resolvent (1 +D2 + λ)−1 by R(λ). The provided
1
π
∫ ∞
0
λ−1/2D[R(λ), a]b dλ
is onvergent in operator norm, it is equal to
D[(1 +D2)−1/2, a]b.
Applying some basi ommutator identities yields
D[R(λ), a]b = DR(λ)[a,D2]R(λ)b
= DR(λ)[a,D]DR(λ)b+DR(λ)D[a,D]R(λ)b.
To establish the required norm estimates we require some inequalities. The following inequalities
an be proved using the spetral theorem for unbounded operators, see [8, Appendix A℄,
(1) ‖R(λ)‖ = ‖(1 +D2 + λ)−1‖ ≤ 1
1+λ
(2) ‖DR(λ)‖ = ‖D(1 +D2 + λ)−1‖ ≤ 1
2
√
1+λ
(3) ‖D2R(λ)‖ = ‖D2(1 +D2 + λ)−1‖ ≤ 1
for all λ ∈ [0,∞). Thus
1
π
∫ ∞
0
λ−1/2‖D[R(λ), a]b‖ dλ ≤ 1
π
‖b‖‖[a,D]‖
∫ ∞
0
λ−1/2
(
1
4(1 + λ)
+
1
1 + λ
)
dλ <∞.
That is
D[(1 +D2)−1/2, a]b = 1
π
∫ ∞
0
λ−1/2D[R(λ), a]b dλ
where the integral is onvergent in operator norm. At last
D[R(λ), a]b = DR(λ)ab− [D, a]R(λ)b− aDR(λ)b
= DR(λ)1/2R(λ)1/2ab− [D, a]R(λ)b− aDR(λ)1/2R(λ)1/2b ∈ J
for all λ ∈ [0,∞) sine all the terms are in J . Thus we onlude that
D[(1 +D2)−1/2, a]b ∈ J
and thus that [FD, a]b ∈ J for all a, b ∈ A. By taking norm limits [FD, a]b ∈ J for all a, b ∈ A =
A. 
The argument used in the preeding proof is almost idential with the argument of S. Baaj and
P. Julg used in [1℄ to build a bounded Kasparov module out of an unbounded one.
4.2. The Pairing with K1(A) and Spetral Flow. There is a ertain ase of unbounded
spetral ow whih is partiularly interesting. Suppose that (A, H,D) is a unital von Neumann
spetral triple relative to (N, J). Let u ∈ A be unitary and onsider the path
t 7→ Dt := (1− t)D + tu∗Du = D + t[u∗,D]u
The funtion t 7→ t[u∗,D]u is a ontinuous path of selfadjoint elements in N , so we an alulate
the spetral ow of the path Dt via the transformation Dt 7→ FDt.
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Lemma 4.2. Let (A, H,D) be a unital von Neumann spetral triple relative to (N, J). Setting
p = χ(FD) and letting u ∈ A be unitary, we have up− pu ∈ J .
Proof. Polar deomposition of FD gives
FD = (2p− 1)|FD|.
So the image of FD in the Calkin algebra is
π(FD) = π(2p− 1)π(|FD|) = π(2p− 1)π(F 2D)1/2 = π(2p− 1).
It follows that
2[u, p]− [u, FD] = [u, (2p− 1)− FD] ∈ J.
By Theorem 4.1 we have [u, FD] ∈ J so [u, p] ∈ J as laimed. 
Theorem 4.3. Suppose that (A, H,D) is a unital von Neumann spetral triple relative to (N, J),
and u ∈ A is a unitary. For the path t 7→ Dt from above we have
sf{Dt} = sf{FDt} = ∂
[
π(pup) + π(1− p)]
= Ind(p-p)(pup)
where p = χ(FD). From now on the spetral ow from D to u∗Du will be denoted by sf(D, u∗Du).
Proof. From Theorem 3.14
sf{FDt} =
[
(1− u∗pu) ∩ p]− [(1− p) ∩ u∗pu]
sine
χ(Fu∗Du) = χ(u
∗FDu) = u
∗χ(FD)u = u
∗pu
Now
x ∈ Ker(u∗pu) ∩ Im(p)⇔ (px = x and pux = 0)⇔ x ∈ Ker(pup) ∩ Im(p)
and
x ∈ Ker(p) ∩ Im(u∗pu)⇔ (px = 0 and ux = pux)
⇔ (pu∗pux = 0 and ux = pux)⇔ ux ∈ Ker(pu∗p) ∩ Im(p).
Thus
(1− u∗pu) ∩ p = N(pup) ∩ p
and
u
(
(1− p) ∩ u∗pu)u∗ = N(pu∗p) ∩ p
Sine N(pup+1− p) = N(pup)∩ p and N(pu∗p+1− p) = N(pu∗p)∩ p we onlude by Lemma
2.1 that
sf{FDt} =
[
N(pup) ∩ p]− [N(pu∗p) ∩ p] = ∂[π(pup) + π(1− p)]
Remark that π(pup) + π(1− p) is unitary in N/J sine pu− up ∈ J . 
Corollary 4.4. Setting pF =
FD+1
2
we atually have
sf(D, u∗Du) = ∂[π(pFupF + 1− pF )]
Proof. In the proof of Lemma 4.2 we saw that π(2p − 1) = π(FD) so π(p) = π(pF ) and the
orollary follows easily. 
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The last theorem of this setion, whih is the main theorem of the paper, expresses spetral ow
from D to u∗Du in terms of a Kasparov produt. We will need to use three dierent boundary
maps namely
∂ : K1(N/J)→ K0(J)
∂J⊗K : K1
(C(J ⊗K))→ K0(J ⊗K) and
∂J : K1
(C(J))→ K0(J)
Note that for any C∗-algebra B, C(B) denotes the Calkin algebra L(B)/B. Likewise we have
the quotient maps
π : N → N/J πJ⊗K : L(J ⊗K)→ C(J ⊗K) and πJ : L(J)→ C(J)
Theorem 4.5. Suppose that the norm losed ideal J is σ-unital and that the C∗-algebra A = A
is separable. Denote by [D] = [MA, pF ]1 the lass in KK1(A, J) of the Kasparov module
(MA, FD) ∈ E(A, J) onstruted in Theorem 4.1. Reall that pF = FD+12 .
Let u ∈ A be unitary and denote by [u] its lass in K1(A). Then we have the identity
sf(D, u∗Du) = ∂[π(pFupF + 1− pF )] = [u]⊗ˆA[D]
Proof. We start by stabilizing using the isomorphisms K1(A) ∼= K1(A⊗K) and KK1(A, J) ∼=
KK1(A⊗K, J ⊗K). In this way we obtain the lasses
[u⊗ e11 + e] and [MA⊗K, pF ⊗ 1]1
in K1(A⊗K) and KK1(A⊗K, J ⊗K) respetively, where e11 is a minimal projetion in K and
e = 1 − 1 ⊗ e11. See [21, Corollary 7.1.9℄ and [3, Corollary 17.8.8℄. Thus, by Theorem 7.8 the
produt is given by
[u]⊗ˆA[D] = ∂J⊗K
[
πJ⊗K
(
pF ⊗ 1(u⊗ e11 + e)pF ⊗ 1 + 1− pF ⊗ 1
)]
= ∂J⊗K
[
πJ⊗K
(
(pFupF )⊗ e11 + pF ⊗ 1− pF ⊗ e11 + 1− pF ⊗ 1
)]
= ∂J⊗K
[
πJ⊗K
(
(pFupF + 1− pF )⊗ e11 + e
)]
in K0(J ⊗K). Reall that πJ(p2F − pF ) = 0 sine [MA, pF ]1 ∈ KK1(A, J) and A is unital.
But this is preisely the element ∂J [πJ (pFupF + 1 − pF )] ∈ K0(J) under the isomorphism of
K0(J) with K0(J ⊗ K) [14, Lemma 4.2.4℄. Therefore the proof is nished if we an prove the
identity
∂J [πJ(pFupF + 1− pF )] = ∂[π(pFupF + 1− pF )]
To do so, let x ∈ N be a norm-one lift of π(pFupF + 1 − pF ) ∈ N/J . Then, as N ats on J
by multipliation we have N ⊆ L(J), so x ∈ L(J) is too a norm-one lift of πJ(pFupF + 1 −
pF ) ∈ C(J). Realling the desription of the boundary map using norm-one lifts given in [14,
Proposition 4.8.10℄, the desired identity follows. 
5. C∗-Spetral Flow
A problem with the onstrution of the Kasparov module in the last setion is that it only
works for σ-unital ideals J . For an arbitrary ideal in a von Neumann this may very well not
be the ase. Furthermore, if the ideal is σ-unital its K-theory is often simply R. When we an
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replae J by a σ-unital C∗-algebra B, we not only ensure the existene of the KK-lass, but
an obtain stronger onstraints on the values of the spetral ow.
5.1. Basi Denitions. Let (A, H,D) be a unital von Neumann spetral triple relative to
(N, J), and let A = A be the norm losure of A. We assume that A is a separable C∗-algebra.
Suppose that B ⊆ J is a σ-unital C∗-algebra suh that (MA, FD) ∈ E(A,B), whereMA : A→
L(B), thus in partiular A is supposed to at on B by left-multipliation.
Note that B is a ountably generated right Hilbert B-module when equipped with the inner
produt 〈x, y〉 = x∗y for all x, y ∈ B and the ation of B from the right given by multipliation.
The lass [MA, pF ]1 ∈ KK1(A,B) is denoted by [DB] where pF = FD+12 .
Let ∂B : K1
(C(B))→ K0(B) be the boundary map, where C(B) is the Calkin algebra L(B)/B.
Let πB : L(B)→ C(B) denote the quotient map.
Denition 5.1. Let (A, H,D) and B ⊆ J ⊆ N be as above. We dene the C∗-spetral ow as
the quantity
sfB(D, u∗Du) = ∂B[πB(pFupF + 1− pF )] ∈ K0(B)
The reason for supposing the existene of the Kasparov module lass [DB] is that we want to
desribe the C∗-spetral ow using a Kasparov produt. In fat we have
Theorem 5.2. Let (A, H,D) be a von Neumann spetral triple relative to (N, J). Suppose that
B ⊆ J is a σ-unital C∗-algebra suh that (MA, FD) ∈ E(A,B) where MA : A → L(B). Let
u ∈ A be unitary. The C∗-spetral ow from D to u∗Du is equal to the produt of [DB] ∈
KK1(A,B) and the lass of the unitary [u] ∈ K1(A). That is
[u]⊗ˆA[DB] = ∂B[πB(pFupF + 1− pF )] = sfB(D, u∗Du)
Proof. The proof is similar to the one given in Theorem 4.5. 
To justify the denition of C∗-spetral ow, we must show that there exists a σ-unital C∗-
algebra B suh that (MA, FD) is a Kasparov A-B-module.
Theorem 5.3. Let (A, H,D) be a von Neumann spetral triple relative to (N, J). Let B be the
smallest C∗-algebra in L(H) ontaining the elements
FD[FD, a] b[FD, a]
FDb[FD, a] aϕ(D)
for all a, b ∈ A and ϕ ∈ C0(R). Then B is separable, ontained in J and the pair (MA, FD) is
a Kasparov A-B-module. In partiular B is σ-unital.
Proof. Reall that A is supposed to be unital. The C∗-algebra C0(R) is generated by the
resolvent funtion x 7→ (i + x)−1 and the operator (i + D)−1 is in J so aϕ(D) is in J for all
ϕ ∈ C0(R). By Theorem 4.1, [FD, a] ∈ J so all of the generators of B are in J and thus B ⊆ J .
Observe that B is separable, and so σ-unital.
Now, learly A ats on B by multipliation from the left. Furthermore FD is in L(B) sine
1− F 2D = (1 +D2)−1 ∈ B and FDϕ(D) ∈ B
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for any ϕ ∈ C0(R).
Proving that (MA, FD) is a Kasparov A-B-module is now straightforward. 
5.2. The Relationship Between C∗-Spetral Flow and von Neumann Spetral Flow.
In this setion we want to ompare the C∗-spetral ow with the von Neumann spetral ow.
Let (A, H,D) be a unital von Neumann spetral triple relative to (N, J) and let u ∈ A be
unitary. In Corollary 4.4 we found the expression
sf(D, u∗Du) = ∂[π(pFupF + 1− pF )] ∈ K0(J)
for the von Neumann spetral ow.
Let B be a σ-unital C∗-algebra ontained in J suh that (MA, FD) is a Kasparov A-B-module.
By denition we have the following expression
sfB(D, u∗Du) = ∂B[πB(pFupF + 1− pF )] ∈ K0(B)
for the C∗-spetral ow.
These two notions should oinide in K0(J) when we apply the map
i∗ : K0(B)→ K0(J)
indued by the inlusion i : B → J .
Lemma 5.4. Let (A, H,D) be a unital von Neumann spetral triple relative to (N, J), and let B
be a σ-unital C∗-algebra ontained in J suh that (MA, FD) ∈ E(A,B) whereMA : A→ L(B) is
left-multipliation. The inlusion of B in L(H) an be extended to an injetive ∗-homomorphism
i : L(B)→ L(H)
suh that i(T )(bx) = (Tb)x for all T ∈ L(B), b ∈ B and x ∈ H. The image of the extension i
is ontained in the double ommutant of B ⊆ L(H). In partiular L(B) an be realized inside
N .
Proof. Sine (MA, FD) is a Kasparov A-B-module and A is unital, we must have 1 − F 2D =
(1+D2)−1 ∈ B. The image of (1+D2)−1 ∈ L(H) is the domain of D2 whih is dense in H . The
representation of B on H by i is thus seen to be non-degenerate. Therefore, by [16, Proposition
2.1℄, the inlusion extends to L(B) giving an injetive ∗-homomorphism
i : L(B)→ L(H)
suh that i(T )(bx) = (Tb)x for all T ∈ L(B), b ∈ B and x ∈ H .
Let S ∈ B′ and let T ∈ L(B). Suppose that x ∈ H is of the form x = by for some b ∈ B and
y ∈ H . Now
i(T )Sby = i(T )bSy = (Tb)Sy = S(Tb)y = Si(T )by
so i(T )S = Si(T ) on a dense subspae of H and we onlude that i(T ) ∈ B′′ ⊆ N ′′ = N . 
Theorem 5.5. Let (A, H,D) be a unital von Neumann spetral triple relative to (N, J), and
let B be a σ-unital C∗-algebra ontained in J suh that (MA, FD) is a Kasparov A-B-module.
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The von Neumann spetral ow oinides with the C∗-spetral ow under the homomorphism
i∗ : K0(B)→ K0(J). More preisely for u ∈ A unitary
sf(D, u∗Du) = i∗
(
sfB(D, u∗Du)
)
Proof. By Lemma 5.4 there are isometri maps
i : B → J and i : L(B)→ N
whih allow us to also dene the map (not neessarily injetive)
i : C(B)→ N/J
Now, let x ∈ L(B) be a norm-one lift of the unitary πB(pFupF +1−pF ) ∈ C(B), then i(x) ∈ N
is a norm-one lift of the unitary π(pFupF +1− pF ) ∈ N/J . By [14, Proposition 4.8.10℄ we have
i∗
[
∂B
(
πB(pFupF + 1− pF )
)]
= i∗
([
xx∗ x(1 − x∗x)1/2
x∗(1− xx∗)1/2 1− x∗x
]
−
[
1 0
0 0
])
=
[
i(x)i(x)∗ i(x)
(
1− i(x)∗i(x))1/2
i(x)∗
(
1− i(x)i(x)∗)1/2 1− i(x)∗i(x)
]
−
[
1 0
0 0
]
= ∂[π(pFupF + 1− pF )]
Whih is the desired identity. 
Corollary 5.6. Let (A, H,D) be a unital von Neumann spetral triple relative to (N, J), and
let B be a σ-unital C∗-algebra ontained in J suh that (MA, FD) is a Kasparov A-B-module.
For u ∈ A unitary, the von Neumann spetral ow from D to u∗Du an be expressed in terms
of the Kasparov produt of [DB] ∈ KK1(A,B) and the lass [u] ∈ K1(A) of the unitary u ∈ A.
More preisely
sf(D, u∗Du) = i∗([u]⊗ˆA[DB])
Proof. This follows immediately by Theorem 5.5 and Theorem 5.2. 
6. Numerial Spetral Flow
Our aim in this setion is to relate the von Neumann spetral ow to the numerial spetral
ow in seminite von Neumann algebras studied in [10, 22, 23℄.
In this setion we let N denote a seminite von Neumann algebra equipped with a xed semi-
nite, faithful, normal trae τ . Furthermore, for any ∗-algebra F ⊆ N we let F+ denote the
∗-algebra generated in N by F and the unit in N . When F is non-unital, we write the elements
of F+ as pairs x+ λId, where x ∈ F and λ ∈ C.
Denition 6.1. Let FN be the ∗-algebra in N generated by the projetions p with nite trae,
τ(p) < ∞. By [13, Setion 1.8℄, FN is an ideal in N . The τ -ompat operators, KN , is the
norm-losure of FN .
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Let (A, H,D) be a seminite spetral triple relative to (N, τ) as dened in [10, Denition
2.1℄. Notie that (A, H,D) is a von Neumann spetral triple relative to (N,KN) in an obvious
way. For seminite spetral triples, spetral ow is dened as a real number, whereas our
methods produe a lass in K0(KN). The problem is solved by establishing a homomorphism
τ∗ : K0(KN)→ R by means of the trae τ . The existene and nature of suh a homomorphism
is of ourse well known, but as the link to the seminite ase is very important we will arry
out the details.
Lemma 6.2. Let n ∈ N. For eah nite set of elements {x1, . . . , xm} ⊆ Mn(FN) there is a
projetion p ∈ Mn(FN) with pxi = xi for all i ∈ {1, . . . , m}. The projetion p is alled a loal
unit for {x1, . . . , xm}.
Proof. For any nite set of projetions {p1, . . . , pm} in FN , the inequality sup{p1, . . . , pm} ≤
p1 + . . . + pm holds so sup{p1, . . . , pm} ∈ FN . Furthermore, for eah i ∈ {1, . . . , m} we have
pi ≤ sup{p1, . . . , pm} yielding sup{p1, . . . , pm}pi = pi, so sup{p1, . . . , pm} is a loal unit for
{p1, . . . , pm}. To obtain the desired property for FN , note that eah element in FN is a omplex
polynomial of nite degree, where the variables are projetions with nite trae.
Now, let n ∈ N and x a nite set of matries {x1, . . . , xm} ⊆ Mn(FN). Choose a projetion
p ∈ FN , suh that pxkli = xkli for all i ∈ {1, . . . , m} and k, l ∈ {1, . . . n}, where xkli is the
matrix entry orresponding to row k and olumn l. Then obviously diag(p, . . . p)xi = xi for all
i ∈ {1, . . . , m} as desired. 
Lemma 6.3. For eah n ∈ N the ∗-algebra FN is stable under the holomorphi funtional
alulus. That is, for x ∈ Mn(FN) and for f a holomorphi funtion in a neighborhood of
the spetrum of x in Mn(KN) with f(0) = 0 we have f(x) ∈ Mn(FN). In other words, FN
equipped with the C∗-norm from KN beomes a pre-C∗-algebra. In partiular it has a well-
dened K-theory and, by [7, Proposition 3℄, the inlusion i : FN → KN indues an isomorphism
i∗ : K0(FN)→ K0(KN).
Proof. We employ the tehnique of [25, Proposition 4℄. First, notie that f(x) ∈ Mn(KN)
beause Mn(KN) is a C∗-algebra. Now, for a losed urve γ winding one around the spetrum
of x in Mn(KN) not touhing 0, the identity
f(x) =
1
2πi
∫
γ
f(λ)(λ− x)−1dλ
is valid. Let p be a loal unit for x, let λ be in the resolvent of x and hek that
(1− p) = (1− p)(x− λ)(x− λ)−1 = −λ(1− p)(x− λ)−1.
Thus for λ 6= 0 we have
(1− p)(x− λ)−1 = −1
λ
(1− p)
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This enables us to alulate
(1− p)f(x) = 1
2πi
∫
γ
f(λ)(1− p)(λ− x)−1dλ
=
1
2πi
∫
γ
−f(λ)
λ
(1− p)dλ
= (1− p)f(0) = 0
It follows that pf(x) = f(x). As Mn(FN) is an ideal in Mn(KN) and p ∈Mn(FN) we onlude
that f(x) ∈Mn(FN) as desired. 
Theorem 6.4. There is a homomorphism τ∗ : K0(KN)→ R given by
τ∗
(
[x+ λId]− [y + µId]) = τn(x)− τn(y)
for eah pair of projetions x+ λId, y + µId ∈Mn(F+N ) with [λ] = [µ] in K0(C). Remark that
τn = τ ⊗ Tr on the algebrai tensor produt FN ⊗Mn(C) = Mn(FN) where Tr is the anonial
trae on Mn(C).
Proof. Dene τˆ : F+N → R by τˆ (x + λId) = τ(x) then τˆ satises the relation τˆ(u∗xu) = τˆ (x)
for all unitaries u ∈ F+N . Indeed, write u = v + αId, where v ∈ FN and α ∈ C, then
αα = 1 and v∗v + v∗α + vα = 0 = vv∗ + v∗α+ vα
Now, we simply alulate
(v∗ + αId)(x+ λId)(v + αId) = (v∗xv + v∗xα + v∗λv + v∗λα + αxv + x+ αλv + λId)
= (v∗xv + v∗xα + αxv + x+ λId)
thus applying our extended τˆ yields
τˆ
(
(v∗ + αId)(x+ λId)(v + αId)
)
= τ(v∗xv + v∗xα + αxv + x) = τ(x)
Now, learly, there is a well-dened homomorphism τ∗ : K0(F+N ) → R given by τˆ([x + λId] −
[y + µId]) = τn(x) − τn(y) for eah pair of projetions (x + λId), (y + µId) ∈ Mn(F+N ). Sine
K0(FN) is the kernel of the homomorphism π∗ : K0(F+N ) → K0(C) indued by the projetion
π : F+N → C we get the desired map by restrition and a referene to Lemma 6.3. 
Theorem 6.5. Let p be a projetion in Mn(KN), then atually p ∈Mn(FN).
Proof. Sine Mn(FN) is dense in Mn(KN), there is a positive element e ∈ Mn(FN) suh that
‖e− p‖ < 1
24
. In partiular ‖e‖ < 2. The estimate
‖e2 − e‖ ≤ ‖e(e− p)‖+ ‖(e− p)p‖+ ‖p− e‖ < 1
4
shows that e is almost a projetion. It follows that 1/2 /∈ Sp(e), reating a gap in the spetrum
of e. There is thus an ε > 0 suh that
Sp(e) ⊆ [0, 1/2− ε] ∪ [1/2 + ε, 5/4]
and the funtion f : R/{1
2
} → R given by
f(t) =
{
0 t < 1
2
1 t > 1
2
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is holomorphi on a neighborhood of Sp(e) with f(0) = 0. By Lemma 6.3 the projetion f(e)
is in Mn(FN). Moreover,
sup{|f(t)− t| | t ∈ Sp(e)} ≤ sup{1/2− ε, 1/4}
so ‖f(e)− e‖ < 1
2
. This gives us the inequality
‖p− f(e)‖ ≤ ‖p− e‖+ ‖e− f(e)‖ < 1
but then p and f(e) must be equivalent, i.e. there exist a unitary u in Mn(K+N ) suh that
u∗f(e)u = p by [14, Proposition 4.1.7℄. The proof is nished by realling that Mn(FN) is an
ideal in Mn(N). 
Denition 6.6. [22, 23℄ Let {Bt} be a path of selfadjoint operators in N suh that π(Bt) ∈
N/KN is invertible for all t. Let 0 = t0 < t1 < . . . < tn = 1 be a partition of [0, 1] suh that for
eah i ∈ {1 . . . , n} we have
‖π(χ(Bt))− π(χ(Bs))‖ < 1/2
for all t, s ∈ [ti−1, ti]. Realling that all projetions in KN have nite trae by Theorem 6.5, we
dene the seminite spetral ow of the path {Bt} as the real number
sf{Bt} =
n∑
i=1
(
τ
(
N(pi) ∩ pi−1
)− τ(N(pi−1) ∩ pi))
where pi = χ(Bti).
Theorem 6.7. The seminite spetral ow of the path {Bt} from above an be expressed as
sf{Bt} = τ
(
N(pn . . . p0) ∩ p0
)− τ(N(p0 . . . pn) ∩ pn)
Moreover it is independent of the partition hosen and is invariant under homotopies of the
path {Bt} keeping the endpoints xed.
Proof. This follows immediately by applying our homomorphism τ∗ : K0(KN)→ R from Theo-
rem 6.4 to the results in Corollary 3.7, Lemma 3.8 and Lemma 3.9 realling that eah projetion
p ∈ KN has nite trae by Theorem 6.5 
Denition 6.8. [8, 9, 22, 23℄ Let (A, H,D) be a unital seminite spetral triple relative to
(N, τ). Suppose that the norm losure A = A of A, is a separable C∗-algebra. For eah path of
selfadjoint operators {At} in N , we dene the seminite spetral ow of the path t 7→ D+At :=
Dt as the real number sf{Dt} := sf{FDt}.
We an now state our main theorem relating the three dierent notions of spetral ow we have
disussed.
Theorem 6.9. Let (A, H,D) be a unital seminite spetral triple relative to (N, τ). Suppose
that the norm losure A = A of A, is a separable C∗-algebra. Let u ∈ A be unitary. Set
Dt = (1− t)D+ tu∗Du = D+ tu∗[D, u], then the unbounded seminite spetral ow of the path
t 7→ Dt is given by
sf{Dt} = τ
(
∂[π(pup+ 1− p)]) = τ(N(pup+ 1− p))− τ(N(pu∗p+ 1− p))
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where τ∗ : K0(KN) → R is the homomorphism from Theorem 6.4 and p = χ(FD). In addition
there exists a separable C∗-algebra B ⊆ KN and a lass [DB] ∈ KK1(A,B) suh that
sf{Dt} = τ∗
(
i∗([u]⊗ˆA[DB])
)
where i : B → KN is the inlusion and [u] ∈ K1(A) is the lass of the unitary.
Proof. This follows immediately by applying our τ∗ : K0(KN) → R from Theorem 6.4 to both
sides of the equalities in Theorem 4.3 and in Corollary 5.6, keeping in mind that eah projetion
in KN has nite trae by Theorem 6.5. 
Theorem 6.9 shows that seminite spetral triples represent KK-lasses in a preise sense.
While this is really proved here only for odd spetral triples, the disussion in [19℄ and some
simple adaptations of these proofs show that suh a representation theorem is also true in the
even ase.
7. Appendix on Kasparov Produts
In this appendix we give expliit forms for odd pairings in KK-theory. In order to do this, we
need to reall some basi denitions and results.
Denition 7.1. Let A and B be Z2-graded C
∗
-algebras. A Kasparov A-B-module is a pair
(ψ, V ) onsisting of a graded ∗-homomorphism ψ : A → L(E), with E a ountably generated,
graded right Hilbert B-module, together with an odd operator V ∈ L(E) suh that
(1) ψ(a)(V 2 − 1) ∈ K(E)
(2) ψ(a)(V − V ∗) ∈ K(E)
(3) [V, ψ(a)] ∈ K(E)
for all a ∈ A. The set of Kasparov A-B-module is denoted by E(A,B). An element (ψ, V ) ∈
E(A,B) is alled degenerate when a(V 2 − 1) = a(V − V ∗) = [V, a] = 0.
The set E(A,B) beomes the even KK-theory group KK(A,B) when equipped with diret
sum and the equivalene relation ∼oh generated by operator homotopy, unitary equivalene and
addition of degenerate elements. Unitary equivalene is denoted by ∼u. The lass represented
by the pair (ψ, V ) ∈ E(A,B) is denoted by [ψ, V ] ∈ KK(A,B). [3, Proposition 17.3.3℄.
To dene the odd KK-theory group we introdue the Cliord algebra C1, that is the C
∗
-algebra
C⊕C equipped with the standard odd grading, and we set KK1(A,B) = KK(A,B⊗ˆC1) where
⊗ˆ denotes the graded tensor produt as dened in [3, Chapter 14.4℄.
For ungraded C∗-algebras A and B there is a desription of the oddKK-theory using extensions
of C∗-algebras. More preisely
Theorem 7.2. [3, Proposition 17.6.5℄ There is an isomorphism
Ext
−1(A,B ⊗K) ∼= KK1(A,B ⊗K)
An invertible extension given by the ∗-homomorphism ψ : A→ L(B ⊗K) and the element p ∈
L(B⊗K) that is with Busby-invariant τ : a 7→ π(pψ(a)p) ∈ C(B⊗K) is mapped to the Kasparov
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A-(B ⊗K)-module (ψ⊗ˆ1, (2p− 1)⊗ˆε) ∈ E(A, (B ⊗K)⊗ˆC1) with ψ⊗ˆ1 : A→ L((B ⊗K)⊗ˆC1)
and ε = (1,−1) ∈ C1
With this in mind we will employ the notation [ψ, p]1 for the lass [ψ⊗ˆ1, (2p − 1)⊗ˆε] ∈
KK1(A,B ⊗ K) = KK(A, (B ⊗ K)⊗ˆC1) where ψ : A → L(B ⊗ K) and p ∈ L(B ⊗ K)
have the properties
(1) ψ(a)(p2 − p) ∈ B ⊗K
(2) ψ(a)(p− p∗) ∈ B ⊗K
(3) [p, ψ(a)] ∈ B ⊗K
for all a ∈ A.
Let A, B and D be graded C∗-algebras. Suppose that A and D are separable and that B
is σ-unital. A fundamental property of KK-theory is the existene of a bilinear assoiative
produt
⊗ˆA : KKi(D,A)×KKj(A,B)→ KKi+j(D,B)
The aim of this appendix is to give a onrete desription of a ertain instane of this produt
namely the one between K1(A) = KK
1(C, A) and KK1(A,B), [3, Chapter 18℄.
We will need to quote a ouple of results. First of all, sine the aim is to form produts with
K-theory we will use the isomorphism of K-theory with KK-theory.
Lemma 7.3. Let A be an ungraded C∗-algebra. The groups KK1(C, A ⊗ K) and K1(A ⊗ K)
are isomorphi. The isomorphism is given by
[MC, p]1 7→ ∂[π(p)]
where MC : C → L(A ⊗ K) is left multipliation by the omplex numbers, π : L(A ⊗ K) →
C(A ⊗ K) is the quotient map and ∂ : K0
(C(A ⊗ K)) → K1(A ⊗ K) is the boundary map, [3,
Proposition 17.5.7℄.
>From the denition of ∂ it follows that, for eah lass [u] ∈ K1(A⊗K), there exists a selfadjoint
q ∈ L(A⊗K) with ‖q‖ ≤ 1 suh that [u] = [exp(2πiq)], [26, Proposition 12.2.2℄.
Likewise the groups KK(C, A⊗K) and K0(A⊗K) are isomorphi. The isomorphism is given
by
[MC, V ] 7→ ∂[π(T )]
where MC : C→ L
(
(A⊗K)⊕ (A⊗K)), the element V ∈ L((A⊗K)⊕ (A⊗K)) is the matrix
V =
(
0 T ∗
T 0
)
and ∂ : K1
(C(A⊗K))→ K0(A⊗K) is the boundary map. Note that the grading on (A⊗K)⊕
(A⊗K) is given by γ =
(
0 1
1 0
)
, [3, Proposition 17.5.5℄.
Let A, B and D be graded C∗-algebras, with A and D separable and B σ-unital. The Kasparov
produt an be onstruted using the notion of onnetions. Let (ψ1, V1) ∈ E(D,A) with
ψ1 : D → L(E1) and let (ψ2, V2) ∈ E(A,B) with ψ2 : A → L(E2). We an form the graded
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interior tensor produt E = E1⊗ˆψ2E2 in the sense of [3, Chapter 14.4℄. For eah x ∈ E1 there
is a map Tx ∈ L(E2, E) suh that Tx(y) = x⊗ˆy for all y ∈ E2, [16, Proposition 4.6℄.
Denition 7.4. An odd operator F ∈ L(E) is alled a V2-onnetion for E1 if, for any homo-
geneous x ∈ E1, we have
TxV2 − (−1)∂xFTx ∈ K(E2, E)
where ∂x denotes the degree of x in E1.
Now we are ready to state the most important bakground result. It gives a onrete desription
of the produt under an assumption on ommutators. Later on the C∗-algebra D is going to
be the omplex numbers so the assumption will be trivially satised.
Theorem 7.5. [3, Proposition 18.10.1℄ Let x = (ψ1, V1) ∈ E(D,A) with V1 = V ∗1 and ‖V1‖ ≤ 1.
Let y = (ψ2, V2) ∈ E(A,B). Let F be a V2-onnetion for E1. Set E = E1⊗ˆψ2E2, ψ = ψ1⊗ˆ1 :
A→ L(E) and
V = V1⊗ˆ1 +
(
(1− V 21 )1/2⊗ˆ1
)
F
If [V1⊗ˆ1, ψ(a)] ∈ K(E) for all a ∈ A, then z = (ψ, V ) ∈ E(D,B) is operator homotopi to the
Kasparov produt of x and y, i.e. [x]⊗ˆA[y] = [z] in KK(D,B).
To form the produt in KK1 we need to be able to move the Cliord algebra from the seond
oordinate to the rst. This is aomplished by the following lemma.
Lemma 7.6. Let A and B be ungraded C∗-algebras. There is a group isomorphism
ϕ : KK1(A,B ⊗K) = KK(A, (B ⊗K)⊗ˆC1)→ KK(A⊗ˆC1, B ⊗K)
suh that
ϕ[ψ, p]1 =
[
σ,
(
0 2p− 1
2p− 1 0
)]
where the graded ∗-homomorphism σ : A⊗ˆC1 → L
(
(B ⊗K)⊕ (B ⊗K)) is given by
σ(a,−a) =
(
0 −iψ(a)
iψ(a) 0
)
and
σ(a, a) =
(
ψ(a) 0
0 ψ(a)
)
The grading on (B ⊗K)⊕ (B ⊗K) is given by the grading operator γ =
(
0 1
1 0
)
, [15℄.
7.1. Produt between K1 and KK
1
. The starting point is a translation of Theorem 7.5
suited to handle the odd ase.
Theorem 7.7. Let A, B and D be ungraded C∗-algebras, with A and D separable and B
σ-unital. Let [x] be a lass in KK1(D,A ⊗ K). By Theorem 7.2 we an assume that [x] is
represented by the Kasparov module
x = (ψ1⊗ˆ1, (2q − 1)⊗ˆε) ∈ E
(
D, (A⊗K)⊗ˆC1
)
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where ψ1⊗ˆ1 : D → L(E1), with E1 = (A⊗K)⊗ˆC1. By [3, Proposition 17.4.3℄ we may assume
that q = q∗ and that ‖q‖ ≤ 1.
Let [y] be a lass in KK
(
(A ⊗ K)⊗ˆC1, B
) ∼= KK1(A ⊗ K, B). See Lemma 7.6. Suppose that
[y] is represented by the module
y = (ψ2, V2) ∈ E
(
(A⊗K)⊗ˆC1, B
)
with ψ2 : (A⊗K)⊗ˆC1 → L(E2).
Set E = E1⊗ˆψ2E2 and ψ = (ψ1⊗ˆ1)⊗ˆ1. Let F ∈ L(E) be a V2-onnetion for E1. Dene
V = −( cos(πq)⊗ˆε)⊗ˆ1 + (( sin(πq)⊗ˆ1)⊗ˆ1)F ∈ L(E)
Suppose that [(
cos(πq)⊗ˆε)⊗ˆ1, ψ(d)] ∈ K(E)
for all d ∈ D. Then (ψ, V ) is a Kasparov D-B-module whih is operator homotopi to the
Kasparov produt of x and y. That is [ψ, V ] = [x]⊗ˆA⊗K[y].
Proof. Let d ∈ D. Remark that ψ1(d)(q2 − q) ∈ A⊗K, thus modulo A⊗K we have
ψ1(d) cos(πq) = ψ1(d)
∞∑
k=1
(−1)k (πq)
2k
(2k)!
+ ψ1(d)
∼ ψ1(d)
∞∑
k=1
(−1)k π
2k
(2k)!
q + ψ1(d)
= ψ1(d)
(
cos(π)q − q + 1)
= −ψ1(d)(2q − 1)
for all d ∈ D. It follows that x is a ompat pertubation of
(ψ1⊗ˆ1,− cos(πq)⊗ˆε
) ∈ E(D, (A⊗K)⊗ˆC1)
so they determine the same lass in KK
(
D, (A⊗K)⊗ˆC1
)
.
By assumption the last module fulls the onditions of Theorem 7.5 so the theorem is proved
if (
1− ( cos(πq)⊗ˆε)2)1/2 = sin(πq)⊗ˆ1
but this is lear sine we supposed that ‖q‖ ≤ 1 and q = q∗ so Sp(q) ⊆ [−1, 1], a fat whih
yields the positivity of sin(πq)⊗ˆ1. 
Theorem 7.8. Suppose that A and B are ungraded C∗-algebras, with A separable and B σ-
unital. Let [u] ∈ K1(A⊗K). The isomorphism from Lemma 7.3 sends [u] to a lass [MC, q]1 ∈
KK1(C, A ⊗ K) where q = q∗ and ‖q‖ ≤ 1. In partiular [u] = [exp(2πiq)] so without loss
of generality we an assume that u = exp(2πiq). Let y = [ψ, p]1 ∈ KK1(A ⊗ K, B ⊗ K) and
assume that ψ : A⊗K → L(B ⊗K) is non-degenerate. Then the produt [u]⊗ˆA⊗Ky is equal to
∂
[
π
(
pψ(u)p+ (1− p))] ∈ K0(B ⊗K)
where ψ is extended to (A⊗K)+ and ∂ : K1
(C(B ⊗K))→ K0(B ⊗K) is the boundary map.
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Proof. Applying the isomorphism
ϕ : KK1(A⊗K, B ⊗K)→ KK((A⊗K)⊗ˆC1, B ⊗K)
from Lemma 7.6 to y we get
ϕy = ϕ[ψ, p]1 = [σ, V2]
with V2 =
(
0 2p− 1
2p− 1 0
)
and σ : (A⊗K)⊗ˆC1 → L
(
(B ⊗K)⊕ (B ⊗K)) given by
σ(a,−a) =
(
0 −iψ(a)
iψ(a) 0
)
and σ(a, a) =
(
ψ(a) 0
0 ψ(a)
)
whih thus anonially represents y in KK
(
(A⊗K)⊗ˆC1, B ⊗K
)
.
Reall that [MC, q]1 ∈ KK1(C, A ⊗ K) is notation for the lass [x] ∈ KK
(
C, (A ⊗ K)⊗ˆC1
)
represented by the module
x =
(MC, (2q − 1)⊗ˆε) ∈ E(C, (A⊗K)⊗ˆC1)
We are now in position to form the produt z = [u]⊗ˆA⊗Ky = [x]⊗ˆA⊗Kϕy. Set E1 = (A⊗K)⊗ˆC1,
E2 = (B⊗K)⊕ (B⊗K) and E = E1⊗ˆσE2. Reall that the grading on (B⊗K)⊕ (B⊗K) = E2
is given by the grading operator γ =
(
0 1
1 0
)
. Sine ψ is assumed to be non-degenerate, σ is
also non-degenerate and there is an even unitary isomorphism
w : E1⊗ˆσE2 =
(
(A⊗K)⊗ˆC1
)⊗ˆσ((B ⊗K)⊕ (B ⊗K))
→ (B ⊗K)⊕ (B ⊗K) = E2
given by
w(x1⊗ˆσx2) = σ(x1)x2 x1 ∈ E1 , x2 ∈ E2
Let x ∈ E1 be homogeneous. Clearly wTx = σ(x) so
wTxV2 − (−1)∂xV2wTx =
[
σ(x), V2
] ∈ K(E2)
Thus w∗V2w ∈ E is a V2-onnetion for E1. By Theorem 7.7 we an represent the produt z
by the module (MC, V ) where
V = −( cos(πq)⊗ˆε)⊗ˆ1 + (( sin(πq)⊗ˆ1)⊗ˆ1)w∗V2w ∈ L(E)
But (MC, V ) ∼u (MC, wV w∗) so atually
z = [MC, wV w∗] ∈ KK(C, B ⊗K)
28 J. KAAD, R. NEST, A. RENNIE
where
wV w∗ = −σ( cos(πq)⊗ˆε)+ σ( sin(πq)⊗ˆ1)V2
= −
(
0 −iψ( cos(πq))
iψ
(
cos(πq)
)
0
)
+
(
ψ
(
sin(πq)
)
0
0 ψ
(
sin(πq)
))V2
=
(
0 iψ
(
cos(πq)
)
+ ψ
(
sin(πq)
)
(2p− 1)
−iψ( cos(πq))+ ψ( sin(πq))(2p− 1) 0
)
∈ L((B ⊗K)⊕ (B ⊗K))
Here σ : L((A⊗K)⊗ˆC1)→ L(B ⊗K) and ψ : L(A⊗K)→ L(B ⊗K) denotes the extensions
as in [16, Proposition 2.1℄.
Applying the isomorphism KK(C, B ⊗ K) ∼= K0(B ⊗ K) from Lemma 7.3 we get that the
produt is nothing but the element
∂
[
π
(− iψ( cos(πq))+ ψ( sin(πq))(2p− 1))] ∈ K0(B ⊗K)
Set v = i exp(iπq) = i cos(πq) − sin(πq). The element v is a unitary in L(A ⊗ K) and thus
homotopi to 1 so
∂
[
π
(− iψ( cos(πq))+ ψ( sin(πq))(2p− 1))] =
∂
[
π
(− iψ(v cos(πq))+ ψ(v sin(πq))(2p− 1))]
Furthermore, with the same argument as in the proof of Theorem 7.7, we have
π
(
cos(πq) cos(πq)
)
= π
(
(1− 2q)(1− 2q)) = π(1)
so cos2(πq) − 1 ∈ A ⊗ K. Moreover sin(πq) ≥ 0 sine q = q∗ and ‖q‖ ≤ 1, so sin(πq) = (1 −
cos2(πq)
)1/2 ∈ A⊗K. We thus have v cos(πq) ∈ (A⊗K)+. By assumption ψ(a)p−pψ(a) ∈ B⊗K
for all a ∈ (A⊗K)+ so
π
(
− iψ(v cos(πq))+ ψ(v sin(πq))(2p− 1))
= π
(
− ipψ(v cos(πq))p− i(1− p)ψ(v cos(πq))(1− p)
+ pψ
(
v sin(πq)
)
p− (1− p)ψ(v sin(πq))(1− p))
= π
(
pψ(−v2)p+ (1− p)ψ(v[−i cos(πq)− sin(πq)])(1− p))
= π
(
pψ(u)p+ (1− p))
That is
z = ∂
[
π
(− iψ( cos(πq))+ ψ( sin(πq))(2p− 1))] = ∂[π(pψ(u)p+ (1− p))]
as desired. 
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