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1. Introduction
Consider three point BVPs
x ′′ + f (t, x, y)= 0, (1.1)
x(0)= 0 = x(1)− x(t1), (1.2)
where f : [0,1] × Rn × Rn → Rn is a continuous function, t1 is a constant and t1 ∈ (0,1).
Recently many researchers have discussed this problem (see [1–5] for references). For
example, in 1992 C.P. Gupta assumed∣∣f (t, u, v)∣∣ a|u| + b|v| + α(t), (1.3)(
2
π
+ b
)[
2
π
+√t1(1 − t1)
]
< 1, (1.4)
and discussed the existence of solutions to (1.1), (1.2) with n = 1. In 1994 S.A. Marano
also discussed the scalar case of (1.1), (1.2) under (1.3) and
√
t1 + 1
π
a + b < 1. (1.5)
This paper is devoted to (1.1), (1.2) and the left part is as follows. In Section 2 by making
use of the coincidence degree method we discuss the solvability of (1.1), (1.2), and give the
definition of the bound function and Nagumo type of theorems. In addition, by constructing
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the two optimal results about the Picard BVPs for second order scalar differential equations
by Lees [9] and Mawhin [10], respectively. In Section 3 by making use of the Leray–
Schauder principle we discuss the nonresonant conditions between two resonant points
and give some related existence results. To my knowledge this kind of problems have not
been discussed yet for three point BVPs by now although for two point boundary value
problems such as Picard BVPs or periodic BVPs there exist many results.
2. Nagumo type of results
For a bounded subset G ⊂ [0,1] × Rn, we will say that f : [0,1] × Rn × Rn → Rn
satisfies a Nagumo’s condition with respect to G if∣∣f (t, x, y)∣∣ h(|y|) (2.1)
for (t, x) ∈ G¯, y ∈ Rn, where G¯ is the closure of G in [0,1]× Rn, |x| := (∑ni=1 x2i )1/2 for
any x = (x1, x1, . . . , xn) ∈ Rn and h : [0,+∞) → (0,+∞) is continuous, nondecreasing,
and
lim
s→+∞
s
h(s)
= +∞. (2.2)
Lemma 2.1 (cf. Lemma V.20 in [8]). Suppose that G ⊂ [0,1] × Rn is bounded and f
satisfies a Nagumo’s condition with respect to G. Then there exists a positive number M
dependent only on G and h such that |x ′(t)|M for t ∈ [0,1] if x(t) is a solution of (1.1)
with (t, x(t)) ∈ G¯ for t ∈ [0,1].
Our main result is the following
Theorem 2.1. Assume that there exists a twice differentiable function φ : [0,1] → (0,+∞)
satisfying
(1) φ(t1) = φ(1).
(2) For any (t, x, y) ∈ [0,1] × Rn × Rn with |x| = φ(t), x · y = φ(t)φ′(t), one has
−x · f (t, x, y)−φ(t)φ′′(t) + |y|2 − [φ′(t)]2,
where x · y :=∑ni=1 xiyi for any x, y ∈ Rn.
(3) f satisfies a Nagumo condition with respect to {(t, x): t ∈ [0,1], |x| φ(t)}.
Then (1.1), (1.2) has at least one solution.
In order to complete the proof we will make use of the coincidence degree theory as
in [10].
Lemma 2.2. Let X,Z be Banach spaces and let L : domL ⊂ X → Z be a linear Fredholm
mapping of index zero and KerL = {0}, Ω ⊂ X be an open bounded subset with 0 ∈ Ω ,
A,N :X → Z be continuous such that
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(ii) For every (x,λ) ∈ (domL ∩ Ω¯)× (0,1) satisfying
Lx = (1 − λ)Ax − λNx, (2.3)
we have x ∈ Ω .
Then the equation
Lx = Nx
has at least one solution in domL ∩ Ω¯ .
Proof of Theorem 2.1. Denote
X = {x : [0,1] → Rn | x ′(t) is continuous for t ∈ [0,1] and (1.2) is satisfied}
with the norm
‖x‖ = max
{
max
t∈[0,1]
∣∣x ′(t)∣∣, max
x∈[0,1]
∣∣x(t)∣∣}.
Then X is a Banach space. Let L : domL ⊂ X → C([0,1],Rn) by x 	→ x ′′, and
A,N :X → C([0,1],Rn) be defined by (Ax)(t) = cx(t), (Nx)(t) = f (t, x(t), x ′(t)), re-
spectively, where c > 0 and
φ′′(t)φ(t) + [φ′(t)]2 − cφ2(t) < 0 (2.4)
for t ∈ [0,1]. If x ∈ Ker(L−A), we have
x ′′ = cx, t ∈ (0,1),
x(0)= 0 = x(1)− x(t1).
Because c > 0, simple calculations give x ≡ 0. So Ker(L − A) = {0}. In order to finish
the proof we only need to show that (ii) of Lemma 2.2 is valid. Denote G = {(t, x) ∈
[0,1] × Rn | |x| φ(t)}. For (t, x) ∈ G, from (2.1) and assumption (3) we have∣∣fλ(t, x, y)∣∣= ∣∣(1 − λ)cx + λf (t, x, y)∣∣ c1 + h(|y|),
where c1 = cmaxt∈[0,1]φ(t). From (2.2), we have s2/(c1 + h(s)) → +∞ as s → +∞. So
fλ satisfies a Nagumo’s condition with respect to G. By Lemma 2.2, there exists M > 0 not
dependent on λ such that |x ′(t)|M , t ∈ [0,1], for every possible solution x(t) of (2.3).
Denote Ω = {x ∈ X: |x(t)| < φ(t), |x ′(t)| < M + 1, t ∈ [0,1]} and assume that xλ is a
solution of (2.3) and xλ ∈ Ω¯ . In the following we will show that xλ ∈ Ω and complete the
proof.
By the choice of M we only need to show that |xλ(t)| < φ(t) for t ∈ [0,1]. Let
V (t) = 1
2
∣∣xλ(t)∣∣2 − 12φ2(t).
Obviously we have that V (0) < 0, V (t) 0 for t ∈ (0,1]. If V (t0) = 0 for some t0 ∈ (0,1),
we have that V ′(t0) = 0 and V ′′(t0) 0. But V (t0) = 0 and V ′(t0) = 0 lead to |xλ(t0)| =
φ(t0) and xλ(t0) · x ′ (t0) = φ(t0)φ′(t0). Direct calculations giveλ
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∣∣x ′λ(t0)∣∣2 − φ′′(t0)φ(t0)− [φ′(t0)]2
= (1 − λ)cxλ(t0) · xλ(t0)+ λf
(
t0, x(t0), x
′(t0)
) · xλ(t0)
+ ∣∣x ′λ(t0)∣∣2 − φ′′(t0)φ(t0)− φ′(t0)2
 (1 − λ)(cφ2(t0)− (φ′(t0))2 − φ′′(t0)φ(t0))
+ λ(f (t0, xλ(t0), x ′λ(t0)) · xλ(t0) + ∣∣x ′(t0)∣∣2 − (φ′(t0))2 − φ′′(t0)φ(t0))
> 0.
Here the first inequality uses the fact |xλ(t0)| = φ(t0) and |xλ(t0)|  0. The second in-
equality uses (2.4) and assumption (2). So we get a contradiction 0 < V ′′(t0)  0. This
contradiction shows that |x(t)| < φ(t) for t ∈ [0,1). By the boundary condition (1.2) we
have |xλ(1)| = |xλ(t1)| < φ(t1) = φ(1). Therefore, |xλ(t)| < φ(t) for t ∈ [0,1], and hence
xλ ∈ Ω . The proof is complete. 
Remark. As t1 → 0+, Theorem 2.1 reduces to [6, Theorem 2].
Theorem 2.2. Assume that
(1) −x · f (t, x, y)A|x|2 +B|x · y| + c|x| for t ∈ [0,1], |x|M > 0 and
Γ (A,B) >
1 + t1
2
, (2.5)
where
Γ (A,B) =


2σ−1/2 tanh−1(
√
σ/B), σ = B2 − 4A> 0,
2(−σ)−1/2 tan−1(√−σ/B), σ < 0,
2/B, σ = 0.
(2.6)
(2) For every R > 0, f satisfies a Nagumo’s condition with respect to {(t, x) | t ∈ [0,1],
|x|<R}.
Then (1.1), (1.2) has at least one solution.
Proof. Let φ1(t) and φ2(t) be the unique solutions of the following problems:
x ′′ = −(A|x| +B|x ′| +C), t ∈ (0, t0), (2.7)
x(t0) = M1, x ′(t0) = 0, (2.8)
and
x ′′ = −(A|x| +B|x ′| +C), t ∈ (t0,1),
x(t0) = M1, x ′(t0) = 0,
respectively, where t0 = (1 + t1)/2, M1 > 0. It is easily seen φ2(t) = φ1(1 + t1 − t) for
t ∈ (t0,1). Let φ(t) = φ1(t) for t ∈ [0, t0] and φ(t) = φ2(t) for t ∈ [t0,1]. We claim that
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case σ = B2 − 4A> 0. Let
x¯(t) =
(
M1 + C
A
)
e−(B/2)(t−t0)
(
cosh
√
σ
2
(t − t0)+ B√
σ
sinh
√
σ
2
(t − t0)
)
for t ∈ [0, t0]. Then x¯(t) satisfies
x ′′ = −(Ax +Bx ′ +C), t ∈ (0, t0), (2.9)
x(t0) = M1, x ′(t0) = 0. (2.10)
From (2.5), (2.6),
cosh
(√
σ
2
t0
)
− B√
σ
sinh
(√
σ
2
t0
)
> 0.
So x(t) > M for t ∈ [0, t0] when M1 is large enough. We also have
x¯ ′(t) = −
(
M1 + C
A
)
4A
2
√
σ
e−(B/2)(t−t0) sinh
√
σ
2
(t − t0) 0
for t ∈ [0, t0]. From the fact that x¯(t) satisfies (2.9), (2.10), we know that it is also a solution
of (2.7), (2.8). Therefore x¯(t) = φ1(t) for t ∈ [0, t0].
In order to finish the proof by Theorem 2.1 we only need to show that condition (2)
of Theorem 2.1 is satisfied. In fact, when |x| = φ(t), x · y = φ(t)φ′(t), we have from
assumption (1) that
−x · f (t, x, y)A|x|2 +B|x||y| +C|x| = φ(t)(A∣∣φ(t)∣∣+B∣∣φ′(t)∣∣+C)
= −φ(t)φ′′(t)−φ(t)φ′′(t)+ |y| − φ′(t)2.
The proof is complete. 
Remark. As t1 → 0+, n = 1, condition (1) of Theorem 2.2 reduces to the one in [8, Theo-
rem V.15].
From Theorem 2.2 letting B → 0+ about problem
x ′′ = f (t, x), x(0)= 0, x(t1)− x(1)= 0, (2.11)
we have
Theorem 2.3. Assume that f : [0,1] × Rn → Rn is continuous and
−x · f (t, x)A|x|2 +C|x| for t ∈ [0,1], x ∈ Rn with |x|M > 0. (2.12)
Then (2.11) has at least one solution provided that
√
A<
π
1 + t1 . (2.13)
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x ′′ +
(
π
1 + t1
)2
x = 1, x(0) = 0, x(t1) − x(1) = 0
has no solutions. This shows that condition (2.13) and hence conditions (2.5) and (2.6) are
sharp in some sense.
(2) As t1 → 0+ we have the sharp condition A< π2 to the solvability of problem
x ′′ = f (t, x), x(0)= 0 = x(1)
from (2.13). This condition cannot be obtained from (1.4) in [1]. Hence, condition (2.13)
can be seen as a generalization of the optimal condition by Lees in [9].
3. Nonresonant conditions and existence of solutions
Consider the problem
x ′′ + f (t, x)= 0, x(0)= 0 = x(1)− x(t1), (3.1)
where f : (0,1)× R → R is a Caratheodory function (see [10] for reference).
Theorem 3.1. Assume that
(1) There exists a constant r > 0 such that
a(t) f (t, x)/x  b(t) for a.e. t ∈ (0,1), with |x| r > 0.
(2) For every q ∈ L1(0,1) with a  q  b the problem
x ′′ + q(t)x = 0, x(0) = 0 = x(1)− x(t1) (3.2)
has no nontrivial solutions.
Then (3.1) has at least one solution.
Proof. We will make use of the Leray–Schauder principle. Let X = {x : [0,1] → R | x(t)
is continuously differentiable and satisfies (1.2)} with the usual norm ‖ · ‖. It is eas-
ily seen that X is a Banach space. Let L : domL ⊂ X → L1(0,1), x 	→ x ′′(t) and
N :X → L1(0,1), x 	→ f (t, x(t)). Then L is invertible and L−1N :X → X is compact.
By the Leray–Schauder principle we need only to show that the solutions of the following
auxiliary problems are a priori bounded with respect to the norm ‖ · ‖:
x ′′ + λf (t, x)+ (1 − λ)cx = 0, x(0)= 0 = x(1)− x(t1),
where λ ∈ (0,1) and c = (a + b)/2. By contrary suppose that {xn} ⊂ X with ‖x‖ → +∞,
λn ∈ (0,1) such that
x ′′n + λf
(
t, xn(t)
)+ (1 − λn)c(t)xn(t) = 0, (3.3)
xn(0) = 0 = xn(1)− xn(t1). (3.4)
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subsequence if necessary. Denote
qn(t) =
{
λnf (t, xn(t))/xn(t) as |xn(t)| r,
λnc(t) as |xn(t)| < r,
hn(t) = λn
(
f
(
t, xn(t)
)− qn(t)),
ξn(t) = λnqn(t)+ (1 − λn)c(t).
By assumption (1) we have a  ξn  b and there exists ξ0 ∈ L2(0,1) such that ξn ⇀ ξ0 in
L2(0,1) by going to subsequence if necessary, and there exists h¯ ∈ L1(0,1) such that∣∣hj (t)∣∣ h¯(t) for a.e. t ∈ (0,1), j = 1,2, . . . .
And (3.3), (3.4) is equivalent to
y ′′n + ξn(t)yn + ‖xn‖−1hn(t) = 0, yn(0) = 0 = yn(1)− yn(t1).
Therefore, there exists y0 ∈ W 2,1(0,1) satisfying
y ′′0 + ξ0(t)y0 = 0, y0(0) = 0 = y0(1)− y0(t1).
This is a contradiction to assumption (2) since a  ξ0  b, and the proof is complete. 
Proposition 3.1. Assume that
λ0 < q < λ, (3.5)
where
λ0 =
(
π
1 + t1
)2
, λ = min
{
4π2,
(
3π
1 + t1
)2
,
(
2π
1 − t1
)2}
. (3.6)
Then (3.2) has only the trivial solution.
Proof. By contrary, suppose that for a fixed q satisfying (3.5), (3.2) has a nontrivial so-
lution x = x(t, q). Since q < 4π2, x(t, q) has at most one zero on (0,1]. We have two
cases:
Case 1. x(t, q) > 0 for t ∈ (0,1].
Case 2. There exists t0 ∈ (0,1] such that it is the unique zero of x(t, q) on (0,1].
Let Case 1 be true. x(t, q) has a maximum value at a point t¯ on (t1,1). We suppose
x(t¯, q) = 1 without loss of generality. We claim that
sinλ0t1  x(t1, q). (3.7)
In fact, because x = sinλ0t is a solution of problem
x ′′ + λ20x = 0, x(0) = 0, x(t1)− x(1)= 0,
by Sturm comparison theorem, the maximum point t0 of sinλ0t on (0,1) is bigger than
or equal to t¯ . If t0 = t¯ , then λ0 = q(t) for a.e. t ∈ (0, t0), and sinλ0t1 = x(t1, q). If t0 > t¯ ,
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Denote x1(t) = sinλ0t and x2(t) = x(t, q). By x1(0) = 0 = x2(0) and x1(t¯ ) < x2(t¯ ), there
exists [t2, t3] ⊂ [0, t¯ ] such that
x1(t2) = x2(t2), x1(t3) = x2(t3) (3.8)
and
x1(t) > x2(t) for t ∈ (t2, t3). (3.9)
Because(
x ′1(t)x2(t)− x1(t)x ′2(t)
)′ = x ′′1 (t)x2(t)− x1(t)x ′′2 (t) = (q(t)− λ0)x1(t)x2(t) 0
for a.e. t ∈ (t2, t3), and from (3.8), (3.9) we have
x ′1(t2)x1(t2)− x1(t2)x ′2(t2) 0,
it follows that
x ′1(t)x2(t) − x1(t)x ′2(t) 0 for t ∈ [t2, t3].
And hence,
d
dt
(
x1(t)
x2(t)
)
= x
′
1(t)x2(t) − x1(t)x ′2(t)
x2(t)2
 0 for t ∈ [t2, t3].
In particular, we have
x1(t3)
x2(t3)
 x1(t)
x2(t)
for t ∈ (t2, t3).
This contradicts (3.8), (3.9). We have proven (3.7). In a similar way, we have sinλ >
x(1, q). This is a contradicts to (3.7) since sinλ0t1 = sinλ0 and x(t1, q) = x(1, q). There-
fore Case 1 cannot happen.
Let Case 2 be true. We assume that x(t, q) > 0 on (t0,1]. Then 3π1+t1 t1  λt0  π and
t1 > 1/2. Hence 3π1+t1 < 2π . We also assume the maximum value of x(t, q) on [t0,1] is 1.
Then we have that x = sin 3π1+t1 t is a solution of the problem
x ′′ +
(
3π
1 + t1
)2
x = 0, x(0) = 0 = x(t1)− x(1).
Since q < 3π1+t1 , the zero t =
1+t1
3 of x = sin 3π1+t1 t satisfies
1+t1
3  t0. As in Case 1 we have
sin
3π
1 + t1 t1  x(t1, q) and sin
3π
1 + t1 < x(1, q).
This is a contradiction, and the proof is complete. 
Remarks. (1) As t1 → 0+, we have λ0 → π2, λ → 4π2, and Proposition 3.1 reduces to the
famous solvable condition for Picard BVPs derived by Lazer and Leach [7] when n = 1.
(2) For λ ∈ R, the problem
x ′′ + λx = 0, x(0)= 0 = x(1)− x(t1)
Y. Dong / J. Math. Anal. Appl. 296 (2004) 131–139 139has a nontrivial solution if and only if λ = 2kπ1−t1 or 2kπ−π1+t1 , k = 1,2,3, . . . . Denote these
numbers by λ1 < λ2 < · · · < λk < · · · , we suspect that (3.2), (1.2) has only the trivial
solution if λi < q < λi+1. If this is the case, then assumption (2) in Theorem 3.1 is valid if
λi < a  b < λi+1 for some i ∈ N.
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