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Abstract
A family of eighth-order iterative methods for solution of nonlinear equations is presented. We propose an opti-
mal three-step method with eight-order convergence for ﬁnding the simple roots of nonlinear equations by Hermite
interpolation method. Per iteration of this method requires two evaluations of the function and two evaluations of its
ﬁrst derivative, which implies that the efﬁciency index of the developed methods is 1:682. Some numerical examples
illustrate that the algorithms are more efﬁcient and performs better than the other methods.
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1 Introduction
In this paper, we develop an iterative method to ﬁnd a simple root a of the nonlinear equation f(a) = 0, where
f : D ⊂ R −→ R is a scalar function on an open interval D. It is well known that Newton’s method is one of the best
iterative methods for solving a single nonlinear equation by using
xn+1 = xn−
f(xn)
f
′(xn)
; (1.1)
which converges quadratically in some neighborhood of a. Ostrowski’s method[20], given by



yn = xn−
f(xn)
f
′(xn);
xn+1 = yn−
f(xn)
f(xn)−2f(yn)
f(yn)
f
′(xn);
(1.2)
is an improvement of Newton’s method. The order increases by at least two at the expense of additional function
evaluation at another point iterated by the Newton’s method. To improve the local order of convergence and efﬁciency
index, many more modiﬁed methods have been proposed in open literatures, see [2−21] and references therein.
Chun and Ham developed a family of variants of Ostrowski’s method with sixth-order methods by weight function
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methods in [7] (see (12)−(17) therein), which is written as:

  
  
yn = xn−
f(xn)
f
′(xn);
zn = yn−
f(xn)
f(xn)−2f(yn)
f(yn)
f
′(xn);
xn+1 = zn−H(mn)
f(zn)
f
′(xn);
(1.3)
where mn =
f(yn)
f(xn) and H(t) represents a real-valued function with H(0) = 1, H
′
(0) = 2 and |H
′′
(0)| < ¥.
Kouetal. presentedafamilyofvariantsofOstrowski’smethod[18](see(23)therein)withseventh-orderconvergence,
which is given by: 
    
    
yn = xn−
f(xn)
f
′(xn);
zn = yn−
f(xn)
f(xn)−2f(yn)
f(yn)
f
′(xn);
xn+1 = zn−
f(zn)
f
′(xn)
[(
f(xn)−f(yn)
f(xn)−2f(yn)
)2
+
f(zn)
f(yn)−a f(zn)
]
;
(1.4)
where a is constant.
Bi et al. presented a family of eighth-order convergence methods[1] (see (5) therein), which is given by:

  
  
yn = xn−
f(xn)
f
′(xn);
zn = yn−
2f(xn)−f(yn)
2f(xn)−5f(yn)
f(yn)
f
′(xn);
xn+1 = zn−H(mn)
f(zn)
f[zn;yn]+f[zn;xn;xn](zn−yn);
(1.5)
where mn =
f(yn)
f(xn) and H(t) represents a real-valued function with H(0) = 1, H
′
(0) = 2 and |H
′′
(0)| < ¥.
Recently Bi et al. presented a new family of eighth-order iterative methods [2] (see (24) therein), which is given by:

  
  
yn = xn−
f(xn)
f
′(xn);
zn = yn−h(mn)
f(yn)
f
′(xn);
xn+1 = zn−
f(xn)+(g+2)f(zn)
f(xn)+g f(zn)
f(zn)
f[zn;yn]+f[zn;xn;xn](zn−yn);
(1.6)
where g ∈ Â is constant, mn =
f(yn)
f(xn) and H(t) represents a real-valued function with H(0) = 1, H
′
(0) = 2, H
′′
(0) = 10
and |H
′′′
(0)| < ¥. Recently, there are several eighth-order methods proposed in [7−9]. Now after furnishing the out-
lines of the present work and a short study on the available high order developments of the classical Newtons method,
we will provide our contribution in the next section. In section 2, we give a general class of efﬁcient three-step eighth-
order methods including two evaluations of the function and two of its ﬁrst derivative per cycle. In section 3, we give
some concrete iterative forms. In section 4, the numerical comparisons are made to manifest the accuracy of the new
methods from our class. Finally, the conclusion of the paper will be drawn in section 5.
2 Development of method and convergence analysis
To develop the new method, let us consider the iteration scheme in the form

 
 
yn = xn− m
m+1
f(xn)
f
′(xn);
zn = yn−
[
n+
f
′
(xn)2
kf
′(yn)2+l f
′(xn)2
]
f(xn)
f
′(yn);
(2.7)
where ”m;n;l;k” are the disposable parameters. For the iterative method deﬁned by (7), we have the following con-
vergence result.
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Theorem 2.1. Let x∗ ∈ D be a simple zero of a sufﬁciently differentiable function f : D → R for an open interval D.
If x0 is sufﬁciently close to x∗, and m;n;l;k satisfy the condition: { m = 2, n = 1
28, k = 294
125, l = 126
125} then the method
deﬁned by (2:7) is of fourth-order.
Proof 2.1. Let x∗ be a simple zero of f. Consider the iteration function F deﬁned by

 
 
y(x) = x− m
m+1
f(x)
f
′(x);
F(x) = y(x)−
[
n+
f
′
(x)2
kf
′(y(x))2+l f
′(x)2
]
f(x)
f
′(y(x));
(2.8)
In view of an elementary, tedious evaluation of derivatives of F, we employ the symbolic computation of the Maple
package to compute the Taylor expansion of F(xn) around x = x∗. We ﬁnd after simplifying that

 
 
xn+1 = F(xn) = a −
g1
(m+1)(k+l)en−
c2g2
(k+l)2(m+1)e2
n
+
g3c3+g4c2
2
(k+l)3(m+1)2e3
n+O(e4
n);
(2.9)
where

                  
                  
g1 = (m+1)(k+l)n−l−k+m+1
g2 = −l2m−2lkm−k2m+nl2m−nl2+2nlkm−2nlk
+nk2m−nk2+lm−l+5km−k
g3 = −(k+l)(−2k2m−2k2m2+2nk2m+nk2m2−2nk2
+14km−4lkm2−4lkm+2nlkm2+4nlkm−4nlk+7km2
−2k+2nl2m−2nl2+lm2+2lm+nl2m2−2l−2l2m2−2l2m)
g4 = ((−2+2n)k3+(−2+(6n−6)l)k2+((6n−6)l2+16l)k
+(−2+2n)l3+2l2)m2+(4((−1=2+n)k2+(5+(−1+2n)l)k
+(−1=2+n)l2+l))(k+l)m−2(k+l)2(nl+nk+1)
(2.10)
Solving system of the equations {g1 = 0;g2 = 0;g3 = 0;g4 = 0} we ﬁnd that
{ m = 2, n = 1
28, k = 294
125, l = 126
125} thereby we obtain the new fourth-order
iterative method 
 
 
yn = xn− 2
3
f(xn)
f
′(xn);
zn = yn−
[
1
28 +
f
′
(xn)2
294
125 f
′(yn)2+126
125 f
′(xn)2
]
f(xn)
f
′(yn);
(2.11)
and satisﬁes the following error equation :
en+1 = (
1
9
c4−c2c3+
721
405
c3
2)e4
n+O(e5
n): (2.12)
Now we construct a three-step iterative method

    
    
yn = xn− 2
3
f(xn)
f
′(xn);
zn = yn−
[
1
28 +
f
′
(xn)2
294
125 f
′(yn)2+126
125 f
′(xn)2
]
f(xn)
f
′(yn);
xn+1 = zn−H(mn)
f(zn)
f
′(zn);mn = 1
zn−f
′(zn);
(2.13)
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where H(mn) represents a real-valued function.
We construct an optimal efﬁciency index with an eight-order convergence for ﬁnding the simple roots of nonlinear
equations by Hermite interpolation method. We can express f
′
(zn) as follows: by using the Hermite interpolation on
three points ”(xn; f(xn)),
(
yn; f
′
(yn)
)
and
(
zn; f(zn); f
′
(zn)
)
” we can approximate f
′
(zn) if we solve the equations
(2:14). 
  
  
0+a1+2a2zn = a3f
′
(zn)
a0+a1zn+a2z2
n = a3 f(zn)
0+a1+2a2yn = a3 f
′
(yn)
a0+a1xn+a2x2
n = a3 f(xn)
(2.14)
for the coefﬁcients ai, 0 6 i 0 3 and a3 = 1.
The system (2:14) has a unique solution if and only if the Determinant(Mz) = 0,[10]
Mz =

 

0 1 2zn −f
′
(zn)
1 zn z2
n −f(zn)
0 1 2yn −f(yn)
1 xn x2
n −f(xn)

 

by expanding Determinant(Mz) about fourth column we obtain
(A)f
′
(zn)−(B)f(zn)+(C)f(yn)−(D)f(xn) = 0; (2.15)
As, we have
f
′
(zn) =
(B)
(A)
f(zn)−
(C)
(A)
f(yn)+
(D)
(A)
f(xn); (2.16)
where 
  
  
A = (xn−zn)(xn−2yn+zn);
B = 2(yn−zn);
C = −(xn−zn)2;
D = (−2)(yn−zn);
(2.17)
Substituting ”A;B;C;D” of (2:17) in (2:16) and simplifying ”
(B)
(A);
(C)
(A);
(D)
(A)” we have f
′
(zn) ≈ Yf(xn;yn;zn):

 
 
Yf(xn;yn;zn) =
2(yn−zn)f(zn)
(xn−zn)(xn−2yn+zn) +
(xn−zn)f
′
(yn)
(xn−2yn+zn) −
2(yn−zn)f(xn)
(xn−zn(xn−2yn+zn):
(2.18)
By simplifying, we have
Yf(xn;yn;zn) =
(zn−xn)
xn−2yn+zn
[
2
(zn−yn)
(zn−xn)
f[zn;xn]− f
′
(yn)
]
; (2.19)
where f[zn;xn] =
f(zn)−f(xn)
zn−xn .
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By replacing f
′
(zn) with approximation in (2:13), we construct a three-step iterative method

   
   
yn = xn− 2
3
f(xn)
f
′(xn);
zn = yn−
[
1
28 +
f
′
(xn)2
294
125 f
′(yn)2+126
125 f
′(xn)2
]
f(xn)
f
′(yn);
xn+1 = zn−H(mn)
f(zn)
Yf(xn;yn;zn);mn = 1
zn−Yf(xn;yn;zn);
(2.20)
where H(t) represents a real-valued function. We prove the following convergence theorem for the method (2:20).
Theorem 2.2. Assume that functions H, f are sufﬁciently differentiable and f has a simple zero x∗ ∈ D. If the
initial point x0 is sufﬁciently close to x∗, then the method deﬁned by (2:20) converges to x∗ with eighth-order under
the conditions ”H(−1) = 1;H
′
(−1) = 1 and |H
′′
(−1)| < ¥”
Proof 2.2:. Let en = xn−x∗ and ck =
f(k)(x∗)
k!f
′(x∗) for k = 2;3;::: By expanding f(xn) and f
′
(xn) about x∗, we have
f(xn) = f
′
(x∗)(en+
8
å
i=2
ciei
n+O(e9
n)); (2.21)
and
f
′
(xn) = f
′
(x∗)(1+
8
å
i=2
iciei−1
n +O(e8
n)); (2.22)
by expanding yn about xn , we obtain
yn = x∗+
1
3
en+
2
3
c2e2
n+(
4
3
c3−
4
3
c2
2)e3
n+(2c4−
14
3
c2c3+
8
3
c3
2)e4
n+···+O(e9
n); (2.23)
furthermore, by expanding f
′
(yn) about xn, we have
f
′
(yn) = f
′
(x∗)(1+
2
3
c2en+(
4
3
c2
2+
1
3
c3)e2
n+(4c2c3−
8
3
c3
2+
4
27
c4)e3
n+···+O(e9
n)): (2.24)
Moreover, we ﬁnd 
    
    
zn = x∗−(1
9c4−c2c3+ 721
405c3
2)e4
n+···+(−837619
2025 c4c3c2
2
+634141
10935 c2c2
4+ 94829
1215 c4c2
3+ 2542622
10935 c4c4
2− 349043
2025 c2c3
3
+3303016
6075 c2
3c3
2− 177022042
455625 c3c5
2+ 152662544
2278125 c7
2)e8
n+O(e9
n):
(2.25)
We similarly ﬁnd the expansion of f(zn).

    
    
f(zn) = f
′
(x∗)(1
9c4−c2c3+ 721
405c3
2)e4
n+···− 838069
2025 c4c3c2
2
+634276
10935 c2c2
4+ 94829
1215 c4c2
3+ 2546948
10935 c4c4
2− 349043
2025 c2c3
3
+3309091
6075 c2
3c3
2− 178644292
455625 c3c5
2+ 1438943021
20503125 c7
2)e8
n+O(e9
n)):
(2.26)
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By expanding Yf(xn;yn;zn) ≈ f
′
(zn) about xn, we have

    
    
Yf(xn;yn;zn) = f
′
(x∗)(1−c3e2
n+(−14
9 c4−4c2c3)e3
n+···
−76348
1215 c4c3c2
2− 896
9 c2c2
4− 1660
9 c4c2
3− 1146496
6075 c4c4
2
−56432
405 c2c3
3− 967124
2025 c2
3c3
2+ 10914268
30375 c3c5
2− 127309496
1366875 c7
2)e7
n+O(e8
n)):
(2.27)
By substituting (2:25), (2:26) and (2:27) into the third formula of (2:20),
using Taylor’s expansion, and simplifying, we have Thus, we have

                             
                             
xn+1 = −( 1
405(45c4−405c2c3+721c3
2))(−1+H(−1))e4
n+( 2
2025(2250c2c4
+2025c2
3−12840c3c2
2+8402c4
2))(−1+H(−1))e5
n+(−702758
30375 H(−1)c5
2
+65
9 H(−1)c4c3− 23066
1215 H(−1)c4c2
2− 3559
135 H(−1)c2c2
3+ 13033
225 H(−1)c3c3
2
+1
9H
′
(−1)c3c4−H
′
(−1)c2
3c2+ 721
405H
′
(−1)c3c3
2− 22
3 c4c3+ 23066
1215 c4c2
2+ 3694
135 c2c2
3
−120902
2025 c3c3
2+ 702758
30375 c5
2)e6
n+(97124
1215 c4c2c3− 524
81 c2
4− 1469896
18225 c4c3
2− 104672
675 c2
3c2
2
+218816
1215 c3c4
2+ 7388
405 c3
3− 63654748
1366875 c6
2+ 63654748
1366875 H(−1)c6
2+ 170
27 H(−1)c2
4
−6578
405 H(−1)c3
3− 10
3 H
′
(−1)c3c2c4+ 157714
2025 H(−1)c4c3
2+ 98812
675 H(−1)c2
3c2
2
−1086928
6075 H(−1)c3c4
2+ 1172
135 H
′
(−1)c2
3c2
2− 2384
2025H
′
(−1)c3c4
2+ 10094
3645 H
′
(−1)c4c3
2
−93074
1215 H(−1)c4c2c3−2H
′
(−1)c3
3+ 14
81(H
′
(−1)c2
4)e7
n+O(e8
n):
(2.28)
By substituting H(−1) = 1 in (2:28), and simplifying, we have

    
    
xn+1 = ( 1
405(45c4−405c2c3+721c3
2))c3(H
′
(−1)−1)e6
n
−( 2
18225(−79110c2
3c2
2+10728c3c4
2+30375c4c2c3−1575c2
4
−25235c4c3
2+18225c3
3))(H
′
(−1)−1)e7
n+O(e8
n):
(2.29)
By substituting H
′
(−1) = 1 in (2:29), and simplifying, we have
xn+1−x∗ = O(e8
n); (2.30)
and satisﬁes the following error equation :

    
    
en+1 = (− 1
81c2c2
4− 1442
3645c4c4
2+ 1
9c4c2
3+ 316
405c3
2c2
3+ 1442
405 c5
2c3−c2c3
3
− 1
18H
′′
(−1)c2
3c4+ 1
2H
′′
(−1)c3
3c2− 721
810H
′′
(−1)c2
3c3
2− 519841
164025c7
2+ 1
81c2
4
+1442
3645c4c3
2+c2
3c2
2− 1442
405 c3c4
2+ 519841
164025c6
2+ 2
9c4c3c2
2− 2
9c4c2c3)e8
n+O(e9
n);
(2.31)
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which shows that the order of convergence of our new proposed method deﬁned in (2:20) is eight. This completes the
proof.
3 The concrete iterative methods
In what follows, we give some concrete iterative forms of (2:20).
Method 3.1. For the function G deﬁned by
Gi(t) =
t2i−1+2i
2i−1
; (3.32)
where i ∈ Z, it can easily be seen that the function Gi(t) of (3:32) satisﬁes conditions of Theorem 2.2. Hence we get
a new one-parameter eighth-order family of methods

        
        
yn = xn− 2
3
f(xn)
f
′(xn);
zn = yn−
[
1
28 +
f
′
(xn)2
294
125 f
′(yn)2+126
125 f
′(xn)2
]
f(xn)
f
′(yn);
xn+1 = zn−



(
1
zn−Yf (xn;yn;zn)
)2i−1
+2i
2i−1



f(zn)
Yf(xn;yn;zn);i ∈ Z:
(3.33)
Method 3.2. For the function H deﬁned by
H(t) = sin(t +1)+1; (3.34)
it can easily be seen that the function H(t) of (3:34) satisﬁes conditions of Theorem 2.2. We get another new eighth-
order methods 
    
    
yn = xn− 2
3
f(xn)
f
′(xn);
zn = yn−
[
1
28 +
f
′
(xn)2
294
125 f
′(yn)2+126
125 f
′(xn)2
]
f(xn)
f
′(yn);
xn+1 = zn−
[
sin
(
1
zn−Yf(xn;yn;zn) +1
)
+1
]
f(zn)
Yf(xn;yn;zn):
(3.35)
Method 3.3. For the function K deﬁned by
K(t) = et+1; (3.36)
it can easily be seen that the function K(t) of (3:36) satisﬁes conditions of Theorem 2.2. We get another new eighth-
order methods 
      
      
yn = xn− 2
3
f(xn)
f
′(xn);
zn = yn−
[
1
28 +
f
′
(xn)2
294
125 f
′(yn)2+126
125 f
′(xn)2
]
f(xn)
f
′(yn);
xn+1 = zn−
[
e
(
1
zn−Yf (xn;yn;zn)+1
)]
f(zn)
Yf(xn;yn;zn):
(3.37)
Remark 3.1. The order of convergence of the iterative methods (3:33), (3:35) and (3:37) is 8. Per iteration the
presented methods requires two evaluations of the function, namely, f(xn) and f(zn) and two evaluations of ﬁrst
derivatives f
′
(xn) and f
′
(yn). We take into account the deﬁnition of efﬁciency index [11] as p1=w, where p is the order
of the method and w is the number of function evaluations per iteration required by the method. If we suppose that
all the evaluations have the same cost, we have that the efﬁciency index of the new methods is
4 √
8 ≈ 1:682, which
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is better than
√
2 ≈ 1:414 of newton’s method,
3 √
4 ≈ 1:587 of King’s method,
4 √
6 ≈ 1:565, of some methods with
sixth-order convergence [7], and
4 √
7≈1:627 of some variants of Ostrowski’s method with seventh-order convergence
[18].
4 Numerical examples
The accuracy of our contribution is tested on numerous numerical problems. Our aim is fulﬁlled in this section by
comparison of the novel methods (3:33), (3:35) and (3:37) with the other well-known optimal eighth-order methods.
Bi et al, developed a scheme of optimal order of convergence eight[2], estimating the ﬁrst derivative of the function
in the second and third steps and constructing a weight function as well in the following form BM:

          
          
yn = xn − f(xn)
f′ (xn)
;
zn = yn −
(
f(xn)
f(xn)−3f(yn)
) 2
3 f(yn)
f′ (xn)
;
xn+1 = zn − f(xn)−(2+g)f(zn)
f(xn)+g f(zn)
f(zn)
f[zn;yn]+(zn−yn)f[zn;xn;xn] ;
(4.38)
where g ∈ Â. Liu and Wang in [19] presented the following family of optimal order eight
LWM:

          
          
yn = xn − f(xn)
f′ (xn)
;
zn = yn − f(xn)
f(xn)−2f(yn)
f(yn)
f′(xn)
;
xn+1 = zn − f(zn)
f′(xn)
[(
f(xn)−f(yn)
f(xn)−2f(yn)
)2
+ f(zn)
f(yn)−m f(zn) + 4f(zn)
f(xn)+b f(zn)
]
;
(4.39)
with m and b are in Â. Sharma in [21] to produce optimal eighth-order method in the following form
ShM:

          
          
yn = xn − f(xn)
f′ (xn)
;
zn = yn − f(xn)
f(xn)−2f(yn)
f(yn)
f′ (xn)
;
xn+1 = zn −
[
1+ f(zn)
f(xn) +
(
f(zn)
f(xn)
)2
]
f[xn;yn]f(zn)
f[xn;zn]f[yn;zn] :
(4.40)
We present some numerical results to illustrate the efﬁciency of the three-step iterative method proposed in this paper.
We compare (3:33), (3:35) and (3:37) with BM, LWM and ShM. All computations were done using Matlab. We
use the following stopping criteria for computer programs: | xn+1−xn |< e, | f(xn+1) |< e and so, when the stopping
criterion is satisﬁed, xn+1 is taken as a computed value of the exact root. For numerical illustrations in this section
we used the ﬁxed stopping criterion e = 10−15, where e represents tolerance. We present some numerical test results
with the following functions:

                 
                 
f1(x) = x3 +4x2 −15; x∗ = 1:93198055660636;
f2(x) = xex2
−sin2(x)+3cos(x)+5; x∗ = −1:207647827130919;
f3(x) = 10xe−x2
−1; x∗ = 1:67963061042845;
f4(x) = sin2(x)−x2 +1; x∗ = 1:4044916482153411;
f5(x) = x5 +x4 +4x2 −15; x∗ ≈ 1:347;
f6(x) = ln(x)+
√
x−5; x∗ = 8:3094326942315718;
f7(x) = ex2+7x−30 −1; x∗ = 3:000000000000000;
f8(x) = sin(x)ex −2x−5; x∗ = −2:5232452307325549;
f9(x) =
√
x− 1
x −3; x∗ = 9:6335955628326952;
f10(x) =
√
x2 +2x+5−2sin(x)−x2 +3; x∗ ≈ 2:3319676558839640:
(4.41)
The computational order of convergence is deﬁned here as: COC=
ln(
|xn−x∗|
|xn−1−x∗|)
ln(
|xn−1−x∗|
|xn−2−x∗|)
. The results presented in Table 1
show that the proposed methods have a high convergence order with a high efﬁciency index. As shown in Table 1, the
proposed methods (3:33), (3:35) and (3:37) are preferable to Bi’s method, Liu’s method and sharma’s method with
eight-order convergence.
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Table 1:Comparison of iterative methods.
Function Method iteration |xk −xk−1| |f(xk)| COC
f1(x);x0 = 2 Method3.1, i=1 2 0.000000e+000 3.552714e-015 8.00509655
Method3.2 2 0.000000e+000 3.552714e-015 7.94058903
Method3.3 2 7.396750e-014 7.105427e-015 7.94362765
BM 2 6.084022e-014 3.552714e-015 7.99987646
LWM 4 1.110223e-015 1.065814e-014 7.99823112
ShM 2 4.218847e-015 3.552714e-015 8.00098399
f2(x);x0 = −1:17 Method3.1, i=1 3 0.000000e+000 3.552714e-015 8.00013679
Method3.2 3 0.000000e+000 3.552714e-015 8.01907656
Method3.3 3 8.881784e-016 7.105427e-015 8.05220460
BM 3 3.742007e-009 2.664535e-015 8.01248268
LWM 3 8.881784e-016 1.687539e-014 8.01214361
ShM 2 7.078782e-013 2.664535e-015 8.00404108
f3(x);x0 = 1:56 Method3.1, i=1 3 0.000000e+000 4.440892e-016 8.02118000
Method3.2 3 1.554312e-015 4.440892e-016 7.92537872
Method3.3 3 1.403322e-013 4.440892e-016 7.91987940
BM 3 1.753166e-016 2.220446e-016 8.02043636
LWM 4 4.440892e-016 2.220446e-016 8.01892109
ShM 2 3.059328e-008 2.220446e-016 8.00627985
f4(x);x0 = 1:8 Method3.1, i=1 2 0.000000e+000 4.440892e-016 8.00354340
Method3.2 2 8.265235e-010 9.992007e-016 8.00666013
Method3.3 2 0.000000e+000 2.553513e-015 8.09325751
BM 2 4.327791e-006 3.330669e-016 8.00035003
LWM 4 1.998401e-015 2.997602e-015 8.00047285
ShM 2 3.096830e-005 4.440892e-016 8.00029861
f5(x);x0 = 1:45 Method3.1, i=1 3 2.220446e-016 1.776357e-015 8.00137896
Method3.2 3 2.220446e-016 1.776357e-015 7.96138880
Method3.3 3 6.439294e-015 7.105427e-015 7.96891942
BM 3 1.046385e-016 3.552714e-015 7.99988368
LWM 4 2.220446e-016 7.105427e-015 8.00000935
ShM 2 NaN NaN NaN
f6(x);x0 = 8:9 Method3.1, i=1 3 5.329071e-015 0.000000e+000 8.00413154
Method3.2 2 8.561329e-011 0.000000e+000 8.00057284
Method3.3 2 3.482241e-006 0.000000e+000 8.00077015
BM 2 NaN NaN NaN
LWM 2 NaN NaN NaN
ShM 2 NaN NaN NaN
f7(x);x0 = 3:3 Method3.1, i=1 5 4.440892e-016 0.000000e+000 8.00292959
Method3.2 4 3.057372e-010 0.000000e+000 8.00086583
Method3.3 4 2.518405e-009 0.000000e+000 8.04257689
BM 6 9.712930e-010 0.000000e+000 8.00293553
LWM 3 5.110951e-004 0.000000e+000 8.00128633
ShM 3 5.766342e-005 0.000000e+000 8.00791568
f8(x);x0 = −2:4 Method3.1, i=1 3 4.440892e-016 0.000000e+000 8.00568178
Method3.2 3 4.440892e-016 0.000000e+000 8.00771622
Method3.3 3 4.440892e-016 0.000000e+000 8.00018074
BM 3 1.232452e-010 1.509903e-014 7.99923240
LWM 3 1.767548e-008 2.309264e-014 7.99992918
ShM 3 1.232452e-009 8.881784e-016 7.99998145
f9(x);x0 = 9:63 Method3.1, i=1 2 1.776357e-015 0.000000e+000 8.00539382
Method3.2 2 1.776357e-015 0.000000e+000 7.99094297
Method3.3 3 5.329071e-015 0.000000e+000 8.00000073
BM 2 3.595563e-003 4.440892e-016 8.00568178
LWM 2 3.359556e-002 0.000000e+000 7.99999877
ShM 2 6.404437e-003 0.000000e+000 7.99999999
f10(x);x0 = 2:9 Method3.1, i=1 2 9.325873e-015 1.776357e-015 8.00000220
Method3.2 3 1.332268e-015 1.776357e-015 8.00091228
Method3.3 5 0.000000e+000 4.440892e-015 7.99229375
BM 4 3.890371e-005 8.881784e-016 7.99997157
LWM 4 9.769963e-015 2.131628e-014 7.99998622
ShM 5 1.108801e-006 8.881784e-016 7.99999978
5 Conclusions
In this work we presented an approach which can be used to constructing of eight-order convergence iterative
methods that do not require the computation of second or higher derivatives. Numerical examples also show that the
numerical results of our new methods, in equal iterations, improve the results of other existing three-step methods
with eight-order convergence. Finally, it is hoped that this study makes a contribution to solve nonlinear equations.
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