Abstract-To balance the tradeoff of the routing throughput in DTNs, we try to propose a new method to integrate the delivery predictability of ProPHET-Routing with our previous OOP-Routing, called OOPProPHET-Routing. Also, we have used the NS2 network simulator to verify our proposed routing method is better than before, and we have achieved a good tradeoff between the delivery ratio and the numbers of forwarding packets. In particular, when the size of buffer-queue is not enough or when the numbers of forwarding packets of Epidemic-Routing is tremendously increasing, the delivery ratio of this routing can easily exceed Epidemic. In other case, the delivery ratio is close to Epidemic but the amounts of forwarding packets are less than one-tenth. Moreover, we vary the value of the threshold to examine the effect of adjustment.
I. INTRODUCTION
After the rapid growth of wireless networks, more and more charming routing methods have been developed in the Mobile Ad Hoc Networks. In these conventional routing, we need to assume we can find an end-to-end path. If the topologic of network is sparser or the speed of mobile node is faster, it often happens to the problems of intermittent connection.
In order to solve the communication problems, the most common solution is to use SCF (store, carry and forward) mechanism. The first routing method to conquer these problems is Epidemic Routing [3] . This routing uses the flooding method to replicate the message to all neighbor nodes which do not connect with the message; furthermore, it uses an anti-entropy session to reduce overhead. In the practical application, however, this is still insufficient because the numbers of forwarding packets are still too numerous. Plus, the size of buffer-queue is not adequate to cause the ratio of delivery packet decreasing. We need more efforts.
In contrast of the traditional MANET routing methods, most of the DTN-routings rely on replication to increase opportunities and use the information between the hop to make decisions, so it will be faced with greater challenges. If we can not have special devices or other special nodes, there are two categories routing methods in DTN.
The first is multi-copy, try to control the amount of replication [10] , the second is single-copy, try to increase the node completely knowledge [11] . In addition, from the survey [8] has pointed out the knowledge about the network helps in deciding the best next hop. To develop the routing in the absolute zero knowledge network will be a greater challenge! Therefore, we have two motivations. The first, we try to figure out a way to combine the advantages of singlecopy and multi-copy routing to reach a high of delivery ratio in less replication. The second, we also found "history tends to repeat itself" in our lives. For example, peoples will go daily route to work or the wild animals will drink water in the same lake. So, we try to accumulate history information to increase the potential knowledge in zero knowledge networks.
Our goal is integrate the history information of ProPHET-Routing with our previous routing to produce a new routing and this new routing is more suitable for application in a small size of buffer-queue.
We organize the rest of the paper as follows: in Section 2, we discuss the related routing methods. In Section 3, we describe in detail the mechanisms of the OOPProPHET-Routing Scheme.
In Section 4, we prepare two scenarios, including Random-WaypointMobility and Community-Mobility, furthermore, used NS2 to simulate and evaluate the performance of our OOPProPHET-Routing. Finally, we conclude this paper and provide some directions for future research in Section 5.
II. RELATED WORK

A. DTN Problem and Motivation
For explaining the delay tolerance characteristics of the network, we prepare an example of evolution over time, like the intermittent links as in [6] . We concern about the Figure 1 . The routing mission is to let any node can successfully send a message to any other node.
Suppose at time 8:55AM, there is a message should be send from node S to node D and the distance of communication is about from node S to node 1.
At 8:55AM, node S will smartly send the message to node 1. After 5 minutes, node 1 will send the message to node 2. At last, node 2 will send the message to node S, and will achieve this routing mission.
We can pay attention to this fact: there is no end-to-end path from node S to node D and there is a smartly decision to send the message on node S to node 1.
How smart to select node 1 as an intermediate node? Therefore, node 1 will send this message to the node D in the future. This is a big challenge in DTNs. This is the motivation that we want to face this challenge. As with this problem, traditional routing protocols, such as AODV and DSR, failed to carry out the task because they cannot find an end-to-end path. Even when the path repair mechanism still fails due to the delay time is still too long. We must use replication mechanism to solve the problem.
In the DTN environment, in view of the number of replication, the routing methods can be classified into three categories;
The first is completely a replication method: the bestknown method in multi-copy routing method [10] is Epidemic [3] . But, the method will generate too many forwarding messages and cause useful-packets may be dropped.
Therefore, many scholars try to reduce unnecessary packet replication; even in 2010, scholars continually study the modified Epidemic [7] .
The second category is part of the copy method: a representative method is the ProPHET [1] , it attempts to maintain the history information, in order to reduce the amount of copies. Lately, there are some scholars continue to develop similar methods in [2] [12] .
The third category is a single-copy method: in routing process, there is only one copy message [11] . These methods are very suitable for resource-constrained scenarios. In this casd, there is a common difficult challenge is to design an appropriate utility function while maintain a sufficiently high delivery ratio.
B. PROPHET-ROUTING
The routing method attempts to maintain information and use the property of transitivity to increase its delivery rate, named ProPHET, a Probabilistic ROuting Protocol using History of Encounters and Transitivity. The operation of ProPHET is similar as Epidemic Routing. When two nodes meet, they will exchange summary vectors which in this case also contain the delivery predictability information stored at the nodes. This information will be used to update the internal delivery predictability vector.
In order to calculate the delivery predictability, there are three mathematical equations:
In equation (1), where P represents a probability of encounter, and Pinit ∈ [0,1] is an initialization constant, furthermore, Pinit is the ratio of increment when two nodes encountered. It is conducted (1) to gradually increase the metric of encounter. Equation (2), where γ ∈ [0,1) is the aging constant, to gradually decrease the metric of encounter. Equation (3), where β ∈ [0,1] is a scaling constant that decides how great impact the transitivity should have on delivery predictability.
About these parameters, some researches already improve in [4] . For example, lower the value of Pinit or avoid two nodes repeatedly contact problem which will increase the value of P. In this paper, we only use the primitive setting.
C. OOP-ROUTING
We have proposed a routing protocol in previous paper. The routing is based on one-broadcast one-copy persistent-storage in delay tolerant mobile ad hoc networks, called OOP-Routing [5] .
A brief description of the characteristics of this routing is the number of delivery ratio close to Epidemic, but the overhead is much less.
The full name of OOP is One Broadcast, One Copy and Persistent Storage. Mean that, there are three steps in the OOP-Routing to process a message. These three steps are referred to as OB, OC and PS. We can refer to 
1) OB (One Broadcast) process:
When a new message is entering the system, referring to Fig. 2 , the first phase will process for just only one broadcast shown in Fig. 3 . Whether someone can receive the messages or not, the source node always stays in waiting state and waits neighbor nodes. If more than one node receives the message, these nodes can simultaneously process forwarding. As a result, we can get advantages of multi-copy.
2) OC (One Copy) process:
When a node holds a message, referring to Fig. 3 , some neighbor nodes are linked up with it. The node can then select the best one node to copy. There is a simply selective rule of which method is randomly choosing only one to duplicate. Therefore, we can control the number of multi-copy packets are decreased. We can get the advantages of single-copy.
3) PS (Persistent Storage) process:
When node is forwarding the message to other nodes, the node must hold the message in Persistent Storage before the custody transfer, referring to Fig. 4 . We use the Persistent Storage to increase the opportunity of sending directly to the destination node. We use this simple process, not only solve the HOL (head-of-line blocking) problem, but also propose an important idea to improve other single-copy routing.
In a word, by the above procedures, the most significant feature of this routing can catch the both advantages of multi-copy routing and of single-copy routing. Thus, the performance will be better improved than Epidemic-Routing.
III. OOPPROPHET-ROUTING SCHEME
In the previous section, we have addressed the OOPRouting, and we can find a challenging problem in OCprocess. We look at the Fig. 6 , suppose there are more than one neighbor nodes in source node S, such as node B, C and D. How do we choose the best node to forward the message for increase delivery ratio? Which one is the best node for forwarding? Figure 6 . A challenge problem in Step 2 (OC-process).
In this paper, we focus on how to choose the better next node. We want to know the different characteristics of the routing in the different scenarios. Therefore, we build two scenarios, the first one is Random Waypoint Mobility and another is Community Mobility. Further, we add the metric of the delivery predictability of ProPHET-Routing to choose the better node to replication. We can then integrate the metric with OC-Process in OOP-Routing.
We have maintained the metric of delivery predictability in every node. However, how to decide the threshold of this metric can optimally improved the throughput?
We found that, not only the positive threshold but also the negative threshold can help packets to be sent out. We found when the value of threshold was -100%, and then we could get a degenerate routing into OOP-Routing. In the opposite side, the result is equivalent as the OOPProPHET-Routing and set the value of threshold is -100%.
If we select the node which value of threshold is above zero, indicating that, we just select the higher predictability opportunity node to replicate and give up the others node. Also, it represents that we will only use less quantity of nodes to assist routing. We try to verify the characteristics of this routing. Therefore, we focus on the value of threshold and have made a series of experiments.
IV. SIMULATION AND PERFORMANCE EVALUATION
We used NS2 to simulate and to evaluate the performance of our OOPProPHET-Routing scheme.
A. Mobility Model 1) RWP Model:
The first scenario is similar to the Epidemic-Routing in [3] . And, we use the tools in NS2 to generate RWP (Random Waypoint [9] ) mobility scenario.
The command is "./ns-2.28/indep-utils/cmu-scengen/setdest/setdest -v 2 -n 50 -s 1 -m 1 -M 20 -t 2020 -P 1 -p 3 -x 3000 -y 600 > scen".
We use "nam" tools to show the scenario graphs in Fig. 7 . 
2) Community Model:
The second scenario is a community model, similar to ProPHET-Routing in [1] . We set the number of gathering places are two and random select half nodes to go to the gathering place on left side, the remaining half like the gathering place on the other side. As in Fig. 8 , there are ten communities and two gathering places in 3000m X 600m area. Each node has one home community which it is more likely to visit than other places, and for each community there are five nodes as their home community. The mobility in this scenario indicates that nodes select a destination and a speed between 10 and 30 m/s, move there, pause there for 3 seconds. Furthermore, Table I shows the probabilities of different destination being chosen depending on the current location of a node. Table II shows the parameter settings of ProPHET. We can see the scenario graphs in Fig. 9 . 
B. Simulation Setup
In both mobility models, we randomly select one of the 45 nodes, and then combination two points as a flow pair, the total is 1980 pairs. Each pair during the simulation time sends a packet flow; the total is 1980 packets flows. These packets will start the simulation flow at 40 seconds after simulation starts, the last sent flow in 1620 seconds. Our experiment time is 2020 seconds, referring to Table  III, Table IV . Our scheme is compared with Epidemic-Routing (abbreviated as Epi) and Direct-Transmission-Routing (abbreviated as Dir). We abbreviate the value of the threshold with "ThV" and use this abbreviation to represent our OOPProPHET-Routing in the later of this paper. We catch the experimental result in the IFQ is 200, the transmission distance is 40m. The size of bufferqueue of message is varying from 0.5%~111%. We use some metrics, number of received messages (abbreviated as Recv), delay time, number of forwarding packets. We study these metrics and figure out the characteristics of our routing.
C. Result
For each metric and scenario, there are two group graphs in Fig. 10 (a) (b) (c) (d) and Fig. 10 (a) (b) (c) (d) . Each of these graphs contains curves for nine routings including Epidemic, Direct and OOPProPHET-Routing with the value of ThV which varies from -100% to +100%.
From Fig10 (a), Fig11 (a), we found that the EpidemicRouting is the Upper-Bound, and Direct-Routing is LowBound. Furthermore, Fig. 11 (a) , in the Community Model, we can find that: when the ThV is increasing from -100% to +100%, the numbers of received packets are gradually increasing.
We split three parts to focus on Epidemic-Routing: the first part, when the size of buffer-queue is equal or larger than 100%, The Epidemic is the best. The second, when the size of buffer-queue is not large enough, such as 15%, and the hop-limit is bigger, such as 11, there are too many of the amount of forwarding packets in Epidemic-Routing; therefore, the delivery ratio is rapidly decreasing. The third, when the buffer-queue size is too small, such as less 1 %, the "anomaly" occurs in Fig. 10 (a) . The numbers of received packets in Direct-Routing, which is no any forwarding-packet to be forward, has biggest delivery ratio than other routing.
In Fig. 10 (b) and Fig. 11 (b) , the Y-axis is logarithmic coordinates to show the numbers of forwarding packets are rapidly increasing, and we can find the forwarding packets of OOPProPHET-Routing are less one-tenth than Epidemic-Routing.
In Fig. 10 (c) and Fig. 11 (c) , delay time of DirectRouting is longest but Epidemic-Routing is shortest.
From Fig. 10 (d) , in RWP Model, the mobility is random waypoint we can not guess the track of nodes in the future. Therefore, we get the result similar as OOPRouting but the less value of ThV, the more numbers of next nodes. In Fig. 11 (d) , in Community Model, we have the higher probability to guess the track. When the value of ThV is -5%, we can find the delivery ratio is close to another delivery ratio when the value of ThV is -100%. Therefore, we can select fewer nodes to achieve the similar delivery ratio. According to the results, about Epidemic-Routing, following the increasing buffer-queue size, the life time of each message packet is also extended, so the numbers of received messages, delay time is increasing, and the amount of forwarding packets alarming increase significantly. The received ratio of Epidemic is high bound and the delay time is low bound on whole routing methods.
1) RWP Model
About Direct-Routing, the received ratio is low bound and the delay is high bound on whole routing methods, and the number of forwarding packet is zero.
About OOPProPHET-Routing, when the sizes of buffer-queue are more than 10%, we can get almost the same result compared with 100%.
Therefore, OOPProPHET-Routing is unaffected by the lack of the buffer-queue. In addition, we can find "ThV-100" is close to the Epidemic, "ThV+100" is close to Dir, and "ThV+2" is in the middle of the two. In Community model, we can select the value of ThV is -5% to get the better tradeoff then other value.
In comparison to the differences in two mobility models, we collect the experimental results in Fig. 12 . In RWP Model, there are more nodes to assist forward the packets in small value of ThV. We select the better value of ThV is -100%. In Community Model, if we choice the value of ThV is -5%, we can get the delivery ratio is very close to ThV-100. Why do we use the negative value of ThV? The reason is about next node which is better than this node or is only a mall less than this node both can improve the performance of routing.
Therefore, about the value of ThV, we have the better choices: we can set the value of ThV is -5%. At this situation, the node which has messages want to sent choose the value of ThV of next node will be better or less -5% than itself; therefore, the numbers of next nodes will trend to be better and will not soon become too scare. We can achieve a good better tradeoff of performance in routing. Figure 12 . Compare the differences in two mobility models, when the hop-limit is 6 and 11.
Moreover, we can find that, when the value of ThV varies from +100 to -100, the received ratio is gradually increased and the amount of forwarding packets is gradually reduced. We can use ThV to adjust the delivery success ratio and simply quality control in DTNs.
3) Compare the effects of hop limit and aging interval
At last, we also discuss the effects of hop limit and interval of aging in Community mobility Model. In Fig. 13 , in Community Model, we compare three different hops limit: 3, 6 and 11. We can find that: more less hops, the result of OOPProPHET-Routing is more like Direct-Routing. On the contrary, when the hop-limit is expanding, the result of OOPProPHETRouting is more close to Epidemic-Routing.
a) Hop limit in Community Model
If the value of hops-limit becomes higher and the diameter of network is larger, the repeated replication packets will generate bigger effect. Especially for the Epidemic, because there are many of the forwarding packets were generated, the buffer-queue size is not enough to continually maintain packet replications. Therefore, this routing must drop many useful packets and may not have the highest received ratio. Trying to reduce unnecessary duplication packet will be a challenge and worth the effort. 
Interval of Aging in Community Model
The default of Aging Interval is set to five seconds and hop limit is eleven. We adjust this parameter is one sec and ten seconds to get the results as in Fig. 14 (a) (b) Compare the three figures, we found that: except "ThV+100" curve, more less value of Aging Interval then more close to the curve of Epidemic Routing. Conversely, except "ThV-100" bigger value of Aging Interval then more close to the curve of DirectTransmission Routing.
The influence of adjusting Aging Interval on delivered ratio is similar as the influence of adjusting ThV.
In the general case, we can select the value of Aging Interval to response the average time of the interval of encounter. Then, we can just care the value of ThV in OOPProPHET and the original Routing will be work as the routing with adjustment characteristics.
D. Discussion in OOPProPHET-Routing
We discuss the degradation of this routing method: the first case, we set the value of ThV is 100%, the routing will be similar to Direct-Routing and one broadcast. The second case, we set the value of ThV is -100%, the routing will nearly be same as OOP-Routing.
When the size of buffer-queue is less than 1%, we can find the "anomaly" phenomenon. The reason is that most of the useful messages will be dropped by the forwarding messages. If we have sufficient buffer-queue size and sufficient network bandwidth to accept a large amount of forwarding packets, the Epidemic-Routing is the best. Nonetheless, the flooding problem in Epidemic is a big problem! Therefore, a novel routing could maintain a similar amount of delivery messages and decrease the amount of forwarding packets at the same time, then the routing has a chance to better than Epidemic in real scenarios. In our experimental results, we can find the performance of this routing exceeding Epidemic. The main reasons are two: the first reason is the numbers of the forwarding packets just only less one-tenth. The second reason is the metric of ProPHET, if the metric can catch the mobility, we can select higher chance nodes to send and can enhance the utilization of the limited bandwidth. At last, we set the value of ThV is -5%, we can get the better tradeoff which between the delivery ratio and the numbers of forwarding packets in OOPProPHET-Routing. In the general case, we can select the value of Aging Interval to response the average time of the interval of encounter. Then, we can just care 
V. CONCLUSIONS & FUTURE WORK
In this paper, we proposed a new routing protocol at DTMNs, namely OOPProPHET-Routing. We integrate our OOP-Routing [5] and the probabilistic metric of ProPHET-Routing [1] to balance the tradeoff of the Routing throughput in DTNs. In RWP Model, the received ratio is close to Epidemic and the numbers of forwarding packets less than one-tenth. Furthermore, in Community Model, not only we can get the better balance than Epidemic, but also can adjust the value of ThV to enhance the utilization of the limited bandwidth. An important feature of our routing is that, we need the requirements of size of buffer-queue are far less than Epidemic Routing, but the received ratio is nearly close. Therefore, we can use this routing with other coding techniques to serve the quality control of the communication in DTNs. For a different model, we can carefully to calculate the metric of delivery predictability we can then adjust the value of the ThV to adapt different scenarios.
