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Abstract  
It is now widely accepted that cognitive functions depend on the integrated 
operation of large-scale distributed brain networks. Recent methodological 
advances allow both structural and functional connectivity within these 
networks to be studied non-invasively in vivo. These approaches hold the 
promise of dramatically extending our understanding of the impact of 
traumatic brain injury (TBI) on cognition, which should help determine 
strategic targets for the rehabilitation of individuals with TBI. In this thesis, I 
present three studies that combine structural and functional magnetic 
resonance imaging to test the general hypothesis that cognitive deficits after 
TBI arise from structural disconnection within brain networks that mediate 
cognitive functions. In the first study, I demonstrate that sustained attention 
deficits in TBI patients are related to a failure to regulate activity within a 
‘default-mode’ network (DMN) thought to be involved, among others, in 
internally directed processes such as self-referential thought. In addition, 
these deficits can be predicted by the functional and structural connectivity 
within the DMN. Next, I present a study investigating the neural basis for 
inhibitory control in healthy subjects using a modified version of the Stop 
Signal Task (SST). This study allows a clear distinction between attentional 
and response inhibition processes, and paves the way for my last study, 
which investigates inhibitory deficits after TBI. In this study, I demonstrate that 
a failure of DMN deactivation during response inhibition is associated with 
impaired inhibitory performance in TBI patients. The ability to efficiently 
regulate the DMN can be predicted by the structural integrity within a remote 
brain network previously proposed to be involved in switching between 
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internally and externally directed attention. This work identifies DMN 
dysfunction as underlying various cognitive deficits after TBI, and confirms the 
relevance of white matter damage in the development of brain dysfunctions 
after TBI.  
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Chapter 1 : Introduction 
 
1 General introduction to traumatic brain injury 
1.1 Definition 
Traumatic brain injury (TBI) can be defined as “an alteration in brain function, 
or other evidence of brain pathology, caused by an external force” (Menon et 
al., 2010). This “alteration of brain function” refers to clinical signs such as 
loss of consciousness, loss of memory or alteration in mental state at the time 
of the injury. “Other evidence of brain pathology” may include visual, 
neuroradiological, or laboratory confirmation of brain damage. “External force” 
that can cause TBI includes events such as the head being struck by an 
object or striking an object, acceleration/deceleration movement of the head, 
a foreign body penetrating the head or blast and explosion (Menon et al., 
2010). Because the injury mechanisms and the patients’ management are 
very different for these types of injuries, blast and penetrating injury are 
usually studied distinctly from the other types of TBI. In this thesis, I am 
focusing on non-penetrating and non-blast TBI. 
 
1.2 Epidemiology  
An estimated number of 10 million people worldwide experience a TBI every 
year (Hyder et al., 2007). In the United States (US), it affects approximately 
1.6 million people annually, and accounts for 52,000 deaths and 80,000 
patients suffering from permanent neurological impairment (Sosin et al., 
1996). In Europe, about 235 per 100,000 individuals are affected each year, 
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accounting for approximately one million hospitalizations (Tagliaferri et al., 
2006).  
 
According to the World Health Organization, TBI is one of the major causes of 
death and disability among people under the age of forty. The highest 
incidence of TBI is among individuals aged between 15 and 24, with a second 
peak in adults over 75. Children aged 5 or younger are also more at risk 
(Langlois et al., 2006a). In the United Kingdom (UK), 30% of the 115,000 
estimated people suffering a TBI per year are less than 15 years old (Thornhill 
et al., 2000). Overall, males are about twice as likely as females to sustain a 
TBI (CDC, 2001), which is likely due to the fact that males engage more often 
in risk-taking behaviour. 
 
1.3 Causes 
In the UK, falls (22-43%) and violence/assaults (20-50%) are the most 
common cause of TBI, followed by road traffic accidents (RTAs) (~ 25%) 
(NCCAC, 2007). The rate of fall-related TBI are highest among children and 
adults over 75, and the rate of both RTA and assault are higher among 
adolescents (Langlois et al., 2006b). RTAs include motor vehicles, bicycles 
and pedestrians accidents and account for a greater proportion of the more 
severe cases of TBI. They are likely to become the third most common cause 
of death and disability over the upcoming years, primarily due to the increased 
motor vehicle accidents associated with economic growth in low- and middle-
income countries (Murray and Lopez, 1997). Sports and recreation activities 
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also account for an important number of TBI. For instance, approximately 
300,000 sport related injuries occur each year in the US (Thurman et al., 
1998). Alcohol considerably increases the risk of motor vehicle accidents, 
risky behaviour, falls and violence and is a factor contributing to many adult 
TBIs. A study performed in California estimated that 55% of adults diagnosed 
with a TBI had a positive blood alcohol concentration test (Kraus et al., 1989). 
Several studies in European countries also observed important percentages 
(24 to 54%) of TBI cases that were related to alcohol consumption (for review, 
see (Tagliaferri et al., 2006). 
 
1.4 Consequences 
TBI often results in long-term physical, cognitive, behavioural and emotional 
impairments, and therefore represents one of the most disabling injuries 
(Langlois et al., 2006a). Approximately 5.3 million Americans (2% of the US 
population) live with TBI related long-term disabilities (Binder et al., 2005). A 
study on the incidence and outcome of TBI in a western European urban 
centre estimated that 40% of TBI survivors continue to have persistent 
disabilities (Maegele et al., 2007).  
 
The direct and indirect annual costs of TBI have been estimated to 56 billion 
of dollars in the US, and 64.1 billions of euros in Europe for the year 2010. 
TBI thus represents an important economic challenge for health care systems 
(Gustavsson et al., 2011). 
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The increase in survival rates following TBI, together with the fact that it 
preferentially affects relatively young people, result in long-lasting 
impairments that increase the requirement for rehabilitation (Patel et al., 
2005). Therefore, TBI represents a highly relevant medical and 
socioeconomic burden for modern societies, and a major healthcare concern 
with growing challenges to policy makers, healthcare systems, providers of 
social care and clinicians (Murray and Lopez, 1997). 
 
2 Pathophysiology and classification of TBI 
Brain damage following a TBI can be described as focal or diffuse, based on 
clinical and neuroradiological evaluation (Silver et al., 2005). These two forms 
of injury are frequently found together. 
 
2.1 Focal injury 
2.1.1 Description 
Focal brain injuries mainly result from inertial forces, such as objects striking 
the head or the brain striking the inside of the skull, causing visible structural 
disruption of neural tissues (Ommaya and Gennarelli, 1974) (Figure 1.1 A). 
They principally consist of vascular injury that results in contusions and 
haemorrhages in the cortical grey matter (Gennarelli and Graham, 1998). 
They most commonly occur when the brain contacts a dural ridge or bony 
protuberance and thus have characteristics locations, such as the orbitofrontal 
cortex and temporal poles, as well as the lateral and inferior surfaces of the 
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temporal lobes (Gentry et al., 1988) (Figure 1.1 B). Gentry and colleagues 
studied a group of 40 TBI patients, and observed that nearly half of the 
contusions were located in the temporal lobes, with a higher prevalence in the 
temporal pole and around the sylvian fissure, and another third occurred in 
the frontal lobes, particularly around the frontal poles (Gentry et al., 1988).  
 
2.1.2 Clinical imaging assessment 
Focal injuries produce zones of highly reduced regional cerebral blood flow 
and increased blood product (Gentry, 1994), and can generally easily be 
identifiable on computed tomography (CT) and magnetic resonance imaging 
(MRI). In emergency care, CT is the most common imaging technique used 
for assessing TBI, and 1.5 Tesla magnetic resonance imaging (MRI) is 
occasionally used for further assessment (Lee et al., 2008). CT provides a 
rapid assessment of structural brain injuries and an accurate means of 
diagnosing intracranial haematomas. It is readily available in most medical 
institutions and is faster and cheaper than MRI. However, MRI is more 
sensitive than CT in detecting traumatic lesions during the acute phase of the 
injury (Paterakis et al., 2000). In addition, CT underestimates the severity of 
many forms of cerebral injury such as nonhaemorrhagic cortical contusions 
(Gentry et al., 1988). T1-weighted MRI is the most commonly used MRI 
sequence to identify focal lesions, which typically manifest as areas of 
decreased signal intensity (Figure 1.1 C) (see Chapter 2 for description of 
MRI). 
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2.2 Diffuse axonal injury 
2.2.1 Description 
Diffuse axonal injury (DAI) is the most common pathological feature of TBI 
(Gentry et al., 1988). In contrast to contusions, it can occur in the absence of 
impact forces and is thought to be the result of rapid head acceleration-
deceleration that is commonly produced by RTAs as well as, in some cases, 
falls and assaults (Adams et al., 1989) (Figure 1.1 D). These violent head 
movements can lead to the stretching and deformation of axons (Povlishock 
and Katz, 2005) (Figure 1.1 E). DAI can appear throughout the deep and 
subcortical white matter, and is particularly common in midline structures, 
such as the corpus callosum (Povlishock and Katz, 2005). It is also generally 
more concentrated in frontal areas of the brain (Gentry et al., 1988; Wilberger 
et al., 1990). Various studies have observed that some neurons are more 
susceptible to DAI than others. For example, axons can be more easily 
damaged when they change direction (Grady et al., 1993; Povlishock, 1993) 
and the larger neurons are more vulnerable to injury (Yaghmai and 
Povlishock, 1992). In addition, axons are more easily injured in areas of the 
brain where a change in tissue density occurs, such as at the subcortical 
grey-white matter interface (Grady et al., 1993; Povlishock, 1993). 
 
2.2.2 Clinical imaging assessment 
DAI is often accompanied by small haemorrhages, or so-called microbleeds, 
that are not necessarily visualised with routine radiological examinations such 
as conventional MRI T1-weighted images (Ommaya and Hirsch, 1971) 
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(Figure 1.1 G). The best available imaging technique to identify microbleeds is 
susceptibility weighted imaging (SWI) (Akiyama et al., 2009) (Figure 1.1 F). 
SWI is a modified magnetic resonance technique that allows the visualisation 
of small amounts of altered blood and blood product by accentuating their 
magnetic properties (Haacke et al., 2004). The extent of SWI-identified 
haemorrhages has been shown to correlate with initial severity of injury, 
duration of coma, long-term outcome measured at 6-12 months after injury as 
well as specific neuropsychological deficits (Tong et al., 2004; Babikian et al., 
2005). However, microbleeds examination alone underestimates the true 
extent of DAI, as some DAI may be non-haemorrhagic (Gentry, 1994; 
Paterakis et al., 2000). Diffusion tensor imaging (DTI) is a less conventional 
and relatively new MRI modality that provides in vivo indices of white matter 
integrity and might represent a tool of choice for the diagnosis of DAI 
(Arfanakis et al., 2002; Bazarian et al., 2007; Sugiyama et al., 2009).  
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Figure 1.1: Pathophysiology of traumatic brain injury 
Focal cortical contusions: A) Schematic mechanism for focal brain injury resulting 
from a contact force and formation of a subdural haematoma due to focal vascular 
disruption (adapted from Smith and Meaney (2000)), B) Post-mortem brain picture 
showing the typical fronto-temporal contusions pattern (Gentry et al., 1988), C) MRI 
T1 images of frontal contusions in two TBI patients.  
Diffuse axonal injury (DAI): D) Schematic representation of DAI mechanism, where 
rapid rotational acceleration/deceleration of the head results in the deformation of the 
whole brain and axonal pathology, especially in midline structures (adapted from 
Smith and Meaney (2000)), E) Axonal bulbs are shown, demonstrating the 
characteristic discrete region of swelling at the terminal stump of disconnected axons 
(adapted from Smith and Meaney (2000)), F) DAI is often associated with 
microbleeds in the white matter. They can be visualised as dots of hypointense signal 
on MRI T2 SWI (susceptibility weighted imaging), but are much less visible on the 
same axial view on T1 images (G).  
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Despite the heterogeneity in the cause, severity, and distribution of 
pathology in TBI, common neuropsychological and cognitive deficits are 
frequently observed. The lack of a unifying causative explanation for the 
occurrence of such deficits limits the development of effective treatment 
strategies to improve cognitive recovery in TBI patients. The goal of my 
research project was to identify common neural mechanisms that would 
explain the development of cognitive impairment following brain damage 
using structural and functional neuroimaging. In the next section, I introduce 
some aspects of the cognitive deficits commonly observed in TBI patients that 
are particularly relevant to the work presented in this thesis. 
 
3 Cognitive deficits after TBI  
TBI can lead to a variety of disabling physical, cognitive, social, emotional and 
behavioural impairments (Whitnall et al., 2006). Although all these factors 
place a burden on individuals and their families (McKinlay et al., 1981; Marsh 
et al., 1998; Coetzer, 2010), I have focused my research on cognitive 
impairments, and in particular on attention and executive deficits, as they 
contribute to the persistent disability following TBI (CDC, 2001; Castellanos et 
al., 2010). 
 
3.1 Cognitive impairments and outcome  
Cognitive complaints are frequent after TBI, and many patients live with 
sustained alterations in cognition for the rest of their lives (McKinlay et al., 
1981; McAllister, 1992; Millis et al., 2001). Previous studies on the cognitive 
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sequelae of TBI have revealed deficits in information processing speed (Stuss 
et al., 1989), memory (Levin and Goldstein, 1986; Christodoulou et al., 2001; 
Vakil, 2005), attention (Whyte et al., 1995; Azouvi et al., 2004; Dockree et al., 
2004), and executive functions (Larson et al., 2007; O'Keeffe et al., 2007). 
Such deficits often prevent patients from resuming previous activities, and 
contribute to psychosocial, educational, and vocational problems (Strangman 
et al., 2005). Many TBI patients have difficulties returning to work or 
continuing their social life. A study investigating outcomes at one year 
following TBI estimated that approximately one half of the patients have a 
worse financial status than before the injury, and one third are no longer 
employed (Thornhill et al., 2000). In addition, cognitive deficits also have a 
significant impact on the patients’ capacity to participate in and benefit from 
rehabilitation (Ruttan et al., 2008). This thesis focuses on specific aspects of 
attention (sustained attention) and executive functions (inhibitory control) 
deficits after TBI. 
 
3.2 Attention deficits 
Attention deficits are a prominent aspect of cognitive dysfunction after TBI 
and include inability to concentrate, distractibility, and difficulty performing 
more than one task at a time (dual tasking) (Whyte et al., 1995; Bate et al., 
2001; Azouvi et al., 2004; Dockree et al., 2006). Such deficits are often 
associated with confusion, fatigue, irritability and increased time and effort to 
perform even simple tasks (McKinlay et al., 1981; Azouvi et al., 2004; Cantor 
et al., 2008). Niemann and colleagues proposed that attention deficits can 
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be divided into three main types: (i) sustained attention, (ii) selective 
attention and (iii) energetic aspects of attention that encompass concepts 
such as effort, fatigue and motivation (Niemann et al., 1996).  
 
3.2.1 Sustained attention 
The notion of sustained attention can be thought of as comprising two distinct 
components: vigilance level and vigilance decrement over time (Parasuraman 
et al., 1998; Sarter et al., 2001). A decrease in vigilance level leads to lapses 
in attention, which are often associated with momentary increases in reaction 
time (RT) or response errors (Robertson and Garavan, 2004). Vigilance 
decrement corresponds to the inability to maintain attention directed toward 
an external goal over a prolonged period of time, and is characterised by 
increased RT and/or error rate with time spent on a task (Mackworth, 1948).  
 
TBI patients often suffer from sustained attention deficits, which manifest 
themselves as increased distractibility, poor concentration and a decreased 
ability to maintain attention focused over a long period of time, suggesting 
both a decrease in vigilance level and a decrement over time (Stuss et al., 
1989; Whyte et al., 1995; Robertson et al., 1997; Dockree et al., 2004). Such 
deficits can have a considerable impact on patients’ recovery and adjustment, 
and may be highly connected to impairments in other cognitive functions. For 
example, the magnitude of TBI patients’ deficits in sustained attention has 
been related to impairments in error awareness (McAvinue et al., 2005). To 
account for this, it has been suggested that when an error is more impulsive it 
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may be more easily monitored, whereas when an error is characterised by 
attentional drift, subsequent error-processing mechanisms may fail to engage 
(O'Keeffe et al., 2007). In addition, using a Sustained Attention to Response 
Task (SART), when subjects have to respond to all numbers except one for 
which they have to withhold their response, Robertson and colleagues 
showed that sustained attention deficits can affect inhibitory performance 
(Robertson et al., 1997).  
 
Hence, impairments of sustained attention might account for a number of 
cognitive dysfunctions observed following TBI. Understanding the neural 
mechanisms underlying such a deficit may give greater insight into other 
types of cognitive impairments frequently observed in this clinical population. 
This was the aim of the study presented in Chapter 3. 
 
3.2.2 Selective attention and attentional resource 
Selective attention can be defined as the ability to set priorities in information 
processing and make an optimal use of limited attentional processing capacity 
(Niemann et al., 1996). This notion is directly linked to the concept of 
attentional resource or capacity limitation, which assumes that attention 
processing capacity is limited (Kahneman, 1973). As a consequence, 
allocating additional resources to one task can improve performance on that 
task, but only at the cost of reducing the resources available for other 
concurrent tasks (Luck et al., 1996). 
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Evidence for decreased attentional resource in TBI patients comes from 
studies investigating dual-task performance. TBI patients frequently have 
difficulties performing more than one thing at a time, especially when the 
tasks require important cognitive control. In general, this type of attentional 
deficit tends to manifest under conditions of high cognitive load rather than 
when the tasks are relatively simple and automatic (Park et al., 1999; Brouwer 
et al., 2002; Azouvi et al., 2004). A reduced ability to allocate attention 
according to task demands due to limited resources is likely to have a major 
impact on the efficiency of patients to perform complex cognitive tasks, and 
could explain, at least in part, deficits in other cognitive functions. 
 
3.2.3 Energetic aspects of attention 
 ‘Energetic’ factors such as effort and motivation can modulate the overall 
‘mental energy’ available to perform a task (Niemann et al., 1996), which may 
have a direct impact on the quality of attention, and thus affect a number of 
cognitive functions. 
 
Cognitive effort and fatigue 
TBI patients report higher effort ratings compared to controls (Azouvi et al., 
2004; Ziino and Ponsford, 2006), and they often complain of increased fatigue 
(Melamed et al., 1985; Cantor et al., 2008). In addition, correlations have 
been found between mental effort, subjective fatigue, and attention 
performance in patients (Belmont et al., 2006; Belmont et al., 2009). To 
account for that, the ‘coping hypothesis’ proposes that fatigue is due to the 
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constant effort TBI patients need to exert to meet the demands of daily life 
and compensate for slowed processing and attentional impairments (van 
Zomeren et al., 1984). This hypothesis was based on findings demonstrating 
that performance on a vigilance task was associated with more alert 
electroencephalogram patterns in TBI patients relative to controls, suggesting 
they were investing more energy to meet task demands.  
 
Attentional deficits following TBI may thus be a vicious circle; Decreased 
attentional resource causes patients to require more effort, leading to 
increased cognitive fatigue, that in turn results in a decrease in attention level.  
 
Motivation 
The term motivation refers to the direction, vigour, and persistence of an 
individual’s action (Kleinginna and Kleinginna, 1981). Diminished motivation 
frequently occurs in individuals with TBI (Marin and Wilkosz, 2005). These 
patients usually present clinically in a ‘pseudo-depressed’ state (Stuss, 
2011a). The major syndromes of diminished motivation are apathy (emotional 
indifference), abulia (passivity and loss of drive), and akinetic mutism 
(reduced verbal output). Although it has been poorly investigated, poor 
motivation in TBI patients is likely to give rise to deficiencies in cognitive 
functions (Powell et al., 1996). Beside, such failure to initiate activities 
spontaneously and respond to encouragement, prompting and rewards is 
likely to considerably handicap rehabilitation and coping skills (Finset and 
Andersson, 2000).  
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3.3 Executive dysfunction 
Terms such as executive or frontal lobe functions have been used extensively 
in the past but are challenging to define and measure (Cicerone et al., 2006). 
In general, executive functions refer to the cognitive processes that allow the 
production of adapted and flexible behaviour, such as monitoring for situations 
where automatic actions need to be suppressed or changed (conflict 
monitoring), inhibiting or changing those actions (inhibitory control), 
monitoring performance outcome (performance or error monitoring) and 
adjusting behaviour when needed. 
 
TBI patients often have difficulties using flexible or novel approaches when 
facing new or complex situations, but tend to perform quite well, at least 
initially, on simple, automatic or well-rehearsed tasks (Stuss et al., 1989; Park 
et al., 1999). These impairments in goal-directed behaviour are particularly 
evident under conditions of high response conflict or when inappropriate 
prepotent response tendencies need to be overridden (McDonald et al., 2002; 
Perlstein et al., 2006). TBI patients also often exhibit impairments in conflict 
detection and resolution as well as performance monitoring. For instance, 
they have been found to detect and correct significantly fewer errors than 
controls (Hart et al., 1998; O'Keeffe et al., 2004). O’Keeffe and colleagues 
also observed that the decrease in error detection in TBI patients was 
associated with decreased electrodermal activity, indicating the level of 
autonomic arousal, following errors (O'Keeffe et al., 2004).  
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In this thesis, I have focused on one particular aspect of executive dysfunction 
after TBI, namely inhibitory control. The ability to inhibit a prepotent or habitual 
response is important for the behavioural flexibility required in everyday life. 
Impairment in inhibitory control can lead to risky and dangerous behaviours, 
such as failing to stop and look before crossing a street. A recent meta-
analysis reported strong evidence for inhibitory control deficits in TBI patients 
(Dimoska-Di Marco et al., 2011). As mentioned above, such impairment may 
be due to an inability to maintain a sufficiently high vigilance level (Robertson 
et al., 1997). It may also be due to limited attentional resource or deficits in 
other energetic factors of attention. In Chapter 5, I present a study that was 
aimed at further investigating the nature of inhibitory control deficits observed 
in TBI patients. I proposed that elucidating the functional anatomy of the brain 
systems that control response inhibition, and their dysfunction after TBI, would 
afford much greater insight into the behavioural impairment of response 
inhibition observed after TBI.  
 
To understand how brain damage can lead to deficits in aspects of attention, 
including vigilance, and response inhibition, it is important to have a better 
understanding of the neural basis underlying these functions. Recent 
developments in neuroimaging analytical tools have demonstrated that 
complex cognitive functions are the result of interactions within and between 
distributed brain systems. However, there is still no general agreement 
regarding the specific role of brain regions or brain networks in distinct 
cognitive processes. In the following section, I incorporate previous findings 
from neuropsychological, task-activation functional MRI and functional 
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connectivity studies to propose a model attributing different aspects of 
attention and executive functions to four major brain systems. 
  
4 Brain networks supporting cognitive control 
4.1 A network perspective in cognition 
Many models have been proposed to describe cognitive functions and their 
underlying neural structure. These were largely driven by lesion studies and, 
later, by model-based task-activation functional MRI (fMRI). A potential 
limitation of these approaches is that they often consider the function of one 
particular brain region in isolation from the rest of the brain. However, ‘anti-
localisationists’ believe that the function of any brain region cannot be 
understood in isolation, but only in conjunction with knowledge about the other 
regions with which it interacts. For instance, He and colleagues reviewed 
evidences from basic and translational neuroscience research supporting the 
idea that normal brain function depends on the synchronisation of regional 
activity within distributed brain networks (He et al., 2007). Their conclusion is 
that “a network perspective is fundamental to appreciating the 
pathophysiology of brain injury (…)”. This network-oriented perspective is 
likely to be particularly relevant to the study of the mechanisms by which 
diffuse axonal injury may have such a dramatic impact on cognitive functions, 
because of the way it affects the structural connections between brain 
regions. 
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4.2 Characterising brain networks  
Traditional ‘model-based’ fMRI allows the measurement of changes in blood 
flow, which can be used as a surrogate marker of neural activity (see Chapter 
2 for more details). These are often referred to as ‘brain activation’ changes. 
This technique allows the regional brain activity to be studied and related to 
cognitive function. However, this approach does not allow task-related 
activation in one or more regions to be related to synchronised activity across 
one or more functional networks (Friston et al., 1996). In contrast, the study of 
functional connectivity affords a much better characterisation of brain 
networks supporting cognitive functions.  
 
4.2.1 Principles of functional connectivity 
Functional connectivity can be defined as the “temporal correlation between 
spatially remote neurophysiological events” (Friston et al., 1993). In fMRI 
studies, theses temporal correlations can be observed in the activity of 
spatially remote brain regions (see Chapter 2 for more details), leading to the 
suggestion that these regions are forming functionally connected brain 
networks. Analysing the function of these networks mainly consists of 
measuring the correlation of activity between spatially distinct areas during 
different cognitive states, with the assumption that this reflects neural 
interactions (Sporns et al., 2004). In fMRI, the term functional connectivity 
thus describes these patterns of dynamic interactions computed from neural 
time series data. This concept has been applied both to task-dependent 
changes in functional connections and those that exist at ‘rest’, when the 
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participant is not engaged in any specific task (Biswal et al., 1995). Task-
dependent functional connectivity investigates changes in the functional 
connections between regions as task demands change, while resting state 
functional connectivity is used to investigate the intrinsic pattern of functional 
connections and its relation to the underlying anatomy. Further details about 
the principles of functional connectivity and analytical tools to investigate it are 
presented in Chapter 2. 
 
4.2.2 Resting state networks 
Even at rest, brain regions show spontaneous neuronal activity and 
synchronised behaviour, particularly within a range of low fMRI BOLD time-
series frequency oscillations (0.01–0.1 Hz) (Biswal et al., 1995; Gusnard et 
al., 2001a). Most of these functional connectivity patterns have been found 
across regions that are known to support a specific cognitive or sensory-motor 
function (Damoiseaux et al., 2006; De Luca et al., 2006), as they show a close 
correspondence with the patterns of brain activation observed during task-
dependent cognitive or sensory-motor activity (Smith et al., 2009) (Figure 1.2). 
This suggests that resting state functional connectivity reflects the 
synchronisation of intrinsic neuronal activity across established ‘hard-wired’ 
networks, and they are not the consequence of external cardiac and 
respiratory cycles (Shmueli et al., 2007). The role of resting state functional 
connectivity is not fully understood, but it has been suggested that it maintains 
functional integrity by reinforcing the synaptic connections that subserve the 
network’s typical functioning during active states (Pinsk and Kastner, 2007). 
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4.3 Presentation of four core neurocognitive networks  
4.3.1 The dorsal attention network (DAN) 
The term ‘dorsal attention network’ (DAN) was proposed by Corbetta and 
Shulman to describe a system of fronto-parietal regions often active during 
visual-attention tasks. Core regions of this network include parts of the dorsal 
frontal cortex, along the precentral sulcus, close or at the frontal eye field 
(FEF), and regions of the dorsal parietal cortex, particularly the intraparietal 
sulcus (IPS) and superior parietal lobule (Figure 1.2 B). Regions of the DAN 
also show significant interregional correlation at rest (Fox et al., 2006). 
 
Visual paradigms such as detection, discrimination and voluntary or 
endogenous selection paradigms have consistently been found to activate the 
DAN (Corbetta and Shulman, 2002). This network is pre-activated by the 
expectation of seeing an object at a particular location or with particular 
features, by the preparation of a specific response, and by the short-term 
memory of a visual scene (Corbetta et al., 2008). It is also thought to support 
both the readiness and the intention to perform a particular movement 
(Connolly et al., 2002), and has been found to show sustained activity during 
periods where attention must be paid to particular locations (for review, see 
Pierrot-Deseilligny et al. (2004)).  
 
A primary function of the DAN would be to generate and maintain 
endogenous signals based on current goals and pre-existing information 
about likely future events, and to send top-down control signals to influence 
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attentional processing toward appropriate types and locations of stimuli 
(Corbetta et al., 2008). This would dynamically control the links between 
salient sensory representations and the relevant motor maps to guide 
responses. Hence, the DAN is involved in ‘goal-directed’, or ‘top-down’ 
attention (Corbetta and Shulman, 2002). 
 
This DAN corresponds in many ways to the ‘orienting’ system previously 
described by Posner and colleagues (Posner and Petersen, 1990). In this 
model, regions such as the FEF and the IPS are involved in ‘orienting 
attention’; that is, directing perception and responses towards a cued location 
so that behaviour is quicker and less prone to error. The DAN also overlaps 
with the parietal and frontal cores of the attention network previously 
described by Mesulam (Mesulam, 1999). In keeping with the function of the 
DAN proposed by Corbetta and Posner, Mesulam proposed that this network 
coordinates all aspects of spatial attention, and directs the attentional focus.  
 
4.3.2 The ventral attention network (VAN) 
The ‘ventral attention network’ (VAN) has also been described by Corbetta 
and Shulman, using visual-attention task-induced activation fMRI studies. 
Core regions of the VAN include the right inferior frontal cortex (IFC) 
(comprising the inferior frontal gyrus (IFG), the anterior insula (AI), and the 
frontal operculum) and posteriorly the right temporo-parietal junction (TPJ) 
(Figure 1.2C). These regions have also been found to form one of the resting 
state networks (Fox et al., 2006). 
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Regions of this network are strongly activated by target detection, especially 
when the targets occur at an unexpected location, or during the detection of 
low-frequency or salient events (Corbetta and Shulman, 2002). Other 
functions have been proposed for the right IFC, and more especially the right 
IFG, such as an involvement in inhibitory control (Garavan et al., 1999; Aron, 
2007). However, it is not clear whether this region is specifically involved in 
response inhibition or if it is engaged during the attentional capture of the 
inhibitory signal. This will be further developed in Chapter 4, where I present a 
study aiming to disentangle the frontal processes involved during inhibitory 
control. 
 
One proposed function of the VAN is that it serves as an alerting system that 
acts as a circuit breaker of ongoing cognitive activity when salient, 
unexpected or low frequency stimuli are detected. In other words, this network 
has been proposed to be involved in ‘stimulus-driven’, or ‘bottom-up’ attention 
(Corbetta and Shulman, 2002). However, results from previous 
neuropsychological and neuroimaging studies revealed that a right lateralised 
fronto-parietal network anatomically close to the VAN was also involved in 
modulating and maintaining vigilant or sustained attention (Posner and 
Petersen, 1990; Rueckert and Grafman, 1996; Paus et al., 1997; Coull, 1998; 
Robertson and Garavan, 2004). To explain this apparent discrepancy, Coull 
proposed that this network might provide the neuroanatomical location for the 
functional interaction between stimulus-driven attention and internally 
maintained sustained attention (Coull, 1998). This suggestion came, in part, 
from the observation that the normal deactivation observed in the VAN as 
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time on task increases and vigilance decreases is opposed by the demand to 
perceive and respond to intermittent target objects (Coull et al., 1998). In 
keeping with that, exogenous stimuli have been found to externally activate 
and improve vigilant attention (Manly et al., 2002; O'Connor et al., 2004). This 
suggests that bottom-up attention can actually modulate the cortical systems 
supporting sustained attention.  
 
4.3.3 The Salience Network (SN) 
The term ‘Salience Network’ (SN) was first used by Seeley and colleagues to 
describe a set of paralimbic structures, most prominently the anterior 
cingulate cortex (ACC), the pre-supplementary motor area (pre-SMA) and 
bilateral anterior insular cortices (Seeley et al., 2007b) (Figure 1.2 D). These 
regions are often found to be co-activated (Dosenbach et al., 2006), and have 
been shown to form a functionally connected network both during task and at 
rest (Seeley et al., 2007b; Sridharan et al., 2008). 
 
Dosenbach and colleagues have shown that the regions of the SN show 
sustained activity across a variety of tasks and conditions and in response to 
various forms of internal or external salience (Dosenbach et al., 2006). The 
magnitude of response of these regions (especially ACC and anterior insula) 
appears to be proportional to the perceived saliency of a stimulus, regardless 
of its modality (Mouraux et al., 2011). However, each subcomponent within 
the SN appears to play a distinct role. A number of studies have suggested 
that the rostral ACC might be involved in error detection, whereas more dorsal 
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ACC/pre-SMA may monitor for conflict (Ullsperger and von Cramon, 2001; 
Garavan et al., 2003). There is evidence that the ACC is also involved in a 
number of other functions, such as identifying the motivational relevance of 
external events, sustaining the level of effort needed for the execution of 
attentional tasks (Mesulam, 1981), or self-regulation (Posner et al., 2007). 
The pre-SMA has also been implicated in various executive functions, such as 
changing or stopping movements plan (for review, see Nachev et al., 2008). 
More generally, the medial prefrontal components of the SN have been 
proposed to play an important role in response regulation (Roelofs et al., 
2006), influencing attentional processing in favour of task-relevant behaviours 
and implementing some adjustments in situations in which behaviour needs to 
be adapted, changed or stopped (Paus et al., 1998; Roelofs et al., 2006). The 
exact role of the anterior insular cortex in cognitive control is less clear. It has 
often been proposed to be primarily involved during interoceptive-autonomic 
and emotional processes such as pain, stress, hunger or enjoyable feelings 
(Peyron et al., 2000; Blood and Zatorre, 2001; Craig, 2002). However, more 
recent studies suggest a central role of the anterior insula in human 
perception, cognition and attention (Brass and Haggard, 2010; Menon and 
Uddin, 2010; Mouraux et al., 2011). 
 
Taken together, these results support the proposition that a possible function 
of the SN is to integrate sensory and limbic information in order to determine 
the most relevant among internal and external stimuli and guide behaviour 
(Menon and Uddin, 2010). A similar theory proposes that the SN is critically 
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involved in the selection and modulation of the processes that are relevant for 
a given specific task (Dosenbach et al., 2006).  
 
4.3.4 The Default-Mode Network (DMN) 
The term ‘Default-Mode Network’ (DMN) was first proposed by Raichle and 
colleagues to describe a set of brain regions that exhibit higher metabolic 
activity at rest than during performance of externally oriented cognitive tasks 
and show strong functional coupling at rest (Gusnard et al., 2001a; Raichle et 
al., 2001) (Figure 1.2 E). Up to seven distinct brain regions have been 
proposed as DMN nodes (Buckner et al., 2008): 1) the precuneus and 
posterior cingulate cortex (Precu/PCC); 2) the inferior parietal lobes (IPL); 3) 
the ventromedial prefrontal cortex (vmPFC); 4) the superior frontal gyrus; 5) 
the anterior portions of inferior temporal cortex; 6) the medial temporal cortex 
(parahippocampal gyrus and hippocampus); and 7) the medial cerebellum. 
Among them, the Precu/PCC, the vmPFC, and the bilateral IPL are the most 
commonly reported. The two medial regions, and particularly the Precu/PCC, 
are thought to constitute the core nodes of the network (Fransson and 
Marrelec, 2008).  
 
In general, previous studies have shown that the DMN increases its activity 
when people are attending to internally driven cognitive processes and 
reduces its activity when an external task-based focus is required (Gusnard 
and Raichle, 2001; Raichle et al., 2001). To account for that, the DMN has 
been associated with introspective attentional orientation related to 
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mentalization and emotional processing (Gusnard et al., 2001b). During an 
externally directed attentional task, ‘stimulus-independent thoughts’ are often 
incompatible with goal-directed activity, and may represent a potential source 
of cognitive task interference (Sonuga-Barke and Castellanos, 2007). This 
idea is supported by the work of Mason and colleagues, who demonstrated an 
association between stimulus-independent thoughts during task performance 
and both DMN activation and participant’s reports of their subjective 
experience of ‘mind’s wandering’ (Mason et al., 2007). Furthermore, several 
studies have shown that the magnitude of DMN deactivation contributes to 
task performance, and might reflect task engagement and difficulty 
(McKiernan et al., 2003; Hester et al., 2004; Weissman et al., 2006; Li et al., 
2007; Zhang and Li, 2010). For instance, a failure of DMN deactivation during 
externally directed attention tasks has been found to result in lapses of 
attention (Weissman et al., 2006).  
 
The exact nature of the mental processes supported by the DMN is still not 
clear and remains a topic of current research interest. Based on the existing 
literature, some authors have proposed that it comprises an integrated system 
for autobiographical, self-monitoring and social cognitive functions, and more 
generally processes that are directed toward the ‘internal world’ (Mason et al., 
2007; Buckner et al., 2008). However, others have suggested that it would 
support a broad low-level focus of attention during passive conditions, such as 
‘watchfulness’ or external environment exploration (Gilbert et al., 2007).  
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4.3.5 Example of networks co-activation during a cognitive task 
The four brain networks introduced above are often found to co-activate or 
deactivate during many attention demanding cognitive tasks. Here, I present 
an example of the pattern of brain activation/deactivation observed during the 
Stop Signal Task (SST) (see Chapter 2 for details about the task). During this 
task, subjects respond to visual stimuli, that are occasionally and 
unpredictably followed by a Stop signal, in which case they need to withhold 
their motor response (Logan et al., 1984). This task thus requires various 
aspects of attention and executive functions processing and produces a 
combination of activation/deactivation within the four networks introduced 
(Figure 1.2 A).  
  43 
 
 
Figure 1.2: Regional task activation and resting state networks 
A) Activations (warm) and deactivations (cold) observed during inhibitory control 
using model-based fMRI. This reveals activation within the right FEF and IPS, as part 
of the dorsal attention network (DAN) (B), within the right IFG and TPJ, as part of the 
ventral attention network (VAN) (C), within the rAI and ACC (extending to the pre-
SMA), as part of the Salience network (SN), and deactivation within the vmPFC and 
Precu/PCC as part of the Default-mode network (DMN). Most of the other areas of 
‘deactivation’ correspond to regions that are more activated during the baseline 
motor task (e.g. motor cortices). The resting state independent component analysis 
(ICA) provides evidence for the functional distinction of these 4 networks.  
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The mapping of cognitive functions proposed here may be underspecified, 
and more work is needed to better describe these networks and understand 
the functions they support. In addition, these networks do not function in 
isolation but interact together. In the next section, I present some important 
examples of these interactions. 
 
4.4 Network interactions  
4.4.1 DMN anticorrelation with ‘task-positive’ regions 
The DMN has been found to be temporally anticorrelated with the SN, the 
DAN, and to a lesser extent the VAN (Fox et al., 2005; Seeley et al., 2007b). 
This anticorrelation has been proposed to reflect the dichotomy between tasks 
requiring internally oriented versus externally oriented attentional modes 
(Fransson, 2005). As the attentional demands of a cognitive task increase, 
this dichotomy becomes more pronounced, and the strength of the 
anticorrelation has been found to be associated with more consistent 
behavioural performance (Kelly et al., 2008). This suggests that these 
networks subserve distinct functions that are both critical for attention. In 
keeping with that idea, it has been proposed that increasing attention when 
needed during task performance may be accomplished by distinct 
neurobiological strategies; either by predominantly boosting fronto-parietal 
networks activity (i.e. regions of the DAN and VAN), predominantly 
deactivating DMN, or a combination of the two (Lawrence et al., 2003). In 
addition, a recent study suggested that the two main nodes of the DMN do not 
show the same patterns of anticorrelation. Resting-state activity within the 
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vmPFC appeared negatively correlated with activity in regions of the DAN, 
whereas activity in the PCC was more negatively correlated with activity in 
regions of the SN (Uddin et al., 2009). This would explain why the SN and 
DAN both appear to be anticorrelated with the DMN, whereas they are, in fact, 
functionally distinct networks (Seeley et al., 2007b). 
 
4.4.2 A critical role of the salience network? 
Using chronometric techniques and Granger causality analysis, Sridharan and 
colleagues found that the SN, and more especially the right anterior insula, 
plays a critical and causal role in switching between the DMN and an 
attentional network that they refer to as the ‘executive network’ (EN) (see next 
section for a discussion about networks taxonomy) (Sridharan et al., 2008) 
(Figure 1.3). This might constitute one brain mechanism by which the SN can 
regulate and guide behaviour. However, the Granger causality analysis used 
in this study, which assumes that if one time-series looks like a time-shifted 
version of the other, then the one with temporal precedence caused the other, 
presents a number of limitations (Smith et al., 2011). In the study presented in 
Chapter 5, I explore the dynamic relationship between these networks in more 
details, by investigating the effects of SN structural disconnection on TBI 
patients‘ brain activity. 
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Figure 1.3: Brain networks dynamic 
According to Sridharan and colleagues, based on external sensory and internal 
limbic inputs, the Salience Network (SN) dynamically coordinates the switching 
between Executive (EN) and Default Mode (DMN) Networks, allowing attention to be 
directed either to the external or the internal world (Inspired from Menon and Uddin, 
2010). 
 
 
4.5 Limitations of this networks model 
This mapping of distinct cognitive functions onto distinct brain networks is 
seductive, but there are a number of important limitations to this approach. 
 
4.5.1 Taxonomy 
There is still no recognized taxonomy for the networks presented above. This 
is probably at the heart of lots of confusion in the field at the moment. For 
instance, one group will talk about a ‘core’ or ‘task-control’ network 
(Dosenbach et al., 2006) while the other will refer to the same network as the 
‘salience’ network (Seeley et al., 2007b). An even more important source of 
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confusion comes from studies using the same term to describe distinct 
networks. Below are presented some examples. 
 
‘Executive’ network 
The term ‘Executive network’ (EN) (also named ‘executive control’ or ‘central 
executive’ network) has generally been used in studies investigating 
functional connectivity using independent component analysis (ICA, see 
Chapter 2 for description of the technique) to refer to a frequently observed 
component generally comprising a set of bilateral fronto-parietal brain regions 
(Beckmann et al., 2005; Seeley et al., 2007b). The main advantage of this 
technique is that it is a model free, data-driven transform method that makes 
no assumptions about the underlying biology and does not require any 
knowledge about which regions are involved in a given task and/or what is the 
underlying structural connectivity. However, one limitation is that, depending 
on the settings used to generate functional connectivity maps, these can be 
further split into subcomponents (see Chapter 2). Therefore, in some studies, 
the EN may encompass the VAN and the DAN (De Luca et al., 2006), be 
limited to the DAN (Sridharan et al., 2008), or further split into right and left 
subcomponents (Habas et al., 2009; Veer et al., 2010). In general, functional 
connectivity studies that efficiently distinguished between the DAN and the 
VAN have used a seed-based approach (Fox et al., 2006), which requires the 
investigator to make an assumption about the location of one particular region 
(e.g. the right IFG for VAN and the rFEF for DAN) and to then investigate 
what other areas of the brain show correlated activity. 
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In this thesis, I am using the term ‘executive network’ (EN) to describe a set of 
ventral and dorsal fronto-parietal regions as illustrated on Figure 1.4. I 
propose that this network, which comprises parts of the VAN and the DAN, is 
generally involved in externally oriented attentional processes, in contrast to 
the DMN, which is involved in internally oriented processes. 
 
 
 
Figure 1.4: The ‘Executive’ network 
ICA often produces a component that comprises both the dorsal (DAN) and ventral 
attention networks (VAN) regions. This component has previously been referred to as 
the ‘executive’ network. This is an example of such component, obtained using ICA 
on resting state data. 
 
 
‘Task-positive’ network 
Another confusing term is frequently used to refer to the set of brain regions 
that typically shows activation during most attention demanding cognitive 
tasks, and is known as the ‘task-positive network’ (TPN) (Fox et al., 2005; 
Kelly et al., 2008). As illustrated above (Figure 1.2), two opposing responses 
in term of change in brain activation are commonly observed during attention 
demanding tasks. While some regions (generally comprising regions of the 
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VAN, DAN and SN) often exhibit an increase in activity, regions of the DMN 
show a decrease (Gusnard and Raichle, 2001). Those who refer to the ‘task-
positive network’ thus encompass the VAN, the DAN and the SN as one 
functional network. This can be confusing in the context of functional 
connectivity studies, but in the context of model-based task-activation fMRI it 
can be useful to refer to the ‘task-positive’ regions, as opposed to the brain 
regions that exhibit decreased activation (‘task-negative’) such as the regions 
of the DMN (Figure 1.2 A). In this thesis, I am referring to the regions that 
show positive activation during task fMRI as ‘task-positive’ regions. 
 
4.5.2 Overlapping nodes 
Some of the networks presented above appear to share common nodes. For 
instance, when investigating resting state functional connectivity of the DAN, 
Fox and colleagues noticed that the FEF and IPS are also functionally 
connected with the pre-SMA (Fox et al., 2006). However, the pre-SMA is also 
functionally connected to regions of the SN. One possible explanation is that 
the SN and the DAN may interact via the pre-SMA. Similarly, the right anterior 
insula appears to be related to both the VAN and the SN, and might constitute 
the locus of functional interaction between the two networks. Such 
overlapping is not necessarily problematic when defining networks based on 
ICA, but it can be an issue when using seed-based approaches, as one seed 
may belong to two a priori distinct networks.  
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4.5.3 Networks functions 
There is still no clear mapping between networks and behaviour. For instance, 
the respective functions supported by the SN and the VN are not clearly 
distinct, as the two networks seem to be associated with the detection of 
salient events.  Some studies do not actually distinguish the SN from the VAN 
(Downar et al., 2002; Hermans et al., 2011). Nevertheless, a possible 
functional distinction between the two networks could be that while the SN 
responds to various degrees of internal or external salience, the VAN is only 
activated by behaviourally relevant external events. The SN might thus send 
signals to the VAN, restricting its input to task-relevant objects (Corbetta et al., 
2008). 
 
4.5.4 Subcortical brain structures 
Although the focus of previous work investigating functional brain networks 
has mainly been on cortical contributions, it is important to keep in mind that 
each of these processes is further supported by subcortical structures. For 
instance, the SN has been found to include subcortical sites such as the 
amygdala, the dorsomedial thalamus, the hypothalamus, and the substantia 
nigra/ventral tegmental area, while the EN has been found to comprise the 
caudate nucleus (Seeley et al., 2007b; Habas et al., 2009). However, these 
subcortical areas are small and often more difficult to characterise using fMRI. 
Therefore, although changes in subcortical brain functions after TBI are also 
likely to affect cognitive functions, in this thesis, I focus mainly on cortical 
brain networks. 
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5 Structural connectivity of large-scale brain networks 
Recent advances in neuroimaging analytical tools have led to the observation 
that the brain is intrinsically connected into large-scale brain networks 
supporting distinct and complementary cognitive functions. Damage to the 
structural connections within these networks is thus likely to have a critical 
impact on cognition. This can be assed using diffusion tensor imaging (DTI).  
 
5.1 Principles of diffusion tensor imaging 
Brain regions constitute large groups of spatially segregated neuronal 
populations. These are interconnected via bundles of long-distance axons 
forming white matter tracts, which enable the transport of large amounts of 
information between distinct brain regions. Recent advances in MRI physics 
led to the development of diffusion tensor imaging (DTI). This technique 
allows the in vivo exploration of anatomical connectivity in the human brain, 
and the estimation of the integrity of white matter tracts in a non-invasive way 
(Le Bihan et al., 2001). The principles of this technique will be further 
developed in Chapter 2. Briefly, in an unrestricted environment, water 
molecules diffuse freely in any direction. In the white matter, however, 
diffusion is restricted by the cell membranes and myelin sheath, and the 
diffusion tends to be oriented in the same direction as axons. Alterations in 
the microstructure of white matter tracts provoke a change in diffusivity (Le 
Bihan et al., 2001). By measuring the direction of diffusivity, DTI can be used 
to infer the orientation of white matter tracts in the brain, as well as their 
structural integrity. This technique is beginning to be widely used for the 
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evaluation of DAI (Arfanakis et al., 2002; Sidaros et al., 2008; Sugiyama et al., 
2009; Niogi and Mukherjee, 2010). 
 
Several measures have been developed to quantify white matter integrity 
using DTI. The most commonly used are fractional anisotropy (FA), and 
radial, axial and mean diffusivity (MD). Although the way in which these map 
to pathological changes is uncertain, FA is believed to relate to the degree of 
myelination and axonal density and/or integrity (Arfanakis et al., 2002; Song et 
al., 2002). Axial diffusivity measures diffusivity parallel to axonal fibres and 
has been proposed to reflect pathology of the axon itself. In contrast, radial 
diffusivity measures diffusivity perpendicular to axonal fibres and appears to 
reflect myelin abnormalities, either dysmyelination or demyelination, and 
might for instance be a useful marker of Multiple Sclerosis (MS) (Pierpaoli et 
al., 2001; Song et al., 2002). In this thesis, I used FA as a validated marker of 
white matter integrity after TBI (Mac Donald et al., 2007). 
 
5.2 Relation between functional and structural connectivity 
By combining DTI with functional connectivity analysis, a number of studies 
have observed a direct association between functional and structural 
connectivity in the human brain (Guye et al., 2008; Damoiseaux and Greicius, 
2009). For example, resting state functional connectivity has recently been 
compared with structural connectivity in three clinical case studies of 
patients with compromised inter-hemispheric white matter connections 
(Damoiseaux and Greicius, 2009). The studies converge to indicate that the 
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strengths of resting state functional connectivity and structural connectivity 
are positively correlated. In keeping with that, almost all functionally linked 
regions of the DMN, the SN, the VAN and the DAN have been found to be 
structurally interconnected (van den Heuvel et al., 2009). Conversely, 
structurally connected brain regions exhibit stronger and more consistent 
resting state functional connectivity than structurally unconnected regions 
(Honey et al., 2009). This supports the notion of an overall link between 
structural and functional connectivity at a whole-brain level.  
 
6 The impact of TBI on brain function: a review of the literature 
TBI produces a complex combination of focal lesions and DAI that are both 
likely to have an important impact on cognitive functions. Here, I review 
separately the studies investigating the effect of lesions and those looking at 
the effect of DAI on cognitive impairment after TBI.  
 
6.1 ‘Lesions oriented’ TBI studies 
6.1.1 The impact of focal lesions on specific cognitive functions 
Previous neuropsychological studies have often associated impairments in 
specific cognitive function with lesions in particular regions of the brain. This is 
based on two major assumptions: The first one is that specific functions are 
supported by specific parts of the brain (Brodmann, 1960), and the second is 
that brain injuries disrupt this localised function, giving rise to corresponding 
behavioural deficits (Broca, 1863). As seen in Section 2 of this chapter, 
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lesions resulting from TBI tend to have characteristic locations in the frontal 
and temporal lobes. Previous studies have particularly focused on frontal 
lobes lesions, because of the critical role of this brain area in cognitive 
functions (Stuss, 2011b).  
 
An example of this approach is provided by the work of Stuss and colleagues, 
who over a number of years have provided detailed investigation of the 
relationship between focal damage in the frontal lobe and cognitive function 
(Stuss et al., 2001; Shallice et al., 2007; Stuss and Alexander, 2007). In their 
work, lesions to the superior, medial frontal structures, including but not 
limited to the ACC, affected a cognitive effort or ‘energization’ system, with 
decreased ability to initiate a response and maintain performance overtime. 
They proposed that lesions in this area of the brain may underlie the ‘abulic’ 
symptom often observed in TBI, and typically associated with slowness of 
processing, lack of activity and initiative, apparent disinterest and lethargy 
(Stuss, 2011a; Zappala et al., 2012). Lesions to this part of the brain would 
thus appear to relate to the deficits in the energetic aspects of attention 
described previously. In contrast, lesions to the left dorsolateral prefrontal 
cortex (PFC) affected task setting, while those to the right dorsolateral PFC 
affected monitoring (Stuss and Alexander, 2007; Shallice et al., 2008). Right 
frontal lesions have also often been associated with sustained attention 
deficits (Wilkins et al., 1987; Rueckert and Grafman, 1996) and inhibitory 
control impairment (Dimitrov et al., 2003; Aron et al., 2004; Floden and Stuss, 
2006). In addition, lesions to the ventro-medial/orbital PFC have been 
associated with a failure of emotional and behavioural regulation, and 
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corresponding pathological behaviours such as impulsivity, childishness or 
aggressive and abusive behaviour (Stuss, 2011b).  
 
6.1.2 Limitation of lesions studies for TBI investigation 
To establish a direct and causal relationship between lesion location and 
cognitive function, lesions studies generally use patients with focal lesions 
that overlap within one brain area, and often include patients with non-
traumatic focal lesions, such as stroke or tumours resection. However, the 
presence of only one localized focal lesion is rarely observed in TBI patients, 
who are more likely to present with a combination of focal and diffuse injury. 
 
The most carefully designed lesions studies on TBI have claimed they had 
excluded subjects with evidence of DAI  (e.g. Stuss et al., 2001). This is 
important because DAI can cause cognitive dysfunctions in the absence of 
focal injury, and these may be difficult to distinguish from those produced by 
focal injury alone (Stuss and Gow, 1992; Levine et al., 1998). However, as 
mentioned earlier, it is only relatively recently that it has been possible to 
assess the extent of DAI using DTI, and most previous studies did not have 
the advantage of this technique to characterise DAI. This might explain, at 
least in part, why studies of lesions effects on cognitive functions in pure TBI 
groups have yielded such inconsistent results, and have often failed to find 
clear relationships between lesion locations and neuropsychological 
performance (Levin et al., 1991; Ponsford and Kinsella, 1992; Anderson et al., 
1995; Cockburn, 1995; Leblanc et al., 2006; Power et al., 2007). For instance, 
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a study in 136 children who experienced TBI showed that deficits in inhibition 
were not related to lesion characteristics (Leblanc et al., 2005). Another study 
investigating 50 TBI patients that underwent CT and MRI scans as well as 
neurobehavioural testing found no evidence for a relation between lesion 
location and neurobehavioural data (Levin et al., 1992). In addition, two 
neuropsychological studies found that patients performed poorly on tests that 
are sensitive to frontal lobe dysfunction, independently of the presence of 
frontal lesions (Leclercq et al., 2000; Spikman et al., 2000).  
 
Finally, although these ‘localisationist’ approaches have been important in the 
evolution of modern clinical neuroscience, the emergence of new theories of 
the brain as being organised into large-scale networks proposes that the 
transfer of information between distinct regions also plays a critical role in 
efficient cognitive control. Therefore, the study of lesions alone is unlikely to 
explain the full extent of cognitive deficits after TBI. Because of the way DAI 
affects axonal connections, its impact on cognitive function and its high 
incidence (found in almost three quarter of patients with moderate and severe 
TBI (Skandsen et al., 2010)), studies investigating the relationship between 
cognitive deficits and DAI appear important. 
 
6.2 DAI oriented TBI studies  
6.2.1 Evidence for white matter tract damage after TBI 
Following DAI, white matter tracts show less directional organisation. DTI 
provides a particularly useful way to help understand TBI white matter 
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pathology (Arfanakis et al., 2002; Bazarian et al., 2007; Kumar et al., 2009; 
Niogi and Mukherjee, 2010). Using this imaging technique, persistent changes 
in white matter structure after TBI have been found to correlate with injury 
severity, and to predict functional outcome better than patients’ initial clinical 
state or focal lesion load (Azouvi, 2000; Sidaros et al., 2008). Reduced FA 
has been reported, even in the absence of observable lesions in standard 
structural MRI (Nakayama et al., 2006). Increases in radial and axial diffusivity 
have also been observed, suggesting damage to both myelin and axons 
(Nakayama et al., 2006; Tisserand et al., 2006; Lo et al., 2009; Niogi and 
Mukherjee, 2010). Frontal and temporal white matter structures such as the 
anterior corona radiata, the uncinate fasciculus, the superior longitudinal 
fasciculus, the fronto-occipital fasciculus, as well as commissural fibres of the 
corpus callosum, are the most frequently damaged following TBI (Niogi et al., 
2008; Niogi and Mukherjee, 2010). However, studies are not always entirely 
consistent regarding the identification of the damaged tracts after TBI. This is 
likely due to the fact that TBI produces a complex pattern of axonal injury at 
variable locations across individuals (Figure 1.5), which makes difficult the 
identification of consistent white matter disruption at the group level (Kinnunen 
et al., 2010). Nevertheless, DTI may provide a more sensitive measurement 
of DAI compared to other neuroimaging techniques (Arfanakis et al., 2002). 
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Figure 1.5: Widespread white matter disruption following TBI 
Axial slices illustrating the regions of the white matter skeleton where fractional 
anisotropy is significantly lower in TBI patients compared to controls (tracts 
highlighted in red), as identified using Tract-based spatial statistic analysis (Adapted 
from Kinnunen et al. 2010)  
 
 
 
6.2.2 Relation between white matter integrity and cognitive function 
Recent studies suggest that the severity of cognitive impairment following TBI 
may correlate with the amount of white matter damage, as assessed by DTI. 
Whole brain mean FA has been found to correlate with executive, attentional, 
and memory cognitive measures as well as reaction time (Kraus et al., 2007; 
Niogi et al., 2008). Other studies have looked more closely at how damage to 
specific tracts relates to cognitive impairment (Salmond et al., 2006; Lipton et 
al., 2009; Levin et al., 2010). For instance, impairments in executive functions 
have been found to relate to the structural integrity of frontal white matter 
(Lipton et al., 2009; Levin et al., 2010) and thalamo-cortical connections (Little 
et al., 2010). A recent study performed in my group showed specific 
relationships between white matter integrity of the fornix and memory 
functions, as well as integrity in the left superior frontal white matter and 
executive functions (Kinnunen et al., 2010). The integrity of the corpus 
callosum and the cingulum bundles also appears critical for cognition. Wilde 
and colleagues reconstructed the corpus callosum of ten TBI patients and 
found a significant correlation between memory and concentration scores and 
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FA within this tract (Wilde et al., 2008). They went on to study a further 43 TBI 
patients and found that lower cognitive performance on the Flanker task 
(measuring interference and conflict processing) and the Sternberg task 
(measuring working memory) was associated with decreased FA within the 
cingulum bundles (Wilde et al., 2010). 
 
6.2.3 Limitations of DTI studies 
DTI appears as a promising tool in TBI research. However, some limitations 
should be taken into consideration when using this technique. First, inclusion 
of subjects with large focal lesions may affect the measure of diffusion and 
creates challenges for the DTI analysis (Hunter et al., 2012). Second, 
appropriate normative data are required since white matter structure is highly 
age-related (O'Sullivan et al., 2001; Andrews-Hanna et al., 2007). In the 
studies presented in this thesis, FA measures were corrected for age, and all 
results were replicated within a subgroup of TBI patients with no evidence of 
focal lesions. 
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7 Functional MRI studies of TBI 
7.1 Changes in brain activity following TBI 
Functional MRI has been widely used in the past decades to study disruption 
of cognitive systems after TBI, and there is converging evidence that TBI is 
associated with altered patterns of brain activation during tasks that require 
high levels of cognitive control. 
 
7.1.1 Increased activation of brain networks supporting cognitive control 
In general, studies where the level of performance between TBI patients and 
control subjects were reasonably equated have found increased activation in 
brain regions supporting the cognitive demands of the task in TBI patients 
compared to controls (for review see Levine (2006)). For instance, several 
studies have demonstrated increased activation in regions supporting working 
memory such as the dorsolateral PFC with increased memory load during an 
N-back task (McAllister et al., 1999; Levine et al., 2002b; Scheibel et al., 
2003; McAllister et al., 2006; Turner and Levine, 2008; Smits et al., 2009). TBI 
patients were also found to show more activation than controls when 
performing two tasks simultaneously in the brain regions supporting the tasks 
performance (Rasmussen et al., 2008). Increased activation over time-on-task 
has also been observed, and interpreted as increased effort to maintain 
attention (Kohl et al., 2009). 
 
Such over-activation has frequently been observed in populations with 
neuropathology, and interpretations generally depend on the presence or not 
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of behavioural impairment. In the presence of impairment, increased activity 
may be interpreted as an index of physiological ‘inefficiency’. When 
associated with a normal behaviour, it might suggest compensatory 
recruitment to maintain performance (Matthews et al., 2006). Such 
compensatory recruitment might be associated with increased cerebral effort 
to perform at a similar level as control subjects.  
 
7.1.2 Recruitment of additional brain regions 
Functional MRI studies have also found that TBI patients often show more 
distributed brain activation than control subjects while performing cognitive 
tasks (Christodoulou et al., 2001; Scheibel et al., 2003; Scheibel et al., 2007; 
Scheibel et al., 2009). First, some studies have reported that TBI patients 
show more bilateral activation of the frontal lobes, even when engaged in 
processes known to involve lateralized brain regions (Levine et al., 2002b; 
Maruishi et al., 2007; Molteni et al., 2008). This bilateral pattern of frontal 
lobes activation is not unique to TBI and has also been observed in older 
adults across several different cognitive domains such as attention, working 
memory, and inhibitory control (Cabeza, 2002). This pattern has been 
conceptualised as a Hemispheric Asymmetry Reduction in OLDer Adults 
(HAROLD) model and has been attributed to a compensatory mechanism 
(Cabeza, 2002). Bilateral activity in older adults has been found to positively 
correlate with successful cognitive performance, and is generally observed in 
high performing rather than in low performing older adults (Reuter-Lorenz et 
al., 2000; Cabeza, 2002). However, in the absence of a clear relationship 
between decreased lateralisation and increased performance in TBI subjects, 
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an alternative hypothesis is that a more widespread activation pattern would 
reflect a difficulty in engaging specialised neural mechanisms (Logan et al., 
2002), possibly as a result of disconnection  within brain networks. 
 
TBI patients have also been found to engage additional posterior regions that 
are not normally activated by the task studied, such as the 
precuneus/posterior cingulate cortex (Precu/PCC) (Levine et al., 2002b; 
Caeyenberghs et al., 2009; Kim et al., 2009; Scheibel et al., 2009). For 
example, Scheibel and colleagues found that increased recruitment of this 
region during a stimulus-interference task was associated with increased TBI 
severity (Scheibel et al., 2009). They proposed that this might reflect the 
allocation of more extensive neural resources to allow patients with the most 
severe injuries to maintain adequate task performance. An alternative 
interpretation is that the increase in Precu/PCC activity reflects an increase in 
DMN function and could thus be associated with a decrease in task 
engagement (Zhang and Li, 2010). This will be further discussed in Chapters 
3 and 5.  
 
In general, previous fMRI studies have observed abnormal brain activation in 
TBI patients as compared to controls, but the relationships between these 
changes in activation and cognitive performance are still poorly understood. It 
thus remains an open question as to whether the changes in brain activation 
observed following TBI are compensatory mechanisms, altered strategies, 
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response to increased task complexity, effort, cognitive fatigue or in certain 
cases a failure to deactivate the DMN.  
 
7.2 Changes in functional connectivity following TBI 
The overall organisation of the brain into distributed brain networks suggests 
that white matter damage is likely to disrupt the synchronisation between the 
regions connected via the damaged pathway, leading to changes in network 
function. Furthermore, changes in one network function may affect the 
function of other connected networks. However, only few studies have 
investigated functional connectivity changes after TBI and their results are not 
always consistent. 
 
One of the most consistent finding reported across the few TBI studies 
investigating functional connectivity is that DMN function appears particularly 
impaired after TBI, and that increased DMN functional connectivity is 
associated with recovery and better cognitive performance. A recent study 
investigated resting state functional connectivity during recovery from brain 
injury in ten TBI patients (Hillary et al., 2011). Changes in the DMN and a 
‘goal-directed’ network (comprising the ACC and dorsolateral PFC) were 
observed between 3 and 6 month post-injury, with increased connectivity 
seen in the DMN and decreased connectivity seen in the goal-directed 
network. They also found increased connectivity between both networks and 
the insula, which is interesting considering the proposed role of this region in 
dynamically coordinating activity between the two networks (Sridharan et al., 
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2008). However, the study failed to find any significant relationship with 
changes in behavioural performance. Another recent study performed in my 
group found that TBI patients with higher resting state DMN functional 
connectivity had less cognitive impairment as well as less evidence of DAI 
within the adjacent corpus callosum (Sharp et al., 2011). Other studies 
investigating TBI patients at a single time-point have reported reduced resting 
state connectivity within the DMN relative to controls (Boly et al., 2009; 
Nakamura et al., 2009; Vanhaudenhuyse et al., 2010; Mayer et al., 2011). 
Changes have also been observed within the EN. For instance, the 
dorsolateral PFC has been found to be decoupled from other task-positive 
brain regions in TBI patients performing semantic memory task, specifically 
under conditions where strategic control is needed (Strangman et al., 2009). 
 
7.3 Limitations of fMRI studies in TBI patients 
Scanning patients with TBI introduces a number of methodological issues that 
may affect results interpretation. In the following sections, I highlight some of 
the major concerns. 
 
7.3.1 Performance matching 
To compare brain activation in a group of patients with a control group, it is 
important that the two groups have reasonably matched performance 
(especially accuracy). In the case where patients have impaired performance 
and altered patterns of brain activation, it can be difficult to know whether 
differences in brain activation are due to brain damage or whether they reflect 
  65 
the fact that patients are not able to perform the task normally (Matthews et 
al., 2006; Price et al., 2006). In the studies I present in this thesis, I ensured 
that patients performed the tasks as accurately as controls. In Chapter 3’s 
study, I used a task with low cognitive demand that is easy to perform by all 
subjects. In Chapter 5’s study, I used an adaptative staircase procedure that 
adjusts the task difficulty depending on each subject’s performance (see Stop 
Signal Task description in Chapter 2). 
  
Another limitation comes from the fact that model-based fMRI is a relative 
measure of brain activity. If patients show a functional deficit during the 
baseline condition to which the cognitive function of interest is compared, the 
interpretation of a change of activation between the two conditions may be 
problematic (Matthews and Jezzard, 2004). To be able to interpret a change 
of brain activation in relation to the cognitive process of interest, a good 
matching of behavioural performance between the two groups on the baseline 
condition is essential. In my analyses, I generally used as a baseline a simple 
motor response task that patients were able to perform accurately. 
 
7.3.2 Volume loss 
Volume loss in patients can account for the differences of brain activation 
observed between patients and controls, and should thus always be 
controlled for. In my fMRI analyses, I included a map of grey matter density as 
a regressor of no interest (see Chapter 2). 
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7.3.3 Group heterogeneity 
The TBI population is heterogeneous in several aspects, including injury 
severity, pathological characteristics (e.g. focal lesion versus DAI), time since 
injury, and cognitive impairment. For instance, findings within patients will 
likely be affected by the time since injury. That is why I have only included 
patients at more than 2-3 month since injury, when such variations are 
reduced with stabilisation of recovery (Levine et al., 2006). In addition, focal 
lesions are likely to produce signal distortion, or ‘drop-out’, which may 
significantly bias results. Such considerations introduce a large amount of 
potential variability in the data, which is likely to lower the robustness and 
amplitude of brain activity modulations observed. In my studies, I have thus 
reproduced all the results in a subgroup of patients without focal injury. Most 
of the previous fMRI studies have looked at a small number of TBI patients, 
but, because of the group heterogeneity, TBI studies require scanning larger 
cohorts than have thus far been investigated. This would enable better 
generalisation to the TBI population as a whole, while simultaneously enabling 
the investigation of subgroups with specific types of brain damage (e.g. lesion 
or DAI) or distinct cognitive impairments. 
 
7.3.4 Haemodynamic response and vascular reactivity 
FMRI measure is indirectly related to neural activation, via a cascade of 
physiological events that may be affected by brain injury, such as cerebral 
blood flow (CBF), blood volume (CBV), and blood oxygenation (Iannetti and 
Wise, 2007). For instance, brain damage due to stroke or tumours can 
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change the baseline CBF and CBV (Murata et al., 2006), and an increase in 
baseline CBF has been shown to provoke a reduced BOLD response (Cohen 
et al., 2002). In addition, patients are often undergoing drug treatments that 
may also induce a change in vascular reactivity (i.e. CBF, CBV and blood 
oxygenation). To account for this potential confound, Iannetti and Wise 
proposed a number of suggestions for improving fMRI studies (Iannetti and 
Wise, 2007). The easiest to implement consists of the introduction of a control 
task, which is not expected to be modulated by the condition/disease, in order 
to assess possible global alterations of vascular reactivity.  The idea is that if 
the BOLD signal can be identical between patients and healthy subjects on a 
control task, then the downstream vascular events leading to the BOLD signal 
are unlikely to be significantly different between the two groups. I have used a 
similar approach in my studies, and showed that there was no difference in 
activation between TBI patients and controls on a contrast comparing motor 
response and cross fixation. 
 
To summarise, despite improved understanding of pathophysiological events 
after TBI and advances in structural and functional imaging techniques, the 
precise relationships between brain damage, brain dysfunction and cognitive 
deficits remains uncertain. Part of the problem has been the challenge of 
analysing such a heterogeneous population, in the face of an individually 
unique combination of focal and diffuse TBI and cognitive dysfunctions. 
Studies using larger number of patients and assessing the relationship 
between cognitive deficits and brain structure and function in carefully 
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selected sub-populations are likely to improve considerably our understanding 
of the neural mechanisms for cognitive dysfunctions after TBI.  
  
8 Main hypotheses and objectives 
8.1 Main hypotheses  
In this thesis, I present studies that integrate data from structural and 
functional neuroimaging (DTI and fMRI) with measures of cognitive 
performance in a large cohort of TBI patients to test two general hypotheses: 
 
• First, that cognitive deficits following TBI mainly arise from structural 
disconnection within brain networks that mediate cognitive functions, and 
that this can be measured using DTI.  
 
• Second, that cognitive deficits following TBI are associated with 
dysfunction of critical brain networks supporting these functions, which can 
manifest as changes in activation and/or changes in functional connectivity 
within these networks, as measured using fMRI. 
 
The specific hypotheses for each of the three studies presented in this thesis 
are stated in the following section. 
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8.2 Thesis overview 
• Methods Chapter 
In Chapter 2, I introduce the behavioural paradigms, behavioural measures, 
neuroimaging techniques and analytical tools that I have used in the studies 
presented in Chapters 3, 4 and 5. 
 
• Results Chapters 
In Chapter 3, I present a study that investigated the neural basis for sustained 
attention deficits following TBI. Previous literature suggests that both the VAN 
and the DMN might play an important role in sustained attention. In this study, 
I proposed that sustained attention deficits in TBI patients are associated with 
changes in activation, functional connectivity and structural connectivity within 
either the VAN or the DMN. I demonstrated that abnormalities in DMN 
function are a sensitive marker of sustained attention impairment, and I 
suggested that changes in connectivity within the DMN are central to the 
development of such impairment after TBI. 
 
In Chapter 4, I present a study that was aimed at investigating the distinct 
frontal systems involved in inhibitory control in healthy volunteers using fMRI. 
This study paved the way for the investigation of inhibitory control deficits in 
TBI patients presented in Chapter 5. Stopping an action in response to an 
unexpected event requires that the event be attended to and that the action 
be inhibited. The pre-SMA and the right IFC have both been involved in this 
type of behavioural inhibition, but studies have often failed to separate their 
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contributions to attentional capture and response inhibition. In this study, I 
proposed that lateral frontal regions support attentional capture, whereas 
medial frontal regions inhibit the on-going preparation for action. To test this 
hypothesis, I used a novel version of the Stop Signal Task, which controlled 
for attentional demands associated with the presentation of an unexpected 
stop signal. This work demonstrated that successful motor inhibition is 
associated with pre-SMA activation, while activation in the right inferior frontal 
cortex is associated with the bottom-up detection of unexpected stimuli.  
 
In Chapter 5, I present a study investigating the neural basis for inhibitory 
control deficits in TBI patients. The main hypothesis for this study is based on 
the results presented in Chapter 4, and on additional evidence that the DMN 
is also involved in inhibitory performance. As mentioned previously, it is not 
clear whether inhibitory deficits observed after TBI are associated with a real 
impairment of response inhibition, or are consecutive to attentional deficits. 
Therefore, I proposed that the patterns of brain activation changes observed 
after TBI will help understand whether patients’ inhibitory control impairment is 
due to a deficit in response inhibition, in stimulus-driven attention, or a more 
general deficit in regulating attention toward the external environment. 
Furthermore, I proposed that changes in brain function and inhibitory control 
impairment are due to damage within specific white matter tracts connecting 
brain networks involved in the task performance.  
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I demonstrated that TBI patients failed to deactivate the DMN, which is 
associated with an impairment of inhibitory control. In addition, I showed that 
structural integrity of the SN is necessary for the efficient regulation of activity 
in the DMN, and that a failure of this regulation leads to inefficient cognitive 
control. The results are in line with the proposed coordinating role of the SN.  
 
• Discussion Chapter 
In Chapter 6, I discuss the main results of this thesis and, based on my 
findings, I propose a pharmacological intervention study to improve cognitive 
performance in TBI patients. 
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Chapter 2 : Participants, material and methods 
 
In this Chapter, I outline information about participants, material and methods 
and introduce the main concepts for the analytical tools used in the studies 
presented in this thesis. I first briefly present some information about patients’ 
recruitment and the classification of their injury severity. Further demographic 
details are presented separately in each results chapter. I also present the 
battery of neuropsychological tests used to assess cognitive function in TBI 
patients. Then, I introduce the behavioural paradigms that have been used for 
the functional imaging studies, as well as the behavioural and cognitive 
measures they are associated with. This is followed by a presentation of the 
general principles of magnetic resonance imaging (MRI), and a description of 
functional MRI and diffusion tensor imaging (DTI) techniques. I next introduce 
the methods I have used to process and analyse these functional and 
structural imaging data. In the last section, I lay out the scanning protocol and 
scanning parameters used in the three studies presented in this thesis. 
 
1 Participants 
1.1 Patients recruitment 
Patients were all at the post acute/chronic phase post-injury, i.e. they were 
recruited for the study more than two months after their injury. They were 
referred into their local TBI service because of persistent cognitive problems. 
Exclusion criteria were as follows: neurosurgery, except for invasive 
intracranial pressure monitoring; history of psychiatric or neurological illness 
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prior to their head injury; history of significant previous TBI; anti-epileptic 
medication; current or previous drug or alcohol abuse; or contraindication to 
MRI. Different but overlapping groups of patients were used for the studies 
presented in Chapter 3 and 5. Within the group of 28 patients included in 
Chapter 3 study, 26 were also included in the study reported in Chapter 5. 
 
1.2 Classification of TBI severity 
The Mayo Classification System was used to classify TBI severity, on the 
basis of available indicators including death due to TBI, trauma-related 
neuroimaging abnormalities, GCS (Glasgow Coma Scale, measure the level 
of consciousness and level of neurological functioning), PTA (post-traumatic 
amnesia), loss of consciousness and specified post-concussive symptoms. 
According to this system, cases of TBI can be classified as moderate to 
severe (strong evidence of definite brain trauma), mild (weaker evidence of 
probable TBI) or symptomatic (only equivocal documented evidence of the 
occurrence of possible TBI) (Malec et al., 2007). A patient will be classified 
with moderate to severe if one or more of the following criteria apply:  death 
due to TBI, loss of consciousness of more than 30 min, PTA of more than 24 
hours, GCS of less than 13 in first 24 hours, evidence of haematoma, 
contusion, penetrating TBI, subarachnoid haemorrhage or brain stem injury. A 
TBI patient will be classified as mild (probable) TBI if none of the above 
criteria applies and if one or more of the following criteria apply: loss of 
consciousness of less than 30 minutes, PTA of less than 24 hours, 
depression, basilar or linear skull fracture (dura intact). Finally, a patient will 
be classified as symptomatic (possible) if none of the previous criteria applies, 
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and if at least one of the following symptoms is present: blurred vision, 
confusion, daze, dizziness, focal neurological symptoms, headache and 
nausea. 
 
1.3 Control groups 
Different control groups were used for the functional and structural imaging 
studies. They were all age- and when possible gender-matched with patients 
groups, and had no history of neurological or psychiatric disorder. 
 
2 Neuropsychological assessment 
A detailed neuropsychological battery was used to assess cognitive function. 
Current verbal and nonverbal reasoning ability was assessed using Wechsler 
Abbreviated Scale of Intelligence Similarities and Matrix Reasoning subtests 
(Wechsler, 1999). Verbal Fluency Letter Fluency and Colour-Word (Stroop) 
tests were administered from the Delis-Kaplan Executive Function System to 
assess cognitive flexibility, inhibition and set-shifting (Delis et al., 2001a). The 
Trail Making Test (forms A and B) was used to further assess executive 
functions (Reitan, 1958). Working memory was assessed via The Digit Span 
subtest of the Wechsler Memory Scale-Third Edition (WMS-III) (Wechsler, 
1997). The Logical Memory I and II subtests of the WMS-III were included as 
measures of immediate and delayed verbal recall. The People Test from the 
Doors and People Test battery was used as a measure of associative learning 
and recall (immediate and delayed) (Baddeley et al., 1994).  
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3 Functional imaging paradigms 
Two tasks with different levels of cognitive load were used to assess various 
aspects of cognitive dysfunctions after TBI: a Choice Reaction Time (CRT) 
task, and a Stop Signal Task (SST). The CRT task does not require a high 
level of cognitive processing and is well suited to study deficits in sustained 
attention over time on a task that patients are initially able to perform as well 
as controls (Chapter 3). The SST, used to investigate inhibitory control 
(Chapter 4), is more cognitively demanding than the CRT, but its design 
allows to equate performance accuracy between patients and controls, which 
is important when comparing two groups in fMRI studies (Price et al., 2006) 
(Chapter 5). 
  
3.1 The Choice Reaction Time task  
3.1.1 Paradigm description 
The CRT task consists of the presentation of Go stimuli to which subjects are 
instructed to respond as quickly and as accurately as possible. An initial 
fixation cross is presented for 350 ms, followed by a response cue arrow (<<< 
or >>>) lasting 1400 ms and pointing in the direction of the required response. 
Finger press responses are made with the index finger of each hand. The task 
comprises 144 trials, with left and right arrows (Go signals) randomly 
interleaved with Rest trials, where the fixation cross remains on the screen 
(ratio of 5/5/4, Right/Left/Rest).  
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3.1.2 Behavioural measures 
Speed of information processing 
Speed of information processing can be measured by the median of the 
reaction time (RT) distribution. The use of the median is preferred over the 
mean, due to the non-gaussian shape of the RT distribution, which results 
from the physiological limit to maximizing response speed, and the absence of 
such limit for response slowing (Ulrich and Miller, 1993). 
 
Vigilance level 
The inconsistency in response time can be measured with intra-individual 
variability in RT (IIV). Occasionally occurring ‘attentional lapses’, or decreases 
in vigilance level, may cause slower and more variable RT (Flehmig et al., 
2007) (Figure 2.1). The standard deviation of RT (StDev(RT)) has often been 
used as an index of performance variability. However, it is highly influenced 
by the individual’s average RT. Therefore, IIV is better estimated by dividing 
individual StDev(RT) by individual mean RT (Flehmig et al., 2007). TBI 
patients often have higher IIV compared to healthy controls, which is though 
to reflect a lower vigilance level (Whyte et al., 1995; Stuss et al., 2003).  
 
Vigilance decrement 
Although IIV has often been used to investigate sustained attention deficits, it 
is important to consider the possibility that performance inconsistency (high 
IIV) could also reflect difficulties due to the specific cognitive demands of the 
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task and not necessarily due to sustained attention deficits. Impairment of 
sustained attention might thus be best demonstrated through decline in 
performance (RT and/or accuracy) over the duration of a task that patients are 
initially able to perform well (Whyte et al., 1995; Rueckert and Grafman, 1996; 
Parasuraman et al., 1998; Malhotra et al., 2009) (Figure 2.1). This response 
pattern has been termed vigilance decrement and has been frequently used 
as a measure of sustained attention (Paus et al., 1997; Grier et al., 2003; 
Pattyn et al., 2008; Malhotra et al., 2009). In Chapter 3, I used the increase in 
RT between the first and last third of a CRT task as a measure of sustained 
attention deficit in TBI patients. 
 
 
Figure 2.1: Vigilance level and vigilance decrement on a simple CRT task. 
Example of a reaction time (RT) plot (blue) on the CRT (144 interleaved Go and Rest 
trials (RT=0)), showing the typical increase in RT toward the end of the task 
(vigilance decrement), partly due to the increase occurrence of attention lapses 
(vigilance level), which manifest as peaks of increased RT (green arrow).  
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3.2 The Stop Signal Task  
Inhibitory control can be defined as the ability to suppress inappropriate or no 
longer required responses. It is considered to be a key component of 
executive control (Logan et al., 1984; Aron, 2007). In everyday life, there are 
many examples of the importance of response inhibition, such as stopping 
yourself from crossing a street when a car comes around the corner without 
noticing you, or stopping yourself from saying something inappropriate during 
a work meeting. This process has been extensively studied both in healthy 
volunteers and clinical populations using the SST (Logan et al., 1984).  
 
3.2.1 Principle of the Stop Signal Task 
The SST is based on a simple CRT task, but at irregular intervals and 
unpredictably for the participants, the Go stimulus is followed by a Stop signal 
(e.g. flashing visual shape), which instructs subjects to withhold their 
response (Logan et al., 1984). Subjects are generally able to inhibit their 
response when the Stop signal is presented close to the moment of stimulus 
presentation, but fail to inhibit when it is presented too close to the moment of 
response execution. To account for these observations, Logan proposed a 
‘horse-race’ model. According to this model, ‘Stop’ and ‘Go’ processes are 
independent from one another, and a ‘race’ occurs between the two 
processes for completion. Whichever process finishes first wins the race. If 
the Go process wins, the response is executed, resulting in an incorrect Stop 
trial, and if the Stop process wins, the response is successfully inhibited 
(correct Stop trial). The inhibition of a response thus depends on the relative 
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finishing times of the Go and the Stop processes. The position of the Stop 
signal during the Go process biases the race in favour of one process or the 
other. If the Stop signal occurs early in the trial, the response will usually be 
inhibited. Conversely, if the signal occurs late enough, the response will rarely 
be inhibited (Figure 2.2).  
 
3.2.2 Description of the task 
Subjects were presented with an initial fixation cross for 500 ms, followed by a 
Go signal in the form of a left or right pointing arrow signalling response 
direction. Finger presses were made with the index finger of each hand. 
Unpredictably, on 20% of the trials, a red circle appeared above the location 
of the Go stimulus (Stop signal). This Stop signal indicated the need to 
attempt to inhibit the button press (Figure 2.2). 
 
 
Figure 2.2: Stop signal paradigm 
Trials started with a cross fixation followed by a Go signal (right or left pointing 
arrow). 20% of the trials involved an unpredictable Stop signal (red dot) presented at 
a variable delay following the Go signal (the stop signal delay; SSD). The time it take 
for a subject to inhibit a response can be estimated by the Stop Signal Reaction Time 
(SSRT).  
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3.2.3 Tracking procedure 
The delay between the presentation of the Go and Stop signals is termed the 
Stop signal delay (SSD) (Figure 2.2). The ability to stop a response is a 
function of the length of the SSD. The longer the SSD, the more difficult it is to 
successfully inhibit a response. By varying the SSD according to subjects’ 
performance, it is possible to compute a ‘critical’ SSD, which represents the 
time delay required for the subject to succeed in withholding a response on 
Stop trials for half of the time.  For that purpose, a staircase procedure can be 
used. Here, the SSD was initially set to correspond to the mean Go RT of the 
previously performed CRT, minus 200 ms. Subsequently, the SSD was 
adaptively varied every two Stop trials. If cumulative accuracy on previous 
Stop trials was greater than 50%, the SSD was increased by 50 ms, if less 
than 50%, the SSD was decreased by 50 ms. A lower limit for SSD was set to 
50 ms. This tracking procedure has two principal advantages. Firstly, it allows 
the estimation of a ‘Stop signal reaction time’ (SSRT). This measure is 
thought to reflect how good a subject is at inhibiting, with lower SSRT 
corresponding to better inhibition (see next paragraph for SSRT estimation). 
Secondly, it compensates for between subjects differences, by allowing to 
equate Stop accuracy in patients and control subjects to 50%, which is critical 
for the interpretation of results when comparing brain activation between two 
groups (Price et al., 2006).  
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3.2.4 Estimation of the Stop signal reaction time (SSRT) 
SSRT measures the speed of the inhibitory process and is most often used as 
a behavioural measure of response inhibition (Logan et al., 1984; Aron, 2007).  
This measure has been found to correlate with self-report of impulsivity 
(Logan et al., 1997) and also appears to be related to  other measures of 
inhibition and executive control (Friedman and Miyake, 2004). SSRT 
corresponds to the time interval between the start and finish of the Stop 
process (Figure 2.2). Hence, it estimates how fast subjects can cancel an 
already initiated response. The length of the response inhibition process 
cannot be measured directly due to the absence of overt response. However, 
it can be estimated using methods that are based on the assumptions of the 
horse-race model (Logan et al., 1984). The two main assumptions of this 
model are that the Go and Stop processes are independent, and that each 
subject ‘s SSRT provides a reliable estimate of inhibitory control as a fixed 
ability. With these assumptions, and when using a staircase tracking 
procedure, SSRT can be estimated by subtracting the mean SSD to the mean 
or median Go RT (Aron and Poldrack, 2006). 
 
Theoretical issues and potential problems with SSRT estimation 
The horse-race model’s assumptions on the basis of which the SSRT can be 
estimated are not always valid. There are a number of situations where SSRT 
estimation may fail, or be biased, because the Go and Stop processes are not 
fully independent, or because the SSRT might not be a fixed measure of 
inhibition ability. 
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• SSRT and strategic slowing 
In order for the race model to be applicable to the behavioural data, subjects 
must attempt to perform as quickly as possible on Go trials. However, even 
when subjects are instructed to do so, some adopt a strategy of progressive 
slowing in response time in order to increase the probability to inhibit when a 
Stop signal is presented. Participants who exhibit such strategic slowing often 
produce shorter SSRT estimates independently of their real inhibitory 
capability (Leotti and Wager, 2010). This has been proposed as an 
explanation for the frequently observed negative correlation between task 
accuracy and SSRT, with subjects slowing more having better accuracy 
(speed-accuracy trade-off) and better SSRT (lower value) (Boehler et al., 
2010).  In the two SST versions used in this thesis, a negative feedback was 
introduced to prevent subjects from slowing too much. This will be described 
in more details in Chapter 4. 
 
• SSRT and attention 
It is easily conceivable that attention deficits would affect the detection and 
thus the processing of Stop signals, producing higher SSRT. In keeping with 
that, a positive correlation between response readiness and SSRT has been 
observed (Li et al., 2005; Hu and Li, 2011), and slower SSRTs have been 
related to early problems with shifting attention to the Stop signal (Bekker et 
al., 2005b). Therefore, when investigating a group of patients with attention 
deficits such as TBI, the validity and specificity of SSRT as a pure measure of 
inhibition needs to be carefully examined. A possible way of doing so is to 
  83 
correlate SSRT measures with other attentional measures related to the Go 
process (see Chapter 5). 
 
In addition, a difference in inhibitory performance may also reflect competition 
for resources between the Stop and the Go processes (Marinovic et al., 
2010). If the CRT performance is more demanding for a group than another, 
then less resource will be available to engage in the Stop process. As seen in 
the introduction, TBI patients may have lower attentional resources available 
as compared to normal subjects, which might account for the lower inhibitory 
performance observed in these patients.  
 
• SSRT and motivation 
There is a body of evidence to suggest that motivational factors modulate the 
efficiency of inhibitory control of action. The existing literature on the role of 
extrinsic motivation in modulating performance on the SST generally suggests 
that motivational incentives affect inhibitory control; for example, by bringing 
the performance of children with ADHD up to the level of typically developing 
children (Slusarek et al., 2001). Increasing motivation by introducing rewards 
for successful inhibitions has also been found to produce lower SSRT in 
healthy subjects (Leotti and Wager, 2010; Sinopoli et al., 2011). In contrast, 
rewarding participants for correct and rapid Go trials has been associated with 
slower SSRT (Padmala and Pessoa, 2010).  
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• SSRT and Stop signal salience 
Several studies have found that SSRT systematically varies as a function of 
experimental manipulations of the expected probability or salience of the Stop 
signals (van der Schoot et al., 2005; Morein-Zamir and Kingstone, 2006). 
Even in the absence of motivational incentive, a more salient Stop signal is 
indeed more likely to be processed rapidly, and to be associated with faster 
SSRT. 
 
Consequences for clinical studies 
SSRT has been found to be higher in a number of neurological and 
neuropsychiatric conditions such as Attention deficit and hyperactivity disorder 
(Schachar et al., 2000; Lijffijt et al., 2005), Obsessive compulsive disorder 
(Chamberlain et al., 2006), Schizophrenia (Nolan et al., 2010) as well as in 
TBI (Dimoska-Di Marco et al., 2011). However, most of these groups also 
have attentional deficits that could have resulted in an inflated estimation of 
the SSRT. For instance, a meta-analysis of SST studies in ADHD showed that 
higher SSRTs observed in ADHD reflected a more generalized deficit in 
attention processing rather than deficits of response inhibition (Alderson et al., 
2007). 
 
Taken together, these observations suggest that the degree to which the 
SSRT specifically indexes response inhibition might vary from one subject to 
another. Especially when investigating patients with other cognitive deficits, 
SSRT might not specifically index different degrees of inhibitory ability as 
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previously thought, but might rather relate to more general factors, such as 
motivation and/or attention (Padmala and Pessoa, 2010). In the context of the 
present work, because TBI patients have a number of cognitive deficits that 
can affect the measure of SSRT (e.g. sustained attention deficits or lower 
attentional resource), the cognitive specificity of behavioural results on the 
SST need to be interpreted with caution. Importantly, the investigation of brain 
activation using functional MRI might help interpret the underlying cognitive 
cause for an increase in SSRT following TBI, in terms of either attention 
deficit, inhibitory deficits, or both, depending on which brain system 
demonstrates functional changes in relation to changes in SSRT (see Chapter 
5). 
 
Exclusion criteria for SSRT estimation 
Abnormally low SSRTs can result from an inadequate performance of the 
task. This can manifest as an important slowing on Go trials (strategic 
slowing-down), low Go trials accuracy, or a failure of the adaptative staircase 
procedure, resulting in Stop accuracies much lower or higher than 50%.  
However, only few studies have reported exclusion criteria for the estimation 
of SSRT. Rucklidge and colleagues reported the exclusion of 5 subjects out of 
108 according to the following criteria: i) percent inhibition less than 13% or 
greater than 85% and ii) SSRT less than 50 ms (Rucklidge and Tannock, 
2002). Another study using more stringent exclusion criteria reported the 
exclusion of 21 participants out of 67 based on i) a response rate on the Go 
task lower than 90%, ii) more than 10% incorrect trials on the Go task, iii) 
percentage inhibition on the Stop task less than 25% or greater than 75%, or 
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iii) an SSRT of less than 80 ms (Cohen et al., 2010). However, these criteria 
do not control for the strategic slowing-down that can also affect SSRT 
estimation, and include Stop accuracies that are too far from 50% for a critical 
SSD to be accurately estimated. Therefore, I developed the following 
exclusion criteria: i) a Stop accuracy lower than 40% or higher than 60%, ii) a 
Go accuracy lower than 80%, iii) more than 30 ‘negative feedback’ per trial 
(reflect Go RT slowing, see Chapter 4). With these exclusion criteria, each 
SSRT measures included were in the typical range for both healthy 
participants and TBI patients. 
 
4 Introduction to magnetic resonance imaging 
4.1 MRI principle summary 
MRI is an imaging technique that uses a strong magnetic field to produce 
images of biological tissue, based on physics underlying nuclear magnetic 
resonance (NMR). These images are produced using series of changing 
magnetic gradients and oscillating electromagnetic fields, also known as pulse 
sequences. Depending on the type of sequence used, the MRI scanner can 
detect different tissue properties and images can be created that differentiate 
low versus high proton density, grey matter versus white matter, or fluid 
versus tissue. 
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4.2 Nuclear Magnetic Resonance  
The nucleus of an atom consists of two particles, protons and neutrons, which 
both spin about their axis. The spinning of the nuclear particles produces an 
angular momentum. If the atom has an uneven number of protons and 
neutrons, this vector is different from zero. In addition, because a proton has a 
mass, a positive charge, and spins, it produces a small magnetic field that is 
referred to as the magnetic moment (Figure 2.3 A). The magnetic moment 
vector is oriented in the same direction as the angular momentum and the 
ratio between the angular momentum and the magnetic moment gives a 
constant known as the gyromagnetic ratio (γ), which is specific to each 
magnetically active nuclei. Hydrogen has a significant magnetic moment and 
is abundant in the human body. Therefore, MRI scanners are usually 
configured to detect it. The nucleus of the hydrogen atom contains a single 
proton that behaves like a tiny bar magnet. Because of the spin 
characteristics of the proton, when it is placed in a large external magnetic 
field (B0), it aligns (at a slight angle) either parallel or anti-parallel to the 
direction of the magnetic field (Figure 2.3 B). Protons aligned in the parallel 
orientation are said to be in a low energy state, while the others are in a high 
energy state. The higher B0 is, the more spins are aligned in the low-energy 
state. The magnetic moments of the spins in the low energy state that are in 
excess compared to the number of spins in the high-energy state add to form 
the net magnetization vector (M), which is thus proportional to B0 (Figure 2.3 
D). In addition to aligning with B0, protons precess at a particular frequency 
that is equal to the strength of B0 multiplied by the gyromagnetic ratio. This is 
called the ‘Larmor frequency’ (ω0).  
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The varying amount of hydrogen in different tissues effects how the protons 
behave in the external field. For instance, because of the total amount of 
hydrogen in water relative to other brain tissues, it has one of the strongest 
net magnetization vectors. MRI experiments involve orienting this vector (M) 
away from the B0 axis (z-axis) toward a transverse xy plan perpendicular to it, 
and measure the constants associated with its reorientation parallel to the z-
axis. For that, a pulse of radio frequency (RF) energy is administered in the 
form of a RF wave that oscillates at the Larmor frequency (Figure 2.3 E). This 
produces a phenomenon known as resonance, where spins begin to precess 
in phase. As the RF pulse continues, some of the spins in the lower energy 
state absorb energy from the RF field and become ‘excited’ into the higher 
energy state. This has the effect of reorienting or ‘flipping’ M away form the z-
axis towards the transverse xy plane (Figure 2.3 F). At this point, spins that 
had moved into the higher energy state return to the lower energy state, 
causing M to reorient along the z-axis (Figure 2.3 G). This ‘relaxation’ is 
described by constants known as T1 and T2. The longitudinal relaxation time 
T1 is the decay constant for the recovery of the z component of M toward its 
thermal equilibrium, while the transverse relaxation T2 is the decay constant 
for the xy component of M (Figure 2.3 H). Compared to T1 relaxation, T2 
decay process is very rapid. T2* is another relaxation constant that is related 
to T2, but also accounts for the combined effects of inhomogeneities in B0 and 
neighbouring molecules spin-spin interaction. This process is even shorter 
than T2 decay and is thus particularly useful to image rapid brain processes in 
functional MRI.  
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Figure 2.3: Basic principles of magnetic resonance imaging 
(A) Atomic nuclei are comparable to spinning magnet bars with a specific magnetic 
moment that spin at one specific frequency. (B) Normally, spins are randomly 
oriented, and the resulting magnetism is null. (C) In the presence of a magnetic field 
B0, magnetic moments tend to align toward the field, producing a net magnetization 
(M). (D) The direction of the main field B0 defines coordinates system where the z 
axis is parallel to the orientation of B0 and x and y form a transverse plan 
perpendicular to it. (E) By applying an electromagnetic pulse in the form of a radio 
frequency (RF) wave that oscillates at the same resonant frequency (Larmor 
frequency ω0) as protons, particles becomes ‘excited’ into a higher energy state. (F) 
This as the effect of moving the magnetization vector (M) away form the z axis 
towards the transverse xy plane. (G) At this point, the spin begins to realign to the z 
axis and frequency energy is re-emitted, providing the NMR signal. (H) The time 
taken for the spin to return to the low energy state (relaxation) is described by 
constants known as T1 and T2. T1 governs the rate at which longitudinal 
magnetization recovers (longitudinal relaxation), while T2 governs the rate at which 
longitudinal magnetization decay (transverse relaxation). 
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4.3 From NMR to MRI 
The NMR signal is detected as a function of time, and demonstrates the 
presence of hydrogen atoms but does not provide any information to locate 
them in space. Spatial information is recovered from the raw signal by using 
gradient coils that generate a magnetic field that increases in strength along 
one spatial direction. When a rotating field gradient is used, linear positioning 
information is collected along a number of different directions. That 
information can be combined to produce a two-dimensional map of hydrogen 
densities.  Finally, shimming coils are also used to generate high-order 
compensatory magnetic fields that correct for the inhomogeneity of the 
magnetic field. 
 
4.4 MRI parameters 
There are two important factors that govern the time at which MR images are 
collected. One is the time interval between successive excitation pulses, 
known as repetition time (TR). The other is the time interval between 
excitation and relaxation, known as echo time (TE).  Variations in these 
parameters will affect whether signal intensity is primarily due to T1, T2 or T2* 
relaxation. 
 
4.4.1 T1-weighted images  
T1-weighting is the most commonly used structural contrast for anatomical 
images of the brain. Images are called T1-weighted if the relative signal 
intensity of voxels depends upon the T1 value of the tissue. This type of 
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imaging typically requires an intermediate TR, to generate a contrast between 
the different type of tissues (those with high and low longitudinal 
magnetization) and a short TE, to minimize T2 contrast. T1-weighted images 
depict the spatial distribution of T1 values, so that voxels with short T1 values 
are bright and those with long T1 values are dark. Fluid appears as black, 
grey matter appears as dark grey and white matter appears as light grey 
(Figure 2.4). 
 
4.4.2 T2-weighted images 
To have an exclusive T2 contrast, TR must be long, so that the longitudinal 
recovery is almost complete in all tissues and T1 contrast is minimal, and an 
intermediate TE. On these images, fluid appears bright, grey matter appears 
as light grey and white matter is dark. This type of images is particularly useful 
for many clinical considerations, as many pathological conditions such as 
tumours show up more readily under T2 contrast (Figure 2.4). 
 
 
Figure 2.4: T1 and T2-weighted images 
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4.4.3 T2*-weighted images 
Like T2 contrast, T2* is provided by pulse sequences with long TR and 
medium TE. In addition, because refocusing pulses would eliminate field 
inhomogeneity effects, the pulse sequence must use magnetic field gradients 
to generate the signal echo. T2*-weighted images are sensitive to the amount 
of deoxygenated haemoglobin present in the blood (see functional MRI 
section). 
 
5 Functional MRI 
5.1 Principles 
Neuronal activity in a particular brain region induces both a metabolic 
response (glucose and oxygen consumption) and a haemodynamic response. 
The principles of fMRI relies on this last response, which corresponds to an 
increase in cerebral blood flow (CBF), blood volume (CBV) and blood 
oxygenation to provide active neurons with oxygen (Figure 2.5). During 
neuronal firing, oxygen consumption increases by about 5% and CBF to the 
local area increases by 20 - 40%. As a result, neuronal activity is paralleled by 
an increase in oxygenated blood. The increase in CBF takes up to 5 or 6 s, 
and is followed by a post-stimulus undershoot. The time course of this change 
in the local ratio of oxyhaemoglobin (HbO2) to haemoglobin (Hb) is known as 
the haemodynamic response function  (HRF).  Critically, Hb changes its 
magnetic properties depending or whether it is oxygenated (diamagnetic, 
same as tissue) or not (paramagnetic, different magnetic properties). During 
neural activity, the change in proportion of Hb and HbO2 can be detected due 
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to their difference in magnetic susceptibility. This is called the blood 
oxygenation level dependant (BOLD) response. The presence of Hb induces 
microscopic field inhomogeneities that lead to destructive interference from 
signal within the tissue voxel.  This tends to shorten the T2* relaxation time, 
which is sensitive to field inhomogeneities. Thus, areas of the brain with 
enhanced local blood flow due to greater neuronal activity have longer T2* 
and can be visualised as areas of increased signal intensity relative to the 
baseline state (Figure 2.5). 
 
 
Figure 2.5: Basic principles of functional MRI 
Schematic illustration of the generation of blood oxygen level-dependent (BOLD) 
signal. Neuronal response to the task stimulus requires energy, which is provided by 
nearby glial cells. These cells need glucose and oxygen to produce energy. Neuronal 
activity is thus paralleled by an increase in oxyhaemoglobin (HbO2), which has 
different magnetic susceptibility than Hb. Hb magnetic properties disrupt the 
magnetic field B0, which result in T2* signal loss. Increase neural activity thus results 
in increase MRI signal (Adapted from Iannetti and Wise, 2007) 
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5.2 Echo-planar imaging for fast fMRI acquisition 
Unlike anatomical imaging, imaging brain functions requires images to be 
acquired very rapidly, at approximately the same rate as the physiological 
changes of interest. The most common imaging sequence used is echo-
planar imaging (EPI), a T2*-weighted sequence that collects data from an 
entire image slice at a time by sending one RF pulse from a transmitter coil 
and then introducing rapidly changing magnetic field gradients while recording 
the MR signal. This type of acquisition reduces the time needed to collect a 
single image from minutes down to fractions of second. However, due to the 
long readout time for each excitation, the spatial resolution is considerably 
lower (typically 4x4x4 mm3) than for a conventional structural MRI scan and 
EPI images are more prone to artefacts and distortion. They thus need to be 
registered on images with better resolutions such as T1 images. 
 
5.3 Model-based fMRI analysis 
The basic principle of model-based fMRI experiments is to identify voxels that 
exhibit changes that vary with changes of the brain state of interest across the 
data acquisition. Model-based analyses typically compare brain ‘activity’ (i.e. 
BOLD signal) between two conditions that only differ in some specific ways. 
Providing the behavioural states of each condition are appropriately 
determined, and the two conditions only differ in the precise process 
investigated, the contrast will reveal which brain region(s) is (are) active 
during this particular process.  
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For the model-based fMRI analyses presented in this thesis, I used FEAT 
(FMRI Expert Analysis Tool) version 5.98, which is a part of FSL software 
(FMRIB’s Software Library; www.fmrib.ox.ac.uk/fsl) (Smith et al., 2004). FEAT 
proceeds in several stages of fMRI analysis that are mostly automated. 
 
5.3.1 Design of fMRI studies 
There are two main approaches for comparing brain responses in different 
states during fMRI experiments. One is the ‘block’ design, which consists in 
alternating periods with fixed stimuli, i.e. during which a given cognitive state 
is maintained. The simplest version of such design, which is also the most 
powerful in terms of producing a high signal-to-noise ratio, alternates between 
two different states throughout the experiment. However, this design is 
inappropriate when studying transient or infrequent processes, such as 
inhibiting a response when an infrequent stimulus appears. In such instances, 
an ‘event-related’ design in which data are acquired while various conditions 
are randomly presented throughout the task is more suitable.  In this thesis, 
the cognitive processes I am interested in are transient (inhibitory control and 
sustained attention). Therefore, I used event-related designs.  
 
5.3.2 Data preprocessing 
Prior to statistical analysis, images must first be preprocessed. This consists 
of a number of steps that are automated in FEAT. 
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Brain extraction 
This process removes the non-brain tissue from the T1 (structural) and the 
EPI (functional) images. It is performed using Brain Extraction Tool (BET), 
which identifies the likely centre of gravity of the brain and initialises a 
tessellated spherical surface that expands gradually around these coordinates 
until an optimal solution is found to separate brain tissue from the rest (Smith, 
2002) (Figure 2.6). 
 
 
Figure 2.6: Brain extraction 
 
Temporal filtering 
The aim of this process is to remove noise from the EPI data to increase 
signal-to-noise ratio. High-pass filtering removes low frequency noise that can 
be caused by slow changes in the overall signal intensity due to minor 
instabilities in the scanning hardware. I used a temporal high-pass filtering 
with a cut-off frequency of 1/50 Hz to correct for baseline drifts in the signal. 
 
Motion correction 
Motion correction is used to ensure that the anatomical location of a single 
voxel within the field of view is constant throughout the length of the scan. In 
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FSL, this is done by aligning all the images to a selected reference volume. 
The amount of movement in each direction required to align each volume is 
reported in the individual level analysis output. These motion parameters are 
also entered in the design matrix to identify and exclude any changes in signal 
intensity correlating with head motion. FEAT produces a summary of relative 
and absolute motion that need to be carefully checked for each subjects 
(Figure 2.7). The most problematic motion artefacts come from large jumps 
such as the one illustrated on Figure 2.7. 
 
 
Figure 2.7: Motion correction 
Summary of absolute (red) and relative (green) motion correction in mm, plotted 
against time course. 
 
Spatial smoothing 
Spatial smoothing consists of improving the signal-to-noise ratio by filtering 
out the high spatial frequency components of the data, whilst enhancing areas 
of contiguous activation. The justification for this step is that a signal coming 
from a biologically plausible source will typically take the form of spatially 
smooth area of activity (also called ‘cluster’), of approximately 5 to 8 mm in 
diameter. Any areas of activity smaller than this are assumed to be noise. 
Spatial smoothing thus convolves the data with a Gaussian kernel with a full 
width at half maximum of the anticipated cluster size. In the studies presented 
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here, I was mainly interested in cortical processes occurring in large areas of 
the brain and thus used an 8 mm full-width half-maximum Gaussian kernel.  
 
5.3.3 Statistical analysis 
FMRI data’s statistical analysis in FSL uses a multi-level approach. The 
General Linear Model (GLM) is used to produce summary statistics at each 
level, which are then passed on to the next level (Beckmann et al., 2003). 
Typically, the first level analyses each individual’s sessions of data (‘runs’), 
the intermediate fixed level combines runs within subjects, and the higher 
level averages data across subjects or compares them between different 
groups. 
 
First-level analysis 
At the first level, each run is analysed separately using voxelwise time series 
analysis within the framework of the GLM (Figure 2.6). To this end, a design 
matrix is generated with a synthetic HRF and its first temporal derivative. 
Adding this temporal derivative is equivalent to shifting the waveform slightly 
in time, in order to achieve a better fit to the data. The design matrix models 
all of the experimental conditions as ‘explanatory variables’ (EVs): for 
instance, Go and Rest trials for the CRT task. The EVs describe the time 
course of each experimental condition within the run, convolved with a 
stereotypical HRF. FSL uses 3 columns format EVs that can be generated in 
Matlab, based on each subject’s results matrices. The first number in each 
triplet is the onset of the event, the second number is the duration of the 
  99 
period (estimated to 0.2 s) and the third number is the value of the input 
during that period (estimated to 1). Each EV in the design matrix results in a 
parameter estimate (PE) image. This estimate reflects how strongly the EV 
fits the data at each voxel. To convert a PE into a t-statistic image, the PE is 
divided by its standard error, derived from the residual noise after the 
complete model has been fitted. This t-statistic image is then transformed into 
a z-statistic image. To compare brain activation across two conditions, 
contrasts of principal events (COPE) are generated, such as Go vs. Rest. For 
that, one PE is subtracted from another, a combined standard error is 
calculated, and a new z-statistic image is created.  
 
Fixed-effects analysis (intermediate level) 
In the studies presented in Chapter 4 and 5, subjects perform more than one 
run of the same task. These runs were analysed separately at the first-level, 
and then combined in a within-subject fixed-effect analysis. A fixed-effects 
model assumes that there is no difference between the variances of different 
sessions for a given participant. 
 
Mixed-effects analysis (higher level) 
Mixed-effects analysis takes the variance of each participant into 
consideration, and the results reflect the likely group mean of the population 
from which the participants were drawn. It can also make comparisons 
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between different groups (e.g. patients vs. controls). Such analysis is carried 
out using FLAME (FMRIB’s Local Analysis of Mixed Effects).  
 
Thresholding 
After carrying out the initial statistical tests, the resulting z-statistic image is 
normally thresholded to show which voxels or clusters of voxels are activated 
at a particular significance level. If all the voxels were considered to be 
independent, then a Bonferroni correction would be applied. This states that 
for an image of N voxels, the overall probability of any false positive result is 
P, if the individual voxel false positive probability is P/N. However, with 
approximately 20,000 voxels in an image, such a technique is very stringent, 
and the risk of falsely rejecting true activation is very high (type II error). An 
alternative and more reasonable approach takes into account the fact that 
activation at each voxel is not truly independent. Instead of correcting for the 
number of voxels, the threshold can only be corrected according to the 
number of possible independent observations in the spatially smoothed data 
(i.e. plausible biological areas). 
 
In FSL, the Gaussian Random Field Theory is used to implement cluster-
based correction for multiple comparisons. The data analysis produces an 
image with a z-statistic at each voxel. A z-threshold (e.g. z>2.3) is applied to 
define contiguous clusters, so that voxels with a z-statistic lower than 2.3 are 
set to 0. Significant clusters are then used to mask the original z-statistic 
image for later production of colour blobs. FMRI results presented in this 
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thesis are thresholded using Gaussian Random Field-based cluster inference 
with a standard height threshold of z>2.3 and a cluster significance threshold 
of P<0.05.  
 
 
Figure 2.8: Schematic outline of fMRI data analysis  
The preprocessed fMRI signal is entered in a General linear model (GLM) equation 
where the explanatory variables (EVs) describe the time course of each experimental 
condition within the task run, convolved with a stereotypical HRF. Parameter 
estimates (PE, or β) reflect how strongly the EV (X) fits the data (Y) at each voxel. 
Contrasts of parameter estimates (COPEs) are generated by subtracting two PEs. 
COPEs are converted into t-statistic images by division by their standard error, and 
then transformed into a z-statistic image. This is then thresholded using the 
Gaussian Random Field-based cluster or voxel inference. Within subjects data for 
different runs or sessions are averaged using fixed-effects analysis, and higher level 
multi-subjects group analyses are performed using mixed-effects analysis. 
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Registration 
Because it is optimised for a good temporal resolution, the fMRI sequence 
used to acquire fMRI data has a very low spatial resolution. In addition, to 
compare or average brain activation between subjects, their images need to 
be in a identical ‘standard space’. In FSL, registration is performed using 
FMRIB's Linear Image Registration Tool (FLIRT) (Jenkinson et al., 2002). This 
proceeds in two steps: First, EPI functional data is registered to the high 
resolution anatomical skull extracted images (T1), using 6 degrees of freedom 
transformations (translation and rotations in each of the three dimensions) 
(Figure 2.9 A). Then, the high-resolution brain is registered to a brain 
template, using 12 degrees of freedom transformations (Figure 2.9 B). This 
brain template is based on the T1 MRI scans of 152 normal controls, and is 
called the MNI-152 (Montreal Neurological Institute). This second step 
requires a higher degree of freedom with 6 additional affine transformations to 
correct for the differences in brain shape between participants. 
 
If this automated method usually works well with healthy participants, it can be 
less efficient when dealing with patients’ images. This is generally due to 
increased distortion in the EPI images, possibly due to the presence of 
lesions, or excessive movement (Figure 2.9, left panel). Registration can 
sometimes be improved in patients with lesions by creating lesions masks, 
and using them as cost functions weighting (with weight inside the lesion 
mask = 0). Registration may be further improved manually, using an FSL 
function called Nudge. However, some patients ultimately have to be 
excluded from further analyses because their functional images could not be 
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properly registered, as it was the case for the data presented on the left panel 
of Figure 2.9. 
 
 
Figure 2.9: Two examples of registration 
Registration proceeds in two steps. A) First, the EPI (functional) image is registered 
to the structural (T1) image. B) Then, the T1 image is registered to the MNI 152 2mm 
standard brain. C) By combining the two transformations, functional images can be 
registered to the standard space for group analysis. The left panel illustrate a case 
where the functional data is too distorted and cannot be properly registered to the T1.  
 
Region of interest analysis 
This type of analysis can be performed to increase statistical power, when 
there is a clear hypothesis of where significant activity is expected. It can also 
be used to extract data upon which additional statistical analysis may be 
performed. In the studies presented here, I have used 10 mm radius spheres 
regions of interest (ROIs), and ROI analyses were performed using 
Featquery. Featquery is a FSL tool allowing to interrogate FEAT results, and 
extract the mean percentage BOLD signal change within an ROI.  
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5.4 Data-driven approach for functional connectivity analysis 
Among the various existing approaches to analyse functional connectivity, 
Independent Component Analysis (ICA) is particularly useful and easy to 
implement, as it does not require any prior knowledge about which regions 
are involved in a given task. In the study presented in Chapter 3, I used ICA 
followed by a ‘dual regression’ analysis to investigate the relationship between 
functional connectivity and performance during the CRT task. 
 
5.4.1 ICA principles 
In fMRI, the measured signal can be viewed as a linear mixture of source 
signals. ICA can be applied to fMRI data to find independently distributed 
spatial patterns that depict source processes in the data (McKeown et al., 
1998). It decomposes fMRI data into a set of statistically independent spatial 
component maps and associated time courses. According to the general ICA 
model for fMRI data developed by McKeown (1998), data from an fMRI 
experiment comprises n voxels measured at p different time points, and can 
be written as an Xpxn matrix for which a decomposition is sought by mixing q 
independent components (ICs), such that: 
X=Apxq Sqxn 
The matrix Sqxn is optimized to contain statistically independent spatial maps 
in its rows. Columns of the ‘mixing’ matrix Apxq represent the estimated time 
course for each spatial IC (Figure 2.10). ICA algorithms solve simultaneously 
both A and S. ICs thus represent statistically independent signal sources that 
are related to brain activation.  
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Figure 2.10: Independent component analysis (ICA) 
ICA decomposes fMRI data into a set of spatially independent maps, or components 
(ICs) and a set of time-courses. 
 
 
5.4.2 Independent Component Analysis 
In FSL, ICA is performed using MELODIC (Multivariate Exploratory Linear 
Optimised Decomposition into Independent Components) (Beckmann and 
Smith, 2004). Single or multiple subject data sets are decomposed into 
different spatial and temporal components. For ICA group analysis, MELODIC 
uses either tensorial ICA, where data are decomposed into spatial maps, time 
courses and subject/session modes, or a simpler temporal concatenation 
approach. The second approach is preferred when looking for common spatial 
patterns but when the associated temporal response is not necessarily 
consistent between sessions/subjects (e.g. randomized trials). 
 
In the study presented in Chapter 3, I performed a group-ICA using a 
temporal concatenation approach (Figure 2.11 A). This analysis requires 
preprocessing steps that are similar to those presented above for a FEAT 
analysis, and other additional automatic steps consisting of voxelwise 
variance normalization (‘whitening’) and data de-meaning. By default, 
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MELODIC automatically estimates the number of components from the data. 
However, the number of components can be explicitly specified. In my study, I 
fixed the number of ICs to 25, in keeping with the original description of the 
technique (Beckmann et al., 2005). This number is generally high enough to 
adequately distinguish between distinct functional networks such as the DMN, 
the SN and the EN, and low enough so that these networks are not further 
split into sub-systems. 
 
5.4.3 Dual regression analysis 
A major limitation of the ICA method is that, due to its unconstrained nature, 
exactly the same ICs cannot be obtained across different subjects. To 
compare subjects’ functional connectivity measures based on the same ICs, 
an approach called ‘dual regression’ has been proposed. This method reliably 
produces subject-specific approximations to the unthresholded spatial ICs in 
the group ICA output (Zuo et al., 2010) (Figure 2.11). 
 
 Dual regression proceeds in two main steps. First, all unthresholded group 
maps from the ICA output are linearly regressed against the preprocessed 
functional data from each individual (spatial regression). This produces 
subject-specific time courses of signal fluctuation corresponding to each 
group-level IC (Figure 2.11 B). Second, the time courses are variance-
normalized and then linearly regressed against the corresponding fMRI data 
(temporal regression), converting each time series into subject-specific spatial 
maps of the corresponding component (Figure 2.11 C). These individual-level 
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dual-regression components can subsequently be used to evaluate individual 
functional connectivity measures. 
 
 
Figure 2.11: Dual regression 
 A) ICA on all subjects’ data temporally concatenated produce group ICA maps. B) 
Spatial ICs are regressed into each subject ‘s fMRI data to find subject-specific time-
courses. C) These time-courses are regressed-back into each subject ‘s fMRI data to 
produce subject-specific spatial ICs associated with the group ICs. 
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6 Diffusion tensor imaging  
6.1 Principles 
Diffusion tensor imaging (DTI) has emerged as a unique in vivo non-invasive 
technique to reveal the microstructure and anatomy of the brain tissue by 
characterizing the diffusion process of water molecules. Diffusion refers to the 
random movement of particles, such as water molecules, resulting from 
thermally driven molecular collisions. In an unrestricted environment, a water 
molecule is equally likely to move in all directions, but in brain tissue, the 
diffusion is restricted by obstacles such as cell membranes or myelin sheaths. 
The extent of diffusion restriction depends on brain tissue type. For instance, 
in the cerebrospinal fluid, the diffusion tend to be spherical, or ‘isotropic’, while 
in a white matter fibre bundle, the densely packed and homogeneously 
oriented bundles of myelinated axons cause water molecules to preferentially 
diffuse parallel to the bundles (Figure 2.12). This ellipsoidal, or ‘anisotropic’ 
diffusion pattern can provide information about the tissue diffusion properties 
and hence the microstructural features of the brain tissue. DTI uses this 
particular property to estimate axonal orientation as well as myelin integrity.  
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Figure 2.12: The shape of water diffusion in different tissues of the brain 
A) Variations in the shape of water diffusion across a coronal slice of brain tissue. B) 
Zoomed-in section of A) showing the spherical shape of diffusion in ventricles, where 
there are few obstacles to diffusion, and the ellipsoidal shape of diffusion within the 
corpus callosum, where the tightly aligned, myelinated fibres form a significant 
obstacle to diffusion (Adapted from Whitford et al. (2011)). 
 
 
6.1.1 Measuring water diffusion with MRI 
In diffusion weighted MRI, the detection of water diffusion is made possible by 
the use of a pair of magnetic gradient pulses. The first gradient causes 
protons along the gradient axis to dephase. The amount of dephasing is 
dependent on the position of the proton along this magnetic gradient, which 
allows encoding the position of the protons along one axis by their relative 
phase. The second gradient is applied after approximately 20-50 ms along the 
same axis but with opposite polarity. This has the effect of cancelling out the 
dephasing induced by the first gradient. The second pulse should completely 
rephase the proton to its initial status, but because the amount of rephasing is 
also dependent on the position of the proton along the gradient axis, any 
displacement of water molecules along this axis occurring between the two 
gradients results in incomplete rephasing, which causes a detectable loss in 
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signal. The more diffusion occurs along the direction of the applied gradient, 
the more attenuated the signal is compared to the signal obtained with no 
diffusion gradients applied (b=0). A diffusion coefficient D can thus be 
calculated for each imaging voxel in the diffusion-weighted image based on 
the change in signal intensity, using the following equation:  
S = S0e-bD 
where S is the signal intensity in the diffusion-weighted image, S0 is the signal 
intensity in the reference image (non-diffusion-weighted or b0 image) and b is 
the diffusion-weighting gradient factor (Mori and Zhang, 2006).  
 
Importantly, diffusion weighted MRI is only sensitive to water diffusion 
occurring along the axis of the applied magnetic gradient. To detect the 
diffusion of water in different directions, the gradients must be applied along 
multiple axes. A typical DTI experiment is thus carried out by applying many 
diffusion gradients along specific directions. The strength of these gradients is 
characterised by a known parameter b (‘b-value’). The more directions, the 
better the direction of diffusion will be described.  
 
6.1.2 DTI measures 
By calculating the distance in which water diffuses in a given voxel in a given 
amount of time for several (at least six) non-collinear directions, it is possible 
to reconstruct a 3D ellipsoidal shape that best describes the pattern of water 
diffusion occurring in a given voxel (Figure 2.13 A). This ellipsoid can be 
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mathematically described as a 3D tensor that can be characterised by 3 
eigenvalues λ1 (major axis), λ2 (median) and λ3 (minimum) (Figure 2.13 B). 
 
 
 
Figure 2.13: The principle of DTI image production 
A) Diffusion is measured along multiple axes by applying various gradients. B) This 
allows the estimation of the shape of the diffusion ellipsoid that can be described by 3 
eigenvalues. C) An anisotropic map can be created, in which regions with higher 
anisotropy are brighter. D) The principal orientations of each pixel can also be colour 
coded to produce a colour-coded orientation map. (Adapted from Mori and Zhang 
(2006)). 
 
 
By employing this diffusion tensor model, several diffusion parameters can be 
derived. The most frequently used is fractional anisotropy (FA), which 
estimates the degree of diffusion directionality. FA is a function of the 3 
eigenvalues characterizing the diffusion tensor: 
 
An FA of 0 indicates a complete isotropic diffusion, and values can increase 
from 0 to 1 with increasing diffusion anisotropy. FA provides important 
information about the composition of tissue within a voxel. In a white matter 
bundle, reduced FA is generally assumed to reflect damage to the axon 
membrane, reduced axonal myelination, reduced axonal packing density, 
and/or reduced axonal coherence (Arfanakis et al., 2002; Song et al., 2002).  
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6.2 DTI data analysis 
6.2.1 Preprocessing 
DTI analysis was performed using FMRIB's Diffusion Toolbox (FDT v2.0) as 
implemented in FSL. Each subject's diffusion weighted images were 
registered to their b=0 image and corrected for differences in spatial distortion 
due to eddy currents, induced by large diffusion gradients. Images were brain 
extracted using BET and diffusion tensors calculated voxelwise, using a 
simple least squares fit of the tensor model to the diffusion data. From this, 
the tensor eigenvalues, describing the diffusion strength in the primary, 
secondary and tertiary diffusion directions, as well as FA maps, were 
calculated (Figure 2.13 D). 
 
6.2.2 Distinct approaches for DTI data analysis 
Four basic approaches can be employed to analyse DTI data. These include 
whole-brain histogram analysis, region of interest (ROI) analysis, diffusion 
tensor tractography and voxel-based analysis. Each of these forms of analysis 
has advantages and disadvantages depending on the question being 
addressed (for review, see (Niogi and Mukherjee, 2010). 
 
Histogram analysis 
Histogram analysis does not require any presupposition regarding anatomy or 
pathologic features, making it suitable for widespread diseases such as MS 
(Nucifora et al., 2007). The brain is considered globally, and the frequencies 
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of particular DTI values in different individuals are evaluated. Consequently, 
histogram analysis is the least powerful, as it produces a summary of changes 
to the whole brain, but does not provide any regionally specific information.  
 
Region of interest analysis 
ROI analysis is the simplest method to test any tract or region specific 
hypotheses and is particularly useful in the investigation of TBI, where specific 
tracts/regions are more frequently damaged than others. This approach 
simply consists of extracting averaged measures of diffusion (e.g. FA) from 
specific brain regions or white matter tracts. This type of analysis has been 
used in the studies presented in Chapter 3 and 5. In Chapter 3, I used white 
matter tracts of interest derived from the JHU ICBM-DTI-81 white-matter 
labels atlas available in FSL (Mori et al., 2005). In Chapter 5, I generated 
tracts of interest using probabilistic tractography (see following paragraph). 
These tracts were then projected into each participants’ FA maps to extract a 
mean FA value specific to a particular tract. 
 
Tractography 
In a DTI image, if two neighbouring voxels are located on the same white 
matter fibre, their diffusion orientations are also likely to be aligned. Diffusion 
tractography methods can infer in vivo continuity of fibres from voxel to voxel, 
and reconstruct an entire white matter pathway, or the trajectory of a fibre 
bundle connecting two ROIs (Figure 2.14 A).  Different algorithms can be 
used to perform tractography. Deterministic tractography connects 
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neighbouring voxels by propagating the ends of fibre tracts from seed to 
termination ROIs (Figure 2.14 B) (Nucifora et al., 2007). Other termination 
criteria include excessive angular deviation of the fibre tracts or subthreshold 
voxel anisotropy.  
 
Another algorithm, called probabilistic tractography, quantifies the probability 
of connection between two ROIs. For each voxels, it calculates a maximum 
likelihood solution for fibre direction. Indeed, some uncertainty is associated 
with the estimation of fibre direction, due to potential mix of crossing fibres 
within a voxel and image noise. This uncertainty can be represented as a 
probability density function. Probabilistic tractography incorporates the 
uncertainty in all local fibre directions derived from all relevant voxels to 
produce the best estimate of the probability density function on global 
connection between two points (Behrens et al., 2003). It thus produces a 
global map where the value of each voxel corresponds to the likelihood that 
the voxel is included in the diffusion path between two ROIs (Figure 2.14 C). 
Such an approach is particularly useful for tracking through regions of 
crossing fibres, or more generally in regions of lower anisotropy. 
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Figure 2.14: Principle of tractography 
A) Diffusion ellipsoid map (principal eigenvector is denoted by colour: red, left to 
right; blue, cranial to caudal; green, anterior to posterior), B) Schematic 
representation of diffusion tensors in a 5x5 grid, with seed ROI in dark blue and 
termination ROI in red. The black line represents the propagation of the deterministic 
tractography streamline in the direction of principal eigenvector. C) Probabilistic 
tractography produces a likelihood map of the diffusion path between two ROIs. 
Rather than delineating a single best path, the likelihood map shows the probability 
that a particle diffusing between ROIs traverses each voxel. D) Resulting tract 
connecting the two ROIs. Adapted from Nucifora et al. (2007). 
 
 
Tractography is more difficult to implement than ROI analysis, but it can be 
more powerful and informative as it provides DTI measures over entire 
pathways linking two particular regions (Figure 2.14 D). However, this 
technique can be problematic in clinical populations where the quality of the 
data is compromised, for instance due to the presence of lesions (Hua et al., 
2008). In the study presented in Chapter 5, tractography was thus performed 
in a separate group of ten healthy young subjects. A full description of the 
method used for tractography will be provided in Chapter 5. 
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Voxel-based analysis 
Voxel-based analysis studies are becoming very popular because this method 
is fully automated in FSL, data-driven, and easily reproducible. It can be used 
as an exploratory analytical tool to examine the entire brain in a single 
subject. Tract-based spatial statistics (TBSS) is a relatively new voxel-based 
technique for analysing white matter structure across the whole brain (Smith 
et al., 2006). TBSS allows complex patterns of white matter disruption to be 
identified and their relationships with cognitive function to be studied in a data-
driven way. A particularly important step in TBSS analysis involves thinning of 
the mean FA image to create a mean FA ‘skeleton’ representing the centre of 
all white matter tracts (Figure 2.15). This reduces partial-volume confounds 
and thus considerably reduces inter-individual variability. In Chapter 5, tracts 
of interest generated using probabilistic tractography were projected onto this 
FA skeleton, providing the analysis of specific tracts’ structure to be 
performed in a way that is robust to the effects of brain injury, such as brain 
atrophy. 
 
 
Figure 2.15: TBSS mean skeleton 
Mean skeleton (green) overlaid on MNI 152 standard brain. 
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7 Additional structural analysis: Voxel-based morphometry  
A potential confound when comparing TBI patients with normal subjects is the 
difference in grey matter volume, that can for instance be due to the presence 
of brain atrophy in patients. This can particularly affect fMRI measures, and 
thus needs to be controlled. To test for group differences in grey matter 
density, I performed voxel based morphometry (VBM) analyses using FSL-
VBM (Ashburner and Friston, 2000; Good et al., 2001). It proceeds in several 
steps. After brain extraction, tissue-type segmentation is carried out using 
FAST4 (Zhang et al., 2001). The resulting grey matter partial volume images 
are then aligned to MNI-152 standard space using the affine registration tool 
FLIRT (Jenkinson and Smith, 2001). Images are then averaged to create a 
study-specific template, to which the native grey matter images are then non-
linearly re-registered. The registered partial volume images are then 
modulated (to correct for local expansion or contraction), smoothed with an 
isotropic Gaussian kernel with a sigma of 3 mm, and thresholded at a nominal 
t value of 2.3. Finally, a voxelwise GLM is applied using permutation-based 
non-parametric testing, correcting for multiple comparisons across space. To 
control for the possible effect of inter-individual differences in grey matter 
density on BOLD signal change (Oakes et al., 2007), I have included  
individual grey matter density maps in the FEAT GLM as a confound 
regressor. Grey matter density maps can be extracted using FMRIB’s 
Automated Segmentation Tool (FAST), registered in standard space and 
smoothed to match the fMRI data (Filippini et al., 2009). 
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8 Scanning protocol 
8.1 Description of scanning sessions 
Patients had two sessions of MRI: one session consisted of resting state 
fMRI, acquired for ten minutes during which subjects were instructed to relax 
and close their eyes, followed by structural brain imaging including T1 and a 
variety of different T2 sequences imaging (T2 FLAIR, T2 FFE, T2-SWI), as 
well as 4 x 16 directions DTI scans of 5 min each. A second session consisted 
of task fMRI. During this session, all subjects performed two runs of the CRT, 
one blocked (not used in the studies presented here) and one event-related, 
two runs of the original SST, and two runs of a new version of the SST 
described in Chapter 4. The order of the four SST runs was interleaved 
across participants. One age and gender-matched control group had the 
same functional session as patients, and another control group had a similar 
‘structural’ session, comprising resting state and DTI. Before the functional 
session, all subjects completed an initial training session consisting of one full 
run of the CRT, one full run of the Original SST, and a short (3 min) run of the 
Controlled SST. 
 
8.2 Clinical imaging 
A senior consultant neuroradiologist reviewed all structural MRI scans. T1 
images were used to assess evidence of focal brain injury and T2-FLAIR and 
T2-SWI were used to identify microbleeds, a marker of DAI (Scheid et al., 
2003). Contusions were mainly situated in the inferior parts of the frontal 
lobes, including the orbitofrontal cortex, and the temporal poles, in a typical 
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lesion distribution for TBI patients (Gentry et al., 1988). TBI patients’ lesions 
maps are presented separately for Chapters 3 and 5. 
 
8.3 Scanner parameters 
MRI data were obtained using a Philips (Best, The Netherlands) Intera 3.0 
Tesla MRI scanner using Nova Dual gradients, a phased array head coil, and 
sensitivity encoding (SENSE) with an undersampling factor of 2. 
 
8.3.1 Structural T1 
High-resolution images (T1-weighted) were acquired with the following 
acquisition parameters: matrix size 208 × 208; slice thickness=1.2 mm, 0.94 
mm × 0.94 mm in plane resolution, 150 slices; TR=9.6 ms; TE=4.5 ms; flip 
angle 8°. 
 
8.3.2 Diffusion tensor imaging 
Diffusion-weighted volumes with gradients applied in 64 non-collinear 
directions were collected. The following parameters were used: 73 contiguous 
slices, slice thickness = 2 mm, field of view 224 mm, matrix 128 x 128, voxel 
size = 1.75 x 1.75 x 2 mm3, b value = 1000 s/mm2, and four images with no 
diffusion weighting (b=0). 
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8.3.3 Functional MRI 
Functional MRI images were obtained using a T2*-weighted EPI sequence 
with whole-brain coverage (TR/TE = 2000/30; 31 ascending slices with 
thickness 3.25 mm, gap 0.75 mm, voxel size 2.19×2.19×4 mm, flip angle 90°, 
field of view 280×220×123 mm, matrix 112×87). Quadratic shim gradients 
were used to correct for magnetic field inhomogeneities within the brain. 
Paradigms were programmed using Matlab® Psychophysics toolbox 
(Psychtoolbox-3 www.psychtoolbox.org) and stimuli presented through an 
IFIS-SA system (In Vivo Corporation). Responses were recorded through a 
fibre optic response box (Nordicneurolab, Norway), interfaced with the 
stimulus presentation PC running Matlab. 
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Chapter 3 : Sustained attention deficits following 
traumatic brain injury 
 
1 Introduction  
As discussed in the general introduction of this thesis, previous neuroimaging 
and lesion studies proposed that a predominantly right-sided fronto-parietal 
system is involved in supporting sustained attention (Rueckert and Grafman, 
1996; Paus et al., 1997; Coull et al., 1998; Malhotra et al., 2009). However, it 
has recently become apparent that brain activity within the default mode 
network (DMN) also tracks fluctuations in attention (Weissman et al., 2006; 
Hayden et al., 2009). Sonuga-Barke hypothesized that fluctuations in the 
quality of sustained attention may occur, at least in part, because of a failure 
to fully and effectively transition from a baseline ‘default-mode’ to an active 
processing mode (Sonuga-Barke and Castellanos, 2007). In contrast to the 
right lateralized fronto-parietal attentional system, the DMN shows a reduction 
in activation during externally oriented attentionally demanding tasks (Raichle 
et al., 2001; Buckner et al., 2008).  
 
High-level cognitive functions such as attention depend upon the functioning 
of distributed brain networks (Mesulam, 1998). Therefore, it is important to 
study the way that subregions within a network interact with each other, as 
well as how they respond in isolation. DTI allows the structure of connections 
between the nodes of a network to be studied (structural connectivity), and 
fMRI provides a way of investigating the integration of brain activity across 
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networks (functional connectivity). Recent studies demonstrate that structural 
and functional connectivity are linked (Damoiseaux and Greicius, 2009; 
Greicius et al., 2009), and within the DMN both have been shown to correlate 
with individual differences in attentional processing (Kelly et al., 2008; 
Takahashi et al., 2010). 
 
TBI patients are particularly impaired at maintaining consistent behavioural 
performance (Stuss et al., 1989; Whyte et al., 1995). These attentional deficits 
result in part from diffuse axonal injury (DAI) (Scheid et al., 2003), which often 
affects the structural core of the brain, potentially disrupting the connections 
between regions of the DMN (Povlishock and Katz, 2005; Hagmann et al., 
2008). Previous studies of TBI patients have mainly focused on the effects of 
brain injury on the fronto-parietal network activated during attentionally 
demanding tasks (Levine et al., 2006; Scheibel et al., 2007; Smits et al., 
2009). These studies have generally observed increased activation in 
situations where attentional demands are high, which has mainly been 
interpreted as a compensatory response to brain injury (Rasmussen et al., 
2008; Smits et al., 2009). 
 
In this study, I proposed that sustained attention deficits in TBI patients are 
associated with changes in activation, functional connectivity and structural 
connectivity within either the VAN or the DMN.  
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I used vigilance decrement, as measured by the increase in RT between the 
first and the last part of a simple choice reaction time task (CRT), as a marker 
of the efficiency of sustained attention. I first used traditional model-based 
fMRI analysis to compare brain activity during the first and the last part of the 
task in subgroups of TBI patients with varying levels of sustained attention 
impairment. I then derived voxelwise measures of functional connectivity that 
revealed time-dependent abnormalities in the functional connectivity of the 
DMN. Finally, I investigated whether the impact of DAI on key white matter 
tracts was correlated with behavioural impairment. This study links 
abnormalities of structural and functional connectivity within the DMN with the 
failure to maintain consistent goal-directed behaviour after TBI. 
 
2 Subjects and methods  
2.1 Patients: demographic and clinical details 
Thirty patients with a history of TBI were recruited, and twenty-height included 
in the reported analyses (22 males, mean age 36.7 ± 10.8, range 18-54 
years). Two patients were excluded from the analysis as a result of problems 
with registration of their functional data. They were all in the post 
acute/chronic phase post-injury (mean 28 months, range 3-73 months). Injury 
was secondary to assaults (36%), road traffic accidents (21%), falls (36%) 
and sports (7%). Based on the Mayo classification system for TBI severity 
(Malec et al., 2007) (see Chapter 2), there were 21 moderate/severe, and 7 
mild (probable) cases of TBI.  
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2.2 Clinical imaging 
A senior consultant neuroradiologist reviewed patients’ T1 and T2 images to 
assess evidence of focal brain injury and to identify microbleeds, a potential 
marker of DAI (Scheid et al., 2003). At the time of the study, 8 patients had 
residual evidence of contusions, 11 had microbleeds and 3 had evidence of 
both. Contusions were mainly situated in the inferior parts of the frontal lobes, 
including the orbitofrontal cortex, and the temporal poles, in a typical lesion 
distribution for TBI patients (Gentry et al., 1988). 
 
2.3 Control groups 
Two control groups were used for this study. A group of 26 healthy volunteers 
were included in the fMRI study (17 males, mean age 34.8 ± 9.6), and a group 
of 28 healthy volunteers were recruited for the DTI study (20 males, mean age 
37.4 ± 12.1). Controls and patients groups were age- and gender-matched. 
Subjects had no history of neurological or psychiatric disorders.  
 
2.4 Choice Reaction Time task 
I used the CRT task presented in Chapter 2 to study sustained attention in the 
scanner. The task was simple enough to be performed accurately by all the 
subjects, but demanding enough for patients to show performance decrement 
(RT increase) as the task progressed. Similar speeded reaction time tasks 
have been used in the past to investigate some aspects of sustained attention 
in both humans (Langner et al., 2010) and animals (Grottick and Higgins, 
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2002). In addition, a detailed neuropsychological battery was used to assess 
cognitive functions. Details about the tests battery are presented in Chapter 2. 
 
2.5 Functional MRI analysis 
Structural and functional data were acquired using the standards settings and 
data were preprocessed as described in Chapter 2. An overview of the 
methods used for the analysis of fMRI data is schematically represented on 
Figure 3.1. 
 
 
Figure 3.1: Methods overview for behavioural and fMRI analyses 
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2.5.1 Standard fMRI analysis of the CRT 
To investigate the impact of sustained attention impairments on brain 
activation, I compared activation between the first (T1) and the last (T3) third 
of the CRT task. To this end, four types of EVs were analysed: Rest and Go 
trials during T1 (Rest1 and Go1), and Rest and Go trials during T3 (Rest3 and 
Go3). The following contrast images were then generated: Go3-Go1 and 
Rest3-Rest1. Group effects analysis was carried out in the frame of the GLM 
as presented in Chapter 2.  
 
I further explored the change in activation in the precuneus/posterior cingulate 
cortex (Precu/PCC) with a region of interest (ROI) analysis. I selected this 
particular region because it is one of the main components of the DMN, and 
has previously been shown to be involved in attention fluctuations (Weissman 
et al., 2006; Hayden et al., 2009). This ROI analysis was performed by 
extracting the mean percentage BOLD signal change from a 10 mm radius 
sphere centred on the local maxima from the contrast Rest3-Rest1 in patients 
compared to controls (MNI coordinates, x=-4, y=-68, z=34, see Table 3.3). 
 
To further investigate the relationship between brain activation and sustained 
attention, patients were split into two subgroups according to their ability to 
maintain a consistent performance over time. RT slowing and increase in 
error rates over time have both been used as markers of sustained attention 
(Whyte et al., 1995; Paus et al., 1997; Pattyn et al., 2008; Langner et al., 
2010). This type of vigilance decrement has previously been proposed as a 
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particularly useful measure of sustained attention in patients with brain injury 
(Malhotra et al., 2009). In this study, although patients maintained consistent 
performance accuracy, RT decrement was highly variable across individuals. 
As a result, High and Low sustained attention (SA) groups were defined on 
the basis of how much patients slowed their response over the course of the 
task, using a median split of RT changes between T1 and T3. 
 
2.6 Functional connectivity analysis 
For the functional connectivity analysis, I used an Independent Component 
Analysis (ICA) based approach. A multivariate exploratory linear 
decomposition into independent components (MELODIC) (Beckmann and 
Smith, 2004) was used in combination with the dual regression technique 
presented in Chapter 2 (Filippini et al., 2009; Zuo et al., 2010; Leech et al., 
2011). This type of approach has previously proven effective in probing 
behavioural and pathology-related difference in multiple populations 
(Damoiseaux et al., 2008; Filippini et al., 2009).  
 
2.6.1 Independent component analysis 
Temporal concatenation ICA was first used to define 25 reference network 
maps common to task performance in patients and controls (Beckmann et al., 
2005). A single reference component that captured the DMN and a set of anti-
correlated brain regions previously described as being part of both the 
Executive Network (EN) and the Salience Network (SN) was selected (Seeley 
et al., 2007b) (Figure 3.2). I refer to this ‘anticorrelated’ network as the E/SN. 
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To dissociate the respective effect of DMN and E/SN functional connectivity, 
this component was split into its positive (DMN) and negative (E/SN) parts. 
These two sub-components were further analysed separately. Preprocessed 
functional data from each individual were split into three equal parts (T1, T2, 
T3), allowing the analysis of the first third of the CRT only. The reason for 
focusing the functional connectivity analysis on the first part of the task is that 
the two groups of patients, split based on their sustained attention 
performance, are performing at the same level initially. Results thus cannot be 
confounded by a difference in behavioural performance. 
 
 
Figure 3.2: Reference independent component 
Reference independent component capturing the default mode network (DMN) as a 
positive component (warm colours), and an anticorrelated Executive/Salience 
network (E/SN) as a negative component (cold colours). For the ROI functional 
connectivity analysis, vmPFC and Precu/PCC were used as main nodes of the DMN 
functional, and ACC/pre-SMA was used as main node of the E/SN. The independent 
component is superimposed on MNI-152 T1 1mm brain template axial sections. 
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2.6.2 Dual regression 
I performed the subsequent functional connectivity analysis using the dual 
regression approach. This approach allows the derivation of the individual 
independent components time courses and spatial maps corresponding to 
the DMN and E/SN. Functional connectivity during T1 was extracted from the 
ROIs within the DMN and E/SN. Three ROIs were defined using the peaks of 
functional connectivity local maxima from the DMN and E/SN components. 
They corresponded to the two major DMN nodes (MNI coordinates, 
Precu/PCC: 6, -62, 28; vmPFC: -2, 54, -8), and a region of the E/SN where 
patients with sustained attention impairment also showed increased activation 
overtime, the ACC/pre-SMA (-2, 22, 40) (Figure 3.2). The measures derived 
from this analysis index the strength of functional connectivity from each 
region to the rest of its network during T1. To control for individual variability in 
age and grey matter density, these were regressed-out of the functional 
connectivity analyses.  
 
 
2.7 Structural connectivity analysis using DTI 
To investigate DMN structural connectivity, an ROI analysis focusing on the 
two cingulum bundles that connect the Precu/PCC and vmPFC nodes in the 
DMN was carried out. The structural integrity of the right superior longitudinal 
fasciculus (SLF), connecting the right fronto-parietal network, was also 
investigated. ROI of these tracts were derived from the JHU ICBM-DTI-81 
white-matter labels atlas available in FSL (Mori et al., 2005). The tracts were 
binarised, translated to each subject’s individual diffusion space using FLIRT, 
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thresholded at 0.5 and re-binarised. The aim was to include only the core of 
the tract, whilst excluding peripheral parts of the fibre tract that show 
pronounced inter-individual variability. Means of FA values were then 
extracted from the tracts of interest.  
In addition, to test for group differences in grey matter density, I also 
performed a voxel based morphometry (VBM) analysis (see Chapter 2).  
 
3 Results  
3.1 CRT task performance 
Overall, patients performed the CRT accurately (> 96% correct), although with 
slower RT and more intra-individual variability (IIV) than controls (Table 3.1), 
both of which are hallmarks of attentional problems after TBI (Stuss et al., 
1989; Whyte et al., 1995). As a group, patients were unable to maintain 
consistent performance over time, as demonstrated by a comparison of RT 
between the first (T1) and last third of the task (T3). A time by group mixed 
ANOVA showed a significant interaction (F(1,52) = 8.076, p=0.006), resulting 
from patients’ responses at T3 being significantly slower than at T1 (t=-4,51, 
df=28, p<0.001), and also slower than those of controls at T3 (t=-2.52, df=53, 
p=0.015) (Table 3.1, Figure 3.3). Separate ANOVAs were also performed for 
IIV and accuracy. These showed a significant effect of group in both cases, 
but no interaction. Patients showed more IIV (F(1,52) = 5.126, p=0.028), and 
marginally lower accuracy than controls (F(1,52) = 6.625, p=0.013).  
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Table 3.1: Behavioural results for TBI patients and controls on the whole CRT 
and for the first (T1) and last third (T3) separately. Significant differences 
between patients and controls shown by *P < 0.05 and **P < 0.01. Significant 
differences between the first and last parts shown by P<0.01.  
 
Whole task T1 T3 
 TBI patients 
Mean RT (ms) 461.3 ± 18.2* 447.7 ± 18.3 472.2 ± 19.1* 
IIV 0.189 ± 0.011* 0.169 ± 0.0117 0.195 ± 0.014** 
% Accuracy 96.4 ± 1.1* 96.0 ± 0.9* 96.5 ± 0.5* 
 Controls 
Mean RT (ms) 417.6 ± 7.4 431.9 ± 7.6 419.4 ± 7.2 
IIV 0.154 ± 0.007 0.153 ± 0.010 0.148 ± 0.008 
% Accuracy 98.1 ± 0.2 98.3 ± 0.4 98.2 ± 0.4 
 
 
Figure 3.3: Evidence for vigilance decrement in TBI patients 
Increase in reaction time (RT) between the first (T1) and the last third (T3) of the 
CRT was observed in patients (orange), but not in controls (blue). 
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3.2 Neuropsychological testing 
Patients had a cognitive profile typical of TBI (Millis et al., 2001), with 
impairments of information processing speed, executive function and 
associative learning and memory (Table 3.2). 
 
Table 3.2: Neuropsychological results for High and Low sustained attention (SA) 
TBI patient groups, compared to an age-matched control group. Significant 
differences between TBI patient groups are shown by *P < 0.05. Significant 
differences between patients and controls are shown by P<0.05 and P<0.01.  
 
Cognitive variable Controls Mean ± SD 
Patients 
Mean ± SD 
High SA 
Mean ± SD 
Low SA 
Mean ± SD 
Similarities 35.1±5.7 38.8±3.9 39.5±2.4 38.1±4.9 
Matrix Reasoning raw  27.1±4.5 28.5±4.6 29.1±4.2 27.9±5.15 
Verbal Fluency  47.2±13.0 42.7±9.7 44.4±8.2 41.2±11.1 
Stroop Colour Naming (s) 29.2±31.3 34.8±10.4 31.5±8.8 38.2±11.1 
Stroop Word Reading (s) 23.0±4.7 23.0±5.2 22.0±4.8 24.07±5.5 
Stroop Inhibition (s) 24.5±11.2 57.6±24.1 47.8±14.9 67.5±27.8* 
Stroop Inhib-Switching (s) 50.4±17.3 69.3±25.5 64.6±19.6 74.4±30.6 
Trail Making Test A (s) 20.5±5.8 27.2±9.1 26.8±8.8 27.6±9.5 
Trail Making Test B (s) 49.7±35.7 67.9±39.1 54.9±27 81±45.5 
Digit span forward 11.6±2.2 10.6±1.8 10.4±1.9 10.7±1.8 
Digit span backward 7.6±1.9 7.3±2.2 7.8±2.2 6.8±2.2 
Logical memory I 1st recall  27.1±8.5 27.9±6.7 27.3±7.9 28.5±5.4 
Logical memory I recall  43.8±12.6 45.9±8.4 45.1±9.6 46.6±7.2 
Logical memory II recall  26.3±8.1 29.2±7.8 29.4±7.0 29.0±8.8 
People Test immediate  28.6±6.0 24.1±4.9 22.8±4.2 25.5±5.4 
People Test delayed total 8.8±3.6 9.3±2.0 9.1±2.2 9.5±1.9 
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3.3 Model-based functional MRI results 
3.3.1 Similar whole-brain activation on the task for patients and controls 
Whole-brain event-related analysis of the CRT revealed a predictable pattern 
of activation within bilateral sensory, motor, and superior parietal regions, as 
well as within the supplementary motor area, occipital regions, and the 
thalami, putaminae and left insula for the contrast Go vs. Rest trials (Figure 
3.4). As expected, deactivation was observed within the DMN, with a peak of 
deactivation in the vmPFC. Over the whole run, task-related activation and 
deactivation was similar for patients and controls, suggesting an absence of 
general, non-specific changes in brain physiology following TBI. 
 
 
  
Figure 3.4: CRT activation for controls and patients 
Brain regions more activated on Go > Rest trials shown in warm colours. The reverse 
contrast (Rest > Go) is shown in cold colours. Results are superimposed on the MNI 
152 T1 1mm brain template. For the whole-brain analysis, a z-statistic threshold of 
2.3, combined with a corrected cluster significance threshold probability of P<0.05 
was employed. R = Right. 
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3.3.2 Different patterns of increased brain activity in controls and patients 
Impairments in sustained attention are likely to be accompanied by abnormal 
activation within networks involved in supporting and/or regulating attentional 
processing. Initially, I investigated this by comparing brain activation at T1 
with that at T3, where patients showed abnormally variable performance. Rest 
and Go trials were analysed separately. In general, brain activation increased 
from T1 to T3 for both groups. In controls, T3 Go trials were associated with 
significantly greater activation within the right IFC (Table 3.3), which is in 
keeping with previous work. However, patients showed a distinct and more 
extended increase on Go trials within parts of the DMN, including the 
precuneus, vmPFC, and bilateral inferior parietal lobes (Table 3.3). For 
patients or controls, there was no region showing less activation at T3 than 
T1. On rest trials, only patients showed increased activation from T1 to T3. 
This was observed particularly within the DMN with peaks of activation in the 
vmPFC, Precu/PCC and left inferior parietal lobe. Increased activation was 
also observed in the left IFG (Table 3.3).  
 
Table 3.3: Local maxima of brain activations for the comparison of T3 > T1 for Go 
and Rest trials in controls and patients, with associated Z-values. R: Right, L: Left. 
 
MNI coordinates Controls 
Go3 vs. Go1 Z-score x y z 
R Insula 5.15 50 -8 6 
R Inferior frontal gyrus  4.75 52 16 -2 
Rest3 vs. Rest1     
R Insula 4.72 42 0 6 
R Inferior frontal gyrus  3.5 56 10 24 
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Patients Go3 vs. Go1     
Precu/PCC 5.86 0 -54 26 
vmPFC 5.34 0 50 2 
R ACC/pre-SMA 4.44 2 38 38 
L Paracingulate gyrus 5.49 -4 50 20 
L Inferior parietal lobe 5.7 -46 -64 38 
R Inferior parietal lobe 5.35 56 -54 30 
R Middle temporal gyrus 4 66 -40 -4 
L Middle temporal gyrus 4.22 -66 -34 -4 
L Inferior frontal gyrus 6.13 -50 22 -10 
Rest3 vs. Rest1     
L Superior/medial PFC 4.78 -2 50 24 
L ventral ACC/ vmPFC 4.73 -8 44 10 
L Inferior parietal lobe 4.67 -52 -60 36 
Precu/PCC 4.2 0 -52 16 
R Cuneal cortex 5.03 6 -86 16 
L Inferior frontal gyrus 4.34 -40 30 -12 
L Hippocampus 4.24 -32 -14 -18 
R Posterior Insular cortex 4.33 36 -10 6 
L Posterior Insular cortex 4.32 -38 -10 6 
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3.3.3 Comparison of activity change over time between patients and 
controls 
I next directly compared patients and controls. For Go trials, patients showed 
a greater increase in activation than controls from T1 to T3 in the medial PFC, 
with a peak of activation within the rostral superior frontal gyrus (Figure 3.7 A 
Table 3.4). For Rest trials, patients showed extensive increase in activation 
between T1 and T3 in parts of the DMN including the Precu/PCC, the vmPFC, 
and the left parahippocampal gyrus (Figure 3.7 A, Table 3.4). Increased 
activation was also seen in the superior frontal gyri and the brain stem. 
 
Table 3.4: Local maxima of brain activations for individual clusters from the 
comparisons of patients and controls. Coordinates are given for brain activation in T3 
> T1 for Go (Go3 vs. Go1) and Rest (Rest3 vs. Rest1) trials, with associated z-
values.  
 
MNI coordinates Patients vs. Controls 
Go3 vs. Go1 Z-score x y z 
L Frontal pole 4.32 18 46 38 
R Medial frontal gyrus 3.88 4 54 16 
L Superior frontal gyrus (pre-SMA) 3.86 -2 34 54 
Rest3 vs. Rest1     
Brain stem 4.5 0 -26 -24 
L Precuneus  4.46 -4 -68 34 
L Temporal pole/Parahipocampal gyrus 4.35 -32 4 -26 
R vmPFC 4.42 8 58 14 
R Superior frontal gyrus (pre-SMA) 3.75 4 32 46 
L Superior frontal gyrus 3.59 -14 36 36 
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3.3.4 Comparison of patients with high and low sustained attention  
Behavioural relevance of RT change as a measure of sustained attention 
In this study, I used the change in RT between T1 and T3 as a measure of 
sustained attention ability. Importantly, this measure correlates with other 
measures of attention and executive functions. Firstly, in patients, there was a 
significant correlation with the overall IIV (p=0.015, r=0.455), a measure 
known to reflect aspects of sustained attention deficits in TBI patients (Stuss 
et al., 1989). Secondly, when considering IIV during T1 and T3 separately, RT 
slowing showed no correlation with IIV at T1, but was correlated with IIV at T3 
(one-tailed p=0.037, r=0.342), suggesting a relationship between vigilance 
decrement, as measured by change in RT, and the moment-to-moment 
lapses of attention that combine to produce a high IIV, especially through the 
end of the task, as vigilance level decreases. Thirdly, the change in RT also 
correlated with a neuropsychological measure of inhibition (Stroop inhibition 
RT) (one-tailed p=0.03, r=0.358), and previous works suggest that sustained 
attention and inhibition may be tightly coupled (Robertson et al., 1997; 
Fernandez-Duque and Posner, 2001; Robertson and Garavan, 2004). These 
relationships are in keeping with the suggestion that the measure of RT 
change is useful as a general marker of sustained attention deficits in TBI 
patients. 
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Behavioural comparisons between patients with high and low sustained 
attention  
Patients were divided into two sustained attention (SA) groups on the basis of 
RT change between T1 and T3 (median split). An ANOVA comparing the 
groups’ RT at T1 and T3 showed a significant time by group interaction (F(1,26) 
= 43.192, p<0.0005) (Figure 3.5). As was highly likely, the Low SA group 
showed a significant increase in RT between T1 and T3 (t=-7.75 df=13, 
p<0.0005). In contrast, the performance of the High SA group was stable over 
time. An ANOVA comparing IIV in the High and Low SA groups showed no 
group by time interaction, although in the Low SA group there was a trend 
towards an increase in IIV between T1 and T3 (t=-1.79, df=13, p=0.096), that 
was not present in the High SA group (p>0.45). In addition, Low SA patients 
had higher IIV than controls at T3 (t=-3.469, df=38, p=0.001). Accuracy was 
not significantly different between the High and Low SA groups (Figure 3.5).  
 
 
Figure 3.5: Behavioural results for the first and the last third of the CRT 
Controls (light grey), High sustained attention (SA) TBI patients (middle grey) and 
Low SA patients (dark grey) are shown. A) Mean reaction time (RT) in seconds. B) 
Intra individual variability (IIV). C) Percentage accuracy ± s.e.m. ** p<0.001, * p<0.05 
and * p<0.1 statistical significance. T1 & T3: first and last CRT thirds. 
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High and Low SA groups only differ in sustained attention 
Importantly, in most other ways the two patient groups were very similar. 
There was no significant difference in RT, IIV and accuracy at T1, 
demonstrating that both were initially performing the task at an equivalent 
level (Figure 3.5). The neuropsychological assessment showed that the Low 
SA group had more impairment of executive function, but in other ways was 
similar to the High SA group (Table 3.2). The two groups did not differ in age 
(Low FA: 35 ± 9; High FA: 38 ± 12), gender (Low SA: 12 males; High SA: 10 
males), and years of education (approximately 15 years in each group). 
 
Furthermore, the two groups had comparable injury severities according to 
the Mayo classification (Low SA: 4 mild and 10 moderate to severe; High SA: 
3 mild and 11 moderate to severe) and similar times since their injury (Low SA 
= 22 ± 21 months, High SA = 14 ± 10 months). There was also no significant 
difference in the presence (Low SA group = 5, High SA = 6) or number of 
microbleeds (Low SA group = 6 ± 4, High SA = 13 ± 12). Only four patients in 
each group had focal lesions visible on T1, and the average size of these 
lesions was not significantly different (Low SA group was 8250 voxels ± 4115; 
High SA group 6065 ± 6405) (Figure 3.6). When the four patients with lesions 
were removed from the Low SA group, there was still a significant increase in 
RT between T1 and T3 in this subgroup of patients (t=8.844, df=8, p<0.0005). 
The VBM analysis comparing grey matter density also showed no difference 
between the two groups. 
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In addition, because mood disturbances are common after TBI (Jorge and 
Robinson, 2003), and depression per se can affect both sustained attention 
performance (Godard et al., 2011) and DMN activation (Broyd et al., 2009), 
patients’ mood symptoms as measured using the Hospital Anxiety and 
Depression Scale were compared between the two groups (Zigmond and 
Snaith, 1983). Importantly, there was no significant difference in anxiety and 
depression scores between Low and High SA patients (mean anxiety score 
Low SA= 7.7 ± 3.7, High SA= 7.2 ± 4.3, p>0.7 (T-Test); mean depression 
score Low SA= 7.5 ± 5.4, High SA= 6.3 ± 4.7, p>0.5 (T-Test)). 
 
 
 
Figure 3.6: Overlap map of lesions visible on T1 MR imaging 
The colour of the map represents the number of patients with a lesion in that area. 
Four patients with High sustained attention have lesions, shown in blue and green, 
with a maximum overlap in any voxel of two patients (green). Similarly, four patients 
with Low sustained attention have lesions, shown in red and yellow, also with a 
maximum overlap of two patients (yellow). R = Right. 
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Neuroimaging between groups comparison 
The comparison of brain activation between the two patient groups 
demonstrated a different pattern of activation change within the DMN. The 
Low SA group showed a greater increase in activation within the Precu/PCC 
from T1 to T3 as compared to the High SA group for both Rest and Go trials 
(Figure 3.7 B and D, Table 3.5). On Go trials, increased activation was also 
observed in the left inferior parietal lobe, another node in the DMN, as well as 
in the left rostral superior frontal gyrus. No regions showed decreased 
activation at the end of the task. The most consistent change in activation 
over time was observed within the Precu/PCC. Over the whole patient group, 
the magnitude of activation change within the Precu/PCC ROI correlated 
positively with the change in RT over time (r=0.572, p=0.002). Within this 
region, the relationship was not observed on Go trials, and was also not seen 
in controls for either Rest or Go trials. 
 
Table 3.5: Local maxima of brain activations for individual clusters from the 
comparisons of the two groups of patients (High vs. Low sustained attention (SA)).  
 
MNI coordinates Low SA vs. High SA patients 
Go3 vs. Go1 Z-score x y z 
L Inferior frontal gyrus  5.25 -52 30 10 
L Rostral superior/medial PFC 5.21 -4 44 34 
L Posterior cingulate cortex 4.42 -2 -46 18 
L Inferior parietal lobe 4.7 -50 -66 34 
Rest3 vs. Rest1     
L Precuneus  4.72 -8 -74 30 
L Posterior cingulate cortex 4.57 -2 -44 24 
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Figure 3.7: Relation between sustained attention deficits and DMN activity 
A) Brain regions that increase activation more in patients than controls between T1 
and T3 for Go (Go3-Go1) and Rest trials (Rest3-Rest1). B) Brain regions that 
increase activation more in patients with low sustained attention (SA) than those with 
high SA. Results are superimposed to the MNI 152 T1 1mm brain template. A z-
statistic threshold of 2.3 combined with a corrected cluster significance threshold 
probability of P<0.05 was employed. R=Right. The two bottom graphs represent the 
percentage BOLD signal change in the precuneus/PCC (-4, -68, 34) for (C) the 
contrasts Go3-Go1 and Rest3-Rest1 in controls (blue) and patients (orange), and (D) 
in high (yellow) and low (red) SA patients. 
 
 
3.4 Functional connectivity results  
The standard fMRI approach was extended using a dual regression analysis 
that provides a measure of network functional connectivity for each individual, 
and controls for the effects of neural activity in other brain regions (Filippini et 
al., 2009; Zuo et al., 2010). A single component of interest was selected from 
a combined ICA in controls and patients. This included the DMN as well as a 
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set of anti-correlated regions referred to as the E/SN (see Methods, Figure 
3.1). Given the findings from the model-based fMRI analysis described above, 
functional connectivity was examined for selected regions of interest within 
the Precu/PCC and vmPFC in the DMN, and the ACC/pre-SMA in the E/SN 
(see Methods). The measures derived from this analysis index the functional 
connectivity, or integration, of each ROI to the rest of its network. 
 
Low functional connectivity within the DMN predicts impairment in sustained 
attention following TBI 
Driven by the model-based fMRI results, I was particularly interested in 
investigating whether functional connectivity within the DMN could predict 
sustained attention ability. Within the patients group, Precu/PCC functional 
connectivity at T1 was strongly correlated with the change in RT over time 
(Spearman r=-0.498, p=0.008), a relationship that was not seen in controls 
(Figure 3.8 B). This correlation remained significant when the eight patients 
with focal lesions were removed from the analysis (Spearman r=-0.691, 
p=0.001), confirming that it was not an artefact of the analysis of patients with 
focal lesions. There was no significant relationship between T1 functional 
connectivity of the vmPFC within the DMN or the ACC/pre-SMA within the 
E/SN and change in RT over time. 
 
To test whether functional connectivity predicts performance decrement over 
time, a stepwise logistic regression analysis was performed, into which the 
measures of functional connectivity of the Precu/PCC, vmPFC and ACC/pre-
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SMA with their respective networks at T1 were entered. Only the Precu/PCC 
was included in the resulting model, which was able to correctly classify 
patients into High and Low SA groups with 63% accuracy (χ2=5.0, df=1, 
p=0.025). The predictive value of functional connectivity was not related to the 
presence of focal cortical lesions: when removing the eight patients with focal 
lesions, the classification accuracy of the model improved to 69% (χ2=5.6, 
df=1, p=0.018).  
 
 
Figure 3.8: DMN functional connectivity predicts impairment in sustained 
attention after TBI 
A) Reference ICA component showing the DMN in warm colours, and the E/SN in 
cold colours. B) In patients, Precu/PCC integration during the first part of the task is 
correlated with the degree of sustained attention impairment that subsequently 
develops. Functional connectivity of the Precu/PCC during the first third of the task 
(T1) is plotted against change in RT between the first and the last part of the task in 
controls (left graph, grey lozenges, N=26) and in patients (right graph, black circles, 
N=28). Measures are age- and grey matter volume regressed out and normalized. 
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3.5 Structural connectivity results 
I next investigated whether damage to the structural connections within the 
DMN was related to sustained attention impairment. I studied the theoretically 
selected right and left cingulum bundles, which connect the posterior and 
anterior parts of the DMN (Greicius et al., 2009) (Figure 3.9 A). The right 
superior longitudinal fasciculus (SLF) that connects parts of the right fronto-
parietal ‘attention’ network, was also investigated (Schmahmann JD, 2006). 
FA was significantly lower in patients compared to controls in the right 
(t=2.404, df=54, p=0.02) and left cingulum bundles (t=2.419, df=54, p=0.019), 
but not in the right SLF. 
 
 
Figure 3.9: Right cingulum bundle and sustained attention impairment. 
A) Sagital view (x=8) of the reference component selected for the functional 
connectivity analysis. Anterior and posterior midline nodes of the DMN are shown in 
warm colours, and the midline node within the E/SN shown in blue. The right 
cingulum bundle connecting the posterior and anterior parts of the DMN is shown in 
green. B) Fractional anisotropy (FA) of the right cingulum bundle in patients is plotted 
against the change in RT between the first and the last part of the task (N=28). 
Measures are age-normalized, i.e. age was regressed out from the measures using a 
linear regression, where residuals were saved as standardized values. 
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White matter integrity within the right cingulum bundle showed a significant 
correlation with RT change between T3 and T1 (Figure 3.9 B). Patients with 
greater sustained attention deficits (high RT change) had lower FA in this tract 
(Spearman r=-0.397, p=0.037). No significant relationship was found between 
sustained attention and FA in the two other tracts investigated. 
 
3.6 Voxel based morphometry results 
As expected, the direct comparison of patients and controls showed a number 
of areas with significantly reduced grey matter density in the patients group. 
Differences were observed in bilateral insular and central opercular regions, 
the parahippocampal gyri, the temporal poles, the putaminae, the right inferior 
temporal gyrus and the left inferior frontal gyrus (Figure 3.10). No significant 
difference was observed between the two patients subgroups. 
 
 
Figure 3.10: Grey matter volume loss in TBI patients 
Voxel based morphometry comparison of TBI patients and controls. Red areas 
correspond to brain regions where patients show significantly ledd grey matter 
density as compared to controls. Results are cluster-corrected (Z>2.3, p<0.05) and 
overlaid on MNI 152 2 mm standard axial brain slices. 
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4 Discussion 
4.1 Results’ summary 
TBI frequently produces impairments of sustained attention, which can 
manifest as a failure to maintain consistent goal-directed behaviour over time 
(Stuss et al., 1989; Whyte et al., 1995). The study presented here shows that 
this type of cognitive impairment is associated with functional and structural 
abnormalities within the DMN. The observation that greater relative DMN 
deactivation occurs during more cognitively demanding tasks suggests that 
the regulation of this network activity is important for efficient attentional 
processing (Singh and Fawcett, 2008; Pyka et al., 2009; Zhang and Li, 2010). 
My results suggest that impairments of sustained attention following TBI, as 
revealed by increase in RT over time (vigilance decrement), are associated 
with an inability to efficiently down-regulate DMN activity. Furthermore, 
despite the absence of any initial performance difference between high and 
low functioning patients, initial functional connectivity within the DMN predicts 
the development of sustained attention deficits. The presence of focal brain 
injury or differences in grey matter density does not explain these findings, as 
DMN functional connectivity could also predict performance in a subgroup of 
patients without focal lesions. Instead, damage in key white matter tracts 
appears to be critical. Indeed, structural analysis using DTI shows that greater 
structural disconnection within the DMN is associated with impairments of 
sustained attention. Together, these results demonstrate that abnormalities in 
DMN function are a sensitive marker of impairments of attention, and support 
the conclusion that changes in the DMN structural and functional connectivity 
are central to the development of attentional impairment after TBI. 
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4.2 Vigilance decrement as a measure of sustained attention 
In this study, two patient groups were defined based on a measure of 
performance decline over time (vigilance decrement). This is distinct from 
moment-to-moment changes in attention such as attention lapses (vigilance 
level) (Sarter et al., 2001). Both have been used to study sustained attention, 
and vigilance decrement appears to be a particularly sensitive marker after 
brain injury (Whyte et al., 1995; Rueckert and Grafman, 1996; Malhotra et al., 
2009).  
 
4.3 Use of the Choice Reaction Time task 
The task used in this study was deliberately simple to ensure that all patients 
were able to perform it accurately. This had important advantages; Firstly, it 
ensured that accuracy was balanced between the High and Low SA groups, 
which is an important consideration in functional imaging studies (Price et al., 
2006). Secondly, it allowed comparing two groups of patients with the same 
baseline performance level during the first third of the task, which is also 
important for the interpretation of the change in brain activation between the 
last and the first third. Thirdly, the design allowed focusing on a common 
clinical problem. TBI patients may perform tasks well initially, but often find it 
difficult to maintain their attention focused toward the end, leading to impaired 
performance over time (Stuss et al., 1989). Using a simple repetitive task 
allowed reproducing this problem without including additional cognitive 
complexity inherent in many standard cognitive assessments of attention and 
executive functions. 
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4.4 Increased activation associated with sustained attention deficits 
4.4.1 Increased right inferior frontal cortex activity in controls 
In controls, increased activation from T1 to T3 was seen in regions of the right 
IFC, including the right IFG and insula. This result is consistent with previous 
neuroimaging studies on healthy volunteers and lesions studies showing that 
the right IFC is an important component of a network involved in maintaining 
attention over time (Pardo et al., 1991; Rueckert and Grafman, 1996; Coull, 
1998; Sturm et al., 1999; Robertson and Garavan, 2004). 
 
4.4.2 Increased DMN activity in TBI patients 
Previous work has shown that in healthy individuals, the failure to suppress 
activity in the Precu/PCC is associated with momentary lapses of attention, as 
indicated by trial-to-trial increases in reaction times (Weissman et al., 2006). 
Converging evidence is provided by single cell recordings within the PCC in 
monkeys, which similarly show that increases in the firing rate of PCC 
neurons just prior to a monkey’s response are associated with RT slowing and 
increased error rates (Hayden et al., 2009). My study demonstrates that over 
a longer time period, increased activity in the same part of the DMN is 
associated with sustained attention deficits. Together, these results suggest 
that increasing DMN activity, especially within the Precu/PCC, is associated 
with a shift away from sustained and focused goal-directed behaviour. 
Previous studies on TBI patients have reported increased activation of the 
Precu/PCC during attentionally demanding tasks (Levine et al., 2006; 
Scheibel et al., 2007; Rasmussen et al., 2008; Smits et al., 2009). This has 
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often been interpreted as reflecting a compensatory neural process 
(Caeyenberghs et al., 2009; Kim et al., 2009). The present results suggest 
that this is not the case. Rather, increased activation within the DMN is more 
likely to reflect a failure to maintain goal-directed attentional focus. 
 
4.5 Vigilance decrement: Fatigue or mind-wandering? 
The decline of performance over time has often been used to measure 
sustained attention deficits (Whyte et al., 1995; Malhotra et al., 2009). 
However, the mechanism behind this performance deterioration is not fully 
understood. Two principal theories emerged to explain this decrement; The 
mental fatigue theory proposes that the decrement of performance over time 
results from limited attentional resources (Lisper and Tornros, 1974; Grier et 
al., 2003; Langner et al., 2010). In contrast, the ‘mindlessness’ theory 
suggests that vigilance decrement is a consequence of a withdrawal of the 
supervisory attentional system, due to under-arousal (Robertson et al., 1997; 
Manly et al., 1999; Pattyn et al., 2008). Alternatively, it has been proposed 
that both phenomena, mental fatigue and ‘mindlessness’, could be associated 
with vigilance decrement, explaining certain aspects of performance decline 
over time (Langner et al., 2010). In the present study, the patterns of 
increased activation observed in TBI patients are to some extent compatible 
with both main cognitive theories of vigilance decrement.  
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4.5.1 Increased effort and fatigue 
In impaired patients, vigilance decrement may result from higher cognitive 
load at the beginning of the task, as attentional resources are temporarily 
depleted by over-use (Lisper and Tornros, 1974; Grier et al., 2003; Langner et 
al., 2010). In keeping with that interpretation, increased activation in regions 
normally thought to support higher order cognitive processes such as the 
superior frontal gyrus or the left inferior frontal gyrus was also observed in 
patients, especially during Go trials. This could be associated with increased 
effort to perform the task. Left prefrontal areas have often been associated 
with goal maintenance or task-set reactivation (Robertson and Garavan, 
2004). In addition, the medial and superior parts of the frontal lobes appear 
important for the initiation and maintenance of goal-directed behaviour. 
Patients with large lesions in this area show akinetic mutism, characterised by 
a paucity of voluntary action (Alexander et al., 2005; Stuss and Alexander, 
2007). More circumscribed lesions are associated with slower and more 
variable responses, leading to the proposal that these regions support the 
‘energization’ of attention (Shallice et al., 2008). Increased activation 
observed in the ACC/pre-SMA during Go responses towards the end of the 
task in the Low SA group may thus reflect increased recruitment of this region 
in an attempt to ‘energize’ the networks and sustain performance as the task 
progresses.  
 
  152 
4.5.2 Increased mind-wandering 
An alternative proposal is that vigilance decrement results from a failure to 
maintain attentional focus on a task due to a withdrawal of top-down control, 
perhaps associated with under-arousal, but not necessarily due to resource 
depletion (Pattyn et al., 2008). As top-down control declines, patients would 
be expected to show less control of their responses and more distractibility, 
which has been previously demonstrated (Robertson et al., 1997). As 
discussed above, increased activation of the Precu/PCC and other regions of 
the DMN have been linked to internally directed attention and mind-wandering 
(Buckner et al., 2008) as well as disengagement from the task (Zhang and Li, 
2010), which all fit well with the mind-wandering theory. 
 
4.6 Initial DMN function predicts sustained attention deficit  
4.6.1 Patients groups match 
An important issue in determining patients’ outcomes following TBI is that 
similar severities of injury lead to highly variable cognitive outcomes 
(Lowenstein, 2009). Impairment of sustained attention is a key problem after 
TBI as it might affect other cognitive functions. Here, I show that connectivity 
of the DMN predicts variability in sustained attention impairment. This is 
unlikely to be a non-specific effect of injury severity. The High and Low SA 
groups were as well balanced as feasible in terms of clinical injury severity, 
general cognitive function and focal lesion volume. Beside, the predictive 
model actually improved when a subgroup without focal lesions was analysed, 
suggesting that the result is not secondary to artefacts in the image analysis 
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that might be produced by the presence of focal lesions. In addition, the Low 
and High SA groups had similar initial behavioural performance. Therefore, 
the predictive information about subsequent performance did not simply 
reflect behavioural performance during the first part of the task. 
 
4.6.2 The advantages of functional connectivity analysis  
The functional connectivity results complement the model-based fMRI 
analysis in two main ways. First, high-level cognitive functions such as 
attention depend upon the integrated functioning of distributed brain networks 
(Kim et al., 1999; Kelly et al., 2008). Therefore, focusing only on relative 
activation changes within single brain regions is unlikely to provide a complete 
description of network function. Second, the model-based fMRI analysis 
approach involved the comparison of DMN activity at different time points. 
This relative measure cannot provide predictive information about changes in 
behaviour that evolve over the same time period. In addition, the task 
‘baseline’ (Rest trials) is not stable, as shown by the increase in Precu/PCC 
activation from Rest1 to Rest3, so the contrast of Go versus Rest trials is 
difficult to interpret. In contrast, by using dual regression to investigate DMN 
functional connectivity in distinct phases of task performance, regionally 
specific yet integrated network measures could be obtained, which were 
independent of the changes in sustained attention over time. 
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4.6.3 Two possible interpretations for the functional connectivity result 
Using a binary logistic regression, I have shown that patients with better 
sustained attention have higher initial integration of the Precu/PCC within the 
DMN. There are two main ways to interpret this result. 
 
(1) Patients with sustained attention deficits produced higher effort to perform 
the task initially 
The DMN shows highly reactive changes that reflect cognitive load (Singh and 
Fawcett, 2008; Zhang and Li, 2010). Hence, the lower initial functional 
connectivity observed in low SA patients could reflect the response of the 
DMN to a greater cognitive load associated with the task performance at T1. 
To perform efficiently, cognitively impaired TBI patients are forced to exert 
more top-down attentional control (Azouvi et al., 2004; Rasmussen et al., 
2008). This would initially result in suppressed functional connectivity from the 
Precu/PCC to the rest of the DMN, a change accompanied by a failure of 
consistent DMN regulation over time. Therefore, one possible interpretation of 
the functional connectivity result is that increased initial cognitive load 
depletes attentional resources, which subsequently makes it more difficult to 
exert top-down control, leading to mind-wandering and less focused 
behaviour. This interpretation would thus associate vigilance decrement in TBI 
patients to both increased effort and mind-wandering. 
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(2) More initial DMN functional connectivity allows better DMN down-
regulation over time 
Another possible interpretation of this result is that higher Precu/PCC 
integration within the DMN, as seen in the High SA group, would allow a 
better efficiency of the dynamic changes in DMN, i.e. a better ability to down-
regulate this network during externally driven tasks to prevent interference 
with task performance. Starting the task with greater Precu/PCC integration 
would then prevent the occurrence of DMN interference by maintaining its 
activation level low relative to the ‘task positive’ regions. Consistent with this 
interpretation, a positive relationship has been observed between accuracy in 
a working memory task and the strength of the correlation between 
Precu/PCC and vmPFC (Hampson 2006). In addition, decreased functional 
connectivity within the DMN, particularly between the Precu/PCC and the rest 
of the network, has been found in conditions involving attention deficits such 
as aging (Andrews-Hanna et al. 2007; Esposito 2008) and ADHD (Uddin 
2008). Impaired functional connectivity between Precu/PCC and the rest of 
the DMN, possibly as a result of structural connectivity changes following 
brain injury, may thus impair the ability to sustain attention in TBI patients by 
compromising the mechanism by which DMN activation is down-regulated 
during goal-directed behaviour.  
 
Although a growing number of studies are investigating DMN functional 
connectivity, its role in DMN function and its specific behavioural relevance 
are still unclear. Arguing in favour of one or the other interpretation would 
require the absolute quantification of regional brain activity, using imaging 
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techniques such as arterial spin labelling MRI, to relate functional connectivity 
with absolute measures of activation during T1.  
 
4.7 DMN structural integrity is associated with sustained attention  
The pattern of focal cortical damage observed cannot explain the functional 
imaging results, as the relationship between functional connectivity and 
sustained attention was still present in a subgroup of patients with no focal 
brain injury, and the VBM analysis showed no difference in grey matter 
volume between the two group of patients. Instead these results highlight the 
importance of structural disconnection secondary to DAI in the development 
of attentional impairment. The cingulum bundle connects the anterior and 
posterior midline regions of the DMN (Greicius et al., 2009), and its structure 
has previously been investigated using DTI (van den Heuvel et al., 2008; 
Greicius et al., 2009). In keeping with the present result, the right cingulum 
bundle structure has also been found to correlate with individual differences in 
sustained attention in the normal brain (Takahashi et al., 2010). As expected, 
patients showed evidence of widespread axonal damage. However, the 
relationship with sustained attention was specific to the right cingulum bundle, 
emphasizing the importance of this tract for this process. 
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4.8 Conclusion 
The results presented in this study emphasize the importance of the DMN in 
the regulation of attention. Within the DMN, the Precu/PCC appears to play a 
particularly important role. Although this area of the brain is rarely focally 
damaged, it appears to be vulnerable to the effects of structural 
disconnection, perhaps because of its dense connectivity with the rest of the 
brain (Hagmann et al., 2008). This study provides evidence that DMN function 
predicts sustained attention impairments following TBI, and that disconnection 
within this network is likely to be the underlying structural cause. 
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Chapter 4 : Dissociating frontal systems involved in 
inhibitory control in healthy subjects.  
 
1 Introduction 
Before investigating inhibitory dysfunction in TBI patients, it is important to 
identify which systems are involved in inhibitory control under normal 
conditions. The inhibitory process has been extensively studied using the 
Stop Signal Task (SST) (Logan et al., 1984). Previous neuroimaging studies 
using this task have shown that a set of brain regions, including the pre-SMA, 
the right IFC (comprising the right IFG and the right anterior insula (AI)), and 
the subthalamic nucleus, are particularly involved during response inhibition 
(Aron et al., 2003; Floden and Stuss, 2006; Li et al., 2006). However, the 
specific contributions of these brain regions to the inhibitory process itself are 
still unclear. A limitation of much of the previous neuroimaging literature is that 
‘Stop trials’ conflate processes associated with attentional capture of the Stop 
signal and response inhibition. As seen in Chapter 1, the attentional 
processing of an unexpected perceptual event (‘bottom-up’ attention) is 
thought to be supported by a right lateralized fronto-parietal network (the 
VAN) that includes the right IFG (Corbetta et al., 2002). 
 
Therefore, the main hypothesis of this study is that much of the network that is 
activated during stopping, including the right IFG, is the result of attentionally 
processing the Stop signal, while the pre-SMA is critically involved in 
response inhibition.  
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This was tested by manipulating the standard version of the SST to separate 
attentional processing of the Stop signal from response inhibition. To that end, 
a control condition that involves the presentation of an unexpected ‘Continue’ 
signal was added. This additional signal is attentionally processed in a similar 
way to the Stop signal, but does not require a change in behaviour. 
Contrasting brain activation on Stop trials and Continue trials should thus 
allow isolating neural processes specifically involved in response inhibition.  
 
2 Subjects and methods 
2.1 Participants 
A group of 26 right-handed healthy volunteers (9 females, mean age 34 years 
old, range 23-59) were included in the study. All participants gave written 
consent. Subjects had normal or corrected-to-normal vision and had no 
neurological, major medical, or psychiatric disorders.   
 
2.2 Controlled version of the Stop Signal Task  
2.2.1 Introduction of a ‘Continue’ signal 
In the original version of the SST, a Stop signal is unpredictably presented 
shortly after a Go signal, instructing to try to inhibit the motor response 
associated with the Go stimulus presentation (see Chapter 2). Previous 
neuroimaging studies using the SST typically compare brain activation on 
‘Stop trials’ with that of ‘Go trials’ to identify which brain regions are 
associated with response inhibition. However,  ‘Stop trials’ conflate processing 
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associated with attentional capture of a salient signal and response inhibition. 
To separate attentional processing of the cue from response inhibition 
engaged during stopping, the standard version of the SST presented in 
Chapter 2 was modified to introduce a Continue signal in the form of a green 
circle presented below the Go signal. This Continue signal is attentionally 
processed but presents no requirement to change behaviour (Figure 4.1). 
Subjects were instructed that, on some trials, this Continue signal would 
unpredictably appear, but this should not alter their already initiated response 
to the Go signal. The Continue signal occurred on the same number of trials 
(20%) as the Stop signal and with the same adaptive timing that governed the 
appearance of the Stop signal. Continue trials thus provide a control condition 
for the attentional processing associated with the presentation of an 
unexpected perceptual event in a context where response inhibition is not 
required. 
 
Figure 4.1:  Controlled version of the SST 
Trials start with a fixation cross presented for 500 ms followed by a Go stimulus (right 
or left pointing arrow). For both the Original and Controlled SST versions, 20% of the 
trials involve an unpredictable Stop signal (red dot) presented at a variable delay 
following the Go signal (the Stop signal delay, SSD). During the Controlled SST 
version, a further 20% of trials involve a Continue signal (green dot) presented with a 
similar SSD. On 10% of trials, the fixation cross remains on the screen (Rest trials). 
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2.2.2 Preventing strategic slowing 
As seen in Chapter 2, the horse-race model assumes that the Go and Stop 
processes are independent. According to this model, RT for the Go stimulus 
should thus be uninfluenced by the presentation of a Stop signal in previous 
trials or by its anticipation in future trials (Alderson et al., 2008). Nevertheless, 
presentation of Stop stimuli can affect processing of Go stimuli, which is a 
violation of the assumption (Bekker et al., 2005c). Moreover SSRT has been 
found to correlate with the mean RT of Go trials (Boehler et al., 2010) (see 
Chapter 2). These findings imply that the use of different strategies may 
influence the SSRT, challenging the assumption of the horse-race model. 
 
A further modification of the SST was thus introduced to limit any strategic 
slowing on the task. The ability of individuals to slow down on Go trials was 
limited by providing feedback when subjects slowed their response times and 
passed a threshold for the speed of their Go response. Negative feedback in 
the form of the words “Speed up!” were presented on the screen in place of 
the subsequent trial, each time a response was made with a RT above the 
95th percentile of the subject’s current RT distribution. This negative feedback 
was introduced in both SST versions (Original and Controlled). 
 
2.3 Scanning protocol 
Each subject performed two runs of the original SST and two runs of the 
controlled SST, each consisting of 184 trials with an interstimulus interval of 
1.75 s. The order of the runs was counterbalanced across subjects. Subjects 
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also performed one run of the CRT at the beginning of the scan. The mean 
RT on this task was used to adjust the value of the starting SSD for each 
participant. All subjects were also scanned for their T1-weighted images. 
 
2.4 Functional MRI analysis  
I used a typical model-based analysis. Several types of EVs were 
distinguished: Go correct (Go), Stop correct (StC), Stop incorrect (StI) and 
Continue correct (Co). There were in general no or very few incorrect 
responses to Go or Continue trials (Table 4.1). To account for variation in the 
SSD across runs, Stop events were modelled by using the timing of the SSD 
as a regressor for each trial. For each run, the following contrast images were 
generated: Co vs. Go; StC vs. Go; StC vs. Co; StC vs. StI; StI vs. Go; and StI 
vs. Co.  
 
To further investigate the effects of attention and response inhibition within the 
pre-SMA and rIFG, a ROI analysis was performed using Featquery. ROIs 
were 10 mm radius spheres defined from peaks of activation within the lateral 
pre-SMA and rIFG (for further details on ROI definition, see Results section). 
The mean percentage signal change associated with each contrast of interest 
was calculated for all voxels within a ROI.  
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3 Results 
3.1 Behavioural results 
Behavioural performance for both SST versions were similar to that observed 
in previous studies (Aron and Poldrack, 2006; Chevrier et al., 2007; Li et al., 
2008) (Table 4.1). The average accuracy for all runs was close to 50%. The 
addition of Continue trials to the Controlled SST had no significant effect on 
Go RT or SSRT, but there was an increase in negative feedbacks on the first 
Controlled SST run as compared to the original SST runs (t=2.4, df=25, 
p=0.024). Go RT during the SST was significantly longer than the Go RT for 
the simple CRT (t > 2.74, df = 25, p < 0.05 for all four SST runs). In the 
Controlled version of the SST, RT for Continue trials was around 40 ms 
slower than RT for Go trials (T = 10.43, df = 25, p < 0.001). 
 
Table 4.1: Behavioural results for the CRT and the two versions of the SST. 
Stop signal reaction time (SSRT) was calculated for each subject and each run by 
subtracting the mean SSD to the median Go RT. Percentage accuracy is estimated 
by dividing the number of correct trials (Go, Continue or Stop) by the total number of 
each trial type.  
 
Original SST  Controlled SST  Trial type  CRT  
Run1 Run2 Run1 Run2 
Median Go RT (ms) 411 ± 16 447 ± 14 448 ± 14 462 ± 17 453 ± 13 
Median Co RT (ms) NA NA NA 502 ± 17 486 ± 17 
% Go accuracy 97.7 ± 0.4 98.3 ± 0.4 98.7 ± 0.4 98.2 ± 0.5 98.5 ± 0.3 
% Co accuracy NA NA NA 97.0 ± 0.9 98.2 ± 0.6 
% Stop accuracy NA 48.3 ± 0.7 50.1 ± 0.7 50.9 ± 0.7  50.9 ± 0.7 
 SSRT (ms) NA 231 ± 11 227 ± 11 222 ± 13 220 ± 11 
Negative feed-backs NA 13 ± 7 13 ± 9 16 ± 9 14 ± 8 
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3.2 Functional MRI results 
3.2.1 Overall brain network for stopping 
The contrast of correct Stop trials with Go trials demonstrates a set of brain 
regions associated with stopping in response to an external cue that is similar 
to what has previously been reported (Rubia et al., 2003; Aron and Poldrack, 
2006), with peaks of activation observed within the right anterior insular 
cortex, IFG and middle frontal gyrus, as well as bilaterally within the pre-SMA. 
Activation peaks were also observed within the right supramarginal gyrus, the 
left intraparietal sulcus and the lateral occipital cortices (Table 4.2, Figure 4.2 
A). No significant difference in activation was observed when comparing the 
contrast StC vs. Go for the original and the controlled version of the SST.  
 
 
 
Figure 4.2: Brain activation during response inhibition 
Rendered images showing brain regions activated during the Controlled SST for: (A) 
correct Stop (StC) versus correct Go trials (StC > Go); (B) correct Continue trials 
versus correct Go trials (Co > Go); and (C) correct Stop trials versus correct 
Continue trials (StC > Co). (A-C) Results are superimposed on the MNI 152 T1 1mm 
brain template. A z-statistic threshold of 2.3 was employed combined with a 
corrected cluster significance threshold probability of p<0.05.  
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Table 4.2: Local maxima of brain activations on the controlled SST for the 
contrast of correct Stop trials versus correct Go trials. Associated Z-values are 
presented. Pre-supplementary motor area (pre-SMA), left (L) and right (R).  
 
 
   MNI coordinates 
StC vs. Go Z-score 
x y z 
R Insular cortex 6.15 36 22 -4 
L Insular cortex 5.68 -32 20 -6 
R Inferior frontal cortex, pars opercularis 4.3 44 18 16 
L Inferior frontal cortex, pars opercularis 5 -44 6 24 
R Superior frontal gyrus (pre-SMA) 4.81 8 18 52 
R Middle frontal gyrus 4.86 34 44 18 
L Accumbens/Caudate 4.26 -8 8 -4 
R Subthalamic nucleus 4.07 6 18 -10 
R Putamen 3.97 16 12 -8 
R Superior occipital cortex  6.1 30 -70 36 
L Superior occipital cortex  6.52 -26 -82 20 
R Fusiform gyrus 5.11 28 -68 -10 
L Fusiform gyrus 6.68 -26 -72 12 
R Lingual gyrus 4.84 6 -80 -12 
L Lateral occipital cortex 4.66 -44 -72 0 
 
 
3.2.2 Overall brain network for continuing  
Bilateral peaks of activation for continuing to respond (i.e. Co vs. Go) were 
observed in the IFC, the frontal pole and the middle frontal gyri, as well as 
within the lateral occipital lobes (Table 4.3, Fig 4.2 B). Activation also 
extended into the right anterior cingulate and paracingulate gyri, and into the 
pre-SMA. In posterior brain regions, activation extended into the fusiform 
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gyrus and the parietal lobes bilaterally. Subcortically separate peaks of 
activation were observed in the right caudate, putamen and pallidum. 
 
Table 4.3: Local maxima of brain activations on the Controlled SST for the 
contrast of correct Continue trials versus correct Go trials. Associated Z-values are 
presented. Anterior cingulate cortex (ACC), left (L) and right (R). 
 
   MNI coordinates Continue vs. Go Z-score 
x y z 
R Inferior frontal cortex, pars triangularis 5.84 46 36 10 
L Inferior frontal cortex, pars opercularis 5.82 -42 10 24 
R Insular cortex 4 44 22 -8 
L Insular cortex 4.76 -30 22 -8 
R Frontal pole 4.08 50 44 -14 
R Paracingulate gyrus 4.39 6 24 46 
R Precentral gyrus 3.98 36 -2 38 
R Superior occipital cortex  7.22 28 -76 52 
L Superior occipital cortex  7.85 -24 -72 50 
L Occipital pole 4.07 -4 -100 8 
 
 
3.2.3 Critical role of the pre-SMA during response inhibition 
The critical contrast of correct Stop versus correct Continue trials allowed the 
identification of brain regions specifically activated by outright stopping. This 
demonstrated predominantly medial frontal activation, with peaks of activation 
within medial and lateral parts of the pre-SMA and the paracingulate gyrus 
(Table 4.4, Fig 4.2 C). Activation also extended laterally into the right middle 
frontal gyrus. No significant activation was observed within the right IFC for 
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this contrast, suggesting that this region was not specifically supporting 
response inhibition. 
 
 
Table 4.4: Local maxima of brain activations from the Controlled SST for the 
contrast of correct Stop trials versus correct Continue trials. Associated Z-values are 
presented. Pre-supplementary motor area (pre-SMA), left (L) and right (R).  
 
     MNI coordinates StC vs. Co Z-score 
x y z 
R rostral pre-SMA 3.64 12 12 58 
R rostral pre-SMA 3.98 10 14 46 
L caudal pre-SMA 4.11 -18 2 62 
L caudal pre-SMA 3.69 -4 6 56 
R caudal pre-SMA 3.67 20 6 62 
 
 
3.2.4 Distinct medial frontal regions for error processing, response conflict 
and response inhibition  
Failure to inhibit a response after a Stop signal results in an erroneous button 
press. In keeping with previous reports of midline frontal activation for errors 
on the task (Rubia et al., 2003; Li et al., 2006), incorrect Stop trials were 
associated with greater ACC activation than successfully inhibited Stop trials. 
This activation was not simply related to the execution of a button-press as a 
similar activation in the ACC was observed for the contrast StI vs. Co, where 
low-level motor demands are balanced. This error-related activation was 
distinct from the lateral/caudal pre-SMA activation seen when responses were 
successfully inhibited. More medially within the pre-SMA, the patterns of 
activation for successfully and unsuccessfully inhibiting a motor response 
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overlapped, with similar peaks of activation for the contrasts of StI vs. Co and 
StC vs. Co (Table 4.5 and Figure 4.3). 
 
Table 4.5: Local maxima of brain activations on the Controlled SST for the 
contrast of incorrect Stop trials vs. correct Continue trials (StI>Co) with associated Z-
values.  
 
     MNI coordinates StI vs. Co Z-Score 
x y z 
R Rostral pre-SMA 4.69 8 20 52 
Rostral ACC 3.67 -2 34 18 
 
 
 
Figure 4.3: Distinct medial frontal activations for successful response 
inhibition and error processing 
Regions showing greater activation during the Controlled SST in warm colours for 
correct Stop trials compared to correct Continue trials (StC>Co) and in cold colours 
for incorrect Stop trials compared to Continue trials (StI>Co). Overlap between these 
contrasts is shown in green. Activations are superimposed on MNI 152 T1 1mm axial 
sections from z=16 to z=62. A z-statistic threshold of 2.3 was employed combined 
with a corrected cluster significance threshold probability of p<0.05 
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3.2.5 Pre-SMA activation and response slowing 
Splitting groups based on Continue slowing 
In general subjects slowed their responses slightly on Continue trials (on 
average ~40ms) (Table 4.1). This raised the possibility that incomplete 
response inhibition may have occurred on some trials in response to the 
appearance of the irrelevant cue, without the response actually being 
stopped. To investigate this further, I separated runs based on the amount of 
slowing that occurred, i.e. using a median split based on the difference in RT 
between Continue and Go trials. I predicted that slower Continue RT would be 
associated with higher activation in the pre-SMA on Continue trials. Because 
of individual variability in the amount of slowing across runs, separate 
analyses were performed for the two runs of the Controlled SST. For the ‘Low 
slowing’ group, RT difference was 14 ± 13 ms on the first Controlled SST run 
and 8 ± 17 ms on the second run, and 65 ± 28 ms and 60 ± 25 ms for the 
‘High slowing’ group.  
 
Whole-brain comparison of High and Low Continue slowing 
Whole brain analysis demonstrated similar patterns of activation for both 
groups within the rIFG and the lateral occipital cortex. However, the high 
slowing group showed extended activation in the right lateral pre-SMA. In 
addition, activation was observed in the right insula and the left IFG, as well 
as bilaterally within the middle frontal gyrus, supramarginal gyrus and fusiform 
gyri (Figure 4.4). Similar results were observed for the second run of the 
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Controlled SST. These results suggest increased involvement of the pre-SMA 
when subjects slow their response on Continue trials. 
 
Region of interest analysis  
To further investigate activation within the pre-SMA during Stopping and 
Continuing with slowing, I defined an ROI based on the coordinates of the 
peak of activation from the contrast of StC vs. Co (x=20, y=6 and z=62). 
Analysing activity within this ROI allowed testing whether the caudal/lateral 
pre-SMA sub-region that activated when a response was successfully 
stopped also showed differential activity when a response was slowed. By 
defining an ROI based on the contrast of Stop against Continue trials, 
activation on Continue trials was sampled in an unbiased way, as the region 
was defined on the basis of increased activation during stopping relative to 
continuing. I also investigated the pattern of activation in the right IFG. As the 
contrast of StC vs. Co did not produce significant activation within this region, 
I used the coordinates of the peak of activation from the contrast of StC vs. 
Go (x=44, y=18 and z=16).  
 
On the two runs of the Controlled SST, High slowing on Continue trials was 
associated with significant activation of the pre-SMA relative to Go trials 
(Run1: t=4.106, df=12, p=0.002, Run2: t=2.771, df=12, p=0.017), but Low 
slowing did not differentially activate the pre-SMA. Directly comparing High 
and Low slowing on Continue trials confirmed that the pre-SMA was more 
active when subjects slowed their responses (Run1: t=-3.067, df=24, p=0.005, 
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Run2: t=-2.797, df=24, p=0.01) (Figure 4.4). In contrast there was no 
difference in right IFG activation on Continue trials between High and Low 
slowing. Both groups showed increased activation relative to Go trials (One 
sample t-tests, Low slowing: Co>Go, Run1: t=2.575, df=12, p=0.024, Run2 
t=2.571, df=12, p=0.025; High slowing, Co>Go, Run1: t=3.246, df=12, 
p=0.008, Run2: t=2.54, df=12, p=0.026). There was no between groups 
difference in the activation of pre-SMA and rIFG for the contrast StC against 
Go. 
 
 
Figure 4.4: Increased pre-SMA activation during response slowing 
A) Rendered images for the first run of the Controlled SST showing brain regions 
activated for the contrast Co > Go when subjects slow their response to the Continue 
signal (high Co slowing) or respond as quickly as in Go trials (low Co slowing). 
Results are superimposed on the MNI 152 T1 1mm brain template. A z-statistic 
threshold of 2.3 was employed combined with a corrected cluster significance 
threshold probability of p<0.05. B) Percentage signal change within the right 
caudal/lateral Pre-SMA and right IFG (RIFG) for the two contrasts Stop correct (StC) 
and Continue (Co) against Go (± SEM). *indicates p<0.05 difference in activation 
between the two groups in Pre-SMA activation for Continue versus Go trials.  
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3.2.6 Relationship between brain activation and SSRT 
The relationship between SSRT and neural activity within the pre-SMA and 
right IFG on StC vs. Go and StC vs. Co was also investigated using the 
predefined ROIs. Both of these regions had separately been reported to show 
activation that was correlated with SSRT (Li et al., 2006; Aron et al., 2007). 
SSRT was estimated separately for each run by subtracting the mean SSD to 
the median Go RT. The two runs of a same SST version were combined, and 
only subjects who showed consistent SSRT across two runs of a SST version 
were included in the analysis. Indeed, according to the horse-race model 
assumptions, SSRT should be a constant measure of inhibitory control ability 
within each individual (Logan et al., 1984). Yet, some subjects showed 
important intra-individual variability in SSRT from one run to the other. I thus 
compared SSRT measures for the first and second run, and excluded 
subjects who showed a standard deviation in SSRT superior to 0.2. In 
addition, two subjects had an excessive number of negative feedbacks on all 
the four SST runs (>30) and were thus excluded from the analysis on the 
basis of the exclusion criteria presented in Chapter 2.  
 
A subgroup of 18 participants showed consistent and estimable SSRT across 
the two Original SST runs. Within this subgroup, individuals’ mean SSRT 
significantly correlated with the mean of activation change for the two runs 
within the pre-SMA for the contrast StC>Go (r=-0.511, p=0.03), but not within 
the right IFG (p>0.8). As expected, more pre-SMA activation on correct Stop 
trials was associated with better inhibitory performance. 
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For the Controlled SST, only 16 participants were included in the analysis, 
using the same criteria as explained above. No significant correlation was 
observed between SSRT and activation within the pre-SMA (StC>Go: r=-
0.415, p=0.110; StC>Co: r=-0.288, p=0.279) or the rIFG (StC>Go: r=-0.153, 
p=0.572; StC>Co: r=0.135, p=0.617). It is possible that the absence of a 
relationship between inhibitory performance and brain activation on the 
Controlled SST version is due to the additional attentional ‘noise’ introduced in 
the task by the occurrence of Continue trials. In addition, I reasoned that a 
better estimate of SSRT to match the critical contrast of correct Stop trials 
versus Continue trials would be the measure of the difference between the 
mean SSD and the median RT on Continue trials instead of Go trials. With 
this ‘Continue SSRT’, a borderline significant correlation was observed with 
activation change for the contrast StC>Co within the pre-SMA (r=-0.474, 
p=0.064), but not within the rIFG (r=-0.368, p=0.161).  
 
4 Discussion 
4.1 Results summary 
By using a novel version of the SST to control for the attentional capture of an 
unexpected stimulus, these results clarify the functions of frontal brain regions 
involved in inhibitory control. This modified SST version allowed investigating 
both response slowing and outright stopping. The caudal/lateral pre-SMA was 
specifically activated during the successful inhibition of an already initiated 
motor response. In addition, this region showed greater activation for 
responses that were slowed but not stopped and for better inhibitory 
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performance. In contrast, the right IFG was activated similarly by the 
appearance of low-frequency stimuli, regardless of whether the motor 
response was stopped or slowed, and did not appear to relate to the 
behavioural measure of inhibitory control. In addition, failures of inhibition 
were associated with activation of the medial frontal lobe, including the rostral 
ACC, that was distinct from the caudal/lateral pre-SMA activation seen during 
stopping and slowing. These results provide clear evidence for differentiable 
frontal regions that control motor inhibition, attentional capture and error 
processing.  
 
4.2 Pre-SMA, but not rIFG, is critically involved in response inhibition 
Previous neuroimaging studies using the SST have generally failed to 
separate the attentional demands associated with the unexpected 
appearance of the Stop signal from those associated with response inhibition. 
In this study, this issue was resolved by experimentally controlling for 
attentional capture in a new version of the SST. The comparison of Continue 
trials, requiring no change in behaviour, with Go trials, demonstrated brain 
regions engaged with processing an unexpected but behaviourally irrelevant 
cue. This revealed an extensive network that largely overlapped with that 
activated by stopping. Similar activation was observed within the right IFC 
region (including rIFG and rAI) for both continuing and stopping. The similarity 
of this activation argues against a specific role for the right IFG in response 
inhibition. In contrast, caudal/lateral pre-SMA was robustly activated by the 
direct comparison of Stop and Continue trials, providing evidence for a 
specific role for this region in response inhibition.  
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4.3 Pre-SMA is involved in stopping and slowing a motor response 
Although the modification of the SST did not change behavioural performance 
on the stop trials, reaction times for the novel Continue trials were on average 
~ 40 ms longer than the ‘Go’ trials. Variability in the amount of this slowing 
across participants allowed demonstrating that the same region within 
caudal/lateral pre-SMA showed a similar increased activation when responses 
are slowed than when they are stopped. The differential activation on slowed 
or not slowed Continue trials seen in the pre-SMA was not observed for the 
rIFG. This result suggests that inhibitory processing supported by the pre-
SMA may result in outright stopping, if it is sufficient to overcome excitatory 
motor processing, or may slow a produced response by interacting with 
ongoing excitatory processing. 
 
These results are consistent with previous studies demonstrating that the pre-
SMA, or more generally the medial PFC is necessary for motor inhibition (Li et 
al., 2006; Stuphorn and Schall, 2006). In monkeys, microstimulation of the 
supplementary eye field within the medial PFC improved performance on an 
oculomotor version of the SST by delaying saccade inhibition and stimulation 
of the pre-SMA inhibited automatic unwanted actions, whilst facilitating a 
desired alternative (Isoda and Hikosaka, 2007). In humans, direct cortical 
microstimulation of the medial PFC can produce motor inhibition (Luders et 
al., 1988; Fried et al., 1991) and lesions in the medial frontal lobe impair 
inhibitory processing on the SST (Floden and Stuss, 2006). In addition, paired 
pulse transcranial magnetic stimulation (TMS) has also demonstrated that the 
pre-SMA provides rapid context dependent modulation of motor cortical 
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activity (Mars et al., 2009), and TMS applied to the pre-SMA impairs inhibitory 
control during the SST (Chen et al., 2008). In addition, tasks involving either 
response selection or the inhibition of certain elements of a movement 
activate the SMA/pre-SMA (Mostofsky and Simmonds, 2008; Coxon et al., 
2009). Taken together, these studies confirm the important role of the pre-
SMA in the rapid selection, delay and inhibition of motor responses. 
 
4.4 Error processing and the ACC 
In keeping with previous results, unsuccessful or incorrect Stop trials were 
associated with midline activation within the rostral ACC (Rubia et al., 2003; Li 
et al., 2006). This activation is unlikely to be the result of incomplete inhibitory 
processing or non-specific attentional factors as similar activation was 
observed irrespective of whether successful Stop or Continue trials were used 
as a baseline. Previous neuroimaging studies have shown that activation of 
the ACC is associated with error processing (Debener et al., 2005; Sharp et 
al., 2006) and selective damage to the rostral ACC impairs error processing 
(Swick and Turken, 2002). This ACC activation on incorrect Stop trials is thus 
consistent with previous evidence of a critical role of the ACC in performance 
monitoring processes engaged following errors (Gehring et al., 1993; 
Falkenstein et al., 2000). 
 
4.5 Conflict processing and the rostral pre-SMA  
An area of overlapping activation was observed within the rostral pre-
SMA/dorsal ACC for successful and unsuccessful inhibition as compared to 
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Continue trials. This was distinct from the more caudal/lateral pre-SMA 
activation seen during successful inhibition and superior to the rostral ACC 
activation seen during failed stops (Figure 4.3). Therefore, this result cannot 
be explained by successful response inhibition or error processing. Instead it 
may relate to response conflict generated during both successful and 
unsuccessful Stop trials from the temporal juxtaposition of Go and Stop 
stimuli. A previous study demonstrated greater activation within a similar brain 
region, at the boundary of the dorsal ACC (dACC) and the pre-SMA, for 
conflict trials that required the direction of eye-movements to be switched 
compared to trials where a pre-planned eye movement was continued 
(Nachev et al., 2005). Together these results suggest a specific role for the 
rostral pre-SMA/dACC in conflict processing.  
 
4.6 Stimulus-driven attention and the right IFC  
A large amount of work provides evidence that the right IFC is important for 
cancelling or restraining a motor response, and that lesions to this area are 
associated with impairments of inhibitory processing (e.g. (Aron et al., 2003; 
Rubia et al., 2003; Aron et al., 2007). However, it is not clear whether this 
region is critically involved in response inhibition during the SST. An 
alternative possibility is that activation within the right IFC is secondary to 
engagement of the VAN following the appearance of the Stop signal (Corbetta 
and Shulman, 2002). The VAN includes the temporo-parietal junction and the 
right IFC, and is engaged by the detection of unexpected stimuli. In the study 
presented here, both Stop and Continue trials involve the unexpected and low 
frequency appearance of a stimulus and similar activation within the right IFC 
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(and more especially the rIFG) is observed for both trial types. This suggests 
that this region is involved in the attentional capture and subsequent decision-
making associated with the cues.  
 
4.7 Response inhibition and the right IFC 
Alternatively, it is possible that sub-regions within the right IFC may support 
distinct cognitive processes during behavioural inhibition. Several studies 
have proposed that the right IFC comprises a dorsal and a ventral component 
involved in distinct processes, with the dorsal inferior frontal junction being 
involved in infrequent signal detection, and the ventral IFG/AI being involved 
in action cancellation/updating (Chikazoe et al., 2009; Verbruggen et al., 
2010; Cai and Leung, 2011). In contrast, the results presented here do not 
provide evidence for a functional dissociation within the right IFC on the SST. 
Extensive activation of the right IFG/Ins is observed during both stopping and 
continuing, relative to Go trials and the whole-brain contrast of Stop against 
Continue trials that revealed activation of the pre-SMA failed to show a 
difference in right IFG/Ins, as did an ROI analysis based on a region defined 
from the peak of activation for the Stop correct versus Go contrast.  
 
4.8 Stop signal reaction time 
The present findings support Li and colleagues’ results, which demonstrated 
that individuals with better motor inhibition as measured by the SSRT showed 
greater activation in the region of the pre-SMA (Li et al., 2006). However, this 
is not a consistent finding in the literature and others have reported a relation 
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between SSRT and rIFG activation (Aron et al., 2004). As mentioned in 
Chapter 2, it is likely that this behavioural measure actually conflates a 
measure of inhibitory control and a measure of attention processing, which 
would explain the relation with rIFG observed in other studies. If attention can 
fluctuate from one task run to the other, inhibitory control is thought to be a 
relatively constant ability in a given individual (Logan et al., 1984). Including in 
the analysis only subjects with reproducible SSRT from one run to the other 
should thus increase the confidence that the measure reflects inhibitory 
control performance. This is confirmed by the observed correlation between 
SSRT and pre-SMA in subjects with consistent SSRT, which also strengthens 
the importance of this brain region for response inhibition. 
 
4.9 Functional and structural connectivity within the ‘inhibitory network’ 
Inhibitory control involves the interaction between the right IFG and the pre-
SMA, as well as subcortical regions. Recent work has begun to investigate 
structural and functional connections within this network. White matter tracts 
directly connect the right IFG to both the pre-SMA and the STN, providing a 
putative circuit for their interaction during motor control (Aron et al., 2007). In 
addition, functional connectivity has been shown to increase between the right 
IFG and the pre-SMA during successful stopping and Granger causality 
analysis of the SST provides evidence that the right IFG influences motor 
response through its interaction with the pre-SMA (Duann et al., 2009). Thus, 
damage to the IFG could be expected to impair stopping secondary to a 
downstream effect, rather than through the disruption of neurons directly 
coding response inhibition. 
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4.10 Limitation of the Controlled SST 
As hypothesized, modifying the SST by introducing a control condition 
allowed disentangling the neural processes involved during inhibitory control. 
However, one major limitation is that it appears to introduce some noise in the 
relationship between SSRT and pre-SMA activation. A possible explanation is 
that an accurate estimation of the SSRT is more difficult with this version 
because Continue trials might interfere with the normal Go process. In 
keeping with this suggestion, more negative feedbacks were observed on the 
first Controlled SST run.  
 
4.11 Conclusion 
This study delineates distinct parts of the frontal lobe that are engaged 
differentially during attempts to stop an action that has already been initiated. 
The attentional capture of low-frequency unexpected stimuli requires the right 
IFG, which is engaged as part of the VAN. Recognition of the Stop signal 
creates response conflict, which engages the rostral pre-SMA/dACC 
regardless of the outcome of inhibitory processing. The failure of response 
inhibition leads to an erroneous response, which engages an error processing 
system within the rostral ACC.  In contrast, both successful inhibition and the 
slowing of an already initiated response are dependent upon the 
caudal/lateral pre-SMA, a region able to rapidly influence motor cortical 
activity. 
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Chapter 5 : Structural and functional changes 
underlying inhibitory impairment after TBI 
 
1 Introduction 
In the previous Chapter, I have shown that inhibitory control involves distinct 
cognitive processes and associated frontal cortical brain systems. Part of the 
right IFC is involved in the attentional capture of the Stop signal, while the pre-
SMA supports motor response inhibition. In addition, coupled deactivation of 
the default mode network (DMN) also appears important for efficient task 
performance, and a lack of deactivation within this network has been 
associated with slower and unsuccessful response inhibition (Li et al., 2007; 
Congdon et al., 2010). As seen previously, the concurrent activation of ‘task 
positive’ brain regions and the rapid and coordinated deactivation of the DMN 
are both important for focused and efficient task performance (Weissman et 
al., 2006). In addition, I have shown in Chapter 3 that TBI patients have 
difficulties in maintaining DMN deactivation, which affect their ability to sustain 
attention.  
 
Inhibitory deficits are frequently observed following TBI, but it is still unclear 
whether they are directly related to a deficit in inhibitory processing, or the 
result of attentional deficits. In this study, and based on the results presented 
in previous chapters, I began by using fMRI to test the hypothesis that 
changes in brain activation during SST performance would help to understand 
the underlying origin of inhibitory control deficits observed in TBI patients. 
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In addition, in the second part of the study I investigated whether the changes 
in brain function and behaviour observed in TBI patients during the SST are 
due to white matter damage within critical brain networks involved in the task 
performance. In particular, one theory is that the salience network (SN), which 
includes the ACC, pre-SMA and anterior insulae (AI), regulates dynamic 
changes in other networks (Menon and Uddin, 2010). This network has been 
proposed to be involved in switching between attention to the external and 
internal worlds, that is, between attentional networks and DMN function 
(Sridharan et al., 2008) (see Chapter 1). The role of the SN in mediating the 
function of other networks is likely to be most evident when a rapid change in 
behaviour is required, such as on Stop trials, which require a rapid switch 
from relatively automatic to highly controlled behaviour. I thus proposed that 
damage to the connections between the nodes of the SN, as measured with 
DTI, would specifically predict abnormalities in the pattern of brain activation 
observed in TBI patients and affect inhibitory performance during the SST.  
 
2 Subjects and methods  
2.1 Patients 
2.1.1 Demographic and clinical details 
Sixty-five patients with a history of TBI were recruited (26 overlap with 
Chapter 3 TBI participants). Eight were not included in the imaging analyses 
because: a) two were unable to perform the task; b) five had excessive 
distortion on their EPI images or DTI data; and c) one patient had an 
unexpected neurological abnormality on his structural scan. Therefore, 57 
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patients were included in the analyses reported here (11 females, mean age 
36.7 ± 11.5, range 18-62 years). They were all in the post acute/chronic 
phase post-injury (mean 20 months, range 2-96 months). Injury was 
secondary to assaults (24%), road traffic accidents (35%), falls (21%), sports 
(12%) and 8% were of unknown origin. Based on the Mayo classification 
system for TBI severity (Malec et al., 2007), there were 42 moderate/severe, 
and 15 mild (probable) cases of TBI. 
 
2.1.2 Clinical imaging 
T1 and T2 scans assessment revealed that 11 patients had residual evidence 
of contusions only, 12 had microbleeds only, and 10 had evidence of both. 
Contusions were mainly situated in the inferior parts of the frontal lobes, 
including the orbitofrontal cortex, and the temporal poles (Figure 5.1). 
 
 
Figure 5.1: Overlap map of lesions visible on T1 MRI 
The colour of the map represents the number of patients with a lesion in that area. 
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2.2 Control Groups 
Two age-matched control groups were used. Twenty-five controls were 
recruited for the fMRI study (17 males, mean age 34.2 ± 9.6), and thirty 
controls for the DTI study (14 males, mean age 37.2 ± 8.9). Subjects had no 
history of neurological or psychiatric disorders. An additional group of 10 
young healthy volunteers was used to perform the initial tractography in an 
unbiased way (6 males, mean age = 23 ± 2.5). 
 
2.3 Stop Signal Task  
Patients and controls performed two runs of the Original and two runs of the 
Controlled SST. Tasks descriptions can be found in Chapter 2 and 4 
respectively. The SSRT was estimated using standard procedures (see 
Chapter 2 and 4), by subtracting the mean SSD to the median Go RT for each 
run and each participant.  
 
2.4 Functional MRI analysis  
Functional MRI analysis was performed using FSL, as described in previous 
chapters. For the Original SST, the following contrast images were generated: 
Stop correct (StC) vs. Go and Go vs. Rest for the Original SST. The same 
contrasts were used for the Controlled SST, together with the additional 
contrasts of StC vs. Co, Go vs. Co and Co vs. Rest. To control for the 
possible effect of inter-individual differences in grey matter density on BOLD 
(Oakes et al., 2007), individual grey matter density maps were included in the 
FEAT GLM as a confound regressor. To further investigate the change in 
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activation within the DMN in patients, a ROI analysis was performed using 
Featquery. To provide an unbiased way of sampling DMN activity in patients, 
10 mm radius sphere ROIs were defined based on peaks of ‘deactivation’ in 
controls for the contrast StC>Go within the precuneus/posterior cingulate 
cortex (Precu/PCC) (MNI coordinates: x=-4, y=-60, z=20) and the ventro-
medial prefrontal cortex (vmPFC, x=-8, y=54, z=22) during the Original SST.  
 
2.5 Diffusion tensor imaging analysis 
The analysis of white matter structure was focused on tracts connecting brain 
regions activated during response inhibition. To achieve this, I defined the 
connections between loci of activation observed during SST performance, in 
an approach similar to the one used by Aron and colleagues (Aron et al., 
2007). Tracts between all possible combinations of the activated brain regions 
were not investigated. Instead the analysis was constrained to connections 
between theoretically relevant regions, known to form functionally connected 
brain networks. I studied the connections between key cortical nodes of the 
SN, the DMN, the DAN and the VAN, as well as between key regions for 
inhibitory control.  The following tracts were studied: (1) dorsal ACC to right 
and left AI (comprising the anterior part of the inferior fronto-occipital 
fasciculus and the superior region of the corona radiata); (2) vmPFC to 
Precu/PCC (cingulum bundle); (3) right inferior frontal gyrus (rIFG) to pre-
SMA; (4) rIFG to right temporo-parietal junction (TPJ) (part of the superior 
longitudinal fasciculus); and (5) right frontal eye field (FEF) to right inferior 
parietal sulcus (IPS) (part of the superior longitudinal fasciculus) (Figure 5.2). 
Tracts were generated between 10 mm radius spherical ROIs that were 
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defined based on the peak activation or deactivation during correct Stop trials 
vs. Go trials in controls (Table 5.1). To avoid the potential problems 
associated with probabilistic tractography in patients with abnormal white 
matter (see Chapter 2), I followed the approach described by Hua et al. 
(2008). 
 
Table 5.1: MNI coordinates of seeds/termination ROIs used for tractography, 
based on peak activation/deactivation for the contrast StC>Go in controls on the 
Original SST.  
 
  x y z 
pre-SMA 20 6 62 
rIFG 44 18 16 
rTPJ 58 -40 26 
rFEF 32 8 48 
rIPS 30 -62 48 
dACC 0 22 46 
rAI 36 24 -6 
lAI -36 18 0 
lvmPFC -8 54 22 
lPrecu/PCC -4 -60 20 
rvmPFC 8 54 22 
rPrecu/PCC 4 -60 20 
 
 
Individual tractography was performed in a separate group of ten young 
normal controls (6 males, mean age = 23 ± 2.5). Fractional anisotropy (FA) 
maps were non-linearly warped and registered to the 1 mm MNI 152 FA 
template, using FSL FNIRT, and the obtained transformations were used to 
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bring the individual tractography outputs to the standard space. The projected 
tracts were then averaged across the 10 subjects. For the resulting maps, a 
conservative threshold corresponding to 5% of voxels with highest 
connectivity values was used. For each tract connecting a pair of regions A 
and B, tractography was performed from A to B and from B to A. The two 
resulting thresholded tracts were then averaged and binarised. To reduce the 
possibility of sampling non-white matter regions, the tracts were projected on 
a white matter tract mean FA ‘skeleton’ derived from tract based spatial 
statistics (TBSS) (Smith et al., 2006) (Fig. 5.2). This skeleton was generated 
by thinning the mean FA image created using subjects’ FA maps aligned to 
the MNI template. The resulting FA skeleton includes only the core of the 
white matter tracts whilst excluding peripheral parts of the fibre tracts that 
show pronounced inter-individual variability. This avoids sampling tract edges, 
which are more prone to artefacts, such as partial volume effects due the 
edge of the ventricles. The tracts of interest obtained with this procedure can 
be visualised in axial views on Figure 5.2 and in 3 dimensions on Figure 5.6.  
 
 
Figure 5.2: Tracts of interest 
White matter tracts generated using probabilistic tractography in ten young healthy 
volunteers and TBSS white matter skeleton (yellow), overlaid on axial slices of MNI 
152 1mm standard brain. The resulting tracts are shown for the connections between 
the right AI and the dACC (dark blue), the Precu/PCC and the vmPFC bilaterally 
(red), the right IFG and the pre-SMA (light blue), the right IFG and the right rTPJ 
(green) and the right FEF and right IPS (pink). 
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These tracts were then used as masks for the ROI analysis of white matter 
integrity in TBI patients and in a group of thirty age-matched controls distinct 
from the one used to generate the tracts. Tracts were projected into each 
individual’s DTI space using the inverse of the non-linear transformation used 
in TBSS analysis to align the subject-space FA maps to the mean FA 
skeleton. The quality of the back-projections was carefully checked for each 
tract. Examples of the back projections of the rAI-dACC tract are shown on 
Figure 5.3 for three patients. This shows that the back-projections of the 
skeleton and the rAI- dACC tract are well constrained to the white matter in 
individuals DTI space.  
 
 
Figure 5.3: Example of back-projections of the rAI-dACC tract 
Axial views of the TBSS white matter skeleton (orange-red) and the rAI-
preSMA/dACC tract (blue) projected onto three patient ‘s raw FA map using non-
linear warping. 
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The obtained tracts of interest were binarised and applied to individuals’ FA 
maps to extract one mean FA value per tract and per subject. I then used a 
linear regression to derive FA values corrected for any effects of age in the 
analyses reported. In addition, to eliminate the possibility that a non-specific 
effect of injury severity would drive the results, I extracted the mean FA 
measures for each patient from their whole white matter skeleton. This 
provided an accurate estimate of the impact of TBI on overall white matter 
structure. 
 
3 Results 
3.1 Neuropsychological assessment 
A subset of 52 patients (mean age 38 ± 12) and 21 age-matched controls 
(mean age 39 ± 9) underwent neuropsychological assessment. Compared to 
an age-matched control group, TBI patients showed an expected pattern of 
neuropsychological impairment (Table 5.2). TBI patients were slower than 
controls on the Stroop test on trials requiring the ability to inhibit a prepotent 
response and/or to flexibly switch between alternating tasks. They were also 
slower on the Trail Making Test A, which reflects impaired information 
processing speed. These were specific impairments limited to a subset of the 
behavioural measures, rather than a global impairment that spanned many 
domains of cognition. The patients were well matched with controls on most 
cognitive variables. Indeed, the patients showed better performance on a test 
of verbal abstract reasoning (Similarities). 
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Table 5.2: Neuropsychological results for patients and controls.  
Significant differences between patients and controls shown by *p < 0.05 and 
**p<0.005. Stroop test refers to the D-KEFS Colour-Word Interference Test. 
 
Cognitive variable Controls Mean ± SD 
Patients 
Mean ± SD 
Similarities  35.1±6.2 38.7±3.8 
Matrix Reasoning  26.5±4.2 27.4±4.8 
Verbal Fluency Letter Fluency  48.5±12.0 44.1±11.2 
Stroop Colour Naming (s) 32.2±14.1 34.0±8.9 
Stroop Word Reading (s) 29.6±5.1 23.4±4.8 
Stroop Inhibition (s) 22.4±4.2 58.3±20.9** 
Stroop Inhibition-Switching (s) 51.5±18.7 68.4±21.2** 
Trail Making Test A (s) 21.5±5.7 27.4±10.4* 
Trail Making Test B (s) 53.7±38.5 64.7±35.1 
Digit Span forward 11.2±2.0 10.6±2.2 
Digit Span backward 7.6±1.7 7.4±2.3 
Logical Memory I 1st recall total 28.1±8.4 27.9±6.5 
Logical Memory I recall total 45.1±12.8 45.5±8.7 
Logical Memory II recall total 26.6±8.5 29.4±7.0 
People Test immediate total 27.5±6.2 24.1±5.6 
People Test delayed total 9.2±3.6 8.8±2.3 
 
 
 
 
 
 
 
 
 
 
  191 
3.2 Results for the Original SST 
3.2.1 Behavioural results 
Both patients and controls performed the task as expected (~ 50% accuracy 
on Stop trials). Go trials accuracy was high for both groups (>95%), although 
slightly lower in patients than controls (t=2.81, df=80, p=0.006). Based on the 
exclusion criteria presented in Chapter 2, SSRT could not be estimated on 
both SST runs in three controls and eleven patients. The analyses involving 
this measure are thus reported for a sample of 22 controls and 46 patients. 
SSRT was significantly higher in patients than age-matched controls (t=2.01, 
df=66, p=0.014) (Table 5.3). There was no other behavioural difference 
between the groups on SST performance.  
 
Table 5.3: Behavioural results for TBI patients and controls on the two SST 
runs (± SD). Significant differences between patients and controls shown by *p < 
0.05. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As previously observed (Boehler et al., 2010), SSRT was negatively 
correlated with accuracy on Go trials in both controls (mean run 1 & 2: r=-
0.481, p=0.023) and patients (r=-0.455, p=0.002). Furthermore, across the 
 Controls Patients 
Median RT (ms) 443 ± 106 483 ± 116 
Go % accuracy 98.4 ± 1.5 95.5 ± 4.8* 
Stop % accuracy 49.5 ± 2.2 49.6 ± 2.6 
Neg. Feedback 13 ± 8 12 ± 9 
IIV 0.181 ± 0.037 0.188 ± 0.054 
SSRT (ms) 238 ± 32 268 ± 67* 
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patient group, SSRT also correlated with intra-individual variability in RT on 
Go trials (IIV) (r=0.458, p=0.002) and mean RT (r=0.395, p=0.007). This 
provides evidence that performance on Stop trials is related to attentional 
processes that influence both Go and Stop trial performance. 
 
3.2.2 Functional imaging results  
Similar pattern of activation for patients and controls 
Brain regions involved in attending to the Stop signal and inhibiting the Go 
response are demonstrated by comparing brain activation during correct Stop 
and Go trials (StC>Go). For both controls and patients, event-related analysis 
revealed a pattern of brain activation similar to that reported in Chapter 4 
(Figure 5.4 A), with peaks of activation observed within the right IFC, 
(including the right IFG and AI), the middle and superior frontal gyri (pre-
SMA), the dorsal ACC, as well as within more posterior regions such as the 
right supramarginal gyrus, the temporo-parietal junction, the intraparietal 
sulcus and the lateral occipital cortices. A direct group comparison showed no 
significant differences in these ‘task-positive’ regions.  
 
Less DMN deactivation during stopping in TBI patients 
In contrast to the lack of difference in ‘positive’ activation, TBI patients showed 
less deactivation in parts of the DMN during stopping. Group differences were 
seen in the Precu/PCC, the vmPFC and the left hippocampus compared to 
controls (Figure 5.4 B, Table 5.4), as well as in the left amygdala, and bilateral 
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secondary somatosensory and posterior insulae regions. These differences 
were due to patients failing to deactivate normally during stopping, and not to 
abnormal activation associated with ‘Go’ trial performance. Indeed, controls 
showed extensive deactivation during stopping in parts of the DMN (Figure 
5.4 C), which was not observed in patients. In addition, a ROI analysis within 
the Precu/PCC and the vmPFC shows that there was no difference in 
activation between the groups for the contrast of Go vs. Rest trials (Figure 5.4 
D). 
 
Table 5.4: Local maxima of brain activations differences between control and 
patients for the contrast Go vs. StC. 
 
MNI coordinates 
 Controls>Patients, Go>StC 
  
Z-score x y z 
L parietal operculum cortex 4.88 -50 -28 18 
R central opercular cortex 4.48 66 -6 6 
L central opercular cortex 4.04 -62 -12 8 
R posterior Insula 4.08 38 -16 6 
L posterior Insula 3.96 -34 -14 0 
Precuneus/PCC 4.48 -2 -66 18 
L ventro-medial prefrontal cortex 3.68 -12 56 12 
L Hippocampus 3.99 -20 -12 -18 
L Amygdala 4.03 -22 -8 -16 
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Figure 5.4: Abnormal DMN deactivation on the SST after TBI 
A) Overlay of brain activation associated with correct Stop (StC) vs. Go trials for 
patients (blue) and controls (yellow-red). B) Brain regions where patients show 
greater brain activation than controls for StC>Go. C) Brain regions showing 
deactivation for StC >Go in the Control group. Results are superimposed on the MNI 
152 T1 1mm brain template. A standard z-statistic threshold of 2.3 combined with a 
corrected cluster significance threshold probability of P<0.05 was employed for all 
results. D) Region of interest analysis: Bar charts represent % BOLD signal change 
in the precuneus/PCC (Precu/PCC) and the ventral medial prefrontal cortex (vmPFC) 
for the contrasts StC>Go and Go>Rest, plotted for patients (blue) and controls 
(orange), ± SEM. *p<0.005 statistical significance. 
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Relation between DMN deactivation and inhibitory control 
Failure to deactivate the DMN may lead to the ‘intrusion’ of DMN activity 
during normal task performance, resulting in inefficient behaviour (Sonuga-
Barke and Castellanos, 2007). Therefore, patients were split into two 
subgroups based on the presence or absence of relative deactivation within 
the Precu/PCC, with deactivation defined as a negative percentage signal 
change on StC relative to Go trials. I was motivated to focus on the 
Precu/PCC because this region is in many ways the central node of the DMN 
(Fransson and Marrelec, 2008) and is highly structurally connected to many 
other brain regions (Hagmann et al., 2008). In addition, unregulated activity 
within this brain region is associated with behavioural abnormality (Weissman 
et al., 2006; Hayden et al., 2009) and my previous results, presented in 
Chapter 3, suggest a particularly important role of this DMN region in attention 
regulation. The rational for splitting patients based on their relative DMN (i.e. 
Precu/PCC) deactivation was to produce a subgroup of patients with similar 
DMN deactivation pattern as the control group, and compare it with a 
subgroup of patients who failed to deactivate the DMN (Figure 5.5). 
 
Precu/PCC ‘activators’ (i.e. % BOLD signal change on StC>Go > 0) (n=20) 
showed higher SSRT as compared to both ‘deactivators’ (n=26) (t=-2.155, 
df=44, p=0.037) and controls (t=-3.069, df=40, p=0.004) (Figure 5.5 A). 
Deactivators and controls showed no difference in SSRT (p>0.35). The two 
patients groups showed no difference in any other behavioural measures, 
anxiety or depression scores, injury severity, lesion load or age. In addition, 
across the whole brain, Precu/PCC activators showed a failure of deactivation 
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in other parts of the DMN when compared to both deactivators (Figure 5.5 B) 
and controls (Figure 5.5 C), confirming that spitting the groups based on 
Precu/PCC deactivation reflects the full extent of brain deactivation on Stop 
trials. This abnormal activation elsewhere in the DMN was not observed in the 
deactivating patients, who did not differ from the controls in the way they 
activate/deactivate for the contrast StC>Go (Figure 5.5 D). No relationship 
between DMN deactivation and SSRT was observed in controls. 
 
 
Figure 5.5: Comparison of TBI Precu/PCC activators and deactivators 
A) Comparison of SSRT between controls and the two groups of patients ± SEM. ** 
p<0.005, * p<0.05. Whole brain comparison of BOLD signal change for the contrast 
StC>Go between B) patients with no precuneus/PCC deactivation, i.e. ‘activators’ (% 
BOLD signal >=0, n=20) versus patients with precuneus/PCC deactivation, i.e. 
‘deactivators’ (n=26), C) activators versus controls and D) deactivators versus 
controls. A standard Z-statistic threshold of 2.3 combined with a corrected cluster 
significance threshold probability of P<0.05 was used. ROI for the Precu/PCC was 
selected based on the local maxima of brain deactivation for the contrast StC>Go in 
controls. Evidence of deactivation was defined as a % BOLD signal change on 
StC>Go inferior to 0 within this ROI.  
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3.2.3 Structural imaging results 
I next investigated the relationship between white matter tract integrity, 
network function and behaviour. I focused the analysis on the white matter 
tracts connecting cortical nodes in the brain networks activated or deactivated 
during response inhibition, and tested whether damage to network 
connections predicted: (a) abnormal activation within the DMN and (b) 
behavioural impairment on the SST. 
 
Damage to the connections of the SN and DMN after TBI 
White matter tracts connecting nodes of the SN and DMN were abnormal in 
the TBI group (Figure 5.6 B). FA was significantly lower for the patients in the 
connection between the dACC and the right and left AI (right: t=3.62, df=85, 
p=0.001; left: t=3.59, df=85, p=0.001), as well as in the right cingulum bundle 
connecting the vmPFC to the Precu/PCC (t=2.43, df=85, p=0.017). A 
marginally significant difference in FA was also observed in the left cingulum 
bundle (t=1.90, df=85, p=0.076). The presence of cortical pathology such as 
contusions did not explain these results. These three tracts were abnormal 
when the 21 patients with focal cortical injury were removed from the analysis 
(rAI-dACC: t=3.29, df=64, p=0.012; lAI-dACC: t=3.59, df=64, p=0.006; rPrecu-
vmPFC: t=2.82, df=64, p=0.036 (Bonferroni corrected statistics)). 
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Figure 5.6: Comparison of white matter structure between patients and 
controls 
A) White matter tracts between local maxima of brain activation (red spheres) or 
deactivation (blue spheres) during correct stops represented in 3D on the MNI 152 
T1 1mm brain 3D template. Orange and blue areas represent the mean BOLD signal 
in patients and controls for the contrasts StC>Go and Go>Stop respectively. Tracts 
of interest are shown for the connections between (1) the rAI and the dorsal ACC 
(dark blue), (2) the Precu/PCC and vmPFC bilaterally (red), (3) the right pre-SMA 
and right IFG (light blue), (4) the right IFG and the right TPJ (green) and (5) the right 
FEF and IPS (lilac). B) The bar charts show fractional anisotropy (FA) ± SEM within 
each tract compared between TBI patients (blue) and 30 age-matched controls  
(orange). *p<0.05, **p<0.005 statistical significance. R: Right, L: Left. 
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Structural connectivity within the SN predicts DMN deactivation  
I next used a binary logistic regression to investigate whether white matter 
tract structure predicted DMN function. Measures of FA for all the tracts 
assessed were simultaneously included in an analysis aimed at classifying 
patients into those who did or did not deactivate the DMN during stopping on 
the Original SST (‘deactivators’ and ‘activator’). A significant model was 
generated whereby only the structure of the rAI-dACC connection was able to 
correctly classify between the two groups of patients with 78.3% accuracy 
(χ2= 16.9, df=1, p<0.0005). No other tract was included in the model.  
 
This result was not an effect of focal brain injury, as the model remained 
significant after removal of the 21 subjects with focal damage (χ2=4.7, df=1, 
p=0.029). It was also not due to the overall amount of white matter damage, 
as there was no relationship between average FA on the whole white matter 
skeleton and DMN activity change, and the predictive model remained 
significant when mean FA for the whole white matter skeleton was regressed-
out from each tract’s FA measures (χ2=8.1, df=1, p=0.004). 
 
The rAI- dACC tract FA was linearly correlated with the amount of Precu/PCC 
activation during stopping (r=-0.472, p<0.0005) (Figure 5.7 B). To investigate 
whether the integrity of this tract would correlate with changes in activation 
elsewhere in the brain, I performed a whole-brain analysis including FA 
measures within this tract as a regressor. This strikingly demonstrates that 
structural integrity of this tract negatively correlates with brain activity 
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specifically within the two main nodes of the DMN, the Precu/PCC and the 
vmPFC (Figure 5.7 C). No region showed positively correlated activity with 
rAI-dACC tract FA. 
 
 
Figure 5.7: Relationship between rAI-dACC tract structure and DMN function 
A) Coronal view of the white matter connection between rAI and dACC (blue) 
overlaid on the activation map for the contrast StC>Go in patients (orange), 
superimposed on the MNI 152 T1 1mm brain template. B) Fractional anisotropy (FA) 
of the rAI-dACC white matter connection in patients plotted against the % signal 
change within the Precu/PCC ROI on correct Stop trials relative to Go trials 
(StC>Go). FA measures are corrected for age and whole brain mean FA and 
normalized. C) Sagital view of the brain regions showing negatively correlated 
activation with FA measures within the rAI-ACC tract for StC relative to Go trials, 
superimposed on the MNI 152 T1 2mm brain template. A standard z-statistic 
threshold of 2.3 combined with a corrected cluster significance threshold probability 
of P<0.05 was used.  
 
Structural connectivity is correlated with cognitive impairments  
• Relation with SSRT 
Motivated by these results, I specifically investigated whether the structure of 
the rAI-dACC tract was correlated with SSRT in TBI patients. In patients 
whose SSRT could be reliably estimated on both runs (N=46), structural 
integrity of the rAI-dACC white matter connection (corrected for age and 
whole brain white matter damage) was negatively correlated with mean SSRT 
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on the two SST runs (one tailed Spearman correlation: r=-0.277, p=0.031). 
This result remained significant after excluding patients with focal lesions (r=-
0.386, p=0.019, n=29). There was no significant correlation between FA and 
SSRT in the other tracts studied. 
 
• Relation with Stroop performance 
Further evidence that the rAI-dACC white matter tract is important for 
cognitive flexibility was provided by analysing the pattern of 
neuropsychological performance across the patient group. Among the 
neuropsychological tests performed by patients, one is particularly useful to 
assess cognitive flexibility and inhibitory control: the Delis-Kaplan Executive 
Function System (D-KEFS) Colour-Word Interference or ‘Stroop’ test (Delis et 
al., 2001b). As expected, patients showed particular impairments on this task 
relative to controls (see Table 5.2). In addition, FA within the rAI-dACC tract 
(corrected for age and whole brain white matter damage) was significantly 
correlated with the inhibition/switching vs. combined colour naming and word 
reading contrast score (Spearman one tailed r=-0.265 p=0.029 n=52). The 
correlation remained when removing subjects with lesions (r=-0.359, p=0.020, 
n=33). A high score in this behavioural measure is thought to reflect both 
verbal inhibition and cognitive flexibility impairments (Delis et al., 2001b). The 
integrity of this tract was not correlated with any other neuropsychological 
measure. 
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Additional analysis of white matter tracts connecting the right AI to EN 
As shown by the whole-brain analysis regressing rAI-dACC tract FA with brain 
activity change for the contrast StC>Go (Figure 5.7 C), there was no evidence 
that the structure of the rAI-dACC tract correlated with activity within ‘task-
positive’ regions such as regions of the EN or the SN. However, the SN has 
been proposed to modulate both the DMN and the EN. To investigate whether 
the right AI might exert control over the EN via more direct structural 
connections, I investigated two additional tracts, connecting the right AI to the 
right FEF and the right IPS. Mean tracts were generated in a similar way to 
the other tracts, using the same ROIs used to generate the rFEF-rIPS tract 
(Table 5.1). Mean FA from these two tracts showed only a borderline 
difference to controls (rAI-rFEF: p=0.108; rAI-rIPS p=0.081, corrected for 
multiple comparison). There was no relationship between tract structure and 
brain activity. When the means FA of the tracts were used as regressors in 
two additional whole-brain analyses of brain activity, no brain region showed 
activity that was significantly correlated with tract structure.  
 
3.3 Results for the Controlled SST 
3.3.1 Behavioural results 
On the controlled SST, SSRT could be estimated on both runs in a subset of 
22 controls and 44 patients. Although patients performed the baseline 
conditions tasks relatively well (Go and Continue accuracy >95 %), patients 
showed lower Go accuracy (t=2.598, df=64, p=0.012) compared to controls 
(Table 5.5). They were also slower on Go trials (t=2.05, df=64, p=0.044), and 
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showed higher SSRT (t=3.151, df=64, p=0.002). All behavioural measures 
were similar between the Original and the Controlled SST, except for the 
number of negative feedbacks, which was higher in the Controlled version. 
This difference was only a trend in controls (t=1.6, df=24, p=0.121), but was 
significant in patients (t=2.25, df=56, p=0.024). 
 
Table 5.5: Behavioural results for the controlled SST version (± SD). Results are 
averaged across the two runs. Significant differences between patients and controls 
shown by *P < 0.05. Co: Continue. Co slowing=Co RT – Go RT. 
 
  Controls Patients 
Median Go RT (ms) 438 ± 53 494 ± 121* 
Median Co RT (ms) 474 ± 63 528 ± 128* 
IIV Go trials 0.190 ± 0.055 0.193 ± 0.046 
Go % accuracy 98.6 ± 1.3 96.3 ± 3.8* 
Co % accuracy 97.2 ± 2.7 95.0± 5.1* 
Stop % accuracy 51.2 ± 2.3 48.9 ± 2.8 
Neg. Feedback 15 ± 8 13 ± 8 
SSRT (ms) 238 ± 28 266 ± 41* 
Co slowing (ms) 36 ± 18 34 ± 25 
 
 
3.3.2 Functional imaging results  
Comparison between Original and Controlled SST 
I compared whole-brain activation for the contrasts Go>Rest and StC>Go 
between the two versions of the task using a paired t-test model. No 
significant difference was observed between the Original and the Controlled 
SST in controls and patients. 
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Comparison between patients and controls 
Patients and controls activated a similar network to what has been described 
on the Original SST for the contrast StC>Go  (Figure 5.8 A). Although patients 
seemed to activate more extensively regions of the left IFC (left IFG and 
insula), this difference was not significant when directly comparing patients 
with controls. The unthresholded group comparison showed a similar failure of 
DMN deactivation to what previously described in patients on the Original 
SST (Figure 5.8 B). No significant between group difference was observed for 
the contrasts StC>Co, Go>Rest and Co>Go. 
 
 
Figure 5.8: Brain activation on the Controlled SST 
A) Overlay of brain activation associated with correct Stop (StC) vs. Go trials for 
patients (blue) and controls (yellow-red) on the Controlled SST version. A standard 
Z-statistic threshold of 2.3 combined with a corrected cluster significance threshold 
probability of P<0.05 was employed. B) Brain regions where patients show greater 
brain activation than controls for StC>Go. Results shown are the unthresholded z-
stats. All results are superimposed on the MNI 152 T1 2mm brain template.  
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To investigate in more details difference in DMN activity between the two 
groups during correct Stop and Continue trials, an ROI analysis was 
performed, using the Precu/PCC and vmPFC masks used previously. Similar 
to the Original SST, patients tended to show less Precu/PCC deactivation 
than controls on correct Stop relative to Go trials  (df=1.917, df=80, p=0.061), 
but not on correct Stop relative to Co trials (p>0.15). No significant difference 
was observed within the vmPFC. There was also no between group difference 
for the contrast comparing Continue and Go trials.  
 
Relation between brain activation and behaviour 
In contrast with the Original SST, there was no relationship between DMN 
deactivation and SSRT. In addition, a whole brain analysis showed no 
significant difference in brain activation between patients with high and low 
SSRT (groups based on median split of SSRT measures). The introduction of 
Continue signals in the task thus appears to change the relationship between 
DMN deactivation and performance in patients, maybe by altering the way 
they perform the task. The only significant behavioural difference between the 
two SST versions was an increase in the number of negative feedbacks on 
the Controlled SST. This might reflect an increase in strategic slowing, and 
thus an increase in cognitive control during the Go process of the task. In 
keeping with that, the number of negative feedbacks in patients negatively 
correlated with Precu/PCC activation for the contrast Go>Rest on the 
Controlled (Spearman r=-0.311, p=0.019), but not the Original SST (p>0.9).  
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Comparison between DMN deactivation on Go, Continue and Stop trials 
I next compared the level of DMN deactivation on Go, Continue and Stop 
trials relative to Rest trials between patients and controls. A gradual increase 
in DMN deactivation from Go to Continue to Stop trials was observed in 
controls, but was less apparent in patients (Figure 5.9).  
 
 
Figure 5.9: DMN deactivation on the Controlled SST 
% BOLD signal change within the Precuneus/PCC and the vmPFC on Go, Continue 
(Co) and correct Stop (StC) versus Rest trials ± SEM. Patients are represented in 
blue and controls in orange. 
 
A 3 x 2 ANOVA comparing the effect of the three conditions (Go, Co and StC 
vs. Rest) between controls and patients showed a significant effect of 
condition for both the Precu/PCC (F=8.509, p=0.001) and the vmPFC 
(F=6.249, p=0.003). This was mostly driven by the higher deactivation of 
these regions for the contrast StC>rest than for Go>rest.  There was no 
significant interaction between conditions and groups (p>0.16), but there was 
a between-subjects group effect of borderline significance in the vmPFC 
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(F=3.785, p=0.056), the result of controls deactivating more than patients for 
the contrast StC>rest.  
 
3.3.3 Relationship between structure and function 
When using a similar binary logistic regression to what I used for the Original 
version, no predictive model could correctly classify between Precu/PCC 
activators and deactivators on the contrast St>Go. However, when splitting 
the patients based on their relative Precu/PCC activation on the contrast 
StC>Co, a significant model was generated, whereby only the measure of FA 
within the rAI-dACC tract could accurately classify between the two patients 
groups (χ2 =4.35, df=1, p=0.037). This model remained significant when 
excluding patients with lesions (χ2=4.16, df=1, p=0.041). As expected from 
this model, there was a significant correlation between rAI-dACC tract FA 
(corrected for age and whole white matter FA) and Precu/PCC deactivation 
for the contrast StC>Co (Spearman r=-0.333, p=0.013). In addition, when 
including rAI-dACC tract FA measures as a regressor in a whole-brain 
analysis, a negative relationship was observed with brain activation within the 
Precu and the PCC for both StC>Go and StC>Co contrasts (Figure 5.10). 
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Figure 5.10: Correlation between rAI-dACC tract integrity and brain activation 
on the Controlled SST 
Regions showing a negative correlation with the FA measures within the rAI-dACC 
tract for the contrasts of correct Stop versus Go and Continue trials are shown in 
green. The result for the same analysis on the Original SST is also shown in blue. A 
z-statistic threshold of 2.3 was employed combined with a corrected cluster 
significance threshold probability of p<0.05. 
 
 
4 Discussion 
4.1 Results summary 
In the SST, subjects must attend to infrequent stimuli, associated with right 
IFC function, and inhibit an on-going motor response, associated with pre-
SMA function. Here, I showed that TBI patients did not demonstrate any 
difference in brain activation within regions involved in response inhibition or 
attentional processing of the Stop signal as compared to control subjects. 
Rather, their difficulty in rapidly inhibiting an ongoing response appeared to be 
associated with a failure of DMN deactivation on Stop trials, which suggests a 
deficit in regulating attention between the internal and the external world. The 
SN is thought to be important for signalling the need for a change in behaviour 
(Menon and Uddin, 2010). Because TBI is often associated with DAI, which 
disconnects brain networks, studying TBI patients provides an opportunity to 
investigate the impact of structural disconnection on brain network function. 
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Here, I showed that the structural integrity of the tract connecting the right AI 
and the dorsal ACC predicts the functioning of the DMN during stopping, as 
well as correlating with behavioural measures of inhibition and cognitive 
flexibility. These results link damage to a specific white matter tract within the 
SN to the functioning of a remote but functionally linked network, providing 
new insights into the interaction of brain networks. Furthermore, these results 
suggest a deficit in attention regulation as underlying inhibitory impairment in 
TBI patients. 
 
4.2 Result specificity 
The SN comprises paralimbic structures, most prominently the anterior 
insulae and medial prefrontal areas such as the dACC and the pre-SMA, 
which are anatomically and functionally interconnected (Seeley et al., 2007b; 
van den Heuvel et al., 2009). Here, I have shown that the structural integrity of 
the tract connecting the lateral and medial components of this network 
predicts the functioning of the DMN during stopping and is also correlated with 
behavioural measures of inhibition and cognitive flexibility. This is unlikely to 
be a non-specific effect of injury severity, as the structural integrity of other 
tracts studied did not predict DMN function, and accounting for whole-brain 
white matter damage did not modify the results. 
 
4.3 Anatomical location of the rAI-dACC tract 
The key tract of this study connects the right AI to a region around the 
boundary of the dorsal part of the ACC and the pre-SMA. This is similar to a 
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tract previously described by van den Heuvel and colleagues, connecting 
medial and lateral nodes of the SN (the Core Network in their terminology) 
(van den Heuvel et al., 2009). It is important to note that the probabilistic 
tractography method I have used is constrained to demonstrate the structural 
connection between peaks of activation associated with SST performance. 
There are a number of other pathways connecting the AI to the medial frontal 
lobe, including parts of the uncinate fasciculus and external capsule 
(Schmahmann and Pandya, 2006; Petrides and Pandya, 2007; Schmahmann 
et al., 2007; Uddin et al., 2011). Further studies will be required to provide a 
comprehensive description of the organization of these tracts and the effects 
of their damage on behaviour. 
 
4.4 Abnormal DMN function in TBI patients 
These results directly link structural damage to a specific tract within the SN to 
abnormalities in DMN function, and are in keeping with work demonstrating 
that disruption of SN function in patients with fronto-temporal dementia is 
associated with abnormalities in DMN function (Zhou et al., 2010).  Regulating 
activity within the DMN appears particularly important for efficient cognitive 
function (Sonuga-Barke and Castellanos, 2007; Kelly et al., 2008; Leech et 
al., 2011). The DMN shows rapid and highly reactive deactivation during 
attentionally demanding tasks (Singh and Fawcett, 2008; Pyka et al., 2009), 
and greater anti-correlation between activity in the DMN and in brain regions 
involved in executive function is associated with more efficient behaviour 
(Kelly et al., 2008). The Precu/PCC region is a central node of the DMN 
(Fransson and Marrelec, 2008) and forms part of what has been termed the 
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structural core of the brain (Hagmann et al., 2008). Activity within this region 
appears very sensitive to changes elsewhere in the brain and a failure to 
deactivate this region during task performance is associated with cognitive 
impairment (Fassbender et al., 2009; Frings et al., 2010). I have shown in 
Chapter 3 that impairments of sustained attention deficits following TBI are 
associated with an inability to maintain deactivation within the DMN over time. 
Here I show that rapid changes in activity within the DMN can also be 
impaired following TBI, and that patients who fail to rapidly deactivate these 
regions show greater cognitive impairment. 
  
4.5 Critical role of the Salience network 
These results are broadly in line with the proposed functions for the SN, which 
include initiation of cognitive control (Menon and Uddin, 2010), maintenance 
and implementation of task sets (Dosenbach et al., 2006; Nelson et al., 2010) 
and coordination of behavioural response (Medford and Critchley, 2010). In 
healthy subjects, increased SN activity is observed during the suppression of 
unwanted thoughts (Wyland et al., 2003), and more generally in the self-
regulation of internal states (Lerner et al., 2009; Posner and Rothbart, 2009). 
In contrast, attentional lapses and ‘stimulus-independent’ thoughts are 
associated with increased activity within the DMN (Weissman et al., 2006; 
Mason et al., 2007). These observations have been integrated by Sridharan 
and colleagues who provide evidence that the right AI acts as a ‘causal 
outflow hub’ coordinating activity between the DMN and brain regions 
involved in executive control (Sridharan et al., 2008). In their study, activity in 
the right AI preceded that in the DMN and EN, and Granger causality analysis 
  212 
provided some evidence that it directly influenced the EN and DMN. However, 
causality can be difficult to infer from fMRI data alone (Smith et al., 2011), and 
by demonstrating the link between structural damage to the right AI-dACC 
white matter connections and DMN function, my results provide converging 
evidence that structural integrity of the SN is required for the efficient 
regulation of the DMN during cognitively demanding behaviour.  
 
4.6 Possible anatomical substrate for rapid salience signalling 
The SN contains von Economo neurons, which are large bipolar cells uniquely 
located in the AI and the ACC, with a rightward hemispheric predominance 
(Allman et al., 2010). Von Economo neurons may provide an anatomical 
substrate for rapidly signalling salience detection to the rest of the brain 
(Allman et al., 2005). In addition, abnormalities in these neurons have been 
observed in clinical populations showing cognitive deficits such as 
frontotemporal dementia (Seeley et al., 2006; Seeley et al., 2007a), 
schizophrenia (Brune et al., 2010) and autism (Uddin and Menon, 2009), in 
which abnormalities in DMN function have also been observed (Kennedy et 
al., 2006; Frings et al., 2010; Hasenkamp et al., 2011). 
 
4.7 Preserved brain activity within task positive regions in TBI patients 
It is interesting that no abnormality of brain activity was observed in regions 
positively activated by the SST. This suggests that the effects of DAI may 
particularly affect functioning of the DMN, or at least that these effects are 
most easily observed in this network. It is particularly noteworthy that 
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activation within the SN was normal, despite the presence of structural 
damage to its connections and the presence of a clear relationship between 
SN tract integrity and activity within the DMN. It is possible that the analysis 
techniques used are insensitive to subtle changes in SN activity, perhaps as a 
consequence of the limitations of fMRI in resolving rapid activity fluctuations. 
Alternatively, the effects of subtle dysfunction within the SN may be amplified 
within the DMN, possibly because of highly inter-connected organization.   
  
In addition, based on the proposal that the SN is involved in switching 
between DMN and EN, one could have expected to observe changes in EN 
activation to accompany the decrease in DMN deactivation seen in patients 
with rAI-dACC white matter damage. However, there was no evidence for 
such effect. A possible explanation is that, while right AI exerts control over 
the DMN via the ACC, it might be connected to regions of the EN via more 
direct pathways. I carried out additional analysis to examine whether the 
structural integrity of tracts connecting the rAI to frontal and parietal regions of 
the EN would be related to activity within the EN, but found no such 
relationship. Because TBI patients showed a relatively normal activation of 
task positive regions, it might be more difficult to establish a clear relationship 
between white matter structure and activation within those regions. Although 
the present work demonstrate that the rAI-dACC pathway is critical for DMN 
regulation, more work is needed to determine the exact pathways by which 
the SN interacts with the DMN and the EN. 
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4.8 Task-induced deactivation extends beyond the DMN 
In this study, I have focused on the difference in deactivation between 
patients and controls within regions of the DMN. However, the whole brain 
group comparison between patients and controls and the whole brain analysis 
of controls shows that task-induced deactivation on correct Stop relative to Go 
trials extends beyond the DMN to other regions such as the posterior insular 
cortices/opercular cortices bilaterally. This task-induced deactivation within 
non-DMN regions has been observed in a number of previous studies, but 
rarely discussed (Mason et al., 2007; Persson et al., 2007; Congdon et al., 
2010). It has recently been suggested that such deactivations may represent 
important functional correlates of task-focused behaviour (Harrison et al., 
2011). In their study, similarly to mine, Harrison and colleagues found that 
increased task demand (e.g. intense concentration, vigilance or effort) was 
associated with additional deactivation of the posterior insular and 
surrounding cortex. While DMN activity is thought to be associated to higher-
order aspects of self-related cognition, activity within the posterior insular 
cortex has been linked to integrated representations of bodily afferent 
processes that underlie the subjective experience of body-ownership, agency, 
and feeling-states. (Craig, 2002; Tsakiris, 2010). The authors thus proposed 
that deactivation within these brain regions may correspond to some degree 
of reduced self-awareness at the level of integrated sensory and interoceptive 
processing necessary during states where high attention must be paid to the 
external environment. In keeping with that, thermal pain-related activation of 
the posterior insula and subjective pain intensity has been found to be 
diminished by Stroop task performance (Bantick et al., 2002). 
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The posterior insula is not functionally connected to the DMN, and does not 
appear to be modulated by the integrity of the rAI-dACC connection (as 
shown by the whole brain regression analysis, Figure 5.8 C). Activity within 
this region is more likely to be directly modulated via the anterior insula. The 
failure of deactivation within these non-DMN regions could thus result from 
damage in the connection between anterior and posterior insula. An 
alternative explanation is that if a subject pays less attention to the task due to 
a failure of DMN deactivation, he will become more likely to be affected by 
factors such as scanner noise or physical discomfort, which would explain the 
co-activation of these regions with the DMN in patients. 
 
4.9 White matter integrity versus lesions study 
Neuropsychological studies have demonstrated that damage to parts of the 
right IFC produces impairments in the monitoring of task performance and the 
inhibition of inappropriate behaviour (Aron et al., 2003; Floden and Stuss, 
2006; Stuss and Alexander, 2007). The amount of damage in this area has 
specifically been shown to correlate with the SSRT (Aron et al., 2003). Work 
of this type has tended to focus on the relationship between cortical damage 
and behaviour. However, the lesions studied almost always result in a degree 
of damage to large white matter tracts, and the contribution of this damage to 
cognitive impairment has been difficult to differentiate from that of damage to 
the overlying cortex (Corbetta and Shulman, 2011). Previous work has begun 
to show that frontal white matter damage influences SN function (Hogan et al., 
2006), and by using DTI, I have been able to show that connections between 
the right AI and the ACC also relate to SSRT. This relationship is present in a 
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subgroup of patients without clear cortical damage to either the insula or IFG  
(or any other brain region), demonstrating the importance of studying the 
contribution of structural connections within networks to cognitive function. 
 
4.10 Impairment of attention regulation rather than response inhibition in TBI 
patients 
These results do not necessarily provide evidence for a direct link between 
the SN and inhibitory processing. The SSRT is not a pure measure of motor 
response inhibition as stopping in response to an unexpected cue requires 
attentional capture and processing of the Stop Signal (see Chapter 4), both of 
which are influenced by other factors including motivation (Boehler et al., 
2010; Leotti and Wager, 2010) (see Chapter 2). In TBI patients, SSRT 
correlated with Go accuracy and IIV, which both reflect attentional processing 
rather than response inhibition. Other work has also shown that paying 
attention to task-relevant stimuli can play an important role in determining 
SSRT (Bekker et al., 2005a). Hence, the changes in SSRT observed after TBI 
might reflect impairments of attention and/or motivation rather than pure motor 
inhibition.  This proposition is further supported by the observation that 
patients show normal pre-SMA activation but fail to deactivate the DMN, and 
that this failure of DMN deactivation is associated with higher SSRT (lower 
inhibitory performance). 
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4.11 Controlled SST 
The comparison of DMN deactivation on Go, Continue and Stop trials 
confirmed the previously observed relationship between DMN deactivation 
and task difficulty or attentional demand (Popa et al., 2009), with a gradual 
increase in DMN deactivation observed from Go to Continue to Stop trials. 
Overall, results obtained on the Controlled SST replicated those of the 
Original version, although with less statistical power. The main difference was 
that no relationship was observed between SSRT and DMN activation or rAI-
dACC FA. Results presented in Chapter 4 already suggested that the 
estimation of SSRT may be problematic on the Controlled SST, even in 
controls subjects with relatively low inter-individual variability compared to TBI 
subjects. It is possible that the addition of a Continue signal adds another 
level of complexity into the task that may be a source of increased variability 
and noise. This is to some extent supported by the increase in negative 
feedbacks observed in patients between the Original and the Controlled SST, 
which might reflect higher control exerted during the baseline task condition. 
 
4.12 Conclusion 
In this last study, I provide evidence that structural integrity of the SN is 
necessary for the efficient regulation of activity in the DMN. Patients who fail 
to deactivate their DMN during focused task performance show deficits of 
inhibitory control, and this provides a way in which damage to the SN might 
directly influence behaviour. I propose that this mechanism is not unique to 
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TBI, and that an inability to down-regulate the DMN due to SN dysfunction 
may underlie behavioural deficits observed in other clinical populations. 
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Chapter 6 : Discussion 
 
1 Results summary 
TBI represents a significant and growing public health concern, with a huge 
need for effective rehabilitation strategies and pharmacological interventions. 
Cognitive deficits are a particularly disabling consequence of TBI. However, 
there is still no clear causative explanation for such deficits, as they do not 
always relate to lesion location or injury severity. Recent advances in 
neuroimaging have led to a new understanding of the neural mechanisms 
underlying cognitive functions, in particular by revealing how they arise from 
the integrated operation of distributed brain networks. This way of 
understanding brain function is particularly relevant to the study of the 
mechanisms by which TBI may have such an impact on cognitive functions, 
because of the way in which diffuse axonal injury (DAI) damages the 
structural connections of these networks. However, very few studies to date 
have looked at the relationship between brain network integrity, network 
function and cognitive performance in TBI patients. Another major limitation of 
previous neuroimaging TBI studies has been the heterogeneity of this clinical 
population. Here, I have combined DTI and fMRI analyses with behavioural 
measures of cognitive functions to investigate how DAI affects the function of 
critical brain networks in a large cohort of TBI patients. To address the issue 
of group heterogeneity, I have studied subgroups of patients, divided either 
based on their behavioural performance (Chapter 3) or their patterns of brain 
activation (Chapter 5). In addition, I have replicated all the analyses in 
subgroups of patients with no evidence of contusions. 
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One of the most important finding of the studies presented in this thesis is that 
TBI patients fail to efficiently down-regulate DMN activity during tasks 
requiring attention to be focused on the external world rather than internal 
mental states. This failure of DMN deactivation was associated with abnormal 
performance on both tasks investigated. During the CRT, the inability to 
maintain DMN deactivated over time was associated with sustained attention 
deficits. During the SST, the inability to rapidly disengage the DMN on Stop 
trials was associated with slower motor response inhibition.  
 
In addition, the ability to regulate DMN function appears to be related to 
damage within specific brain network connections. Although there was no 
direct relationship between the integrity of the cingulum bundle and the 
change in DMN activation over time, my results suggest that both are 
implicated in sustained attention deficits after TBI. A more direct structure-
function relation was observed when investigating the rapid regulation of DMN 
activity during inhibitory control. This appears to depend on the structural 
integrity of the white matter connection between two important nodes of the 
Salience network (SN), the right anterior insula and the dorsal ACC. This work 
identifies brain mechanisms by which TBI leads to cognitive impairment, and 
therefore may inform new directions for therapeutic intervention and 
rehabilitation. 
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2 Main findings  
2.1 White matter damage: a better predictor of cognitive deficits than 
lesions in TBI patients 
TBI frequently results in focal brain injury, the presence and location of which 
do not always adequately explain clinical outcome (Lee et al., 2008; Niogi et 
al., 2008). In addition, many symptomatic patients have no evidence of focal 
damage (Belanger et al., 2007). For these patients, cognitive deficits are thus 
likely to be due to microstructural changes in the white matter, which are 
easily missed with conventional imaging. Recent MRI techniques (T2*, SWI) 
demonstrated DAI pathology in 75% of moderate to severe TBI (Skandsen et 
al., 2010). Although more sensitive than traditional T1 MRI, these imaging 
techniques are still likely to underestimate the extent of white matter damage. 
In contrast DTI provides a validated and sensitive way to investigate the 
impact of DAI. 
 
The results presented in this thesis confirm the relevance of this imaging 
technique in TBI research. Both sustained attention and inhibitory control 
deficits were associated with white matter damage within specific brain 
networks’ white matter connections, and the relations observed were still 
present, and often became stronger, when excluding patients with lesions. 
These results thus support the general hypothesis that some cognitive deficits 
after TBI arise from structural disconnection within brain networks that 
mediate cognitive functions. In addition, my work confirms the utility and 
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relevance of DTI as a tool to investigate white matter damage and it’s impact 
on brain function. 
 
2.2 DMN dysfunction in TBI patients 
A main hypothesis of my work was that cognitive impairments frequently 
observed in TBI patients, such as sustained attention and inhibitory control 
deficits, would be associated with dysfunction within specific brain networks 
associated with cognitive control and attention regulation. Interestingly, I 
found that a common brain network, the DMN, is involved in both sustained 
attention and inhibitory control deficits after TBI. 
 
2.2.1 Behavioural correlates of DMN dysfunction 
The interference hypothesis 
It has recently been proposed that DMN dysfunction may represent a 
mechanism underlying impaired top-down control (Mason et al., 2007; 
Sonuga-Barke and Castellanos, 2007). This is in keeping with the suggestion 
that spontaneous low frequency DMN activity may interfere with task goals 
and focused attention and contribute to impaired task performance (Fox et al., 
2005). Sonuga-Barke and Castellanos hypothesised that altered modulation 
of DMN coherence may lead to intrusive DMN activity and lapses of attention, 
and give rise to sustained attention deficits. The DMN interference hypothesis 
argues that the DMN is normally attenuated during goal-directed action, and 
that this attenuation can be modulated by cognitive load, under sustained or 
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focused attention requirements, and during tasks that involve functions 
subserved by the DMN, but is otherwise independent of task content. When 
the magnitude of DMN activity exceeds a certain threshold, lapses in attention 
occur due to intrusions of task unrelated thought.  
 
As presented in the main introduction of this thesis, sustained attention 
deficits can have a detrimental effect on a number of cognitive functions, 
including inhibitory control, working memory or performance monitoring. The 
interference hypothesis may thus explain how DMN dysfunction affects 
various cognitive functions after TBI.  
 
DMN and motivation 
Sonuga-Barke and Castellanos also suggested that the degree and 
maintenance of DMN attenuation might relate to mental state factors such as 
motivation.  In keeping with that, it has recently been shown that increasing 
the motivational incentive of a task significantly increased DMN deactivation in 
ADHD patients, suggesting the existence of a motivational threshold at which 
task-relevant stimuli become sufficiently salient to trigger DMN deactivation 
(Liddle et al., 2011). Diminished motivation is also frequently observed after 
TBI, and it would thus be interesting to investigate whether enhancing 
motivation during task performance, for instance via monetary reward, can 
increase DMN deactivation in TBI patients, and improve performance. 
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DMN dysfunction and self-regulatory disorder following TBI 
Recent research has suggested that the DMN might be involved, among 
others, in self-referential mental activity (Buckner et al., 2008). Interestingly, 
impairments in behavioural self-regulation, i.e. the ability to exert control over 
thoughts and action, have often been observed in TBI. Levine and colleagues 
proposed that these symptoms correspond to a ‘self-regulatory disorder’ 
(Levine et al., 2002a). They proposed that such disorder would give rise to 
deficits in sustained attention, inhibition, and self-awareness. Previous lesion 
studies have proposed that self-regulatory disorder was typically associated 
with ventral prefrontal damage (Shallice and Burgess, 1991). However, the 
vmPFC is a known node of the DMN, and my results suggest that a general 
dysfunction of this whole network may constitute the neural basis for these 
self-regulatory disorders. This might explain the relation between DMN 
dysfunction and the deficit in both sustained attention and inhibitory control. It 
also suggests an impact on other functions not investigated here, but known 
to be particularly affected after TBI, such as self-awareness.  
 
2.2.2 The DMN in previous TBI studies  
DMN deactivation 
The studies presented here are the first to report a failure of DMN deactivation 
in TBI patients. The concept of DMN is relatively recent and studies 
investigating this network function in patients only emerged in the last few 
years. Without the notions of ‘task-negative’ network and brain ‘deactivation’, 
a decrease in DMN deactivation could have been previously reported as an 
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increase in activation of additional brain regions (Rasmussen et al., 2008; 
Caeyenberghs et al., 2009; Scheibel et al., 2009). For instance, Scheibel and 
colleagues found that TBI patients had greater task-related activation within a 
midline region that included the posterior cingulate gyrus and thalamus and 
proposed that it may reflect the allocation of more extensive neural resources 
to allow patients with the most severe injuries to maintain adequate task 
performance (Scheibel et al., 2009). In another study, more precuneus 
activation has also been observed in TBI patients during dual tasking as 
compared to controls (Rasmussen et al., 2008). I thus propose that, although 
my studies seem to identify for the first time a deficit in DMN regulation, this 
has been previously observed in TBI studies, but not interpreted in the 
relatively recent framework of the DMN. 
 
DMN connectivity 
Only a few studies have investigated functional connectivity following TBI. 
However, a consistent finding, in keeping with the results presented in this 
thesis, is that abnormally low functional connectivity is found within the DMN 
following TBI (Hillary et al., 2011; Mayer et al., 2011). This is likely to be due 
to white matter damage within the tracts connecting the core nodes of the 
DMN. Indeed, I have shown in Chapter 3 and 5 that the cingulum bundle, that 
connects the posterior and anterior medial parts of the DMN, is particularly 
damaged after TBI.  
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2.2.3 DMN dysfunction in other clinical populations 
In ADHD, less DMN deactivation has been observed compared to controls 
(Fassbender et al., 2009; Peterson et al., 2009; Liddle et al., 2011), and this 
change has been associated with increased distractibility (Fassbender et al., 
2009). A failure of task-related DMN deactivation has also been observed in 
Parkinson’s disease (van Eimeren et al., 2009; Delaveau et al., 2010), 
Alzheimer’s disease and mild cognitive impairment (Rombouts et al., 2005), 
and finally in autism, when it was associated with greater social impairment 
(Kennedy et al., 2006). Reduction of DMN activity during cognitive tasks is 
also less pronounced in older adults relative to younger adults (Lustig et al., 
2003; Persson et al., 2007; Miller et al., 2008). This failure to reduce activity, 
especially within the Precu/PCC, was most prominent in older adults who 
performed poorly on a subsequent memory test (Miller et al., 2008).  
 
By decreasing the ability to efficiently process external stimuli/information, 
DMN dysfunction is likely to indirectly affect a number of cognitive functions in 
TBI patients as well as in other clinical populations. A medication designed to 
help regulate the DMN when higher attention processing is required might 
thus improve a number of cognitive functions in these patients. In the next 
section, I propose that the dopaminergic system might be a target of particular 
interest for that. 
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3  The dopaminergic system as a potential target for pharmacological 
intervention  
3.1 DMN is modulated by Dopamine 
There are many lines of evidence for a close relationship between DMN 
function and dopaminergic neurotransmission. Striatal markers of DA activity, 
as evaluated with radiotracer imaging techniques, have been correlated with 
DMN activity (Tomasi et al., 2009; Braskie et al., 2011).  Furthermore, several 
pharmacological studies have found that psychostimulants and other 
dopaminergic non-selective agonists can improve the suppression of DMN 
activity during attention demanding tasks (Argyelan et al., 2008; Volkow et al., 
2008; Nagano-Saito et al., 2009; Minzenberg et al., 2011; Tomasi et al., 
2011). For instance, Volkow and colleagues (2008) showed that 
methylphenidate, a psychostimulant known to increase DA level in the brain, 
produces a decrease in DMN task-related activity, and this is associated with 
improvements in performance in subjects who do not show task-related 
deactivation under placebo. They speculate that the ability of methylphenidate 
to decrease DMN activation is one of the mechanisms that accounts for its 
beneficial effects in subjects in whom it improves performance. Other 
evidence for an important role of dopaminergic neurotransmission in DMN 
regulation comes from studies in clinical populations. For instance, 
unmedicated patients with Parkinson’s disease have consistently been found 
to fail to deactivate the DMN during executive function (Delaveau et al., 2010). 
This ability is restored by acute administration of L-DOPA (van Eimeren et al., 
2009; Delaveau et al., 2010). Similarly, several studies have shown that 
methylphenidate normalizes the level of DMN task-related deactivation in 
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ADHD (Peterson et al., 2009; Liddle et al., 2011). Taken together, these 
results represent a strong evidence for an important role of the dopaminergic 
system in DMN regulation. 
 
3.2 The dopaminergic system is impaired in TBI patients 
In addition to its impact on DMN function, other evidence for a potentially 
beneficial effect of DA intervention following TBI come from previous work on 
both animals and humans showing alteration in DA neurotransmission after 
TBI. These changes in DA may be crucial factors in cognitive and behavioural 
deficits seen after TBI (for review, see (Bales et al., 2009). Evidence that DA 
neurotransmission is altered after TBI is predominantly based on reports that 
psychostimulants are beneficial in attenuating cognitive deficits (Kaelin et al., 
1996; McAllister et al., 2004; Siddall, 2005; Kim et al., 2006). In addition, 
studies in both animals and humans have identified a series of temporal 
alterations in DA neurotransmission that occur after TBI (Donnemiller et al., 
2000; Yan et al., 2002; Wagner et al., 2005). In humans, altered DA 
transporter binding has been observed after TBI, even in the absence of 
anatomical evidence of direct striatal injury (Donnemiller et al., 2000). In rats, 
TBI was associated with reduced DA transporter protein expression in the 
frontal cortex. This decrease has been proposed to reflect a TBI-induced 
down-regulation of DA transporter and/or a loss of dopaminergic fibres (Yan 
et al., 2002). Another study in rats showed that DA neurotransmission 
deficits after TBI are at least in part attributable to reduced striatal tyrosine 
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hydroxylase activity, a key enzyme for synthesizing DA in dopaminergic 
neurons and their terminals (Shin et al., 2011). 
 
Clinical studies coupled with animal research clearly suggest that the 
dopaminergic system is abnormal after TBI. DA targeted therapies may thus 
represent an important clinical option in the treatment of cognitive deficits in 
TBI patients. However, the precise mechanisms by which enhancing 
dopaminergic neurotransmission might improve cognitive control in TBI are 
still unclear. Based on the results presented in this thesis, I propose that DA 
signalling might constitute one way to control DMN regulation via the Salience 
Network (SN). 
 
3.3 Possible mechanism for DMN dysfunction 
In Chapter 5, I have shown that the structural integrity of the connection 
between nodes of the SN can predict the ability to regulate DMN activity 
following TBI. This result is consistent with the suggestion that the SN is 
involved in switching between default mode and executive networks (Menon 
and Uddin, 2010).  Salient events, such as those who activate the SN, evoke 
rapid, phasic excitations in dopaminergic neurons (Horvitz et al., 1997). In 
addition, various studies have demonstrated the importance of dopaminergic 
modulation on the ACC during executive tasks (Kohl et al., 2009), and DA is 
the primary neurochemical mediator in relation to various traits and 
behaviours mediated by the insula, such as nociception or novelty-seeking 
(Suhara et al., 2001; Coffeen et al., 2008).  In addition, both the insula and the 
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ACC are regions with relatively high extrastriatal DA transporters (Wang et al., 
1995; Williams and Goldman-Rakic, 1998).  
 
One proposition is that the synaptic availability of DA may be directly related 
to efficient SN function, and the way the SN regulates DMN activity might be 
via dopaminergic signalling.  This could explain, at least in part, how damage 
to the SN connections affect DMN modulation, via decreased DA signalling 
(Figure 6.1).  For example, in the context of the SST, the detection of the stop 
signal may produce a release of DA that is transmitted via the SN connections 
from the anterior insula to the ACC, which in turn signals the need to 
deactivate regions of the DMN (possibly via the cingulum bundle) (Figure 6.1 
A). TBI may affect this signalling in at least two ways: firstly by directly 
affecting the DA neurotransmission system, and secondly by disrupting the 
white matter connection between nodes of the SN, thus impairing the quality 
of the signal to deactivate the DMN (Figure 6.1 B). A possible 
pharmacological intervention would thus consist in boosting the DA 
neurotransmission to increase the strength of the signal sent via the SN to the 
DMN (Figure 6.1 C).  
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Figure 6.1: Possible mechanism for DMN dysfunction following TBI  
A) The detection of a salient and relevant event (such as stop signal) produces a 
release of dopamine. This is transmitted via the salience network (SN) connections 
from the AI to the ACC, which in turn signals the need to deactivate to regions of the 
DMN (possibly via the cingulum bundle). TBI may affect this signalling in at least two 
ways: first, by directly affecting the DA neurotransmission system, secondly, by 
disrupting the white matter connection between nodes of the SN, thus impairing the 
quality of the signal to deactivate the DMN. C) A possible pharmacological 
intervention would consist in boosting the DA neurotransmission to increase the 
strength of the signal sent via the SN to the DMN.  
 
 
4 Pharmacological intervention using methylphenidate 
A number of pharmacological compounds can be used to enhance 
dopaminergic signalling. Among them, methylphenidate (MPH) has been 
particularly investigated because of its quick onset of action and relatively 
benign side effect profile (Kimko et al., 1999; Leonard et al., 2004; Auriel et 
al., 2009). MPH is a central nervous system stimulant that is structurally 
related to amphetamine. It acts as a potent inhibitor of catecholamine 
reuptake, increasing DA levels in the brain and, less effectively, 
norepinephrine. Although the complete mechanism of action of MPH remains 
unknown, this agent binds DA transporters, thereby blocking reuptake and 
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increasing extracellular DA levels, but without causing a release of DA like 
other amphetamines (Kimko et al., 1999; Leonard et al., 2004). MPH has 
proven efficacy in clinical populations whose primary symptoms include 
disorders of attention, inhibition of impulse control, and locomotor 
hyperactivity.  For instance, it is now widely established as a treatment for 
ADHD, a condition that is characterised by inattention (distractibility and 
sustained attention deficits), hyperactivity, and impulsivity (Mehta et al., 2004; 
Swanson et al., 2011). MPH has also been shown to positively influence 
cognitive functions in a number of other conditions that also present with a 
failure of DMN deactivation, including Parkinson’s disease, frontotemporal 
dementia and Alzheimer’s disease (Auriel et al., 2009). 
 
The cognition-enhancing effects of MPH have been investigated in TBI 
patients. Some studies demonstrated improvements (Kaelin et al., 1996; 
Plenger et al., 1996; Whyte et al., 1997; Whyte et al., 2004; Kim et al., 2006; 
Willmott and Ponsford, 2009), particularly in speed of information processing 
and sustained attention, but others failed to find beneficial effects (Speech et 
al., 1993). Jin and colleagues carried out a systematic review of the literature 
to investigate whether MPH can be effective in treating attention deficits and 
hyperactivity disorder following TBI. Overall, MPH appeared to have positive 
effects on hyperactivity and impulsivity, but less apparent effects on cognition 
(Jin and Schachar, 2004). Another review noted that at least 10 clinical trials 
have demonstrated a role for MPH in both adult and paediatric brain injury 
patients suffering from neurocognitive deficits, particularly in attention, 
memory, cognitive processing, and speech (Siddall, 2005). However, another 
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review concluded that there was still insufficient evidence to support routine 
use of MPH or other amphetamines to promote recovery from TBI (Forsyth 
and Jayamoni, 2003). 
 
If overall, systematic reviews indicate sufficient evidence to support guidelines 
for use of MPH in treating deficits of attention and speed of processing 
following TBI, methodological limitations of previous studies (e.g. limited 
number of participants without neuroimaging biomarkers) have so far 
prevented the development of treatment standards. In addition, within a group 
of TBI patients, it is most likely that not all individuals will respond (or appear 
to respond) to the treatment. This is due to the group heterogeneity inherent 
to this condition. Therefore, although a group of patients may overall 
demonstrate only a modest average cognitive improvement, the effect is likely 
to be diluted by the fact that not all individuals show benefit, and/or by the 
failure to observe a relevant behavioural and functional response (Husain and 
Mehta, 2011). In order to carry out a more conclusive clinical trial with MPH, it 
is thus important to target a subgroup of patients that are the most likely to 
benefit from this type of pharmacological intervention, and assess the effect of 
the drug on both brain function and behaviour. 
 
Based on the evidence presented above, I propose that patients who fail to 
deactivate the DMN are the most likely to respond to an MPH intervention. 
However, classifying patients based on task-related deactivation might prove 
to be difficult. Indeed, because of the important inter-session variability 
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associated with this technique, fMRI is not always well adapted for single 
subject diagnosis. Importantly, the results presented in this thesis suggest that 
DMN dysfunction is strongly linked to white matter damage within specific 
white matter tracts. DTI might thus be a more promising tool to develop 
machine learning techniques that would classify between MPH ‘responders’ 
and ‘non-responders’.  
 
5 Conclusion 
The main goal of my research was to clarify the relationship between brain 
function, structure and behaviour following TBI, with the general hypothesis 
that cognitive impairments after TBI would arise from brain network 
dysfunction, due to structural disconnection resulting from diffuse axonal 
injury. The work presented in this thesis confirms this hypothesis, and brings a 
new understanding to the cognitive deficits observed following TBI, by 
consistently identifying DMN dysfunction as a common mechanism underlying 
apparently distinct cognitive impairments. The regulation of the DMN thus 
appears as a target of choice to direct pharmaceutical intervention and 
rehabilitation in TBI, and I therefore propose a pharmacological intervention 
study using methylphenidate as a potentially useful agent to promote DMN 
down-regulation. Given the impact of white matter damage on cognitive 
functions, other interventions aiming at restoring white matter plasticity and 
promoting white matter repair are of course also likely to be critical. 
Furthermore, the study presented in Chapter 5 shows that DMN dysfunction 
can arise from disconnection within a distinct network, thought to control the 
dynamic switching between brain modes. These findings confirm the 
  235 
hypothesis that brain dysfunctions arise from networks disconnection, and 
open a new direction for the investigation of TBI as a model of network 
disconnection that may help understand networks dynamics in the healthy 
brain. 
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