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Abstract-In this work, we deal with normalizable-balanced singular systems, that is, singular 
systems where the obtained closed-loop system is balanced by an appropriate feedback. In the 
invariant case, we use a proportional and derivative feedback to obtain systems without infinite 
poles. In addition, the existence and construction of state-feedbacks to obtain normalizable-balanced 
N-periodic singular systems is analyzed. @ 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In the last ten years, there has been an increasing interest in the area of balanced linear :jys- 
terns. These are minimal and stable linear systems whose reachability and observability Gramian 
matrices are diagonal and coincide. The idea of balancing systems was introduced by Moore [I] 
to obtain models smaller and cheaper than the original systems. For this purpose, the need for 
balancing the gains between inputs and states, like those between states and outputs, has been 
studied in different forms. For instance, Moore reduced the model by direct truncation in [I] 
and Liu and Anderson used singular perturbation approximat,ion in [2]. Other authors developed 
algorithms for obtaining balanced realizations with different tools. For instance, Sveinsson and 
Fairman in [3] used Markov parameters, and Yeh and Yang used singular value decomposition of 
the Hankel matrix in [4,5]. Ober and McFarlane obtained balanced canonical forms for minimal 
systems [6]. Related to the stability of the reduced system, Penerbo and Silverman [7] have shown 
t,hat if the initial system is stable and all Hankel singular values are different, then the redllced 
system is also stable. Recently, Lam and Hung in [8] generalized this work using projections of 
balanced realizations. Moreover, the relationship between balanced systems and their reciprocal 
has been presented by Muscato, Nunnari and Fortuna [9]. 
Important properties of linear systems are derived by the eigenvalues of the statme matrix of the 
system. For instance, feedbacks can be used so that the closed-loop system has a prescribetl set 
of eigenvalues [lo]. This is important in the design and analysis of control linear systems and we 
use this fact to construct a balanced system with the required spectrum. In this work. we st.udy 
some of the above topics for invariant singular systems. 
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In addition, singular discrete-time periodic linear systems are important and useful in system 
modelling such as in social systems, time series analysis, economic systems, chemical systems, 
etc. Usually, some results from linear invariant-time systems can be extended to periodic systems 
by using different invariant formulations [11,12]. In this way, we use invariant cyclically singular 
systems (ICSS) to study normalizable-balanced N-periodic singular systems. 
This work is organized as follows. Some preliminaries and definitions are given in Section 2. In 
Section 3, the invariant problem is studied by defining normalizable-balanced singular systems, 
that is, singular systems with balanced closed-loop systems. To do this, we use an appropriate 
feedback in order to obtain systems without infinite poles. Finally, the existence and construction 
of state-feedbacks to obtain normalizable-balanced N-periodic singular systems is analyzed in 
Section 4. 
2. PRELIMINARIES AND DEFINITIONS 
Consider the discrete-time singular linear system given by 
Ez(lc + 1) = Az(lc) f B?_&(k), 
Y(k) = Cz(k), 
where E, A E EFXn, B E Wnxm, C E IRpxn, k E Z, and whose transfer function is the rational 
matrix 
G(z) = C(zE - A)-‘B. 
The pair (E, A) is said to be a regular pair if there exists an escalar X E C such that det(XE - 
A) # 0. Throughout this work, the regularity of (E, A) is supposed. This system is denoted by 
(E, A, B, C). 
If E is nonsingular, the above system is 
z(lc + 1) = Ax(k) + Bu(k), 
y(k) = CT(k). (1) 
This system is denoted by (A, B, C). 
Let a(.) and p(e), respectively, denote the spectrum and the spectral radius of (e). 
Define the set CFJ’ of systems (A, B, C) satisfying the following properties (see [6]). 
(i) A E Rnxn, B E RnXrn, and C E WXn. 
(ii) (A,B) is a reachable pair and (A,C) is an observable pair, i.e., (A,B, C) is a minimal 
system. 
(iii) p(A) < 1, i.e., the system (A, B, C) is asymptotically stable. 
Let W,. and W,, denote the reachability and observability Gramian matrices of the system 
(A, B, C) E Cr,P, respectively, that is, 
w, = ~A”BB~ (AT)k 
k=O 
and w, = 5 (A~)” CACAO. 
k=O 
DEFINITION 1. (See 111.) Let (A, B, C) E CrtP. The system (A, B, C) is called balanced if 
W,. = W, = diag(ai,az,. . . ,cn), 
where rs1 2 aa _> . . . > on > 0 are called the Hankel singular values of the system. 
DEFINITION 2. (See [13].) A n n x n matrix A is weakly cyclic of index k (k > 1) if there exists 
an n x n permutation matrix P such that PAPT has the following structure: 
0 Alk 
diag(A2i,...,&k-1) 1 0 ’ 
where the null diagonal submatrices are square. 
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3. THE INVARIANT PROBLEM 
It is well known that an invariant system (A, B, C) is generally neither minimal nor stable. 
Balanced realizations can be obtained from nonminimal systems, but they cannot be obtained 
without the stability property. In this section, closed-loop balanced singular systems are ob- 
tained by state-feedbacks as a first step. State-feedbacks have advantages over standard methods 
because the initial system can be unstable. Further, a normalizable-balanced singular system is 
constructed using an appropriate feedback in Theorem 1. In the following lemma, some equiva- 
lence properties, which will be necessary later, are established. Although the proof is evident, it 
is included because matrices F and G are constructed in the proof. 
LEMMA 1. Let A E Rnxn and B E IPXm, with m 2 n. The following statements are equivalent. 
(i) For a given matrix S E JPXn, there exists a matrix F E W”‘” such that A + BF = S. 
(ii) For a given matrix Q E WnXq such that QQT = I,, there exists a matrix G E !.Rmxq s:uch 
that BG = Q. 
(iii) rank(B) = n. 
PROOF. (i) % (iii) and (ii) 6 (iii) will be proven. 
(I) + (III). We suppose that for each matrix S E R”‘“, there exists a matrix F E JIPX” such 
that A + BF = S. In particular, if S = A + I,, there exists a matrix F E I!Px” such that 
BF = S - A = I,. Hence, rank(B) = n. 
(III) + (I). If rank(B) = n, there exists a right generalized inverse matrix BG1 E ILPXn such 
that BBR’ = I,. We fix a matrix S E WnX” and define 
F = B$ (S - A) 
Then A + BF = A + BB,‘(S - A) = S. 
(II) =+ (III). If Q = In, by (ii), there exists a matrix G E RmX” with BG = I,. Then it is easy 
to see that rank(B) = n. 
(III) =+ (II). If rank(B) = n, there exists a matrix BR1 E Rmxn such that BBR’ = I,,. Taking 
a matrix Q E IR nxq satisfying QQT = In, we can define 
G = BRIQ. 
Then BG = BB,lQ = Q. Thus, the proof is fulfilled. I 
We can decompose the spectrum of A into two disjoint sets 
Al = {Xi E a(A) : IAil < 1, 1 5 i < r}, 
A2 = {Xi E a(A) : IAil 2 1, T + 1 5 i L n), 
(2) 
i.e., o(A) = Al U A2 and RI n AZ = 0. We suppose that AS # 0. 
We want to construct state-feedbacks where the closed-loop system is stable, balanced, and 
preserves the eigenvalues belonging to the set Al. Therefore, it gives us a set of free poles 
corresponding to A,. 
Consider the system 
z(k + 1) = Ax(k) + Bu(k) 
denoted by (A, 8). We give the following result to obtain a balanced system. 
PROPOSITION 1. Let (A, B) be a minimal discrete-time linear system, with A E EPx’” and 
B E lPX”. If B is a full row rank matrix, then a state-feedback exists 
u(k) = Fz(lc) + Gv(k), 
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such that the closed-loop system is a balanced system and A1 C a(A + BF), where A1 is defined 
in (2). 
PROOF. Consider the minimal discrete-time linear system given by 
x(/c + 1) = Ax(k) + Bu(k), 
where c(A) = A, U AZ, RI n A, = 8, and A1 and AZ are defined in (2). We consider the matrix 
S = diag(X1,. . . ,Xr,pr+l,. . . , pn) choosing CL( such that (pi( < 1, T f 1 5 i 5 n, then applying 
Lemma 1, we obtain a state-feedback matrix 
F = B$ (S - A), 
and taking & = [I, 01, we have 
We define the state-feedback 
G = [BR1 O] E RmXq. 
u(k) = Fx(k) + Gv(k). 
The closed-loop discrete system given by 
z(k + 1) = (A + BF) z(k) + BGv(k) 
satisfies that A + BF is diagonal and BG(BG)T = I,. It is easy to check that the Gramian 
matrices of the system (A + BF, BG) are equal and diagonal. Then (A + BF, BG) is a balanced 
system. Furthermore, it is evident that the spectrum of A + BF contains the set Al. Hence, the 
result follows. I 
In singular systems, strong and unexpected impulses may appear. These can stop or even 
destroy the system. In this case, we have to eliminate these impulse terms with a suitable control. 
For these reasons, we have defined normalizable-balanced singular systems without infinite poles 
by using an appropriate feedback. Thus, no impulse terms appear in these systems. 
DEFINITION 3. A singular system (E, A, B, C) is said to be a normalizable-balanced singular 
system if there is an appropriate control feedback 
u(k) = -Kx (k + 1) + Fx (k) + Gw (k) , 
so that the closed-loop system is similar to (1) and is balanced. 
The following aim is to construct normalizable-balanced singular systems for a minimal singular 
system, not necessarily stable, 
Ex(k + 1) = As(k) + Bu(lc). 
The main result of this section is given in the following theorem. 
THEOREM 1. Let (E, A, B) be a minimal discrete-time singular system, with E, A E RnXn and 
B E lRnXm, m 2 n. If B is a full row rank matrix, then (E, A, B) is a normalizable-balanced 
singular system and A C a(A + BF), where A can be arbitrarily chosen. 
PROOF. Let B be a full row rank matrix. Applying Lemma 1 with S = In, there exists a matrix 
K E Rmxn such that E + BK = I,. Furthermore, we can choose matrices F and G as in 
Proposition 1 so that the control feedback 
u(k) = -Kx (k + 1) + Fx (k) + Gw (k) 
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gives the following closed-loop system: 
(E + BK) z(k + 1) = (A + BF) z(k) + BGv(k); 
that is, 
z(lc + 1) = (A + BF) z(k) + BGv(k) 
As in Proposition 1, it is easy to see that this system is balanced and its spectrum is given or 
chosen. I 
In particular, if we have an unstable system, we can choose its spectrum so that applying an 
appropriate control feedback F, we have p(A + BF) < 1. 
EXAMPLE 1. Consider the unstable singular system 
Ez(k + 1) = Ax(k) + Bu(k), 
Y(k) = Cz(k), 
where 
A= 
L-y -2 1. 
Applying Lemma 1, we obtain the control feedback 
u(k) = -Fz(k + 1) + Kz(lc) + Gv(k), 
with 
[ 
0 0 
F= 0 0 1 , K= 
0 1 
It is easy to check that the closed-loop system is 
where 
2 0 
0 0 
1 ’ 
3 -3 I 
z(k + 1) = ii+) 
Y(k) = Cz(k) 
f Bv(k), 
I 
fi 
2 
G= o 
A -- 
3 
and the spectral radius of 71 is m/S < 1, then (A, B, C) is stable. Computing the reacha- 
-- 
bility and observability Gramian matrices of the system (A, B, C), we have that IV, = IV, = 
diag( (36/23), (36/23)) and the system is balanced. 
4. THE PERIODIC PROBLEM 
In this section, we extend normalizable-balanced singular systems to the periodic case. We 
consider a singular discrete-time N-periodic system given by 
E(k)z(k+l)=A(k)z(k)+B(k)u(k), 
u(k) = C (k) z(k), 
(3) 
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where E(lc + N) = E(k) E IWnxn, A(k + N) = A(k) E IRnXn, B(k + N) = B(k) E IRWnxm, 
C(k + N) = c (k) E IWpxn, k E z. 
System (3) has associated an invariant cyclically singular system (ICSS) (see [12]), defined as 
E,z(k + 1) = A,z(k) + B,ue(k), 
w(k) = C&(k), 
where E, = diag(E(O), E(l), . . . , E(N - I)), A, and C, are weakly cyclic matrices of index N 
given by 
[ 
0 A(O) 1 [ 0 C(0) diag(A(l), . . . , A(N - 1)) 0 ’ diag(C(l), . . . , C(N - 1)) 0 1 ’ 
‘th respectively, and B, is a block diagonal matrix whose a diagonal block is B(i). Given a set of 
vectors r(k), f(k + l), . . , ~(k + N - 1) of IlY, we denote by ?(‘(lc) the vector of anxN stacking 
them, that is 
~(lc)=col[r(Ic),r(k+l),...,r(Ic+N-l)]. 
Define 
Z?(k) = i@-iZ(lc) and a(k) = M$L,(lc), 
where iVfj is a weakly cyclic matrix of index N with all nonzero blocks equal to the identity 
matrix of size j x j, that is, 
Below we show how the invariant case developed can be applied to study the periodic one. 
Note that to preserve the periodicity of system (3) and the special structure of ICSS, the feedback 
must not affect these properties. Thus, the periodicity property must be added in the feedback 
definition. Now, we define normalizable-balanced singular systems in the periodic case. 
DEFINITION 4. An N-periodic singular system (E(k),A(k ), B(k), C(k )) is said to be a normal- 
izuble-balanced N-periodic singular system if an appropriate control feedback exists. 
u (k) = -K (5) z (k + 1) + F (k) z (k) + G(k) v (k) , 
with K(k + N) = K(k), F(k + N) = F(k), and G(lc + N) = G(k), such that the 
system is a balanced system like (1). 
The main result of this section is given in the following theorem. 
closed-loop 
THEOREM 2. Let (E(k),A(k), B(k)) b e a minimal discrete-time N-periodic singular system, 
with E(k),A(k) E lFPx” and B(k) E lPx”. If B(k) is a full row rank matrix k E Z, then 
(E(kLA(kLB(k)) is a normalizablebalanced N-periodic singular system and A c a(A(.) + 
B( .)F( .)), where A can be arbitrarily chosen. 
PROOF. Consider (E(k),A(k), B(k)) a minimal discrete-time N-periodic singular system and its 
associated ICSS (E,, A,, B,). Define 
u&k) = - diag(Kc, . . . , EN_l)z(k + 1) + 
0 Fo 
diag(Fr,. . . ,FN-l) 0 ‘(‘I 1 
+diag(Go,. . . ,GN--l)ve(k). 
It is easy to see that by applying Proposition 1, we can choose matrices K,, F,, and Gi, i = 
O,l,... , N - 1, so that the following closed-loop system 
z(k + 1) = (A, + &Fe) z(k) + B,G,v,(k) 
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is balanced. Now, for Ic = 0, 1, . . . , N - 1, take 
K (k + N) = K(k) = Kk, 
F(k+N)=F(k)=Fk, 
G (k + N) = G(k) = Gk, 
and define 
u(k) = -K (k) x (k + 1) + F (k) x (k) + G (Ic) v (k) , 
for all k E Z. Then we have that the closed-loop N-periodic singular system is balanced and its 
spectrum is given or chosen. 
5. CONCLUSIONS 
Normalizable-balanced singular systems have been introduced in this work. These systems do 
not have infinite poles and their reachability and observability Gramian matrices are diagonal and 
coincide. First, the invariant problem is studied. From an unstable initial system, a normalizable- 
balanced singular system is constructed using an appropriate feedback. Further, the invariant 
case developed has been applied to study the periodic one. Concretely, the special structure of 
invariant cyclically singular systems has been used to analyze a normalizable-balanced N-periodic 
singular system. Finally, the existence and construction of N-periodic state-feedbacks is studied 
to get a balanced N-periodic system with a required spectrum. 
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