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ABSTRACT
The belief that “a little flexibility added at the right place can reap signif-
icant benefits for operations” has been widely accepted by the operations
management community. Unfortunately, despite the extensive literature on
operational flexibility, to date, there is no known methodology that can be
used to guide managers to design sparse (i.e., slightly flexible) and yet effi-
cient operations. This dissertation focuses on developing methods to design
such sparse solution, for problems ranging from supply chain network design
to bundle pricing problem.
In a supply chain, network design determines the physical configuration
of the supply chain. Key decisions include the number and locations of
the entities in the supply chain, and the sourcing relationship between the
entities. We model the supply chain using a stochastic network flow system,
and the sparse design problem reduces to finding critical components in the
stochastic system. We use a conic program to model the stochastic system
from a distributionally robust perspective, and provide a general approach
to design a sparse subsystem based on the ranking of the dual variables
in the conic program. This leads to a general solution methodology for
the construction of efficient sparse structures for several classes of problems.
We have applied the approach to design simple and yet efficient structures
Abstract xi
for workforce deployment, to respond to deviations and disruptions in the
operational environment. Furthermore, in the case of the classical process
flexibility problem, our methodology recovers the k-chain structures that are
known to be extremely efficient for this type of problem when the system is
balanced and symmetric.
Bundle pricing is another class of problem where a sparse solution is
generally preferred. In practice, the seller would like to price not only in-
dividual products, but also a bundle of several products, and usually at a
discount. To consider the pricing problem over all possible bundles leads
to an exponential number of decision variables. Can we identify a sparse
subset of bundles such that the pricing solution over the selected bundles
is already near optimal? In the literature, extensive study has focused on
understanding the performance of some sparse pricing schemes. In Chapter
3, we identify a particular consumer population over which a popular sparse
pricing scheme—pure component pricing—becomes optimal in maximizing
the profit. The representative consumer is a risk-averse decision maker, who
is uncertain about his true valuation of the products and makes the choice
decision to maximize his worst case surplus. We show the optimality of
the pure component pricing scheme by establishing a convex pricing model
with respect to market share through the marginal distribution function of
consumer utility.
Chapter 4 further addresses the benefit of using the marginal distribu-
tion of consumer utility in a multi-product pricing problem. In addition, we
further develop a novel data-driven pricing framework—“Marginal Estima-
tion + Price Optimization” for the multi-product pricing problem from sales
Abstract xii
data. We use this framework to address partially the issue of model iden-
tification in choice modeling. Instead of presupposing the structural forms
of the consumer’s utility functions, we use experimentations to choose the
appropriate choice models for the pricing problems. The estimation model
reduces to either a linear program or a second order conic program, depend-
ing on the objectives adopted. Based on the calibration, a Mixed Integer
Linear Programming model can be used to find the optimal pricing solution-
s, which is able to incorporate practical price constraints. In the case without
any additional price constraints, the optimization model reduces to a linear
program. Tests using both synthetic and industry data demonstrate that the
framework achieves both prediction accuracy and optimization tractability.
Thesis supervisor: Teo Chung Piaw
Title: Professor, Department of Decision Sciences
Abstract xiii
Research Overview
This thesis originates from the author’s summer paper for the Ph.D.
qualifying examinations. The topic is motivated by a workforce deployment
problem at Singapore Changi Airport. The managers were keen to find ways
to deploy the additional security teams, which are called “roving teams”, to
respond to uncertain demand in the operating environment. Their current
approach is demand responsive, but its execution can be very complicated.
We reduce the problem to a sparse design problem in a workforce deploymen-
t network, where the link in the network represents the possible movement
from one gate to another. By limiting the number of links in the deployment
network, we restrict the roving team’s deployment flexibility. The main con-
tribution of the paper is to develop a systematic approach to design a sparse
and yet efficient structure in the network, where efficiency is measured re-
garding the demand fulfilled. This paper forms the second chapter of this
thesis. I would like to thank my coauthors, Sarah Yini Gao and Chung-Piaw
Teo, for their contributions to the paper.
The rest of the thesis is motivated by the bundle pricing problems. The
pricing problem over all possible bundles of products is a challenging problem
due to the exponential number of pricing decisions and constraints. So far
most of the tractable results in the literature are restricted to the case of
information goods, with negligible marginal cost. An extensive literature
has been written on the performance of several well-known sparse pricing
schemes. We contribute to this literature in the following way: we identify
a particular consumer population over which one of the well known sparse
Abstract xiv
pricing schemes—pure component pricing—becomes optimal. The proof of
the optimality is built on a convex bundle pricing model which is established
by taking advantage of the marginal distribution function of the consumer’s
utility.
In the last chapter of the thesis, we study the inverse problem: how to
calibrate the marginal distribution functions from the sales data, based on
which we develop a novel data-driven pricing framework to solve the multi-
product pricing problem from the sales data. This chapter is based on joint
work with Cong Cheng, Karthik Natarajan and Chung-Piaw Teo.
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1. INTRODUCTION
This dissertation focuses on developing methods to design a sparse and yet ef-
ficient operation, including supply chain network design and sparse solutions
for the bundle pricing problem.
1.1 Motivation and Literature Review
Increasing globalization and technological advances introduce additional volatil-
ity into the operational systems. This increased volatility places an additional
burden on the efficient operation giving the limitation of computation pow-
er. It would be more effective if we can identify the critical elements in the
system such that operating over the subsystem can achieve a near optimal
operational goal.
This sparse and yet efficient concept has been widely applied in the
process flexibility problem. Jordan and Graves (1995) observe that “a s-
mall amount of flexibility added in the right way can have virtually all the
benefits of total flexibility,” and demonstrate this phenomenon in General
Motors’ manufacturing network. This interesting observation has generated
extensive follow-up research on process flexibility. Jordan and Graves (1995)
observe further that the long chain is a sparse and yet efficient structure
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in a symmetric and balanced system with independent and identically dis-
tributed (i.i.d.) demand. Following their work, subsequent literature has put
extensive effort to analyze the performance of the chaining structure. Chou
et al. (2010) use a random walk method to compute asymptotic expected
demand satisfaction in a long-chain structure and compare the long chain’s
asymptotic performance to that of the fully flexible structure. Simchi-Levi
and Wei (2012) characterize the long chain’s performance using the differ-
ence between two open chains. Wang and Zhang (2015) derive a closed-form
distribution-free bound on the ratio of the long chain’s expected performance
relative to that of full flexibility.
The other related stream of literature in the process flexibility problem
explores good flexible structures in skill chaining and supply chain settings
(see Iravani et al. (2005), Deng and Shen (2013), Simchi-Levi and Wei (2015),
etc.) using various ad hoc approaches. Chou et al. (2011) show that when
demand is bounded, there exists a set of graph expanders that can achieve
near-optimal performance compared to the fully flexible structure. They
also proposed a heuristic to find such structures. Desir et al. (2016) find that
for some instances of demand distribution, a disconnected network performs
strictly better than the long chain. They further proved that the long chain
is indeed optimal among connected networks. Most of the techniques in the
existing literature only evaluate and compare two given structures, and could
not be used to construct near-optimal process structures. It is in general
difficult to find a methodology for constructing an efficient structure for the
process flexibility problem, not to mention other operational problems in
more general settings (e.g., workforce deployment in a general network).
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We contribute to the literature in the following ways: First, we con-
tribute to the process flexibility literature by proposing a generic method to
construct an efficient sparse structure. Second, our methodology can be ap-
plied to design a sparse and yet efficient structure in a general network. In an
application to workforce deployment problem in Singapore Changi Airport,
we show that our approach can be used to design simple and yet efficient
structures for a general workforce deployment network, to respond to devia-
tions and disruptions in the operational environment.
The notion of efficient and yet sparse solution is also evident in the
bundle pricing literature. As a price discrimination mechanism (c.f. Stigler
(1963)), bundling is a common selling strategy used by companies to help
extract additional consumer surplus, as long as the companies have market
power. However, a complete set of bundles includes an exponential number of
product combinations, which makes the pricing problem over a complete set
of bundles difficult. Hence there is a significant stream of literature turning
to tackle the problem from a different perspective, exploring some simple and
near optimal pricing schemes.
Widely studied sparse pricing schemes in the literature include pure
bundling (single bundle of all products), pure component (individual prod-
uct) and bundle size pricing (price based on the number of products in the
bundle). Hart and Nisan (2012) show that pure component pricing guaran-
tees at least c
log2k
fraction of the optimal revenue for k product case, where c
denotes a constant; when utilities are i.i.d, the optimal pure bundle pricing
scheme yields at least c
logk
fraction of the optimal revenue. Babaioff et al.
(2014) show further that either pure bundling or pure component pricing can
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achieve a constant fraction of the optimal revenue. Chu et al. (2011) conduct
numerous simulations and report that on average, the optimal bundle size
pricing achieved 98% of the optimal profit in mixed bundle pricing problem.
They also point out that the efficiency of bundle size pricing decreases when
the marginal cost increases.
Recently, Ma and Simchi-Levi (2017) propose another simple mechanis-
m. They introduce a pure bundling with disposal cost (PBDC) mechanism,
where the customers are allowed to return any subset of items at their cost
after buying the bundle. They show either PBDC or PC can achieve at least
1
5.2
of the optimal profit.
We contribute to the literature in the following way: We specify a par-
ticular consumer population across which pure component pricing is optimal.
The specified consumer makes a robust choice decision to hedge against the
uncertainties in the valuation of each product. We prove the mixed bundle
pricing problem over a complete set of bundles under such a robust choice
model is a convex optimization problem. More importantly, we show that
there exists an optimal pricing solution satisfying submodularity, which al-
lows excluding the exponential number of price constraints from the pricing
problem. We introduce random valuation to the outside option and recover
the analytical result by Bhargava (2013) in the case of two independently
valued information goods.
1.2 Structure of the Thesis
The rest of the thesis is organized as follows.
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• Chapter 2: Sparse design in stochastic network.
In this chapter, We propose a novel approach to design sparse and ef-
ficient structures in a general supply network. Our approach exploits
a distributionally robust reformulation for several classes of network
flow problems into completely positive programs. We propose to use
the ranking of the dual variables as the heuristic criterion to construc-
t an efficient sparse structure by incrementally reducing the number
of arcs in the network. We then apply this heuristic to two canoni-
cal problems in the operations literature. It is interesting to see that
the heuristic recovers the k-chain structure, which is a well-known effi-
cient structure in the process flexibility literature. We also apply this
dual-variable-based heuristic to a roving team deployment problem in
Singapore Changi airport and obtain an efficient sparse deployment
network.
• Chapter 3: Sparse solutions in bundle pricing.
In this chapter, we specify expected deviation of the error term as na-
ture’s cost function in the additive variational utility model proposed
by Fudenberg et al (2015) to characterize consumers’ choice behavior in
analyzing the bundle pricing problem. We provide a robust interpreta-
tion of the additive variational utility model from a robust optimization
viewpoint where the modeler evaluates the choice probabilities assum-
ing a worst-case realization of the utilities of the products in a budget-
ed uncertainty set. Moreover, we show that the mixed bundle pricing
problem under such a robust choice model is a convex optimization
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problem when the marginal distributions are log-concave. By further
analyzing the optimal solution in the convex optimization model, we
prove the optimality of pure component pricing solution.
• Chapter 4: Inverse Problem: From sales data to MDM
Different from the previous two chapters, which focus on designing s-
parse and yet efficient operations in an uncertain operating environment
based on partial information of uncertainties, this chapter considers the
inverse problem. Given only operational data is available, how to cali-
brate the required information of the uncertainties? More importantly,
how to make use of the calibrated result to go back to the efficient op-
eration design? Specifically, this chapter focuses on multi-product pric-
ing problem from sales data and develops a novel data-driven pricing
framework “Marginal Estimation + Price Optimization”. This frame-
work exploits the properties of marginal distributions of random util-
ities in discrete choice models. The estimation of the marginals from
sales data is formulated as either a second order conic program or a
linear program. The selection of the two programs depends on the es-
timation objective, but both programs are computationally efficient.
With the estimated marginals, the pricing problem can be solved using
a linear program or a mixed-integer linear program (when there are
side constraints on prices). The advantage in computations makes our
framework attractive in the data-driven settings. We conduct numerous
computational studies to demonstrate the efficacy of this framework. A
successful application to the pricing problem with random coefficient
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logit model indicates that the framework can capture consumer het-
erogeneity, which is a common concern in pricing with aggregate sales
data. Lastly, we apply the framework to a set of data provided by an
automobile company to further demonstrate that our framework can
achieve both prediction accuracy and optimization tractability.
• Chapter 5: Conclusions and Future Research. This chapter
concludes the thesis and highlights future research opportunities.
2. SPARSE DESIGN IN STOCHASTIC NETWORK
2.1 Introduction
There are two competing paradigms in the design of efficient operations:
One argues for the standardization of business processes and practices to
achieve operational excellence and cost leadership, and the other lauds the
benefits of flexible operations to adapt and respond to changing business
needs. Many operational design problems often reduce to a tussle between the
two opposing paradigms—with more standardization you have less flexibility,
and vice versa. Henry Ford, in describing his insistence on standardization
in assembly-line operations, wrote in his autobiography that he had told his
sales staff, facetiously, that “any customer can have a Model T painted in
any color that he wants, so long as it is black.” In fact, Model Ts came in
several colors; Ford made the comment to stress standardization’s critical
role.
Technological advancements in the field of automation and the Internet-
of-Things, together with clever engineering concepts such as modular product
design and synchronized engineering1, have allowed some companies to reap
1 This is practiced by Honda Motor, where all of the vehicles coming into a factory’s
assembly zones share common designs, such as similar locations and installation techniques
for functions like brakes or transmission.
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the benefits of both worlds, to respond to swings in market sentiments and
changing consumer demands at affordable cost. Honda Motor, for instance,
“can seamlessly produce multiple models on a single assembly line, one af-
ter another, and switch over to a newly designed vehicle within hours. By
contrast, it can take months for Honda’s rivals to retool a factory for a new
vehicle,” according to Jeffrey Rothfeder (2014)2.
This push for more flexibility in operations is pertinent not only to
the auto industry. In the field of public transport, the conflict between
standardization and flexibility plays out in the industry’s constant struggle
to strike a balance between fixed-route service and purely demand-responsive
service. For instance, the Hong Kong Airport Express operator provides
free shuttle bus service for passengers from Hong Kong and Kowloon train
stations to nearby hotels. This is currently served by several fixed-route
shuttle services, each serving a dedicated set of hotels (in a fixed sequence)
and departing at regular intervals. In low-demand time periods, however,
these fixed-route services are not efficient, as the small number of stops could
have been served using fewer buses deployed based on the actual destinations
of the passengers. A demand-responsive service would be more efficient, but
implementation would be challenging. Many public transport operators are
nevertheless considering ways to implement flexible transit services in a cost
effective manner during periods of low demand3.
This paper provides a methodology to design such a sparse and yet effi-
2 http://www.businessinsider.sg/strategies-that-make-honda-innovative-2014-
7#.Vw2qSuJ96Uk
3 See, for instance, “Operational Experiences with Flexible Transit Services” by David
Koffman, published by TRB in 2004
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cient structure. We contribute to the literature in the following ways: First,
we contribute to the process flexibility literature by proposing a method to
construct an efficient sparse structure for the general problem (including the
non-i.i.d demand case). Second, regarding methodology, we use a complete-
ly positive program to reformulate the worst-case model of a network flow
problem. Essentially, our model solves the worst-case problem with limited
knowledge of demand information (e.g., the first-two moments). The impor-
tance of an arc is assessed based on the dual price information in a related
conic program. This builds on a recent observation by Wang and Zhang
(2015) that a related SDP cone can be used to analyze the worst-case perfor-
mance of 2-chain in the process flexibility problem, obtaining bounds that are
strikingly close to the case in which the demands are normally distributed.
Under general conditions on the moment’s structure, our dual formu-
lation (a copositive program) satisfies strong duality, so that the associated
dual prices provide an estimate of the value of an arc in the system. This is
also essential for the numerical technique we use to solve this problem. In
the copositive programming literature, strong duality results are known for
only several classes of problems (cf. de Klerk and Pasechnik (2002) proof for
a stable set problem).
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2.2 Literature Review
2.2.1 Process Flexibility
The literature on process flexibility is extensive. We now briefly review the
papers that are closely related to our studies. Jordan and Graves (1995)
produced the classic work on process flexibility, based on General Motors’
production process. They put forward the notion that limited flexibility can
yield good performance and that the long-chain structure can be nearly as
efficient as a fully flexible structure when demand and supply are balanced
and symmetric. Following their work, subsequent literature explores good
flexible structures in skill chaining and supply chain settings (see Iravani
et al. (2005), Deng and Shen (2013), Simchi-Levi and Wei (2015), etc.) using
various ad hoc approaches. Chou et al. (2011) showed that when demand is
bounded, there exists a set of graph expanders that can achieve near-optimal
performance compared to the full-flexibility structure. They also proposed
a heuristic to find such structures. Desir et al. (2016) found that for some
instances of demand distribution, a disconnected network performs strictly
better than the long chain. They further proved that the long chain is indeed
optimal among connected networks.
There are various ways to “index” the performance of a process struc-
ture. Jordan and Graves (1995) developed a probabilistic index as a surrogate
to measure the performance of any process structure. The probabilistic index
is defined as the largest probability among all the demand node subsets whose
probability of unsatisfied demand would exceed that in the full-flexibility
counterpart. Iravani et al. (2005) introduced a “structural flexibility matrix”
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to evaluate a systems’s process capability. They used the means of matrix
entries and the largest eigenvalue as flexibility indices. Chou et al. (2008)
proposed to use the second smallest eigenvalue of the Laplacian matrix as the
“expansion index” to design a flexible structure. Simchi-Levi and Wei (2015)
extended the study from a worst-case perspective and introduced “plant cov-
er index” as a measure of worst-case performance. The plant cover index is
able to compare two flexibility designs’ worst-case performances based only
on the design structures, regardless of the uncertainty set. Note that these
indices work when a structure is given, but they cannot be used to guide the
design of good process structure.
2.2.2 The Workforce Deployment Problem
The workforce composition and deployment problem is complicated, as it
involves workers with different skill sets and sometimes combines full-time
workers and part-time workers. According to the of Labor Statistics. (2013),
70% of organizations in U.S. employ part-time workers, which demonstrates
the prevalence of flexible labor resources in today’s economy. Kesavan et al.
(2014) studied flexible labor resources’ impact on a firm’s financial perfor-
mance. They used flexible labor resources to adjust capacity accordingly to
meet demand, and found through empirical methods that a mixture of full-
time and part-time workers shows an inverted U-shaped relationship with
sales performance and profit, and a U-shaped relationship with expenses.
However, the paper did not address how flexible labor forces can be deployed
in practice.
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A key difficulty in making deployment decisions is uncertain demand.
Nobert and Roy (1998) studied the schedule of freight-handling personnel at
air cargo terminals. They used demand forecasts to determine the amount of
freight ready to be handled each day and further introduced a new approach
called “demand leveling” to identify the true demand for manpower. Bard
et al. (2007) approximated daily demand using three-point distribution based
on historical data from United States Postal Service (USPS) mail processing
and distribution centers (P&DCs), and developed a two-stage stochastic inte-
ger program with recourse to analyze the effect of deployment on labor cost.
They considered both full- and part-time workers, and obtained the num-
ber of each type of worker needed. Zhu and Sherali (2009) considered both
long-term demand fluctuation and short-term demand uncertainty. They
used expected demand profile over the horizon to hedge against long-term
demand fluctuation. For short-term demand uncertainty, they proposed a
two-stage stochastic program and applied a Bender’s decomposition-based
algorithm to solve the two-stage model. For a comprehensive survey on
workforce deployment, we refer the reader to Bergh et al. (2013).
Qin et al. (2015) provided a thorough review of the workforce flexibil-
ity literature, grouped five workforce-flexibility methods—flexible working
hours, floaters, cross-training, teamwork, and temporary labor. Labor flex-
ibility allows the system to dynamically reallocate resources from one stage
of production to another in response to shifting bottlenecks. For instance,
Daniels et al. (2004) studied the value of partial workforce flexibility in a flow
shop scheduling environment and reported that “a large fraction of the ben-
efit of complete flexibility can be obtained with a relatively modest amount
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of partial flexibility (p.8).”
2.2.3 Conic Programming Approach
A completely positive cone is defined as
CPn := {A ∈ Sn|∃V ∈ Rn×m+ , such that A = V V T}






where Sn is the set of n× n symmetric matrices.
A copositive cone is the dual cone of a completely positive cone. It is
defined as
COn := {A ∈ Sn|∀v ∈ Rn+,vTAv ≥ 0}
A completely positive program is defined as a linear program over a
completely positive cone. Its dual problem—copositive program—is defined
as a linear program over the dual cone, or a copositive cone. Completely
positive and copositive programs have recently been used to model NP-
hard optimization problems. It is well known that a maximal stable set
problem cannot be approximated within a factor |V | 12− for any  > 0 unless
P = NP . Lovasz and Schrijver (1991) linked the stability number with the
so-called theta number, defined as the optimal value of a related semidefinite
program. de Klerk and Pasechnik (2002) extended this work and showed
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that by changing the semidefinite cone to a copositive cone, the resulting
copositive program is exact for the stable set problem. They also showed how
to approximate the copositive cone using a hierarchy of linear or semidefinite
programs to compute the stability number. Interestingly, it will be shown
later in the paper that the dual of the classic maximum flow model for solving
process flexibility problem can be regarded as a “random-weight stable set”
problem. In this paper, we equivalently reformulate this type of random-
weight stable set problem as a completely positive program and show that
the strong duality holds under the proposed reformulation.
Burer (2009) showed the equivalence between completely positive prob-
lems and nonconvex quadratic problems with a mixture of binary and con-
tinuous variables, which is a well-known NP-hard problem. Kong et al.
(2013) applied this approach to health-care appointment scheduling prob-
lems, demonstrating the potential of copositive programming to solve diffi-
cult operations management problems. The closest related literature to our
work is Natarajan et al. (2011), who presented an equivalent completely pos-
itive reformulation to mixed 0-1 linear programming problems with random
objectives. We extend their model to incorporate quadratic constraints in
the formulation, and show how these constraints are related to sensitivity
analysis of underlying operational problems.
It is worth mentioning that reformulating an NP-hard problem to a
completely/copositive program does not resolve the underlying difficulty in
computation, but it helps to shift the combinatorial complexity to the fa-
cial structure of general completely/copositive cones. For more informa-
tion on completely positive cones and copositive cones, we refer readers to
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Berman and Shaked-Monderer (2003). Although in general solving a com-
pletely positive program or a copositive program is NP -hard, Natarajan
and Teo (2017) prove that in some special cases the competely positive pro-
gram can be equivalently solved exactly by an SDP. In general cases, several
approximation methods—so-called hierarchies, which involve a sequence of
tractable cones—have been studied. Gaddum (1958) proposed an approach
for checking whether a cone is copositive (which he termed “conditionally
semi-definite”) by solving linear programs. In the meantime, SDP-based
hierarchies have become popular in the literature. One method is to approx-
imate a completely positive cone as a “doubly nonnegative cone,” which is
defined as a positive semi-definite cone with nonnegative entries. Specifically,
{A|A < 0, A ≥ 0} provides a outer approximation for completely positive
cones, and {A|A = A1 + A2, A1 < 0, A2 ≥ 0} gives an inner approximation
for copositive cones (de Klerk and Pasechnik (2002), Parrilo (2000)). In this
paper, we use doubly nonnegative cones to approximate completely positive
or copositive cones.
The use of algorithms to solve a doubly nonnegative matrix has received
a lot of attention in recent years. Sun et al. (2015) employ a majorized semi-
smooth Newton-CG augmented Lagrangian method, coupled with a conver-
gent 3-block alternating direction method of multipliers, to obtain a solution
with moderate accuracy. They also develop a software, SDPNAL+, that can
be used to solve moderate- to large-sized doubly nonnegative problems effi-
ciently, as long as strong duality holds. We refer the reader to Yang et al.
(2014) for details on the software, as well as some impressive computational
results. In our paper, we use this software to solve the doubly nonnegative
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programs.
2.3 Stochastic Network Flow Problem and Its Conic
Reformulation
A stochastic network flow model has been widely used in modeling opera-
tions management problems in an uncertain environment. In this section,
we present a general distributionally robust model of a stochastic network
flow problem, based on which we can further develop a dual variable based
approach in the next section to identify the criticality of each element in a
network.
Let G(V0,A0) denote a network with node set V0 and arc set A0. Denote
the number of nodes in the network as n, i.e., |V0| = n. By adding two virtual
nodes—one source node s, one sink node t—and linking them to all nodes
in V0, we construct a new network, G(V ,A). Given this network, consider a
min-cost-flow problem with demand or capacity d at each node in V0, some
of di maybe random parameters. We use d˜i to denote a random variable.














⋃{t}(j,i)∈Axji = 0, j ∈ V0
xij ≥ 0,
(2.1)
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where wij is the cost of unit flow for arc (i, j). Note that the results developed














⋃{t}(j,i)∈Axji = 0, j ∈ V0
xij ≥ 0,
(2.2)
For ease of exposition, we focus the development of the theory for Model
(2.1).
Due to the strong duality of linear programming, by introducing dual
variables y, z for the two sets of constraints in Problem (2.1), we can get the









yj + zj ≤ wsj, j ∈ V0, (s, j) ∈ A
yj + zj − zi ≤ wij, (i, j) ∈ A0
−zi ≤ wit, i ∈ V0, (i, t) ∈ A
y ≥ 0

We adopt the concept of a distributionally robust optimization and study
the worst-case expected value of Z(d) assuming we only have the first-two
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moments information of d. Specifically, we assume that the distribution of d
lies in a set of multivariate distributions supported on nonnegative orthant
of dimension n, Rn+, with finite first moment µd and finite second moment




We will show in the next section that Problem (2.4) can be equivalently
reformulated as a conic program. The first step leading to the equivalent
reformulation is to rewrite the inner LP problem in a standard form. Notice
that to get the constraint “yj + zj − zi ≤ wij” into standard form, we need
to introduce |A0| number of slack variables. The corresponding decision
variable matrix in the reformulated conic program, based on the approach by
Burer (2009), would be of dimension O(|A0|2). This hinders computational
efficiency, especially when the network is large. In this paper, we will exploit
special network and cost structures to reduce the dimension to O(|A0|) by
appropriate reformulation.
Specifically, in the rest of the paper, we will consider the problem of a
special cost structure such that:

wit = 0 ∀i ∈ V0
wij ∈ {0, 1} i ∈ V0 ∪ {s} , j ∈ V0.
(2.5)
Since Problem (2.3) is totally unimodular, the optimal solutions are
binary. Therefore, 1 − zi ∈ {0, 1}. Note that yj + zj ∈ {0, 1} follows from
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yj + zj ≤ wsj ≤ 1. We can re-write yj + zj − zi ≤ wij in the following way:
(yj + zj) + (1− zi) + (1− wij) ≤ 2, (i, j) ∈ A0.
This is equivalent to (1 − wij)(yj + zj)(1 − zi) = 0, (i, j) ∈ A0 since each




yj + zj + sj = wsj, j ∈ V0
(1− wij)(yj + zj)(1− zi) = 0, (i, j) ∈ A0
y, z, s ∈ {0, 1}n
 . (2.6)
This reformulation reduces the model to system of equalities, using O(|A0|)
number of variables, at the expense of introducing quadratic constraints.
There is another important reason to reformulate the linear constraints,
yj + zj − zi ≤ wij, (i, j) ∈ A0, into a quadratic form - the dual to these
quadratic constraints can be used to design natural arc-selection heuristic
for our problems. We will address this explicitly when we introduce the
dual-variable-based heuristic.
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2.3.1 Completely Positive Reformulation




s.t. aTi x = bi,∀i
(hTi x + fi)(hˆ
T
j x + fˆj) = 0,∀(i, j) ∈ H
xi ∈ {0, 1} ,∀i ∈ B,
(2.7)
where B is the set of indices for the binary variables. H = A0∩{(i, j) | cij = 0}
in our network flow model. We use N to represent the dimension of decision
vector, i.e., x ∈ RN and assume the number of linear constraints in (2.7) is
M .
The key assumptions under which the problem is analyzed are as follows:
A1. x ∈ Φ := {x ≥ 0 | aTi x = bi, ∀i} ⇒ hTi x + fi ≥ 0,∀i, hˆTj x + fˆj ≥ 0,∀j
and x ≤ 1.
A2. The random coefficient d˜ is defined in a nonnegative support RN+ , with
finite first-two moments µd and Σd.
A3. The feasible region is nonempty and bounded.
Assumption A2 and A3 are standard in the literature (c.f. Natarajan et al.
(2011), Kong et al. (2013)). Assumption A1 ensures that Φ is sufficient to
induce additional non-negativity constraints that will be unwieldy to for-
mulate using copositive cones. For instance, in (2.6), since wsj ∈ {0, 1},
yj +zj +sj = wsj, ∀j ∈ V0, y, z, s ≥ 0 implies that yj +zj ≥ 0 and 1−zi ≥ 0,
and yj, zj, sj ≤ 1.
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For ease of exposition, we first define some notations used in the next
part of this section.
- ei ∈ RN denotes a unit vector with ith element equal to 1.
- 1N ∈ RN denotes a vector with all elements equal to 1.
- 0N ∈ RN denote a vector with all elements equal to 0.
- J ∈ RN×N denotes a matrix with all elements equal to 1.
- I ∈ RN×N denotes the identity matrix.
- • represents the inner product of matrices: A • B denotes the trace of
matrix ATB.
Define x(d) to be the optimal solution to (2.7) under a specific d. Since
d˜ is a random variable with finite first-two moments (µd,Σd), x(d˜) is also a
random variable with well-defined first-two moments. Then we define
p := E[x(d˜)] ∈ RN+
Y := E[x(d˜)d˜T] ∈ RN×N+
X := E[x(d˜)x(d˜)T] ∈ RN×N+
(2.8)
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 is a completely positive matrix by defini-
tion.
Following the same technique in Natarajan et al. (2011), the objective,
E[Z(d˜)] = E[d˜Tx(d˜)], can be rewritten as I • Y ; the linear constraints,
aTi x(d˜) = bi,∀i, implies two set of constraints in the expectation:
aTi p = bi, ∀i
aTi Xai = b
2
i , ∀i
The first constraint is obtained by taking the expectation over d˜, i.e.,
E[aTi x(d˜)] = bi =⇒ aTi p = bi,∀i
We use a “lifting” technique to get the second constraint in the following way:




i , by taking the expectation with respec-
t to d˜, we have aTi Xai = b
2
i (c.f. Natarajan et al. (2011)). The binary con-
straint x(d˜) ∈ {0, 1}|B| implies that xi(d˜) = xi(d˜)2, ∀i ∈ B. We reformulate
this set of quadratic constraints, together with (hTi x(d˜)+fi)(hˆ
T
j x(d˜)+ fˆj) =
0,∀(i, j) ∈ H, by taking the expectation with respect to d˜. In this way, we
have
Xii = pi, ∀i ∈ B




i )p + fifˆj = 0, ∀(i, j) ∈ H
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Consider the following completely positive program with p, X, and Y as
decision variables, which are defined in (2.8) :
ZC = max I • Y
s.t. aTi p = bi,∀i = 1, . . . ,M
aTi Xai = b
2
i ,∀i = 1, . . . ,M
Xii = pi,∀i ∈ B








µ Σ Y T
p Y X
 <cp 0, µ = µd, Σ = Σd.
(2.9)
From the construction of this completely positive program, it is clear
that (2.9) is a relaxation to problem (2.4), hence ZC ≥ ZP . In the following
proposition, we will show that these two formulations are, in fact, equivalent.
Proposition 2.1. The completely positive program ZC is equivalent to the
worst-case model ZP , i.e., ZC = ZP .
To show the equivalence, we adopt a similar proof technique used in
the literature (cf. Natarajan et al. (2011)). We construct a sequence of dis-
tributions that satisfies the moment conditions in the limit and show that
the limit of the set of feasible solutions under such a distribution sequence
achieves the upper bound provided by ZC . See Appendix 6.1 for the detailed
proof.
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Remark: The framework can incorporate the additional condition that the
random cost coefficients are binary, i.e., from the Bernoulli family of distri-
butions. According to Burer (2009), the valid moments from this family can
be characterized using a set of completely positive constraints. i.e., the valid





∃s, S, Y such that
w = µ; W = Σ;
wi + si = 1, Wii + Sii + 2Yii = 1,
wi = Wii, si = Sii, ∀i = 1, ..., N ;
1 wT sT
w W Y




This provides the necessary and sufficient conditions to characterize the
family of Bernoulli distributions with given first-two moments.
2.4 Sparse and Efficient Design in A Supply Chain Network
The idea of sparse design is to identify the critical elements in a stochastic
system. One important notion in the identification of the criticality is persis-
tency, which has been widely used in identifying critical activities in project
networks (c.f. Bertsimas et al. (2006), Natarajan et al. (2011)). Persistency
is first introduce by Bertsimas et al. (2006) as the probability that a binary
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variable is active (i.e., takes value of 1) in an optimal solution to a stochas-
tic system. Zheng et al. (2016) generalize the concept to include continuous
variables as follows:
Definition 2.1. (Zheng et al. (2016)) The persistency of the decision variable
xj in Problem (2.7) is defined as E[xj(d˜)], where xj(d˜) denotes an optimal
value of xj as a function of the random vector d˜. If xj is a binary variable,
E[xj(d˜)] = P (xj(d˜) = 1).
According to this definition, we can see from the proof of the Proposition
2.1 that the optimal solution to ZC provides the persistency value of the
optimal solution to (2.3). If there is no duality gap for (2.9), then the dual
variable in (2.9) would provide the persistency value of the dual variable in
(2.3). In this case, the dual variable to (2.3) specifies the optimal flow in
each link. Therefore, the dual variable in (2.9) should provide the expected
optimal flow in each link, which can be used as the “criticality index”. In
the following, I will first provide the strong duality condition for (2.9).
2.4.1 Strong Duality
We first construct the dual formulation of (2.9), which is a copositive pro-
gram. Denote the dual variables corresponding to each set of linear con-
straints in (2.9) as β(1),β(2) ∈ RM , β(3) ∈ R|B|, and Γ ∈ Rn×n (where n
denote number of vertices), following the sequence of their presentation in
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(2.9). Notice that in the completely positive matrix CP ,
CP1,1 = 1;
CP1,(j+1) = CP(j+1),1 = µdj,∀j = 1, ..., N ;
and
CP(i+1),(j+1) = Σdij,∀i, j = 1, ..., N.
We denote the dual variables corresponding to these moment constraints as











































Then the dual problem of (2.9) can be written as
ZCD = min α0 + µ


































where diag is an operator that maps a vector to a diagonal matrix with vector
elements as the diagonal elements of the matrix; and O stands for 0 matrices
of proper dimension.
We establish strong duality using Slater constraint qualification, i.e., as
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long as there is a feasible solution (p, Y,X) to Problem (2.9) that lies in the
interior of the completely positive cone defined in (2.9), there is no duality
gap between ZC and ZCD. Notice that Dickinson (2010) has characterized








ai ∈ RN+ ,∀i = 1, ...,m
span {a1, a2, ...am} = RN ,
∃a ∈ {a1, ...am} such that a > 0
 (2.12)
Based on this characterization, we provide conditions for the strong duality
between a completely positive program (2.9) and its dual formulation (2.11)
in the following theorem.
Theorem 2.1. Suppose the following conditions hold:
(i) The moment matrix
 1 µTd
µd Σd
lies in the interior of a (1+N)× (1+
N)-dimensional completely positive cone C∗1+N ;
(ii) There exists a set of feasible solutions x(i), i = 1, . . . ,m to Problem
(2.7), such that span
{
x(1), . . . ,x(m)
}
= RN and at least one of them is
strictly positive, i.e., ∃x(l) ∈ {x(1), . . . ,x(N)} such that x(l) > 0.
Then strong duality holds between the completely positive program (2.9) and
its dual formulation (2.11), i.e., ZC = ZCD.
Condition (ii) requires Problem (2.7) to admit a strictly positive interi-
or solution. Unfortunately, this condition often fails to hold. For instance,
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to turn inequality constraints into equality constraints in our approach, we
need to add additional slack variables. In the optimal solutions, some of the
inequalities are binding so that the corresponding slack variables have to be
0. To resolve the issue brought by the slack variables, we divide the solution
x into two parts. One is composed of decision variables θ, and the other
includes all the slack variables s, i.e., x =
 θ
s
 ,θ ∈ Rn1 , s ∈ RN−n1 . We
modify Condition(ii) in Theorem 2.1 to
(ii’) There exists a set of feasible solutions
 θ(i)
s(i)
 to (2.7) such that
span
{
θ(1), . . . ,θ(m)
}
= Rn1 and at least one of them is strictly posi-
tive, i.e., ∃θ(l) ∈ {θ(1), . . . ,θ(m)} such that θ(1) > 0.
Theorem 2.2. Under Conditions (i) and (ii’), there is no duality gap between
the completely positive program (2.9) and its dual formulation (2.11), i.e.,
ZC = ZCD.
The proof of Theorem 2.2 is based on the generalized Slater constraint
qualification, i.e., as long as there is a feasible solution (p, Y,X) to Problem
(2.9) that lies in the relative interior of the completely positive cone defined
in (2.9), there is no duality gap between ZC and ZCD. Compared to The-
orem 2.1, the main challenge in proving the strong duality stems from the
construction of a relative interior point. We tackle this issue by starting with
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a construction without slack variables—i.e., construct a strict interior solu-
tion in a smaller completely positive cone based on the set of θ(i) satisfying
Condition (ii’). Then we map the interior point into a relative interior point
of a completely positive cone in higher dimension, which is the original cone
given in (2.9). See Appendix 6.1 for details of the formal proof.
2.4.2 Dual-Variable-Based Heuristic
Under the strong duality conditions proposed above, the dual variable in
(2.9) provides the expected optimal flow in each link, which motivates us
to design an algorithm to design a sparse substructure in a network flow
problem based on the ranking of the dual variables in (2.9).
We propose a dual-variable-based heuristic to design sparse network
structure. We start with a full graph—namely, the network with all the
possible arcs linking the nodes in V0, as well as the ones linking with source
node s and sink node t. We use GF to denote this network. The main idea
of the heuristic is to incrementally delete the arc with the smallest absolute
value in the optimal dual solution. We motivate this heuristic based on the
observation that a bound on the change in ZCD is related to the magnitude
of the dual variable in the conic programming model. Formally,
Proposition 2.2. Under the cost structure specified in (2.5), the increase in
ZCD after deleting arc (a, b) ∈ G is bounded above by (14 + wsb)|Γ∗ab|.
Note that wsb is the cost of flow on arc (s, b), and Γ
∗
ab is the (a, b)-th entry
of the optimal dual matrix Γ∗. We prove this proposition via a constructive
approach. We first construct a feasible solution to (2.11) in the network after
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deleting arc (a, b). Using this feasible solution, we show that the objective




From Proposition 2.2, we can see clearly why we need quadratic con-
straints in the reformulation of (2.3). If we use the original linear con-
straints “yj + zj − zi ≤ wij,” or its standard form after adding slack variable
sij, the corresponding equivalent completely positive program will have t-
wo sets of linear constraints, one from taking the direct expectation, i.e.,
“E[yj + zj − zi + sij] = E[wij], ” and the other from taking the expectation
of the lifted linear constraint “E[(yj + zj − zi + sij)2] = E[w2ij].” In that case,
it is not clear which dual variable will be more appropriate to indicate the
vaue of an arc in the network flow problem. However, by reformulating the
original linear constraints into a quadratic form, there is only one unique
constraint in (2.9) that corresponds to each arc. Therefore, the dual variable
of the constraint in (2.9) can provide a unique arc-selection criterion in our
heuristic.
It is worth mentioning that, despite the nice property of the dual variable
in the copositive program, solving a copositive program is, in general, anNP-
hard problem (cf. Murty and Kabadi (1987)). In this paper, we use instead
the well known Doubly-Nonnegative (DNN) relaxation to approximate the
completely positive and copositive programming problems. Specifically,
M <cp 0 ≈ M < 0,M ≥ 0
M <cop 0 ≈ ∃M1 < 0,M2 ≥ 0, such that M = M1 +M2.
Note that we only need to obtain the most critical arc to be deleted from
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the network in each iteration of our dual-variable-based heuristic. Hence we
require only the “ranking” of the importance of each arc, and not the precise
solution value to the distributionally robust solution. Our computational
results indeed show that the DNN relaxation can efficiently identify the most
important arc in the network, with much less computational effort. Let Gk
represent the network configuration in deleting iteration k. We present the
dual-variable-based heuristic in Table 2.1.
Tab. 2.1: Dual-Variable-Based Heuristic.
Step 1. Set the initial configuration to be a full flexible graph, i.e.,
G0 = GF . Set k = 0.
Step 2. Solve the DNN relaxation of copositive (COP) program (2.11)
under configuration Gk. Obtain the dual variable Γ∗ corresponding to




i )p + fifˆj = 0,∀(i, j) ∈ Gk.
Step 3. Select the element Γ∗ab with the smallest absolute value subject
to (a, b) ∈ Gk. If there are multiple elements of the smallest absolute
value, randomly select one.
Step 4. Update the configuration to Gk+1 = Gk\(a, b).
Step 5. Stop if the configuration obtained—i.e., Gk+1—has the desired
number of arcs. Otherwise, k ← k + 1 and go to step 2.
2.5 Applications
In this section, we apply the method derived in Section 2.4.2 to the roving
team deployment and the process flexibility problem. Both can be modeled
under the general stochastic network flow framework proposed in Section 2.3.
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2.5.1 The Roving Team Deployment Problem
Demand for a roving team depends on various uncertain factors, such as
passenger load for each flight, arrival bunching patterns, etc, and only occurs
when the queue is sufficiently long. Demand for a roving team at each gate is
therefore a random variable. To simplify the problem, we assume that once
a roving team is required, it will remain for the entire duration—i.e., from
the time the gate opens to the time the flight departs.4.
We model the roving team deployment problem as a min-cost network
flow problem. The network is built in “time” and “space” dimensions. Each
node is identified by its gate coordinate and gate opening time. Let tsi
denote the time the gate of node i opens and tei denote the time the flight
departs from the gate. The duration from gate open tsi to flight departure
tei is called the “time window” of node i. Let trij denote the time needed to
travel from the gate represented by node i to the gate represented by node
j. An arc is connected from node i to node j if tei + trij ≤ tsj. Denote
the constructed network as G(V0,A0), with V0 denoting the node set and A0
denoting the arc set. The number of nodes in the network is n, i.e., |V0| = n.
To complete the network, we add two virtual nodes—one source node s and
one sink node t—and s, t are linked to every node in V0. We denote the
complete network as G(V ,A).
Before exploring the sparse structure, we first define “fully flexible struc-
ture” and “dedicated structure” . Note that an arc can be set up from node
4 Alternatively, we can partition the entire time window into multiple segments, and
duplicate the node as many times as needed to determine demand for the roving team in
each segment of the time window.
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i to node j only when tei + trij ≤ tsj. We connect all the pair-wise arcs that
satisfy these constraints to form a fully flexible structure denoted as GF . The
dedicated structure, GD, is constructed in following way: Given all the possi-
ble arcs (those in the fully flexible structure), assuming all of the nodes need
a roving team (i.e., demand di = 1 for all i), we solve the linear programming
problem (2.13) in order to find the minimum total number of roving teams
needed. The resulting routes generated by this linear programming gives the
dedicated structure.
We denote the random demand for a roving team in each node i ∈ V0 as
d˜i. d˜i = 1 indicates that node i needs a roving team, whereas d˜i = 0 means
that it does not. We model the deployment problem as a min-cost network













⋃{t}(j,i)∈Axji = 0, j ∈ V0
xij ≥ 0
(2.13)
It is clear that (2.13) fits the general stochastic network problem proposed
in Section 2.3 and satisfies the special network structure and cost structure
required by (2.5). Therefore, we can apply quadratic reformulation to reduce
the problem dimension. By replacing y with 1−y, we can equivalently solve







s.t yj + s
(1)
j = 1, j ∈ V0
zj + s
(2)
j = 1, j ∈ V0
−yj + zj + sj = 0, j ∈ V0
(1− yj + zj)(1− zi) = 0, (i, j) ∈ A0
y, z ∈ {0, 1}n ,
(2.14)
where two sets of valid constraints y + s(1) = 1 and z + s(2) = 1 are added.
The constraints in (2.14) satisfy Assumptions A1 to A3 in Section 2.3.1.
We can construct an equivalent completely positive program following a sim-
ilar procedure in Section 2.3.1. Note that the random coefficients in this
problem are Bernoulli random variables. We impose the moment constraints
defined by (2.10) in the completely positive program to ensure that the ran-
dom variables constructed are indeed Bernoulli random variables. We refer
the readers to the detailed formulation of the completely positive program
as well as its dual formula copositive program in Appendix 6.2.
In order to apply the dual-variable-based heuristic to design a sparse
structure, we first establish strong duality property in Proposition 2.3.
Given a network, the Reachability Matrix R ∈ Rn×n is defined as follows:
Definition 2.2. Rij = 1 if there exists a path from i to j in G(V0,A0)5, and
5 Note that the Reachability Matrix R can be obtained from the Adjacent matrix A,
which is defined as Aij = 1, if (i, j) ∈ A0, otherwise Aij = 0. Define an operator ? such
that A?A returns a matrix denoted as B, and Bij = 1 if
n∑
l=1
AilAlj > 0, otherwise Bij = 0.
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Rii = 1, i = 1, ..., n.
Let J denote the matrix in Rn×n with all the entries equal to 1.
Proposition 2.3. Under the condition that (1) there exists a Bernoulli distri-
bution satisfying the moment constraints and with the support containing a
basis of Rn and having a nonempty intersection with positive orthant; and (2)
J − RT is nonsingular, then strong duality holds between a completely pos-
itive program and a copositive program that corresponds to the worst-case
expected value of (2.14).
In the roving team deployment problem, Condition (1) holds by con-
struction, since the moment conditions are generated from a demand distri-
bution which satisfies Condition (1).
Building on the strong duality result, we have that the increase in the
worst-case expected value of (2.14) after deleting arc (a, b) is bounded by
5
4
|Γ∗ab| according to Proposition 2.2. In the following, we will apply the dual-
variable-based heuristic to design a sparse structure in the roving team de-
ployment problem.
Implementation
We use the Pre-board Deployment Roster Report and the gate layout of
Changi Airport to build the network. More specifically, we build our network
using the flight departure data from 10 am to 8 pm on April 4, 2014, for
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Terminal 1. We build the fully flexible structure by connecting each pair of
nodes i and j, provided tei + trij ≤ tsj. In the numerical example presented
in this section, we have a fully flexible graph with 40 nodes and 561 arcs.
To get the dedicated structure, we solve the linear program (2.13) over fully
flexible graph GF (561) under the assumption that all the nodes need a roving
team, i.e., d = 1n. The solution provides 9 routes from s to t, each of which
does not intersect with every other route in V0. The resulting graph has 31
arcs. We denote the obtained dedicated structure as GD(31).
Notice that the random demand variable in the roving team deployment
problem is Bernoulli. The input of the moment matrix should be a valid
moment matrix under a Bernoulli distribution family, which can be modelled
by (2.10). As we only need the ranking of the dual variables, in this numerical
implementation we did not incorporate the slack variables into the moment
matrix, but simply enforce the constraints that the random variables are 0-1
(i.e. first moment equals to the second moment). Furthermore, to facilitate
the comparison between performance and sparsity of the structure used, we
assume the demand at each gate is independently and identically distributed.
We compare three cases with demand probability for a roving team to be
p = 0.1, p = 0.5, and p = 0.9.
Starting from the fully flexible structure GF (561) built above, we use
Mosek to solve the DNN relaxation of the copositive program (2.11) to get the
dual variable Γ∗. We delete the arc (a, b) with |Γ∗a,b| = min
(i,j)∈GF (561),(i,j)6∈GD
{|Γij|}
to get a reduced graph, denoted as GR. Repeating this procedure in each it-
eration, we delete the arc (a, b) with |Γ∗a,b| = min
(i,j)∈GR,(i,j) 6∈GD
{|Γij|} and then
update GR ← GR \ (a, b). The procedure stops if the number of arcs in the
2. Sparse Design in Stochastic Network 38





















































































Fig. 2.1: Expected number of roving teams needed under each sparse structure
obtained using the dual-variable-based heuristic
graph reduces to 31—i.e., the dedicated graph structure GD.
To evaluate the performance of the sparse structure we obtained in the
three cases (p = 0.1, p = 0.5, and p = 0.9), we use simulation to get the
expected number of roving teams needed under each sparse structure. The
simulation is conducted as follows: We first uniformly generate 2, 000 samples
with the prescribed demand distribution, and under each sparse structure
GR we solve one linear program (2.13) for each sample. Each linear program
(2.13) gives the minimum number of roving teams needed under the specific
demand scenario. We take the average to get the expected minimum number
of roving teams required under the sparse structure GR obtained from the
heuristic.
The expected number of roving teams needed under each sparse struc-
ture is shown in Figure 2.1. We observe that under the assumption of in-
dependent and identically distributed demand, to attain a performance level
close to the fully flexible structure, an environment with higher (lower) like-
lihood of demanding a roving team requires less (more) flexibility. To see
this more clearly, we focus on a specific sparse structure obtained from the
dual-variable-based heuristic: the 62-arc structure, denoted as GR(62). We
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select this sparse structure because it has twice the number of arcs as in
the dedicated graph, GD(31). We compare expected performance (expected
number of roving teams) of the dedicated graph, GD(31); the 62-arc struc-
ture, GR(62); and the full graph, GF (561). Results are shown in Table 2.2.
We see that when demand likelihood is high—e.g., p = 0.9—GR(62) is almost
as good as GF (561). Actually, in this case all three structures perform almost
the same. On the other hand, when demand likelihood is low—for example,
in the case p = 0.1—GR(62) performs more like the dedicated graph GD(31),
and both perform much worse than the fully flexible structure GF (561). In
this case, we need more flexibility in the system.
Tab. 2.2: Expected number of roving teams under different graph structures
GF (561) GR(62) GD(31)
prob =0.1 2.0515 3.2790 3.4025
prob =0.5 6.0525 6.6825 8.5760
prob =0.9 8.6620 8.7510 9
Interestingly, when p = 0.5, the performance curve (Figure 2.1b) shows
that numerous arcs (more than 400) can be deleted without sacrificing system
performance. However, when the number of arcs is reduced below a certain
threshold (e.g. slightly fewer than 100), any further reduction in flexibility
becomes costly and system performance quickly deteriorates. This phase-
transition phenomenon renders the flexibility design problem in this setting
particularly challenging and important in practice. On the other hand, this
performance curve can provide us with a guideline how to determine a de-
ployment structure with a fixed number of roving teams. For instance, when
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there are only 7 teams available, we can check the performance curve (Fig-
ure 2.1b) to find that to fulfil the demand, we need some structure with the
number of arcs between 60 to 100. Then we conduct a simulation to test
the performance of these structures obtained from our heuristic and plot the
empirical cumulative distribution function of the simulated number of roving
teams required to fulfill the demand in Figure 2.2a. From the figure we can
see if there are only 7 teams available, an 80-arc structure (c.f. Figure 2.2b)
is good enough to almost cover the demand (more than 95%). Further in-
creasing the number of arcs (e.g. to 90 arcs or 100 arcs) brings little benefit.
(a) Sample path performance under
different structures(Prob=0.5)
(b) Efficient deployment structure
with 7 teams available
We draw the 62-arc structure proposed by the dual-variable-based heuris-
tic under the three demand distribution cases (p = 0.1, p = 0.5, and p = 0.9).
respectively, in Figure 2.2. The 62−arc structures obtained for the cases when
p = 0.5 and p = 0.9 are quite similar, with many identical arcs (they only
differ in the choice of 5 arcs). On the other hand, as shown in Table 2.2
(second and third rows), these two 62-arc structures both perform well when
p = 0.5 and p = 0.9. This indicates that the proposed heuristic does indeed
help to select the more effective arcs for roving team deployment.
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Fig. 2.2: 62−arc structure under different demand probabilities
2.5.2 The Process Flexibility Problem
One of the central problems studied in process flexibility literature is to design
a sparse structure that links plant nodes and product nodes such that demand
for products can be better fulfilled. Specifically, a k-chain structure is a well-
known efficient structure when the system is balanced and symmetric6. In
this section, we will apply the dual-variable-based heuristic to design efficient
sparse structures for the process flexility problem.
Suppose we are given a bipartite graph, with the set of plant nodes, I
(|I| = n); the set of product nodes, J (|J | = m); and arcs that connect plant
nodes and product nodes, A0 = {(i, j) | i ∈ I, j ∈ J }. Denote the total set
of nodes I ∪ J as V0. We add a virtual source node s and virtual sink node
t, with s and t linking to every node in V0. Let A be the set of arcs in the
new graph after adding s and t.
6 Suppose there are n plant nodes and n product nodes. A k-chain structure is a general
symmetric graph, where plant 1 connects to product 1 to product k, plant 2 connects to
product 2 to product k+1, and, in general, plant i connects to i; i+1;...; i+k−1 (modulo
n). The dedicated graph and full flexibility graph are both special cases of a k-chain, with
k = 1 and k = n
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⋃{t}(j,i)∈Axji = 0, j ∈ I ∪ J
xij ≥ 0,
(2.15)






s.t. yj + zj ≥ 0, j ∈ I ∪ J
yj + zj − zi ≥ 1, (i, j) ∈ A0
−zi ≥ 0, i ∈ I ∪ J
y ≥ 0.
(2.16)
Due to total unimodularity and the special nature of the bipartite graph,
we can further simplify the model before reformulating it in quadratic form.
Since the support of d˜ is nonnegative, it can be verified that in the optimal
solution, zi = −yi,∀i ∈ I, zj = 0,∀j ∈ J . Hence we get the following






s.t. yj + yi ≥ 1, (i, j) ∈ A0
y ≥ 0.
(2.17)
2. Sparse Design in Stochastic Network 43
Let c ∈ Rn denote the capacity of n plants, which we assume is de-
terministic, and let d˜ be the random variables that represent the random
demands of m products. By refining y as
 y
z
, where y ∈ Rm, z ∈ Rn,









s.t. yj + zi ≥ 1, (i, j) ∈ A0
yj ≥ 0, j ∈ J
zi ≥ 0, i ∈ I
(2.18)
Interestingly, (2.18) is exactly the dual formulation to the max-flow problem
in the bipartite graph, which is the model used in the literature to model the
process flexibility problem. 7
Problem (2.18) can also be reformulated as a quadratic constrained prob-
lem based on total unimodularity. We can equivalently replace yj + zi ≥ 1
with (1 − yj)(1 − zi) = 0. After adding two sets of valid cuts 0 ≤ y ≤ 1,
0 ≤ z ≤ 1 and standardizing the constraints, we get an equivalent reformu-









xij ≤ d˜j , j ∈ J∑
j∈J ,(i,j)∈A0
xij ≤ ci, i ∈ I
xij ≥ 0
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s.t. (1− yj)(1− zi) = 0, (i, j) ∈ A0
y + s1 = 1,
z + s2 = 1,
y ∈ {0, 1}m , z ∈ {0, 1}n .
(2.19)
This formulation satisfies Assumptions A1 to A3 in Section 2.3.1. Hence, we
can obtain the completely positive program, which is equivalent to the worst-
case max flow, sup
d˜∼(µd,Σd)
E[Z(d˜)], given the first-two moments of demand d˜ as
µd and Σd. We then follow the construction of (2.11) to get the corresponding
copositive program. For the detailed conic formulation, see Appendix 6.2.
Additionally, it is interesting to observe that (2.19) is a variation of
the classical stable set problem. Since y ∈ {0, 1}m, z ∈ {0, 1}n, we can treat
yˆj := (1−yj) and zˆi := (1−zi) as indicator variables of nodes j or i belonging
to a stable set; e.g. S. The constraints, (1 − yj)(1 − zi) = 0, (i, j) ∈ A0—
or, in terms of yˆj and zˆi, yˆj zˆi = 0, (i, j) ∈ A0—imply that the two nodes
connected by an arc in graph G(V ,A) cannot be in the same stable set S. In
the case in which d˜ is random, the problem can be regarded as a random-
weight stable set problem. As described in Section 2, de Klerk and Pasechnik
(2002) studied the weighted stable set problem using a copositive program.
In contrast, we show that the worst-case value of this random-weight stable
set problem can also be equivalently reformulated as a copositive program.
Similar to the roving team deployment problem, we first establish strong
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duality property in the following proposition:
Proposition 2.4. Under the condition that the moment matrix lies in the inte-
rior of completely positive cone C∗m, strong duality holds between a completely
positive program and a copositive program corresponding to the worst-case
expected value of (2.19).
As mentioned above, through proper reformulation, the flexibility prob-
lem (2.16) is in fact a special case of the general network flow model presented
in Section 2.3, with wsi = 1, wij = 0, wit = 0. According to Proposition 2.2,
combined with strong duality in Proposition 2.4, the change in the worst-case
expected value of the fulfilled demand is bounded by 5
4
|Γ∗ab| after deleting arc
(a, b). We show by applying the simplified formulation (2.18), which is ob-
tained by exploiting the special nature of the bipartite graph, the bound of
objective change when deleting arc (a, b) can be improved to |Γ∗ab|.
Proposition 2.5. The increase in the worst-case expected value of (2.19) after
deleting arc (a, b) is bounded above by the absolute value of the optimal dual
solution |Γ∗ab|.
Implementation
We use the heuristic to design efficient sparse process structure for three
classes of problems in this area: when (1) the system is balanced and sym-
metric and (2) on the GM problem studied in Jordan and Graves (1995). The
machine we use to perform the computation is Intel(R) Core(TM) i5-4690
2. Sparse Design in Stochastic Network 46
CPU 3.50 GHz, RAM 8 GB, Microsoft Windows Windows 10. The solver is
Enterprise cvx Mosek solver.
(1) The Symmetric and Balanced System
We first apply the proposed dual-variable-based heuristic to a symmetric
and balanced system. A system is symmetric if all plants have the same
capacity and all products have i.i.d. demand, with mean demand identical
to plant capacity. The system is balanced if there are an equal number of
products and plants.
In our numerical example, there are 5 products with mean demand of
30 and coefficient of variation of 0.4, and 5 plants with the same capacity of
30.
Starting with a full-flexibility structure, we apply the dual-variable-
based heuristic to incrementally reduce the number of arcs from 25 to 5.
Interestingly, the structures we obtain from the heuristic with 10, 15, and
Fig. 2.3: The worst-case expected performances (Balanced but symmetric case)
20 arcs are exactly the 2-chain, 3-chain, and 4-chain structures. When the
number of arcs reaches 5, we have the dedicated structure. The respective
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worst-case expected maximum flows are shown in Figure 2.3. Despite using
a slightly weaker set of conditions on demand, our results mirror one well-
known key insight in process flexibility literature, which is that the 2-chain
performs significantly better than the dedicated structure and nearly as well
as the fully flexible structure. This insight holds for different symmetric and
balanced process flexibility systems with different numbers of products and
plants. The largest system we analyzed has 27 products and 27 plants, and
our heuristic continues to recover all k-chain structures.
Our success in recovering k-chains provides partial evidence that the
dual-variable-based heuristic approach is able to construct a good sparse
process structure for this type of problem, even though it may not return the
optimal process structure.
(2) Automobile Example
Jordan and Graves (1995) used data from an automobile manufacturer
and constructed an efficient sparse structure. Demand means and plant ca-
pacities are given in Figure 2.4a. They assumed that demands are truncated
(±2σ) normally distributed. The coefficient of variation for each product is
0.4. Products fall into 3 groups: A to F, G to M, and N to P. They assumed
that intergroup pairs have 0 correlation, and pairs of products within the
same group are correlated with a coefficient of 0.3. They used simulation to
obtain an efficient 6-arc structure, which achieved almost the same expected
performance as the fully flexible configuration. This 6-arc structure is shown
in Figure 2.4a.
In our numerical study, we do not assume knowledge of the full demand
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(a) JG (b) A (c) B
Fig. 2.4: Comparison of three 6-arc structures (Jordan and Graves (1995))
distribution. Instead, we only assume that the first and second moments are
known and apply the dual-variable-based heuristic to obtain a 6-arc structure
(structure A, Figure 2.4b). Since our approach studies the worst case, we
first analyze the worst-case performance of Jordan and Graves’s(1995) 6-arc
structure (JG) to make a comparison. The total worst-case sales under their
structure is 1755.669 thousand units. Our structure A attained performance
(1750.102) that is worse off by only 0.32%.
To obtain better structures, we first identify the arc in the A structure
with the smallest absolute dual solution (in this case, arc e = (B, 6)). We
next re-run the dual-variable based heuristic on the fully flexible graph, with
arc e deleted. The new structure obtained has worst-case expected sales
1751.182. It is better than the performance of structure A, but is still worse
than structure JG. Repeating this procedure one more time, we obtained
structure B (in Figure 2.4c), which performs better than JG in the worst
case (the worst-case expected sales is 1759.488).
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It is interesting that by repeating this procedure only twice, we already
obtain a structure better than JG. Our heuristic takes CPU time 211s, or
around 3 to 4 minutes to execute. This is conceivably faster than the trial-
and-error methods used to construct JG.
We compare next the performance of the three structures using simu-
lation, assuming that the demands follow multivariate normal distributions
with the given parameters. We generate 50, 000 demand samples using Jor-
dan and Graves’s(1995) demand distribution specification, to get the expect-
ed performance for each of the three structures. The expected performances
of structure B and JG are almost identical. This confirms our belief that
a structure that performs well in the worst case will also perform well on
average, at least when the demands follow a normal distribution. From the
perspective of sample-path performance, the structure B outperforms JG s-
lightly, beating it 50.2% to 49.8%. All performance comparison results are
shown in Table 2.3.
Tab. 2.3: Structure Comparison
Worst-case Scenario Comparison
Configuration Worst-case Expected Sales Capacity Utilization
6-arc JG 1755,669 86.48%
6-arc A 1750,102 86.21%
6-arc B 1759, 488 86.67%
Expected-case Performance Comparison
Configuration Expected Sales 95% Confidence Interval
6-arc JG 1930,799 [1927,786, 1933,812]
6-arc A 1906,024 [1902,942, 1909,106]
6-arc B 1930,799 [1927,786, 1933,812]
Sample-path Performance Comparison
Configuration 6-arc JG Outperform 6-arc A(B) Outperform
6-arc (JG vs. A) 71.87% 28.13%
6-arc (JG vs. B) 49.80% 50.20%
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2.6 Conclusion
We propose a novel approach to design sparse and efficient structures for op-
erational problems. Our dual-variable-based heuristic constructs an efficient
sparse structure by incrementally reducing the number of arcs in a network,
based on sensitivity analysis of a related completely positive program, which
is a distributionally robust reformulation of the worst-case network flow prob-
lem. We then apply this heuristic to two canonical problems in operations.
It is interesting to see that the heuristic recovers the k-chain structure, which
is a well-known efficient structure in the process flexibility literature. More-
over, it can be used to identify a well-performed sparse structure for general
process flexility problems with asymmetric capacity and demand. We also
apply the dual-variable-based heuristic to a roving team deployment prob-
lem and obtain an efficient sparse deployment network, and show that we
can pinpoint the phase-transition threshold for the flexibility structure in
this network.
Our approach exploits a distributionally robust reformulation for sever-
al classes of network flow problems into completely positive programs, and
can potentially be extended to more general flexibility design problems (for a
review of other classes of flexibility design problems, see Chou et al. (2008)).
Our key insight is to reformulate an inequality constraint in a stochastic op-
timization problem using a quadratic equality constraint, so that the natural
dual variable in an associated copositive cone can be viewed as a dual price
of the inequality constraint in the stochastic optimization problem. This
insight is also potentially useful for sensitivity analysis studies of other class-
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es of stochastic optimization problems. We leave these and other issues for
future research.
3. SPARSE SOLUTIONS IN BUNDLE PRICING
3.1 Introduction
Bundle pricing is another important field where sparse solution is widely
used. Companies sometimes would like to bundle different products together
and offer some discounts for the bundles. In particular, bundling is a com-
mon selling practice in digital and e-commerce. For example, online travel
aggregators, such as Expedia etc, usually provide a discount to the bundle
of airfare, hotel booking and car rental purchased together by customers.
Bundling also often arises in the market for digital music, journal articles
and software etc. As pointed out by Simon and Wuebker (in Fuerderer et al.
(1999)), Microsoft increased the share of the less attractive product Access
by bundling it with the other more attractive products, e.g. Word, Excel, in
the Office package.
Under the additive utility assumption—the consumer’s utility of a bun-
dle equals to the summation of her utility of each item in the bundle—the
discount on the bundle leads to an implicit price discrimination. On the
other hand, bundling transfers the excess consumer surplus from one item
of the bundle to another, which helps to extract more consumer surplus and
reduce the deadweight loss.
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A complete set of all possible product combinations results in an expo-
nential number of bundles. Combined with the exponential number of con-
straints between prices which specify the discounts on bundles, the decision
on how to bundle the products and price the bundles is in general difficult.
Hanson and Martin (1990) developed a mixed integer programming model
combined with an algorithmic procedure to solve the mixed bundle pricing
problem. But the algorithmic procedure is highly computationally expensive.
So far most of the tractable results or analytical results for the mixed bun-
dle pricing problem are limited to either 2-product problem or the problem
with multiple information goods, where the marginal cost is negligible. For
instance, Banciu et al. (2010) propose a tractable model of mixed bundling
for two product system, where the two products are vertically differentiated.
Bhargava (2013) derive an analytical solution of the mixed bundle pricing
problem over two independently valued information goods.
Due to the lack of analytical and tractable solutions for the mixed bundle
pricing problem, researchers have put lots of effort in studying some sparse
pricing schemes to approximate the optimal solution. Two widely studied
pricing schemes are pure component pricing (PC), in which the company
sets the price for each individual product, and pure bundle pricing (PB), in
which the consumer can only buy all the products at one single price or buy
nothing. Extensive work has been done to understand the profitability of the
PC and PB schemes. Schmalensee (1984) observes that PB outperforms PC
in the case that the valuations follow a bivariate normal distribution and the
mean valuations are high compared to costs. In the context of “information
goods” (goods with zero marginal costs), Bakos and Brynjolfsson (1999) es-
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tablish the asymptotic optimality of PB. Fang and Norman (2006) study the
profitability of PB in the set up of a finite number of products. They point
out the importance of log-concavity of consumer’s valuation for the product
in studying the profitability of simple pricing schemes. Li et al. (2013) point
out that the performance of PB decreases when consumer heterogeneity in-
creases. In the setting that a consumer’s valuation for a bundle of products
is his maximum valuation for a product in the bundle, PC scheme is shown
to achieve a constant approximation to the optimal revenue (Chawla et al.
(2007); Chawla et al. (2010a); Chawla et al. (2010b)). In contrast, in the
case of additive buyers, who value the bundle by the total valuation for each
item in the bundle, Babaioff et al. (2014) prove that either PB or PC can
achieve a constant fraction of the optimal revenue. Another popular sparse
pricing scheme is bundle size pricing (BSP). Bundle size pricing is a pricing
scheme which prices the bundle based on the size of the bundle rather than
the components inside. Chu et al. (2011) conduct extensive simulations to
understand the performance of the bundle size pricing solution.
Most of the literature understands consumer’s stochastic choice of the
bundle as a result of her random variation in the expected utility function.
Recently, some experimental papers (c.f. Dwenger et al. (2014), Agranov
and Ortoleva (2017)) point out that consumer’s stochastic choice can arise
as a deliberate randomization strategy. Fudenberg et al. (2015) model this
behavior using additive perturb utility function with an uncertain payoff. In
this chapter, we focus on this novel choice model by Fudenberg et al. (2015)
and study the profitability fo PB/PC under such a setup.
The remaining part is organized as follows: In section 3.2, we study the
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consumer’s choice model under Additive Variational Utility (AVU) framework
proposed by Fudenberg et al. (2015). We provide a robust interpretation of
the AVU model and propose an approximation for it which leads to a convex
bundle pricing formula. In Section 3.3, we study the bundle pricing problem
under the proposed consumer choice model. We further show that pure
component pricing scheme is optimal under such a choice framework. In
the last section, we consider the case where there exists a competitor in the
market, an outside option with a random valuation is introduced to model
consumer’s utility to choose the competitor and the optimal pricing solution
is studied.
3.2 Consumer Robust Choice Model
Fudenberg et al. (2015) model consumer’s choice decision as a game against
nature. Consumer conducts a randomization strategy to maximize her ex-
pected surplus. Besides a deterministic valuation for each product, she has
an additional bonus for each product from nature. But she worries that na-
ture would assign the largest bonus to the item she selects with the smallest
probability. Nature allocates the bonus to each item to minimize consumer’s
expected surplus, but he has to pay for the allocation strategy, modeled by
a cost function φ(·). Formally, Fudenberg et al. (2015) propose an addi-
tive variational utility (AVU) model to describe consumer’s randomization
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where vi denotes the consumer’s deterministic valuation for item i, pi denotes
the price of item i. φ(i) represents the nature’s cost function to assign the
bonus i to item i. We use x to denote consumer’s randomization strategy.
xi indicates consumer’s choice probability of item i.
We can understand this model from the risk averse behavioral perspec-
tive. The consumer makes the choice decision to hedge against the uncer-
tainties on the additional bonus to each item assigned by nature. We can
interpret the AVU model as consumer’s robust choice model by defining a










This uncertainty set is unbounded from above for any given budget δ ≥ 0.
If δ2 ≥ δ1, then clearly U(δ1) ⊆ U(δ2).









(vj − pj + j)xj + δ, (3.3)
In this robust choice model, the consumer estimates her choice proba-
bilities assuming that the error terms for each item and the budget is chosen
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by nature so as to perturb the utility by choosing  from a convex body,
whereas δ is a regularization term to penalize for the size of the uncertainty
set. For larger values of δ, the worst-case utility will be smaller while for
smaller values of δ, the worst-case utility will be larger.
We allow different cost functions for different items and define the cost
function for item j as φj() = E˜∼Fj [(˜ − )+], where Fj(·) denotes the
marginal distribution function of the error term of the valuation for item
j. In other words, we define the nature’s cost function as the expected de-
viation of the error term. We show that under this definition of the cost
function, we can model consumer’s robust choice model as a convex opti-
mization problem.
Proposition 3.1. Assume the error terms ˜ij, j = 0, 1, . . . , N have a strictly
increasing differentiable continuous marginal distribution Fj(·) defined either
on the semi-infinite interval [ij,∞) or the interval (−∞,∞), define the na-
ture’s cost function of allocating bonus  to item j as φj() = E˜∼Fj [(˜− )+],















It is worthwhile to mention that, (3.4) is exactly the same formula as the
MDM choice model proposed by Natarajan et al. (2009). It has been shown
in Natarajan et al. (2009) that by properly defining the marginal distribution
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function Fj(·), MDM choice model can recover the whole family of General-
ized Extreme Value model, which includes MNL, NestedLogit model as spe-
cial cases. In other words, the robust model under proposed definition of cost
functions can recover the whole family of Generalized Extreme Value model.
Specifically, define Fj() = 1−e−jGj(e(v1−αp1), e(v2−αp2), . . . , e(vN−αpN ), γ) for
 ≥ ln(Gj(e(v1−αp1), e(v2−αp2), . . . , e(vN−αpN ), γ)), where the function Gj(·) in







e−jGj(e(v1−αp1), e(v2−αp2), . . . , e(vN−αpN ), γ) ≤ δ
}
.
By solving the robust choice model under UG(), the optimal solution pro-
vides exactly the choice probability derived from the Generalized Extreme
Value model. In particular, when Gj(·) = 1, we obtain the MNL choice
probabilities. In this case, the level set of the function
∑
j e
−j for a two
dimensional example is displayed in Figure 3.1.
3.3 Mixed Bundle Pricing with Robust Choice Model
Mixed bundle pricing problem can be viewed as a bilevel optimization prob-
lem where in the outer step, the seller offers bundles and sets the price for
each bundle while in the inner step, the consumers observe all the offered
bundles and their prices and make a purchase decision. We model the profit
as the profit margin multiplied by the market share. It is worthwhile to men-
tion that, we use market share instead of the demand as the market metric
in optimizing the prices. It can, on the one hand, resolve the issue from
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Fig. 3.1: Level set for MNL with δ = 1
censored sales data, on the other hand, it allows us to account for product’s
competitiveness since market share characterizes the percentage of total sales
that is earned by a particular product.
There are several key issues in modeling the mixed bundle pricing prob-
lem. The first issue comes from the modeling of consumer’s selection of each
bundle. The products considered in the mixed bundle pricing problem can be
substitutable or complementary. Consumers would not have the incentive to
buy bundles if there exists only substitution effect among products. Howev-
er, choice model presumes a substitution effect among the choice candidates.
To apply the choice mode to characterize consumer’s choice of a bundle, we
define the choice candidate as a complete set of all the possible product com-
binations. In this setup, if product A and product B are substitutable, then
the choice probability of bundle (A,B) is 0; if they are totally complementary,
then choice probabilities of individual product A and B are both equal to 0.
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It also allows a partial complementary effect between product A and product
B, where the choice probabilities of each choice candidate, A, B, (A,B) are
all positive. In this way, we can apply the choice model to the complete set of
bundles, then the choice probability of each product j can be obtained from
the summation of the choice probabilities of the bundles containing product
j.
The second issue comes from the intimidating price constraints. The
seller would like to offer discounts to the bundles as a promotion. In other
words, the price of a bundle should be no more than the summation of the
price for each component in the bundle, which results in an exponential
number of price constraints. As a valid bundle pricing solution, it should
satisfy all these price constraints. But including these constraints in the
pricing optimization problem brings burdens to the computation.
This section studies the mixed bundle pricing optimization problem un-
der the robust choice model derived in (3.3). The choice candidate set in-
cludes all the possible product combinations. We first exclude the price con-
straints in building the pricing model, and then show the resulting optimal
prices satisfy all the price constraints between bundles and the corresponding
components.
Consider n products, indexed by i = 1, 2, . . . , n. Denote the unit marginal
cost for each product as w1, w2, . . . , wn. Suppose we know the marginal dis-
tribution function of the consumer’s utility of each individual product, and
we denote them as Fj(·), j = 1, . . . , n. Define P (S) as the price of bundle
S and xS as the choice probability of bundle S. We assume the utilities
are additive, i.e. the utility of the bundle equals to the summation of the
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(vi + ˜i) − p(S). Consider consumer’s robust choice model











(vj + ˜j)− p(S))xS + δ, (3.5)
where the uncertainty set U(δ) is defined in (3.2). According to Proposition




















xS ≥ 0 S ⊆ [n] \ ∅
(3.6)
As (3.6) is a convex optimization, KKT condition is necessary and suf-
ficient for the optimal solution. Optimality condition of (3.6) yields
∑
j∈S












x∗S − 1) = 0
x∗SµS = 0,∀S ⊆ [n] \ ∅
λ ≥ 0, x∗S ≥ 0, µS ≥ 0,∀S ⊆ [n] \ ∅
(3.7)
(3.7) characterize the relationship between the price and choice probability of
each bundle, which specifies consumer’s best response to each pricing solution
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under the robust choice model framework. Notice the seller’s goal is to
maximize his profit, which is modeled as the profit margin multiplied by
the corresponding market share. We can plug the relationship of price and


























































xS − 1) = 0
λ ≥ 0, xS ≥ 0,∀S ⊆ [n] \ ∅
(3.9)
























xS ≥ 0,∀S ⊆ [n] \ ∅
(3.10)
The advantage of the proposed pricing model is it is convex under a mild
assumption, as shown in Proposition 3.2.
Proposition 3.2. Under the assumption that the tail distribution of each
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marginal distribution F¯1, . . . , F¯n is log-concave, (3.10) is an convex optimiza-
tion problem.
Since log-concavity is satisfied by many common probability distribu-
tions ( Bagnoli and Bergstrom (2005)), such as the normal, exponential, lo-
gistic and extreme value distribution, this proposition identifies a large class
of problems for which the mixed bundle pricing problem is now tractable.
Proposition 3.2 extends the existing literature regarding the convexity of
mixed bundle pricing problem, given the consumer is a robust choice maker.
Under the log-concavity assumption, by modeling consumer’s choice model
from the perspective of the marginal distribution function, we are now able
to establish a general convex bundle pricing model.
It is worthwhile to mention that an intimidating issue in the bundle
pricing problem is to enforce an exponential number of price constraints, e.g.
the price of a bundle should be no more than the sum of each component’s
price. However current bundle pricing model excludes those price constraints.
To study those price constraints, we consider a more general type of pricing
scheme—submodular pricing. A pricing solution p is submodular if for all
subsets S, T of [n], p(S ∪ T ) + p(S ∩ T ) ≤ p(S) + p(T ). We show that
under the same assumption in Proposition 3.2, each optimal pricing solution
derived in (3.10) satisfies submodularity automatically.
Proposition 3.3. Under the assumption that the tail distribution of each
marginal distribution F¯1, . . . , F¯n are log-concave, there exists one optimal
pricing solution which is submodular.
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This proposition allows us to exclude the intimidating price constraints
in the bundle pricing problem, which helps to significantly reduce the com-
plexity of solving the pricing problem.
Interestingly, we find that under such a robust choice model, the pure
component pricing (PC) scheme becomes optimal as long as the tail distri-
butions are log-concave.
Proposition 3.4. Under the assumption that the tail distribution of each
marginal distribution F¯1, . . . , F¯n are log-concave, pure component pricing
(PC) is one optimal pricing solution.
Proposition 3.4 indicates that as long as the consumer makes the choice
decision under the robust choice model proposed in Section 3.2, PC scheme
becomes optimal under a mild assumption (log-concavity). PC scheme is a
widely studied simple pricing scheme in the literature. Fang and Norman
(2006) compare the profitability of PB and PC strategy. Babaioff et al.
(2014) prove that either PB or PC can achieve a constant fraction of the
optimal revenue. We contribute to the literature by specifying the consumer
behavior (robust choice maker) which makes the PC scheme become optimal
under a mild assumption.
3.4 Bundle Pricing Problem with an outside option with a
random valuation
All the results derived so far is based on the assumption that the valuation of
the outside option is a constant 0, which is often the case if the outside option
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models the consumer’s no-purchase decision. In other words, if the consumer
does not buy any offered products, she simply leaves the market without
buying anything. However, sometimes the consumer would like to buy a
product from the competitor, in which case there exists a certain valuation
for the outside option. In the following part, we consider the bundle pricing
problem with an outside option with a random valuation and study how
competition will affect the optimal pricing solution. Assume we know the
marginal distribution function of the utility of the outside option, which is
denoted as F0.
Assuming the valuation and price for outside option is 0, i.e. v0 = 0,
p0 = 0. Consider consumer’s robust choice model with an outside option











(vj + ˜j)− p(S))xS + ˜0x0 + δ, (3.11)
Following a similar vein to Section 3.3, we can provide a convex refor-
mulation to the robust choice model to get consumer’s choice probability.
Suppose there are n products available, then the total number of nonempty
bundles is 2n − 1. We denote it as M . We show that
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Following the same vein as in Section 3.3, we can represent the price as
a function of a set of bundles’ market shares from the optimality condition
of (3.12). Plug those pricing functions in the seller’s pricing problem, and
we can get the bundle pricing problem with consumer’s robust choice model













xB)− (1− x0)F−10 (1− x0) (3.13)
In the following, we study the effect of introducing the random outside option
using the formula in (3.13).
There is an elegant analytical result of the mixed bundle pricing prob-
lem with two independently valued information goods. In the following, we
show that by properly defining the marginal distribution functions, including
the one for the outside option, the optimal solution to our proposed bundle
pricing problem (3.13) recovers the analytical pricing formula derived by B-
hargava (2013), for the case of two independently valued information goods.
Consider two products with valuations distributed uniformly and inde-
pendently in [0, a1] and [0, a2] respectively, i.e. u˜1 ∼ U(0, a1), u˜2 ∼ U(0, a2).
Suppose the price of each product and the bundle is p1, p2 and pB. We can
specify the consumer’s choice decision in Figure 3.2 under the surplus maxi-
mization framework. Let x1, x2 and xB denote the market share of Product
1, Product 2 and the bundle respectively. Figure 3.2 implies the relationship
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Fig. 3.2: Illustration of 2-Product Mixed Bundling
In the case that the marginal cost for each product is 0, Bhargava (2013)
derived an analytical solution for the optimal pricing strategy. In the follow-
ing, we show our model can recover their analytical solution by defining the
marginal distribution functions as follows
F−11 (1− x) = (43a1 − 23
√
2a1a2)(1− 9a1a28a1a2+2a2√2a1a2x), 0 ≤ x ≤ 1
F−12 (1− x) = (43a2 − 23
√











a1 ≤ a2 ≤ 2a1. First note that that the tail distributions of F1(·)
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and F1(·) are log-concave while F0(·) is log-concave. Then (3.13) using the
marginals in (3.14) can be easily verified to be a convex optimization prob-
lem. On the other hand, through some algebraic calculations, it can be
verified that the following solution to the prices and market shares satisfies









































where index B denotes the bundle containing both Product 1 and Product
2. Notice that this optimal solution is exactly the same as the closed form
solution derived in Bhargava (2013) under the same problem setup. One
implication from this result is that the introduction of a random outside
option, which may come from the competition, will change the optimal pric-
ing solution. We have shown that pure component pricing is optimal in the
case of constant outside option. However, in the problem considered in this
section, the pure component pricing is no longer optimal. In addition, the
recovery of the analytical result in Bhargava (2013) depends on the construc-
tion of the marginal distribution functions, which indicates the importance
of calibrating the marginal distributions in the pricing problem.
Moreover, it turns out that our model can provide a better solution
than the analytical solution derived in Bhargava (2013) in the case of pos-
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itive marginal cost. In the general cost setup, there is no exact analytical
solution available, Bhargava (2013) derives a closed-form approximation of




w1− 0.0201a2a1w2. In contrast, the marginal cost does not
affect the convexity nature of our bundle pricing model. We can simply solve
the same model with a change of cost parameters. Under each cost setup,
we can solve our convex optimization model to get an optimal pricing solu-
tion. Alternatively, we can obtain another pricing solution using Bhargava’s
(2013) analytical formula. To compare the performance, under each pricing
solution and the corresponding cost setup, we sample from the distribution
of the consumer’s valuation and conduct simulations to evaluate each pricing
solution. Consider a1 = a2 = 1, and we independently sample 1,000,000 val-
uations of product 1 and 2 respectively from a uniform distribution between
0 and 1. Then the estimated choice probability of each product can be cal-
culated, based on which we can further calculate the corresponding profits.
We generate 100 different cost setup (w1, w2) independently from a uniform
distribution U(0, 0.005). And we plot the empirical cumulative distribution
function of the simulated profit under each sampled cost setup in Figure 3.3.
From the figure, we can see that prices proposed by our method outperform
those derived from Bhargava (2013) in general.
3.4.1 The Effect of Marginal Costs and Valuation Heterogeneity
It is well known that the performance of the pure bundling strategy decreases
when the marginal costs increase or when the valuations of the products be-
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Fig. 3.3: CDF of the simulated profit under the cost drawn from U(0, 0.005)
come more heterogeneous(c.f. Schmalensee (1984), Fang and Norman (2006),
Wu et al. (2008)). In this section, we will conduct numerical studies based
on our convex bundle pricing model (3.13) to understand this phenomenon.
We assume the consumer’s choice model to be multinomial logit choice
model (MNL), i.e. when the corresponding marginal distribution function
of the random shock term in our MDM model is an exponential function.
We assume further that the random shock terms are identically distributed
among all the products, with the formula to be Fj() = 1 − e−,  ≥ 0, for
j = 0, 1, . . . , N . We allow different valuation mean Vj for different product j.
We consider 5 products in our numerical study. We generate the valuation Vj
from a multivariate normal distribution, with the mean of each component
to be 3 and the standard deviation to be δ for each product. Assume there
is no correlation between products. Here we use the valuation dispersion to
reflect the heterogeneity of consumer’s valuation. A higher value of δ implies
a higher level of valuation heterogeneity. We set the cost of each product to
w.
Under each parameter setup, we sample 100 different valuations from the
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normal distribution. For each sampled valuation, we can solve the convex
optimization problem (3.13) to get the optimal profit under a mixed bundling
solution. Alternatively, we can also modify the model to get the optimal
profit under the pure bundling mechanism or the pure component mechanism,
by forcing the market share for all the bundles except the appropriate bundles
to be 0. For example, our convex bundle pricing problem under the pure







j (1− xj)− (1− x0)F−10 (1− x0) (3.16)
We plot the empirical cumulative distribution function of the profits gener-
ated under different valuations and different bundling mechanisms. Figure
3.4 shows the performance comparison of the mixed bundle pricing, pure
bundling and pure component solutions with different levels of consumer
heterogeneity, fixing the cost of each product to be 5. It is observed that
with a larger value of δ, which indicates a higher level of heterogeneity, the
performance of the pure bundling deteriorates. In fact, when δ > 1, the pure
bundling solution even performs worse than the pure component mechanis-
m. We fix δ and vary the marginal cost from 3 to 5 to obtain Figure 3.5.
From the figure, we can see that the pure bundling performs worse when the
marginal cost becomes larger. The implications from this numerical studies
are consistent with the observations in the existing literature. This provides
further validation of our convex bundle pricing model.
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(a) w = 5, δ = 0.5 (b) w = 5, δ = 1
(c) w = 5, δ = 2 (d) w = 5, δ = 3
Fig. 3.4: Performance comparison under different valuation heterogeneity levels
(a) w = 3, δ = 2 (b) w = 4, δ = 2
(c) w = 5, δ = 2
Fig. 3.5: Performance comparison under different costs
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3.5 Conclusion
In summary, our contributions to the literature on this topic are as follows:
1. We provide a robust interpretation of the additive variational utility
model proposed by Fudenberg et al. (2015) using a robust optimiza-
tion viewpoint where the modeler evaluates the choice probabilities
assuming a worst-case realization of the utilities of the products from
a budgeted uncertainty set. While Fudenberg et al. (2015) provide
an ambiguity-averse interpretation of the model for a customer who
is uncertain about the true utility, we extend their result to explicitly
construct uncertainty sets such that the choice model becomes a convex
optimization problem.
2. We show that the mixed bundle pricing problem under the proposed
robust choice model is a convex optimization problem (in the market
share variables) and the computational complexity increases with the
size of decision variable polynomially under a mild assumption (log-
concavity of the marginal distribution functions) . We further show the
optimal prices obtained satisfies submodularity automatically, which
allows us to exclude the intimidating price constraints from the pricing
model. Lastly, we prove the pure component pricing (PC) scheme is one
of the optimal pricing solutions if we regard the consumers as robust
decision makers.
3. We introduce random valuation to the outside option. By defining
the marginal distribution function of each product, including the one
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for the outside option carefully, our mixed bundle pricing model can
recover the analytical solution of the mixed bundling problem derived
in Bhargava (2013) for 2 independently valued information goods. In
the general cost setup, our model can even generate a better solution
than his approximated analytical solution. Based on the convex model,
we numerically study the effect of different marginal costs and valuation
heterogeneity on the performance of the pure bundling strategy.
4. INVERSE PROBLEM: FROM SALES DATA TO MDM
4.1 Introduction
In Chapter 2 and Chapter 3, we have studied how to make sparse and ef-
ficient operations given partial information (moments/marginal distribution
functions) of the uncertainties (demand/valuation) in a uncertain operating
environment. Unfortunately, in practice, neither moments nor marginal dis-
tributions are known. In many cases, we only have a bunch of operation data.
For instance, in the pricing problem, instead of knowing the marginal distri-
bution functions of consumer’s valuation for each product, we only observe
sales data, which includes prices and the corresponding sales. Then a natu-
ral question is how to estimate the required information of the uncertainties
based on the available operation data? Can we further use the calibrated
result to design an efficient operation? This chapter is an attempt to answer
these questions.
From Chapter 3, we have seen the importance of calibrating the marginal
distribution functions of the consumer’s utility in the bundle pricing problem.
In fact, we further observe the role of marginal distribution functions in
the multi-product pricing problem. In this chapter, we will focus on multi-
product pricing problem and introduce a method to calibrate the marginal
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distribution functions from aggregate sales data. We further propose a novel
data-driven pricing framework to optimize the prices from a set of aggregate
sales data.
The interest in pricing from sales data arises as the growth of the Inter-
net, which has led to a drastic increase in the capability of companies to make
changes in prices to learn the demand model while doing price optimization.
Einav et al. (2011) study the targeted pricing and auction design variations
with eBay sales data and find that of the 100 million listings on a given day,
more than half will reappear as a separate listing, often with modified sales
parameters (such as prices). In fact, with the boom of e-commerce, strategi-
cally changing prices to learn customer’s behavior has been adopted by many
companies. “Online retailers are turning to data to help them compete, and
they have strategic price ranges that they play between”, says Meghan Hef-
fernan, a spokeswoman for Savings.com. The availability of those data from
pricing experiments presents companies with a big potential to increase prof-
its if they can use it effectively. How can we use the data effectively to help
the companies make an optimal pricing decision?
There are several challenges in pricing from aggregate sales data. First of
all, we need to understand how the market responds to price changes. There
are quite a few variants of discrete choice models in capturing consumers’ re-
spond to prices, including Multinomial Logit Choice Model (MNL), Nested
Logit Choice Model (NL) etc. For a particular data set, it is critical to decide
which choice model to be selected for the given data set. Model misspecifica-
tion issue is a common concern in parametric estimation method. Secondly,
different from individual choice data, the aggregate sales data might contain
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various types of consumers. This heterogeneity differs the market share from
individual choice probability, whereas most of the choice model provides on-
ly the individual choice probability. Therefore, the consumer heterogeneity
makes the market analysis challenging. Lastly but not least importantly, our
eventual goal is to make the optimal pricing decision. With the understand-
ing of the market, a straightforward question is how to optimize prices based
on the estimated result, and how difficult it is to solve the pricing problem.
Hence tractability of the pricing model is anther important consideration in
the literature.
Johnson et al. (2015) discuss the operational challenges faced by the
online fashion retailer Rue La La which offers price discounts. They propose
the use of regression trees and machine learning techniques to estimate the
demand model and the use of integer programming to optimize over a dis-
crete set of prices. In another recent work, Bertsimas and Vayanos (2017)
study the exploration-exploitation tradeoff using dynamic pricing where the
demand and price relationship is modeled through uncertainty sets that en-
code the seller’s beliefs about the demand curve parameters. Using mixed
integer conic optimization, they develop an adaptive dynamic pricing mech-
anism to do price optimization. The demand and price relationship in their
work is modeled through a linear function with additive error terms where
the error terms are assumed to lie in a bounded uncertainty set. Fisher et al.
(2017) discuss a competition-based dynamic pricing model for the Chinese
online retailer Yihaodian where pricing experiments are used to estimate
price sensitivities and a best-response pricing algorithm is used to choose
prices. In their work, a nested logit model is used to capture the customer’s
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choice behavior, and intelligently use retailer’s own and competitors stock-
outs to add moment constraints to identify consumers’ choice model. Very
recently, Bertsimas and Kallus (2017) consider single product pricing prob-
lem, use nonparametric estimation method (kernel regression) to predict de-
mand and then optimize the price. They point out the misidentification issue
from the observational data and develop a sufficient condition for the opti-
mal price to be identifiable from the data. While these streams of research
showcase the power of the estimation and optimization framework in pricing
products using data from experiments, a natural concern is the accuracy of
the estimation model in capturing the customer’s purchase behavior and the
computational tractability of the pricing optimization model arising from the
estimation technique.
The most common approach to estimate consumer’s choice model in
this estimation and optimization framework is to assume a specific paramet-
ric form using a random utility approach. The multinomial logit (MNL) and
the nested logit (NL) models are commonly used in this setting. Note that
in the latter, the products in the different nests and the levels of the nesting
structure need to be pre-determined, and often involved a fair amount of
ingenuity and understanding of the consumer market to arrive at an appro-
priate model. A maximum likelihood method is then used to estimate the
parameters of the choice model and prices are set using the proposed choice
model. The modeling of the out-side option (or no purchase option) can also
be challenging since the competition may involve products or services from
different industry sectors. For example in the airline revenue management
context, Vulcano et al. (2010) develop a maximum likelihood estimation al-
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gorithm using a variation of the expectation-maximization method to tackle
unobserved data that arises from the no-purchase outcome. Using a sim-
ulation based optimization approach, they set the protection level of the
capacities of passengers of various fare classes.
The use of parametric choice models, however, has other limitations
regarding the tractability in the pricing problem from the estimation. Ex-
cept in a few instances, the multi-product pricing problem is known to be
difficult. To the best of our knowledge, the choice models for which the
pricing problem is known to be solvable as a convex optimization problem is
the MNL model (see Song and Xue (2007)) and some of its generalizations
to attraction models (see Keller et al. (2014)), the NL model with identi-
cal price-sensitivity parameters for products within a nest (see Li and Huh
(2011)) and the exponomial choice model (see Akc¸ay et al. (2010)). Recently,
Zhang et al. (2017) shows the pricing problem with generalized extreme value
(GEV) model can be efficiently solved based on an explicit formula for the
optimal markup in terms of the Lambert-W function. We expand on this list
by showing that the pricing problem is convex and polynomial time solvable
under a new family of marginal distribution choice models.
The complexity of the problem is exacerbated by the fact that pricing
decisions in practice are often constrained by business strategies and opera-
tional concerns. For instance, in a study of the pricing problem in an omni
channel retailing example, Harsha et al. (2017) found that the following are
common business rules that affect the pricing decisions: (a) Volume con-
straint - prices set must ensure that the sales target for certain products are
met; (b) Price monotonicity constraint - prices in certain channels must be
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set at a discount of the prices offered in other channels, for market position-
ing purposes; and (c) Price bounds - new prices must be confined to within
certain range, as drastic changes in price levels may turn away customers.
Harsha et al. (2017) use attraction demand models to characterize customers’
demand and propose a general pricing model to handle these side constraints
in the pricing problem. Unfortunately, the problem is non-convex and they
derive mixed integer linear programs to solve these pricing problems.
In this chapter, we restrict our attention to a recently proposed class
of choice models which uses the properties of the marginal distributions
of random utilities in discrete choice models and identify conditions under
which the pricing problem is computationally tractable. We show how this
modeling perspective which turns the estimation of choice model to that of
marginal distribution functions allows developing a nonparametric function
fitting method in the estimation problem so as to address the consumer het-
erogeneity issue. Based on the calibrated result, we further propose a mixed
integer programming based pricing model, which is able to incorporate d-
ifferent side constraints on the prices due to business strategies and other
concerns. We use both simulated data and experiment data from a real
automobile industry to demonstrate the benefits of the approach.
The structure of this chapter is as follows: In Section 4.2, we present a
representative model, which subsumes the choice model under random utility
framework. We provide a separable convex approximation of the general
convex regularization term in the representative model, under which a general
closed form solution between prices and market shares is established, and the
pricing problem becomes convex and polynomial time solvable. In Section
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4.3.1, we adapt a well established function fitting method—shape constrained
estimation method to calibrate the marginal distribution functions from a
set of price and market share data. We further apply the estimated result
to optimizing the prices in Section 4.3.2. Section 4.4 presents numerous
computational studies to demonstrate the proposed data-driven framework
can achieve both prediction accuracy and optimization tractability.
4.2 Multi-Product Pricing Model With Marginal Distribution
Functions
Multi-product pricing problem can be viewed as a bilevel optimization prob-
lem where in the outer step, the retailer sets the price for each product while
in the inner step, the consumers observe the prices and make a purchase
decision. Due to consumer heterogeneity, we use market share as the metric
to model the market response to price changes. Market share is an aggrega-
tion of the consumers’ choice probabilities. It describes the percentage of the
total sales in the industry that is earned by a particular product. It to some
extent indicates the competitiveness of each product. Compared to demand
as a market metric, market share is free from the issue of censored data.
The selection of the market share function is critical in optimizing the
price from sales data. It is a trade-off between modeling flexibility and com-
putational tractability. A flexible model of the market share is supposed to
fit the price and sales data well. The error in fitting the data may come
from either model misspecification or consumer heterogeneity. In general, a
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more flexible model leads to a more complicated estimation and optimization
procedure. Our key contribution in this chapter is to provide an approach
which can achieve both modeling flexibility and computational tractability
at the same time.
Our proposed model is built on a representative model to capture con-
sumer’s stochastic choice behavior. The representative model provides a
deterministic model to specify consumer’s randomization strategy, as shown
in (4.1). vij denotes a consumer i’s deterministic valuation for product j, pj
denotes the price of product j. Then vij − pj represents consumer i’s surplus
on product j, and xij indicates consumer i’s randomization strategy—the
probability of choosing each product j. We introduce an out-side option to
characterize consumers’ no purchase behavior. We use index 0 to indicate the
outside option. The representative model uses a regularization term C(x) to









Hofbauer and Sandholm (2002) have shown that for any random utility mod-
el with an error term of a strictly positive density function, there exists a
strictly convex regularization function C(x), such that the solution in the
representative model provides the choice probability in the random utility
model. We assume the choice probability considered in this paper is gen-
erated from some random utility model with a deterministic valuation for
product j being vij and a corresponding error term being ˜ij, j = 0, 1, . . . , N
for each given consumer i. And without loss of generality, we assume the de-
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terministic valuation of the out-side option vi0 = 0. As a direct application
of Hofbauer and Sandholm (2002)’s result, we turn our attention to fitting
the convex regularization function C(x) in the data driven setting. Some
machine learning tool such as neural network can achieve a high prediction
accuracy of the market share by fitting the regularization term, but at the
cost of complexity in optimizing the prices. In contrast, we propose a pow-
erful separable convex approximation function to the regularization term to
argue for both prediction accuracy and optimization tractability.






j (t)dt, where Fj(·) denotes the marginal
distribution function of the error term of the utility for product j, for j =
1, . . . , N , and F0(·) denotes the marginal distribution of the error term of
the outside option. The approximation function is motivated from a choice
model proposed by Natarajan et al. (2009). They call the choice model
marginal distribution (MDM) choice model as the choice model is built on
the marginal distribution function of the error term of consumer’s utility for
each product. In the following, we argue that this approximation function
helps to achieve both modeling flexibility and computational tractability.














x ∈ RN+1+ |
∑
j xij = 1
}
is an N -dimensional simplex and the
optimal xij is the corresponding choice probability for product j. Notice
the representative model under the proposed separable convex approxima-
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tion function is exactly the MDM choice model in Natarajan et al. (2009).
Natarajan et al. (2009) have shown that MDM choice model can recover
the whole generalized extreme value (GEV) family by properly defining the
marginal distribution functions. More generally, Mishra et al. (2014) show
that all the choice probabilities in the relative interior of a simplex can be
recreated by the MDM choice model. For completeness, we include their
result in Theorem 4.1.
Theorem 4.1. (Mishra et al. (2014)). For each given consumer i, consider a
random utility model with a deterministic valuation for product j being vij
and a corresponding error term being ˜ij, j = 0, 1, . . . , N . Assume the error
terms ˜ij, j = 0, 1, . . . , N have a strictly increasing differentiable continuous
marginal distribution Fj(·) defined either on the semi-infinite interval [ij,∞)
or the interval (−∞,∞). Then the objective function in (4.2) is strictly
concave and the choice probabilities in the optimization formulation of MDM
are unique and lie strictly in the relative interior of the simplex. Furthermore,
under the normalization condition vi0 = 0, there is a bijection between the
deterministic utilities in {0} × RN and choice probabilities in the relative
interior of the simplex ∆N .
We assume that the conditions in Theorem 4.1 are satisfied from this
point onwards in this section. Theorem 4.1 provides a theoretical guarantee
that we can automatically determine the underlying choice model by fitting
the marginal distributions of random utilities, which address the model mis-
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specification issue—the first criterion in modeling flexibility.
In addition, as (4.2) is a convex optimization model, optimality condition





j (1− x∗ij)− F−10 (1− x∗i0)
α
, ∀j = 1, 2, . . . , N.
It provides a wider class of closed-form relationship between prices and choice
probabilities for each consumer. As long as the marginal distribution func-
tion is available, we have this closed-form relationship. In the case of het-
erogeneous consumer population, where the consumer’s valuation is also a
random variable governed by some distribution instead a constant across
consumers, we can incorporate the random valuation v˜ij in the random er-
ror term ˜ij to get a generalized random error term v˜ij + ˜ij and turn to
the estimation of the marginal distribution function of this generalized ran-
dom error term v˜ij + ˜ij. We assume the distributions of v˜ij + ˜ij are i.i.d
across the consumers for each product j. In other words, although different
consumer i have different valuation for product j, which is denoted as vij,
we assume each realization of vij + ij is drawn from a common distribu-
tion Fj(·). But we do not pose any assumption across different products.
With a bit abuse of notation, we use Fj(·) to denote the marginal distri-
bution function of the generalized random error term v˜ij + ˜ij. Then the
solution to (4.3) presents the aggregate market share xj,∀j = 1, . . . , N , in-
stead of individual choice probabilities xij,∀j = 1, . . . , N , which avoids the
integration issue in calculating the market share from the choice model. In
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this case the relationship between price and market share can be written as
p∗j =
F−1j (1−x∗j )−F−10 (1−x∗0)
α












Besides the modeling flexibility provided by this approximation function in
the representative model, we further argue that this approximation helps to
build a tractable pricing model.
Plug the closed form solution between prices and market shares in the
seller’s pricing model to get the multi-product pricing problem on the market




















xj ≥ 0, ∀j = 0, 1, . . . , N.
(4.4)
We show in Theorem 4.2 that the reduced pricing problem (4.4) is tractable
under a mild assumption. Specifically,
Theorem 4.2. Assume that the following two conditions hold:
C1. The tail distribution F¯j(·) for j = 1, . . . , N is log-concave;
C2. The distribution F0(·) is log-concave.
Then, the pricing problem (4.4) is a convex optimization problem in the
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market share x and the optimal prices are computable in polynomial time.
Moreover, if the optimal solution is x∗, then the optimal pricing strategy is
p∗j =
F−1j (1−x∗j )−F−10 (1−x∗0)
α
, ∀j = 1, 2, . . . , N. (4.5)
The proof of Theorem 4.2 is similar to Proposition 3.2. The log-concavity
of the tail distribution F¯j(·) for j = 1, . . . , N implies the convexity of 11−Fj(x)
and then implies the concavity of xF−1j (1−x). In contrast, the log-concavity
of the distribution F0(·) implies the convexity of 1F0(x) and then implies the
convexity of xF−10 (x). We refer the readers to Appendix 6.1 for details of the
proof.
We claim the conditions are mild since log-concavity is satisfied by many
common probability distributions ( Bagnoli and Bergstrom (2005)), such as
the normal, exponential, logistic and extreme value distribution. Theorem
4.2 identifies a large class of problems for which the pricing problem is now
tractable. In the following, we show that by defining appropriate marginal
functions, our method is able to recover the pricing results for MNL and
Nested Logit models.
Pricing with Multinomial Logit Choice Model
Define Fj() = 1 − e− for  ≥ 0 for j = 0, . . . , N . For α = 1, from (4.4),
the pricing problem under MDM with the exponential marginal distributions
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xj ≥ 0, ∀j = 1, . . . N.
(4.6)
It can be easily verified the tail function F¯j() is log-concave on  for each
j, and the marginal distribution function of the outside option F0() is log-
concave. From Theorem 4.2, the optimal pricing problem is a convex problem
and the optimal pricing strategy is







− lnxj, ∀j = 1, . . . , N, (4.7)
That is exactly the optimal pricing function under MNL model shown in
Proposition 2 in Song and Xue (2007).
Pricing with Nested Logit Choice Model
Consider K branches, Nk products in branch k,
∑
kNk = N . Li and Huh
(2011) model the market share of product j in branch k as u˜jk = ajk−bkpjk+
˜jk where ajk−bkpjk is a linear demand function describing the average market
share of product j in branch k.









where τk ∈ [0, 1] is the parameter representing the dissimilarity among prod-
ucts in branch k, and F0() = 1− e− for outside option. According to (4.2),
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xjk + x0 = 1,
xj,k ≥ 0,∀j = 1, . . . , Nk, k = 1, . . . , K.
(4.8)
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from which it is straightforward to see Qk =
∑Nk
l=1 xlk. Pricing with Nested



































xjk + x0 = 1
xjk ≥ 0, ∀j = 1, . . . , Nk, ∀k = 1, . . . , K,
(4.11)
which recovers the formula in Theorem 1 in Li and Huh (2011). Furthermore
they show the profit function is jointly concave in market share x. On the
other hand, Fik() can be verified to be log-concave by taking second deriva-
tive. From Theorem 4.2, the optimal pricing problem is a convex problem.
4.3 “Marginal Estimation + Price Optimization”
In this section, we develop a data-driven approach to solving the pricing prob-
lem from aggregate sales data, which is referred to as “Marginal Estimation
+ Price Optimization”.
The data set used as an input of the framework is specified as follows:
There are M periods of sales data, with each period including the prices and
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market shares of N products. Assume we also have the market share data
for the outside option. We denote the data as {ptj, xtj}t=1,...,M,j=0...,N where
without loss of generality we assume that pt0 = 0 for all t.
4.3.1 Estimating Marginals
Section 4.2 provides a powerful approximation function of the regularization
term in the representative model, under which we derive a general closed-form
solution between prices and market shares. The main idea of the estimation
in this part is to use this closed-form solution of the price in (4.5) to fit the
sales data {ptj, xtj}t=1,...,M,j=0...,N . Specifically, we consider the estimation
model (4.12). The goal is to estimate a set of valid marginal distribution


















The estimation model is inspired from one of the most intensively used
nonparametric estimation methods in the statistic—shape constrained esti-
mation. The shape constrained estimation method is favored due to several
reasons: First, it is free of tuning parameters and requires fewer assumption-
s, which provides it with model identifying power (Matzkin (2012)); Second,
the benefit of incorporating the shape restrictions shows a small sample prop-
erties of the estimator (Beresteanu (2007)). In other words, incorporating
share restrictions helps to achieve a high prediction accuracy using a smal-
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l size of the sample. Interested readers are referred to Chen (2013) and
Xu (2015) for a detailed introduction of shape constrained estimation. In
this paper, we restrict ourselves to one special shape constrained estimation
model—additive isotonic regression, which was first proposed by Bacchetti






Yi − c− f1(X1i )− · · · − fL(XLi )
)2
(4.13)
where (X1i , X
2
i , . . . , X
L
i , Yi) is ith observed data. (4.13) provides a set of
monotone functions f1(·), f2(·), . . . , fL(·) and a constant c as estimators to
minimize the total deviation of the fitted value from the observed value Yi.
Mammen and Yu (2007) prove Op(n
−1/3) pointwise rate of convergence of
the estimator and demonstrate the finite sample property through simulation
experiment. It is clear that (4.12) is a straightforward application of (4.13),
with two additive functions F−1j (1 − xij) and −F−10 (1 − xi0) for each j =
1, . . . , N .
For the simplicity of the optimization model in the next section, we
modify (4.12) a bit by defining yj(x) := xF
−1
j (1 − x)/α for j = 1, . . . , N ,
y0(x) := (1−x)F−10 (1−x)/α. Denote the estimated function value of yj(·) at
point xtj as ytj for t = 1, . . . ,M, j = 0, . . . , N . Then F
−1
j (1−xtj)/α = ytj/xtj
and F−10 (1 − xt0)/α = yt0/(1 − xt0). We can also add monotonicity shape
constraints according to the natural monotonicity structure of Fj(·), j =
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1− xt0 − ptj
)2
, (4.14)












1−xt′0 for all (t, t
′) such that xt0 ≥ xt′0
 .
In addition, to further calibrate the marginal distribution functions well
with limited experiment data, we can add additional structure on the func-
tional form. It has been shown in Theorem 4.2 that log-concavity of the
distribution function makes the pricing problem computationally tractable
and it is satisfied by many common probability distributions. Hence we can
also incorporate the convexity conditions in our estimation model. In sum-
mary, we add the following four constraints in our estimation model.
(i) xF−1j (1− x) for j = 1, . . . , N is concave in the x variable,
(ii) (1− x)F−10 (1− x) is convex in the x variable,
(iii) F−1j (1 − x) for j = 1, . . . , N is a monotone decreasing function in the
x variable,
(iv) F−10 (1− x) is a monotone decreasing function in the x variable.
We enforce these monotonicity and convexity conditions in our model as
constraints. To do this, we sort for each product j, the market shares in the
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ascending order. We denote the corresponding indices of the sorted data set
for a given j as sj = (sj1, . . . , s
j
M). Then the constraints (i)-(iv) can be added
to the estimation model (4.14) as linear constraints. Formally, the shape





(1− ηtj)ysjt+1j + ηtjysjt−1j ≤ ysjt j , ∀t = 2, . . . ,M − 1, j = 1, . . . , N










































. Then the estimation problem can be modeled as














1− xt0 − ptj
)2
≤ φtj, ∀t = 1, . . . ,M, j = 1, . . . , N,
y ∈ S
(4.16)
To further simplify the estimation model, we can turn to minimize the L1
norm of the error term instead of L2 norm, which turns the estimation prob-
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1− xt0 − ptj
)
≤ φtj, ∀t = 1, . . . ,M, j = 1, . . . , N,
y ∈ S
(4.17)
In fact, although the theoretical consistency result under L1 norm has not
been shown in the literature, L1 norm based estimation is favored in the
literature due to its computational tractability (c.f. Angelov et al. (2006)).
Our numerical test in the following section also shows that the L1 norm based
estimation can converge to the true functions.
As a summary of our estimation method, the novelty of our estimation
method is to turn the estimation of choice model to that of marginal distri-
bution functions by taking advantage of the MDM model. The benefits to
making this transformation include:
1. The estimation problem turns into a function fitting problem, for which
we can apply a nonparametric function fitting method to automatically
select the choice model. In other words, this marginal distribution
function based approach performs well in model specification.
2. As illustrated in Section 4.2, MDM choice model can automatically in-
corporate consumer heterogeneity. Therefore, our estimation method
can easily capture the consumer heterogeneity by fitting the marginal
distribution function of the whole utility term, including both con-
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sumer’s valuation of the product and the random error term. It is
worthwhile to mention that our goal for the estimation is to under-
stand market response to price changes, so that we can further do the
price optimization. Therefore, we do not focus on the detailed coeffi-
cient estimation in the consumer’s utility model.
4.3.2 Optimizing Prices
With a set of fitted values ytj, we now consider optimizing prices in the
following part. According to the definition of yj(·) function in the previous
section, the objective function in our optimization model (4.4) is essentially
the summation of all the yj(·) functions. Therefore, it is natural to consider a
piecewise linear approximation of the objective function. Denote the market
share data and the estimated point-wise function values as (s, f). Define the
piecewise linear function value PF (x; s; f) at x as follows:








λ1 ≤ z1, λt ≤ zt−1 + zt,∀t = 2, . . . ,M − 1
λM ≤ zM−1, zt ∈ {0, 1} , ∀t = 1, . . . ,M − 1,
M∑
t=1
λt = 1, λt ≥ 0,∀t = 1, . . . ,M,
M−1∑
t=1






where the first argument x denotes the independent variable at which we
need to compute the function value. The second argument s is the ordered
input market share data and the third argument f indicates the corresponding
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function values obtained from the estimation model. The intuition behind
the constraints is as follows: For a point (x, y) on the piecewise linear curve,
the coefficients to represent the y value as a convex combination of the fi
values are the same as those to represent the x value as a convex combination
of the si values. Specifically, if x = λtst + λt+1st+1, with λt + λt+1 = 1,
λt, λt+1 ≥ 0, then y = λtft + λt+1ft+1. The binary variable z is introduced
to indicate the interval in which the point is located in. Thus, PF (x; s; f) is
a singleton, whose value denotes the piecewise approximation of the y value
at x. Define ·/ as the element-wise division between two vectors. Then the
price optimization problem can be formulated in the following manner:







s.t. δj ∈ PF (xj; xsj ; ysj) , ∀j = 1, . . . , N,
δ0 ∈ PF (x0; xs0 ; ys0)
FIj ∈ PF (xj; xsj ; ysj · /xsj) , ∀j = 1, . . . , N,
FI0 ∈ PF (x0; xs0 ; ys0 · /(1− xs0))




xj ≤ xsjM j, ∀j = 0, . . . , N,
xj ≥ xsj1j, ∀j = 0, . . . , N,
x ≥ 0,
(4.18)
where the first constraint provides the piecewise linear approximation of the
function xjF
−1
j (1 − xj)/α at xj, the second constraint provides the approx-
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imation of (1 − x0)F−1j (1 − x0)/α at x0. Similarly, function inverse value
FIj, j = 0, . . . , N provides the approximation of F
−1
j (1−xj)/α at xj. Hence
the optimal price pj can be represented as FIj−FI0. We encapsulate all the
price constraints in Ωj, j = 1, . . . , N . For example, this may include bound
constraints on the price pj, e.g. uj ≤ pj ≤ u¯j. Finally, we limit x to lie
within the range of the data since we have no additional information beyond
the range unless we make some additional assumptions. When the set Ωj is
described through linear and integer constraints, this problem is solvable as
a mixed integer linear program.
Finally, it is worth observing that if Ωj only includes nonnegativity con-
straints, the optimization model can be further simplified as a linear program-
ming by taking advantage of the log-concavity of the marginal distribution
functions. Notice that for a concave function, a linear approximation of the



















and for a convex function, the corresponding approximated value at point x0









(x0−xs0t 0). Therefore, the optimization
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problem can be modeled as the following linear programming problem:
















(xj − xsjt j), ∀t = 1, . . . ,M − 1, j = 1, . . . , N,
δ0 ≥ ys0t 0 +
ys0t+1,0 − ys0t 0
xs0t+1,0 − xs0t 0




xj ≤ xsjM j , ∀j = 0, . . . , N,
xj ≥ xsj1j , ∀j = 0, . . . , N,
x ≥ 0.
(4.19)
4.3.3 Adaptive Sample Generating Procedure
As observed from the optimization model in the previous section, the pricing
optimization is restricted by the range of the available data samples. When
this range is large enough to cover the true optimal market shares, the op-
timization model will solve the problem to optimality. However, in practice
the size of experiment data is usually limited. Hence, the sample generating
procedure for the prices should be carefully designed so that the data range
from a relatively small sample can cover the true optimal market share. In
this section, we propose an adaptive sample generating procedure to heuris-
tically generate samples more efficiently. The main idea of the procedure is
to first generate a relatively small size sample from a large range of prices;
4. Inverse Problem: From Sales Data to MDM 100
Tab. 4.1: Adaptive Sample Generating Procedure
Adaptive Sample Generating Procedure
Step 1. Randomly generate a set of price in a reasonable and relatively
large interval. (e.g. with the center of estimated deterministic utility v,
from 0 to 2v )
Step 2. Apply estimation (4.17) and optimization (4.18) model to get an
optimal price as the starting price, denoted as p∗.
Step 3. Regenerate a set of prices P around p∗, with a relatively s-
mall interval.(e.g. uniformly generate prices within the range (p∗(1 −
5%),p∗(1 + 5%)) and obtain the market shares
Step 4. Apply estimation (4.17) and optimization (4.18) model to get an
new optimal price pˆ∗. Evaluate the profit generated by pˆ∗, denote the
profit as Πˆ∗. If Πˆ∗ ≥ Π(p∗), let p∗ = pˆ∗, otherwise, keep p∗. Go to Step
3.
estimate the model and do the optimize to get a set of optimal prices within
the range; then generate another set of small size samples around the ob-
tained optimal prices, but with a smaller interval, to search for a better price
proposal. The details of the adaptive sample generating procedure are shown
in Table 4.3.
4.3.4 Validation Model
We can establish a mixed integer program for the validation model. Divide
the data into two sets, in-sample data and out-sample data. Apply (4.17)
to the in-sample data to get pointwise estimates of the utility’s marginal
distribution functions. With these estimates, we build a validation model
(4.20) to predict the market share under each price p∗ in the out-sample
data set. The main idea of the prediction model (4.20) is to find the best
piecewise linear approximation of the estimated points such that the fitted
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s.t. FIj − FI0 − p∗j ≤ φj, ∀j = 1, . . . , N,
−(FIj − FI0 − p∗j) ≤ φj, ∀j = 1, . . . , N,
FIj ∈ PF (xj; xsj ; ysj · /xsj) , ∀j = 1, . . . , N,




xj ≥ 0, ∀j = 0, . . . , N.
(4.20)
4.4 Computational Experiments
In this section, we provide the numerical experiment to demonstrate the per-
formance of the “Marginal Estimation + Price Optimization” framework. We
will first present the simulation experiment with the underlying choice model
being nested logit choice model to show the model specification performance
of our framework. Then we apply this framework to approximate the pricing
problem with random coefficient logit model, which demonstrates that our
model can capture consumer heterogeneity. Lastly, we use experiment data
set provided by a real automobile company to optimize the prices. Using our
approach, we show that the profit is improved by 7.54% using the proposed
pricing solution. We use L1 norm in our estimation model through the whole
section.
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4.4.1 Simulation experiment to demonstrate the model specification
performance
The simulation data is generated based on the Nested Logit choice model,
whose pricing problem is known to be a convex optimization problem hence
we are able to get the true optimal profit. Assume there are N = 20 prod-
ucts. We divide the products into K = 4 branches where each branch has 5
products. Consider the customers’ utility model of product j in branch k as
follows:
vjk − pjk + ˜jk.
Here we assume the price elasticity to be 1 for all the products, and the






for  ≥ (τk − 1) ln(
∑Nk
j=1 e
vjk−pjk), where τk ∈ [0, 1]
is the parameter representing the dissimilarity among products in branch k.
Note that for MDM, this choice of the marginal distribution recreates the
Nested Logit model.
We randomly generate 100 (v, τ ) with the entries in v from 10 to 15 and
the entries in τ between 0.3 and 0.7. To generate a wide range of price data
while at the same time ensure the prices between products in one instance
does not vary too much, for each v and τ , we generate the sales data in the
following way: Each price instance is generated after randomly selecting an
integer number l from 1 to 10, and then each pi is uniformly sampled within
10% range of 0.2lvi, i.e. (0.2lvi × 0.9, 0.2lvi × 1.1). For price vector p, the
4. Inverse Problem: From Sales Data to MDM 103
















We generate 200 scenarios of such sales data (p,x) for each (v, τ ).
In the following, we apply our “Marginal Estimation + Price Optimiza-
tion” model to the simulated data to see its performance. As a benchmark,
we use MNL model to estimate the data and further get an optimal price by
solving the pricing with MNL model((4.6) and (4.7)). We evaluate each pric-
ing proposal according to the generated true profit, which can be calculated
by applying (4.21) to get its corresponding true market share. Note that the
estimation of MNL model is solvable with a maximum likelihood estimation
model using individual choice data. However, since we only have aggregate
share information, we instead adopt a least error estimation model1 using
our marginal estimation model - we minimize the weighted absolute value of
1 See Berry (1994) for a discussion on choice model estimation using aggregate share
data.
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s.t. φtj ≥ vˆj + ln(1−
N∑
j=1
xtj)− ln(xtj)− ptj, ∀t, j,
φtj ≥ −(vˆj + ln(1−
N∑
j=1
xtj)− ln(xtj)− ptj),∀t, j,
vˆ ≥ 0.
(4.22)
Once the vˆ variables are estimated, we solve (4.6) and (4.7) to compute
the optimal price p∗MNL. According to the true values of v and τ , we can
calculate the true choice probability using (4.21). The performance of p∗MNL
is evaluated based on the true profit generated . Denote the corresponding
profit under p∗MNL as ΠMNL.
Next we apply the estimation model (4.17) and optimization model
(4.19) introduced in Section 4 to estimate the data and obtain another price
proposal, denoted as p∗MDM , whose corresponding profit under the true mod-
el is denoted as ΠMDM . We compare these two different methods using the
performance metric as the deviation from the true optimal profit, denoted
as Π∗. The true optimal profit can be calculated by solving (4.11) under






where G refers to MNL and MDM respectively. Notice we have generated
100 different sets of (v, τ ), then we can do some simple statistic analysis on
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Tab. 4.2: Mean deviation of different methods
MDM MNL
0.0283 0.1832
the 100 generated G. The average deviation is shown in Table 4.2. With
200 sample data, the prices from MNL model can only achieve a profit level
that is 18.3% off the true optimal one. Whereas, our “Marginal Estimation
+ Price Optimization” model only deviates from the true optimal profit by
2.83%. The result, on the one hand, demonstrates the model specification
performance of our data-driven pricing framework. On the other hand, it
shows us the importance of the calibration of marginal distribution functions
in optimizing the price from sales data since we did not get a good price if
we start by assuming a wrong choice model (MNL versus NL).
Enlarging the Samples using the Adaptive Sample Generating Procedure
Currently, although MDM performs better than MNL model, there still exists
a large gap between the true optimal price. We apply the adaptive sample
generating procedure introduced in Section 4.3.3 to test if it converges to
the true optimal price. Applying the procedure 10 times, in other words, we
enlarge the sample size by 10 times. As the iteration goes, more experiment
sample is generated, we plot the kernel density estimation function of the
generated profits from MDM model in each iteration in Figure 4.1. From
the figure we can see more experiment data results in a more accurate profit
kernel density, indicating a better estimation of the underlying choice mod-
el. After around 5 rounds of the adaptive sampling procedure (sample size
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increases from 200 to 1000), MDM almost generates the same kernel density
as the true one. Similarly, we can apply this adaptive sample generating
procedure to MNL based estimation and optimization models. The kernel
function of the profits generated from MNL is shown in Figure 4.2.
Fig. 4.1: Kernel density function estimate of the profits under MDM versus the
true optimal profit
To further demonstrate the good performance of the adaptive procedure,
we compare the performance using the adaptive procedure to one where the
prices were generated randomly. As mentioned above, the adaptive sampling
procedure converges within 5 rounds, i.e., with 1000 experiments. We com-
pare the price obtained this way, to one obtained by solving the problem
directly using a random sample size of 1000. The comparison is shown in
Figure 4.3, from which we see the adaptive procedure indeed helps to gener-
ate better solutions using the same number of samples, and this is consistent
for both MNL and MDM models.
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Fig. 4.2: Kernel density function estimate of the profits under MNL versus the
true optimal profit
Fig. 4.3: Kernel density function estimate of the profits using adaptive procedure
versus simply enlarging sample size
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4.4.2 Simulation Experiment with Heterogeneous Consumer Data
The random coefficient logit model is one of the most popular models to
capture consumer heterogeneity. It is also one of the most general models
to represent consumer’s discrete choice behavior. McFadden and Train M-
cFadden and Train (2000) have shown that for any random utility model
of discrete choice, there exists a random coefficient logit model which can
approximate it to any degree of accuracy. However, the estimation of the
random coefficient logit model is a difficult problem (see Berry et al. (1995)),
not to mention solving the pricing problem with it. Different from the choice
models with a homogeneous consumer population, the market share under
the random coefficient logit model does not share a simple relationship with
individual choice probability. Integration of consumers’ choice probability
over partworths β is required to get the market share of each product. We
adopt the commonly used approach in literature to use simulation to ap-
proximate the market share. Specifically, we sample the partworths from the
given distribution of β and take an average of choice probabilities obtained
under each sampled partworths as the market share of the product.
In this section, we apply the “Marginal Estimation + Price Optimiza-
tion” approach along with the adaptive sample generating procedure to ap-
proximately solve the pricing problem with random coefficient logit model.
The details of the iterative procedure are provided in Table 4.3.
We provide a numerical example to test the model. Assume β˜ follows a
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Tab. 4.3: Iterative Procedure to Approximately Solve Pricing with Random Coef-
ficient Logit Model
Iteration Procedure
Step 1. Solve a pricing problem with MNL with partworth equal to the
mean partworth in random coefficient logit model to get an initial price,
denoted as baseprice p0.
Step 2. Randomly generate a set of price around p0, from 0.5p0 to 1.5p0.
Use grouping generating way, where each group has range ±10%p0
Step 3. For each price p, sample M βks from the distribution of β˜ to
approximate the market share under p. Apply (4.17) and (4.19) to get
an optimal price as the starting price, denoted as p∗.
Step 4. Randomly generate a set of prices P . The generated prices are
uniformly distributed with mean p∗ and with deviation ±10% from p∗.












get M choice probability of Product j, where each sample βk from the
distribution of random partworths β˜. Take average of x
(k)
i to get Product




Step 6. Apply (4.17) and (4.19) to get an optimal price pˆ∗. Evaluate the
simulation profit of pˆ∗ as the market share. Denote the corresponding
profit as Πˆ∗. If Πˆ∗ > Π(p∗), let p∗ = pˆ∗, otherwise, keep p∗. Go to Step
4.
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Tab. 4.4: Attributes and levels
Product Brand Engine Capacity Drive Type Fuel Economy (mpg)
1 1 2.5 1 28.3
2 1 3 2 20.51
3 1 3 1 21.57
4 1 3.6 2 20.36
5 1 3.6 2 25.4
6 1 3.6 1 21.32
7 1 3.6 1 26.44
8 2 3.6 2 25.4
9 2 2.5 1 28.3
10 2 2.5 1 22.24
11 2 2.5 1 24.88
12 2 3.6 2 20.36
13 2 3.6 1 21.32
14 2 3.6 1 26.44
15 3 2.5 1 28.3
16 3 2.5 1 22.24
17 3 3.6 2 20.36
18 3 3.6 2 25.4
19 3 3.6 1 21.32












0.5436 0.3457 0.3850 0.3410
0.3457 0.2901 0.2677 0.2353
0.3850 0.2677 0.3507 0.2360




The attributes and the levels are shown in Table 4.4. We design the ex-
periment in the following manner. We generate 50 different prices in each
iteration. For each price, we get M = 100 choice probability to approximate
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the market share. Apply the iterative procedure described in Table 4.3 to
get an optimal price p∗. We evaluate each pricing proposal by calculating its
simulated expected profit. To get a precise evaluation, we sample 100, 000
βks under p
∗. The simulated expected profit can be calculated through the
estimated market share from the 100, 000 sampled βk. To get a reasonable
starting base price in the iteration, a natural way is to use MNL model to
approximate the random coefficient logit model using the mean partworths.
As a comparison,we assume the underlying choice model is MNL, and
replace (4.17) and (4.19) in the iterative procedure by (4.22) and (4.6) to get
another set of prices. We denote this approach as “MNL Fitting” approach
and the pricing obtained from this approach is denoted as pFitting. The
performance comparison is shown in Figure 4.4. With the same sample size
of βk under each price, which is supposed to affect the estimation accuracy
of the market share under the price, MDM based approach always generates
a better price proposal. Moreover, it is also observed from Figure 4.4 that
a small sample size can already achieve a good pricing solution using MDM
approach. And the iterative procedure almost converges within 10 rounds,
which shows our method works well in a small-sized data set.
Another natural benchmark is to directly use MNL with mean part-
worth to approximate the random coefficient logit model. We denote this
benchmark as “MNL estimation”. The comparison of the optimal prices
and the corresponding profit is shown in Table 4.5. Our approach achieves
8.22% improvement compared to the “MNL fitting” approach and 14.53%
improvement over “MNL estimation” approach, which shows our approach
indeed helps to capture consumer heterogeneity and provides a better pricing
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Tab. 4.5: Optimal Prices and profit obtained from different approaches
MDM based Iteration MNL Fitting MNL Estimation
1 48.7322 45.2484 39.3243
2 49.2066 46.2868 40.3630
3 48.4920 44.8985 38.9753
4 47.3578 44.0134 38.0893
5 49.7257 46.3789 40.4548
6 46.1298 42.6408 36.7167
7 48.8627 45.2496 39.3255
8 50.6386 46.6172 40.6931
9 49.4220 45.2672 39.3429
10 44.5968 40.9702 35.0470
11 38.9055 35.6372 29.7131
12 46.8047 43.4416 37.5176
13 44.9718 41.3029 35.3789
14 48.5827 45.2672 39.3431
15 48.2760 44.8951 38.9690
16 44.4150 41.5112 35.6130
17 47.5126 43.6006 37.6766
18 49.4692 46.1702 40.2460
19 45.1002 41.7587 35.8350
20 48.1934 44.8952 38.9709
Profit 4.7914 4.4274 4.1836
solution.
4.4.3 Computational Experiment using Industry Data
In this section, we apply our method to a set of data provided by an au-
tomobile manufacturer. The company has developed an elaborate market
share simulation model to evaluate the performance of different pricing pro-
posals, taking into account competitor’s pricing strategy and outside options
available. In each simulation experiment, the model changes the price of one
product to one of 4 treatment levels: −10%,−5%, 5%, 10%. There are 20
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Fig. 4.4: Profit in the Iteration
products in the pricing problem, and hence there are 81 experiment data
in total including the base price case. The base prices and cost informa-
tion are shown in Table 4.6. The current pricing solution yields a profit of
$182.2444, whereas the best solution from the 80 set of prices obtained from
local perturbation returns a profit of $185.4426.
The experiment data set contains price and market share for each product
as well as the outside market share. The underlying question is whether
we can use these observations to propose a better pricing decision for this
problem? Following the same procedure in Section 4, we sort the data in the
ascending order of each product’s market share in each time and record the
corresponding index as sj, for j = 0, . . . , N . The computation is built on the
sorted data 0 ≤ xsj1j ≤ xsj2j ≤ · · · ≤ xsjM j ≤ 1 for j = 0, . . . , N .
We first demonstrate the estimation method in Section 4.3.1 can provide
a good estimation of the underlying choice model in the given data set. We
divide the data set into two parts, in-sample data and out-sample data.
Since there is only 81 sample available, we do the validation in the following
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Tab. 4.6: Base Price and Cost in the Data Set
Brand Base Price(thousand) Cost(thousand)
1 A 45.5209 34.1407
2 A 46.906 35.1795
3 A 45.056 33.792
4 A 43.8742 32.9057
5 A 47.0282 35.2711
6 A 42.0442 31.5331
7 A 45.5225 34.1419
8 B 39.455 35.5095
9 B 37.955 34.1595
10 B 33.1821 29.8639
11 B 27.255 24.5295
12 B 35.9266 32.334
13 B 33.5504 30.1953
14 B 37.9559 34.1595
15 C 39.750 33.7875
16 C 35.809 30.4376
17 C 38.227 32.4933
18 C 41.250 35.0625
19 C 36.0612 30.652
20 C 39.750 33.7875
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way. We use 80 data points (in-sample data) to calibrate the model and
predict the market share under the remaining experiment (out-sample data)
using the validation model (4.20). We repeat this experiment 50 times. In
each experiment, the out-sample data is randomly generated. As a basis for
comparison, we repeat the experiments, assuming now the underlying choice
model of the data set is an MNL model. We next apply (4.22) to calibrate
the model and apply the validation procedure described above to get another
50 values of prediction. We plot the predicted market share under different
methods in Figure 4.5, from which we can see the MDM model indeed help
to predict the market share more accurately, compared to the MNL model.
We also evaluate the prediction error from the profit perspective. Denote the
profit of the out-sample data point under the predicted market share as Πˆ




the prediction error in one validation experiment.
The comparison of the prediction error using the two estimation methods
(MNL and MDM) is shown in Table 4.7, from which we can see the MDM
based estimation model provides a much better estimation of the underlying
choice model in a given data set.
Building on the estimation result, we apply our “Marginal Estimation +
Price Optimization” framework to get a new pricing proposal. We rule out
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Fig. 4.5: Predicted market share in 50 experiments
significant changes from the current prices, and impose a bound on the prices
when doing the optimization. Specifically, suppose the prices changes are
required to be within 10% of the current prices, i.e., the pricing constraint
set is supposed to be
Ωj =
{
0.9pcj ≤ pj ≤ 1.1pcj
}
,
where pcj denote the current price of product j. To incorporate these bounds
on prices, we apply our MIP model (4.18) in Section 4.3.2 to get the optimal
prices. The optimization model provides a new price proposal shown in Table
4.8, which achieves $195.9796 in profit, a 7.54% improvement compared to
the current pricing solution. More interestingly, our approach suggests a
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Tab. 4.8: Optimal market share and prices
Product Optimal market share Optimal Price Current Price
1 0.00113018 41,018.2 45,520.9
2 0.00172837 44,608.4 46,906
3 0.00168842 40,606.4 45,056
4 0.00222398 41,728.8 43,874.2
5 0.00214648 44,728 47,028.2
6 0.00177148 39,988.7 42,044.2
7 0.00194276 41,030.1 45,522.5
8 0.000810995 43,397.3 39,455
9 0.000573912 39,878.1 37,955
10 0.0014093 34,857.1 33,182.1
11 0.00103533 29,978.5 27,255
12 0.00157825 39,519.3 35,926.6
13 0.00160609 36,360.3 33,550.4
14 0.000891123 39,874.9 37,955.9
15 0.000573276 39,749.5 39,750
16 0.00122113 35,808.2 35,809
17 0.00148839 40,156.4 38,227
18 0.000859814 43,335.7 41,250
19 0.00131773 37,881.8 36,061.2
20 0.000907923 39,744.2 39,750
Outside 0.973095 Profit: 195.9796 Profit: 182.2444
natural strategy for this pricing problem - the company needs to decrease
aggressively the prices for Brand A products, increase aggressively the prices
for Brand B, while maintaining the current price levels for products in Brand
C!
4.5 Conclusion
We develop a “Marginal Estimation + Price Optimization” framework for
multi-product pricing problem. This framework provides a novel approach to
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multi-product pricing from sales data, and exploits the properties of marginal
distributions of random utilities in discrete choice models. This marginal dis-
tribution based perspective helps to achieve a high prediction accuracy. On
the other hand, the marginals can be estimated from data using a second
order conic program, or a linear program, which are both computationally
efficiently. With the estimated marginals, the pricing problem can be solved
using a linear program or a mixed-integer linear program (when there are side
constraints on prices). The advantage in computations makes our framework
attractive in the data-driven settings. Numerous computational results jus-
tify the model specification performance of this framework. A successful
application to pricing with random coefficient logit model indicates that the
framework can capture consumer heterogeneity, which is a common concern
with aggregate sales data and is also a difficult issue in the pricing problem.
5. CONCLUSIONS AND FUTURE RESEARCH
The concept of sparsity has been widely studied in various disciplines, from
statistic to computational science. However, its application in operations
management problem is relatively limited. Process flexibility is a typical
application of the notion of sparsity. Finding a methodology to construct an
efficient structure for the process flexibility problem is a difficult problem,
not to mention other network design problems in more general settings. One
of the key contributions of this thesis is to develop a general approach to
design a sparse and yet efficient structure in a general supply chain network.
This approach is built on the role of the dual variables in a related conic
program, which models the stochastic network from distributionally robust
perspective.
Another popular operations management problem where sparsity has
been paid extensive attentions to is the bundle pricing problem. However,
the understanding of the performance of sparse pricing schemes is limited.
Only three specific pricing schemes are widely studied: pure bundling, pure
component and bundle size pricing. To the best of my knowledge, there is
no known theoretical result to explain the performance of the bundle size
pricing. Babaioff et al. (2014) shows that either pure bundling or pure com-
ponent pricing can achieve a constant fraction of the optimal revenue. But
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it is not clear any of these simple pricing schemes can be optimal in certain
environments. One contribution of this thesis is to specify the conditions
under which pure component pricing scheme becomes optimal.
There are several directions to explore in the future:
• Decentralized deployment in sparse structure. This thesis pro-
vides a general approach to design a sparse supply chain network, which
provides us with a set of limited but useful choices in resource alloca-
tion in the supply chain. But how can we make use of this sparse
structure and allocate the resource with a simple rule to hedge against
the uncertain operational environment? In particular, in the roving
team deployment problem, after designing the sparse network, can we
propose a simple online allocation rule to implement an efficient decen-
tralized deployment of the roving teams?
• General approach to design simple and efficient pricing schemes.
The thesis specifies the conditions under which PC becomes optimal.
But it is not clear in general how to construct a simple and efficient
pricing scheme. Hence one interesting direction would be to design a
generic algorithm to construct a simple and efficient pricing scheme for
each specified level of optimality.
• More applications of the novel data-driven framework. Chap-
ter 4 proposes a novel data-driven framework, which is built from the
marginal distribution function based perspective. Although we have
presented the framework under multi-product pricing setting, we be-
lieve that such technique can be extended to deal with more general
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optimization problems. In the case of product assortment, the tech-
nique can be extended to handle the estimation of marginals when the
companies can experiment with the type of assortments offered. In
transport planning, the technique can be extended to deal with road
toll pricing and how route choices are affected. It will be interesting to
test this approach using real data. We leave this and other estimation
issues for future research.
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To prove Proposition 2.1, we first explore some properties of the feasible
solutions to ZC in the following two lemmas.
Lemma 6.1. (Natarajan et al. (2011), Proposition 3.1 & Proposition 3.2):














where κ is a set of finite indices such that κ = κ+ ∪ κ0, where κ+ =
{k ∈ κ | αk > 0}, and κ0 = {k ∈ κ | αk = 0}; αk ∈ R+,
∑
k∈κ+
α2k = 1, γk ∈








∈ {0, 1} ,∀j ∈ B,∀k ∈ κ+;
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3. γk = 0,∀k ∈ κ0.
Lemma 6.1 confirms that each decomposition in κ+ satisfies all the con-
straints in problem (2.7) except for the quadratic ones, (hTi x+fi)(hˆ
T
j x+fˆj) =
0,∀(i, j) ∈ H. We further demonstrate that this set of constraints also holds
for each decomposition k ∈ κ+ in Lemma 6.2.
Lemma 6.2. Let (p, X) be a feasible solution to ZC , and consider decompo-








+ fˆj) = 0,∀k ∈ κ+.
Proof. Since (p, X) is a feasible solution to ZC , then h
T










































+ fˆj) = 0 (6.3)
From Lemma 6.1, we have aTi
γk
αk













+ fˆj) = 0,∀k ∈ κ+.
Now we are ready to prove Proposition 2.1.
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Proof. Proof of Proposition 2.1 Let (p, X) be an optimal solution to ZC .








































According to Lemma 6.1 and Lemma 6.2 we have
∀k ∈ κ+, aTi γkαk = bi,∀i;
γk
αk




0,∀(i, j) ∈ H, and γk = 0,∀k ∈ κ0.
In other words, each decomposition γk
αk
is a feasible solution to (2.4). To
complete the proof, we use a similar argument as in Natarajan et al. (2011)—
we construct a sequence of random vectors whose limit satisfies the moment
condition and a corresponding sequence of feasible solutions. The limit of
the set of feasible solutions under such a distribution sequence achieves the
lower bound provided by ZC . The details are omitted here, and we refer
readers to Natarajan et al. (2011).
Proof. Proof of Theorem 2.1 The proof of Theorem 2.1 simply follows from
Dickinson’s(2010) characterization. Condition (i) implies that there exists a
set of independent nonnegative vectors d(j), j = 1, ...,m, that spans RN and
6. Appendices 130
∃d(k) ∈ {d(1), . . . ,d(m)} > 0, such that we can find a convex combination of













On the other hand, a convex combination of the set of x(i) satisfying Condi-




























is a natural candidate for membership in the interior of the completely pos-
itive cone defined in (2.9).
Proof. Proof of Theorem 2.2
The main idea of the proof is to construct a strict interior solution in
a smaller cone based on the set of θ(i) in Condition (ii’). Then map the
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interior point into the relative interior of a completely positive cone in a
higher dimension, which is the targeted cone defined in (2.9).
Our proof exploits the characterization of the relative interior in a cone
proposed by Rockafellar (1970).
Theorem 6.1. (Rockafellar (1970) Theorem 6.4): A point Cx lies in the rel-
ative interior of set S if and only if for every Cy ∈ S, ∃µ > 1 such that
(1− µ)Cy + µCx belongs to S.





aTi x = bi,∀i = 1, . . . ,M
(hTi x + fi)(hˆ
T
j x + fˆj) = 0,∀(i, j) ∈ H
xi ∈ {0, 1} ,∀i ∈ B

We split x into two parts: One includes decision variables θ ∈ Rn1 , and the
other includes slack variables s ∈ RN−n1 . Then the linear constraint can
be rewritten as aˆTi θ + si = bˆi,∀i ∈ M, where M ⊂ {1, . . . ,M}. Write in
matrix form as Aˆθ + s = bˆ. According to Lemma 6.1 and Lemma 6.2, the
feasible region of (2.9), denoted as D, can be written in completely positive
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 ∈ Y, for α > 0
 γ1
γ2
 = 0, for α = 0






















 ∈ Y, for α > 0
γ1 = 0, for α = 0














 is also a feasible
















Condition (i) and Condition (ii’) imply that there exists an interior point
in D2, according to Theorem 2.1. Denote the interior point in D2 as C0x. In
the following, we will show that the corresponding point in D to C0x lies in
the relative interior of D.
The proof is built on the following lemma.
Lemma 6.3. Suppose that C0x and C0y are two points in D2. Their corre-
sponding point in D is denoted as Cx and Cy, respectively. Consider an affine
combination: C0z := µC0x + (1− µ)C0y ∈ D2, and denote the corresponding
point in D to point C0z as Cz, then Cz = µCx + (1− µ)Cy.
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(bˆ− AˆX+31) (bˆX+12 − AˆX+32) (bˆX+13 − AˆX+33)




Similarly, Cy(Cz) ∈ D corresponding to C0y( resp. C0z) can be written
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in the same form by replacing X with Y (resp. Z). Therefore, from C0z =
µC0x+(1−µ)C0y, we can infer that Cz = µCx+(1−µ)Cy. By the generalized
Slater constraint qualification, there is no duality gap between (2.9) and
(2.11).
Now we are ready to show that the corresponding point in D to the
interior point C0x ∈ D2, denoted as Cx, lies in the relative interior in D.
Using the characterization proposed by Rockafellar (1970), we consider the
term µCx+(1−µ)Cy, µ > 1 for any Cy ∈ D. Look at the corresponding point
inD2 to Cy ∈ D, denoted as C0y. Since C0x lies in the interior ofD2, according
to the necessary condition of the interior point by Rockafellar (1970), ∃µ > 1
such that µC0x + (1− µ)C0y ∈ D2. Denote C0z = µC0x + (1 − µ)C0y. Then
according to Lemma 6.3, the corresponding point to C0z ∈ D2 in D, denoted
as Cz ∈ D, satisfies Cz = µCx + (1 − µ)Cy. Therefore, µCx + (1 − µ)Cy ∈
D, µ > 1. Then according to the characterization theorem in Rockafellar
(1970), Cx lies in the relative interior of D.
Proof. Proof of Proposition 2.2
Under the network structure and cost structure specified in the condi-
tion, the feasible region of problem (2.7) is specified in (2.6). Since y, z ∈
{0, 1}n, we can add two sets of valid constraints y+s(1) = 1 and z+s(2) = 1,
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s.t yj + s
(1)
j = 1, j ∈ V0
zj + s
(2)
j = 1, j ∈ V0
1− yj + zj + sj = wsj, j ∈ V0
(1− wij)(1− yj + zj)(1− zi) = 0, (i, j) ∈ A0
y, z ∈ {0, 1}n
(6.4)
















































where eni ∈ Rn is a unit vector with ith element equal to 1, fi = 1, fˆi = −1
for i = 1, . . . , n, and H = A0 ∩ {(i, j) | wij = 0}. To see the structure of the
copositive matrix in (2.11) more clearly, we refine dual variable β(1), β(2) and











































And W is defined as

diag(β4 + β6 + β7) − 12 (H ◦ Γ)T − diag(β6) diag(β4) O −diag(β6)
− 12 (H ◦ Γ)− diag(β6)
 diag(β5 + β6 + β8)
+ 12 (H ◦ Γ + (H ◦ Γ)T)
 O diag(β5) diag(β6)
diag(β4) O diag(β4) O O
O diag(β5) O diag(β5) O
−diag(β6) diag(β6) O O diag(β6)

The objective in (2.11) becomes
α0 + µ
Tβ0 + Σ • Γ0 + 1Tn(β1 + β2 + β4 + β5) + (ws − 1n)Tβ3
+(ws − 1n)Tdiag(β6)(ws − 1n) + 1Tn(H ◦ Γ)1n
where H is an indicator matrix, Hi,j = 1 if (i, j) ∈ H.
The key element of this proof is to construct a feasible solution to (2.11)
after deleting arc (a, b)—i.e., adding constraint Γab = 0—whose objective is
increased by not more than (1
4
+ wsb)|Γ∗ab| compared to the optimal value of
(2.11) before deleting arc (a, b). Denote the optimal copositive matrix in
(2.11) before deleting arc (a, b) as C∗. Then according to the definition of the




















1b − β∗3b − β∗7b + Γ∗a,b)vyb + (β∗2a + β∗3a − β∗8a + Γ∗a,b)vza














Denote the optimal value of Problem (2.11) under graph G as ZCD(G) and
the optimal value of Problem (2.11) under graph G \ (a, b) as ZrCD(G). We
separately consider the two cases: Γ∗ab ≤ 0 and Γ∗ab > 0.
(1) Γ∗ab ≤ 0
Consider such a set of values of dual variables, αˆ0 = α
∗
0, βˆi = β
∗
i , i = 0, . . . , 8,
Γˆ = Γ∗,Γˆ0 = Γ∗0 except
βˆ3b = β
∗






Γ∗ab, βˆ1b = β
∗
1b − 14Γ∗ab, Γˆab = 0
Denote the copositive matrix formed by αˆ0, βˆi, i = 0, . . . , 8, Γˆ,Γˆ0 as Cˆ, then













vyb− vza)2 ≥ 0. Hence Cˆ is a feasible solution to (2.11). And the objective
change is









(2) Γ∗ab > 0
Consider such a set of values of dual variables, αˆ0 = α
∗
0, βˆi = β
∗
i , i = 0, . . . , 8,


















ab, Γˆab = 0.
Then
vTC∗v − vTCˆv = Γ∗ab(−v2za − v2zb + vzavzb − vzavyb − 2v3a − v1b) ≤ 0
The inequality holds due to Γ∗ab > 0, v ≥ 0 and −v2za − v2zb + vzavzb =
−(vzb − 12vza)2 − 34v2za ≤ 0. And the objective change is
∆ = −Γ∗ab + (βˆ1b − β∗1b) + (wsb − 1)(βˆ3a − β∗3a) = 2(wsb − 1)Γ∗ab ≤ 0
since wsb ∈ {0, 1}. Therefore, in both cases, we manage to construct a
6. Appendices 141
feasible solution to (2.11) such that the corresponding objective change ∆ ≤
(1
4
+wsb)|Γ∗ab|. Notice that (2.11) is a minimization problem, hence ZrCD(G)−
ZCD(G) ≤ ∆ ≤ (14 + wsb)|Γ∗ab|.
Proof. Proof of Proposition 2.3 Condition (ii) fails in the roving team de-
ployment problem due to the presence of a slack variable. Hence to prove
strong duality, we need to check whether the conditions in Theorem 2.2 hold.














j = 1, j ∈ V0
zj + s
(2)
j = 1, j ∈ V0
−yj + zj + sj = 0, j ∈ V0
(1− yj + zj)(1− zi) = 0, (i, j) ∈ A0
y, z ∈ {0, 1}n

Ignoring slack variables, the feasible solution (y, z) satisfies:
zj ≤ yj, j ∈ V0 (6.5)
(1− yj + zj)(1− zi) = 0, (i, j) ∈ A0 (6.6)
y, z ∈ {0, 1}2n (6.7)
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For each node i, we define the predecessor of node i as follows: Node j is
the predecessor of node i if there exists a path from j to i. Similarly, node j
is defined as the successor of node i if there exists a path from i to j. Denote
e(Si) as the indicator vector for the successor of node i, i.e., e(Si)j = 1 if node
j is the successor of node i; otherwise, e
(Si)
j = 0. And we define e
(Si)
i = 1.









 , ∀i =






 ,∀i = 1, .., n.
where the first subvector in Rn refers to the y value and the second
subvector refers to the z value. We first show that they satisfy Constraints
(6.5) to (6.7). Notice that for each fixed node i, i = 1, ..., n, the rest of
the nodes can be divided into three groups: predecessors (denoted as P(i)),
successors (denoted as S(i)), and other “irrelevant” nodes.
Consider each fixed vector vi, i = 1, ..., n. Where zi = 0, yi can be either
1 or 0. For each pairwise nodes (a, b) ∈ A0, if a ∈ S(i), then za = 0, ya = 1
and zb = 0, yb = 1, satisfying all the constraints from (6.5) to (6.7). If
a ∈ P(i), then za = 1, ya = 1, then yb, zb can be any 0 − 1 value as long
as yb ≥ zb, hence in the constructed solution, constraints (6.5) to (6.7) hold.
If a ∈ {i} ∪ P(i) ∪ S(i), b 6∈ {i} ∪ P(i) ∪ S(i), then node a must be the
predecessor to i, i.e., a ∈ P(i), then ya = 1, za = 1, hence yb = 1, zb = 1 also
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satisfy all the constraints from (6.5) to (6.7). If a 6∈ {i} ∪ P(i) ∪ S(i), b ∈
{i} ∪ P(i) ∪ S(i), then node b must be the successor to i, i.e., b ∈ S(i), then
yb = 1, zb = 0, while ya = 1, za = 1 still satisfy all the constraints. In the
last case a, b 6∈ {i} ∪ P(i) ∪ S(i), then ya = 1, za = 1, yb = 1, zb = 1 is still
feasible. Using a similar argument, we can show that vn+i, i = 1, ..., n are
also feasible to D2.
Then we show that these 2n + 1 vectors v0, vi and vn+i, i = 1, ..., n
span R2n. Denote J as the matrix in Rn×n with all the entries equal to be 1.
Define the Reachability matrix R as follows: Rij = 1 if there exists a path
from i to j and we let Rii = 1. Then we can write vi,vn+i, i = 1, ..., n in
matrix form as
 J − I J
J −RT J −RT

Before we move on to the proof of independence, we first show
Lemma 6.4. Denote I as the identity matrix in Rn×n. If B1 ∈ Rn×n, B2 ∈
Rn×n are both nonsingular, then
 B1 B3
B4 B2
 has the same rank as
 I A1
0 −A2A1 + I
,
where A1, A2 satisfy A1 = B
−1
1 B3, A2 = B
−1
2 B4.
Proof. Since B1 is nonsingular, the columns vi, i = 1, ..., n are linearly inde-
pendent. And they can be regarded as a set of basis in Rn×n, hence each
6. Appendices 144
column in B3 can be represented as a linear combination of vi, i = 1, ..., n,




















the coefficient matrix as A1, then B3 = B1A1; similarly, there exists a unique







 = 0, where x(1),x(2) ∈ Rn. We write the
linear equation system in the form of a linear combination of vectors
x
(1)
1 v1 + ...+ x
(1)
n v1 + (a
(1)




1 + ...+ (a
(1)


























n )vn = 0































 = 0. Hence
 B1 B3
B4 B2







0 −A2A1 + I
 can be obtained by applying a sequence
of elementary row operations to the matrix
 I A1
A2 I
. Since applying ele-




has the same row rank as
 I A1
0 −A2A1 + I

Note that J−I is nonsingular and we assume that J−RT is also nonsin-
gular. According to the lemma above, the matrix
 J − I J
J −RT J −RT
 has
the same rank with
 I (J − I)−1J
0 I − (J − I)−1J
, which is nonsingular. Hence
 J − I J
J −RT J −RT
 is of full row rank. Therefore the constructed vectors
vj1,vj2, j = 1, ..., n and v0 span R2n, with v0 strictly positive.
Therefore, the constructed vi, i = 0, 1, . . . , 2n satisfy Condition (ii’). On
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the other hand, Condition (1) implies the moment matrix lies in the interior
of a completely positive cone (satisfying Dickinson (2010)’s characterization
(2.12) and moment conditions). Therefore, strong duality holds according to
Theorem 2.2.
Proof. Proof of Proposition 2.4
Condition (ii) fails in the process flexibility problem due to the presence
of slack variables. Hence, to prove strong duality, we need to check whether
the conditions in Theorem 2.2 hold. We write the feasible region in (2.7) in












j = 1, j ∈ J
zj + s
(2)
j = 1, j ∈ I
(1− yj)(1− zi) = 0, (i, j) ∈ A0
y ∈ {0, 1}m , z {0, 1}n

Ignoring slack variables, the feasible solution (y, z) satisfies:
(1− yj)(1− zi) = 0, (i, j) ∈ A0 (6.8)
y ∈ {0, 1}m , z {0, 1}n (6.9)
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 − ej,∀j =
1, ..,m − 1,vm+i =
 1m
1n
 − em+i,∀i = 1, .., n, where the first subvector
in Rm refers to y value and the second subvector n Rn refers to z value.
First we show that this set of vectors satisfies Constraints (6.8) and (6.9).
We let each element in vl represent a node in V0: vl,m+i represents supply
node i, and vl,j corresponds to demand node j. Then for any (i, j) ∈ A0,
at least one of vl,m+i and vl,j is 1. In other words, the constructed vectors
satisfy Constraint (6.8). Besides that, all the vectors vl are nonnegative and
binary, which satisfies Constraint (6.9). Notice that vl, ∀l = 1, ..,m + n are
linearly independent, and the first vector v1 is strictly positive. Therefore,
the constructed vi, i = 1, . . . ,m + n satisfy Condition (ii’). Combined with
the condition that the moment lies in the interior of completely positive cone
C∗m, strong duality holds according to Theorem 2.2.
Proof. Proof of Proposition 2.5
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fi = 1, for i = 1, . . . , n and fˆi = −1 for i = 1, . . . ,m. And H = A0. Where
eni(e
m
i) denote unit vector in Rn(Rm). To see the structure of copositive





































diag(β3 + β5) −12(H ◦ Γ)T diag(β3) O
−1
2
(H ◦ Γ) diag(β4 + β6) O diag(β4)
diag(β3) O diag(β3) O
O diag(β4) O diag(β4)

And objective in (2.11) becomes
α0 + µ
T
dβ0 + Σd • Γ0 + 1Tm(β1 + β3) + 1Tn(β2 + β4) + 1Tn(H ◦ Γ)1m
where H is an indicator matrix, Hi,j = 1 if (i, j) ∈ H.
The key element in this proof is to construct a feasible solution to (2.11)
after deleting arc (a, b), with the objective to increase not more than |Γ∗ab|
compared to the optimal value of (2.11) before deleting arc (a, b). Denote
the optimal copositive matrix in (2.11) before deleting arc (a, b) as C∗. Then
according to the definition of the copositive matrix, vTC∗v ≥ 0,∀v ≥ 0.













where vµ,vy,vz,vi ∈ Rn+, i = 1, 2. And list the terms in vTC∗v related to
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Γ∗a,b as follows:












Denote the optimal value of Problem (2.11) under graph G as ZCD(G) and
the optimal value of Problem (2.11) under graph G \ (a, b) as ZrCD(G). We
separately consider the two cases: Γ∗ab ≤ 0 and Γ∗ab > 0.
(1) Γ∗ab ≤ 0
Consider such a set of values of dual variables, αˆ0 = α
∗
0, βˆi = β
∗
i , i = 0, . . . , 6,
Γˆ = Γ∗,Γˆ0 = Γ∗0 except
βˆ5b = β
∗
5b − Γ∗ab, βˆ6a = β∗6a − Γ∗ab, Γˆab = 0
Denote the copositive matrix formed by αˆ0, βˆi, i = 0, . . . , 8, Γˆ,Γˆ0 as Cˆ, then
vTC∗v − vTCˆv = Γ∗ab(v2yb + v2za − vzavyb) ≤ 0
The inequality holds due to Γ∗ab ≤ 0, v2yb+v2za−vzavyb = 34v2yb+(12vyb−vza)2 ≥
0. Hence Cˆ is a feasible solution to (2.11). And the objective change is
∆ = −Γ∗ab = |Γ∗ab|
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(2) Γ∗ab > 0
Consider such a set of values of dual variables, αˆ0 = α
∗
0, βˆi = β
∗
i , i = 0, . . . , 6,









ab, Γˆab = 0
then
vTC∗v − vTCˆv = Γ∗ab(−vzavyb − v2a − v1b) ≤ 0
The inequality holds due to Γ∗ab > 0, v ≥ 0 . And the objective change is
∆ = −Γ∗ab + (βˆ1b − β∗1b) + (βˆ2a − β∗2a) = Γ∗ab
Therefore, in both cases, we manage to construct a feasible solution to (2.11)
such that the corresponding objective change ∆ = |Γ∗ab|. Notice that (2.11)
is a minimization problem, hence ZrCD(G)− ZCD(G) ≤ ∆ = |Γ∗ab|.
Proof. Proof of Proposition 3.1







(vjxj + jxj + EFj [˜j − j]+), (6.10)
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since at optimality we must have δ =
∑
j EFj [˜j − j]+. For each feasible
x ∈ ∆N , the inner minimization problem is separable in the j variables.









jxj + EFj [˜j − j]+
))
. (6.11)
The jth inner problem is a convex minimization problem in one variable with
the optimal value ˆj satisfying:





Note that for xj = 0, the jth inner problem has objective 0 with the optimal
ˆj =∞ and for xj = 1, the jth inner problem has objective EFj [˜j] with the
optimal ˆj = −∞. Plugging back into the objective function, we get the jth
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inner minimization problem is equivalent to:
















which provides the desired formula. Convexity can be easily verified by taking
second order derivative of the objective function.
Proof. Proof of Proposition 3.2
To prove the convexity, we first prove three lemmas
Lemma 6.5. Let Fj(x) for j = 1, . . . , N be the marginal distributions. Then,
function xF−1j (1−x) for j = 1, . . . , N is concave if and only if function 11−Fj(x)
for j = 1, . . . , N is convex.
Proof. For the smooth inverse function F−1(x), the derivative is given as
(F−1)′(x) = 1/F ′(F−1(x)). Denote h(x) := xF−1(1− x). Then,
h′(x) = F−1(1− x) + x(F−1(1− x))′,
= F−1(1− x)− x
F ′(F−1(1− x)) . (6.13)
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Calculating the second derivatives,
h′′(x) = − 2
F ′(F−1(1− x)) −
xF ′′(F−1(1− x))
(F ′(F−1(1− x)))3 ,
= −2F
′(F−1(1− x))2 + xF ′′(F−1(1− x)))
[F ′(F−1(1− x))]3 . (6.14)
Let y = F−1(1−x), then 1−x = F (y). Since F (·) is cumulative distribution
function, F ′(·) ≥ 0. Therefore h(x) is concave in [0, 1] if and only if
2F ′(F−1(1− x))2 + xF ′′(F−1(1− x)) = 2F ′(y)2 + (1− F (y))F ′′(y) ≥ 0, ∀y.
(6.15)












2F ′(y)2 + (1− F (y))F ′′(y)
(1− F (y))3 . (6.17)
So 1/(1− F (y)) is convex if and only if inequality (6.15) holds.
Lemma 6.6. xF−1i (1 − x) is a concave function if the tail distribution F¯j(·)
for j = 1, . . . , N is log-concave.
Proof. When the tail distribution F¯j(x) for j = 1, . . . , N is log-concave, we
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have:
(ln(1− Fj(y)))′′ = −
F ′j(y)
2 + (1− Fj(y))F ′′j (y)
(1− Fj(y))2 ≤ 0.
Hence:
0 ≤ F ′j(y)2 + (1− Fj(y))F ′′j (y) ≤ 2F ′j(y)2 + (1− Fj(y))F ′′j (y).
From the proof of Lemma 6.5, xF−1i (1− x) is concave.
We can finish the proof by showing





is jointly convex in all xi, i = 1, . . . , N . Similarly,if g(x) is a concave function
in x, then g(
N∑
i=1
xi) is also jointly concave in all xi, i = 1, . . . , N .
Proof. Take the Hessian matrix of g(
N∑
i=1














xi) follows the convexity of g(x).
This concludes the proof.
Proof. Proof of Proposition 3.3
As Problem (3.10) is a convex optimization problem, KKT condition is suffi-
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cient for the optimal solution to (3.10), in other words, the solutions satisfies
KKT condition (6.19) must be one of the optimal solutions. On the other
hand, for each solution satisfying KKT condition(6.19), we have
µˆS + µˆT = µˆS∪T + µˆS∩T ,∀S, T ⊆ [n] \ ∅, S ∩ T 6= ∅
µˆS + µˆT = µˆS∪T + λˆ,∀S, T ⊆ [n] \ ∅, S ∩ T = ∅
(6.18)
Denote x∗, µˆ, λˆ as the corresponding solution in (6.19). Consider the optimal-
ity condition of consumer’s choice model (3.7), which provides the function
of prices. It can be easily checked that µS = µˆS,∀S ⊆ [n] \ ∅. λ = 0 satisfies







x∗B) + µˆS,∀S ⊆ [n] \ ∅
According to (6.18), we have
pS + pT = pS∪T + pS∩T ,∀S, T ⊆ [n] \ ∅, S ∩ T 6= ∅
pS + pT − pS∪T = λˆ ≥ 0,∀S, T ⊆ [n] \ ∅, S ∩ T = ∅
Proof. Proof of Proposition 3.4
Problem (3.10) is a convex optimization problem, again we can solve equa-
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tions under KKT condition to get the optimal solution(s). Denote the dual
variable for first inequality constraint to be λˆ, the dual variable for nonneg-
ativity constraint to be µˆS, Define Gi(x) = xF
−1
i (1 − x), gi(x) = dGi(x)dx the






xB)− λˆ+ µˆS = 0,∀S ⊆ [n] \ ∅






xS − 1) = 0
µˆSxS = 0,∀S ⊆ [n] \ ∅
λˆ ≥ 0, µˆS, xS ≥ 0,∀S ⊆ [n] \ ∅
(6.19)
Consider the case with wi = 0,∀i = 1, . . . , n. Define qi = arg max(1 −
x)F−1i (x), then gi(1 − qi) = 0. W.L.O.G, we assume q1 ≤ q2 ≤ . . . ,≤ qn
Consider λˆ = 0, µˆS = 0, ∀S ⊆ [n] \ ∅ x{1,2,...,i} = qi+1 − qi,∀i = 1, . . . , n − 1,
x{1,2,...,n} = 1 − qn, xS = 0 for all the other bundles S. Therefore, for any
i = 1, . . . , n,
∑
S,i∈S
xS = 1 − qi, in other words, gi(
∑
B:i∈S
xS) = 0,∀i = 1, . . . , n
for the constructed solutions. Therefore, the constructed solution satisfies
KKT conditions defined in (6.19), which implies they are optimal solutions
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which is the optimal revenue under pure component pricing scheme.
Proof. Proof of Theorem 4.2
(1) Proof of convexity
We can prove the convexity by showing the concavity of xF−1j (1−x) and the
convexity of xF−10 (x). According to Lemma 6.5 and Lemma 6.6, xF
−1
j (1 −
x) for j = 1, . . . , N is concave if the tail distribution F¯j(·) is log-concave.
Following a similar vein, we can show that




is convex if the distribution F0(·) is log-concave.




Therefore, the pricing problem (4.4) is a convex optimization problem
in the market share x.
(2) Proof of polynomial time property
Denote hj(x) = xF
−1




j(x),∀j = 0, . . . , N . Let µ denote the dual variable for the equality
constraint in formulation (4.4). The optimality conditions of (4.4) yields
−αwj + h′j(xj) + µ = 0, ∀j = 1, . . . , N,
−h′0(x0) + µ = 0.
(6.20)
Reorganize (6.20) to get
xj = g
−1





Since at optimality, x also satisfies the feasibility condition
∑
j xj = 1, we




g−1j (αwj − vj − µ) + g−10 (µ) = 1. (6.22)
On the other hand, since hj(x) for j = 1, . . . , N is concave, gj(x) for j =
1, . . . , N is non-increasing in x. Similarly, the convexity of h0(x) implies that
g0(x) is nondecreasing in x. Therefore, G(µ) is an increasing function in µ.

















With the optimal dual variable µ, the optimal market share x is obtained
from (6.21).
6.2 Detailed Formulation


























where eni ∈ Rn is a unit vector. The completely positive program equivalent
to the worst-case expected value of (2.14) can be written as
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ZC1 = sup 1
Tµd − I • Y
s.t. aTi p = 1,∀i ∈ {1, .., 3n}
aTi Xai = 1,∀i ∈ {1, .., 3n}
Xii = pi,∀i ∈ {1, .., 2n}
pj − pn+j + pn+i −Xn+i,j +Xn+i,n+j = 1,∀i, j ∈ A0
(µ,Σ) ∈ Ω(µd,Σd)
1 µT pT





















where βi ∈ Rn, i = 1, . . . , 8. Denote the dual variable of each constraint in
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diag(β4 + β6 + β7) − 12 (H ◦ Γ)T − diag(β6) diag(β4) O −diag(β6)
− 12 (H ◦ Γ)T − diag(β6)
 diag(β5 + β6 + β8)
+ 12 (H ◦ Γ + (H ◦ Γ)T)
 O diag(β5) diag(β6)
diag(β4) O diag(β4) O O
O diag(β5) O diag(β5) O
−diag(β6) diag(β6) O O diag(β6)

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Then its dual formula can be written as
ZCD1 = min α0 + µ
T
dβ0 + Σd • Γ0 + 1Tβ1 + 1Tβ2 + 1Tβ4 + 1Tβ5





2 (β0 + η








(1) + η(3)) Γ0 + diag(η
(4) − η(1)) O diag(η(4))
1
2w O W O
1
2 (η




0 0T 0T O
0 O 12I O
0 12I O O



































Then the completely positive program equivalent to the worst case expected
value of (2.19) can be written as
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ZC2 = max −cˆTp− Iˆ • Y
s.t. 1− pj − pm+i +Xm+i,j = 0, ∀(i, j) ∈ A0
aTi p = 1, ∀i ∈ {1, ...,m+ n}
aTi Xai = 1, ∀i ∈ {1, ...,m+ n}












































diag(β3 + β5) −12(H ◦ Γ)T diag(β3) O
−1
2
(H ◦ Γ) diag(β4 + β6) O diag(β4)
diag(β3) O diag(β3) O
O diag(β4) O diag(β4)

Then its dual formula can be written as
ZCD2 = min α0 + µ
Tβ0 + Σ • Γ0 + 1Tm(β1 + β2) + 1Tn(β3 + β4) + 1Tn(H ◦ Γ)1m
s.t.

α0
1
2
βT0
1
2
wT
1
2
β0 Γ0 O
1
2
w O W
+

0 0T 1
2
cˆT
0 O 1
2
Iˆ
1
2
cˆ 1
2
Iˆ O
 <co 0
(6.26)
