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RANDOMIZED HAMILTONIAN MONTE CARLO
By Nawaf Bou-Rabee‡,∗ and Jesu´s Mar´ıa Sanz-Serna§,†
Rutgers University Camden∗ and Universidad Carlos III de Madrid†
Tuning the durations of the Hamiltonian flow in Hamiltonian
Monte Carlo (also called Hybrid Monte Carlo) (HMC) involves a
tradeoff between computational cost and sampling quality, which is
typically challenging to resolve in a satisfactory way. In this article we
present and analyze a randomized HMC method (RHMC), in which
these durations are i.i.d. exponential random variables whose mean
is a free parameter. We focus on the small time step size limit, where
the algorithm is rejection-free and the computational cost is propor-
tional to the mean duration. In this limit, we prove that RHMC is
geometrically ergodic under the same conditions that imply geomet-
ric ergodicity of the solution to underdamped Langevin equations.
Moreover, in the context of a multi-dimensional Gaussian distribu-
tion, we prove that the sampling efficiency of RHMC, unlike that of
constant duration HMC, behaves in a regular way. This regularity
is also verified numerically in non-Gaussian target distributions. Fi-
nally we suggest variants of RHMC for which the time step size is
not required to be small.
1. Introduction. In the present article we suggest a randomized ver-
sion of the Hamiltonian Monte Carlo (also called Hybrid Monte Carlo) al-
gorithm that, under very general hypotheses, may be proved to be geomet-
rically ergodic. The Hamiltonian Monte Carlo (HMC) algorithm is a general
purpose Markov Chain Monte Carlo (MCMC) tool for sampling from a prob-
ability distribution Π [10, 21, 30, 33]. It offers the potential of generating
proposed moves that are far away from the current location of the chain
and yet may be accepted with high probability. The algorithm is based on
integrating a Hamiltonian system and possesses two free parameters: the
duration of the Hamiltonian flow and the time step size of the integrator.
Unfortunately, the performance of HMC depends crucially on the values
assigned by the user to those parameters; while for some parameter values
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HMC may be highly efficient, it is well known that, as discussed below, there
are values for which the algorithm, in its simplest form, is not even ergodic.
The Randomized Hybrid Monte Carlo (RHMC) addresses these shortcom-
ings of HMC.
We target probability distributions of the form
(1) Π(dq) = C−10 exp(−Φ(q))dq , C0 =
∫
RD
exp(−Φ(q))dq ,
where the negative loglikelihood Φ : RD → R is seen as a potential energy
function. We assume that Φ is at least differentiable and such that C0 <∞.
As is the case with other MCMC methods, HMC does not require knowing
the normalization factor C0. HMC enlarges the state space from RD to R2D
and considers the Boltzmann-Gibbs distribution in this space
(2) ΠBG(dq, dp) = C
−1
0 (2pi)
−D/2 exp(−H(q, p))dqdp ,
where the artificial Hamiltonian function (or total energy) H : R2D → R is
taken to be
(3) H(q, p) =
|p|2
2
+ Φ(q) .
The vector p plays the role of a mechanical momentum and the term |p|2/2
is the corresponding kinetic energy. The target Π is the marginal of ΠBG
on q; the marginal on p is, of course, the standard D-dimensional Gaussian
N (0, 1)D. More complicated kinetic energies of the form (1/2)pTM−1p, with
M a symmetric positive definite mass matrix, may also be used, but, for
notational simplicity, we restrict our study to the Hamiltonian (3).
The basic idea of HMC is encapsulated in the following procedure, where
the duration λ > 0 is a (deterministic) parameter whose value is specified
by the user.
Algorithm 1.1 (HMC). Given the duration parameter λ > 0 and the
current state of the chain X0 ∈ RD, the method outputs a state X1 ∈ RD
as follows.
Step 1 Generate a D-dimensional random vector ξ0 ∼ N (0, 1)D.
Step 2 Evolve over [0, λ] Hamilton’s equations associated to (3)
(4)
q˙ = p,
p˙ = −∇Φ(q),
with initial condition (q(0), p(0)) = (X0, ξ0).
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Step 3 Output X1 = q(λ).
Since Step 2 conserves the Boltzmann-Gibbs distribution, it is clear that
the mapping X0 7→ X1 preserves the target Π and therefore may be used to
generate a Markov Chain having Π as an invariant distribution (in fact the
resulting chain is actually reversible with respect to Π). Note that Step 1
is easy to perform since it only involves generating a D-dimensional normal
random vector. This step is the only source of randomness in determining
X1 conditional on X0. The Hamiltonian flow in Step 2 is what, in principle,
enables HMC to make large moves in state space that reduce correlations in
the Markov chain {Xi}. Roughly speaking, one may hope that, by increasing
λ, X1 moves away from X0, thus reducing correlation. However, simple ex-
amples show that this outcome is far from assured. Indeed, for the univariate
normal distribution with Φ(q) = q2/2, Hamilton’s equations coincide with
those of the harmonic oscillator, (d/dt)q = −p, (d/dt)q = p, and the flow is
a rotation in the (q, p) plane with period 2pi. It is easy to see (see Section
5 for a fuller discussion) that, if X0 is taken from the target distribution,
as λ increases from 0 to pi/2, the correlation between X1 and X0 decreases
and for λ = pi/2, X1 and X0 are independent. However increasing λ beyond
pi/2 will cause an increase of the correlation and for λ = pi, X1 = −X0 and
the chain is not ergodic. For general distributions, it is likely that a small λ
will lead to a highly correlated chain, while choosing λ too large may cause
the Hamiltonian trajectory to make a U-turn and fold back on itself, thus
increasing correlation [16].
In practice, a formula for the exact solution used in Step 2 is unavail-
able and a numerical solution is used instead. Thus, in addition to the
duration λ of the Hamiltonian flow in Step 2, another key parameter in
the HMC method is the time step size ∆t used to generate this numeri-
cal solution. To correct the bias introduced by time discretization error, a
Metropolis-Hastings accept-reject step is also added [27, 15]. In order to keep
the Metropolis-Hastings ratio simple, typically a volume-preserving and re-
versible method is used to numerically simulate Hamilton’s equations in Step
2 [12]. The integrator of choice is the Verlet method, which is second-order
accurate and, like Euler’s rule, only requires one new evaluation of the gra-
dient ∇Φ(q) per step. Unfortunately, time discretization does not remove
the complex dependence of correlation on the duration parameter λ. For
instance, in the preceding example where Φ(q) = q2/2, it is easy to check
that if λ is close to an integer multiple of pi and ∆t > 0 is suitably cho-
sen, the Verlet numerical integration will result, for each X0, in X1 = −X0
(a move that will be accepted by the Metropolis-Hasting step). To avoid
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such poor performance, HMC is typically operated with values of ∆t that
are randomized [22, 30]. Since, due to stability restrictions, explicit inte-
grators cannot operate with arbitrarily large values of the time step, ∆t is
typically chosen from a uniform distribution in an (often narrow) interval
(∆tmin,∆tmax). In any case, the fact remains that increasing the duration
parameter will increase the computational cost and may impair the quality
of the sampling.
In this paper we randomize the duration of the Hamiltonian flow, cf. [22,
8, 30]. More precisely, in RHMC the lengths of the time intervals of integra-
tion of the Hamiltonian dynamics at the different steps of the Markov chain
are identically distributed exponential random variables; these durations are
mutually independent and independent of the state of the chain. In what
follows we are primarily interested in the case where the procedure uses
the exact Hamiltonian flow (or, in practical terms, where the integration is
carried out with such a small value of ∆t which ensures that essentially all
steps of the chain result in acceptance). This leaves the mean duration as
the only free parameter. In this exact integration scenario, we prove that,
regardless of the choice of the mean duration, RHMC is geometrically er-
godic. Furthermore, we show that the dependence of the performance of
RHMC on this mean duration parameter is simpler than the dependence of
the performance of HMC on its constant duration parameter. A full discus-
sion of the situation where time-discretization errors are taken into account
requires heavy use of numerical analysis techniques and will be the subject
of a future publication. Nevertheless in Section 6 we present two variants
of RHMC, based on the ideas of Markov Chain Approximation methods
(MCAM) [19, 7], that replace the Hamiltonian flow by a numerical approx-
imation and may be treated with the infinitesimal tools we employ in the
exact integration scenario.
Section 2 provides a description of the RHMC method and its infinitesimal
generator L. In Section 3 we prove that the measure ΠBG is infinitesimally
invariant for L. We then construct a Lyapunov function for RHMC that
is of the same form as that used for the Langevin equations and requires
similar assumptions on the potential energy function [35, 26, 37]. Here it is
important to point out that, while the Langevin dynamics explicitly includes
friction, the dissipative behavior of RHMC comes from the randomization
of the momentum. In particular, if the chain is at a location of high po-
tential energy, the Hamiltonian dynamics will typically change a large part
of the potential energy into kinetic energy; then, with high probability, the
next momentum randomization will decrease the kinetic energy. With this
Lyapunov function, we extend a local semimartingale representation of the
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process. It also follows that Dynkin’s formula holds for functions that satisfy
a mild growth condition. Using Dynkin’s formula we prove that the measure
ΠBG is invariant for RHMC. Using a generating function for the Hamilto-
nian flow and a Duhamel formula for the Markov semigroup associated with
the RHMC process, we prove that the transition probability distribution of
RHMC satisfies a minorization condition. We then invoke Harris’ theorem
to conclude that RHMC is geometrically ergodic with respect to ΠBG, for
any choice of the mean duration parameter λ.
Section 4 considers the model problem of a multi-dimensional Gaussian
target distribution [22, 30]. For both RHMC and HMC, explicit formulas are
derived for (i) the integrated autocorrelation time associated to the standard
estimator of the mean of the target distribution; and (ii) the equilibrium
mean-squared displacement. These formulas imply that the sampling effi-
ciency of RHMC behaves in a simple way, while the sampling efficiency
of HMC displays complicated dependence on the duration parameter. Sec-
tion 5 presents numerical tests for a two-dimensional double well potential
energy and a potential energy used in the chemistry literature for a pen-
tane molecule. These tests support our theoretical findings. Two variants of
RHMC that do not assume that integration errors are negligible are sug-
gested in Section 6. The first of them is easily proved to have a Lyapunov
function under suitable hypotheses but introduces a bias in the target dis-
tribution; the second removes the bias by allowing momentum flips at a rate
dictated by a Metropolis-Hastings ratio. There is an Appendix devoted to
Harris theorem.
To summarize, the main theoretical contributions of this paper are the
following.
• a proof of a Foster-Lyapunov drift condition for the infinitesimal gen-
erator of RHMC;
• a solution to a martingale problem for RHMC;
• a proof that infinitesimal invariance of the measure ΠBG and Dynkin’s
formula imply that the measure ΠBG is invariant for RHMC;
• a minorization condition for RHMC;
• a proof that ΠBG is the unique invariant measure of RHMC and that
RHMC is geometrically ergodic (which combines all of the previous
results); and,
• introduced two practical implementations of RHMC, including one
that is unbiased.
Let us finish this introduction by pointing out that the RHMC method is
related to Anderson’s impulsive thermostat common in molecular dynamics,
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which describes a molecular system interacting with a heat bath [2, 20, 11].
The molecular system is modeled using Hamiltonian dynamics, and its inter-
action with a heat bath is modeled by collisions that cause an instantaneous
randomization of the momentum of a randomly chosen particle. The times
between successive collisions are assumed to be i.i.d. exponential random
variables. In Ref. [11], E and Li prove that the Anderson thermostat on a
hyper-torus is geometrically ergodic. Since the state space is bounded, the
main issue in that proof is the derivation of a minorization condition for
the process. Our proof of geometric ergodicity of the RHMC method can be
modified to extend their result to an unbounded space.
2. RHMC Method. Here we provide step-by-step instructions to pro-
duce an RHMC trajectory, and afterwards, introduce the infinitesimal gen-
erator L of RHMC.
The RHMC method generates a right-continuous with left limits (ca`dla`g)
Markov process Zt. While Algorithm 1.1 was formulated in RD, the process
Zt = (Qt, Pt) is defined in the enlarged space R2D to include the possibility
of partial randomization of the momentum, as in the generalized Hybrid
Monte Carlo of Horowitz [17, 18, 1]. This process Zt can be simulated by
iterating the following steps. The mean duration λ > 0 and the Horowitz
angle φ ∈ (0, pi/2] are deterministic parameters.
Algorithm 2.1 (RHMC). Given the current time t0 and the current
state Zt0 = (Qt0 , Pt0), the method computes the next momentum random-
ization time t1 > t0 and the path of the process Zs = (Qs, Ps) over (t0, t1]
as follows.
Step 1 Update time via t1 = t0 + δt0 where δt0 ∼ Exp(1/λ).
Step 2 Evolve over [t0, t1] Hamilton’s equations 4) associated with (3) with
initial condition (q(t0), p(t0)) = (Qt0 , Pt0).
Step 3 Set
Zs = (Qs, Ps) = (q(s), p(s)) for t0 ≤ s < t1 .
Step 4 Randomize momentum by setting
Zt1 = (q(t1), cos(φ)p(t1) + sin(φ)ξ)
where ξ ∼ N (0, 1)D.
Step 5 Output X1 = q(t1).
On test functions f ∈ C1(R2D), the infinitesimal generator of Z is given
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by
(5)
Lf(q, p) =
momentum randomization operator︷ ︸︸ ︷
λ−1E {f(Γ(q, p))− f(q, p)} + pT∇qf(q, p)−∇qΦ(q)T∇pf(q, p)︸ ︷︷ ︸
Liouville operator
,
The expectation in the momentum randomization operator is over the ran-
dom variable Γ(q, p) defined as
(6) Γ(q, p) = (q, cos(φ)p+ sin(φ)ξ) ,
where ξ ∼ N (0, 1)D and φ ∈ (0, pi/2]. A sample path of this process is
given by the Hamiltonian flow associated with (3) with intermittent and
instantaneous jumps in momentum. The random times between successive
jumps are independent and exponentially distributed with mean λ. The
Horowitz angle φ is a deterministic parameter that governs how much the
momentum immediately after a jump depends on the value of the momentum
immediately prior to a jump. The case φ = 0 in (6) has to be excluded
because it leads to Γ(q, p) = (q, p) and then the generator L reduces to the
Liouville operator associated with the Hamiltonian H, which is in general
not ergodic with respect to ΠBG. Note that, if φ = pi/2, the random vector
Γ(q, p) does not depend on p (complete momentum randomization).
3. Geometric Ergodicity of RHMC.
3.1. Overview. In this section we prove that ΠBG is the unique invariant
probability measure of RHMC and that RHMC is geometrically ergodic. Our
main tool to prove geometric ergodicity is Harris Theorem. In Appendix A,
we recall this theorem in the present context of a continuous-time Markov
process with an uncountable state space.
A main ingredient in Harris theorem is Hypothesis A.1 on the existence of
a Lyapunov function, which we refer to as a Foster-Lyapunov drift condition.
We formulate this condition in terms of an abstract infinitesimal generator
whose precise meaning is given in Definition A.1. Note that this definition of
an infinitesimal generator accommodates the Lyapunov function V : R2D →
R introduced below because for any t > 0 the process
V (Zt)− V (z)−
∫ t
0
LV (Zs)ds , Z0 = z ∈ R2D ,
is always a local martingale, and hence, according to Definition A.1 the
function V belongs to the domain of L. Note that here we assume that
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this Lyapunov function is continuously differentiable, since the operator L
involves partial derivatives. After showing that V is a Lyapunov function
for L, we apply this Lyapunov function to solve the martingale problem for
the operator L on functions that are C1 with globally Lipschitz continuous
derivative. This solution is used to show that ΠBG is an invariant measure for
RHMC. We then prove that the transition probabilities of RHMC satisfy a
minorization condition given in Hypothesis A.2. With these pieces in place,
we invoke Harris Theorem to conclude that ΠBG is the unique invariant
measure for RHMC, and that RHMC is geometrically ergodic.
To establish a Foster-Lyapunov drift condition, we use a Lyapunov func-
tion V originally introduced to prove stochastic stability of a Hamiltonian
system with dissipation and random impulses; see §2.2 and equation (14)
of [35]. See also Section 3 of Ref. [26] and Section 2 of Ref. [37] for an
application of this Lyapunov function to prove geometric ergodicity of the
solution to underdamped Langevin equations with non-globally Lipschitz
coefficients. This Lyapunov function V : R2D → R is of the form:
(7) V (z) = H(z) + c1〈q, p〉+ c2 |q|
2
2
, z = (q, p) ∈ R2D ,
where H is the Hamiltonian given earlier in (3), and c1 and c2 are constants
given by:
(8) c1 =
λ−1
4
sin2(φ) and c2 = λ
−1c1(1− cos(φ)) .
Since λ > 0 and φ ∈ (0, pi/2], note from (8) that both c1 and c2 are positive.
Throughout this section we will use the following conditions on the po-
tential energy Φ(q). Note that not all of these assumptions will be required
for every statement, but we find it notationally convenient to have a single
set of assumptions to refer to.
Hypothesis 3.1. The potential energy Φ ∈ C2(RD) satisfies the follow-
ing conditions.
H1. One has Φ(q) ≥ 0 and ∫RD |q|2 exp(−Φ(q))dq <∞.
H2. Let c1 and c2 be the constants appearing in (7). Then there exist a > 0
and b ∈ (0, 1) such that
1
2
〈∇qΦ(q), q〉 ≥ bΦ(q) + (c1b)
2 + c2b(1− b)
2(1− b) |q|
2 − a
for all q ∈ RD.
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We stress that these assumptions on the potential energy function are
typically made to prove geometric ergodicity of the solution to underdamped
Langevin equations. For instance, see Equation (13) of Ref. [35], Hypothesis
1.1 in Ref. [37], and Condition 3.1 in Ref. [26]. Hypothesis H1 and (7) imply
that for any constants c1, c2 ∈ R, we have that∫
R2D
V (z)ΠBG(dz) <∞ .
In other words, this Lyapunov function is integrable with respect to ΠBG.
The hypothesis that the potential is bounded from below by itself guaran-
tees that the kinetic energy and therefore the momenta are bounded as time
increases. It follows that the configuration variables grow at most linearly
with time and therefore solutions of Hamilton’s equations are well-defined
for all real time.
3.2. The Measure ΠBG is an Infinitesimally Invariant Measure. As ex-
pected, the Boltzmann-Gibbs distribution in (2) is an infinitesimally invari-
ant probability measure for the process Z. By implication the target Π is
infinitesimally invariant for the process Q. To state this result, let C∞c (R2D)
denote the space of compactly supported smooth functions from R2D to R.
Proposition 3.1. Suppose Hypothesis 3.1 H1 holds. Then for any f ∈
C∞c (R2D) we have that ∫
R2D
Lf(z) ΠBG(dz) = 0 .
Proof. Hypothesis 3.1 H1 guarantees that
∫
R2D e
−H(z)dz < ∞, and
hence, the measure ΠBG is a probability measure. Note that ΠBG is an
invariant probability measure for the momentum randomization operator in
(5), and hence,∫
R2D
E {f(Γ(q, p))− f(q, p)}ΠBG(dq, dp) = 0 .
Moreover, integration by parts shows that the Liouville operator leaves ΠBG
infinitesimally invariant. In particular, the boundary terms resulting from
the integration by parts vanish because f is compactly supported.
Later in this section, we strengthen this result to ΠBG is the unique in-
variant probability measure for RHMC.
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3.3. Foster-Lyapunov Drift Condition. The following Lemma is remark-
able because it states that the infinitesimal generator L possesses a Lyapunov
function, even though RHMC does not incorporate explicit dissipation.
Lemma 3.2. Suppose Hypothesis 3.1 holds, and V (z) is given by (7).
Then there exist real positive constants c1, c2, γ and K such that:
(9) LV (z) ≤ −γV (z) +K
for all z ∈ R2D. Moreover, V is nonnegative and
lim
|z|→∞
V (z) =∞ .
This Lemma implies that Hypothesis A.1 of Harris Theorem holds. The
proof below shows that the momentum randomizations in RHMC are the
source of dissipation in RHMC.
Proof. Let z = (q, p) ∈ R2D. From (7), note that:
∇qV = ∇qΦ + c1p+ c2q
∇pV = p+ c1q
and if we set u = cos(φ)p+ sin(φ)ξ, note from (6) that:
E|u|2 = D sin2(φ) + cos2(φ)|p|2
E〈q, u〉 = cos(φ)〈q, p〉
where the expected value is taken over the D-dimensional standard normal
vector ξ ∼ N (0, 1)D. We recall that we excluded the case φ = 0 in the
definition of u in (6). A direct calculation shows that:
(10)
LV = λ−1D
1
2
sin2(φ)− c1〈∇qΦ, q〉
+ (2c1 − λ−1 sin2(φ)) |p|
2
2
+ (λ−1c1(cos(φ)− 1) + c2)〈q, p〉 .
We now choose c1 and c2 such that{
2c1 − λ−1 sin2(φ) = −2c1
λ−1c1(cos(φ)− 1) + c2 = 0
In other words, we pick c1 and c2 to eliminate the 〈q, p〉 cross term in LV ,
and to rescale the (|p|2)/2 term so that it matches the coefficient of the
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〈∇qΦ, q〉 term. Solving these equations yields (8). With this choice of c1 and
c2, (10) simplifies to:
(11) LV = −2c1
( |p|2
2
+
1
2
〈∇qΦ, q〉
)
+Dλ−1
1
2
sin2(φ) .
Let b be the constant appearing in Hypothesis 3.1 H2. Applying Cauchy’s
inequality with δ > 0 to the 〈q, p〉 cross term in (7) yields:
bV (q, p) ≤ b
2
|p|2 + bΦ(q) + c1b
(
δ
2
|p|2 + 1
2δ
|q|2
)
+
c2b
2
|q|2 .
Choosing δ = (1− b)/(c1b) and invoking Hypothesis 3.1 H2, we obtain
bV (q, p) ≤ |p|
2
2
+ bΦ(q) +
(c1b)
2 + c2b(1− b)
2(1− b) |q|
2
≤ |p|
2
2
+
1
2
〈∇Φ(q), q〉+ a .(12)
Together (11) and (12) imply that the desired Foster-Lyapunov drift condi-
tion holds with γ = 2c1b and for some K > 0.
To finish the proof, recall that Φ ≥ 0 by Hypothesis 3.1 H1, and thus, it
suffices to check that the quadratic form
|p|2
2
+ c1〈q, p〉+ c2 |q|
2
2
appearing in V (q, p) is positive definite. This condition is met when
c2 > c
2
1 > 0 =⇒ (1− cos(φ)) >
1
4
sin2(φ) > 0
which holds for all φ ∈ (0, pi/2].
Remark 3.3. The proof of Lemma 3.2 shows that γ ∝ λ−1 sin2(φ). Thus,
we see that if λ is smaller or φ is closer to pi/2, then γ becomes larger. This
result is expected since momentum randomizations are the source of dissipa-
tion in RHMC, and smaller λ implies more randomizations of momentum,
and larger φ implies the momentum is randomized more completely.
Remark 3.4. It follows from Lemma 3.2 that:
EzV (Zt) ≤ e−γtV (z) + K
γ
(1− e−γt) .
See, e.g., the proof of Theorem 6.1 in Ref. [28].
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3.4. Martingale Problem. Here we use Lemma 3.2 to solve the martingale
problem for the operator L on functions that are C1 with globally Lipschitz
continuous derivative.
Lemma 3.5. Suppose Hypothesis 3.1 holds. For all globally Lipschitz and
continuously differentiable functions f : R2D → R, for any initial condition
Z0 = z ∈ R2D, and for any t > 0, the local martingale
Mft = f(Zt)− f(z)−
∫ t
0
Lf(Zs)ds
is a martingale.
A key ingredient in the proof given below is the Lyapunov function for
L from Lemma 3.2. In particular, since globally Lipschitz functions grow at
most linearly, the class of functions that appear in Lemma 3.5 are bounded
by this Lyapunov function. Moreover, Dynkin’s formula holds for this class
of functions:
(13) Ezf(Zt) = f(z) +
∫ t
0
EzLf(Zs)ds , Z0 = z , t ≥ 0 .
See, e.g., Chapter 1 of Ref. [9] for more discussion on Dynkin’s formula.
Proof. In this proof, we use the well-known fact (see, e.g., Corollary 3,
Chapter II in Ref. [32]) that a local martingale with integrable quadratic
variation is a martingale. Let [Mf ](t) denote the quadratic variation of Mft
on the interval [0, t]. The global Lipschitz assumption on f implies that there
exists a constant Lf > 0 such that:
|f(z1)− f(z2)| ≤ Lf |z1 − z2|
for all z1, z2 ∈ R2D. Moreover, since the process Zt satisfies Hamilton’s
differential equations in between consecutive momentum randomizations,
and since the process f(Zt) −Mft is continuous and of finite variation, the
quadratic variation of Mf is equal to the sum of the squares of the jumps
in f(Zt). Thus,
[Mf ](t) = [f ](t) =
∑
0<s≤t
(f(Zs)− f(Zs−))2 ≤
∑
0<s≤t
L2f |Zs − Zs−|2 .
In other words, the global Lipschitz property of f enables bounding the
quadratic variation of the scalar-valued process f(Zt) by the quadratic vari-
ation of the components of the process Zt.
RANDOMIZED HMC 13
Let {ti} be the sequence of random times at which the momentum ran-
domizations occur. This sequence can be produced by iterating the recur-
rence relation: ti+1 = ti + δti with initial condition t0 = 0 and where {δti}
are i.i.d. exponential random variables with mean λ. Let Nt be the (random)
number of momentum randomizations that have occurred up to time t. Note
that Nt is a Poisson process with intensity λ
−1, and hence, a.s. bounded.
This permits us to interchange expectation and summation in the following
inequalities,
Ez[Mf ](t) ≤ L2fEz
∑
1≤i≤Nt
|Zti − Zti−|2
≤ L2fλ−1
∑
i>0
Ez
{|Pti − Pti−|2(t ∧ ti+1 − t ∧ ti)}
≤ 2L2fλ−1
∑
i>0
Ez
{
(|Pti |2 + |Pti−|2)(t ∧ ti+1 − t ∧ ti)
}
≤ 4L2fC2λ−1
∑
i>0
Ez {(V (Zti) + V (Zti−))(t ∧ ti+1 − t ∧ ti)}
≤ 8L2fC2λ−1t
(
V (z) +
K
γ
)
where in the last two steps we used the Lyapunov function given in Lemma 3.2,
and in addition, we introduced the positive constant C2 = 2c2/(c2−c21) with
c1 and c2 being the constants defined in (8). Thus, we may conclude that
Mft is a martingale for any t > 0.
Alternatively, we could have used the compensator of [Mf ](t):
〈Mf 〉(t) =
∫ t
0
(
Lf2(Zs)− 2f(Zs)Lf(Zs)
)
ds
= λ−1
∫ t
0
E
(
f(Γ(Zs))− f(Zs)
)2
ds
which would give a similar bound on Ez[Mf ](t).
3.5. The Measure ΠBG is an Invariant Measure. In this part, we combine
Prop. 3.1 and Lemma 3.5 to prove that ΠBG is an invariant probability
measure for RHMC.
Lemma 3.6. Suppose Hypothesis 3.1 holds. For any f ∈ C∞c (R2D) and
for any t > 0, ∫
R2D
Ezf(Zt)ΠBG(dz) =
∫
R2D
f(z)ΠBG(dz) .
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To prove this Lemma, we use Dynkin’s formula and condition on a fixed
sequence of jump times to exploit the fact that the Hamiltonian flow and
the momentum randomization individually leave ΠBG invariant.
Proof. Let f ∈ C∞c (R2D) and z = (q, p) ∈ R2D. Referring to (5), since
f ∈ C∞c (R2D) the function
Ef(Γ(z)) = Ef(q, cos(φ)p+ sin(φ)ξ)
is smooth, compactly supported in the q component, and bounded in the p
component, and hence, Lf ∈ C∞b (R2D). Moreover, since any smooth func-
tion with compact support is globally Lipschitz continuous, we can invoke
Lemma 3.5 to conclude that for any f ∈ C∞c (R2D) and for any t > 0, the
process
f(Zt)− f(z)−
∫ t
0
Lf(Zs)ds , Z0 = z ,
is a martingale. Thus, Dynkin’s formula holds
Ezf(Zt) = f(z) +
∫ t
0
EzLf(Zs)ds ,
and in particular,
(14)
∫
R2D
Ezf(Zt)ΠBG(dz) =
∫
R2D
f(z)ΠBG(dz)
+
∫ t
0
(∫
R2D
EzLf(Zs)ΠBG(dz)
)
ds
where we used Fubini’s theorem to interchange time and space integrals. This
interchange (and subsequent ones) are valid since the function Lf is bounded
by the Lyapunov function, which is an integrable function under the measure
ΠBG. We next argue that the second term on the right hand side of (14)
vanishes due to Lemma 3.1 and some basic properties of Hamiltonian flows
(volume and Hamiltonian preserving) and the momentum randomization
map (Boltzmann-Gibbs preserving).
For this purpose, and as in Lemma 3.2, let {ti} denote a realization of the
sequence of random times at which the momentum randomizations occur.
For any t > 0, let ϑt : R2D → R2D be the Hamiltonian flow map associated
to H. We recall that the jump times and momentum randomizations are
mutually independent, and that the number of jumps in any finite time
interval is a.s. finite. By change of variables, and using the volume and
Hamiltonian preserving properties of the Hamiltonian flow ϑs, note that:
(15)
∫
R2D
Lf(ϑs(z))ΠBG(dz) =
∫
R2D
Lf(z)ΠBG(dz)
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holds for any s ∈ [0, t]. In addition, since ΠBG is an invariant measure for the
momentum randomization map and Lf ∈ C∞b (R2D), we have the identity:
(16)
∫
R2D
ELf(Γ(z))ΠBG(dz) =
∫
R2D
Lf(z)ΠBG(dz) .
These facts motivate us to decompose the process Zs into its Hamiltonian
and momentum randomization pieces. To do this, and with a slight abuse of
notation, we regard the process Zs : R2D → R2D as an evolution operator
and decompose it via
Zs(z) =
{
ϑs−tk(Ztk) if tk ≤ s < tk+1
Γ(ϑtk+1−tk(Ztk)) if s = tk+1
for all s ≥ 0. To leverage this decomposition, we use {ti} to split the time
integral appearing in the second term of the right hand side of (14) into
time intervals between consecutive momentum randomizations:
E
∫ t
0
Lf(Zs(z))ds = E
∑
k≥0
∫ tk+1∧t
tk∧t
Lf(θs ◦ Γ ◦ θδtk−1 ◦ · · · ◦ θδt0(z))ds

In this form, we can take advantage of the independence between momentum
randomizations and jump times, in order to simplify this term. In particular,
we condition on the jump times and then average over individual momentum
randomizations to obtain
E
∫ t
0
∫
R2D
Lf(Zs(z))ΠBG(dz)ds
= E
∑
k≥0
tk+1∧t∫
tk∧t
∫
R2D
Lf(θs ◦ Γ ◦ θδtk−1 ◦ · · · ◦ θδt0(z))ΠBG(dz)ds

= E
∑
k≥0
tk+1∧t∫
tk∧t
∫
R2D
Lf(θs ◦ Γ ◦ θδtk−1 ◦ · · · ◦ θδt1 ◦ Γ(z))ΠBG(dz)ds

= E
∑
k≥0
tk+1∧t∫
tk∧t
∫
R2D
Lf(θs ◦ Γ ◦ θδtk−1 ◦ · · · ◦ θδt1(z))ΠBG(dz)ds

= · · · = · · · =
∫ t
0
∫
R2D
Lf(z)ΠBG(dz)ds .
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where we sequentially used (15) and (16) from initial time 0 up to final
time s. Note that to use (16) one has to average over the Gaussian random
vector associated to the ith momentum randomization for 1 ≤ i ≤ k in the
inner-most expectation. Substituting this result back into (14) we obtain:∫
R2D
Ezf(Zt)ΠBG(dz) =
∫
R2D
f(z)ΠBG(dz) + t
∫
R2D
Lf(z)ΠBG(dz)
To finish, we invoke Lemma 3.1, which implies that ΠBG is infinitesimally
invariant for L, and hence, the second term on the right hand side of this
equation vanishes, as required.
3.6. Minorization Condition. For t ≥ 0, let Pt denote the transition
semigroup of the Markov process Zt
Ptf(z) = Ef(Zt(z)), Z0(z) = z
and let Πt,z denote the associated transition probability distribution
Ptf(z) =
∫
R2D
f(w)Πt,z(dw) .
Recall that the process Zt only moves by either the Hamiltonian flow for
a random duration or momentum randomizations that are instantaneous.
Thus, we expect the semigroup to not have the strong Feller property [31],
since it lacks a sufficient regularizing effect. Nevertheless, we can prove a
minorization condition for this process by using the weaker regularizing effect
of the momentum randomizations.
Proposition 3.7. Suppose Hypothesis 3.1 holds. For every compact set
Ω ⊂ R2D, there exist a probability measure η over Ω,  > 0 and t > 0 such
that:
Πt,z(·) ≥ η(·)
holds for all z ∈ Ω.
To prove this proposition, it is convenient to introduce the following op-
erator:
(17) Af(z) = Ef(Γ(z)) =
∫
RD
f(q, η)gφ(p, η)dη
where gφ : R2D → R+ is defined as:
(18) gφ(p, η) = (2pi sin
2 φ)−D/2 exp
(
−|η − p cosφ|
2
2 sin2 φ
)
.
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Note that the operator A appears in the infinitesimal generator in (5). For
any t ≥ 0, let θt : R2D → R2D denote the Hamiltonian flow associated with
(3) and Cθt denote the composition operator for θt defined as:
Cθtf(z) = f(θt(z)) .
This Hamiltonian flow can be characterized by a generating function St(q0, q1)
[34, 23, 24]. Specifically, if |q1 − q0| and t > 0 are sufficiently small, then
(q1, p1) = θt(q0, p0) satisfy the following system of equations
(19)
p0 = −D1St(q0, q1)
p1 = D2St(q0, q1)
Here Di denotes the derivative with respect to the ith component of St.
Moreover, the generating function can be written as
(20) St(q0, q1) =
∫ t
0
(
1
2
|q˙(s)|2 − Φ(q(s))
)
ds
where q : [0, t] → RD solves the Euler-Lagrangian equations q¨ = −∇Φ(q)
with boundary conditions q(0) = q0 and q(t) = q1. In discrete mechanics,
the equations (19) and the generating function St are known as discrete
Hamilton’s equations and the (exact) discrete Lagrangian, respectively [24].
Proof. We adapt to our setting some ideas from the proof of Theorem
2.3 in [11]. To establish the desired result, we use the (weak) regularizing
effect of the operatorA on a function f in the momentum degrees of freedom.
Since the Hamiltonian flow is regular [23], this regularizing effect can be
transferred to the position degrees of freedom of f . Similar results appear
in Lemma 2.2 of [11] and the proof of Theorem 2.2 of [6].
Specifically, a change of variables shows that:
(21) (ACθtAf)(q, p) =
∫
RD
∫
RD
f(q1, p1)gt,φ((q, p), (q1, p1))dq1dp1
where we have introduced the transition density of the operator ACθtA:
gt,φ((q, p), (q1, p1)) = | detD12St(q, q1)|gφ(p,−D1St(q, q1))gφ(D2St(q, q1), p1)
in terms of gφ in (18) and St in (20).
To take advantage of (21), we consider the following Duhamel formula:
eλ
−1(s−t)Cθt−sPsf(z)
∣∣∣s=t
s=0
= Ptf(z)− e−λ−1tCθtf(z)
= λ−1
∫ t
0
eλ
−1(s−t)Cθt−sAPsf(z)ds
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A second application of this Duhamel formula implies that
Ptf(z) = e
−λ−1tCθtf(z) + λ−1
∫ t
0
e−λ
−1tCθt−t1ACθt1f(z)dt1
+ λ−2
∫ t
0
∫ t1
0
eλ
−1(t1−t)eλ
−1(t2−t1)Cθt−t1ACθt1−t2APt2f(z)dt2dt1
A third application of this formula yields
Ptf(z) ≥ λ−2
∫ t
0
∫ t1
0
eλ
−1(t2−t)Cθt−t1ACθt1−t2ACθt2f(z)dt2dt1
≥ λ−2
∫ t
t
∫ t1−t1
0
eλ
−1(t2−t)Cθt−t1 ACθt1−t2A︸ ︷︷ ︸ Cθt2f(z)dt2dt1(22)
for  sufficiently small. Since t ≤ t1 ≤ t and 0 ≤ t2 ≤ t1 − t1, we have that
2t ≤ t1 − t2 ≤ t. Combining this result with (21) applied to the bracketed
term in (22), yields the desired result.
Next we show that Hypothesis A.2 of Harris Theorem holds for the tran-
sition probabilities of the RHMC method. To state this Proposition, we will
use the total variation (TV) distance between measures. Recall that
(23) ‖µ− ν‖TV = 2 sup
A
|µ(A)− ν(A)| ,
where the supremum runs over all measurable sets. In particular, the total
variation distance between two probability measures is two if and only if
they are mutually singular.
Lemma 3.8. Suppose Hypothesis 3.1 holds and let V (z) be the Lyapunov
function from Lemma 3.2. For every E > 0, there exist t > 0 and  > 0 such
that:
‖Πt(z1, ·)−Πt(z2, ·)‖TV ≤ 2(1− )
holds for all z1, z2 ∈ R2D satisfying V (z1) ∨ V (z2) < E.
Proof. Proposition 3.7 implies the following transition probability Π˜t,z
is well-defined:
Π˜t,z(·) = 1
1− Πt,z(·)−

1− η(·)
for any z satisfying V (z) < E. Therefore,
‖Πt,z1(·)−Πt,z2(·)‖TV = (1− )‖Π˜t,z1(·)− Π˜t,z2(·)‖TV
for all z1, z2 satisfying V (z1) ∨ V (z2) < E. Since the TV norm is bounded
by 2, one obtains the desired result.
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3.7. Main Result: Geometric Ergodicity. With a Lyapunov function and
minorization condition in hand, we are now in position to state a main result
of this paper.
Theorem 3.9. Suppose Hypothesis 3.1 holds and let V (z) be the Lya-
punov function from Lemma 3.2. Then the Markov process induced by L has
a unique invariant probability measure given by ΠBG. Furthermore, there
exist positive constants r and C such that
(24) ‖Πt,z −ΠBG‖TV ≤ C V (z) e−rt
for all t ≥ 0 and all z ∈ R2D.
Proof. According to Lemma 3.2, the generator L satisfies a Foster-
Lyapunov Drift Condition. Moreover, its associated transition probabilities
satisfy Lemma 3.8. Hence, Theorem A.1 implies that (i) the process pos-
sesses a unique invariant distribution, and (ii) the transition probability of
the process converges to this invariant distribution geometrically fast in the
TV metric. Since, by Prop. 3.1, ΠBG is an infinitesimally invariant measure
for the process, and that compactly supported functions are in the domain
of L, it follows that ΠBG is the unique invariant measure for the process.
4. Model Problem. For simplicity, we assume in this section and the
next that the Horowitz angle is chosen as φ = pi/2, i.e., the momentum
randomizations are complete rather than partial.
We quantify the sampling capabilities of the RHMC method given in
Algorithm 2.1 on a model problem in which the target is a multivariate
Gaussian distribution with uncorrelated components, some of them with
small variances. We also compare against the standard HMC method given in
Algorithm 1.1, where the duration is a fixed parameter. This model problem
is discussed in [30] and analyzed further in [5]. This distribution can be
interpreted as a truncation of an infinite-dimensional normal distribution
on a Hilbert space [4]. The potential energy function is given by:
(25) Φ(q1, · · · , qD) =
D∑
i=1
1
2σ2i
q2i ,
where σ2i is the variance in the ith component.
4.1. The process. For (25), a sample trajectory of the RHMC method
satisfies
(26) qi(tn+1) = cos
(
δtn
σi
)
qi(tn) + σi sin
(
δtn
σi
)
ξi,n
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with qi(0) given and where {tn} are random jump times related by
tn = tn−1 + δtn−1 ,
with t0 = 0. Here we have introduced the following sequences of random
variables
{ξi,n} iid∼ N (0, 1) , {δtn} iid∼ Exp
(
1
λ
)
where i (resp. n) runs over the components of the target distribution (resp. jump
times).
The solution of the stochastic difference equation (26) is given by:
(27) qi(tn) =
n−1∏
j=0
cos
(
δtj
σi
)
qi(0) +
n−1∑
j=0
σi sin
(
δtj
σi
) n−1∏
k=j+1
cos
(
δtk
σi
)
ξi,j
(We adhere to the standard convention that
∏n
k=m · takes the value 1 if
m > n.) At steady-state the ith component of this process is normally
distributed with mean zero and variance σ2i , i.e.,
qi(t)
d→ N (0, σ2i ) as t→∞ .
The corresponding solution for HMC is given by formula (27) with con-
stant, as opposed to random, durations δtn. Note that, for constant duration,
formula (26) makes apparent that, at stationarity, the correlation between
qi(tn+1) and qi(tn) is cos(δtn/σi). When λ is an even integer multiple of piσi,
qi(tn+1) = qi(tn); for odd multiples, qi(tn+1) = −qi(tn). For those value of λ
the chain is not ergodic; for values of λ close to an integer multiple of piσi,
the performance of the chain may be expected to be poor.
4.2. Integrated Autocorrelation Time (IAC). The first measure of the
quality of the samples provided by the algorithm, we consider is the inte-
grated autocorrelation time (IAC) associated with estimating the mean of
the target distribution. The natural estimator for this purpose is:
fˆi,N =
1
N + 1
N∑
j=0
qi(tj) .
As shown in, e.g., Chapter IV of [3], asymptotically as n → ∞, the vari-
ance of the estimator behaves as σˆ2i /n, where the constant σˆ
2
i is called the
asymptotic variance. This may be computed by means of the formula
(28) σˆ2i = Var(qi(0)) + 2
∞∑
j=1
cov(qi(0), qi(tj)) .
RANDOMIZED HMC 21
This holds for any random variables qi(tj) for which both E(qi(tj)) and
E(qi(tj)qi(tj+k)) are independent of j (it is not necessary, in particular, that
the qi(tj) originate from a Markov chain), provided that the series converges
absolutely. If successive samples are independent, then the series vanishes
and the asymptotic variance equals the variance σ2i of qi(0). The integrated
autocorrelation time (IAC) of the estimator fˆi,N is defined as the ratio σˆ
2
i /σ
2
i .
It follows from (27) that, at stationarity of the chain,
cov(qi(0), qi(tj)) = E(qi(0)qi(tj)) = σ2i E
j−1∏
k=0
cos
(
δtk
σi
)
= σ2i
j−1∏
k=0
E cos
(
δtk
σi
)
= σ2i
(
σ2i
σ2i + λ
2
)j
and, hence,
(29) IACRHMCi = 1 + 2
σ2i
λ2
.
Thus, the IAC in each component monotonically decreases with increasing
λ and then plateaus at unity.
A very similar calculation shows that the corresponding formula for the
HMC method is given by
(30) IACHMCi =
1 + cos
(
λ
σi
)
1− cos
(
λ
σi
) .
Unlike (29), the IAC for the HMC method is an oscillatory function of λ: as
discussed in the introduction it is possible that increasing λ (and therefore
increasing computational costs) results in higher correlation.
It is useful to discuss the following choices of λ:
• λ is an even multiple of piσi leading to qi(tn+1) = qi(tn). The chain
is not ergodic and formula (28) is not valid, due to the divergence
of the series. Note however that the estimator yields the value qi(0);
when q(0) is taken from the stationary distribution, the variance of
the estimator is therefore σ2i , regardless of the number of samples.
Thus the asymptotic variance is not finite, which agrees with (30),
even though this formula was derived from (28), invalid in this case.
• λ is an even multiple of piσi, with qi(tn+1) = −qi(tn). The chain is
not ergodic and formula (28) is not valid, due to the divergence of
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the series. However, for the particular statistics being considered, the
estimation is exceptionally good. If the number of samples is even, the
estimator gives the exact value 0, and, for an odd number, the esti-
mator yields the very accurate value qi(0)/(N + 1) (with an O(N−1),
rather than O(N−1/2) error). Therefore the asymptotic variance van-
ishes, in agreement with (30).
4.3. Mean Squared Displacement (MSD). As another metric for the qual-
ity of sampling, we consider the single-step, equilibrium mean-squared dis-
placement of the RHMC and HMC methods. This statistic quantifies how
far apart successive samples are. A direct calculation using (26) shows that
MSDRHMC =
D∑
i=1
E|qi(t1)− qi(0)|2
=
D∑
i=1
E
{∣∣∣∣(cos( t1σi
)
− 1)qi(0) + σi sin
(
t1
σi
)∣∣∣∣2
}
=
D∑
i=1
E
{
(cos
(
t1
σi
)
− 1)2 + sin2
(
t1
σi
)}
σ2i
=
D∑
i=1
E
{
2− 2 cos
(
t1
σi
)}
σ2i ,
which implies that:
(31) MSDRHMC =
D∑
i=1
2λ2σ2i
σ2i + λ
2
Note that MSDRHMC monotonically increases with increasing λ and then
plateaus at
∑D
i=1 2σ
2
i . Since in the present scenario of small time steps,
the computational cost of the algorithm is proportional to λ, the function
MSDRHMC /λ may be taken as a measure of the efficiency of the algorithm.
For λ small this function increases with λ; it reaches a maximum at
(32) λmax =
(∑D
i=1 σ
4
i∑D
i=1 σ
2
i
)1/2
and then decreases. The quantity (32) is approximately max1≤i≤D σi and the
conclusion is that, from this point of view, the best value of λ coincides with
the standard deviation of the least constrained variate. Taking λ above the
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optimal value will not decrease the mean square displacement (as distinct
from the situation for HMC we discuss next), but will waste computational
resources.
A similar calculation shows that the single-step, equilibrium mean-squared
displacement of the HMC is given by
(33) MSDHMC =
D∑
i=1
2
(
1− cos
(
λ
σi
))
σ2i
which is an oscillatory function of λ.
5. Numerical Testing.
5.1. Standard Normal Distribution. We first numerically illustrate the
analysis in Section 4 assuming D = 1 and unit variance.
Figure 1 corresponds to IAC. In the left panel (HMC), for λ close to pi or
3pi there is a clear discrepancy between the function in (30) and the empirical
estimate based on a single trajectory: due to the divergence of the series (28)
the software package used to measure IAC does not work satisfactorily. The
right panel corresponds to RHMC. Note the horizontal asymptote at unity,
which is consistent with (29).
Figure 2 shows results for MSD. On the left (HMC), the lack of ergodicity
at the values pi, 3pi entails, in spite of the large number (106) of samples,
discrepancies between the value at stationarity in (33) and the empirical
value along the trajectory considered. We observe the monotonic behavior
on the right (RHMC) with a horizontal asymptote at 2.
5.2. Ten-Dimensional Normal Distribution. We next consider the case
D = 10 and
σi =
i
D
, 1 ≤ i ≤ D .
Figure 3 compares the IAC of HMC and RHMC. Figure 4 refers to MSD.
The pathologies of HMC in the one-dimensional case discussed above are also
manifest here, but, with 10 different frequencies in the Hamiltonin system,
there are more resonant choices of λ leading to lack of ergodicity. In the
right panel of Figure 4, we see that MSDRHMC has a horizontal asymptote
at
10∑
i=1
2σ2i ≈ 7.7 .
To summarize, the behavior of MSD of the HMC method as a function of
the duration is complex, whereas for the RHMC method the dependence is
monotonic and plateaus.
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Fig 1. IAC for Normal Distribution. The left (resp. right) panel of this fig-
ure plots IACHMC (resp. IACRHMC) vs. duration (resp. mean duration) λ for the
HMC (resp. RHMC) method applied to a standard normal distribution. The black
lines in the left (resp. right) panel plot IACHMC (resp. IACRHMC) as given in (30)
(resp. (29)). The grey lines show an empirical estimate obtained by using an output
trajectory with 106 samples and the ACOR software package [13, 36].
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Fig 2. MSD for Normal Distribution. The left (resp. right) panel of this figure
plots MSDHMC (resp. MSDRHMC) vs. duration (resp. mean duration) λ for the
HMC (resp. RHMC) method applied to a standard normal distribution. The black
lines in the left (resp. right) panel plot MSDHMC (resp. MSDRHMC) as given in
(33) (resp. (31)). The grey lines show an empirical estimate obtained by using an
output trajectory with 106 samples.
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Fig 3. IAC for Ten-Dimensional Normal Distribution. The left panel plots
IACHMCi given in (30) as a function of the duration λ with i = 10 (dashed light
grey) and i = 5 (dashed dark grey); and an approximation of IACHMCi using a time
series: {qi(tk)}1≤k≤106 and the ACOR software package with i = 10 (solid light
grey) and i = 5 (solid dark grey) [13, 36]. The dashed lines in the right panel plot
IACRHMCi given in (29) as a function of the mean duration λ for 1 ≤ i ≤ 10. The
solid lines plot an approximation of IACRHMCi using a time series: {qi(tk)}1≤k≤106
and the ACOR software package [13, 36]. Different shades of grey in the right
panel indicate different components of the target distribution, with darker shades
corresponding to lower variance.
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Fig 4. MSD for Ten-Dimensional Normal Distribution. The solid black
lines in the left (resp. right) panel plot the formulas given in (33) (resp. (31)) as
a function of the duration (resp. mean duration) λ. The solid grey lines in the left
(resp. right) panel plot an approximation of MSDHMC (resp. MSDRHMC) associated
to the time series: {qi(tk)}1≤k≤106 vs. λ for 1 ≤ i ≤ D.
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Fig 5. Contours of Φ(x) in (34). This potential energy function has local minima
located at x± = (±2,±1) with Φ(x+) = Φ(x−), and a saddle point at the origin.
5.3. Two-dimensional Double Well. Consider a Brownian particle with
the following two-dimensional double-well potential energy function
(34) Φ(x1, x2) = 5(x
2
2 − 1)2 + 1.25
(
x2 − x1
2
)2
.
whose contours are displayed in Figure 5. The left (resp. right) panel of
Figure 6 plots the IAC τ vs duration λ for estimating the mean of the time
series {f(Q1(ti−1), Q2(ti−1))}1≤i≤106 where f(x, y) = 2x+ y produced by a
HMC (resp. RHMC) scheme. This test function is the dot product between
the configuration vector (Q1(ti−1), Q2(ti−1)) and the line connecting the two
wells or span((2, 1)). For the same output trajectory, the left (resp. right)
panel of Figure 7 plots an estimate of the equilibrium mean-squared dis-
placement produced by a HMC (resp. RHMC) scheme.
5.4. Fifteen-dimensional Pentane Molecule. Consider sampling from the
equilibrium distribution of a chain of five particles with a potential energy
that is a function of bond lengths, bond angles, dihedral angles, and inter-
particles distances. This potential energy is described in greater detail in
[8], which is based on the model described in [25]. Figure 8 illustrates and
describes the three types of minima of the potential energy for the parameter
values selected. Due to symmetries, each type corresponds to several modes
of the distribution. For instance, there is stable configuration where particles
1 and 5 are above the plane of particles 2, 3, 4 and another of the same type
where they are below. Figure 9 (resp. 10) compares the IAC (resp. MSD)
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Fig 6. IAC for 2D Double Well. The left (resp. right) panel plot an estimate
of the IAC associated to the time series {2Q1(ti−1) +Q2(ti−1)}1≤i≤106 vs. duration
(resp. mean duration) λ for a HMC (resp. RHMC) method applied to the potential
energy function graphed in Figure 5.
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Fig 7. MSD for 2D Double Well. The left (resp. right) panel plot an estimate of
the equilibrium MSD vs. duration (resp. mean duration) λ for a HMC (resp. RHMC)
method applied to the potential energy function graphed in Figure 5.
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Fig 8. 15D Pentane Molecule. This figure shows the three types of potentially
stable conformations of the pentane molecule.
of HMC and RHMC. For this moderate dimensional distribution, we again
observe a complex dependence of the performance of HMC on λ.
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Fig 9. IAC for 15D Pentane. The left (resp. right) panel plot an estimate of
the IAC associated to the dihedral angles (labelled φ1 and φ2 in the figure legends)
vs. duration (resp. mean duration) λ for a HMC (resp. RHMC) method applied to
the potential energy function of the pentane molecule described in the text. The time
series each consist of 104 samples.
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Fig 10. MSD for 15D Pentane. The left (resp. right) panel plot an estimate of the
equilibrium MSD vs. duration (resp. mean duration) λ for a HMC (resp. RHMC)
method applied to the potential energy function of the pentane molecule described
in the text. The time series each consist of 104 samples.
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6. Outlook. All of the preceding developments have taken place in the
exact integration scenario. The most obvious modification of Algorithm 2.1
that takes into account integration errors approximates the Hamiltonian
flow by a volume-preserving, reversible integrator (such as Verlet) with time
step ∆t, updates time via t1 = t0 + M∆t, where M is a random number
of time-steps that is geometrically distributed with mean λ/∆t, and uses
an accept-reject mechanism to remove the bias due to the energy errors
introduced by this integrator. The study of that algorithm involves many
numerical analysis technicalities, as it is necessary to derive global error
bounds for the numerical solution that are valid over integration legs of
arbitrarily long length M∆t. Such developments do not have much relation
with the mathematical techniques used here so far and are out of the scope
of the present article.
In this section we suggest two variants of Algorithm 2.1 that do not use
the exact solution of the Hamiltonian dynamics. These variants are based
on approximating the gradients in (5) with the help of a numerical integra-
tor and are therefore similar to the recently introduced generalized Markov
Chain Approximation Methods (MCAM) [19, 7]. We shall not be concerned
with comparing the efficiency of the modifications of Algorithm 2.1 intro-
duced here with that of standard HMC and related techniques.
In what follows, for a given numerical integrator, we denote by θ∆t the
map that advances the solution of Hamilton’s equations over a single time-
step of length ∆t; a typical example is provided by the (velocity) Verlet
integrator (q1, p1) = θ∆t(q, p):
(
q1
p1
)
=
 q + ∆tp− (∆t)
2
2
∇Φ(q)
p− ∆t
2
(∇Φ(q) +∇Φ(q1))
 .
6.1. Variant #1. This variant is defined by the following approximation
to the generator (5) of RHMC
L
(1)
h f(q, p) = λ
−1E {f(Γ(q, p))− f(q, p)}+ h−1 (f(θh(q, p))− f(q, p)) ,
where h > 0 is a parameter; since the Liouville operator acting on a test
function f represents the time-derivative of f along the solutions of Hamil-
ton’s equations, it is clear that, for consistent integrators and smooth test
functions,
L
(1)
h f(q, p) = Lf(q, p) +O(h) .
The random jump times and the embedded chain of the Markov process
generated by L
(1)
h can be produced by iterating the following algorithm.
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Algorithm 6.1. Given a duration parameter λ > 0, a step length pa-
rameter h > 0, the current time t0, and the current state (Q˜(t0), P˜ (t0)) ∈
R2D, output an updated state (Q˜(t1), P˜ (t1)) at the random time t1 using
two steps
Step 1 Generate an exponential random variable δt with mean hλ/(h+λ),
and update time via t1 = t0 + δt.
Step 2 Generate a uniform random variable u ∼ U(0, 1) and set
(Q˜(t1), P˜ (t1)) =
Γ(Q˜(t0), P˜ (t0)) u ≤
h
h+ λ
θh(Q˜(t0), P˜ (t0)) otherwise
where Γ is the momentum randomization map given in (6).
The random variables δt, u, and the random vector ξ in the momentum
randomization map Γ are independent. In terms of the sequence of random
jump states {(Q˜(ti), P˜ (ti))} and random jump times {ti}, the trajectory of
the process is:
(Q(t), P (t)) = (Q˜(ti), P˜ (ti)) for t ∈ [ti, ti+1) .
For any t > 0, the time-average of a function f : R2D → R along this
trajectory is given by:∫ t
0
f(Q(s), P (s))ds =
∑
0≤i≤∞
f(Q(ti), P (ti))(t ∧ ti+1 − t ∧ ti) .
The mean holding time of this Markov jump process is constant and given
by
(35) Eδt =
hλ
h+ λ
.
If λ is large and h is small, this process mainly jumps from (q, p) to θh(q, p),
with occasional randomizations of momentum; in other words, the jump
states come from integration legs of the Hamiltonian dynamics interspersed
with occasional momentum randomizations. Note that, while the holding
times δt are random, the step-length parameter in the numerical integrator
remains constant. Figure 11 illustrates the use of the algorithm in the case
a one-dimensional standard normal target distribution.
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Fig 11. Sample Paths of Variant #1. These figures show a realization produced
by iterating Algorithm 6.1 in the case of a one-dimensional normal target distribu-
tion. The step length is h = 0.125, and the duration λ = pi (these values are chosen
for visualization purposes only). The top left panel shows the evolution of the total
energy as a function of time. Note that there have been three momentum random-
izations and that, between them, the total energy is essentially constant. The top
right panel shows the evolution of the discrete trajectory in phase space. The size of
the markers is related to t: points along the trajectory corresponding to larger values
of t have smaller markers. The bottom panels show the position and momentum as
functions of time. The holding time in each state is random, and Q(t) and P (t) are
piecewise constant in time.
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We now show that the generator L
(1)
h inherits the stochastic Lyapunov
function of L. The hypotheses on the potential energy that we use imply
that the tails of the target exp(−Φ) are no lighter or heavier than those of
a Gaussian distribution; it is likely that those hypotheses may be relaxed.
The hypotheses on θh are satisfied by any reasonable integrator such as the
Euler rule or the Verlet method.
Proposition 6.1. Suppose that, in addition to Hypothesis 3.1, the po-
tential energy is twice-differentiable and satisfies the following conditions.
1. There exists C > 0 such that for all q ∈ RD:
‖D2Φ(q)‖ ≤ C .
2. There exists C > 0 such that for all q ∈ RD:
Φ(q) ≥ C(1 + |q|2) .
Furthermore assume that the integrator is such that, for any f ∈ C2(R2D,R)
with the property that there exists C1 > 0 such that
‖D2f(q, p)‖ ≤ C1 ∀(q, p) ∈ R2D ,
there exists a constant C2(f) > 0 such that
f(θh(q, p)) = f(q, p) + hLf(q, p) +Rf (q, p, h) ,
where
|Rf (q, p, h)| ≤ C2(f)(1 +H(q, p))h2 ∀(q, p) ∈ R2D .
Then, for h sufficiently small, there exist γh > 0 and Kh ≥ 0 such that:
L
(1)
h V (q, p) ≤ −γhV (q, p) +Kh ∀(q, p) ∈ R2D .
Proof. By hypothesis, there exists a constant CV > 0 such that
h−1(V (θh(q, p))− V (q, p)) ≤ LV (q, p) + h(1 + V (q, p))CV .
Since V is a Lyapunov function for L, we have that
L
(1)
h V (q, p) ≤ LV (q, p) + h(1 + V (q, p))CV
≤ −γV (q, p) +K + h(1 + V (q, p))CV
≤ −(γ − hCV )V (q, p) + (K + hCV )
which gives the desired result with γh = γ − hCV and Kh = K + hCV .
Unfortunately, due to the discretization error, the integrator θh does not
preserve the Hamiltonian function exactly, and thus, the invariant measure
of L
(1)
h is not the invariant measure of L.
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6.2. Variant #2. In order to correct the bias in L
(1)
h , we add to Algo-
rithm 6.1 the possibility of additional jumps (momentum flips) from (q, p)
to φ(q, p) = (q,−p), as follows:
Algorithm 6.2. Let ν(q, p) = exp(−H(q, p)) and define the Metropolis
ratio
αh(q, p) = 1 ∧ ν(θh(q, p))
ν(q, p)
for all (q, p) ∈ R2D. Given a duration parameter λ > 0, a step length param-
eter h > 0, the current time t0, and the current state (Q˜(t0), P˜ (t0)) ∈ R2D,
the method outputs an updated state (Q˜(t1), P˜ (t1)) at the random time t1
using two steps
Step 1 Generate an exponential random variable δt with mean hλ/(h+λ),
and update time via t1 = t0 + δt.
Step 2 Generate a uniform random variable u ∼ U(0, 1) and set
(Q˜(t1), P˜ (t1)) =
Γ(Q˜(t0), P˜ (t0)) u ≤ h
h+ λ
θh(Q˜(t0), P˜ (t0))
h
h+ λ
< u ≤ h+ αh(Q˜(t0), P˜ (t0))λ
h+ λ
φ(Q˜(t0), P˜ (t0)) otherwise
where Γ is the momentum randomization map given in (6).
The infinitesimal generator associated to Algorithm 6.2 is given by
(36)
L
(2)
h f(q, p) = λ
−1E {f(Γ(q, p))− f(q, p)}
+ h−1αh(q, p) (f(θh(q, p))− f(q, p))
+ h−1 (1− αh(q, p)) (f(φ(q, p))− f(q, p)) .
Like L
(1)
h , the generator L
(2)
h induces a Markov jump process with a constant
mean holding time given by (35). If λ is large and h is small, this process
mainly jumps from (q, p) to θh(q, p), with occasional randomizations of mo-
mentum and momentum flips. As we show next, the weights αh and (1−αh)
in (36) have been chosen to ensure that, for suitable integrators, L
(2)
h has
the same infinitesimally invariant measure of L.
Proposition 6.2. Suppose that the integrator θh is reversible, i.e. θ∆t ◦
φ ◦ θ∆t = φ and volume-preserving, i.e. det(Dθh) = 1. Then, for all f ∈
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C∞c (R2D), we have that∫
R2D
L
(2)
h f(q, p)ν(q, p)dqdp = 0 .
Proof. Note that∫
R2D
L
(2)
h f(q, p)ν(q, p)dqdp =
∫
R2D
λ−1E {f(Γ(q, p))− f(q, p)} ν(q, p)dqdp
+
1
h
∫
R2D
(ν(q, p) ∧ ν(θh(q, p))) (f(θh(q, p))− f(q, p)) dqdp
+
1
h
∫
R2D
(ν(q, p)− ν(q, p) ∧ ν(θh(q, p))) (f(φ(q, p))− f(q, p)) dqdp
As discussed in Proposition 3.1, the first integral on the right-hand-side van-
ishes. For the next two integrals, since θh is volume-preserving and reversible
by hypothesis, a change of variables implies that∫
R2D
L
(2)
h f(q, p)ν(q, p)dqdp =
1
h
∫
R2D
[
ν(θ−1h (q, p)) ∧ ν(q, p)
]
f(q, p)dqdp
− 1
h
∫
R2D
[ν(q, p) ∧ ν(θh(q, p))] f(q, p)dqdp
− 1
h
∫
R2D
[ν(φ(q, p)) ∧ ν(θh ◦ φ(q, p))] f(q, p)dqdp
+
1
h
∫
R2D
[ν(q, p) ∧ ν(θh(q, p))] f(q, p)dqdp = 0
where in the last step we used the fact that ν ◦ θh = ν ◦φ ◦ θh = ν ◦ θ−1h .
We conjecture that Algorithm 6.2 is geometrically ergodic under suitable
assumptions on the potential energy function and suitable choices of the
reversible, volume preserving integrator. However, the proof of this appears
to be involved because one needs to estimate carefully the behavior of the
jump rate from (q, p) to θh(q, p) in regions where H is large, and conse-
quently, the integrator has large errors. This analysis will be presented in a
future publication.
7. Conclusion. In this article we have primarily studied HMC in the
exact integration scenario. The RHMC method introduced here is a ver-
sion of HMC where the durations of the Hamiltonian flows are independent,
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exponentially distributed random variables. This method has an infinitesi-
mal generator which is a linear combination of a momentum randomization
operator and a (differential) Liouville operator.
The analysis in Section 3 related the non-asymptotic properties of RHMC
to those of the underdamped Langevin dynamics. We showed that, under
standard hypotheses on the potential energy function, RHMC possesses a
stochastic Lyapunov function of the same form as that of the underdamped
Langevin dynamics. However, unlike underdamped Langevin dynamics, the
trajectories produced by RHMC are not continuous functions of time due
to the instantaneous momentum randomizations. This difference in regular-
ity made it tricky to use standard approximate controllability arguments to
establish a minorization condition for RHMC and an alternative approach
was required. Our analysis showed that the mechanism for dissipation (and
hence, exponential stability) in RHMC comes from the momentum random-
izations; therefore momentum randomizations play here the role played by
the heat bath appearing in underdamped Langevin dynamics. For sampling,
the main qualitative advantage of RHMC compared with underdamped
Langevin dynamics is that the paths of RHMC have a stronger tendency
to move consistently away from the current state of the chain.
In a model test problem, we carried out a quantitative analysis of the
sampling performance of RHMC using integrated autocorrelation time and
mean squared displacement as metrics. Our analysis showed that random-
izing the durations of the Hamiltonian flows mitigates some artifacts as-
sociated to using Hamiltonian dynamics. In particular, we saw that these
sampling metrics depend monotonically on the mean duration parameter.
Numerical examples showed that this monotonicity persists for more general
target distributions. In contrast, these sampling metrics for classical HMC
are a more complicated function of its (deterministic) duration parameter.
As an outlook to future developments of RHMC, we considered two ap-
proximations of RHMC based on spatially discretizing the infinitesimal gen-
erator of RHMC. This outlook introduced a new viewpoint to developing
Hamiltonian-based MCMC methods. In particular, it transforms the prob-
lem of approximating the Hamiltonian flow from one of time discretizing
Hamilton’s equations into one of spatially discretizing its associated Liou-
ville operator in high dimension in a way that generates a Markov process [7].
We showed how to construct such approximations so that they preserve the
Boltzmann-Gibbs distribution. A complete analysis of these approximations
to RHMC will be the subject of future work.
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APPENDIX A: HARRIS THEOREM
Harris Theorem states that if a Markov process admits a Lyapunov func-
tion such that its sublevel sets are ‘small’, then it is geometrically ergodic.
In this part, we recall this theorem for the convenience of the reader. Since
RHMC has an infinitesimal generator, it is convenient to formulate the
Foster-Lyapunov condition in Harris Theorem in terms of an infinitesimal
generator. To make the domain of this generator sufficiently inclusive, we
define the infinitesimal generator of a Markov process X(t) on a Polish state
space Ω equipped with probability measure P in the following way.
Definition A.1. Let D(L) be the set of all measurable functions F :
Ω → R such that there exists a measurable function G : Ω → R with the
property that for any x ∈ Ω and for all t > 0 the process
F (X(t))− F (x)−
∫ t
0
G(X(s))ds , X(0) = x ,
is a local martingale adapted to the natural filtration of X under the prob-
ability measure P. Then we define LF = G and call L the infinitesimal
generator of the process X(t) with domain D(L).
This definition seems to be due to Ref. [9, Definition (14.15) in Chap-
ter 1]. In addition to the infinitesimal generator, denote by Pt the Markov
semigroup of X(t), and denote the transition probabilities of X(t) by
Πt,x(A) = Pr(X(t) ∈ A | X(0) = x) ∀t ≥ 0 , ∀x ∈ Ω .
Sufficient conditions for Harris Theorem to hold are Hypotheses A.1 and
A.2 given below.
Hypothesis A.1 (Foster-Lyapunov Drift Condition). There exist a func-
tion Ψ : Ω→ R+ and strictly positive constants w and k such that
(37) LΨ(x) ≤ −w Ψ(x) + k ,
for all x ∈ Ω.
Remark A.1. Hypothesis A.1 implies that
PtΨ(x) ≤ e−wtΨ(x) + k
w
(1− e−wt)
for every t ≥ 0 and for every x ∈ Ω.
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Hypothesis A.2. There exist a > 0 and t > 0 such that the sublevel set
{z ∈ Ω | Ψ(z) ≤ 2k/w} is ‘small’ i.e.
(38) ‖Πt,x − Πt,y‖TV ≤ 2(1− a)
for every pair x, y satisfying Ψ(x)∨Ψ(y) ≤ 2k/w, where the constants k and
w are taken from Hypothesis A.1.
Theorem A.1 (Harris Theorem). Consider a Markov process X(t) on
Ω with generator L and transition probabilities Πt,x, which satisfies Hypothe-
ses A.1 and A.2. Then X(t) possesses a unique invariant probability measure
Π, and there exist positive constants C and r (both depending only on the
constants w, k and a appearing in the assumptions) such that
‖Πt,x − Π‖TV ≤ C exp(−r t) Ψ(x) ,
for all x ∈ Ω and for any t ≥ 0.
Remark A.2. It follows from (37) that:
Π(Ψ) ≤ k
w
.
For further exposition and a proof of Harris Theorem in a general con-
text, see the monograph [29] (or Ref. [14] for an alternative proof), and for
a treatment in the specific context of stochastic differential equations see
Ref. [26].
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