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I . Introduction 
In a recent paper, which appeared in this journal, Mankiw and Shapi ro (1986) (referred to 
henceforth as MS) presented Monte Carlo evidence assessing the over-rejection of the ord10gonality 
condition which characterizes rational expectation models. This over-rejection persists even when, 
asymptotically, the ordinary distribution theory applies to the test. The standard test is to regress the 
realization of a variable X1 on the I a~ged val ue of some variable Yr which belongs to the information 
set in 1 - 1. A classic example is the permanent income hypothesis where X, is the change in 
consumption and Y, is income, the idea consisting oJf testing whether consumption is excessively 
sensitive to income, once the role of current income iru signalling cha nges in permanent income has 
been taken into account [see Flavin (1981)]. 
fn general, the canonical model which characterizes the null hypothesis can be described by the 
following data generation process (DGP): 
(1) 
where (1 and v, are taken to be, withou t any loss of generali ty (see MS), whi te noise processes with 
unit variance. 8 represents the Kronecker delta. 
Hence the standard procedure is to test the null hypothesis H0: 11 - 0 in the model, 
X, = c + 11Y, _ 1 + u,. (2) 
The model is estima ted by ordinary least squares. 
* The authors v.ish to thank Manuel Arel lano for his help. Thanks are also due to David Hen dry for his encouragement and 
much useful. advice and 10 members of the Econometrics Workshop a t Oxford for thei r comments. Any remaining errors are 
attributable solely to the authors. 
There are two cases, related to the univari.ate process that governs the evolution of J';, which are 
of particular interest. First, if A= 1, that is, Y, follows a random walk, the aforementioned procedure 
is severely flawed since the two sides of eq. (2) do not have the same order of integration. In such a 
case, the regression is not consistent and therefore the !-statistic does not follow the traditional 
standard distribution [see, for example, MS (1985), Phillips (1986a, b), Phillips and Durlauf (1985), 
Evans and Savin (1981, 1984) and Banerjee and Dolado (1987)]. 
The more interesting case and the one that MS (1986) focus on, is where 1'; follows a borderline 
stationary process, that is 1 A 1 < 1 but close to unity. The model is now 'consistent' since both sides 
have the same order of integration. However, as shown by MS in their Monte Carlo study, the 
inferences drawn are still incorrect due to unwarranted reliance on distributions which are correct 
only asymptotically. The ordinary argument is that the t-statistic of if is likely to have a skewed 
distribution whi ch is heavily biased downwards from zero in small samples. Inferences based on the 
use of a symmetric distribution centered on zero are thus likely to be misleading. 
This note has two aims. F irst, we construct a small sample approximation, based on Nagar 
expansions [see Nagar (1959)], of the expected value of the !-statistic or more precisely, the 
continuous normalization of the b ias. This does not seem to be available in the existing literature. 
Second, we use the computed central values to get a feeling for why the critical values reported by 
MS are so disparate. The approximations, when checked with Monte Carlo estimates, turn out to be 
quite accurate and shed light on the importan t role played by the b ias, relative to other distributional 
features, in the results reported by MS. 
The paper is organized as follows. Section 2 provides the Nagar expansion for the borderline case 
of the model appearing in (2) above. Section 3 comments upon the results obtained by using the 
approximations and compares them with the MS find ings. Section 4 concludes the paper. 
2. Nagar expansions 
[n order to construct a Nagar expansion of the t-statistic of if in eq. (2), we use the continuous 
normalization of the OLS estimate of 1t [see Evans and Savin (1984)]. The normalization factor is 
derived from the information matrix on the assumption that Y0 follows the marginal distribution 
N (0, (1 - A2) - 1 ). Then, with small letters denoting deviations from means, we have, 
ES (A)1;2if = S (A )112. £ f H ]-s (A)t/2· E[~[2 _ _ F_ ]] 
T T lE(F)[l-{1 - F/E(F)}] - T E(F) E(F) , 
(3) 
T 
H = _Lx,J'; _1 , (4) 
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(5) 
where the Nagar expansion makes use of the approximation (1 + z)"' = 1 + mz + O(m(m -- 1)z2 ) for 
small z. Hence the error in this approx.lmation has an order of magnitude of - 2[{F -
£(F)}2H]/{E(F)}2. The following lemma is needed in order to prove the main result of the paper 
which appears in the theorem below. The proofs are available, upon request, from the authors. 
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Lemma. Let < and Y _1 denote, respectively, column vectors of dimension (T- 1) of the form 
Let i be a conformable unit vector. Define the following expansions: 
H= E(Y_ 1<'), 
0= E(Y_ 1 Y~ 1 ), 
g = E(<'Y-1 Y~ ly - 1)· 
Then if {1) characterizes the true DGP with I A I < 1, with Y0 - N(O, (1 - A2) - 1), the following are true: 
(a) trace( a) = ( T - 1) ( 1 - A 2 ) - I ; 
(b) •1 . _ [T- 2 _ A(l - AT-
2)] · 
I Ht- p 1 A 2 ' 
- (1 - A) 
(c) 
X {A3(T- 2) - 3A2+ AT+1 _ TA} + (1 -A2) 
x [rA(1 - Ar - 2) + (1 - A)- ( 1 - TAr-11 ~ ~T - 1)Ar )JJ; 
( d) i' Oi = (1 - A2) - 1[2[ T - 2 - A2 (1 - AT- 2) ]- T+ 3]; 
1 - A (1 - A/ 
(e) [ 
(1 - A2(T-l) ) l 
g = 2Ap(l - A2)- 2 (T - 1) - (1 -.:\2) ' and 
(/) i'HOi= i'OHi. 
Theorem. For the model in (2), zf (1) characterizes the true DGP, the corresponding Nagar expansion of 
the !-ratio of the 1T coefficient is as follows: 
E(t.,=o)::: Sr(A )112 £ ( 7T) = (E(l) - £(2) + £ (3)]/ £(4) , 
where 
£(1) = - (2i' Hi)j~2 (T- 1)2; 
£(2) = - (T-1) 2C 4[g- 2(T-l) - 1i'H0i]; 
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£(3) = (T - 1)- 1C 4 [(T - 1) - 2 {trace(D)i'Hi + 2i 'DHi } - 3(T - 1)- 3(i'Hi )(i ' Di )]; 
£(4) = [(T - 1)t2r 112 ; and 
t 2 = (1 - A2 ) - 1 - (i'Di)/(T - 1)2 if I A I <l 
= (T)(T - 1)/2 - (i'Di )(T - 1) - 2 if A= 1. 
3. Results 
To illustrate the working of this approach, we evaluate the expressions in the theorem for values in 
the parameter space (T x A x p) considered by MS, that is, T = (50, 200), A = 
(0.999, 0.99, 0.98, 0.95, 0.90) and p = (1.0, 0.9, 0.8, 0.7, 0.5). The topmost entries of each box in 
tables la and lb show the computed central values. In all cases we observe that the t-statistics are 
centred, as expected, around negative values. Obviously, as A and p decrease, the expected values 
converge to the correct ones. It should be noted that in the A = 0.999 case with T = 50, the 
approximations proved to be useless, giving quite strikingly large values relative to the others. This 
implies that for that sample size it would be impossible to separate the 0.999 root from the unit root 
using our approximations. This is because the order of magnitude of the error term in the Nagar 
Table la • Table lb" 
Mean r-ra tios and critical values, T= 50. Mean /-ratios and critical values, T = 200. 
p -> 1.000 0.900 0.800 0.700 0.500 p-+ 1.000 0900 0.800 0.700 0.500 
A= 0.999 ,\ = 0.999 -1.085 - 1.066 - 0.948 - 0.830 - 0.593 
3.000 2.800 2.700 2.500 2.300 2.900 2.800 2.700 2.600 2.400 
2.750 2.700 2.600 2.500 2.250 
0.990 - 1.171 - 1.054 - 0.937 - 0.820 - 0.585 0.990 -1 .066 - 0 960 - 0.856 - 0.746 - 0.533 
2.900 2.600 2.500 2.400 2.300 2.600 2.500 2.400 2.400 2.300 
2.850 2.700 2.600 2.500 2.250 2.700 2.600 2.500 2.450 2.200 
0 980 - 1.170 - 1.053 - 0.935 - 0.817 - 0.582 0.980 - 1.047 - 0.942 - 0.840 - 0.733 - 0.524 
2.800 2.600 2.400 2.300 2.300 2.500 2.300 2.300 2.200 2.100 
2.850 2.700 2.660 2.500 2.250 2.700 2.600 2.500 2.400 2.200 
0.950 -1.106 -0.995 -0.884 -0.774 - 0.552 0.950 - 0.791 - 0.712 -0.633 -0.553 - 0.396 
2.600 2.400 2.300 2.200 2.100 2.200 2.200 2.100 2.000 2.000 
2.800 2.650 2.550 2.450 2.200 2.450 2 350 2.300 2.200 2.050 
0.900 - 0.952 - 0.857 - 0.762 - 0.667 - 0.476 0.900 - 0.574 - 0.516 - 0.459 - 0.401 - 0.287 
2.400 2.200 2.200 2.100 2100 2.100 2.000 2.000 2000 2.000 
2.600 2.500 2.450 2.350 2.150 2.200 2.200 2JOO 2050 1.950 
• The topmost entry in each grouping of tables la and 1 b • See footnote tO table 1 a. 
shows the central r-ratios computed from the Nagar 
expansions; the middle entry reproduces the Monte Carlo 
crit ical values taken from table I of Mankiw and Shapiro 
(1986); the bottom entry shows the critical values ob-
tained, by using the rule described in the text, from the 
Nagar expansion t-ratios. For example, the case of p = 
LOO and A= 0.90 has a central r-ratio of - 0.952, an MS 
critical value of 2.400 and a Nagar expansion cri tical 
value of 2.600. 
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Table 2a • 
Monte Carlo mean 1-ratios and rejections. T = 50. 
A= 0.990 
0.950 
0.900 
p "" 1.000 
- 1.362 (0.058) b 
28(0) 
- 1.201 (0.063) 
16(0) 
-1.034 (0.064) 
12(0) 
p = 0.700 
- 0.991 (0.064) b 
15(0) 
-0.817 (0.065) 
9(0) 
-0.664 (0.067) 
8(0) 
• The Monte Carlo simulations have been carried out using 200 replications in PC NAIVE (copyright D.F. Hendry). The first 
thirty observations, for each sample size, were discarded. The top entry in each box of tables 2a and 2b shows the mean 
1-ratio and the corresponding standard error (in brackets). The bottom entry shows the percentage of rejections using the 
ordinary two-tailed critical value and the number of rejections in the upper tail using the MS critical values (in brackets). 
t> Denotes significant deviation between the central and the Monte Carlo /-ratios using a 95% confidence interval. 
expansion is no longer negligible. In this fashion, it is possible to establish bounds on the sample size, 
for a given value of .\, in order to carry out the approximation. 
The results indicate quite clearly that there is a strong bias towards over-rejection of the null if 
conventional asymptotics are used, as exemplified by the MS Monte Carlo results. The next 
interesting issue is whether we can say anything about the devia tions from asymptotic normality of 
the small sample distribution just using information on the central values of the statistic. 
MS report critical values corresponding to the 5% significance level. These are reproduced in the 
middle entries of each box in table 1. If r is the test statistic, the 5% critical value is the number tP 
such that prob( 1 r I ~ tf;) = 0.05) under H0 . As properly noted in footnote 3 of their paper, this is not 
equivalent to a two-tailed critical value, since the distribution is not symmetric around the origin. 
Given that the cen tral values are so negative, it might therefore not be too incorrect to infer that all 
of the rejections occur in the lower tail of the distribution; that is, for large ·negative values of the 
t-ratio, the test is not far from being a one-tailed t.est at the 5 % level. With tltis in mind, we 
computed rough approximations of the pseudo two-tailed critical values by adding the one-tailed 5% 
critical values (1 .675 for T = 50 and 1.645 for T = 200) to the central values obtained previously. The 
use of the !-distribution instead of the asymptotic standardized normal stems from a sbght small 
sample kurtosis correction factor. The results are tabul.ated in the bottom entries of table 1. When we 
compare our critical values to those obtained by MS, we observe a close similarity. In the lower range 
Table 2b" 
T - 200. 
A= 0.990 
0.950 
0.900 
• See footnote • of table 2a. 
p = 1.000 
- 1.172 (0.058) 
16(0) 
- 0.802 (0.068) 
9(0) 
-0.582 (0.064) 
8(1) 
p ~ 0.700 
- 0.797 (0.066) 
9(0) 
- 0.489 (0.070) 
7(1) 
- 0.322 (0.069) 
6(0) 
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of values for .\ and p we seem to be adding slightly more than what is adequate. Obviously for .\ and 
p tending to zero, the critical values converge to 2, since the test becomes a proper two-tailed one and 
the previous argument does not apply. Replicating exactly the MS results, given that the 95% 
confidence interval for their critical values is ± 0.014 [variance = p(l - p )/N where N = number of 
replications and p = 0.05] would be an unlikely achievement. This notwithstanding, we dare to 
conclude that ou r analysis has offered a numerical explanation of the MS results for a reaso nable 
range of borderline cases. The previous evidence also emphasizes the importance of the bias relative 
to the other features of the distribution, especially those concerning symmetry. 
Finally, in tables 2a and 2b, we show the results obtained by a small-scale Monte Carlo study, 
similar to that carried out by MS, in order to check the accuracy of the approximations and the 
conjecture about the number of rejections in the upper tail for a representative subset of the 
parameter space. The evidence on both fronts does not seem to be at odds with the data. 
4. Conclusions 
Our concern in tins paper has been to set up an analytical explanation of recent Monte Carlo 
results presented by MS on the over-rejection of the random walk property of some ra tional 
expectations models when the forcing variable follows a borderline stationary process. Our analysis 
has served to confirm the statistical pitfalls involved in placing unwarranted confidence in stationary 
asymptotic results when working with finite samples. It has also emphasized the role of the bias, 
relative to other distributional features, in explaining the anomalous results. As a by-product we have 
derived the Nagar expansion of the bias in models of this variety. The analytical results compare 
favourably with the numerical biases obtained from the Monte Carlo analysis. Current and future 
research include working out the case in which a trend appears in the regression, as a reflection of the 
existence of a drift in the autoregressive process, and a refinement of the rough method employed to 
go from the expected values of the tests to the corresponding crit ical values. 
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