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SIMPLE EXAMPLES OF PURE-JUMP STRICT LOCAL
MARTINGALES
MARTIN KELLER-RESSEL
Abstract. We present simple new examples of pure-jump strict local martin-
gales. The examples are constructed as exponentials of self-exciting affine Markov
processes. We characterize the strict local martingale property of these processes
by an integral criterion and by non-uniqueness of an associated ordinary differ-
ential equation. Finally we show an alternative construction for our examples by
an absolutely continuous measure change in the spirit of (Delbaen and Schacher-
mayer, PTRF 1995).
1. Introduction
Strict local martingales, i.e. local martingales which are not true martingales
have attracted the interest of researchers in probability theory and financial mathe-
matics. Examples of strict local martingales can shed light on the demarcation line
between true and local martingales which plays a role in fundamental results such
as Girsanov’s theorem. In financial mathematics strict local martingales illustrate
the pathological behavior of markets which are free of arbitrage but where market
prices deviate from fundamental prices (cf. [LW00]) and put-call-parity ceases to
hold (cf. [CH05]). For these reasons strict local martingales are often regarded as
mathematical models for asset price bubbles.
Most known examples of strict local martingales are continuous processes. Ex-
ceptions are the examples [KMK10, Ex. 3.11], [MU14, Sec. 4] and the more recent
construction of [Pro14] through filtration shrinkage. In this note we present several
simple new examples of pure-jump strict local martingales. These examples are
constructed as exponentials of self-exciting jump processes of affine type. In this
context, self-excitement means that the intensity of jumps is proportional to the
value of the process itself. It is widely accepted (cf. [SC14]) that self-excitement
plays a crucial role in the appearance of real-world asset price bubbles, so that
from the point of view of financial modeling this construction seems natural. It is
also well-known that self-exciting behavior of certain affine processes can lead to
explosion in finite time (cf. [DFS03]) and both the example of [KMK10] and our
examples are based on modifying an explosive affine process in just the right way
– in our case by exponential tilting – such that explosion does no longer occur, but
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the martingale property fails despite being a local martingale. In Section 2 we in-
troduce a first example of such a strict local martingale and show in section 3 how
this example can be generalized to a much larger class of processes. Finally, in
section 4 we provide an alternative construction of the processes by an absolutely
continuous measure change.
2. A pure-jump strict local martingale
Let a filtered probability space (Ω,F , (Ft)t≥0, P) be given and assume that the
filtration satisfies the usual conditions. Define the measure
(1) µ(dξ) = 1
2
√
π
e−ξξ−3/2 dξ, ξ ∈ R≥0
and let the adapted ca`dla`g process X be given as the Feller process with state space
R≥0 and with generator
(2) A f (x) = − x
2
f ′(x) + x
∫ ∞
0
( f (x + ξ) − f (x) − f ′(x)ξ) µ(dξ)
for all f from the core C∞c (R≥0). We assume that the starting point X0 is deter-
ministic and strictly positive. The existence of such a process X is guaranteed
by [DFS03, Thm. 2.7] and the solution belongs to the class of conservative non-
negative affine processes (see [DFS03, Lem. 9.2]). From [DFS03, Thm. 2.12] it is
known that X is a semimartingale1 with characteristics
Bt(ω) = −12
∫ t
0
Xs−(ω)ds, Ct(ω) = 0, ν(ω, dξ, ds) = Xs−(ω)µ(dξ)ds
relative to the truncation function h(x) = x. Writing J(ω, dξ, ds) for the random
measure associated to the jumps of X and
J(ω, Xs−, dξ, ds) = J(ω, dξ, ds) − Xs−µ(dξ)ds
for its compensated version, the canonical representation of X (cf. [JS87, Thm. II.2.34])
is given by
(3) Xt = X0 +
∫
R≥0×[0,t]
ξ J(ω, Xs−, dξ, ds) − 12
∫ t
0
Xs−ds.
This equation can be interpreted as an integral equation for X. Since the semi-
martingale characteristics determine the law of an affine process X uniquely (cf.
[DFS03, Thm. 2.12]) we can consider X as the weak solution, unique in law, of
this integral equation. Interpreting equation (3) and taking into account the defini-
tion of J(ω, Xs−, dξ, ds) we see that X jumps upwards at a rate that is proportional
to the current value Xt−, i.e. the jumps of X are self-exciting and increase in rate
as X increases. This upward movement is counteracted by the compensator of the
1We refer to [JS87] for notation and terminology related to semimartingales.
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jump measure and an additional negative drift at rate 12 Xt−. The process X has
infinite jump-intensity but trajectories of a.s. finite variation since∫ ∞
0
µ(dξ) = 1
2
√
π
∫ ∞
0
e−ξξ−3/2dξ = ∞, but
∫ ∞
0
ξµ(dξ) = 1
2
√
π
∫ ∞
0
e−ξξ−1/2dξ = 1
2
.
The latter equation implies by [JS87, Prop. II.2.29] that X is in fact a special semi-
martingale. The following property makes X interesting:
Theorem 1. The process S = eX − 1 is a strict local martingale.
This theorem can be derived easily from the following Lemma.
Lemma 2.1. The process S = eX − 1 is a local martingale and
(4) E
[
euXt
]
= exp
{
X0
(
1 −
(
w(u)e−t/2 − 1
)2)}
, for all u < 1
where w(u) = 1 − √1 − u.
Indeed, if the Lemma is true, then by monotone convergence
E [S t] = E
[
eXt
]
− 1 = lim
u→1
E
[
euXt
]
− 1 = exp
(
X0e−t/2(2 − e−t/2)
)
− 1.
As a local martingale with non-constant expectation S must then be a strict local
martingale.
Proof of Lemma 2.1. The main step is to compute the moment generating function
E
[
euXt
]
; the local martingale property of S will be obtained on the way. We could
apply here directly the results of [DFS03] and [KRM15] but it is more instructive
to do the computations explicitly. Let T > 0 and let g : [0, T ] × (−∞, 1] →
(−∞, 1], (t, u) 7→ g(t, u) be a function which for each u ∈ (−∞, 1] is continuously
differentiable in its first argument and which satisfies the initial condition g(0, u) =
u. We will denote the time derivative of g(t, u) by ∂t g(t, u). Applying Ito’s formula
for jump processes (cf. [Pro04]) to Mt := exp(g(T − t, u)Xt) yields
Mt = M0 + loc. mg. −
∫ t
0
∂t g(T − s, u)Xs−Ms−ds − 12
∫ t
0
g(T − s, u)Xs−Ms−ds+
+
∑
s≤t
Ms−
(
e∆Xsg(T−s,u) − 1 − ∆Xsg(T − s, u)
)
=
= M0 + loc. mg.+
+
∫ t
0
(∫ ∞
0
(
eg(T−s,u)ξ − 1 − g(T − s, u)ξ
)
µ(dξ) − 1
2
g(T − s, u) − ∂t g(T − s, u)
)
Xs−Ms−ds,
where loc. mg. denotes a local martingale starting at zero which may change from
line to line. Introducing the function
(5) R(u) :=
∫ ∞
0
(
euξ − 1 − uξ
)
µ(dξ) − 1
2
u
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the above equation can be rewritten as
(6) Mt − M0 = loc. mg. +
∫ t
0
(R(g(T − s, u)) − ∂t g(T − s, u)) Xs−Ms−ds.
In our example the function R(u) is well-defined for all u ∈ (−∞, 1] and can be
computed explicitly by partial integration and reduction to a Gamma-type integral
(cf. Lemma A.1), yielding
R(u) = (1 − u) −
√
1 − u, u ∈ (−∞, 1].
We conclude from (6) that if g is a function that is bounded above by 1 and satisfies
the ODE
(7) ∂t g(t, u) = R(g(t, u)), g(0, u) = u
then Mt = exp(g(T − t, u)Xt) is a local martingale for any T > 0. These conditions
are in particular satisfied by the constant function g+(t, 1) = 1 and we conclude
that eXt – and hence also S t – is a local martingale. Since eX is non-negative it is
a supermartingale and it follows that E
[
eXτ
]
≤ E
[
eX0
]
< ∞ for all finite stopping
times τ ≥ 0.
Consider now the case when g satisfies (7) and is in addition bounded above by
(1 − ǫ) for some ǫ > 0. Setting f (x) = x1/(1−ǫ) we see that
E
[ f (Mτ)] = E [ f (exp(g(T − τ, u)Xτ))] ≤ E [ f (exp((1 − ǫ)Xτ))] = E [eXτ] ≤ E [eX0] < ∞
for all stopping times τ ≤ T . It follows from de la Valle´e-Poussin’s theorem that
the family {
Mτ : τ stopping time, τ ≤ T
}
is uniformly integrable for any fixed T > 0 and hence that M is a true martingale.
It is easy to verify, that for g(0, u) = u < 1 the unique solution of the differential
equation (7) is given by
g(t, u) = 1 −
(
w(u)e−t/2 − 1
)2
.
Clearly g(t, u) is bounded uniformly away from 1. We conclude that for u < 1 the
process Mt = eg(T−t,u)Xt is a true martingale and hence
E
[
euXT
]
= E [MT ] = M0 = eg(T,u)X0 ,
completing the proof. 
Remark 2.2. The reader familiar with affine processes recognizes in (7) the gen-
eralized Riccati equation (cf. [DFS03, Sec. 6]) that is associated to X.
Remark 2.3. Note that
g−(t, 1) := lim
u→1−
g(t, u) = e−t/2(2 − e−t/2)
is a solution of (7) with initial condition u = 1 and the constant solution g+(t, 1) ≡ 1
is another one. This indicates that the strict local martingale property is related to
the non-uniqueness of solutions to (7) for the initial value u = 1, which will be
confirmed in Theorem 2.
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3. Generalizations
Let µ be a non-zero Le´vy measure on R≥0 that satisfies
∫ ∞
1 e
ξ µ(dξ) < ∞. As
above, we define a ca`dla`g Feller process X with state space R≥0 through its gener-
ator
(8) A f (x) = −bx f ′(x) + x
∫ ∞
0
( f (x + ξ) − f (x) − f ′(x)ξ) µ(dξ),
where b =
∫ ∞
0 (eξ − 1 − ξ)µ(dξ) > 0 and f from C∞c (R≥0), the core of A. We
assume the starting point X0 > 0 to be deterministic and remark that the finiteness
of b is guaranteed by the integrability condition on the measure µ(dξ). As in Sec-
tion 2, existence and non-explosion of the process X are guaranteed by the results
of [DFS03]. We write J(ω, dξ, ds) for the random measure associated to the jumps
of X and
(9) J(ω, Xs−, dξ, ds) := J(ω, dξ, ds) − Xs−µ(dξ)ds.
for its compensated version. By the same arguments as in Section 2, X satisfies a
stochastic integral equation
(10) Xt = X0 +
∫
R≥0×[0,t]
ξ J(ω, Xs−, dξ, ds) − b
∫ t
0
Xs−ds.
where b =
∫ ∞
0 (eξ − 1 − ξ)µ(dξ) > 0. Finally, we define
(11) R(u) =
∫ ∞
0
(
euξ − 1 − uξ
)
µ(dξ) − bu.
Note that R(1) = R(0) = 0 holds and R is a strictly convex function, such that
R(u) < 0 for all u ∈ (0, 1). Moreover, R is continuously differentiable on (−∞, 1)
and R′(0) = −b < 0.
The next result is ‘essentially known’ in the literature on affine processes and
parts of it can be found in [KR11, Thm 2.5], [MMKS11, Rem. 4.5.iv] and [KRM15,
Thm. 3.2]. We give a self-contained and simple proof that does not need prerequi-
sites from the theory of affine processes.
Theorem 2. Let R be given by (11). Then S = eX − 1 is a local martingale and the
following are equivalent:
(a) S = eX − 1 is a strict local martingale
(b) The ordinary differential equation
(12) ∂t g(t) = R(g(t)), g(0) = 1
has more than one solution taking values in (−∞, 1].
(c) The function 1/R(u) is integrable in a left neighborhood of u = 1, i.e. there
exists ǫ > 0 such that
(13) −
∫ 1
1−ǫ
dη
R(η) < ∞.
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Remark 3.1. The equivalence of (b) and (c) is closely related to Osgood’s crite-
rion for non-uniqueness of autonomous scalar ordinary differential equations, see
[Osg98].
Remark 3.2. It is interesting to compare this theorem with known results for dif-
fusion processes. Integral conditions similar to (13) are known to characterize the
strict local martingale property of one-dimensional diffusions, see e.g. [ES90],
[BE09], [DS02, Thm. 1.6] and [MU12, Cor. 4.3]. The strict local martingale
property of general diffusion processes has been linked to non-uniqueness of solu-
tions of the associated Kolmogorov PDE in e.g. [Lew00, Sec. 9.5], [HLW07] and
[BKX12].
Proof. The local martingale property follows directly by applying Ito’s formula, as
in the proof of Lemma 2.1.
We proceed to show the analytic part of the theorem, that is, the equivalence
of (b) and (c). To see that (b) implies (c) consider the case that (12) has multiple
solutions taking values in (−∞, 1]. Since the constant function g+(t) ≡ 1 is clearly
a solution, there must be another solution, g− and a time point t1 > 0 such that
g−(t1) = 1 − ǫ, for some ǫ > 0. Moreover, set t0 = sup {t ≥ 0 : g−(t) = 1} and note
that by continuity of g− it holds that g−(t0) = 1 and t0 < t1. Taking into account
the properties of R, it follows that R(g−(t)) , 0 for t ∈ (t0, t1] and we may integrate
(12) to obtain
−
∫ g−(t)
g−(t1)
dη
R(η) = −
∫ t
t1
g−(s) ds
R(g−(s)) = t1 − t
for all t ∈ (t0, t1]. Letting t tend to t0 this becomes
−
∫ 0
1−ǫ
dη
R(η) = t1 − t0 < ∞
and we have shown (c).
To show the reverse implication, assume that (13) holds, and note that due to
convexity of R
−
∫ 1
0
dη
R(η) ≥ −
1
R′(0)
∫ 1
0
dη
η
= +∞.
Hence, T (x) := −
∫ 1
x
dη/R(η) defines a continuously differentiable, strictly de-
creasing function that maps (0, 1] onto [0,∞). By the inverse function theorem,
there exists a strictly decreasing and continuously differentiable inverse function g,
mapping [0,∞) to (0, 1] with g(0) = 1 and which satisfies T (g(t)) = t, i.e.
−
∫ 1
g(t)
dη
R(η) = t, t ≥ 0.
Differentiating on both sides shows that g solves (12). But g is different from the
obvious constant solution g+(t) ≡ 1 and it follows that (12) has multiple solutions
taking values in (−∞, 1], showing (b).
We now turn to the implication from (b) to (a): Denote by g+(t) ≡ 1 the constant
solution to (12) and let g−(t) be another solution taking values in (−∞, 1]. Since g−
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is different from g+ there exists a T > 0 such that g−(T ) < 1. We set
M+t = e
Xt , and M−t = eg−(T−t)Xt
for t ∈ [0, T ]. Both processes have the same terminal value M+T = M−T , but different
initial values M+0 > M
−
0 . Applying Ito’s formula just as in the proof of Lemma 2.1
we find that both M+and M− are local martingales and – being positive – also
supermartingales. Assume for a contradiction that S = eX − 1 is a true martingale.
Then also M+ is a true martingale, and
M+0 = E
[
M+T
]
= E
[
M−T
]
≤ M−0
in contradiction to M+0 > M
−
0 . We conclude that M
+ and hence also S is a strict
local martingale and (a) follows.
Finally we show by contraposition that (a) implies (c). Assume that (c) does not
holds true and consider the differential equation
(14) ∂t g(t, u) = R(g(t, u)), g(0, u) = u, u ∈ (0, 1)
Since R(0) = R(1) = 0 and R is continuously differentiable and negative on (0, 1)
this equation has a unique strictly decreasing solution g(t, u) for initial values u ∈
(0, 1). Fixing an arbitrary t > 0 and integrating (14) this solution satisfies
−
∫ u
g(t,u)
dη
R(η) = t.
Assume that lim infu→1− g(t, u) = 1 − ǫ for some ǫ > 0. Taking this limit in the
equation above yields
−
∫ 1
1−ǫ
dη
R(η) = t < ∞,
but we have started with the assumption that (13) does not holds true. We conclude
that lim infu→1− g(t, u) = 1 and hence in fact limu→1− g(t, u) = 1 for all t ≥ 0. Now
fix some T > 0 and set
Mut = exp (g(T − t, u)Xt) , u ∈ (0, 1).
Proceeding by Ito’s formula as in the proof of Lemma ?? we see that each Mu is a
local martingale. Moreover, g(t, u) ≤ u and setting fu(x) = x1/u we obtain
E
[ fu(Muτ)] = E [ fu(exp(g(T − τ, u)Xτ))] ≤ E [ fu(exp(uXτ))] = E [eXτ] ≤ E [eX0] < ∞
for any stopping time τ ≤ T . For u ∈ (0, 1) the function fu is convex and satisfies
limx→∞ fu(x)/x = ∞. Hence, by de la Valle´e-Poussin’s theorem the family{
Muτ : τ stopping time, τ ≤ T
}
is uniformly integrable for any T > 0 and thus Mu is a true martingale. Using
monotone convergence we obtain
E
[
eXt
∣∣∣Fs] = E
[
lim
u→1−
eg(T−t,u)Xt
∣∣∣∣∣Fs
]
= lim
u→1−
E
[
Mut
∣∣∣Fs] = lim
u→1−
Mus = e
Xs
for all 0 ≤ s ≤ t ≤ T . This shows that eX and hence S is a true martingale and
completes the proof. 
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Theorem 3. Let the measure µ be given by
(15) µ(dξ) = ce−ξξ−αℓ(ξ) dξ, ξ ≥ 0
where c > 0, α ∈ (1, 2), and ℓ is slowly varying at infinity and bounded at zero.
Define the associated Poisson random measure and the process X as in (9) and
(10). Then the process S = eX − 1 is a strict local martingale.
Remark 3.3. This theorem shows that the strict local martingale property of S is
related to the right tail of the jump measure and hence determined only by the large
jumps of S .
Proof. First note that µ is a Le´vy measure and satisfies the integrability condition∫ ∞
1 e
ξ µ(dξ) < ∞, due to [BGT89, Prop 1.5.10]. This condition implies by [DFS03,
Lem. 9.2] that X is a conservative process. Denote by f ∼ g asymptotic equivalence
of functions; we will indicate whether the equivalence holds at 0 or at ∞. We set
F(ξ) = −
∫ ∞
ξ
exµ(dx).
Using that α > 1 it follows from [BGT89, Prop. 1.5.10] that
F(ξ) ∼ c
α−1ξ
1−αℓ(ξ) as ξ → ∞.
By partial integration we can rewrite R as
R(1 − z) = z
∫ ∞
0
e−zξF(ξ)dξ + z
∫ ∞
0
(
eξ − 1
)
µ(dξ).
By Karamata’s Tauberian theorem (cf. [BGT89, Thm.1.7.1]) for the Laplace trans-
form it follows that
R(1 − z) ∼ c
Γ(α)
π
sin(π(α − 1)) z
α−1ℓ(1/z) as z → 0+.
Setting ˜ℓ(x) = 1/ℓ(x), which is also a slowly varying function, we obtain
1
x2R(1 − 1/x) ∼
Γ(α)
c
sin(π(α − 1))
π
xα−3 ˜ℓ(x), as x →∞.
By [BGT89, Prop.1.5.10] and using that α < 2 it follows that the integral
−
∫ 1
1−ǫ
du
R(u) =
∫ ∞
1/ǫ
dx
x2R(1 − 1/x)
converges, which implies by Theorem 2 that S = eX − 1 is a strict local martingale.

Particularly tractable examples can be produced from Theorem 3 by choosing
c =
sin(π(α − 1))
π
Γ(α), ℓ ≡ 1.
In this case we obtain from Lemma A.1
R(u) = (1 − u) − (1 − u)α−1.
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The corresponding generalized Riccati equation (7) can be solved explicitly for the
initial value u = 1 and we obtain that S = eX − 1 is a strict local martingale with
expectation
E [S t] = exp (X0g−(t, 1)) − 1, where g−(t, 1) = 1 −
(
1 − e(α−2)t
) 1
2−α .
4. Alternative Construction a` la Delbaen-Schachermayer
We present an alternative construction of the strict local martingale S from a
true martingale M by inversion and an absolutely continuous measure change. This
technique is most familiar in the case of the inverse Bessel process of dimension 3
and has been used to show its strict local martingale property (see e.g. [RY99,
Chapter VI.3]). It has been generalized to continuous semimartingales by Delbaen
and Schachermayer in [DS95]. Our example shows that the technique can be used
to produce discontinuous strict local martingales as well.
Define the measure
(16) µ˜(dξ) = 1
2
√
π
ξ−3/2dξ
and note that µ˜ is related to µ from (1) by µ(dξ) = e−ξµ˜(dξ). We define ˜X as the
Feller process with state space [0,∞] and with generator given by
(17) ˜A f (x) = −x f ′(x) + x
∫ ∞
0
( f (x + ξ) − f (x)) µ˜(dξ)
for f from the core C∞c (R≥0). We assume that ˜X starts at a deterministic strictly
positive initial point ˜X0 > 0. The process ˜X is a small modification of the non-
conservative affine process Y in [DFS03, Example 9.3] by adding a negative drift.
In fact it can be directly related to Y by the transformation ˜Xt =
∫ t
0 e
−(t−s)dYs. It
follows that also ˜X is non-conservative, but instead explodes to +∞ at a predictable
stopping time τ which is finite with positive P-probability. Note that in contrast to
the processes considered in the previous sections, ˜X is not a semimartingale.
Obviously, the time of explosion τ is announced by the sequence of first hitting
times
(18) τn := inf{t ≥ 0 : ˜Xt ≥ n}.
Using Lemma A.1 it is easy to check that h(x) = e−x is a harmonic function for ˜X,
i.e. ˜A(e−x) = 0 and we conclude that
Mt = exp
(
−
(
˜Xt − ˜X0
))
is a bounded local martingale and hence a true martingale. Note that Mt reaches
the value zero exactly at τ and remains zero afterwards. We define a measure Q,
absolutely continuous with respect to P, by setting
(19) dQdP
∣∣∣∣∣Ft = Mt.
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As M reaches zero with positive P-probability the measures Q and P are not equiv-
alent. In particular Q(τ ≤ t) = 0 for every t ≥ 0 and hence
Q(τ = ∞) = lim
t→∞Q(τ > t) = 1,
while P(τ = ∞) < 1.
Theorem 4. The process Lt = 1Mt 1{t<τ} is a strict local martingale under Q.
Remark 4.1. Since Q(t < τ) = 1, it is correct to write Lt = 1Mt Q-a.s. However,
this equality does not hold true P-a.s.
Proof. We first show that L is a local martingale by using (τn)n∈N from (18) as the
localizing sequence. Note that τn → τ P-a.s. and hence also Q-a.s. Moreover
Q(τ = ∞) = 1 such that (τn) is indeed a localizing sequence under Q. Now
EQ
[
Lt∧τn
∣∣∣Fs] = 1Ms∧τn E
P
[
Mt∧τn
Mt∧τn
1{(t∧τn)<τ}
∣∣∣∣∣∣Fs
]
=
=
1
Ms∧τn
= Ls∧τn
holds Q-a.s. which shows that L is a Q-local martingale. Finally, for sufficiently
large t we have
EQ [Lt] = EP
[
Mt
Mt
1{t<τ}
]
= P(τ < t) < 1
and it follows that L is not a true Q-martingale. 
Remark 4.2. As mentioned, this construction parallels the well-known construc-
tion of the inverse Bessel process of dimension 3 (cf. [RY99, Chapter VI.3]) that
has been generalized by [DS95]. In the construction of the 3-dimensional inverse
Bessel process the process Mt∧τ is a one-dimensional P-Brownian motion start-
ing at one and stopped upon hitting zero; under Q the process M becomes a 3-
dimensional Bessel process and 1/M, the inverse 3-dimensional Bessel process, is
a strict local martingale under Q.
To see that the above construction is equivalent to the construction from Sec-
tion 2 note that the measure change (19) is nothing else than the h-transform of
˜X with respect to the harmonic function h(x) = e−x (see e.g. [PR00]) and we can
compute the generator of ˜X under Q from the formula
˜AQ = h−1 ˜A( f h) = −x( f ′(x) − f (x)) + x
∫ ∞
0
(
f (x + ξ)e−ξ − f (x)
)
µ˜(dξ) =
= x
∫ ∞
0
( f (x + ξ) − f (x) − f ′(x)ξ) µ(dξ)+
+ x f (x)
{
1 −
∫ ∞
0
(
1 − eξ
)
µ(dξ)
}
+ x f ′(x)
{∫ ∞
0
ξµ(dξ) − 1
}
=
= − x
2
f ′(x) + x
∫ ∞
0
( f (x + ξ) − f (x) − f ′(x)ξ) µ(dξ)
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where we have used Lemma A.1 to evaluate the integrals in the second-to-last line.
This is exactly the generator of X from (3), i.e. ˜X under Q is identical to the original
process X in the sense of Feller processes. Note that this connection via exponential
measure change between non-conservativeness and strict local martingale property
has also been exploited in [KMK10] and [MMKS11].
Appendix A. An integration formula
Lemma A.1. Let α ∈ (1, 2) and set C(α) = sin((α − 1)π)Γ(α)/π. Then
C(α)
∫ ∞
0
(
euξ − 1
)
e−ξξ−αdξ = 1 − (1 − u)α−1(20)
for all u ≤ 1, and
C(α)
∫ ∞
0
e−ξξ1−αdξ = α − 1.(21)
Remark A.2. In Section 2 we use the particular case C(3/2) = 12√π .
Proof. Set w = u − 1 ≤ 0. By partial integration and substitution∫ ∞
0
(
euξ − 1
)
e−ξξ−αdξ = 1
α − 1
∫ ∞
0
(
wewξ + e−ξ
)
ξ1−αdξ =
=
1
α − 1
∫ ∞
0
e−rr1−αdr ·
(
1 − (−w)α−1
)
=
=
Γ(2 − α)
α − 1
(
1 − (1 − u)α−1
)
.
By Euler’s reflection formula for the Gamma function
Γ(2 − α)
α − 1 =
π
sin((α − 1)π)Γ(α) =
1
C(α)
and (20) follows. Moreover,
C(α)
∫ ∞
0
e−ξξ1−αdξ = C(α)Γ(2 − α) = α − 1
and also (21) follows. 
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