Abstract
Introduction
In the past decade, digital cameras and LCD/DLP video projectors have become almost ubiquitous as their price kept decreasing. This opens the door for numerous applications involving a projector and a camera such as multimedia applications, shows, digital arts, and plays to name a few.
One fundamental limitation that most projector applications have to deal with is the geometric distortion of the projected image. As far as the observer is concerned, geometric distortion appears when the projector is located far from the observer and/or when the 3D surface is badly oriented. As mentioned by Raskar et al. [17] , in cases where the projector and the 3D surface cannot move, the only solution is to warp the projected image. In fact, given the 3D geometry of the scene, one can easily implement such a warping function to prevent distortion from the observer's stand point [16, 17, 20] (if the warping is to be done for the camera's stand point, only the pixel mapping between the camera and the projector is needed [20] ). Unfortunately, the geometry of the scene is often unknown a priori and thus needs to be estimated at runtime. One usual way of doing so is through the use of a camera and a two-step procedure. First, the camera and the projector are calibrated so their intrinsic and extrinsic parameters are known [24] . Then, predesigned patterns of light (so-called structured light patterns) are projected on the surface so pixels from the projector can be matched to those of the camera. Depending on the complexity of the scene, one can project simple dots of light (in case of a planar surface for instance) or more complex patterns [18] in case of a compound surface. Once a sufficiently large number of matches has been found, a 3D surface can be recovered by triangulation. Given that both the scene and the projector stay fixed, the estimated 3D surface can be used to warp the projected image for any viewpoint.
One obvious problem arises when the camera/projector system and/or the 3D scene is moved after calibration is over. One typical example is in plays involving artistic staging. In this case, the use of structured light patterns to recover the 3D geometry becomes irrelevant as the system 1 33 978-1-4244-7030-3/10/$26.00 ©2010 IEEE should stop projecting the video to readjust. Such application thus requires the matching to be done directly from the projected to the captured image. Unfortunately, we empirically noticed that pure color-based matching strategies between two such images are doomed to fail. The reason being that the images captured by the camera are heavily degraded by non-linear color distortion (see Fig. 1 (b) vs (c)). This is true especially when the white balance and exposure time of the camera automatically readjust and/or when the projection surface is textured. In the experimental section, we will show how SIFT [13] , although one of the most robust matching methods, fails in such scenarios.
In this paper, we propose to find camera-projector matches based on unstructured light patterns, i.e. based on the projected video itself. In this way, each time the system needs to recover the 3D scene, our approach analyses activity patterns recorded in both videos and finds matches based on it. These activity patterns are obtained following a motion detection method applied simultaneously on the video emitted by the projector and the video captured by the camera. They are then bundled with grayscale quanta and embedded into a cost function used to find matches. Once matches have been found, the 3D structure of the scene is recovered and the projected video warped. In this paper, we focus on piecewise planar surfaces, although our approach can be generalized to other geometric primitives, such as spheres and cylinders. Interestingly, our system needs between 15 and 30 frames (at most 1 second of video) to efficiently recover the 3D scene, thus allowing an artistic director to perform a quick readjustment of the system unbeknownst to the audience. We tested our method on different videos including music clips, animated movies,and homemade videos. Artistic animated patterns could also be used with our method.
Previous Work
Finding matches in two images (here camera-projector matches) is the first step for most applications involving a triangulation procedure. There has been a significant effort to develop simple and efficient matching strategies that we summarize in four categories.
Structured Light
Certainly one of the most implemented strategy, structured light methods use pre-designed patterns of light to encode the pixel position. All kinds of patterns have been proposed so far including color, binary and grayscale patterns, patterns with spatial coding, others with time-multiplexing coding, some being dense, others being sparse, etc. [22, 18] . As far as our system is concerned, structured light is hardly a solution since the pose between the system and the scene may vary in time. In that case, the system would need to periodically readjust by stopping the user-selected video for recalibrating the system. This, of course, is unacceptable for obvious marketing reasons.
A solution to that problem is to embed imperceptible patterns of light into the projected image. One way of doing so is by reducing the dynamic interval of DLP projectors [1, 26] . This solution however, is only conceivable for highend (and very costly) projectors. Our solution does not suffer from such limitations as it uses unstructured light based on the ongoing video. Feature-Based Matching A second approach consists in matching feature points extracted from the projected and the captured images [21, 25, 11] . One such approach that drew a lot of attention lately is the scale invariant feature transform (SIFT) [13] . SIFT is one of the very few methods which provides a solution for both extracting feature points and finding point-to-point matches. The main advantage with SIFT lies in its robustness to geometric transformations and non-linear illumination distortions. This being said, we empirically observed that the number of matches SIFT returns rapidly decreases in presence of severe perspective transformations and/or illumination distortions (results with SIFT are presented in sec. 5). This is a major limitation as far as our application is concerned. Empirical results will be shown in Section 5. Stereovision Stereovision methods are typically used on images taken by 2 cameras mounted side-by-side [19] . Unfortunately, it has long been documented that simple (but realtime) greedy optimization strategies such as winner-takeall underperform in textureless areas and that only global (and slow) optimizers such as graph cut or belief propagation provide decent matches [19] . This makes the stereovision strategy ill-suited for our camera-projector setup which calls for fast solutions. Also, since there is a significant color distortion between the projected and the captured videos, stereovision methods based on a color-constancy hypothesis are doomed to fail [19] . Note that cost functions based on mutual information have been designed to deal with color inconsistency problems [10] . Nevertheless, these cost functions are computationally expensive and are not adapted to in-line systems as ours.
Let us however mention that stereovison could be a sound solution for a two-camera/one-projector system [12] . That would be true especially when the projected video contains a lot of texture allowing for simple greedy methods to work. Such methods are known as spatio-temporal stereovision [2, 23] . Cooperative Scenes Markers made of vivid colors and an easy-to-locate design can be physically stitched to the scene. One example of such makers are ArTags [6] which show great robustness. However, we empirically observed that visual tags are not easy to detect when color patterns are projected on the scene. Also, for obvious aesthetic reasons, some applications involving live shows or home products forbid the use of markers. Let us mention that infrared LEDs with infrared cameras are sometime utilized. How-ever, such a method is costly, requires extra hardware, and is not robust in areas where the ambient temperature fluctuates in time.
Overview of Our Method
In this section, an overview of our method is presented to allow high-level understanding. Our method is based on five steps that will be described in more details in sec. 4.
1. Calibrate the camera and the projector to estimate intrinsic and extrinsic parameters.
2. Start projecting and capturing the video and, at each time t, detect motion and assign a grayscale quantum to each pixel in both videos.
3. Find camera/projector matches based on grayscale quanta.
4. Out of these matches, estimate the 3D surface. Since we make the assumption that the surface is piecewise planar, the equations of m planes are estimated with RANSAC.
5. Given the current m planes, warp the projected video.
Details of Our Method

Camera-Projector Calibration
As opposed to what the schematic representation of Fig. 1 suggests, our camera and projector are screwed to a common plate so their relative position and orientation stay fixed during the entire projection. The camera and the projector thus need to be calibrated only once at the beginning of the process. To do so, we use Zhang's calibration method [24] which enables the projector to work like a camera, and thus allows it to be calibrated like a camera. To avoid user intervention, structured-light patterns are first projected on a flat checkerboard to get a one-to-one correspondence between the pixels of the camera and the pixels of the projector. The checkerboard corners are then detected to calibrate the camera and recover the 3D plane. The projector is then calibrated using the correspondences and the known 3D position of the corners on the checkerboard. At the end of this stage, the intrinsic and extrinsic parameters of the camera and the projector have been estimated. These parameters will be used to rectify the videos (sec. 4.3), recover the 3D geometry of the scene (sec. 4.4), and warp the projected video (sec. 4.5). Let us stress the fact that the calibration has to be performed only once and that the parameters of the system can be used for many projections.
Motion Detection and Quantization
Once calibration is over, the system starts projecting the user-selected video on the 3D scene. At the same time, the camera captures the scene on which the video is projected (the camera is synchronized with the projector). As mentioned previously, the goal is to find matches in the projected and captured images so that the geometry of the scene can be recovered. This is done based on motion labels that we estimate with a simple background subtraction strategy. 
, τ is a threshold, and ||.|| stands for the Euclidean norm. We noticed that noise, illumination changes and local brightness variations make the use of a global and fixed threshold τ error prone. To avoid errors, τ is computed adaptively and locally. In this perspective, U c t and U p t are first split into p × q blocks. Then, for each block, we compute the threshold which maximizes the inter-class variance following the Otsu segmentation technique [14] . The value of τ for each pixel (x, y) is finally linearly interpolated from the threshold of the four nearest blocks.
To further improve robustness, active pixels are assigned a grayscale quantum (Q c t (x, y) and Q p t (x, y)) following a quantization procedure. Since our system calls for CPU-aware solutions, we use a median-cut algorithm on grayscale versions of the videos frames f p t and f c t [9] . From the grayscale histogram of f p t and f c t , median-cut recursively divides the 1D space into bins of various sizes, each containing the same population. Once the algorithm has converged, each active pixel is assigned the bin index (read quantum) its grayscale falls into. In this way, Q i t (x, y) ∈ {1, 2, ..., N } for active pixels (i.e. pixels for which X i t (x, y) = 1) and Q i t (x, y) = 0 for inactive pixels.
Camera-Projector Matching
Now that every active pixel has been assigned a grayscale quantum, the goal is to find for every pixel (x c , y c ) in the captured image its corresponding point (x p , y p ) in the projected image. Since the camera and the projector are mounted side-by-side, both videos are rectified so their epipolar lines are horizontally aligned [7] . This is done with the intrinsic and extrinsic parameters estimated in sec. 4.1. The matching procedure now looks for the best match (x p , y c ) in the rectified projected image given the pixel (x c , y c ) in the rectified captured image. We denote x p as the horizontal position of the corresponding point at time t of pixel (x c , y c ) and X p as the correspondence map. The best correspondence map X p is the one which minimizes a given criteria whose definition is pivotal for our method. Given that each pixel (x c , y c ) in the camera is assigned a specific set of quanta Γ c = {Q over a period of time W , the goal is to find the pixel in the projector which has a similar set of quanta y c ) Optimization method Eq. 1 could be solved with a simple greedy winner-take-all (WTA) optimizer [19] . Unfortunately, we empirically observed that WTA generates a large number of outliers (read "bad matches") which can propagate errors in the upcoming steps of the method. In order to reduce the number of outliers, we enforce an ordering constraint (OC). The OC states that if a point A is to the left of a point B in one image, then point A is also to the left of point B in the other image. Although the OC can be violated in scenes containing thin objects and/or large occlusions [4] , our system works only on 3D scenes that can be used as visualization surfaces. Thus, the OC is fulfilled in all scenes that we deal with.
The OC can be enforced without significant increase in CPU effort, thanks to dynamic programming (DP) [22] . In our method, every epipolar line is processed with a DP algorithm as in [3, 22] where the OC replaces the visibility constraint 1 . Note that every pixel with no activity (i.e. those whose quanta are all set to zero) are not processed. To further speed up the process, a fast message passing strategy can be used [5] to reduce DP's complexity to that of WTA. Further details concerning DP will be given in the journal version of this paper.
As can be seen in Fig. 2 , DP significantly reduces the number of outliers as compared to WTA.
Fitting m Planes on 3D Points
At this stage of processing, a match has been found for every pixel at which activity had been recorded. This gives a sparse correspondence map in which each camera pixel (x c , y c ) is assigned to a horizontal position (x p , y c ) (see Fig. 3 ). Since the projection surface is piecewise planar, m planes can be fitted onto these points. Let us first see how one plane can be fitted on such a correspondence map. We will then see how m planes can be fitted and how outliers are handled.
Fitting One Plane Let
in the projective space estimated at time t and stored in a correspondence map (see Fig. 3 ). Given that the 3D points are all inliers and distributed (more or less some noise) on a plane, a typical way of calculating the best-fitting plane is by minimizing the square of the offsets. The offset of a point is usually its perpendicular distance to the plane. However, since our points lie on a rectangular lattice (the correspondence map), we consider instead the offset along the third dimension of p j since we only expect to have errors on the x j p coordinate. 2 . Thus, the best plane given P t is the one which minimizes the depth offset for every point, namely in the 3D Euclidean space as follows :
where T is a 4 × 4 matrix [8] . The reason why planes are fitted in the projective space (namely the correspondance map X p ) and not on 3D points in the Euclidean space is for a robustness issue whose details are beyond the scope of this paper. Let us only mention that noise in the projective space is along the third dimension only (read "x p "). In the Euclidean space, noise is also anisotropic but oriented along an arbitrary direction which is costly to estimate. We will show in sec. 5 the difference between a plane fitted in the projective space and one in the 3D Euclidean space without taking into account noise orientation.
Fitting m Planes and Dealing with Outliers
Assuming that the projection surface is piecewise planar, we use a modified version of RANSAC to find m different planes with their respective set of inliers [15] . Since RANSAC can only be used to fit one plane, we retained the following generalization of RANSAC:
where s is a fraction between 0 and 1. Once this procedure has converged, we have the m plane equations (here A), their related inliers (here inl) and P t contains the outliers. Note that this algorithm does not need the number of planes m to be predefined. For more details concerning RANSAC, please refer to [8] .
Warping the Projected Video
Now that the m plane equations have been recovered, the projected video can be warped. For m=1 plane, the procedure goes as follows : 1. Select a viewpoint for which the geometric correction must be performed. At this position, put a virtual camera and compute its extrinsic parameters with respect to the camera frame. 2. Assign intrinsic parameters to the virtual camera. 3. Using the plane equation and the extrinsic and intrinsic parameters, compute two homography matrices : one relating the projector and the camera and one relating the camera and the virtual camera (see [8] for more details). 4. From the two homography matrices, compute a third homography matrix relating the projector and the virtual camera. 5. Warp the projected image with the third homography matrix.
Whenever m > 1 and the planes are connected (as in Fig. 4) , the warping procedure must be applied for each plane :
• Find the intersection between each pair of planes so every pixel in the projector is associated to a plane (see Fig.4(b) ). • For each plane, apply step 5 on its related area in the projected image.
Experimental Protocol and Results
In order to gauge performances, we tested our system on scenes made of one and two planes. We tested two different videos containing different amounts of activity (see Fig. 5 (a) and (c) ). The first video is called corridor (CRD) and contains 167 frames. It is a home video captured by a fixed camera and shows a pedestrian walking from the left to the right. The reason for this video is to see how our method works on family videos containing little activity. The second video, called live band (LB), contains 240 frames and shows a live music band filmed by a handheld cellphone. This video suffers from severe compression artifacts and contains a lot of activity. For every test, we used the following parameters : α = 0.85, N = 6, COST M AX = 2, and s = 0.1. We also tested two projectors. The first one is a 1576×1080 projector that we used with the corridor sequence. The second one is a 225 lumen LED-based 1024 × 768 projector that we used for the live band sequence. We used a 3024 × 4334 camera whose images are reduced to fit the resolution of the projected videos. Figure 7 . Top ) Reprojection error of a flat checkerboard recovered from 3D points (in red) obtained with our method (on the left) and SIFT (on the right). Two time instants have been selected namely t=43 (first row) and t=140 (second row).
Single-Plane Setup
Here, the video is projected on a plane to see how our method behaves when projecting on a flat surface such as a screen or a wall. The target contains fiducial markers at known positions so the plane equation can be computed using a photogrammetric method (and thus be used as a ground truth). Since those markers are visible in the captured video (see Fig. 5 (b) ), it allows to see how the system behaves when the video is projected on a textured surface.
First, we tested the corridor sequence, which is by far the most difficult sequence due to its small amount of activity. Given a temporal window W of 30 frames, we recover the plane equation at each time t. As shown in Fig. 6 our method produces an average error of 2.8 degrees between the ground truth plane and the estimated plane 2 . This corresponds to a reprojection error of at most 4 pixels (Fig. 7) . This is obvious when considering Fig. 10 (a) and (b) in which a warped checkerboard has been projected on a planar surface. Fig. 6 also shows that plane fitting in the projective space is more robust than in the Euclidean space.
The left hand side of Fig 7 and Fig 8 shows inliers found by our method at two time instants. As can be seen, our method has been capable of recovering 10422 matches at frame 43 and 941 matches at frame 140. The number of matches found at a given time t depends on the amount of activity registered at that period of time.
In Fig. 3 , a 3D plane has been recovered while projecting the live band video sequence with W = 30. An average of 13545 inliers has been found and the recovered 3D plane has an angular error of less than 3 degrees.
Comparison with SIFT
Here, we kept the same processing pipeline except for the matching procedure (sec. 4.3) which we replaced by X Table 1 . Number of matches found by SIFT and our method with the live band (LB) sequence and the corridor (CRD) sequence in a synthetic environment. The number next to each sequence's name is the contrast degradation factor that we applied on the images captured by the camera. Each sequence was projected on a plane tilted at 4 different angles with respect to the camera.
SIFT. Note that to make the comparison fair with our method that uses temporal coherence, every match found by SIFT at time t is propagated on the upcoming frames to allow for more matches.
We used the corridor sequence that we projected on a flat textured surface. As can be seen in Fig. 6 , our method outperforms SIFT as it produces a much lower angular error on the average. Due to the texture on the surface and severe spatial and photometric distortions, SIFT finds a small number of matches (less than 50 as shown in Fig. 8 ) whose distribution gets aligned at some time instant (see Fig. 7 and  8 ). This leads to an average reprojection error three times larger than that obtained with our method. Table 1 shows the number of matches found by our method and by SIFT (RANSAC was used to filter out out- liers) for the live band and corridor sequences projected on planes at different angles. These tests were performed in a virtual environment. We added a contrast degradation to simulate the distortion effect of a real-life camera. Table  1 clearly shows that our method finds more matches than SIFT. Furthermore, matches obtained by our method contain more than 90% of inliers, even with a contrast degradation factor of 4. This shows that our methods is more stable than SIFT which sometimes returns less than 10% of inliers.
Two-Plane Setup
In this test case, we projected the video on a two-plane wedge located 800mm away from the camera. First, we reconstructed the 3D wedge with a structured-light technique involving gray code and phase shift [18] on the full resolution images. Then, another reconstruction was performed with our method by projecting the live band video sequence and using a temporal window W of 15 frames. As shown in Fig. 9 , we superimposed both 3D results and computed their differences in millimeters. As can be seen, the maximum error is only 4mm. The average error for both planes is -1.9 mm and -1.3mm while the average angular error is approximately 2 degrees for both planes. We can see in Fig. 10 (a) a warped checkerboard projected on the wedge and (b) its projection as seen from an arbitrary point of view.
Conclusion
We have presented a new camera-projector matching procedure based on activity features instead of color. This unstructured light matching technique performs 3D reconstruction using an arbitrary video sequence. To be robust to severe geometric and photometric distortions, our method uses binary motion labels obtained from background subtraction bundled with grayscale quanta. We presented examples from which sparse correspondences are used to recover planar primitives then used for warping. Numer- ous experiments have been conducted on real and synthetic scenes. Out of those results, we conclude that :
1. Our method finds significantly more matches that SIFT, especially when the captured video suffers from severe geometric and photometric distortions, and when the projection surface is textured.
2. The 3D results obtained with our method are close to those obtained with a state-of-the-art structured light technique (gray code + phase shift).
3. Results from our method have on the average less than 3 degrees error leading to an average reprojection error of approximately 1.5 pixels.
4. A temporal window of between 15 and 30 frames is required to find good matches. The length of the temporal window depends on the amount of activity.
Our method is motivated by applications requiring digital projection AND 3D reconstruction at the same time. One of the targeted applications is artistic projections for which the 3D information (initially unknown) is needed to prewarp the projected video. Let us mention that a non-technically savvy artist could easily design visually aesthetic unstructured light patterns that would be used by our matching procedure. Furthermore, patterns for dense correspondences could also be designed using a few seconds of video. The only constraint being that every pixel of the projector be active at some point in time.
In the future, we look forward to fit more complex geometries such as quadrics. Also, we would like to extend the pixel matching procedure to a sub-pixel version. While our method requires the scene (and the camera/projector system) to remain static during the acquisition, we would like to combine our approach with featured tracking in order to allow for reconstruction in a dynamic environment.
