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1. INTRODUCTION 
A scalar difference quation of order n k 1 in normal form is given by 
u(t + n) = f (u ( t ) ,u ( t  + 1) , . . . ,u ( t  + n-  1)), for t E {0 ,1 ,2 , . . .  }. 
The paper investigates the asymptotic behavior of nonnegative solutions of this equation when f 
maps the positive cone in n-dimensional real space into the nonnegative real numbers. The 
main result (Theorem 4) of the paper establishes relative stability for all solutions, that  is, the 
existence of limt--.~o u(t ) /A  *t for all solutions u(-) where A* is the unique positive root of the 
characteristic equation A n = f (1 ,  A, A2, . . . ,  An-l) .  This implies, in particular, that limt--.oo u(t) 
exists for all solutions, provided there is at least one bounded nonzero solution (Corollary 1). To 
obtain this result, it is assumed that  the mapping f ,  which is nonlinear in general, is continuous 
and positively homogeneous and satisfies a strict monotonicity property. This property, which is 
crucial for the result, yields a comparison principle for difference quations (Theorem 3) which 
in turn enables one to apply techniques from the theory of monotone discrete dynamical systems 
to obtain the main result. (For earlier but weaker results in this direction, see references [1-6].) 
Section 2 presents ome tools concerning monotone discrete dynamical systems. Section 3 deals 
with the comparison principle, and in Section 4, the above-mentioned main result is proven. The 
paper concludes with some examples in Section 5. 
2.  MONOTONE D ISCRETE DYNAMICAL  SYSTEMS 
n Let R n be the n-dimensional real space equipped with the norm IIxII = ~ i=1 [x~[ for x = 
(Xl,... ,xn). 
Let K = {x E R ~ [ x~ > 0 for 1 < i < n} be the positive cone in •n and =< the partial order 
induced by K,  i.e., x _-< y for x, y E IR n iff y - x c K. If I (  denotes the interior of K,  then x < y 
i f f y -xE  K .  
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Consider a selfmapping T of K,  i.e., T: K ~ K. T is positively homogeneous if T(Ax)  = ;~Tx 
for all real scalars A >_ 0 and x c K and T is ray preserving if for any A _> 0 (> 0) and x E K 
there exists ~ = X(A, x) >_ 0 (> 0) such that T(Ax)  = XTx. T is monotone if for x, y E K 
x = < y impl ies  Tx  = < Ty .  
Let Ti for 1 < i < n denote the ith component of T, i.e., Tim = (Tz) i  and let e.i E K denote the 
vector which has 1 in its /th component and all other components 0. 
DEFINITION 1. A selfmapping T: K , K is indecomposable i f for any index set 0 C I c 
{1, . . . ,  n} (n > 2) there exist indices i C I and j ¢ I such that T~ej > O. 
TtlEOREM 1. Let T be a continuous elfmapping of K.  
(i) There exist x C I (  with llzll = 1 and A >_ 0 such that Tx  = Am. 
(ii) If, in addition, T is monotone, ray preserving, and indecomposable, then there exist x > 0, 
Ilzll = 1 and 5 > 0 such that Tx  = Ax. Moreover, i f  Ty  = #y with y E I f  \ {0}, # > 0 
then y > 0 and # > O. 
PROOF. 
(i) Let S' = {x c K I Ilxll = 1} and 55: S -~ S be defined by 2~z = (1 + I I rx l l ) - l (x+Tx) .  T is 
continuous and by Brouwer's Fixed-Point Theorem there exists z E S such that 2fix = x. 
Therefore, Tx  = kx  with A = Ilrxll _> 0. 
(ii) Suppose Ty  #y with y E K \ {0}, I* >- 0. Let I = {1 < i < n I Y~ = 0}. Suppose I ¢ 1~ 
and, hence, 0 c I C {1 , . . . ,n} .  Since T is indecomposable there exist i E I and j ¢ I 
such that  Tiej > 0. Since T is monotone and ray preserving fl'om yj > 0 and y >= yjej it 
%llows that 21y > T i (y je j )  = XTiej > 0 with X > 0. 
This contradicts Tiy = #y~ = 0. Therefore, I = 0 and y > 0. Similarly, to see # > 0 
let I = {1}. Since 0 C I c {1, . . .  ,n} (n > 2) and T is indecomposable, there exists j ¢ 1 
such that Tle j  > 0 and, hence, T ly  > Tl(yjej) > 0. This implies #Yl = T ly  > 0 and, 
hence, p > 0. This, together with part (i), shows part (ii). | 
If, moreover, T is primitive in the following sense, then the conclusions in Theorem 1 can be 
sharpened considerably. 
DEFINITION 2. A selfmapping T of K is primit ive (uniformly with index s >_ 1) whenever for 
some s > 1 and any x ,y  E K with x < y it holds that TSx < TSy. 
THEOREM 2. Let T be a selfmapping of  K which is continuous, monotone, posit ively homoge- 
neo,s  and primitive. Then the eigenvalue problem Tx  = Ax has a solution x* > 0 and A* > 0 
which is unique in the sense that for any solution (x, A) with x E 1( \ {0}, A > 0 one has x = rx* 
with r > 0 and A = ;~*. Moreover, for every x ~ K there exists a scalar c(x) > 0 with c(x) > 0 
for x ¢ 0 such that 
T tx  
l im - -  = (1 )  
PROOF. See [2, Corollary 3, p. 198]. See also [6, Theorem 10, p. 206] where, however, as an 
additional assumption a particular version of indecomposability, different from the one used here, 
is emi)loyed. | 
The assumption of primitivity in Theorem 2 is crucial and it is :'almost" necessary. Suppose T 
is a continuous, monotone, and positively homogeneous selfmapping for which the conclusions of 
Theorem 2 do hold. Then (1) implies for x > 0 given the existence of to such that Ttx / ) \  *t > 
(1/2)c(x)x* > 0 for all t > to. Therefore, there exists s such that Tte~ > 0 for all t _> s and 
all 1 _< i <_ n. If x > 0, then x >= x,iei with xi > 0 for at least one i. Since T is monotone 
and positively homogeneous, it follows that Ttx  > xiTtei > 0 for all t >_ s. Now, if T is 
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linear, then this property implies that  T is primitive. If T is not linear, this property  need 
not imply primit ivity as can be seen from the example T(x l ,x2)  = (x2, max{x l ,x2}) .  This 
selfmapping of the positive cone in R 2 is continuous, monotone, and positively homogeneous but 
not linear. The eigenvalue problem Tx  = Ax for this mapping has the unique solution A* = 1 
and x* = (1, 1) (up to a positive scalar) and Tt (x l ,x2)  = max{xl ,x2}(1,  1) for all t > 2. Thus, 
l imt~oo (T tx /A  *t) = c(x)x* with c(x) = max{x1, x2}. The mapping T, however, is not primitive 
because for x = (1,3), y = (2, 3) the second components of Tx  and Ty  are equal and Ttx  = Tty  
fbr t > 2. 
3. A COMPARISON PR INCIPLE  FOR 
MONOTONE D IFFERENCE EQUATIONS 
Consider the scalar difference equation of order n > 1 
u(t + n) = f (u( t )  u(t + 1) , . . . ,u ( t  + n-  1)), (2) 
where t E N = {0, 1, 2 , . . .  }, u(t) E R+ = {r E R I ?~ ~ 0), f:  K ~ R+, and K is the positive 
cone in R ~. The following comparison principle will be very useful later on to establish pr imit iv i ty 
for the monotone system T induced by f .  Comparison principles are useful tools for differential 
equations as well as for difference equations. (For the latter, cf. [7, Chapter  6.7].) 
THEOREM 3. COMPARISON PR INCIPLE .  Suppose for the ditference equation (2) that f is con- 
tinuous and that there exist n l ,n2 , . . . ,n~ c {1, . . . ,n}  with r >_ 2, nl = 1 and gcd{n - nl  + 
1, . . . ,  n - n~ + 1 } = 1 such that the following strict monotonicity property holds: 
O <_ x <-:- y and xn~ < y~, for some l < i < r implies f (x )  < f (y) .  (3) 
f lu( . )  and v(. ) are any two solutions of the dittbrence quation (2) with initial conditions atisfying 
(u(0) , . . .  ,u(n  - 1)) <~ (v(0) , . . .  ,v (n  - 1)), then u(t) << v(t) for ali t c N and there exists some 
to ~ N such that u(t) < v(t) for all t >_ to. 
PROOF. Obviously, if 0 _< x _< y then f (x )  < f (y  + ( l /m)  e~) for all m _> 1 by (3) and since f 
is continuous it follows that  f (x )  <_ f (y) .  Thus, f is monotone. Obviously, monotonic ity of f 
implies u(t) _< v(t) for all t E N. 
(i) For fixed 1 < i < r and rn~ = n - n~ + 1, we first show that  u(k) < v(k) for some k >_ n~ - 1 
implies that  u(k+qm~)  < v(k+qrn~)  for a l lq  C N. For k = n~- l+ l ,  I E N, we have 
that  u(k + m~) = u(l + n) = f (u ( l ) , . . . ,u ( l  + n - 1)). For u(l + n.i - 1) < v(l + ni - 1), 
the strong monotonicity property (3) yields 
f (u ( l ) , . . . ,u ( l  + n -  1)) < f (v (1 ) , . . . , v ( l  + n -  1)), 
that  is, u(k + mi)  < v(k + rni). By iterating this argument we arrive at 
u(k + qmi) < v(k + qm~), for all q E N. 
(ii) By assumption there exists some 0 _< j _< n - 1 with u(j)  < v( j ) .  Since j > 0 = 7/`1 - 1, 
Step (i) yields 
u( j  + q lml )  < v( j  + ql~rtl), for all ql E N. 
For ql _> 1, we have k = j + qlfrZl > 77/, 1 : 7/. ~ 1), 2 - -  1 and applying Step (i) again yields 
u( j  + ql~r~l + q2frl2) < v( j  + q lml  -t- q2m2), for all ql >_ 1, q2 E N. 
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By iterating Step (i) in this way we obtain 
u( j  + q lml  + ""  + qrmr) < v( j  + qlrnl + . . .  + qrmr), for all ql _> 1, q,~ E N. (*) 
r Now, by assumption gcd{ml , . . .  , 'mr} = 1 and, therefore, 1 = }-~i=1 lirni with li E Z. 
r Define d = ~-~-i=1 II~lm~ and to = j+n+d< For t > to we have that  d 2 <_ t - j  -n  = qd+s 
with q E N, 0 _< s < d and, hence, d < q + 1. It follows that  
i- 
t - j - n = qd + s.  1 = ~ (qll~l ÷ sldm~, 
i=1 
where qllil + sli E N because of q > d - 1 _> s. Thus, t = j + q lml  + " '"  + q~m,, with 
ql -> 1, qi C N and from (*) we obtain u(t) < v(t) for t _> to. | 
REMARK 1. As shown in the proof, under the assumptions of Theorem 3 it follows that  f is 
monotone, i.e., 0 _-< x __< y implies f (x )  <_ f (y) .  Also, the assumptions imply that  f(1,  0 , . . . ,  
0) >0. 
The following examples il lustrate the role of the monotonicity property (3). 
EXAMPLES. 
(a) Consider the difference equation 
+ : + i )  
i6I 
where ai > 0 and I is a nonempty subset of {0 , . . . ,  n - 1} containing 0 and such that  
the numbers n - i for i E I are relatively prime. The difference equation is given by the 
mapping f ( z )  = ~-~ies Xi+l~*~ which satisfies the assumptions of Theorem 3. 
For n = 2 and I = {0, 1} one obtains as a special case the difference equation 
+ 2) = u(t) ao + u(t + 1) al, 
which is a nonlinear version of the famous Fibonacci difference equation. 
(b) That  the gcd-condition for property (3) is essential can be seen already from the linear 
difference equation 
1 
u(t + 4) : ~ (u(t) + u(t + 2)). 
Property  (3) is satisfied for nl = 1 and n2 = 3, but gcd{4-  1 + 1 ,4 -  3 + 1} = 2 # 1. 
To see that  the conclusion of the comparison principle does not hold in this example, consider ~ = 
(u(0), u(1), u(2), u(3)) = (1, 1, 1, 1) and 9 = (v(0), v(1), v(2), v(3)) = (1, 2, 1, 2). Obviously, ~ ~ 3. 
The solution u for ~ is given by u(t) = 1 for all t and the solution v for 9 is given by v(t) = 1 
for t even and v(t) = 2 for t odd. Thus, there is no to such that  u(t) < v(t) for all t > to. 
4.  RELAT IVE  STABIL ITY  FOR 
MONOTONE D IFFERENCE EQUATIONS 
To analyze the asymptot ic  behavior of the solutions of difference quation (2), we associate to 
f :  K , R+ the selfmapping T of K defined by 
T(Xl , . . . ,xn)  = (X2 ,X3 , . . . ,Xn ,  f (X l ,X2 , . . - ,X~) ) -  (4) 
To apply the results on monotone discrete dynamical  systems from Section 2, we need conditions 
on f which assure that  T is indecomposable and primitive, respectively. 
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LEMMA 1. Let T be the mapping defined by f according to (4). 
(i) T is indecomposable i f f f (1 ,0 , . . . ,  0) > 0. 
(ii) / f  f satisfies the assumptions of Theorem 3 then T is primitive. 
PROOF'.  
(i) Suppose first that  T is indeeomposable and let I = {2 , . . . ,  n}. Then there exists some i C I 
such that  Tie1 > O, Ti being the i th component function of T. Since 2}el = 0 for 1 _< 
i < n -  1 we must have that  f (e l )  = T,~e~ > 0. Conversely, suppose that  f (e~) > 0 
and consider 0 ~ I ~ {1 , . . . ,n} .  Let k be the smallest number in I .  For k = n we 
have Tkel = f (e l )  > 0 where k E I and 1 ~ I. If k < n and there exists some i C I 
with k_< i < n such that  i+1  ¢ I ,  thenT ie  0 = 1 > 0 where i  E I and j = i+1 ~I .  
As the remaining case, we have to consider /c < n where for any i c I with k < i < n it 
holds that  i + 1 E I.  In other words, I = {k,/c + 1, k + 2 , . . . ,  n} where k _> 2. In this case, 
T~el = f (e l )  > 0 where n E I ,  1 ~ I. 
(ii) Let x = (u (0) , . . . ,  u (n -  1)) > 0 and u(-) the solution of (2) for init ial condit ions given 
by x. Obviously, T°x  = (u(0) , . . . ,  'u (n -1) ) .  Suppose we have Ttx  = ( , , ( t ) , . . . ,  u ( t+n-1) )  
for some t E N. Then 
Tt+lx = T(u( t ) , . . . ,~z( t  + n - 1)) 
= (u(t + 1) , . . . ,u ( t  + n - 1), f (u ( t ) , . . . ,u ( t  + 'n  - 1))) 
= (,a(t + 1) , . . . , ' a ( t  + ,~)). 
Thus, Ttx  = (u ( t ) , . . . ,u ( t  + n -  1)) holds for all t C N. For y (v (0 ) , . . . , v (n  - 1)), v(.) 
the solution of (2) for y and x < y by Theorem 3 we obtain that  there exists some to C N 
such that  Ttx  < Try for all t _> to. | 
The next theorem presents the main result of the paper.  
THEOREM 4. Let f: K ~ R+ be continuous and positively homogeneous. 
(i) There exists A > 0 such that for evew a > 0 the function u(t) = Ata is a solution of 
equation (2). 
(ii) If, in addition, f is monotone with f (1, 0, . . . , O) > O, then there exists precisely one A* > 0 
such that u(t) = A*ta is a solution of (2) for some a > 0 (and then for all a > 0). A* is 
the unique normegative solution of the characteristic equation 
~ = f (1, ~, AL . . . ,  ~'~-'). (~) 
(iii) Suppose there exist n~, . . . ,  n~ ~ {1, . . . ,  n} with r > 2, 'n~ = 1 and gcd{n-  n~ + 1 , . . . ,  n 
nr + 1} = 1 such that the following strict monotonicity property holds: 
0 <_ x <_ y and x,~, < y.,~, for some 1 < i < r implies f (x )  < f (y) .  
Then any solution of equation (2) with initial conditions '5 = (u(0) , . . . ,u( ,v .  - 1)) is 
relatively stable, that is, 
lira u(t) 
where k(f*) is a nonnegative scalar depending on the initial conditions with k(~z) > 0 
£or~ >o. 
PROOF. By equation (4) the equat ion Tx = Ax for x E K and A > 0 is equivalent o :r2 = 
Axl ,x3 = Ax2 , . . . , x~ = Axn- ,  and f (x~, . . . , xn)  = Ax~. 
(i) By Theorem l( i)  there exists x c K \ {0} and A > 0 with Tx  = Ax. I t  follows that  x~ > 0 
and f (x l ,  Ax l , . . . , )~n- lx l )  = MzXl . Since f is posit ively homogeneous, this implies for 
any a > 0 and all t c N that  At+ha = .f(Ata, At+la . . . .  , A t+~- la) ,  i.e., u(t) = Ata is a 
solution of (2). 
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(ii) By Theorem l(ii), Lemma l(i), and the above there exists A* > 0 such that .u(t) = A*ta 
is ~ solution of (2) for any a > 0. Also, by the above A* is a solution of the characteristic 
equation (5). Suppose, 'u(t) = Itta is a solution of (2) for some # > 0 and a > 0. As in (i) 
it. follows that/*  is a solution of (5) and Iz > 0 because of f(1, 0 . . . .  ,0) > 0. Suppose that 
tl. < A*. By positive homogeneity and monotonicity of f 
( 1 1 1 ) ( 1 1 --,1 1) = i , ,  
Iz < A* f A*( .... 1) ' A,(,,-2) ' "' ' A~:' 1 <_ f $7_1, /zn_2,..., tz 
which is impossible. 
Similarly, A* < tz implies 
(i~ 1_~ ) ( 1 ) A*, A* < I t= f , . ,1 -< f k* (7 -~) ' "  '1 
which is impossible, too. This proves tz = A*. 
(iii) The inapping T is continuous, positiwfly homogeneous, monotone, and indecomposable 
by Remark 1. By Lemma l(ii) T is primitive. Therefore, by Theorem 2, for every a E K 
there exists c(:r) > 0 such that. 
Ttx 
lira = c(z)z*, 
where T:c* -- A'z* and fl* > 0 is tile unique nonnegative solution of the characteristic 
equation for f .  Let :c = (u(0),.. . , 't,(,~ 1)) E I (  and u(.) the solution of (2) for the 
initial conditions given by :1:. Then Ttz  = (u(t), u(t + 1) , . . . , 'u ( t  + 'n - 1)) and it follows 
that limt . . . .  (u(f.)/A*') k('5) with k(5) = c(a:):r~ and k(.ii) > 0 fo r~ => 0. 
[{EMARK 2. 
(i) Rom the relative stability of a nonzero solution ~,(-) of (2) it follows immediately that 
l im~_~ (u,(t + 1)/u(t)) - A* and limt--+oo 'lt(t) lit = /~*.  The latter equation nmans that 
there is just one Liapunov exponent %r the solutions of (2), namely logA*, because 
of A({i): = l imsul)t_ ~ log(u(t)) /t  = logA* for all '5 e k.,5 # 0. 
(ii) For a more special result on relative stability for difference quations ee [3, Theorem 3, 
p. 341]. Some extension of Theorem 4(iii) to nonautonomous difference quations can be 
found in [4, Theorem 4.~, p. 30q. See al~o [~]. 
Useful consequences of Theorem 4 are the following corollaries. 
C()ROIA,AI{Y 1. Let f: K , R+ be continuous, positively homogeneous and satist~ the strict 
monoamici ty  property (3). Then limt-+ao u(t) exists for all solutions of equation (2) provided 
there is at least one nonzero sohltion of (2) which is bom~ded. 
Pnools'. By Theorem 4(iii) l imt~.~ (u(t)/A *t) = k('~) for all solutions ~(.) of (2). Let v(.) be a 
bounded nonzero solution. If O - (v(0), . . . ,  v(n - 1)) = 0, then by the positive homogeneity of f 
tile solution v(.) would be identically zero. Therefore, '> ~> 0 and k(9) > 0. The boundedness 
of c(.) then implies that, fl* > 1 is impossible. Obviously, fl* = i implies limt+oo 'u(t) - k(g) for 
all solutions. If A* < 1. then 
lira u(t) lim u(t) lira A *t =k(~) .0=0 
%r all solutions. 1 
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COROLLARY 2. Let f: K ~ tR+ be continuous, positively homogeneous, and concave (i.e., 
f (ax  + (1 -a )y )  _> af (x )  + (1 -a ) f (y )  for x,y E K and 0 <_ a <_ 1) and suppose there 
exist n l , . . . ,n~ c {1, . . . ,n}  with r _> 2, nl = 1 and gcd{n - n~ + 1 , . . . ,n  - n,. + 1} = 1 such 
that the following strict positivity property holds: 
0 <= x, 0 < xn~ for some 1 < i < r implies 0 < f(x).  (6) 
Then any solution of equation (2) is relatively stable and, in particular, the conclusion of Corol- 
lary 1 applies. 
PROOF. In spite of Theorem 4 and Corollary 1, it sufiqees to show that  the strict monotonicity 
property  (3) holds. Let 0 < x =< y,z  = y -x  and z,~, > 0 for somei .  Since f is concave and 
positively homogeneous it follows that  f (y)  = f (x  + z) = f (2( (1/2)  x + (1/2) z)) >_ 2((1/2) f (x)  + 
(1/2) (z)) = f (x)  + f (z)  > f (x)  by (6). | 
5. SOME EXAMPLES 
EXAMPLE A. Consider difference equation (2) with f (x)  = ~'~,~I cix~+l where ci > 0 and I is a 
nonempty  subset of {0 , . . . ,  n - 1} such that 0 E I and the numbers n - i for i E I are relatively 
prime. 
Obviously, f is continuous, positively homogeneous, concave, and satisfies the strict posit ivity 
property  (6). By Corollary 2 all solutions are relatively stable where A* > 0 is the unique 
nonnegative solution of ~ ,c I  c~Ai = An. If }-~ies ci <_ 1 then ~ = (1 , . . . ,  1) yields a bounded 
nonzero solution and, hence, by Corollary 2 it holds that  all solutions of (2) converge to a limit. 
This conclusion fails if the numbers n - i are not relatively prime as in Example (b) Of Section 3 
where n = 4 and f (x)  = (1/2) xi + (1/2) x3. Indeed, ~ --' (1, 1, 1, 1) provides a bounded nonzero 
solution u(.), but for i~ = (1, 2, 1, 2) the solution v(.) is oscillatory and l imt~ v(t) does not exist. 
Concerning Remark 2, l imt -~ v(t+ 1)/v(t) does not exist either, but limt__~ u(t) lit = 1 = A* 
for all nonzero solutions u(.). 
EXAMPLE B. Consider difference equation (2) with f (x)  = cllxll where c > 0 and I1" I] is an 
lp-norm, i.e., Ilxll = (~-~i~=1 IxilP) ~/p for p > 0. Obviously, f satisfies all the assumptions of 
Theorem 4 and, hence, all solutions of (2) are relatively stable where A* > 0 is the unique 
nonnegative solution of 
A n z C A ( i -1 )p  
i=1 
If e <_ n -I/p, then g = (1 , . . . ,  1) yields a bounded nonzero solution of (2) and, hence, by 
Corol lary 1, all solutions of (2) converge to a limit. If c > n -1/p then the characteristic equation 
n implies nA np> ~i=1 A(i-1)P and A* > 1. This implies that  all nonzero solutions of (2) must be 
unbounded. 
EXAMPLE C. Let fi: K , R+ for 1 < i < m be a sequence of linear mappings and suppose that  
there exists a subdivision of {1 , . . . ,  m} into disjoint nonempty subsets Ik, 1 <_ k _< 1 satisfying 
the following condition. There exist h i , . . .  ,nr c {1, . . . ,n}  with r _> 2, ' rq  = 1 and gcd{n-  
n~ + 1 . . . .  ,n  -n~ + 1} = 1 such that  for x E K with x,~, > 0 there exists k with ¢)(x) > 0 for 
all j c Ik. Consider difference equation (2) for 
h l 
f (x)  = ~ ak maxf i (x )+ ~ ak minf ,  i(x) 
iCIk iCI~: 
k=l  k=hq-1 
where 1 <_ h < 1 is a fixed index and ak > 0 for all 1 _< k _< 1. Obviously, f is continuous, 
monotone and positively homogeneous, but neither linear nor concave nor convex in general. 
To see that  f satisfies the strong monotonicity condition (3), let 0 _<_ x <__ y with x~ < yn, 
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for some 1 < i < r. By assumption there exists some k with f j (x )  < f j (y)  for all j E Ik 
and, hence, maxje lk  f j (x)  < maxjeik f j (y)  as well as minje/k f j (x)  < minje  5 f j (y) .  This 
implies f (x )  < f (y) .  
Thus, by Theorem 4, all solutions of equation (2) are relatively stable. 
As a concrete example, consider for n = 3 
f (x )  = max{x1 + x2,2x l}  + min{x2 + x3 ,x l  + x3}. 
In this example, m = 4, a] = a2 = 1 and Ix = {1,2}, /2 = {3,4} with f l (x )  = Xl q-X2, 
f2(x) = 2Xx, f3(x) = X2 +X3, f4(x) = Xl +X3. For n l  = 1 and n2 = 3 it holds that gcd{n - n l  + 
1, n - n2 + 1} = gcd{3, 1} = 1. Furthermore, if x E K with Xl > 0, then fj(x) > 0 for all j C Ix 
and if x c K with x3 > 0, then fj (x) > 0 for all j E /2. According to Theorem 4, there is the 
unique nonnegative solution A* > 0 of the characteristic equation 
A a = max{1 + A,2} + min {A + A2,1 + A2}. 
It follows that  A 3 _> 2 and, hence, A > 1. Therefore, I+A > 2 and A+A 2 _> I+A 2 and the 
characteristic equation becomes A 3 = 1 + A + 1 + A 2 = 2 + A 2 + A. Since this equation has a 
solution A = 2, it follows that A* = 2. In particular, the zero solution is the only solution which 
is bounded. 
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