Abstract. Recently, Auffinger, Ben Arous, and Černý initiated the study of critical points of the Hamiltonian in the spherical p-spin spin glass model, and established connections between those and several notions from the physics literature. Denoting the number of critical values less than N u by Crt N (u), they computed the asymptotics of ECrt N (u) and showed it grows exponentially, as N , the dimension of the sphere, goes to ∞. We compute the asymptotics of the corresponding second moment and show that, for p ≥ 7 and sufficiently negative u, it matches the first moment:
Introduction
The Hamiltonian of the spherical pure p-spin spin glass model is given by [CS92] as a variant of the Ising p-spin spin glass model. Unlike the Ising p-spin model, defined on the hypercube, the spherical p-spin model is defined on a continuous space -a property they expected to yield a model amenable to different methods of analysis, while retaining the main features of the original model. A generalization of the model called the spherical mixed p-spin spin glass model is obtained by setting the Hamiltonian to be H N (σ) = p≥2 β p H N,p (σ), with H N,p (σ) being independent for different p and with β p ≥ 0 (such that the sum is defined).
Recently, Auffinger, Ben-Arous, and Černý [ABAČ13] suggested to study the critical points of the Hamiltonian of the spherical pure p-spin model in order to study its landscape. Their work was later extended [ABA13] to the mixed case. The main results of [ABAČ13] on the complexity of the Hamiltonian for the pure p-spin model are as follows. Let Crt N (B) denote the number of critical points of H N (σ) at which H N (σ) /N lies in a Borel set B ⊂ R (cf. (3.1)). Use the notation Crt N,k (B) for the number of such critical points with index k. It was shown in [ABAČ13] that
where Θ p (u) and Θ p,k (u) are known non-decreasing functions (cf. Theorem 12). Moreover, with E k (p) being equal to the unique number satisfying Θ p,k (−E k (p)) = 0,
and for each k and closed set B ⊂ R such that B and [−E k (p) , −E ∞ (p)] are disjoint, P {Crt N,k (B) > 0} decays (at least) exponentially in N . In addition, they showed that for u < −E ∞ (p), Θ p (u) = Θ p,0 (u), which, in particular, implies that for any > 0, with high probability (1.3) Crt N ((−∞, −E 0 (p) − )) = 0.
The computation of the means is certainly a significant step in the investigation of the critical points. However, by themselves, the means give very limited information on the probabilistic law of the corresponding variables. Essentially, they can only be used to obtain (by appealing to Markov's inequality) the upper bounds on the probabilities stated above. A question that naturally arises is: are the corresponding variables concentrated around their means? In the general context of spherical mixed p-spin models this is not necessarily the case. Perhaps surprisingly, for a subclass of models termed by [ABA13] full mixture models, there is a range of levels u, such that the mean number of critical points in (−∞, u) is exponentially high, while the probability of having a critical point in (−∞, u) goes to zero (see [ABA13, Corollary 4 .1]). On the other hand, currently even an example of a spherical mixed p-spin model for which the total number of critical points is known to be exponentially large with positive probability does not exist.
Focusing on the pure case (with p ≥ 7) and on the number of critical points of general index Crt N (·), we establish that the answer to the above is positive. This is done, as suggested in [ABAČ13, p. 2], by computing the second moments in addition to the already known first moments. Theorem 1. Let p ≥ 7. For any u ∈ (−E 0 (p) , −E ∞ (p)),
(E {Crt N ((−∞, u))}) 2 = 1.
As an immediate corollary we obtain the following.
Corollary 2. Let p ≥ 7. For any u ∈ (−E 0 (p) , −E ∞ (p)),
in L 2 , and thus, also in probability.
The main motivation for the study of the Gaussian fields H N,p (σ) is their importance in the physics literature. Nevertheless, the model certainly serves as a natural setting to investigate a question of pure mathematical interest: what is the behavior of the critical points of an isotropic random function on a high dimensional manifold? To the best of our knowledge, the corollary above (combined with the computation of the first moment of [ABAČ13] ) is the first result of its kind, where the law of the number of critical points of a random function is understood in such precision.
Computation of the mean number of critical points and its large dimension asymptotics were done in other settings: Fyodorov [Fyo04, Fyo13] dealt with isotropic fields on the sphere S N and on R N , Nicolaescu [Nic14, Nic13b] considered random linear combinations of functions on manifolds, and Douglas, Shiffman, and Zelditch [DSZ04, DSZ06a, DSZ06b] , Baugher [Bau08] , and Feng and Zelditch [FZ14] studied critical points of Gaussian random holomorphic sections. Concentration results for the number of critical points were obtained by second moment calculations by Nicolaescu [Nic13a, Nic12, Nic10] , where the asymptotics is in different parameters related to the roughness of the field, while the manifold is fixed.
For all p ≥ 3, we have the following, which, for u ∈ (−E 0 (p) , −E ∞ (p)), is weaker than Theorem 1. where Θ p (u) is given in (3.10).
Connections between the critical points and two important notions from the physics literature were established in [ABAČ13, ABA13] : the Thouless-Anderson-Palmer (TAP) equations and the free-energy. The TAP approach suggests that "metastable" states of the system can be identified with critical points of the so-called TAP functional [TAP77] . The main object of interest in the analysis using this approach is the TAP-complexity -that is, the logarithm of the number of solutions of the TAP equations. The TAP-complexity has been extensively studied in the physics literature in the context of the Sherrington-Kirkpatrick model [BM80, DDY83, CGPM03, ABM04, CLPR03] , the Ising p-spin spin glass model [CLR05, Rie92, GM84] , and the spherical p-spin spin glass model [CS95, CGG99, CGP98, CLR03] . The connection to critical points of the Hamiltonian is based on the observation of [ABAČ13] (see Section 6 there for more details) that each critical point of the Hamiltonian corresponds to exactly two solutions of the TAP equations -meaning that a study of the critical points is equivalent to a study of the TAP complexity.
Another interesting link that [ABAČ13, ABA13] found is related to the ground state
which they prove to exist almost surely. The limiting free-energy F (β) (cf. (8.1)) is known to exist and is given by the Parisi formula [Par80, CS92] , proved in [Tal06a, Che13] . The formula expresses F (β) through an intricate variational problem, which is greatly simplified when one-step replica symmetry breaking (1-RSB) is known to occur (see [Tal06b] for a definition of this terminology). In Section 4 of their work, [ABA13] define the class of pure-like spherical p-spin models and prove for it that (1.6)
where F 1RSB (β) is defined to be the free-energy obtained from the Parisi formula under the assumption that 1-RSB occurs.
Therefore, if 1-RSB is exhibited, i.e., the second inequality above holds as equality, then E 0 = −GS ∞ , and the first moment computation (1.1) gives the ground state. Using the fact that pure spherical p-spin models with even p ≥ 4 are known to exhibit 1-RSB [Tal06a, Proposition 2.2], [ABAČ13] proved that E 0 = −GS ∞ for the same models. Using Theorem 3 we prove the same for any p ≥ 3.
Remark 5. Note that, since −E 0 ≤ GS ∞ , only an upper bound on GS ∞ is required to prove the above. In fact, even proving that w.h.p Crt N ((−∞, −E 0 + )) ≥ 1, for any > 0, is sufficient. Corollary 2 actually implies this with an exponentially high lower bound on the number of critical points instead of 1.
Generally, it is not expected that 1-RSB holds for mixed spherical p-spin models. But, if we are able to compute second moments and prove (1.5) for some mixture, then it would follow that GS ∞ = −E 0 and, by (1.6), that "1-RSB in the zero-temperature limit" occurs. This will be explored in future work, where we shall treat the mixed case.
Lastly, we discuss the methods of proof, but first we need to introduce some notation. For any two point σ, σ on the sphere, define the normalized overlap
Denote by [Crt N (B, I R )] 2 the number of ordered pairs (σ, σ ) such that R (σ, σ ) ∈ I R and such that σ and σ are critical points of the Hamiltonian at which the normalized Hamiltonian lies in B.
is the 'contribution' of pairs with R (σ, σ ) ∈ I R to the second moment (and that, in particular, when I R = [−1, 1], the full range of the overlap, it is equal to the second moment). Our main result is the computation of the second moment, or more accurately, its ratio with the first moment, squared (1.4). There are two main parts to the proof. First, a computation of logarithmic asymptotics of E [Crt N ((−∞, u) , I R )] 2 , which shows that, asymptotically, we do not lose anything by setting I R = (− , ), for small , instead of I R = [−1, 1]. Second, deriving bounds for
which by letting → 0 yield the required ratio of 1. The computation of the logarithmic asymptotics of the first moment done by [ABAČ13] is composed of the following main steps:
(1) Writing an integral formula using a variant of the Kac-Rice Theorem [AT07, Theorem 12.1.1, Corollary 12.1.2] (henceforth, K-R theorem). (2) Studying certain conditional laws appearing in the formula and relating it to a matrix theory problem. (3) Analyzing the problem from the previous step using tools from large deviations theory and random matrix theory.
Our computation of the logarithmic asymptotics of the second moment essentially follows the same general outline (and requires an additional step described below). However, there are significant differences in all stages. This is especially true for the last step, which involves completely different techniques. Applying the K-R theorem in the setting of the first moment is done directly with the Hamiltonian. For the second moment, an argument along the lines of [AT07, Section 11.5] is needed, where in order to 'count' pairs of critical points of H N,p (σ) we consider the critical points of the field
Hence, we have to deal with a non-stationary random field on the Cartesian product of the sphere with itself. As a consequence of this, the study of the conditional laws mentioned above is considerably more complicated than in the case of the first moment.
In the computation of E {Crt N,k ((−∞, u))} carried out by [ABAČ13] , the 'matrix theory problem' mentioned in step 2 boils down to analysis of the expectation of the absolute value of the determinant of some random matrix closely related to a GOE (Gaussian orthogonal ensemble) matrix, representing the (conditional) Hessian of H N . Using a clever argument, [ABAČ13] relate this expectation to that of a certain quantity that depends solely on the k-th smallest eigenvalue of a GOE matrix of dimension larger by 1. They then prove and use an LDP for the k-th smallest eigenvalue. In order to compute the asymptotics of the number of critical points of general index, they use the fact that Crt N (·) = k Crt N,k (·).
In the parallel situation in the computation of the second moment, what replaces the determinant of the conditional Hessian is the product the determinants of two correlated matrices, each representing the conditional Hessian of H N at a different point on the sphere. The marginal distribution of each of these matrices is identical to that of the matrix in the first moment computation, up to an additional random rank-2 perturbation. Moreover, their joint distribution depends on the overlap, which comes into play as an integration variable in the 'integral formula' mentioned above. For reasons that will be explained later, adapting the argument of [ABAČ13] to this case is impossible. Instead, we need to analyze the product of the determinants of the two matrices directly. The main tool we use for this is the LDP satisfied by the empirical measure of eigenvalues of a GOE matrix (cf. Appendix I). We point out that this LDP holds with speed N 2 while the second moment (1.5) grows exponentially only with speed N -a fact which is crucial to our analysis. Upon completing step 3 above in either of the computations, first and second moment, the logarithmic limit of the moment is given as the supremum of some function over a certain domain. In the case of the first moment the domain is (−∞, u) and the analysis of the supremum is simple. In contrast, for the second moment the domain is I R × (−∞, u) × (−∞, u) and additional analysis is required. We prove, assuming 0 ∈ I R , that the supremum is attained at (0, u, u) which, essentially, means that the second moment is dominated by pairs of critical points with small overlap. A small part of this proof involves a computer aided calculation. After proving this fact on the supremum, the proof of Theorem 3 is immediate.
As mentioned above, after proving Theorem 3 we still need to bound (1.8). The expectation in the denominator involves a determinant of a certain random matrix. Its square can be viewed as a corresponding expectation with the matrix replaced by the product of two independent matrices. The numerator involves a similar expectation with a product of the same matrices, up to the fact that they are now correlated and an additional perturbation is added to each of them. However, both the correlation and perturbations can be bounded, and as → 0 the bound becomes tighter. This is in essence the key to completing the proof of Theorem 1.
In the next section we sketch the proofs of the main theorems and discuss some parts of the first moment computation of [ABAČ13] in more detail. In Section 3 we state auxiliary results used to prove the theorems above. The rest of the paper is devoted to proofs.
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Methods and sketch of the proofs
This section is devoted to a sketch of the proofs of the main results. Where possible, we also compare our methods to those of [ABAČ13] .
Let f N (σ) be equal to H N (σ) reparametrized and normalized to be a Gaussian field on
with constant variance 1,
The computation of [ABAČ13] begins by applying the K-R theorem to obtain an integral formula of the form
where dσ is the standard volume form on the sphere, D (1) (σ) is the density of the gradient ∇f N (σ) at 0, and E
(1) (σ) is the expectation of an expression involving
where E = (E i ) i≤N −1 is a fixed orthonormal frame field on S (with respect to the standard Riemannian geometry).
The Hamiltonian H N (σ) of the spherical p-spin model is a stationary Gaussian field on S. This has two immediate, important consequences. The first is that the integrand of (2.2) is independent of σ. Thus, (2.2) simplifies to the product of the integrand with some fixed point σ and the volume of the sphere. The second is that ∇f N (σ) is independent of f N (σ) , ∇ 2 f N (σ) , hence we can ignore the conditioning on (2.4).
What is required next, in order to study the expectation E
(1) N,k (σ), is to understand the joint distribution of (2.3). By a computation of covariances, the Hessian ∇ 2 f N (σ) depends on f N (σ) in a simple way: in distribution,
where M is a GOE matrix of dimension N − 1, independent of f N (σ) ∼ N (0, 1), and where c i are some constants. At this point, the problem of computing the logarithmic asymptotics of the mean of Crt N,k (B) boils down to calculating the logarithmic asymptotics of (2.6)
where U ∼ N 0, N −1 is independent of M, and where D k is the event that U ∈ B and that M − cU I has k negative eigenvalues.
The expression for the density of the eigenvalues
On the other hand,
1 We abuse notation here and use λ i to denote both the eigenvalues, which are random variables, and the arguments of the density, which are deterministic real numbers.
The authors of [ABAČ13] observe that the product of (2.7) and (2.8) is simply the Vandermonde determinant of (λ 1 , ..., λ N −1 , cU ), and, using a clever argument, relate (2.6) to the mean of a certain quantity involving only the k-th smallest eigenvalue of a GOE matrix of dimension N (i.e., larger by one from the dimension of M). This argument relies on the fact that the partition function corresponding to the density of (λ i ) is explicitly known by virtue of Selberg's integral formula [Sel44] (see also [AGZ10, Corollary 2.5.9]). The logarithmic asymptotics of this expectation are then computed based on an LDP they prove for the k-th smallest eigenvalue. The mean of Crt N (B) is calculated using the fact that it is equal to k Crt N,k (B).
We now move on to the computation of the second moment. The K-R theorem is a natural tool to use also for moments higher than the first (see, e.g., [AT07, Section 11.5]). As mentioned in the introduction, in this case we need to consider the Gaussian field
For any I R ⊂ (−1, 1) satisfying a certain technical condition, the formula obtained from the Kac-Rice variant is of the form
with T N (σ, σ ) which is determined by the law of the restriction of the random field H 
Unlike in the case of the first moment, H
N is a non-stationary random field. It is, however, invariant under the mapping (σ, σ ) → (θ (σ) , θ (σ )), for any rotation map θ. A consequence of this is that the integrand of (2.10) depends only on the overlap R (σ, σ ). It can, therefore, be rewritten in the form
where V N (r) is a volume term and D
N (r) is the density of (∇f N (σ 1 ) , ∇f N (σ 2 )) at (0, 0), with σ 1 , σ 2 being two points with overlap r. In analogy to (2.6) and as a consequence of a long computation done in Appendix II (which is considerably harder than the one required for first moment computations), we can express E 
where M 1 (r) and M 2 (r) are correlated GOE matrices, the matrices E 1 (r) and E 2 (r) are certain random 'perturbations' of rank 2, and U 1 (r) and U 2 (r) are correlated Gaussian variables, independent of the other variables. We emphasize that all correlations depend on r.
In contrast to the first moment, no formula for the joint density of the eigenvalues of correlated GOE matrices is available. Thus, the method [ABAČ13] use to analyze (2.6) cannot be adapted to our situation. Instead, the main tool we use to calculate the logarithmic asymptotics of (2.11) is the LDP, at speed N 2 , satisfied by the empirical measure of eigenvalues of a GOE matrix (cf. Appendix I), together with Wigner's law [Wig55] . This analysis culminates in the statement
where the definition of Ψ p is postponed to (3.5). Convexity arguments show that
and then a detailed (computer assisted) study of the latter shows that, setting u − = min {u, 0},
which is twice the expression obtained for the first moment (3.10). One concludes that the ratio of second to first moment squared does not diverge exponentially, thus completing the proof of Theorem 3. Our assumption that the p-spin model under consideration is pure plays an important role in the analysis of Ψ p . In fact, many parts of the current work generalize to the mixed case and we believe that the main difficulty in the analysis of the mixed case stems from the more complicated form of Ψ p . Another consequence of the computation of the asymptotics on an exponential scale is that, for any ∈ (0, 1),
In order to compute asymptotics of order 1 + o (1) of the second moment, and complete the proof of Theorem 1, more precise estimates on [Crt N ((−∞, u) , (− , ))] 2 are computed, for small .
Auxiliary results
Adopting the notation of [ABAČ13] , for any Borel set B ⊂ R, let Crt N (B) denote the number of critical points of H N , at which it attains a value in N B = {N x : x ∈ B},
where ∇H N (σ) denotes the gradient of H N (σ) (relative to the standard differential structure on the sphere). In addition, for any subset
In the sequel we will need to assume that each of B and I R is a finite union of non-degenerate intervals in R. In this case we shall say that B (or I R ) is 'nice'. We assume henceforth that p ≥ 3. In the case p = 2 the model presents a different qualitative behavior in terms of critical points; namely, the total number of critical points is exactly 2N and, in particular, it does not grow exponentially with N (cf. [ABAČ13, Remark 2.3]).
We now introduce some notation needed in the sequel. A random matrix M N from the N × N Gaussian orthogonal ensemble, or an N × N GOE matrix, for short, is a real, symmetric matrix such that all elements are centered Gaussian variables which, up to symmetry, are independent with variance given by
Denote by
Γ (N/2) the surface area of the N − 1-dimensional unit sphere.
Let µ * denote the semicircle measure, the density of which with respect to Lebesgue measure is
and define the function (see, e.g., [Far14, Proposition II.
Lastly, set
where Σ U (r) is defined in (11.1). Finally, we are ready to state the results. We begin with an integral formula for the mean of [Crt N (B, I R )] 2 , the proof of which is given in Section 4.
Then for any nice B ⊂ R and nice I R ⊂ (−1, 1),
where
Using the LDP for the empirical measure of eigenvalues of a GOE matrix (cf. Appendix I) we derive the following bound in Section 5.
Theorem 7. Let p ≥ 3. For any nice B ⊂ R and nice I R ⊂ (−1, 1),
In order to prove Theorem 3 we need to identify the points at which the supremum above is attained. The following lemma, proved in Section 6, gives sufficient conditions allowing to restrict attention to points satisfying
(
We complement the above with the following, also proved in Section 6, which tells us for which r the maximum is attained.
Lemma 9. Let p ≥ 3 and set u th (p) 2 Combining Theorem 7 and Lemmas 8 and 9 (and using Theorem 12, which provides a lower bound for [Crt N (B, (−1, 1))] 2 ), we prove Theorem 3, as well as the following, in Section 7.
We finish this section by stating two results of [ABAČ13] that are needed later.
An integral formula and the logarithmic asymptotics of the first moment. We shall need the following two results borrowed from [ABAČ13] . Below, let n = (0, ..., 0, 1) denote the 'north-pole' of the unit sphere.
proof of Lemma 6
This section is devoted to the proof of Lemma 6. Throughout the section we work with the field f (σ) = f N (σ) defined in (2.1). Its covariance is given by
Endow the sphere S N −1 with the standard Riemannian structure, induced by the Euclidean Riemannian metric on
i=1 be a continuous orthonormal frame field on S N −1 and define
We note that, as can be verified by computing the Christoffel numbers Γ i kl ≡ 0, ∇ 2 f N (σ) coincides with the covariant Hessian matrix of f N (σ).
Lemma 13. For any nice B ⊂ R and nice I R ⊂ (−1, 1),
where ϕ ∇f (σ),∇f (σ ) is the joint density of the gradients ∇f (σ) and ∇f (σ ), and where
The proof of Lemma 13 is deferred to the end of the section. Clearly, the left-hand side of (4.3) is independent of the choice of the orthonormal frame E. Thus, as a corresponding continuous Radon-Nikodym derivative, the integrand in the right-hand side is also independent of E. Therefore, Lemma 6 follows from Lemma 13, combined with Lemmas 14 and 15 given below. Their computationally heavy proof is given in Appendix II.
Lemma 14. (density of gradients and conditional law of (f (n) , f (σ (r)))) For any r ∈ (−1, 1) there exists a choice of E such that the following holds. The density of (∇f (n) , ∇f (σ (r)))
and conditional on (∇f (n) , ∇f (σ (r))) = (0, 0), the vector (f (n) , f (σ (r))) is a centered Gaussian vector with covariance matrix Σ U (r) (cf. (11.1)).
Lemma 15. (conditional law of Hessians) For any r ∈ (−1, 1), with the same choice of E as in Lemma 14, the following holds. Conditional on f (n) = u 1 , f (σ (r)) = u 2 , ∇f (n) = ∇f (σ (r)) = 0, the random variable
has the same law as M
(1)
N −1 (r, u 1 , u 2 ) , where
where e N −1,N −1 is an N − 1 × N − 1 matrix whose N − 1, N − 1 entry is equal to 1 and all other entries are 0, where m i is given in (11.3), and whereM
Gaussian random matrices with block structureM
satisfying the following:
(1) The random elements
, and (Q 1 , Q 2 ) are independent.
(2) The matricesĜ
N −2 are independent GOE matrices.
are Gaussian such that for any j ≤ N −2, Z
is independent of all the other elements of the two vectors and
where Σ Z (r) is given in (11.2). (4) Lastly, Q (i) are Gaussian random variables with
where Σ Q (r) is given in (11.2).
4.1. Proof of Lemma 13. First note that if we prove the lemma under the assumption that I R is a closed interval, then by monotone convergence the lemma also holds for any non-degenerate interval, and by additivity it also holds for any nice I R . Thus, henceforth we assume I R is a closed interval. Defining
we have
. We are interested in the mean number of points in S 2 N (I R ) for which the field (4.9) satisfies the condition in the definition of (4.8). This fits the setting of the K-R theorem [AT07, Theorem 12.1.1, Corollary 12.1.2].
There are two conditions required from the random field in the theorem. The first is that f N (σ), ∇f N (σ), and ∇ 2 f N (σ) are almost surely continuous on S N −1 . This can be seen by checking, using Lemma 26, that the covariance functions involved are Hölder continuous; see e.g. [AT07, Corollaries 11.3.2, 11.3.5]. The second is a technical non-degeneracy condition which we discuss and prove in Appendix III. Lastly, it is required that the parameter space is a compact manifold. 
where dσ denotes the usual surface area on S N −1 . Denote the north pole n (0, 0, ..., 0, 1) ∈ S N −1 . By symmetry, the inner integral is independent of σ. Thus, we can set σ = n, remove the integration over σ and multiply by a factor of ω N . Now, note that with σ = n, the integrand depends on σ only through the overlap ρ (σ ) = n, σ . Thus we can use the co-area formula with the function ρ (σ ) to express the second integral as a one-dimensional integral over a parameter r (the volume of the inverse-image ρ −1 (r) and the inverse of the Jacobian are given by ω N −1 1 − r 2 N −2 2 and 1 − r 2 − 1 2 , respectively). Doing so yields (4.3), and completes the proof.
2 It is required in the statement of the theorem that the parameter space T = S 2 N (I R ) is a compact manifold, which is not the case in our setting. However, going through the proof one can see that this condition can be replaced by requiring: 1. T = S 2 N (I R ) is a compact submanifold of M = S N −1 2 with boundary, such that the boundary of T has finite 2N − 3 Hausdorff measure in M (this condition is equivalent to the condition required in the case where the parameter space is a subset of R N , see [AT07, Theorem 11.2.1]); and, 2. there exists a submanifold without a boundary T such that T ⊂ T ⊂ M and at any point (σ, σ ) ∈ T the continuity and non-degeneracy conditions mentioned above hold.
Proof of Theorem 7
The purpose of this section is to prove Theorem 7. For this we shall need the three lemmas below, which are proved in the following subsections.
Throughout we use the following notation. Let
(cf. (11.1)) be a Gaussian vector independent of all other variables and setŪ
In the sequel, for a real symmetric matrix A let λ j (A) denote the eigenvalues of A ordered with non-decreasing absolute value. For any κ > > 0 define h (x) = max { , x} , and
The following bounds the determinant of M 
We shall need the following bound on W i .
Lemma 17. There exists a bounded function v (r) : (−1, 1) → R for which
exist and are finite, such that for any natural m, the non-negative random variables W i (r) satisfy
The following bounds, which are uniform in r, form the last result we need for proving Theorem 7.
Lemma 18. For any , q > 0 and any nice set B, the following hold.
(1) For any r and N let D N (r) an event. Assume κ > max { , 1}. Then there exists a constant c = c ( , κ) > 0, such that for large enough N , uniformly in r ∈ (−1, 1),
where µ * is the semicircle law, given in (3.3). (2) For large enough κ > , uniformly in r ∈ (−1, 1),
Remark 19. If P {D N (r)} = 1, then exp −cN 2 is negligible, for large N , relative to the expectation in the second line of (5.4). In this case, we can remove the term exp −cN 2 and replace 2q N with 3q N and the inequality still holds.
5.1. Proof of Lemma 16. The second inequality in the lemma is trivial. We prove only the first. LetṀ For a general symmetric matrix
Hence, the absolute value of any eigenvalue of M
N −1 (r) has rank 2 at most, ant therefore has at most 2 non-zero eigenvalues. The lemma now follows by an application of Corollary 25.
5.2. Proof of Lemma 17. The variables W 1,N (r) and W 2,N (r) are identically distributed, thus it will be enough to prove the lemma for one of them only. From Lemmas 14 and 15 it follows that the law of M
(1) N −1 (r) is the same as the law of
Recall that W 1 (r) (5.3) is the square root of the sum of the elements of the last column and row of M exist and are finite, and thatv (r) is a bounded function. Of course,
Hence,
From this the lemma follows.
Proof of Lemma 18. Note that
N −2 (r) is the empirical measure of eigenvalues ofĜ 
Since log κ is bounded from above by log (κ) and since on A c ,
From Theorem 24 and (5.9), setting
(where positivity follows from the fact that J is a good rate function with unique minimizer), one obtains for large enough N ,
Combining (5.8), (5.10), and (5.11), we obtain, for large enough N ,
from which part (1) follows. Define
From a union bound and (5.2),
It is easy to verify that the variance of U i (r) is bounded by 1, uniformly in r ∈ (−1, 1). Recall thatĜ
N −2 (r) is a GOE matrix. Thus, from (5.12) and Lemma 23, there exists a constantc > 0 such that for large enough t and any N ,
From the Cauchy-Schwarz inequality,
for some c q . Finally, taking κ to be large enough, this together with (5.13) yields (5.5).
5.4. Proof of Theorem 7. Let κ > > 0, let 2 ≤ m ∈ N and set q = q (m) = m/ (m − 1). From Lemma 16, the fact that
, and Hölder's inequality,
,κ (r)
, where
Substituting this in (3.6) and using the Cauchy-Schwarz inequality yields
, where C N , F (r), and G (r) are given in (3.7). Therefore,
dr .
The first summand is equal to 1 + log (p − 1) .
One has that F (r) is bounded on any interval (−r 0 , r 0 ) with 0 < r 0 < 1, and that the limits exist and are finite. Using Lemma 17, it can therefore be seen that
is a bounded function of r on (−1, 1). Thus, from part (2) of Lemma 18, for κ large enough , the third summand of (5.16) is equal to 0.
Lastly, we need to analyze the second summand. To do so, we use part (1) of Lemma 18 and Varadhan's integral lemma [DZ98, Theorem 4.3.1, Exercise 4.3.11]. Define
Let e i , i = 1, 2, denote the standard basis of R 2 , taken as 2 × 1 column vectors; so that (t 1 , t 2 ) e i = t i . Lastly, define
Using part (1) of Lemma 18 (cf. Remark 19), we obtain that, for large N , assuming κ > 1, ˆr
where R is independent ofŨ 1 ,Ũ 1 and is uniformly distributed in (−r 0 , r 0 ), and where
Note that φ κ is a continuous function on (−1, 1) × R × R. Since G (r) ∈ (0, 1) and Ω κ is bounded from above by log κ,
The random variable R,Ũ 
Together with our analysis of the two other summands in (5.16), this yields, for large enough κ,
Letting m → ∞, which implies that q = q (m) → 1, we obtain (5.18) with q = 1. By a change of variables,
Letting κ → ∞ and then → 0 completes the proof.
Proofs of Lemmas 8 and 9
The bound of Theorem 7 is given in terms of the supremum of Ψ p (r, u 1 , u 2 ) on the region I R × B × B. As explained in Section 2, in order to complete the proof of Theorem 3, we need to identify the points at which the supremum is attained. This is the content of Lemmas 8 and 9, which we prove in this section. The following simple remark is related to the proof of Lemma 8, and will also be used in the sequel.
Remark 20. The bound of Theorem 7 holds for any nice I R ⊂ (−1, 1). We are particularly interested in the case where
is simply the number of ordered pairs of points σ = ±σ which satisfy (2.9) (with B = (−∞, u)). Thus, it is bounded by 2Crt N ((−∞, u)). It follows that, for u ∈ (−E 0 (p) , ∞), for which lim N →∞ ECrt N ((−∞, u)) = ∞,
6.1. Proof of Lemma 8. We begin with part (1). Fix r ∈ (−1, 1). Note that log (x) is a concave function on (−∞, 0) and thus Ω (x) (defined in (3.4)) is concave on (−∞, −2). Since Σ −1 U (r) is positive definite for any r ∈ (−1, 1), we conclude that, for u 1 , u 2 < −2
is concave. Letū ∈ R and define
where τ p,r is a constant depending on p, r.
is concave in v (as a restriction of (6.2) to a line in R 2 , up to adding the constant τ p,r ). Moreover, by symmetry, ∂ ∂v Ψ * u (0) = 0, and therefore sup
This completes the proof of the first part (1). Now, assume that B ⊂ R is nice. Let B 1 and B 2 be nice disjoint sets whose union is B. Note that, since
Note that (see Remark 20)
Thus, by Theorem 7,
where a ∨ b = max {a, b}, for any two numbers a, b.
By applying the same argument iteratively, we obtain that if B i , i = 1, ..., n, is an N -independent partition of B to nice sets, then (6.3) holds with the maximum taken over all i ≤ n.
Let > 0 and choose a partition B 1 , ..., B n+1 , B n+2 of B such that B 1 , ..., B n are intervals that form a partition of B = B ∩ [−E 0 (p) , E 0 (p)] to nice sets such that the diameter of B i is less then and such that
Since B n+1 ⊂ (−∞, −E ∞ (p)), by the first part of the lemma, (6.5) sup u1,u2∈Bn+1
By symmetry of Ψ p (r, u 1 , u 2 ) in (u 1 , u 2 ), the same holds with B n+2 . By concavity considerations similar to those used in the proof of part (1), for any u 1 , u 2 ∈ R, settingū = (u 1 + u 2 ) /2,
Therefore,
The function Ω is uniformly continuous on [−E 0 (p) , E 0 (p)]. Therefore, for any u 1 , u 2 such that |u 1 − u 2 | < ,
Therefore, sup
By letting → 0, from this combined with (6.5) and the similar equality for B n+2 , we obtain from (6.4),
Now, assume that B intersects (−E 0 (p) , E 0 (p)). Since it is nice, the intersection contains an open interval and by Theorem 12,
By the same arguments used in Remark 20, it follows that (6.7) lim sup
meaning we can drop the factor involving Crt N (B) in (6.6). This completes the proof of part (2).
6.2. Proof of Lemma 9. By straightforward algebra,
where ζ p,u depends only on p and u. Note that
and (6.10)
For any r ∈ (−1, 1),
p − 1 > r p−2 , and thus
since these are the arithmetic and geometric means of the same non-degenerate, non-negative sequence. That is, the denominator in (6.8) above is positive for r ∈ (−1, 1). Hence, in order to see that Ψ u p (r) can be continuously extended to [−1, 1] all that is need is to check that the limits at r = ±1 exist. This can be verified using L'Hôpital's rule.
Moreover, for odd p, (6.9) is less then 1 for r ∈ (0, 1) and is greater then 1 for r ∈ (−1, 0). For even p, of course, the expression is symmetric in r. Thus, the maximum ofΨ u p (r) is achieved on [0, 1], and if and only if p is even, then the maximum can be attained at some r * < 0. In that case it is also attained at −r * . Set, for r ∈ [0, 1),
and
We conclude that in order to prove the lemma, it is enough to prove it with Ψ p (r, u) replaced by Q , by computation, for r ∈ (0, 1),
which is verified to be positive. That is, g 0 (r) is strictly increasing in r.
We now show that if part (3) of the lemma holds, the other two follow. Assume that part (3) holds. Let u ∈ R such that |u| < u th (p). For any r ∈ (0, 1], g 0 (r) > 0 and
Similarly, let u ∈ R such that |u| > u th (p). For any r ∈ [0, 1),
. All that remains is to prove part (3). First, we note that
We need to show that for any r ∈ (0, 1), Q u th (p) p (r) < 0. For p ≤ 10 we verified this using computer, see Figure  6 .1. For p > 10 we prove this as follows. 
(r).
First, assume that p ≥ 10 and that r ∈ (0, 0.65]. By (6.11),
From the inequality log (1 + x) ≥ x 1+x , valid for x > 0, we then have, for r ∈ (0, 0.65], p ≥ 10,
where the last inequality follows since (p − 2) · 0.65 p−1 is decreasing in p, for p ≥ 10. In addition, for r ∈ (0, 1),
Thus, for r ∈ (0, 0.65], p ≥ 10,
We have that τ 10 < 0 and τ p decreases in p, for p ≥ 10. Hence, for r ∈ (0, 0.65], p ≥ 10,
Now, assume that r ∈ [0.65, 1). From (6.11) and (6.10),
The derivative of Q p (r) by p is given, for r ∈ (0, 1), by d dp
Therefore, for r ∈ (0, 1),
Since for any r ∈ [0.6, 1) and any p ≥ 10,
log(p−1) decreases in p, 1 − r p−2 increases in p, and 1 − log(10 − 1) log(10 − 1) 1 − r 10−2 − log r < 0, it follows that d dp Q p (r) < 0, for any r ∈ [0.6, 1) and any p ≥ 10. Thus, if Q 10 (r) < 0 for all r ∈ [0.6, 1), then the same holds for Q u th (p) p (r), for any p ≥ 10. For Q 10 (r) this was verified by a computer calculation, see Figure  6 .2. 
Proofs of Theorem 3 and Corollary 10
The content of this section is in its title. Our starting point is the bound of Theorem 3 and the main tools we shall use are Lemmas 8 and 9. 7.1. Proof of Theorem 3. By Theorem 12, denoting u − = u ∧ 0 = min {u, 0},
Combining this with (6.1), it follows that what remains to show in order to prove the theorem is that
Theorem 7, part (2) of Lemma 8, Lemma 9, and the fact thatΨ Theorem 12) . Also, the monotonicity of the left-hand side of (3.10) implies that Θ p (v) is non-decreasing for v ≤ 0. Since u ∈ (−E 0 , ∞), the supremum on the right-hand side of (7.2) is positive. Hence, (7.1) holds if we are able to show that
By a straightforward calculation,
We note that, for x < −2, by Leibniz rule,
For v ∈ (−∞, −u th (p)), p p−1 v < 2 and we can use (7.5) to obtain a lower bound for (7.4). Using this bound it is easy to verify that 
Ψ p (r, v) , (7.6) with δ ∈ (0, u + u th (p)) of our choice.
It is easy to verify that Ψ p (r, v) is continuous at (0, 0). In the proof of Lemma 9 we saw that
From the relation of Ψ p (r, v) and (6.12) and the fact that g 0 (r) (6.13) strictly increases in r ≥ 0 and that g 0 (0) = 0, it follows that, settingũ = −u th (p) + δ, uniformly in v ∈ [ũ, u),
where the last inequality follows from Lemma 9. Therefore,
Recall that, as was shown in the proof of Theorem 3, (7.3) holds. Thus, since
Equations (7.6), (7.7), and (7.8) give
where the equality follows from Theorems 3 and 12.
Proof of Corollary 4
Let Λ N denote the standard surface measure on the sphere, normalized to be a probability measure, and define the free-energy
Using the fact that the free-energy bounds the ground state from above, [ABAČ13] prove (in their Theorem 2.12) that GS ∞ = −E 0 for any even p ≥ 4. Our proof extends this result to general p ≥ 3 and relies on moments calculation (specifically, Theorem 3).
First, the Borell-TIS inequality [Bor75, CIS76] (see also [AT07, Theorem 2.1.1]) gives, for > 0,
(Note that the expectation is finite by [AT07, Theorem 2.1.2] and the fact that the field is continuous.) It follows from the Borel-Cantelli lemma that it is sufficient to show that
in order to prove that lim N →∞ GS N = −E 0 , almost surely, and complete the proof. Note that
Thus, by Markov's inequality, Theorem 12, and the definition of E 0 ,
for any > 0, where C > 0 is a constant depending on . Now, assume towards contradiction that, for some δ > 0,
Then, from (8.2),
which contradicts (8.4). Next, assume towards contradiction that , for some δ > 0, N k → ∞,
On the other hand, from the Paley-Zygmund inequality and (8.3),
which, of course, contradicts the previous inequality. Hence, lim N →∞ E GS N = −E 0 , and the proof is completed.
Proof of Theorem 1
In this section we prove Theorem 1. We begin with the following lemma, which will be used in the proof of the theorem. For brevity, denote [Crt N (B)] 
be a nonempty open interval. Then there exists ρ = ρ (η, ) ∈ (0, 1) such that for any r 0 ≤ ρ, using the notation (3.7),
where diam (B) is the diameter of B, where c (η) > 0 is a constant, where (U 1 , U 2 ) = (U 1 (r) , U 2 (r)) ∼ N (0, Σ U (r)) (cf. (11.1)), where P (i) = P 
9.1. Proof of Lemma 21. We begin from the representation of Lemma 15,
, where all the variables are described in the lemma. Let
N −1 the matrix obtained from P 
where Y j are i.i.d standard Gaussian variables.
Define
Note that
For a matrix A with eigenvalues λ i (A), denote λ * (A) = max i |λ i (A)|. Fix some > 0 and define the events
and assume r 0 ∈ (0, 1) is small enough such that
Then, by our assumption on B, for any r ∈ (−r 0 , r 0 ), on E N (r) ∩ U i ∈ √ N B , all the eigenvalues of A 
, τ 2 (r, ) η 2
.
Applying the bound (10.2) of Corollary 25 twice, first with
and then with C 1 = A
, we obtain the following. For any r ∈ (−r 0 , r 0 ),
Using the fact that log (1 + x) = x + o (x) and √ 1 + x = 1 + x/2 + o (x) as x → 0, it is easy to see that, assuming r 0 ∈ (0, 1) is small enough, for any r ∈ (−r 0 , r 0 ),
and since m 1 (r, u 1 , u 2 ) is continuous in r and is a linear function of (u 1 , u 2 ),
Corollary 6 combined with the bound (9.7) then yields
Define K N ( , η) to be the second summand above. Note that since all expressions above are non-negative, we can drop the indicator 1 {E N (r)} above and the inequality will still hold. Then, what remains to prove is (9.2).
First, we prove that, assuming r 0 is small enough,
for some C 0 > 0.
To do so, it is sufficient to show that, replacing E N (r) with any of the events in (9.5), (9.8) holds. For the events in the first three equations of (9.5), which do not depend on r, this follows from Lemma 23. Now, fix some δ > 0. From (9.4) and the expressions for Σ Z and Σ Q (11.2), it follows by a simple calculation that for small enough r 0 > 0, for any r ∈ (−r 0 , r 0 ), any element of T N −1 (r) in the last row or column can be written as α 1 (r) P (1)
for some j ≤ N − 1, such that |α i (r)| < δ, uniformly over the elements of T
N −1 (r) and over r ∈ (−r 0 , r 0 ). Hence, defining
Using Cramér's theorem [DZ98] , it is easy to derive an LDP for the sum in (9.9). This LDP yields, for small enough δ > 0,
with some constant C > 0, from which (9.8) follows with E N (r) = E
N,4 (r). The same is true, of course, with E (2) N,4 (r). We now show that K N ( , η) satisfies (9.2) by following the proof of Theorem 7 with a slight modification. We begin by incorporating the indicator of
into (5.14), writing
and where E
,κ (r) and E
,κ (r) remain as defined in (5.15). We proceed exactly as in the proof of Theorem 7 until we arrive equation (5.17). Then, applying part (1) of Lemma 18 to bound E (1)
,κ (r), we arrive at ˆr
where we used the fact that D N is independent of U 1 and U 2 . Proceeding similarly to the proof of the theorem, yields the bound
where C 0 is the constant form (9.8).
Recall that we assumed that B is an open interval. Suppose that B =(a, b). Note that by Lemmas 8 and 9,
where the last equality follows from Theorem 3. Thus, if we show that (9.10) lim
then the lemma follows. This follows from the lemma below.
Lemma 22. Let u ∈ (−E 0 (p) , −E ∞ (p)) and let r 0 ∈ (0, 1) and > 0. Then
Proof. Note that
By Theorem 3 and Cauchy-Schwarz inequality,
By a standard calculation, Θ p (u) is strictly increasing on (−∞, −E ∞ (p)), and therefore the expressions in the last two lines above are strictly less than 2Θ p (u).
From the above it follows that
By the argument used in Remark 20, also
Corollary 10 implies that
and completes the proof.
9.2. Proof of Theorem 1. Let u ∈ (−E 0 (p) , −E ∞ (p)), let r 0 ∈ (0, 1), and fix > 0 small enough such that
Since Θ p (u) is strictly increasing on (−∞, −E ∞ (p)), from Theorem 12,
From Corollary 10,
Combining the two we arrive at (9.11)
Now, we can use Lemma 21 to bound the numerator above and Lemma 11 to express the denominator. If we then rewrite the expectations as integrals over (u − , u) and (u − , u) 2 by conditioning on U and U 1 , U 2 , respectively, we arrive at the following. Let δ > 0, for fixed small enough η and r 0 ≤ ρ (η, δ),
and where
, and where
The term K N (δ, η) was omitted above relying on (9.2). From standard asymptotics of the gamma function,
One also has
It follows , since lim r→0 det (Σ U (r)) = 1, that, for any u 1 , u 2 ∈ (u − , u),
Hence, also´u
Substitution of the bounds in (9.12) yields
For p ≥ 7, the integral in the last line goes to 1 as N → ∞. Then, letting r 0 → 0 and then δ → 0 we obtain
By 9.11,
Since the quotient above is at least 1 for any N , this completes the proof.
Appendix I: Eigenvalues
In this section we state two results from random matrices theory which play an important role in our analysis, and a bound for the absolute value of the determinant of a sum of two deterministic matrices. Below
will denote an N × N GOE random matrix. Let λ i = λ We begin with a bound on the maximal absolute value of the eigenvalues.
Lemma 23. [BADG01, Lemma 6.3] For large enough m and all N ,
Next, we state an LDP satisfied by L N . Let M 1 (R) be the space of Borel probability measures on R, and endow it with the weak topology, which is compatible with the Lipschitz bounded metric d LU (·, ·), defined by
where F LU is the class of Lipschitz continuous functions f : R → R, with Lipschitz constant 1 and uniform bound 1. For any µ ∈ M 1 (R), set J (µ) = I V β (µ), with V (x) = x 2 /4 and β = 1, where I V β (µ) is given in [AGZ10, eq. (2.6.5), p.72] (the exact form of J (µ) will not matter to us, therefore we do not write it in full, which would require introducing additional notation). The specific form of the rate function in the following LDP, proved by Ben Arous and Guionnet, will not be of importance to us. Thus we omit it from the statement. We also remark that we use a different normalization to the GOE matrix than that in the setting of the original theorem. This also results a different form for the semicircle law (with support
Theorem 24. [BAG97, Theorem 2.1.1] The empirical measure L N satisfies a large deviation principle with speed N 2 and good rate function J (x), satisfying J (µ) = 0 if and only if µ = µ * , where µ * is the semicircle law (see (3.3)).
We finish with a corollary of the main theorem of [Fie71] .
Corollary 25.
[Fie71] Let C 1 , C 2 be two (deterministic) real, symmetric N × N matrices and let λ j (C i ) denote the eigenvalues of C i , ordered with non-decreasing absolute value. Suppose that the number of non-zero eigenvalues of C 2 is d at most. Then,
Appendix II: Covariances, densities, and conditional laws
In this Appendix we study the covariance structure of
where σ (r) = 0, ..., 0, 1 − r 2 , r , and prove Lemmas 14 and 15. In addition, we obtain in Corollary 28 below the required non-degeneracy for the application of the K-R theorem in Lemma 13. Let
In the lemma below, by abuse of notation, we denote
Lemma 26. For any r ∈ [−1, 1] there exists an orthonormal frame field E such that
Note that r = 1 corresponds to the case σ (r) = n. (This is the case considered in [ABAČ13, Lemma 3.2].)
Proof. We begin by defining the orthonormal frame field E. Let P n :
set θ ∈ [−π/2, π/2] to be the angle such that sin θ = r, and let R θ be the rotation mapping
Let U and V be neighborhoods of n and σ (r), respectively. Assuming U and V are small enough, the restrictions of P n and P n • R −θ to U and V , respectively, form charts. Moreover, the induced bases of the tangent spaces ∂ ∂xi (n) ∈ T n S N −1 and ∂ ∂xi (σ (r)) ∈ T σ(r) S N −1 are orthonormal with respect to the standard Riemannian metric. (In the case r = 1, and thus n = σ (r), the mappings P n and P n • R −θ and the corresponding bases coincide as well.) We assume that E coincides with those bases at n and σ (r),
We note that setting, on Im (P n ) and Im (P n • R −θ ), the images of the charts above, respectively,
we have that
where in R N −1 , ∇f i and ∇ 2f i are the usual gradient and Hessian.
, and note that
The lemma follows by a (straightforward, but long and irritating) computation of the corresponding derivatives, using the well-known formula (cf. [AT07, eq. (5.5.4)]),
The variables in Lemma 26 are jointly Gaussian. Now that we have their covariances, the required conditional laws can be computed using the well-known formulas for the Gaussian conditional distribution (see [AT07, p. 10-11]). We shall need the following notation.
Define, for any r ∈ (−1, 1),
Finally, we turn to the proof of Lemmas 14 and 15.
11.1. Proof of Lemmas 14 and 15. Fix r ∈ (−1, 1) and let E be the orthonormal frame field defined in the proof of Lemma 26. We remind the reader that
Assume all vectors in the proof are column vectors and denote the concatenation of any two vectors v 1 , v 2 by (v 1 ; v 2 ). The covariance matrix of the vector (∇f (n) ; ∇f (σ (r))) can be extracted from Lemma 26. By simple calculations, one can prove (4.5) and show that the inverse of the covariance matrix is the block matrix
where I N −1 is the N −1×N −1 identity matrix and where e N −1,N −1 is the N −1×N −1 matrix whose N −1×N −1 element is 1 and all others are 0.
For any random vector V let EV denote the corresponding vector of expectations. From Lemma 26, denoting by e i the 1 × (2N − 2) vector with the i-th entry equal to 1 and all others equal to 0, we obtain Cov ∇f {X, Y } = Cov {X, Y } − (E {X · (∇f (n) ; ∇f (σ (r)))}) T G (r) E {Y · (∇f (n) ; ∇f (σ (r)))} .
Thus, under the conditioning, f (n), f (σ (r)), ∇ 2 f (n), and ∇ 2 f (σ (r)) are jointly Gaussian and centered, and, by straightforward calculations, Cov ∇f {f (n) , f (n)} = Cov ∇f {f (σ (r)) , f (σ (r))} = Σ U,11 (r) , Cov ∇f {f (n) , f (σ (r))} = Σ U,12 (r) , Cov ∇f {f (n) , E i E j f (n)} = Cov ∇f {f (σ (r)) , E i E j f (σ (r))} = δ ij (b 1 (r) + δ i,N −1 b 3 (r)) , Cov ∇f {f (n) , E i E j f (σ (r))} = Cov ∇f {f (σ (r)) , E i E j f (n)} = δ ij (b 2 (r) + δ i,N −1 b 4 (r)) , Cov ∇f {E i E j f (n) , E k E l f (n)} = Cov ∇f {E i E j f (σ (r)) , E k E l f (σ (r))} Cov ∇f {E i E j f (n) , E k E l f (σ (r))} = 0, if |{i, j, k, l}| ≥ 3.
Note that, in particular, this shows that the law of (f (n) , f (σ (r))) under the conditioning is as stated in the lemma. Also, from the above it follows that Σ Z (r) is positive definite for any r ∈ (−1, 1). Let Cov f,∇f {X, Y } denote the covariance of two random variables X, Y conditioned on (11.5) ∇f (n) = ∇f (σ (r)) = 0, f (n) = u 1 , f (σ (r)) = u 2 .
(which is independent of the values u i ) Note that Thus, Cov f,∇f {E i E j f (n) , E k E l f (σ (r))} − Cov ∇f {E i E j f (n) , E k E l f (σ (r))} = −δ ij δ kl (b 1 (r) + δ i,N −1 b 3 (r) , b 2 (r) + δ i,N −1 b 4 (r)) (Σ U (r)) Combining the previous calculations, we arrive at Cov f,∇f {E i E i f (n) , E j E j f (n)} = Cov f,∇f {E i E i f (σ (r)) , E j E j f (σ (r))} =   
The variant of the K-R we use needs to account for the case where the parameter space is a (Riemannian) manifold; [AT07, Theorem 12.1.1] does this. The theorem requires a long list of technical conditions to be met. In the Gaussian case there is a much simpler version, [AT07, Corollary 12.1.2], in which the long list is replaced by requiring some fields involved in the statement to be continuous and a certain non-degeneracy condition. In our situation, the non-degeneracy requirement is that the Gaussian vector {f N (σ) , f N (σ ) , ∇f N (σ) , ∇f N (σ ) , J (σ, σ )} , is non-degenerate, for any points on the sphere with σ, σ ∈ (−1, 1) . This of course is cannot be true; J (σ, σ ) has entries which are equal to 0 a.s., and the other entries are dependent as imposed by symmetry. In the next subsection we give an alternative sufficient non-degeneracy condition, which is then proved in our setting.
Relaxing the non-degeneracy condition. Since we need to refer to arguments and results from [AT07] , we shall work in this subsection with the notation used there: f (t) = f 1 (t) , ..., f N (t) is a random field on a compact parameter space M ⊂ R N taking values in R N , ∇f (t) = E j f i (t)
is its Jacobian matrix (where E is a fixed orthonormal frame field), and h (t) = h 1 (t) , ..., h K (t) is an additional random field from M to R K . (Those f , ∇f , and h correspond to our (∇f N (σ) , ∇f N (σ )), J (σ, σ ), and (f N (σ) , f N (σ )), respectively.) We assume that all the variables are jointly Gaussian and that f , ∇f , and h are a.s. continuous. The K-R theorem expresses through an integral formula the mean number of points t ∈ M such that f (t) = u and h (t) ∈ B for some u ∈ R N and B ⊂ R K . Let L ⊂ R N ×N be a linear subspace such that {det (A) : A ∈ L} = R, and assume that, for any t ∈ T , the support of the random matrix ∇f (t) is L. In addition, suppose that (12.1) (f (t) , ∇f (t) , h (t))
is non-degenerate, up to the degeneracy of ∇f (t). That is, the support of (12.1) is R N × L × R K . Then by the arguments preceding Corollary 11.2.2 of [AT07] , all the conditions in Theorem 12.1.1 hold with the only difference that the support of the densities appearing there is such that the R N ×N component corresponding to the case where L = R N ×N , as in the setting of Corollary 12.1.2, is now replaced by L. Going through the proof of Theorem 12.1.1, one sees that this does not really have any effect on it, and, as it is, it still yields the K-R formula for the expectation.
3 This gives us a sufficient non-degeneracy which is easier to satisfy than the original 'full' non-degeneracy.
We can weaken the non-degeneracy condition slightly more. Assume, as in the case we are interested in, that K = 2 and B = I × I for some closed bounded interval I. Assume that the support of ∇f (t) is L, as above, and that, up to this degeneracy, each of the two vectors (f (t) , ∇f (t)) , (12.2) (f (t) , h (t)) , (12.3) is non-degenerate. Now, even if (12.2) depends on h (t), for Z ∼ N (0, 1) independent of all the other variables, the perturbed vector (f (t) , ∇f (t) , h (t) + Z (1, 1)) is non-degenerate, up to the degeneracy of ∇f (t). Therefore, the K-R theorem can be applied in this case. Then, by letting → 0, one obtains that the integral formula still holds in the case where = 0. To summarize, in our setting the non-degeneracy condition of Lemma 28 below is sufficient.
3 The proof of [AT07, Theorem 12.1.1] is simply a translation of the Euclidean [AT07, Theorem 11.2.1] to the case where the parameter space is a Riemannian manifold. So more accurately, what needs to be verified is that in the Euclidean setting the change discussed above does not affect the proof. Going through the proof [AT07, Theorem 11.2.1], it is seen that the only modification needed in the proof is simply a notational change: one needs to replace by L certain domains of integration which are equal to R N ×N in the non-degenerate case.
