A cover starter is a single vector that yields a covering array under the actions of groups on both the columns and the symbols of the starter. The existence of this compact representation of covering arrays facilitates effective exhaustive and heuristic search. When the group action on symbols fixes a small number f of symbols, such cover starters lead to covering arrays that embed covering arrays on fewer symbols. Lower bounds on the length of cover starters over specified groups are established, and extensive computational results are developed to improve upper bounds for numerous covering array numbers.
Introduction
Covering arrays are employed in numerous testing applications in which experimental factors interact to detect the presence of faults (see [10, 18, 31] and references therein), to detect the location of faults [16, 24] , to detect interactions in biological networks [35] , to generate representative multiple sequence alignments of genomic data [19, 33] , to quantify uncertainty in measurement [21] , and to learn an unknown function by nonadaptive tests [17] . Applications to interaction testing, in particular to testing component-based software, have driven much recent research; see [5, 6, 8, 9, 40] . In these applications, often factors have differing number of levels. Permitting different number of levels in each column leads to mixed covering arrays [15, 28, 36] .
Let N, k, and t be positive integers. Let v 1 , v 2 , . . . , v k be nonnegative integers. For 1 ≤ i ≤ k, let Σ i be an alphabet of size v i , and suppose that symbol ⋆ does not appear in Σ i for any 1 ≤ i ≤ k. Let C be an N × k array whose entries in column i are from Σ i ∪ {⋆}, for 1 ≤ i ≤ k. When (c 1 , . . . , c t ) is a tuple of t column indices (c i ∈ {1, . . . , k} for 1 ≤ i ≤ t) and (ν 1 , . . . , ν t ) is a t-tuple with ν i ∈ Σ c i for 1 ≤ i ≤ t, the t-tuple {(c i , ν i ) : 1 ≤ i ≤ t} is a t-way interaction. (The symbol ⋆ is not permitted in a t-way interaction.) The array covers the t-way interaction {(c i , ν i ) : 1 ≤ i ≤ t} if, in at least one row ρ of C, the entry in row ρ and column c i is ν i for 1 ≤ i ≤ t. Array C is a mixed covering array MCA(N; t, (v 1 , . . . , v k )) of strength t when every t-way interaction is covered. When v 1 = · · · = v k = v, the array is a covering array CA(N; t, k, v). We use exponential notation v In testing applications, columns of the array correspond to experimental factors, and the symbols in the column form values or levels for the factor. Each row specifies the values to which to set the factors for an experimental run; when a ⋆ is present in column i, any value from Σ i can be used to replace it; hence ⋆ indicates a 'don't-care' entry. The array is 'covering' in the sense that every t-way interaction appears in at least one run. We denote by CAN(t, k, v) the minimum N for which a The determination of CAN(t, k, v) has been completed for all values of k only in one non-trivial case, when t = v = 2 [20, 22] . In the remaining cases, effort has focussed on determining upper bounds on CAN(t, k, v); see [13] for an extensive bibliography. We generalize one direct construction technique to permit different groups acting on the symbols, different numbers of fixed points for this group, and different groups acting on the columns. We develop lower bounds on the number of columns required for the method to produce a covering array. Exhaustive computation is then explored to determine existence results over small groups acting on the symbols of the covering array. Finally we demonstrate improvements in numerous upper bounds for covering arrays of strength two using heuristic search. The extension to many fixed points turns out to be particularly fruitful.
Cover starters
In [3, 4] , group actions were used to construct covering arrays of strength three. In [27] , this technique was adapted to the construction of covering arrays of strength two, and numerous improved upper bounds were obtained for CAN(2, k, v).
A variation, explored in [11] , enabled the production of further improved bounds. Both methods employ the action on the symbols of a cyclic group of order v − 1 fixing one symbol, and the action on the columns of a cyclic group of order k, to find a single row to be developed under these actions to form the entire covering array. In [23] , these methods were further extended by permitting the action of the group on the symbols to fix f ∈ {0, 1, 2} symbols, and permitting the group on the symbols to be an arbitrary group of order v − f . We generalize further so that f is permitted to take on any nonnegative integer value; the group of order v − f on the symbols is arbitrary; and the group of order k on the columns is arbitrary.
Let C be a finite set of size k, and let Γ = (C, ⊙) be a finite group; for c ∈ C , let inv Γ (c) be the inverse of c. Let Γ have identity element e Γ . Let C 0 , . . . , C f −1 satisfy C i ⊆ C for 0 ≤ i < f , and
each class C i must have at least two elements. For if it does not, suppose without loss of generality that C 0 = {a} and c ∈ C 1 .
In what follows, we generally choose Γ to be the cyclic group, although in a few specific cases we employ an elementary abelian group.
Suppose that (C 0 , . . . 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27-33 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27- 33   Table 3 Existence spectra of k, for (k, v, w, 2)-relative cover starters. Numbers in italics represent values for which existence is not settled. Proof. Suppose that the (k, v, f )-cover starter exists over (Γ , Λ) having Γ = (C, ⊙) with |C| = k and Λ = (V , ⊗) with
. . , ∞ f −1 } with columns indexed by C and rows indexed by V × C . When c ∈ C i for 0 ≤ i < f , for each x ∈ V and a ∈ C place ∞ i in the cell in row (x, a) and column a ⊙ c. When c ∈ C , for each x ∈ V and a ∈ C place x ⊗ φ(c) in the cell in row (x, a) and column a ⊙ c. 3 4 We must establish that for every pair of columns c 1 , c 2 ∈ C with c 1 ̸ = c 2 and every pair of symbols, First we treat the case when a 1 ∈ {∞ 0 , . . . , ∞ f −1 }, say a 1 = ∞ i , and a 2 ∈ V . Locate a pair of columns d 1 ∈ C i and
so a 2 is placed in column c 2 .
Next we treat the case when a 1 ∈ V and a 2 ∈ {∞ 0 , . . . , ∞ f −1 }, say a 2 = ∞ i . Locate a pair of columns
Finally we treat the case when a 1 , a 2 ∈ V . Locate a pair of columns 
) Then as before, column c 1 contains a 1 and column c 2 contains a 2 .
Some extensions are also of interest. As before let Γ = (C, ⊙) with |C| = k and Λ = (V , ⊗)
). Taking w = 0 (and hence Λ ′ as the empty subgroup), the definition of (k, v, f )-cover starter is recovered. Using the same technique as Lemma 2.1, a (k, v, w, f )-relative cover starter yields a k(v − f ) × k array on v symbols. In this case, however, one can ensure that the pair consisting of a 1 in column c 1 and a 2 in column c 2 is covered in some row unless {a 1 , a 2 } ⊆ {∞ 0 , . . . , ∞ f −1 } or a 1 , a 2 ∈ V and a 1 and a 2 belong to the same coset of Λ ′ in Λ. 5 2 7 7 4 2 5 1 9 10 9 9 0 
If the relative cover starter is distinct,
In recursive constructions (see, for example, [13, 37] ), it is of interest to produce covering arrays with many disjoint rows. Two rows are disjoint when, in each column, either one contains a ⋆ or the two contain different symbols. By suitably renaming symbols, any ρ pairwise disjoint rows can all be made constant, i.e. each contains a single symbol (and possibly also ⋆). For this reason, we make some remarks on the presence of pairwise disjoint rows. When f ≥ 2, start with a (k, v, f )-cover starter. Suppose that the covering array on f symbols has ρ disjoint rows. Choosing any row of the development of the cover starter, we can rename symbols in each column of the covering array on f symbols to make min(f − 1, ρ) rows that are disjoint from the one selected. So the resulting covering array has at least min(f , ρ + 1) disjoint rows. In particular, it always has at least two when f ≥ 2.
Existence and nonexistence
Here we examine lower bounds on k that are necessary for a (k, v, w, f )-relative cover starter to exist. We consider the case when the group Γ of order k is Z k . As one expects, the number of orbits of pairs from Λ × Λ that are not in Λ ′ × Λ ′ is fundamental; call this number b. In certain cases, the structure of these orbits also comes into play. When, for x, y ∈ Λ and x ⊗ inv Λ (y) = y ⊗ inv Λ (x) ̸ ∈ Λ ′ , the orbit of (x, y) is self-paired. Let b ⋆ be the number of self-paired orbits. 
Hence k ≥ b + 7 when f = 2 and b ≥ 5. CAN(2, 31, 1) = 1 ∞ 0 11 6 10 10 7 0 1 3 13 2 8 14 4 12 6 4 15 9 5 8 6 14 13 5 13 6 4 11 0 CAN(2, 32, 1) = 1 ∞ 0 6 13 12 2 2 5 8 6 8 10 13 3 12 8 6 0 12 0 7 11 7 13 2 10 9 4 5 2 12 6 Proof. In every two distinct columns, the number of orbits to be covered is at least b + 2f , and hence k ≥ b + 2f . When k is even, consider pairs of columns that are k 2 -apart. Partition these pairs into two sets
}. At least f of the pairs in S 1 contain a pair that involves an infinite point. Among the remaining k 2 − f pairs, every self-paired orbit must be represented, and at least half of the orbits that are not self-paired must be represented. Thus we have When f = 2, we obtain that k ≥ b + 7 when b ≥ 5. 5 0 3 5 3 12 2 9 8 14 10 13 13 6 10 0 11 12 3 1 5 8 16 13 1 11 9 0 5 10 18 34 1
CAN(2, 34, 1) = 1 ∞ 0 5 3 13 5 8 1 8 4 13 2 12 14 4 8 7 4 0 5 7 16 2 14 1 15 6 12 12 14 11 5 15 16 Lemma 3.1 restricts the possible values of k for which a cover starter on k columns can exist for given values of v and f ; this restriction also depends on the structure of the group acting on the symbols. Hence we undertook exhaustive computational searches for solutions when f ∈ {0, 1, 2} in order to determine the precise existence spectra for values of k for cover starters over small groups acting on symbols. Tables 1-3 report the results of these searches.
Each existence spectrum is reported as a set of numbers, to be read as follows. When k is smaller than the largest number listed, but k is not listed, nonexistence has been established, either by exhaustive search or by Lemma 3.1. When k is listed in italics, existence has not been settled; in these cases, exhaustive search has not been run to completion. When k is listed in normal typeface, existence is established by exhaustive search (see [23] ). We have not examined larger values of k, because it is our experience that once a (k, v, w, f )-relative cover starter exists for k ''large enough'', it is an easy matter to find relative cover starters for larger values of k. We make this more precise next.
When a (k, v, w, f )-relative cover starter exists, we cannot expect a (k + 1, v, w, f )-relative cover starter to exist in general. Indeed the change in the parity of the number of columns, according to Lemma 3.1, can ensure nonexistence for the cover starter with more columns. One might hope that whenever a (k, v, w, f )-relative cover starter exists over (Λ, Λ ′ ), a (k + 2, v, w, f )-relative cover starter over (Λ, Λ ′ ) also exists. However, our data indicates that this does not hold in general.
Closer examination reveals that the gaps arise in cases when the smaller number of columns leads to an orthogonal array (see [23] for a discussion of this). When k−1 > v −w, our data supports the conjecture that whenever a (k, v, w, f )-relative cover starter exists over (Λ, Λ ′ ), a (k + 2, v, w, f )-relative cover starter over (Λ, Λ ′ ) also exists. In particular, it is plausible that this statement always holds when f ≥ 2.
The groups acting on the symbols do impact the existence spectra obtained. Remarkably, employing the cyclic group on symbols generally suffices to produce all known existence results. There are some notable exceptions, particularly in cases leading to orthogonal arrays. There are other exceptions, however. For example, there is a (13, 10, 1, 1 )-relative cover starter over (Z 3 ×Z 3 , I), but none over (Z 9 , I). Hence, although cover starters over cyclic groups on symbols are a rich source of covering arrays, we find that employing other symbol groups can produce covering arrays not arising from cover starters over cyclic groups. CAN(2, 39, 1) = 1 ∞ 0 16 13 6 6 0 7 1 15 16 2 15 11 15 6 18 0 9 4 0 2 1 7 12 12 7 12 16 14 11 3 8 9 14 11 8 16 
Best covering array numbers from cover starters
In order to improve upon upper bounds for covering arrays with more symbols, we employ a naive backtracking method when f > 1 to find a pattern for the desired number k of columns, acted on by the cyclic group Z k in most cases, or by an abelian group of order k. Typically we require that the pattern select 2f positions, forming f pairs. When no such pattern exists, we employ the same method to search for 2f + 1 positions, partitioned into f − 1 pairs and one class of size three. Once a (k, f )-pattern is chosen in this manner, for cases in which k − 2f is small, a backtracking method can exhaust the search space.
When k − 2f is larger, we pursue a heuristic strategy. We randomly select entries from a group of order v − f to place in the entries not in the pattern. The badness of such a choice is the total number of ways to choose an orbit of a pair of columns under Γ and an orbit of a pair of symbols under Λ so that no symbol pair from its orbit appears in a column pair from its orbit. Evidently when the badness is 0, the vector chosen is a cover starter. When the badness is not zero, we make a random selection of position in the vector containing an element of Λ, and randomly choose an element from Λ as a candidate to replace it. If this replacement would increase the badness, we do not make the replacement; otherwise we do. We repeatedly attempt to reduce the badness in this way, but set a threshold on the number of candidates to consider before abandoning the attempt; typically this threshold ranges from 100 to 10,000 attempts. Trials of this type are run until a cover starter is found, or a second predetermined threshold on the number of trials is exceeded. If the latter occurs, the method fails to find a cover starter. Typically the number of trials needed is 3-5; the threshold in our experiments was set to 100. A more sophisticated search using, for example, simulated annealing has the potential to produce further examples in which the local optimization method employed here fails. Nevertheless, local optimization appears to succeed in a large set of parameter situations of interest, so we have concentrated our efforts there.
In order to illustrate benefits of the cover starter technique, let us consider the well studied case CA(N; 2, 20, 10). In the announcement of AETG [5] , CAN(2, 20, 10) ≤ 180 is stated, but no explicit description is given. Yet the commercial implementation of AETG reports 198 rows. Calvagna and Gargantini [2] report bounds on CAN(2, 20, 10) from ten methods; other than the bound of 180 reported by AETG [5] , the remaining methods give bounds of 193, 197, 201, 210, 210, 212, 220, 231, and 267. McCaffrey [25] reports results from earlier methods giving 194, 216, 218, 219, and 664 rows, and develops a genetic algorithm that establishes that CAN(2, 20, 10)≤ 196. In [7] , simulated annealing yields 183 rows (a newer simulated annealing approach by Torres-Jimenez yields 173 rows). The cover starter with f = 1 from [11, 27] yields 181 rows. Using a double projection technique [11] , CAN(2, 20, 10) ≤ 174. The postoptimization in [29, 30] establishes that CAN(2, 20, 10) ≤ 162. Here this is improved to establish that CAN(2, 20, 10) ≤ 155. Of course, we do not know what the correct value is, and it may be smaller yet. Nevertheless, it provides compelling evidence that using cover starters is not just an effective means to produce covering arrays; they also can produce useful improvements on a wide variety of other methods. We report only those constructions that yield the best upper bound that is currently known. This is determined by comparison with online tables [12] . Each entry gives the number of symbols (v) and number of columns (k) for which a new (or at least the best known) bound on CAN(2, k, v) is obtained by Theorem 2.2. In certain cases, the postoptimization method of [29, 30] yields a further improvement; this is indicated by a number in parentheses. In certain cases, a simulated annealing method [39] yields an improvement; this is indicated by a number in angled brackets. The number of fixed points in the (relative) cover starter used is shown as f . When the solution contains an entry that can be selected arbitrarily, this is shown as ⋆ in the solution; the number of such entries is indicated by the number of ⋆ symbols shown with the value of f . Then the old bound, and a reference for it, are given; when the old and new bounds agree, '-' is shown. The bound used for the CAN(2, k, f ) ingredient, with an appropriate reference, is given. Finally the (relative) cover starter is given. When a single list is presented without other comment, the cover starter is over symbols Z v−f and columns Z k . When the group acting on symbols is not the cyclic group, the group is mentioned explicitly. When the group acting on columns is not the cyclic group, the group is the elementary abelian group Z k 1 × Z k 2 , and the starter is shown in a k 1 × k 2 boxed array. Finally when a new bound results because the starter is distinct, this is indicated; and when a new bound results because the starter is relative to a subgroup of order w, this is indicated by relative(w).
In Tables 4 through 12 , we report on constructions in which the group acting on the columns is cyclic; in Table 13 , examples are given in which this group is elementary abelian. What is particularly striking is the number of improvements that cover starters yield, across a range of number of symbols and number of columns.
Concluding remarks
Cover starters provide an effective means to produce covering arrays that are among the best known, particularly when the number of columns ranges from the number of symbols to twice that number. Here we have generalized earlier specific constructions of cover starters to permit any number of fixed points, permit an arbitrary group acting on the symbols, and permit an arbitrary group acting on the columns. Each of these generalizations has been shown to yield improvements for covering array numbers.
Among the most interesting questions that remains open is to determine when the existence of a (k, v, w, f )-relative cover starter over (Λ, Λ ′ ) suffices to ensure the existence of a (k + 2, v, w, f )-relative cover starter over (Λ, Λ ′ ). Computational evidence suggests that, except possibly when the (k, v, w, f )-relative cover starter yields an orthogonal array, this always holds. Nevertheless, the evidence is limited to specific computations.
