Suppose G=( V,E) is a graph in which each maximal clique Ci is associated with an integer ri, where 0 < ri < ICi 1. The generalized clique transversal problem is to determine the minimum cardinality of a subset D of V such that ID n Cij >ri for every maximal clique Ci of G. The problem includes the clique-transversal problem, the i, 1 clique-cover problem, and for perfect graphs, the maximum q-colorable subgraph problems as special cases. This paper gives complexity results for the problem on subclasses of chordal graphs, e.g., strongly chordal graphs, k-trees, split graphs, and undirected path graphs.
Introduction
In this paper, G = (V, E) represents a graph with vertex set V of size n and edge set E of size m. A clique is a subset of pairwise adjacent vertices of V. An i-clique is a clique of size i. A maximal clique is a clique that is not a proper subset of any other clique. Denote by q(G) the set of all maximal cliques of G.
This paper studies the following generalized clique-transversal problem, which includes many clique-related problems as special cases. Suppose each maximal clique Ci of G is associated with an integer ri, where 0 < ri < ICi 1. Let R = {(Ci, ri) : Ci f W(G)}. An R-clique-transversal set of G is a subset D of V such that ID fl Gil 2 ri for every Ci E W(G). The generalized clique-transversal problem is, given a graph G and R, to determine the R-clique-transversal number ZR(G) that is the minimum size of an R-clique-transversal set of G. The problem has a natural dual, as follows.
A clique-independent set is a collection of pairwise disjoint maximal cliques. The R-clique-independence problem is, given a graph G and R, to determine the R-cliqueindependence number Q(G) of G that is the maximum value CCrEO ri for a cliqueindependent set 9 of G. For any R-clique-transversal set D and any clique-independent set 9, Hence, we have the following weak duality inequality: for any graph G,
c(R(G)GTR(G)-(1)
Note that the inequality may be strict, as aR(Czn+r) = n < n + 1 = TR(C2n+l) when all ri = 1 and na2. The concept of chordal graphs was introduced by Hajnal and Suranyi [24] in connection with the theory of perfect graphs (see [21] ). A graph is chordal (or triangulated) if every cycle of length greater than three has a chord (i.e.,
every induced cycle is a triangle). The neighborhood N(v) of a vertex v is the set of all vertices adjacent to v. The closed neighborhood N[v] of v is {v}UN(v).
One of the most important properties of a chordal graph G = (V,E) is that its vertices have a perfect elimination ordering, i.e., an ordering vr , ~2,. . . , v, of V such that Ni[vi] is a clique for 1 <i <n, where
Ni [Vj] = {Vk E N [Vj] : i 6 k}. Note that any maximal clique of a chordal graph G is equal to some Ni [Vi] , but an Ni[Ui] is not necessarily a maximal clique. Consequently, a chordal graph has at most n maximal cliques. It is also known that all maximal cliques can be enumerated in O(m + n) time (see [14, 161) . In this paper, we study algorithmic aspects of the generalized clique-transversal problem and related problems on subclasses of chordal graphs, such as strongly chordal graphs, k-trees, split graphs, and undirected path graphs.
If we restrict ri = 1 for all maximal cliques Ci of G, the generalized cliquetransversal (resp. R-clique-independence) problem becomes the clique-transversal (resp. clique-independence) problem. The corresponding clique-transversal (resp. cliqueindependence) number is denoted by Q(G) (resp. at(G)). The above weak duality inequality becomes: for any graph G,
tic(G) and rc(G) have been studied in [ 1, 5, 10, 36] . In particular, it was proven that determining Q(G) and rc(G) for a split graph G is NP-complete and that there are linear algorithms for finding MC(G) and r=(G) of a strongly chordal graph G (see [5] ).
Another special case of the generalized clique-transversal problem is the C,r problem described as follows. This problem has in fact been studied in a more general setting (see [8] ). For iaja 1, the Ci,j problem is to determine the i, j clique cover number Q(G) of a graph G, which is the minimum number of j-cliques such that every iclique of G includes such a j-clique. It is not hard to see that the Ci,r problem is the same as the generalized clique-transversal problem with ri = max{ 1 Ci 1 -i + 1,O) for each maximal clique Cj of G. A classical result of the Ci,j problem is Turan's theorem, which states that ci,z(&) is equal to the number of edges in a complete (i -1)-partite graph of n vertices, where any two distinct partite sets have sizes that differ by at most one. The problem has also been studied from an algorithmic point of view by many authors. In particular, it was shown that it is NP-complete on general graphs when i > j> 1 [7, 15, 28, 37] , on chordal graphs when i > j>2 [7] , on split graphs when i -1 = j>2 [7] , and on split graphs when ia > 1 = j and i is part of the input [8] .
On the other hand, there is a polynomial time algorithm for the Cz,r problem, which is exactly the vertex cover problem and is reducible to the maximum independent set problem, on chordal graphs [16] , a polynomial-time algorithm for the Ci,r problem on chordal graphs when i is fixed, and an O(m + n) time algorithm for the C,r problem on interval graphs even when i is not fixed [31] .
The maximum q-colorable subgraph problem is, given a graph G = (V, E), to determine the maximum size sq(G) of a subset of V that can be partitioned into q disjoint independent sets. The problem has been studied by [13, 20, 22, 23, 38] .
For any fixed q, the problem is NP-complete for general graphs. It was shown in [8] that for any perfect graph G, +(G) = 1 VI -c,+l,l (G). Consequently, the maximum q-colorable subgraph problem is equivalent to the C,+r,r problem for chordal graphs.
The rest of this paper is organized as follows. Section 2 reviews some terminology that will be applied in this paper. Section 3 gives an O(m + n) time algorithm for the generalized clique-transversal problem on strongly chordal graphs provided that strong elimination orderings are known in advance. We modify this algorithm to get an algorithm for the Ci,r problem so that we do not need to find all maximal cliques explicitly. Section 4 gives a linear time algorithm for the generalized clique-transversal problem on k-trees when k is fixed. Section 5 discusses the NP-complete results on k-trees (with unbounded k) and undirected path graphs.
Preliminaries
In this paper, all graphs are finite, undirected, and without loops or parallel edges. A graph is an intersection graph if there is a correspondence between its vertices and a family of sets (the intersection model) such that two vertices are adjacent in the graph if and only if their two corresponding sets have a nonempty intersection. Restricting the sets to subtrees of a tree determines the class of chordal graphs [17] . If the intersection models are further restricted so that each subtree is a path, a proper subclass called the undirected path graphs results [19] . Further restricting the model to rooted trees with paths directed away from the root yields the directed path graphs [18] . Requiring that the tree itself be a path defines the class of interval graphs [14, 29] .
As Gavril has shown in his papers, the intersection models for chordal graphs can always be chosen so that the nodes of the tree are the maximal cliques of the original graph. Each vertex of the graph then corresponds to the subtree comprising of exactly those maximal cliques to which it belongs. We call such an intersection model a clique tree for the graph.
Other two related subclasses of chordal graphs are split graphs and k-trees. A split graph is a graph whose vertex set can be partitioned into the disjoint union of an independent set and a clique. This concept was first introduced by Fiildes and Hammer [12] , who also proved that a graph is split if it and its complement are chordal. A k-tree is defined recursively as follows: a Kk is a k-tree, and if G is a k-tree then so is the graph formed by adding a new vertex to G and making it adjacent to all vertices of a k-clique in G. In a k-tree of more than k vertices, each maximal clique is of size k + 1, which is formed by joining a new vertex to a previous existing k-clique. A clique tree of a k-tree thus can be obtained recursively as follows: KI is a clique tree of Kk+l, and if T is a clique tree of a k-tree G and G' is obtain from G by adding a new vertex v' adjacent to all vertices in a k-clique C of G, then a clique tree T' of G' can be formed by adding a new vertex v' adjacent only to v in T, where v corresponds to a (k + 1 )-clique of G that includes C.
In conjunction with the study of domination in graph theory, the following subclass of chordal graphs was studied in [6, 11, 26] . A strongly (or sun-free) chordal graph is a graph G = (V,E) whose vertex set has a strong elimination ordering, i.e., an ordering vi, ~2,. . . , V, of V such that i<j< k and Vj, vk E Ni [Vi] imply Ni [vi] GNi [vk] .
Note that a strong elimination ordering is a perfect elimination ordering. To date, the fastest algorithm to recognize a strongly chordal graph and give a strong elimination ordering takes O(mlogn) (see [32] ) or O(n2) time (see [35] ). Strongly chordal graphs include trees, block graphs, powers of trees, interval graphs, and directed path graphs. A hypergraph is an ordered pair H = (V,E) consisting of a finite nonempty set V of vertices and a collection E of nonempty subsets of V called (hyper)edges. A hypergraph is k-uniform if each edge is of size k. A 2-uniform hypergraph is just a graph. The transversal number 7(H) of a hypergraph H is the minimum size of a subset of vertices that meets all edges of H. The matching number m(H) of H is the maximum size of a pairwise disjoint subclass of E. For more terminology on hypergraphs see [2] .
Algorithm on strongly chordal graphs
In this section we give a linear time algorithm for solving the generalized cliquetransversal problem on strongly chordal graphs. Suppose G is a strongly chordal graph in which every maximal clique Ci is associated with an integer ri, where 0 <ri < ]Ci(. Let R = {(Ci,ri): Ci E q(G)}. W e assume that a strong elimination ordering vl, ~2,. So the condition in the "if" statement of Algorithm Cil is the same as that in Algorithm GCT. We can also modify the algorithm to get one for the maximum q-colorable subgraph problem, which is equivalent to the C,+i,i problem.
Algorithm on k-trees with bounded k
This section establishes a linear time algorithm for the generalized clique-transversal problem on k-trees when k is bounded. Suppose G = (V, E) is a k-tree in which each maximal clique Ci is associated with an integer ri, where 0 < ri < ICi]. Let T be a clique tree of G, which is considered to be a rooted tree. For any maximal clique C of G, let G(C) be the subgraph induced by V(C), which is the union of all maximal cliques in the subtree of T rooted at C.
The algorithm will calculate a minimum R-clique-transversal set of G by dynamic Note that precisely the same argument also solves the above problems in linear time on chordal graphs with bounded clique sizes.
NP-complete results
This section establishes NP-complete results on k-tree (with unbounded k) and undirected path graphs. Besides clique-transversal, we also deal with two related concepts: domination and neighborhood-covering.
The concept of domination provides a natural model for many location problems in operations research. In a graph G = (V,E), a vertex u is said to dominate a vertex v if u E N [v] . A dominating set of G is a subset D of V such that every vertex in V is dominated by some vertex in D. The domination number y(G) of G is the minimum size of a dominating set of G. A k-independent set is a vertex subset of V such that the distance between any two distinct vertices is greater than k. l-independence is the normal independence. The k-independence number Q(G) of G is the maximum size of a k-independent set of G. 2-independence is a natural dual of domination. We also have a weak duality inequality: for any graph G,
~((3 <y(G).
(3) Domination has been studied extensively by many authors during the past two decades (see [25] ).
The concept of neighborhood-covering was first introduced by Sampathkumar and Neeralagi [34] and then studied by [5, 27, 30] . This is a vertex-edge variation of the domination problem. A vertex is said to dominate an edge if it dominates both end vertices of the edge. . These problems have been generalized to k distance version in [27] .
Besides the weak duality inequalities (2) -(4), these six parameters are related by the following inequalities: for any graph G,
The first inequality follows from the fact that a neighborhood-covering set is a dominating set. The second inequality follows from the fact that a clique-transversal set is a neighborhood-covering set, since each edge or vertex is contained in a maximal clique. The third inequality follows from the fact that replacing each nonisolated vertex of a 2-independent set by an edge incident to it results in a neighborhoodindependent set. The last inequality follows from the fact that replacing each edge or vertex of a neighborhood-independent set by a maximal clique containing it yields a clique-independent set. As a by-product of the linear time algorithms [5] for determining p&G), rc(G), UN(G), and at(G) of a strongly chordal graph G, these four parameters are equal for a strongly chordal graph. However, for some subclasses of chordal graphs, the inequalities in (5) can be all equalities. This fact plays an important role in the reductions between NP-complete problems. We shall consider the following subclasses of chordal graphs: split graphs, k-trees with unbounded k, and undirected path graphs.
The following construction of Gi is from [5] and [8] for proving NP-complete results on split graphs. It provides a standard model for our proofs of NP-complete results in k-tree (with unbounded k) and undirected path graphs.
For any hypergraph H = (I', E), construct the graph Gt = (I', ,Ei ) with Vt = V U E such that V is a clique in Gi, E is an independent set in Gi, and v E V is adjacent to e E E in Gt if and only if v E e. On the other hand, it is NP-complete to determine z(H) of a 2-uniform hypergraph H, which is known as the "vertex cover" or the "hitting set" problem (see [15] ). It is also NP-complete to determine m(H) of a 3-partite 3-uniform hypergraph H, which is called the "three-dimensional matching" problem (see [15] : e E E and 1 <j < i<n + 1 -IeI} U {e(')Vcj
: e E E, 1 <i<n + 1 -IeJ, and i<j<n}.
It is clear that G2 is an n-tree. Fig. 2 shows an example of G2, where H is a 2-uniform hypergraph of four vertices. Note that e(n+l-lel) in G2 plays the same role as e in Gi. G2 is in fact Gi with more e ci) added to make it an n-tree. The theorem follows from the following claim. On the other hand, suppose 9 is a maximum clique-independent set of G2. We may assume that B contains only maximal cliques of the type C(e,n + 1 -le]) with e E E. {e E E : C(a,n + 1 -lel) E @'} is then a matching of H with the same size as 9. Hence, ac(Gz) <m(H). These two inequalities together with (5) imply the second part of the claim, 0
Claim. For any hypergraph H, z(H)
Note that all maximal cliques of G2 are of size n + 1. So the clique-transversal problem is the same as the Cn+r,l problem in G2.
Corollary 9. The generalized clique-transversal problem, the Cj,l problem with non-$xed i, and the maximum q-colorable subgraph problem with nonfxed q are NPcomplete on k-trees with unbounded k.
[4] proved that the domination problem is NP-complete on undirected path graphs by reducing the three-dimensional matching (3DM) problem to it. Extending the argument, we have the following theorem. Given an instance of the 3DM problem, or, equivalently, the corresponding hypergraph H, we construct a clique tree having 6p + 3q + 1 cliques from which we obtain an undirected path graph Gs. The maximal cliques of the tree are explained below. For each triple mi E M there are six cliques whose vertices depend only upon the triple itself and not upon the elements within the triple: {Ai,Bi, Ci,Di}, {Ai, Bi,Di,Fi}, {Ci,Di,Gi}, {Ai,Bi,Ei}, {Ai,Ei,Hi}, {Bi,Ei,li} for 1 <iip. These six cliques form the subtree corresponding to mi, which is illustrated in Fig. 3 . Next, there is a clique for each element of W, X, and Y that depends upon the triples of h4 to which each respective element belongs:
{R,} U {Ai 1 W, E T#i} all W, E W, {LSS} U {Bj : X3 E mj} all X, E X, {Tt} U {Cj 1 Yt E mj} all y, E Y.
Finally, there is one large clique, the root of the clique tree, which contains {Ai,Bi, Ci :
1 <i < p}. The arrangement of these cliques is shown in Fig. 3 . Note that Gs has 9~ + 3q vertices: Ai,Bi,Ci,Di,Ei,Fi,Gi,Hi,li (1 <i<p), R, (1 <r<q), S, (1 <s<q), Tt (1 %t <q). The undirected path corresponding to a vertex u of Gs consists of those cliques containing v in the clique tree. The theorem follows from the following claim.
Claim. Proof. Suppose D is a minimum dominating set of Gs. Observe that for any i, the only way to dominate the subtree corresponding to mi with two vertices is to choose Di and Ei, and that any larger dominating set might just as well consist of Ai, Big 
This together with (5) gives 2p + ~<-<(G~)<~N(G~)<ZC(G~).
For the case of y(G3) = pv(G3) = zc(G3) = 2p+q, the above minimum dominating set D has t = q and consists of precisely Ai, Bi, and Ci for q mi's, and Di and Ei for p -q other mi's. Since all R,, S,, Tt are. dominated by D, the q triples ltli for which Then JDJ = 3q + 2(p -q) = 2p + q. It is straightforward to check that D is a clique-transversal set of Gs. So r~(G3)<2p+q
and then y(G3) = pi = rc(G3) =
2p+q. 0
In the above construction of the clique tree, if we add to each clique some vertices that appear only in it so that each clique is of size i, then we have the following result. 
