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ABSTRACT
Atom chip devices confine atoms by using the superposition of magnetic fields
due to a current along with a uniform external field, generating a linear mag-
netic potential well along the line of the current. These devices are used in
atomic physics experiments due to their ability to produce extremely tight
confinements. In particular, the high phase-space densities made available by
tight confinements allow rapid creation of Bose-Einstein condensates, while
the strength of the transverse confinement compared to the weak axial con-
finement allows 1-dimensional states of matter to be created and studied. To
achieve such tight confinements, atoms must be trapped very close to the chip
surface. However, detection of atoms is difficult at small separations from the
surface. Additionally, irregularities in the current-carrying wires produce cor-
rugations in the trapping potential, causing fragmentation of trapped atoms,
as well as undesired excitations out of the ground state. In this thesis, the
integration of optical waveguides on the surface of atom chips is proposed,
in order to address the previously-mentioned problems with atom confine-
ment near the chip surface. Using evanescent waves enhanced by metal wires
emplaced on the waveguide surface, atoms may be detected via fluorescence
imaging, or trapped using induced dipole potentials from oppositely detuned
wavelengths of light coupled through the guide.
We report the results of finite-difference time-domain simulations of metal
wires embedded on waveguide surfaces. Enhanced evanescent waves due
to surface plasmons excited within the wires are calculated. The use of
CONTENTS vi
these waves to carry out fluorescent imaging of atoms over the chip surface
is examined. Fluorescent rates are calculated for the 5s-5p transition in
rubidium, as well as the two-photon transition between the 5s and 4d states.
In addition to this, we examine the dipole forces acting on atoms above
the wires, in particular, of forces acting in opposite directions due to two
oppositely-detuned wavelengths coupled down the same guide. By tuning
the relative powers of the two modes, it is found possible to achieve a long,
narrow trapping potential over the waveguide. Finally, we examine the use of
such a trap for creating and manipulating 1-dimensional states of matter, in
particular, the creation of 1-dimensional strings of impenetrable atoms, also
known as Tonks-Girardeau gases, and compare the characteristics of such
a gas created in the evanescent-wave dipole trap to previous experiments
making use of crossed-beam optical lattice potentials.
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1. INTRODUCTION
An atom chip is a device made up of several thin wires laid down on the sur-
face of a wafer of silicon or some other substrate, in which the superposition
of the magnetic field produced by current flowing through the wires, and a
uniform external magnetic field, creates an elongated magnetic potential well,
above and parallel to the chip wires, capable of confining neutral atoms. This
potential well posesses high trapping frequencies in the transverse direction,
while requiring only small amounts of power to maintain [1]. Such high trap-
ping frequencies result in widely-separated energy levels of bound quantum
states, and are thus useful for investigating highly-cooled states of matter.
More precisely, the high trapping frequencies made available by atom chips
allow rapid creation of Bose-Einstein condensates, in which a macroscopic
population of bosonic atoms is cooled into the ground state, and begins to
exhibit wave-like behaviour [2, 3].
Through careful arrangement of the wires on the chip, it is possible to
implement various devices on the chip surface for the purpose of further inter-
acting with the trapped condensate. Such devices include magnetic waveg-
uides down which the matter wave is allowed to propagate [4–6]; atomic
beam splitters for dividing the propagating matter wave [5, 7, 8]; magnetic
conveyor belts capable of moving, splitting and recombining clouds of trapped
atoms [9–11]; matter wave Michelson interferometers [12–14]; and magnetic
diffraction gratings through which matter waves may be diffracted [15].
The high transverse trapping frequencies associated with atom chip po-
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tential wells also enable the creation of more exotic states of matter. Where
the transverse confinement of an atom chip trap is much greater than the ax-
ial confinement, it becomes possible to create 1-dimensional atom gases. The
state of such gases is furthermore dependent on the ratio between the axial
kinetic energies and the interatomic potential energies of the gas, charac-
terised by the dimensionless parameter γ [16]. The ratio between the kinetic
and interatomic potential energies in turn depends on the relative strengths
of the transverse and axial trapping frequencies. These frequencies are easily
adjusted over an atom chip, simply by tuning the strengths of the current
through the wires and/or the external bias field. Taking advantage of this,
experiments have prepared 1-dimensional gases over atom chips at varying
values of γ, from a weakly-interacting state resembling an ideal Bose gas at
very low γ, to a quasicondensate state at slightly higher γ in which density
fluctuations are suppressed due to the slightly stronger interactions between
atoms [17], to a state with even stronger interactions, in which density fluc-
tuations are even more strongly suppressed [18]. The use of atom chips to
attain even higher values of γ, entering the regime where the 1-dimensional
gas forms the state of matter known as the Tonks-Girardeau gas, has also
been proposed [19].
As the transverse trapping frequency of an atom chip potential increases,
the height of the trapping potential over the surface of the chip becomes
smaller. As the trap approaches the chip surface, corrugations begin to ap-
pear and grow at the bottom of the trapping potential [4, 20–22]. In turn,
the presence of these corrugations induces undesirable effects on the atom
cloud inside the potential. Such effects include fragmentation of the atom
cloud [20, 21], excitation of atoms out of the ground state [4], or even the
removal entirely of atoms from the trapping potential [20,21]. These effects,
however, can be overcome by the introduction of a rapid modulation to the
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chip current [23], and by making use of advanced fabrication techniques [24]
to minimise the imperfections in the wire causing such corrugations [25]. Us-
ing these techniques, atoms have been trapped in tight transverse potentials
as low as 15 µm over the chip surface [18].
Detection of atoms above a chip is carried by illuminating the cloud with
beams of laser light. The frequency of the incident light is chosen to be reso-
nant with transitions of the trapped atoms. As the light passes through the
atom cloud, photons are absorbed and then re-emitted in random directions
via spontaneous emission. Atoms can then be detected by photographing
the shadow left by photons scattered out of the beam. Alternatively, using
an objective lens, or some other collector connected to a photon counter,
scattered photons may be collected and detected, indicating the presence of
atoms inside the detection region [26,27].
For the purpose of detecting large clouds of atoms, atoms may be illumi-
nated using wide, collimated beams of light and imaged using regular CCD
cameras. To interact with atoms within the cloud on a finer scale, however,
more precise tools are required. One means of acquiring such tools for the
purpose of carrying out atomic physics experiments is to make use of optical
components integrated onto the surface of the chip itself.
For the purpose of detecting trapped atoms, optical components have pre-
viously been integrated with atom chips in the form of optical fibres emplaced
on the chip surface [28–33]. Absorption imaging of atoms was carried out by
Quinto-Su et. al. [32], by measuring the attenuation of light coupled from
the tip of a lensed fibre into the open end of a second fibre several millimetres
away caused by atoms passing between the fibre tips. Using this method,
atom clouds containing approximately 600 atoms were detected, with a lower
limit on the size of the atom cloud being estimated at 100 atoms. A more
refined detector using the same technique was implemented by Eriksson et.
1. Introduction 4
al. [33], using two opposing tapered fibres mounted in silicon grooves to focus
light into a much smaller volume, thus allowing much smaller atom clouds
(on the order of 5-10 atoms in size) to be detected.
Using fluorescent imaging techniques, integrated-fibre devices capable of
efficiently detecting single atoms were also implemented by Heine [29, 31]
and Wilzbach [30] et. al.. In the experiments by these authors, light is
focused from a tapered fibre into a very narrow spot size above a wire trap.
Atoms passing through the spot scatter photons via spontaneous emission,
which are then collected by a multi-mode fibre to be detected using a photon
counter. In addition to achieving even higher detection efficiencies than [33],
fluorescent integrated-fibre devices do not require coupling of light between
the input and output fibres, and therefore may be constructed without the
need for precise positioning of both fibres seen in [32] and [33].
While efficient detection of single atoms has been achieved in [29–31]
using tightly-focused light from a tapered fibre, the region in which atoms
may be detected using this method is constrained by the dimensions of the
fibre. More precisely, it is not possible to detect atoms held closer to the
surface of the chip than the centre of the fibre using this method. One
objective of this thesis, therefore, is to investigate the use of evanescent
waves of light travelling through dielectric waveguides to induce fluorescence
in atoms. Such waveguides may be fabricated at any height above the chip
surface, in particular, at heights smaller than the radius of the tapered fibre.
By fabricating waveguide atom detectors on the atom chip surface at the
desired height, atoms held lower than the radius of the optical fibre may be
detected.
Another use for integrated optical components on atom chips is inspired
by the use of dipole forces induced by strong evanescent waves around ultra-
thin optical fibres to trap atoms around those fibres [34–36]. Of particular
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interest is the use of evanescent fields from two oppositely-detuned wave-
lengths coupled down the same fiber to induce opposing dipole forces on
the same atom, thereby creating an annular potential well centred on the
fibre [34, 35]. Similarly, another goal of this thesis is the realisation of a
tight, linear potential well using the evanescent waves of oppositely-detuned
modes coupled down a waveguide emplaced on an atom chip. As in the case
of the evanescent-wave atom detector, this waveguide dipole trap may be
integrated with the surface of an atom chip. Here, magnetic fields generated
by chip wires may be used to manipulate atoms within the trap.
Of particular interest to this thesis is the axial confinement of atoms
within the 1-dimensional trap via magnetic potentials, and the ability to
tune the relative strengths of the kinetic and interaction energies between
the atoms by expanding the size of that axial confinement. By adjusting the
relative strengths of the kinetic and interaction energies, it is possible to in-
duce a phase shift in the trapped atoms from a three-dimensional condensate
to a 1-dimensional gas of impenetrable atoms [37]. This form of matter, first
described by Girardeau [38], has only previously been created using arrays
of elongated potential wells generated using optical lattices [39–41].
Large arrays of 1-dimensional potential wells were created by Paredes et.
al. [40] by intersecting the standing waves of two beams of red-detuned light
at right angles. The effective interaction energies of atoms trapped within
these wells were then tuned by ramping up a third red-detuned standing
wave along the long axes of these potential. Using this method, Paredes et.
al. were able to to increase the interaction to kinetic energy ratio sufficiently
that a Tonks-Girardeau gas was formed.
An alternate approach to creating large arrays of 1-dimensional potential
wells was taken by Kinoshita et. al. [39]. Here, standing waves of two beams
of blue-detuned light were intersected. Using this procedure, 1-dimensional
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potential wells were formed around the points where the nodes of both stand-
ing waves intersected, as opposed to the antinodes in the case of Paredes. The
resulting potential wells were much tighter than those created using the red-
detuned light, and thus, formation of a Tonks-Girardeau gas was achieved
simply by ramping up the crossed-beam array around a previously-trapped
atom cloud.
Finally, Tonks-Girardeau gases were achieved in the work of Haller et.
al. [41] by tuning the interaction strength of the atoms using Feschbach res-
onances. Using these resonances, atoms in a 1-dimensional trap were first
transformed from a non-interacting, quasi-condensate state into a Tonks-
Girardeau gas with strong repulsive interatomic interactions. Again using
Feschbach resonances, the sign of the atomic interaction was reversed, trans-
forming the ordinary Tonks-Girardeau gas into a metastable state known as
the super Tonks-Girardeau gas, which retains the structure of the Tonks-
Girardeau gas even while the atomic interactions become attractive rather
than repulsive.
The experiments described in [40], [39] and [41] make use of 1-dimensional
potential wells created by crossing standing-wave beams at right angles. By
necessity, each experiment therefore creates and makes use of large arrays
of such wells. In experiments where such arrays are used, measurements are
therefore taken as averages over the entire ensemble of 1-dimensional gases. It
is therefore not possible to study quantities associated with a single example
of a Tonks-Girardeau gas, such as the density distribution and interatomic
correlations, using such an experimental set up.
By use of the waveguide dipole trap, a single example of this state of
matter can be created and studied in isolation. In particular, not only may
the quantities mentioned above be easily measured, but it is also possible,
using this device, to examine the transition of the atoms from the condensate
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to the 1-dimensional gas of impenetrable atoms.
In summary, in this thesis, we investigate the integration of optical com-
ponents comprised of dielectric waveguides on atom chip surfaces for two
purposes. Firstly, we propose a device capable of detecting atoms within
a small region via fluorescence. As the region illuminated by this device is
small, it is believed that our device may be capable of detecting single atoms.
Furthermore, as waveguides may be fabricated on the surface of the chip at
any given height, such a detector is not subject to the constraints imposed
by the radius of the optical fibre to which fibre-based detectors are suscepti-
ble. Secondly, using the same device, we propose an evanescent wave-based
dipole trapping potential capable of achieving high transverse confinements
similar to those theoretically available using an atom chip, while avoiding the
previously-mentioned issues with corrugation of the potential well associated
with confinement close to the surface of the atom chip, and investigate the
feasibility of using this device to create 1-dimensional gases similar to those
observed by [39–41].
The outline of this thesis is as follows:
In Chapter 2, the background to the research performed for this thesis is
discussed, including a short discussion of the atom chip, the ways in which
these devices are useful for carrying out experiments on cold atoms, and the
rationale for integrating optical components with them. As an introduction
to a potential application of such optical components, we then briefly discuss
some methods of detecting atoms held inside an atom trap. An introduction
to optical waveguides–the basic component of the sort of optical devices
this thesis is intended to explore–is given, including a brief digression on
materials used to construct such devices, which in turn influence the choice
of parameters for the simulations carried out in this thesis. Finally, we discuss
shortly the theory behind surface plasmon polaritions on metal structures,
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which may be used to enhance the evanescent wave above the waveguide
surface. In the context of this thesis, the enhanced evanescent waves over
such structures enable the effective coupling of light to trapped atoms, and
thus are fundamental to the applications of optical devices proposed here.
In Chapter 3, the methods used to carry out the simulations used in this
thesis are discussed. Trial modes of a rectangular waveguide are generated
using 1-dimensional solutions of the Maxwell wave equation. These modes are
then propagated down finite-difference time-domain(FDTD) simulations of
the waveguide, and the change in the mode shape as it travels down the guide
is observed. Eigenmodes are extracted from the simulation when the shape of
the mode stabilizes. Next, FDTD simulations of metal wires emplaced along
the centerline of dielectric waveguides are described. From these calculations,
the enhanced evanescent wave produced by such structures is calculated.
In Chapter 4, the results of the simulations described in the previous
chapter are discussed. Methods used to monitor the change of the mode shape
as it propagates through the guide are described. Changes in the mode shape
are analysed for waveguides of different dimensions. From these results, we
obtain estimates for the minimum dimensions of a square waveguide capable
of supporting a confined mode. Next, we analyse the effects of the metallic
wire above the waveguide. In particular, we analyse the enhancement of
fluorescence of the 5s-5p transition in rubidium due to the presence of the
enhanced evanescent wave.
In Chapter 5, a possible application of enhanced evanescent fields over
waveguides is explored. A dipole force trap is created out of evanescent
waves of two modes coupled down the same waveguide, each detuned in
opposite directions from the 780nm transition of rubidium. The trapping
frequencies associated with the resulting potential well are calculated. Using
a harmonic approximation for the energy levels of bound states within the
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well, the energy levels of the ground states are estimated, and in turn used
to estimate whether or not trapping is possible in the potential well.
Finally, in Chapter 6, the applicability of the enhanced evanescent wave
device to other purposes is discussed. The use of the enhanced evanescent
wave to excite multiple-photon transitions is explored. Rates of fluorescence
are calculated for the two-photon absorption between the 5s and 4d states.
From these calculations, we analyse the feasibility of carrying out fluores-
cent detection of atoms using this transitions. We then conclude the chapter
by analysing the characteristics of atoms trapped in the potential well dis-
cussed in Chapter 5, focusing on the relationship between the transverse
trapping frequencies of the potential and the 1-dimensional scattering length
between atoms. We discuss the possibility of using such potentials to achieve
a 1-dimensional state of matter–the Tonks-Giraredeau gas, and compare the
expected parameters of such a gas created in the evanescent wave dipole trap
with values obtained from previous experiments using crossed-beam optical
lattice potentials.
2. THEORY AND BACKGROUND
2.1 An introduction to the atom chip
2.1.1 Physics of the atom chip
An atom possessing a magnetic moment ~µ experiences a potential V , given
by:
V = −~µ · ~B, (2.1)
where ~µ = µBgF ~F , and µB is the Bohr magneton, gF is the Lande´ g-factor,
and ~F is the total atomic spin.
Where the motion of the atom relative to the magnetic field is slow, the
direction of ~F follows the direction of ~B. In this limit of adiabatic motion
relative to the field, the potential experienced by the atom then becomes:
V = µBgFmF | ~B| (2.2)
Atom chips are devices that generate magnetic fields for trapping neutral
atoms. A typical atom chip consists of a simple pattern of wires laid down on
top of a substrate. Passing current through the wires generates a magnetic





d~l × (~l − ~r)
|~l − ~r|3 , (2.3)
where |~l| is the length of the wire. Suppose that our chip consists of a long,
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thin, straight wire stretching from one edge of a substrate to the other. The





This chip is then placed within a uniform, external magnetic field, parallel
to the plane of the substrate and perpendicular to the wire. The uniform
field will then cancel out the field generated by the current passing through





where Bext is the strength of the external field, and ρ0 is the height of the
minima above the chip surface. The resulting field minimum extends along
the entire length of the wire. The fields surrounding this minima generate a
potential around the minima confining the atoms to its vicinity.
The shape of the potential can be changed by varying the pattern of the
wire on the chip. To create a well of a given length, for example, one may
bend the wire into a U-shape, with the centre of the U at the desired length,
and the legs of the U parallel to the external field [9, 42].
Atoms in potentials with minima at zero are susceptible to being ejected
from the trap via Majorana spin-flip transitions. At the zero-point of the
potential, the direction of the field reverses abruptly. This results in a non-
adiabatic change in the field experienced by the particle which can induce
the particle’s spin relative to the field to reverse, transforming the attractive
magnetic potential into a repulsive one. To minimise loss of atoms from
magnetic traps, a bias field parallel to the central wire is introduced. On
an atom chip, this can be accomplished by bending the wire into a Z-shape,
instead of a U [9,42,43].





Fig. 2.1: A simplified drawing of a z-shaped atom chip trap. A wire laid down on a
silicon substrate is bent into a z-shape, where the portion of the wire that
forms the middle of the z is of length L. A current I is passed through the
wire, and the chip is placed within a uniform external magnetic field of
strength Bext. A potential well is formed by superposition of the current
magnetic field and the external field at a distance ρ0 given by Eq.(2.5).








where L is the length of the trap. Assuming ρ0  L, we can assume this
value remains relatively constant around the bottom of the potential well.
Near the centre of the well, the magnetic field strength is approximated
by a Taylor series:
B(ρ) = B0 +
B′′(ρ0)
2
ρ2 + . . . (2.7)
where ρ is the radial coordinate from the centre of the well, ρ0, and B
′′(ρ0)
is the second derivative of the magnetic field strength at the well centre.
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Assuming higher powers of ρ are negligible, the resulting scalar potential is:




The form of this potential is characteristic of a simple harmonic oscillator.






















carrying out the second differentiation with respect to ρ, and finally substi-
















It can be seen from these equations that the frequency of oscillation varies
proportionately with B
5/2
ext and inversely with I
2. With a strong external field
interacting with a small current, large values of d2B/dρ2, and thus high ω⊥,
can be created.
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, (2.14)
taking the centre of the wire to be at z0 = 0. Again, performing second

















From Eqs.(2.13) and (2.16) it can be seen that, in the limit L  ρ0,
(d2B/dρ2)|ρ=ρ0  (d2B/dz2)|z=z0 . In turn, this means that the trapping
frequency of the magnetic potential well in the transverse plane is much
greater than the frequency of the same well in the axial direction.
2.1.2 Applications, advantages and limitations of atom chips
As seen in Eq.(2.13), very high trap frequencies, allowing very tight con-
finements of atoms, are achievable using atom chip traps. By ramping up
the external magnetic field, it is thus possible to compress a gas of trapped
atoms to high densities, with correspondingly high rates of collision between
atoms. This allows rethermalisation of the gas to take place rapidly after
radio-frequency evaporation is carried out, which in turn enables rapid cool-
ing of the gas into a Bose-Einstein condensate [3]. Similarly, by increasing
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the transverse confinement of the trap relative to the axial confinement, it is
possible to create and manipulate the state of a 1-dimensional gas of neutral
atoms. Thus, atom chips have also been found useful for the investigation of
1-dimensional states of matter [17,18,44].
From Eq.(2.5), increasing the external field brings the bottom of the
potential well closer to the surface of the chip. Hence, in order to obtain high
trapping frequencies, it is conversely necessary for the atoms to be brought
closer to the surface. Experimentally, tight trapping of 1-dimensional atom
gases over an atom chip has been achieved with atom-to-surface distances as
low as 15 µm [18].
As mentioned in the previous chapter, the concern of this thesis is with
manipulating and interacting with atoms held very close to atom chip sur-
faces. In subsequent sections, therefore, the use of optical components inte-
grated with the chip surface to interact with such atoms will be explored–in
particular, the use of dielectric waveguides fabricated directly on the chip sur-
face to transport light to trapped atoms, and the use of plasmonic structures
emplaced on waveguides to enhance the coupling between light travelling
through the guide and atoms trapped directly over the same guide. To prop-
erly begin the discussion, however, it is necessary to start first with the uses
of light in interacting with trapped atoms.
2.2 Detection of trapped atoms on a chip
2.2.1 Interacting atoms and light
Having acquired a cloud of trapped atoms, it is then desirable to extract
some meaningful scientific data from it. This is in turn accomplished by
measuring the interaction of the atom cloud with beams of incident light. The
strength of this interaction is characterised by the scattering cross-section,
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which represents the probability that an incident photon scattering off an






where σ0 = 3λ
2/2pi is the scattering cross-section of light resonant to the
atomic transition with wavelength λ0 and corresponding frequency ω0, and
∆ = (ω−ω0)/Γ is the detuning of the incident light normalised to the atomic
linewidth Γ.
From Eq.(2.17), it can be seen that as the frequency of incident light ω
diverges from ω0, the scattering cross-section decreases with the square of the
detuning. The scattering cross-section, and hence the strength of the atom-
light interaction, is therefore strongest where the incident light is resonant
with an atomic transition of wavelength λ0.
2.2.2 Absorption imaging of trapped atoms
In typical atom chip experiments, involving large numbers of atoms, detection
of the atom cloud is performed by measuring the absorption of resonant light
passing through the atom cloud [26, 45]. By capturing images of an empty
beam of light with a camera and comparing them with images where atoms
have been trapped inside the cloud, it is possible to determine the change
in intensity of the beam as it passes through an atom cloud, and thus the




where ρat is the column density of the atom cloud, σ0 is the scattering cross-
section of the atoms in resonant light, Iatt is the intensity of light attenuated
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by passing through the cloud of atoms, and I0 is the intensity of the unat-
tenuated light. Using this technique, light reaching the camera is attenuated
according to the thickness of the atom cloud through which it has passed.
The picture captured by the camera thus forms a density profile of the cloud
over space.
The precision of such intensity measurements is given by the signal-to-
noise ratio. For a measurement of the intensity of an attenuated beam passing







where jin is the incoming photon flux experienced by the atom and τ is the
duration of the imaging pulse.
From Eq.(2.19), it can be seen that the signal-to-noise ratio for detection
of trapped atoms using absorption imaging is largest where ρat is also large.
Conversely, in the limit where ρat is small, the signal to noise ratio approxi-
mates to SNR ' √jinτρatσ0. For sufficiently small ρat, therefore, the signal
to noise ratio approaches zero, and no useful information can be obtained
using absorption imaging.
As mentioned in the previous chapter, part of the intention of this thesis
is to investigate devices capable of holding and detecting the 1-dimensional
state of matter known as the Tonks-Girardeau gas. Such a gas is created when
the interaction strength between atoms is large compared to the total kinetic
energy of the system. As will be explained in Sec.(6.3), such conditions
are achieved at very low atom densities. To image such a gas, therefore, a
different method–one in which the accuracy of the image is not so strongly
reliant on the density of the atoms–is desired. For small numbers of atoms,
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fluorescent atom imaging appears to be a superior imaging method.1
2.2.3 Fluorescence imaging of trapped atoms on atom chips
Light that is absorbed by atoms in the path of an imaging beam is later
released via spontaneous emission. This process is completely random, and
photons emitted in this manner may emerge with equal probability along any
direction. Using a microscope objective fitted to a camera, these photons can
be captured to create an image of the atoms within the cloud, with a signal






where I is the intensity of incident light, σ0 is the resonant scattering cross
section, η is the number of collected photons, τ is the duration of the imaging
pulse, A is the size of the region being imaged, and fb is the fraction of light
scattered from other objects within the beam. Depending on the microscope
objective used, this method is therefore capable of high resolutions, being
able to image single atoms on individual sites of optical lattices [27, 47,48].
One method of conveying light to atoms for the purposes of fluorescent
imaging is the use of optical fibres mounted on a chip surface. Using focused
light from the tip of a tapered fibre, experiments as atom spectroscopy [31],
density cross-sections of the atom cloud [31, 32], and correlation measure-
ments of atoms within the cloud [29, 31] have been carried out. One limita-
tion of this technique, however, is that the region accessible by the light is
1 The signal-to-noise ratio of images taken using absorption imaging of atom clouds
is high for large ρat. For sufficiently large ρat, however, it becomes possible that light
travelling through the cloud is almost completely attenuated. Variations in the column
density beyond this point are thus inaccessible using absorption imaging techniques. To
image clouds with extremely high ρat, phase-shift techniques, such as those described
in [46], are employed. As the ultimate focus of this thesis is on the detection of small atom
clouds with low ρat, discussion of this method of imaging atom clouds has been limited to
this footnote.
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limited to the volume directly adjacent to the centre of the fibre tip. Tightly
confined gases, which must be trapped closer to the chip surface, may not be
illuminated in this manner. In the following section, we discuss a proposed
device intended to address this issue, as well as the fragmentation of the
atom gas caused by the roughening of the potential when atoms are trapped
very close to the chip surface.
2.3 Optical waveguides on atom chips
Having noted the issues concerning the tight trapping of atoms close to the
chip surface, and the detection of atoms by fluorescent imaging, this thesis
intends to explore a proposed device similar to the aforementioned chip-
mounted fibres that addresses these issues. Consider an optical waveguide
mounted upon a chip surface. Light is carried to the vicinity of the trapped
atoms by the waveguide,and illuminates and couples to those atoms by the
evanescent wave along the exposed top surface of the waveguide. Where the
wave is close to resonance, it excites electrons within the atoms, which then
spontaneously decay, producing fluorescence. Conversely, if the wave is de-
tuned from resonance sufficiently that the detuning greatly exceeds the Rabi
frequency of the transition, the atoms then experience a potential inversely
proportional to the strength of the detuning. Two waves detuned in opposite
directions from the same transition exert opposite potentials on a single atom.
When coupled through the same waveguide, the potentials arising from both
waves can thus be combined to form a tight, transversely-confining potential
well.
A waveguide consists of a core of high refractive index surrounded by
materials with lower refractive indices. The amplitude of a monochromatic
wave of light travelling through this guide is distributed over and around the
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Fig. 2.2: A ray-optical representation of light propagating through a waveguide
with refractive index n1, surrounded on either side by materials with
refractive indices n0 and n2, with (n0, n2) < n1. Light incident on the
boundary of the waveguide core (shaded in grey) undergoes total internal
reflection, travelling back into the waveguide core until it hits the opposite
boundary of the core, undergoing total internal reflection a second time.
This process repeats itself indefinitely, or at least, until the light exits
the end of the waveguide core













)H = 0, (2.22)
where n(r) is the refractive index at r, the electric field E is of the form
E = E(x, y) exp i(βz+ωt), and the magnetic field H is of similar form to E.
The solutions of this equation govern the shapes of modes travelling
though a given waveguide, and depend strongly both on the optical properties
of the core and its surrounding material, as well as the physical dimensions of
said core. Moreover, where the optical properties of the material surrounding
the guide are anisotropic, such as when the upper surface of a rectangular
core is exposed to vacuum, a lower limit exists for the dimensions of the
waveguide, beyond which confined solutions of Eq.(2.21) do not exist.
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To produce waveguides capable of guiding light, it is therefore necessary
to know the minimum size at which said solutions of Eq.(2.21) for confined
modes exist. In this next section, we discuss a known method for deriving
approximate solutions of this equation for rectangular waveguides, and its
applicability to the conditions encountered in this thesis.
2.3.1 Analytical solutions of the rectangular waveguide.
By performing the second differentiation of z and t from Eq.(2.21), and then
eliminating the periodic term from both sides of the result, the following




)E(x, y) = β2E(x, y), (2.23)
No exact analytical solution exists for this equation in the case of a rect-
angular waveguide. For a waveguide in which the modes are well-confined,
close approximations of two modes may be found using the methods described
in [49]–one in which the dominant transverse components of the electromag-
netic field are Ey and Hx, and another in which the dominant components
of the field are Ex and Hy. The approximate solutions for the mode with Ey
and Hx dominant are given below, with each index i referring to the approx-
imate solution of the equation in the corresponding numbered region from
Fig.(2.3a)2
2 For this mode, small nonzero values of Hz, Ex and Ez also exist. These are however
negligible compared to the Hx and Ey components, and thus have been ignored.










Fig. 2.3: a). A cross-sectional representation of a rectangular waveguide sur-
rounded on all four sides by materials with lower refractive indices. An
analytical approximation for the modes of the waveguide is obtained by
expressing those modes as the products from in Eq.(2.24), with each in-
dex i referring to the corresponding numbered region on the diagram.
b). 3-D representation of a dielectric waveguide of width b and height a
embedded in a cladding layer that is in turn laid over an atom chip, with
the top surface of the waveguide exposed to vacuum. Regions analogous
to those marked out in Fig.(2.3a) are themselves marked out round the
waveguide edges.
Hx = exp i(βz − ωt)

M1 cos(kx1x+ α) cos(kyy + β)
M2 cos(kx1x+ α) exp(iky2y)
M3 cos(kx1x+ α) exp(−iky3y)
M4 exp(ikx4x) cos(kyy + β)







Similarly, approximations for Ex and Hy can be found by substituting
Hx → Ex, 0 → µ0, and vice versa.
To find the transverse components of the wavevector for this waveguide,
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electric and magnetic fields and field gradients are matched along the bound-
aries using the appropriate boundary conditions:
1E⊥1 = 2E⊥2 (2.26)
and
E‖1 = E‖2 (2.27)
where 1 and 2 are the dielectric constants of the two media and E⊥ and E‖
are the perpendicular and tangential components of the electric field respec-
tively, and:
µ1H⊥1 = µ2H⊥2 (2.28)
and
H‖1 = H‖2 (2.29)
where µ1 and µ2 are the permeabilities of the two media and H⊥ and H‖ are
respectively the perpendicular and tangential components of the magnetic
field.
In the case where Ey and Hx are dominant, the following equations for
the horizontal and vertical components of the wave vector are obtained:
kxa = pip− tan−1 kxξ4 − tan−1 kxξ5 (2.30)
kyb = piq − tan−1 n3
2
n12




where p and q are the number of maxima of the electric field amplitude
along the x- and y- axes respectively, a and b are the horizontal and vertical
dimensions of the waveguide, and:
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Fig. 2.4: Plot of minimum sizes required to support a guided mode of a square
waveguide consisting of a core with refractive index n1 surrounded on
the sides and bottom by a cladding of refractive index n2, and with the








By writing the arctangent terms in Eqs.(2.30) and (2.31) as a power series,


























, where Ai = λ0/2
√
n12 − ni2.
The terms ξi and ηi are reciprocals of the exponential decay constant of
the field outside the waveguide core. The value of β for a given waveguide
may then be calculated from the values of ξ and η.
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In the case of the mode where Ex and Hy are dominant, a similar proce-
dure can be used to generate values of ξi and ηi from Eqs.(2.24) and(6.16)
after performing the relevant substitutions of Ex for Hx, 0 for µ0, and vice
versa.
Naively, it is possible to use Eqs.(2.34) and (2.35) to derive minimum
values of a and b necessary for a given waveguide to support propagating
modes(see Fig.(2.4). For such modes to exist, ξi and ηi must be real and
positive. One may then obtain the minimum values of a and b by solving
the resulting inequalities. In the case of light with wavelength 1000 nm
coupled through the guide, this is found to be 2.2 µm. However, recalling
that Eqs.(2.34) and (2.35) represent power series of the arctangent terms in
Eqs.(2.30) and (2.31) in ξikx and ηiky, the approximation above ceases to be
valid where the size of the guide is only slightly larger than the minimum
size.
To write Eqs.(2.30) and (2.31) as power series, ξikx and ηiky must be
small. In turn, this requires that ki in Eqs.(2.32) and (2.33) is large. In
physical terms, this indicates that the approximation given by Eqs.(2.34)
and (2.35) applies only where the evanescent wave decays rapidly outside the
waveguide boundary, and therefore that the mode is well contained inside
the guide. Conversely, where one or more of the evanescent waves extends
far beyond the edges of the guide, the approximation given by Eqs.(2.34) and
(2.35) does not hold. In the case of a waveguide only slightly larger than the
minimum size required to sustain a travelling mode, one would expect large
evanescent waves to extend beyond the waveguide boundary. In place of the
power series given by Eqs.(2.34) and (2.35), therefore, we instead turn to
numerical methods of determining the properties of a waveguide mode under
such conditions, in order to solve Eqs.(2.24) and (6.16). Using such methods,
we will be able accurately calculate mode profiles and k-vectors associated
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with light propagating through the waveguide.
2.4 Waveguide materials: fabrication and optical properties
While this thesis is mostly concerned with simulations of light propagating
through waveguides, some words regarding the choice of materials for fabri-
cating actual waveguides is necessary, by way of explanation of the choices
for the parameters of the simulations discussed here.
Naively, one may construct a dielectric waveguide by simply selecting any
two substances with appropriate refractive indices and placing them together.
A large variety of inorganic dielectric materials exists, with an equally large
range of refractive indices to choose from. Such materials are typically de-
posited on surfaces using various forms of physical vapor deposition [50].
In the case of atom chips, structures are already present on the surface in
the form of trapping wires, with typical thicknesses between 1 to 5 µm [1].
Physical vapor deposition of material over a surface with such structures can
yield uneven results, in particular, uneven distribution of material due to
shadowing of areas from the incoming atom flux [51]. More importantly, the
shape of the wires on the chip surface may be carried through to the top of
the deposited layer, resulting in an uneven surface on which it is not possible
to construct a usable waveguide.
A far simpler alternative to physical vapor deposition of inorganic di-
electrics is to construct the waveguide out of layers of organic photoresists.
Deposition of these materials is comparatively easy, requiring only regular
spin coating and ultraviolet lithography techniques. As such materials are
semi-fluid when deposited, the surface of a spincoated layer will level itself
out over the chip wires. One method of fabricating a waveguide, composed
of an optically dense core surrounded by a less dense cladding, is described in
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[52]. A base layer of SU-8 is laid down on top of the atom chip, exposed to
ultraviolet light, and cured in the usual fashion. A second layer is then laid
over the first to the desired thickness of the waveguide. The intended core
region of the waveguide is masked off, while the rest of the layer is exposed
to ultraviolet light. The sample is then baked in order to induce cross-linking
between the SU-8 molecules. In the exposed region, this takes place at low
temperatures, forming a solid polymer structure out of which the solvent
evaporates as the temperature increases. In the masked region, cross-linking
only takes place after the solvent has evaporated, allowing the molecules to
have collapsed on each other. The photoresist inside this region is therefore
slightly denser than in the exposed region, and possesses a slightly larger
refractive index.
Using the method described above, waveguides of several microns’ thick-
ness can be fabricated using standard photolithography equipment. The
calculations performed in this thesis were carried out with the intention of
obtaining parameters for the eventual fabrication of actual waveguides for
experimental purposes. The materials that were chosen for this simulation
reflect this intention–as differentially cured SU-8 guides are easily fabricated
using equipment available at our lab, all simulations have been carried out
using these materials.
2.5 Evanescent-waves and surface plasmon polaritons
In the final section of this chapter, we wish to discuss the incorporation
of plasmonic structures into our waveguides. Surface plasmon polaritons
are electromagnetic oscillations propagating along the boundary between a
metal and a dielectric. Such oscillations arise from resonances between the
electromagnetic field and the free electrons within the metal, and take the
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Fig. 2.5: Drawing of a plasmonic structure emplaced on the top surface of the
waveguide from Fig(2.3b), which is in turn emplaced on top of an atom
chip. Surface plasmons are excited by light passing through the waveg-
uide, enhancing the evanescent wave over the top of the waveguide. The
enhanced evanescent wave is then used either to detect or to tightly con-




where kz is the component of the wavevector at frequency ω along the metal
surface, ky(y) is the component of the wavevector perpendicular to the sur-







where  is the dielectric constant, and k0 = ω/c. Here, the metal-dielectric

















where 1 is the complex dielectric constant of the metal. Of particular im-
portance here is the fact that Re(1) < 0. Furthermore, in the case of
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Fig. 2.6: Plot of the dispersion relation of a surface plasmon propagating along
a metal-vacuum boundary, along with the dispersion relation of light
travelling through a vacuum, k = ω/c, and the dispersion relation of light
travelling through a medium with refractive n, k = ω/(cn). Note that the
line representing propagation of light through a vacuum does not intersect
the dispersion curve of the surface plasmon anywhere except at the origin,
preventing coupling between the vacuum and the surface plasmon. It is
however possible for coupling to occur between light travelling through a
medium with refractive index n and the surface plasmon.
near-infrared light propagating along a gold-vacuum interface, |Re(1)|  0
(From [54], 60 < |Re(1)| < 100 for 0.7 µm < λ < 2 µm). Substituting
these values into Eq. (2.37), it is shown that ky|y<0  ky|y>0, and therefore
that the evanescent wave of the surface plasmon decays much slower in the
vacuum than it does in the gold. The vast majority of the oscillating electric
field of the surface plasmon, and by extension, the energy of the oscillation,
is thus concentrated in the region immediately above the metal surface.
The particular importance of this result lies in the fact that when energy
from incident light is coupled into the oscillation, most of that energy is
concentrated in the evanescent wave extending into the vacuum. By placing
a metal structure on the upper surface of a waveguide, and allowing light
to couple in to it, the evanescent wave over the surface may therefore be
enhanced locally above that structure.
To couple light at frequency ω into a surface plasmon, the component
of the wavevector k0 parallel to the surface, where |k0| = ω/c, must match
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the wavenumber kz of the surface plasmon along the metal-vacuum interface.


























In the case of complex kz, coupling is achieved by matching the horizontal
component of k0 to Re(kz).
In the case of light incident on a metal surface from vacuum, Re(kz) > k0
(see Fig.(2.6)). It is therefore not possible to couple light directly from a
vacuum into the surface plasmon. Light is instead coupled into the plasmon
either by using a grating to impart the necessary momentum to the incident
wave, or by coupling the light into the metal through an optically denser
medium, such that the wavenumber of the incident light is multiplied by the
refractive index of the medium.
In this thesis, we are concerned with the second method of coupling light
to a surface plasmon. The structures studied here include rectangular waveg-
uides with metal wires emplaced on their top surfaces. Surface plasmons are
then excited inside the wires by light coupled through the waveguide under-
neath. A brief explanation of the mechanics of this excitation is therefore
also necessary.
A thin metal layer lies on top of a dielectric substrate with refractive
index n. The top of the layer is in turn exposed to vacuum. Light with
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Re (ϵ1) + ϵ0 = n ωc sin θ
Fig. 2.7: Sketch of method for coupling between light travelling in a medium with
refractive index n and a surface plasmon propagating at a metal-air in-
terface, as described by Eq.(2.41).. Light with frequency ω travelling
through the medium intersects the medium-metal boundary at incident
angle θ, which is chosen such that the component of kn parallel to the
boundary is equal to the wavenumber of the plasmon, kPlas, given by
Eq.(2.38).
frequency ω propagates through the medium with wavenumber nk0, where
k0 = ω/c. When the light is incident on the bottom of the metal layer at
an angle θ, coupling is then achieved with the surface plasmon on top of the
metal layer, at the metal-vacuum boundary, at:





The equations in this section represent a simplified version of actual struc-
tures studied in this thesis. The description of surface plasmons propagating
over a narrow wire, as opposed to the simple slablike structures described
here, is complicated by various factors, including the finite horizontal dimen-
sions of the wire it self, as well as the effects of plasmon waves reflecting off
the wire edges. Furthermore, in contrast to the case of the dielectric slab,
it is not always possible to control the incident angle θ of light reaching the
boundary of a waveguide. Where θ is far from the resonant angle given in
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Eq.(2.41), the electromagnetic fields of the incident light instead couple to
the free electrons in the metal as a forced damped oscillation. The surface
plasmon oscillations of a wire over a dielectric waveguide are therefore far
harder to describe analytically than the simplified model used in this section.
In subsequent chapters, as an alternative to analytical methods, we use
numerical techniques to calculate the electromagnetic fields produced by sur-
face plasmons excited in a metal wire by light travelling through the waveg-
uide underneath the wire. The results of these calculations are then used
to predict the fluorescence and the dipole force potentials experienced by
neutral atoms over the wire.
3. MATHEMATICAL AND COMPUTATIONAL METHODS
FOR WAVEGUIDE SOLUTION
3.1 Introduction
In this chapter, the methods used to obtain computational results for modes
of waveguides, and for the enhanced evanescent fields generated by metal
wires, are discussed. Principally, finite-difference time-domain simulations
were used to obtain solutions to these problems, in particular, the use of the
free software package MEEP to simulate the propagation of modes down a
waveguide, as well as the commercial FDTD-Solutions software released by
Lumerical Solutions Inc., for simulating the response of metal structures over
waveguides to light coupled into said waveguides.
The structures investigated in this thesis take the form of long, rectan-
gular dielectric waveguides, embedded within a surrounding dielectric layer
of lower refractive index. The top surface of the waveguide is flush with
the top surface of the surrounding dielectric, allowing the evanescent wave
of the mode travelling through the guide to extend into the vacuum above.
As an initial approximation, trial functions of the principle mode are gen-
erated by solving the 1-dimensional Maxwell wave equation for the electric
field along the x− and y−axes through the centerline of the guide. The
trial function is then formed from the product of these solutions, and input
into a finite-difference time-domain simulation as the amplitude function of
a two-dimensional electromagnetic source.
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To refine the approximation formed by the trial function, finite-difference
time-domain simulations of the waveguides are carried out. Simulated light
is propagated down these waveguides from a source defined at one end of
the guide. The mode shape of the light emitted by this source is given
by the trial functions, which can in turn be expressed as a Fourier series.
The eigenmodes of the Maxwell wave equation through the waveguide can
similarly be expressed as a slightly different Fourier series. As the trial mode
propagates down the guide, those Fourier components of the trial function
which are not also part of the waveguide mode escape the waveguide and are
removed from the simulation by the perfectly-matched layer, leaving behind
only those which do make up the mode. To assess the ability of a set of square
waveguides of varying dimensions to support a guided mode, this procedure is
carried out, and the change in the transverse amplitude function is monitored
as the light propagates through the guide.
Finally, having examined the ability of our waveguides to carry guided
modes of light, a new element is added to those simulations in the form of
a metal wire emplaced down the centerline of the exposed top surface of
the waveguide. Via coupling between the mode of the guide and surface
plasmons within the wire, the evanescent field is enhanced within the region
directly above the wire. Using FDTD simulations, profiles of the evanescent
electric field within the area of a few square microns around the wire are
calculated. From this calculation, and from the simulations of the waveguide
mode above, data used to derive results reported in Chapters. 4, 5 and 6 is
obtained.
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3.2 Numerical Solutions for Waveguide Modes
3.2.1 Introduction and justification
Computational methods of electromagnetics have been well developed as
means of studying electric and magnetic fields passing through and around
objects of various shapes and materials [55]. In the following section, I de-
scribe the very first simulations to be carried out for the purposes of this
thesis. These initial simulations were approached from the perspective of
a newcomer to computational electromagnetics. Hence, ease of implementa-
tion and simplicity were desired when selecting a method of solving waveguide
modes. It was also desired that such a method be easy to implement.
The most direct means of solving the Maxwell wave equation for modes
of a waveguide involves generating and diagonalising a matrix representing
the operators that make up the equation. The set of guided modes available
for a given waveguide is then given by the eigenvectors of this matrix. To
obtain accurate solutions, it is necessary to discretise the field at a large
number of points across the region over which the equation is being solved.
A very large vector is therefore required to express a solution for the wave
equation, which in turn requires that we generate and diagonalise a very
large matrix. Unfortunately, the process of diagonalising such a matrix is
computationally challenging, even with a very sparse matrix and using the
most efficient eigensolvers available. Some less intensive means of solving the
Maxwell wave equation is therefore desired.
Ideally, any issues arising from the difficulty of implementing a numerical
solver for the modes of a waveguide may be sidestepped by making use of
commercial software created to carry out such calculations. At the time
this stage of the thesis project was carried out, only limited access to such
software was available. Rather than make use of such commercial software, it
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was therefore decided to take advantage of various free, open-source solutions
already available.
Other techniques available for carrying out simulations of waveguide modes
include both finite-difference time-domain as well as finite-element methods
(FEM). Using the first method, fields over the area to be simulated are dis-
cretised over a rectangular grid. Starting from an initial electromagnetic
oscillation placed at a selected location in the comptational region, the prop-
agation of electromagnetic waves from this location is then calculated by
solving Ampere’s and Faraday’s laws over each grid cell. Using this method,
a waveguide mode is found by allowing the waves originating from the initial
oscillation to propagate through the guide until a steady state is reached.
By contrast, finite element methods involve discretising the computa-
tional region in the form of a collection of triangular elements of variable
sizes. The size of each element in turn depends on the size of the structure
being simulated–elements simulating fields near a large structure are them-
selves large, while elements in the vicinity of a smaller structure are similarly
reduced in size. This allows structures with very large differences in size to
be efficiently simulated in a finite-element calculation. A ”stiffness matrix”,
representing the operators of the Maxwell wave equation, is generated from
the structure of all the combined elements. Solutions of the equation are then
obtained from an initial trial solution using a method of weighted residuals.
Using FEM, one may find a waveguide mode simply by solving the wave
equation across a transverse cross-section of the guide.
On the surface, FEM appears to be preferable to FDTD, in particular,
for the task of solving for the modes of a waveguide. Rather than calculate
the evolution of a wave through the waveguide for an indeterminate period
of time until a steady state is reached, waveguide modes may be found using
the finite-element method by solving a single matrix eigenvector equation.
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In addition to this, while grid points must be defined over the entirety of the
computational cell in the case of the FDTD simulation, one only needs to
define elements over the transverse cross-section of the waveguide. Not only
does a finite element calculation of a waveguide mode require less memory
than an FDTD simulation, one may theoretically obtain desired results much
faster using FEM than is possible using FDTD.
An inverse to these arguments, it must be noted that, using the FDTD
method, the propagation of the EM wave through the guide is calculated
explicitly, using simple difference equations involving field values at adjacent
points in the computational grid. This is in contrast to the grid of triangular
elements used in the FEM calculation, which requires considerable computa-
tion just to set up. Additionally, considerably more background knowledge
is required in order to set up the triangular grid than is necessary for the
FDTD calculation. In the interests of being able to set up and run simula-
tions within a reasonable amount of time, FDTD simulations appear to be
preferable to FEM.
The deciding factor in chosing FDTD methods over FEM was the ex-
istence of MEEP [56], a completed, free FDTD software package capable of
carrying out evaluations out of the box. This text-based solver was also
chosen over other, more graphically polished packages due to the availability
of comprehensive, yet easily-comprehensible and easily-accessed documenta-
tion.
Here, an approximation of the mode of a waveguide is constructed out
of two one-dimensional solutions of the Maxwell wave equation along the
transverse axes of the guide. This trial mode is then used to construct an
amplitude function for light to be propagated down the guide. Changes in
the mode shape as the light propagates down the guide are observed, and
true modes of the waveguide are considered to be found once the mode shape
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stabilizes.
3.2.2 Generation of Waveguide Trial Modes
The mode of a rectangular waveguide may be found by solving Eq.(2.23).
One approximate solution of this equation for the rectangular guide is given
by Eq.(2.24). As an alternative, the solution to the equation may be found
numerically by generating trial modes and propagating them through a sim-
ulated guide, allowing those Fourier components of the test mode that are
not confined modes of the waveguide to propagate out of the computational
cell.
To minimise the time required for extraneous Fourier components to be
removed from the cell, it is desirable to select a test mode to be as close to the
actual mode as possible. To do this, an approximation similar to that given
in Eq.(2.24) is proposed–the Maxwell wave equation is solved in 1-dimension
along the axes running through the centerline of the waveguide core. The
wave equation is thus reduced from two dimensions to one, and is thus much
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Discretisation of the Maxwell Wave Equation
To solve Eq.(3.1) numerically over the domain x, we reduce x from a continu-
ous variable to a set of N equally spaced points: (x1, x2, .., xN). The solution
can then be expressed as an N -dimensional vector:









When δx = xi+1 − xi is sufficiently small, the second differentiation op-
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δx2
(3.4)








−2 1 0 ... ... 0
1 −2 1 ... ... 0





0 ... ... 1 −2 1











The second term in Eq.(3.1) is written as an N ×N diagonal matrix with
elements (ω2/c2)N where N = (n(x1), n(x2), ..., n(xN)). The equation can
then be solved by taking the sum of the two matrices, and calculating the
eigenvectors of the resulting system.
Code for generating the operator matrix was implemented in C. The
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(a) (b)
Fig. 3.1: Plots of the elements of the eigenvectors of Eq.(3.1), normalised such
that the maximum value of the field is 1, plotted over a). the vertical
axis extending through the centre of the waveguide core, and b). the
horizontal axis extending through the same point.
N × N array representing the operator matrix is populated iteratively over
a nested pair of N -fold for loops, so as to easily identify those elements
on and around the diagonal with non-zero values. Once generated, LAPACK
functions are called to solve for the eigenvectors of the system. Eigenvectors
are output as N ×N matrices, from which the fundamental mode is isolated
and written to file to be used to generate the trial mode in the finite-difference
time-domain solver.
The code for this calculation was used to evaluate solutions of Eq.(3.1) for
a set of square waveguides between 5 to 10 µm in size, located at the centre
of a 30 µm by 30 µm computational cell. The resolution of the calculation
is set at 10 points per µm, such that N = 300. This resolution is chosen to
create a 1-to-1 correspondence between each element of the solution vector
and each point along the sides of the computational cell, as described below.
The code was run on an ordinary laptop computer, with each solution taking
less than a minute to complete.
3.2.3 Finite-difference time-domain evaluations of the waveguide mode
In a finite-difference time-domain calculation, the region being investigated is
discretised in the form of a rectangular grid, with discretisation points at the
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corners and in the centre of each grid cell. In addition to this, the evolution
of the system through time is expressed as a series of discrete steps which
are further divided into half-steps. Values of the electric field are recorded
at the corners of each cell, while values of the magnetic field are recorded at
the cell centre. The evolution of the electric and magnetic fields is calculated














































)−(xi, yj, zk) = 1/2(δx(i), δy(j), δz(k)),
and δx, δy, and δz are the grid step sizes along each axis. The discretised























Hz(ri− 12 ,j+ 12 ,k− 12
)−Hz(ri− 12 ,j− 12 ,k− 12 )
δy
− Hy(ri− 12 ,j− 12 ,k+ 12 )−Hy(ri− 12 ,j− 12 ,k− 12 )
δz
Hx(ri− 12 ,j− 12 ,k+ 12
)−Hx(ri− 12 ,j− 12 ,k− 12 )
δz
− Hz(ri+ 12 ,j− 12 ,k− 12 )−Hx(ri− 12 ,j− 12 ,k− 12 )
δx
Hy(ri+ 12 ,j− 12 ,k− 12
)−Hy(ri− 12 ,j− 12 ,k− 12 )
δx
− Hx(ri− 12 ,j+ 12 ,k− 12 )−Hx(ri− 12 ,j− 12 ,k− 12 )
δy
 (3.9)
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For the purposes of this project, simulations of light propagating down
rectangular waveguides were carried out using the free MEEP software. The
region under investigation consists of a 30 µm by 30 µm by 150 µm box,
discretised at a resolution of 10 points per micron. Simulated light was prop-
agated through the computational cell at wavelengths of 780nm and 1000nm,
values chosen for their use in atomic physics for manipulating and detect-
ing rubidium atoms. The discretisation of the computational cell is chosen
such that the oscillation of light over a given wavelength can be properly
represented.1 A length of 150 µm was chosen over which to propagate the
waveguide mode in order to investigate the change in said mode when prop-
agated over long distances. The transverse dimensions of the waveguide are
chosen such that the evanescent waves extending from the edges of the waveg-
uide core decay to zero well short of the edges of the computational cell. The
outermost 1-micron layer along the boundaries of the computational cell is
designated a perfectly-matched layer(PML). This layer is implemented, for
an incident wave, E(x, t) = E0 exp[i(ωt − βx)], normal to the boundary, by
adding a linearly increasing imaginary component to the spatial coordinate
x as it travels through the layer, such that the wave becomes:




Adding this imaginary component to x thus introduces an exponential
decay to the amplitude of the wave. The wave therefore disappears, rather
than reflecting off the boundary of the cell, thus simulating the propagation
1 The resolution of discretisation over the computational cell in turn influences the
choice of N in Sec.3.2.2. Here, N is chosen such that the discretisation points along the
1-dimensional axis correspond exactly to the points along the identical transverse axis in
the computational cell.
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of the wave through the cell border into infinity.
For the purposes of this simulation, we take the transverse plane of the
computational cell to be the xy-plane, and the longitudinal axis, along which
the wave propagates, to be the z-axis. The simulation is initialised by placing
an electromagnetically oscillating source inside the computational cell. In
the case of the rectangular waveguide, this consists of a 2-dimensional square
occupying the entire transverse plane of the computational cell. This square
produces an electromagnetic oscillation E(r, t), given by:
E(r, t) = X(x)Y (y)ei(βz−ωt) (3.12)
where X(x) and Y (y) are the solutions to the Maxwell wave equation along
the principal axis of the transverse plane calculated using the eigenvector
equation described in Sec.(3.2.2), β is the wavevector of the propagation
down the z-axis, and ω is the oscillation frequency.
The solutions X(x) and Y (y) are obtained in Sec.(3.2.2) in the form
of a pair of vectors of length 300. Each element in X(x) and Y (y) is then
associated with the x− or y− coordinate, respectively, of a given point in the
source plane. The field amplitude at a given point, (xi, yi) on the source plane
is then given by the product X(xi)Y (yi), and X(x)Y (y) is the mode shape
function of the electromagnetic wave emitted by the source.2. This trial mode
is then allowed to propagate down the waveguide. The Fourier components
of the trial mode which do not exist in the actual mode propagate out of
the guide and are lost through the PML, while the shape function associated
2 As integrated into the default version of MEEP, amplitude functions are generated
by evaluating a given analytical function at the location of each grid point inside the
electromagnetic source. It is known, however, that the function is evaluated only at those
points. The analytical function can therefore be replaced by a list of values of the mode
shape function in which each element corresponds to a given point, or by a set of lists
associated with the principal axes of the source plane, in which element corresponds to a
given coordinate along that axis.
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with the true mode is left behind.
It is sometimes necessary to propagate the mode over distances greater
than 150 µm. This is done in some cases to allow the unwanted Fourier
components of the trial mode to fully escape from the computational cell.
Furthermore, by allowing the mode to propagate over large distances, it is
possible to verify that the actual waveguide mode has been obtained by
checking that the mode shape remains constant over those distances. The
amount of memory available to carry out such calculations is however limited,
which in turn limits the maximum size of the computational cell available to
perform calculations. To overcome these limits, propagation over distances
greater than 150 µm is simulated by retrieving the mode profile K(x, y)
leaving the end of one waveguide and using it to generate the mode shape
function of the source at the start of a second computation. Values of the
electromagnetic field are taken at discretisation points along the transverse
plane near the end of the waveguide and then loaded, one-for-one, into the
corresponding points on the source plane of the second simulation3.
Computations of the propagation of the trial modes through a waveguide
were carried out in parallel using 8 2.67 GHz HP Xeon cores of the atlas4
64-bit Linux cluster at NUS. The trial mode was propagated through the
guide over 6000 individual time steps, so as to allow the mode to propagate
over the entire length of the waveguide. At each of the final 20 time steps,
the electromagnetic energy density at every grid point is saved to a data
file. To illustrate this process, cross-sectional representations of the energy
density recorded at a given timestep for a 5 µm and a 7 µm waveguide
3 The mode shape profile extracted from the end of the first waveguide is stored as plain
text in a data file. The total number of discretisation points in a transverse cross-section
of the computational cell is 3002 = 90000, too large to be loaded into memory as a single
array. Instead, a series of nested functions are used to associate a particular point on the
source plane to a particular line in the data file, move the I/O port to that line, and read
the contents of that line into memory.
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(a) (b)
Fig. 3.2: Color plots through the yz plane of test modes propagating down waveg-
uides from the top of the page through a). a 5 µm by 5 µm waveguide,
and b). a 7 µm by 7 µm waveguide. Both images are generated using
energy-density data measured over all points within the computation grid
and saved as data files. Mode shapes are then taken from the end of the
waveguide (at the bottom of the page) and used as trial modes for a sec-
ond set of FDTD simulations used to confirm if convergence of the trial
modes to the waveguide modes has taken place.
3. Mathematical and Computational Methods for Waveguide Solution 46
have been reproduced in Fig.(3.2). The sum of the data recorded in these
files is then used to calculate the average steady-state energy density of the
electromagnetic field over the entire computational cell. The evolution of
the transverse energy density as the wave propagates along the cell is then
quantified by taking the overlap integral between the wave profile at a given
point along the guide, and the wave profile taken from the end of the guide.
The ability of the guide to sustain a confined mode may then be assessed by
whether or not the overlap integral remains near unity over long distances.
Simulations are carried out of square waveguides of widths between 5
µm and 10 µm. To allow each wave to propagate a sufficient distance such
that the overlap integral is able to converge towards unity, at the conclusion
of each simulation, mode profiles are taken from the opposite end of the
waveguide from the source. These mode profiles are then used to create trial
modes that are then fed into subsequent simulations of the same structure,
effectively passing the wave from the end of one simulation to the next, and
the overlap integrals as the waves propagate down the guide are calculated for
this second set of simulations. The results of these calculations, in particular,
the convergence of the overlap integrals towards unity as the wave propagates
through the guide, are discussed in Sec.(4.2).
To summarise work described in this section, finite-difference time-domain
simulations using MEEP are used to calculate eigenmodes of dielectric waveg-
uides. The method and software are chosen for this calculation due to their
simplicity, and the comprehensive and accessible documentation available for
the software package. Calculations are carried out by solving the Maxwell
Wave Equation in 1-dimension along the transverse axes of the guide, con-
structing a trial waveguide mode in two dimensions out of the solutions, and
propagating this mode down a simulated guide. The change in the transverse
profile of this mode is monitored using overlap integrals as the wave travels
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down the guide. The eigenmode of the waveguide is then considered to be
found when the overlap integral remains near unity over long distances along
the guide.
3.3 Finite-difference time-domain simulations of metallic
wires on waveguides
FDTD simulations of waveguides overlaid with metallic structures were also
attempted using MEEP. However, typical sizes of plasmonics structures are
extremely small compared to the size of the underlying waveguide. Very
high resolutions are therefore required to simulate the response of plasmonic
structures to light within the waveguide, which in turn require very large
amounts of memory in order to compute. Simulations of waveguides incor-
porating metal structures carried out using MEEP were thus found to fail
due to insufficient memory.
One possible cause of these failures was determined to be the sheer num-
ber of grid points which the solver was required to handle. One possible
solution to this problem, therefore, was to make use of a variable grid, with
high resolutions in regions where the rate of change of the electromagnetic
field is large, and low resolutions in regions where the field changes slowly.
Initial attempts to construct simulations making use of such a grid centered
around finite-element methods. Solutions for eigenmodes of the Maxwell
Wave Equation over the waveguide cross-section were first attempted by
constructing a finite-element solver using the free C++ package GetFEM, in
order to solve meshes generated in Gmsh [57]. By attempting to construct
our own finite-element solver, we would have acquired a computational tool
wholly controlled by ourselves, and which would be easily modifiable to be
adapted to different problems. Additionally, the expenditure of funds to
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Fig. 3.3: Diagram of a single cell of the FDTD computational grid, with dimensions
δx × δy × δz. The cell is partially occupied by a perfectly conducting
metal structure such that the distance along the cell edge between the
grid point ri,j,k and the metal surface is a, the distance between ri,j,k+1
and the surface is b, and the distance between ri+1,j+1,k and the metal
surface is c.
purchase and expensive license for a commercial software solution would be
avoided. However, it was found that the complexity of programming such
a solver using only open source libraries would have imposed considerable
delays. Rather than expend additional time and effort on programming, it
was instead decided to purchase the use of a commercially available solution.
The FDTD-Solutions software package provided by Lumerical Solutions
Inc. makes use of a dynamically-generated grid with variable step sizes in
conjunction with a conformal mesh technique to simulate structures much
smaller than the computational cell. The conformal mesh technique used
by Lumerical is based on that described by Yu and Mittra [58], for perfect
conductors, in which the curl operators used to generate the increments of
the magnetic and electric fields are modified by the presence of a metal object
intersecting the grid cell.
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The modified curl operator can be demonstrated using the cell shown
in Fig.(3.3). The volume of the cell is partially occupied by a perfectly-









the conformal mesh is implemented by discarding those portions of the loop
integral that lie within the metal structure. For the differential form of























As originally formulated, the Yu and Mittra technique was used to per-
form calculations involving RF and microwave frequencies. The version of
the technique implemented by Lumerical replaces the perfect conductors with
dispersive materials, in order to reflect the response of materials at optical
frequencies. Using such methods, it is possible to model very small structures
as part of a much larger computational cell, rather than needing to construct
a fine enough grid so as to conform to the shape of the small structures.
In addition to the ability of FDTD-Solutions generate a dynamically vary-
ing grid depending on the structures present with the shell, the use of the
conformal mesh technique allows small plasmonic structures to be simulated
within large computational cells, while requiring significantly less memory
than a similar simulation constructed using a uniform grid in MEEP would.
Simulations were carried out using a computational cell with dimensions
20 µm by 20 µm in the transverse directions, and 45 µm in the longitudinal
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direction. The cell contains a 9 µm square waveguide of heat-cured SU-8
running down the centre of the cell, along the z-axis, surrounded on all sides
except the top by a cladding of UV-cured SU-8. The top of the waveguide
is exposed to vacuum. A thin gold wire, 100nm wide by 20 nm thick, is laid
along the centerline of the guide. As above, the dimensions of the cell are
chosen such that the waveguide mode decays to zero well short of the cell
edges. Simultaneously, the cell is also sufficiently long that the behaviour of
the evanescent wave as the mode propagates through the waveguide below it
can be studied. Monitors were set inside the simulation to record the electric
fields directly above the metal structure, as well as through a cross-section of
the wire near the end of the computational cell. Top down, cross-section and
perspective views of the structures being simulated, showing the planes over
which electric field measurements are taken, the plane of the 2-dimensional
source emitting into the waveguide, and the direction in which the source
emits, are given in Fig.(3.4).
The simulations described in this thesis were run on 8 2.1 GHz Intel
Xeon cores of a computational server running CentOS with 48GB RAM.
The length of simulations carried out using this software was found to vary
depending on the size of the metal structure emplaced on the waveguide,
between 2 to 5 hours. Electric field profiles taken from the region above the
metal wire were used to calculate the fluorescent response of atoms above
the wire to the evanescent field of resonant light. The effects of the enhanced
evanescent wave for the single-photon transition between the 5s and 5p states
are discussed in Sec.(4.2). The use of this wave to excite multiple-photon
transitions for low-noise fluorescent imaging are also discussed in Sec.(6.2).
Finally, we calculate the dipole potentials created by the evanescent field of
detuned light travelling through the guide. The results of these calculations
are discussed in Chapter 5.
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Fig. 3.4: Perspective (a), top-down (b), and cross-sectional (c) views of structures
simulated using Lumerical to calculate the enhancement of the evanescent
wave over a waveguide by a thin metal wire. A simulated light source is
defined over the region bounded by the white wireframe, emitting down
the direction of propagation indicated by the purple arrow. Values of the
electric field due to the enhanced evanescent wave are recorded over the
regions bounded by the yellow wireframes.
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In short, in order to enhance the evanescent field over a waveguide, metal
wires are laid over the top surface of the guide. While attempting to simulate
such structures using MEEP, it was found that carrying out the simulation at
the required resolutions required more computer memory than was readily
available. Attempts to simulate this system making use of open-source FEM
libraries also failed due to the complexity of the programming required. Sim-
ulations were finally carried out using the FDTD-Solutions software package
from Lumerical Solutions Inc. Using this software package, the evanescent
field over the wire due to light propagating through the waveguide under-
neath was calculated. The effects of the enhanced evanescent wave on the
fluorescence of atoms passing over the wire, as well as the dipole force exerted
by the evanescent wave of detuned light, are calculated.
4. SIMULATIONS OF WAVEGUIDES AND PLASMONIC
STRUCTURES
4.1 Introduction
In previous chapters, we have outlined the motivations behind this project,
in particular, the advantages of the integration of optical devices, and the
enhancement of such devices through the use of metallic structures to gener-
ate strong evanescent fields using surface plasmons, as well as described the
numerical methods used to simulate. In this chapter, we first present the re-
sults of finite-difference time-domain simulations of light propagating through
dielectric waveguides. Simulations are carried out on a series of square waveg-
uides with transverse dimensions between 5 and 10 µm. Changes in the shape
of the mode propagating through the guide are tracked using overlap inte-
grals between the end of the guide and various points along its length. The
convergence of the mode shape to a confined eigenmode of the waveguide is
determined by observation of overlap integrals close to unity over non-zero
distances along the length of the guide. From the dimensions of waveguides
in which such convergence is found to occur, an estimate is made of the
minimum size of a square waveguide capable of supporting a confined mode.
We then present the results of FDTD simulations of a similar waveguide,
with the addition of a narrow strip of metal embedded along the centerline
of the top surface of that guide. The effects of the enhanced evanescent wave
over the wire on the expected fluorescence of atoms passing over the guide are
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calculated. In particular, we calculate the peak fluorescence over the centre
of the wire against the height over the wire, as well as the enhancement of
the rate of fluorescence due to the metal wire relative to the fluorescence
induced by the unenhanced evanescent wave over the guide.
4.2 Finite-difference time-domain solutions of the rectangular
waveguide
4.2.1 Initialisation of simulations with trial modes
To solve the confined modes of the waveguide, a trial mode is propagated
down a simulated waveguide using finite-difference time-domain methods.
The shape of the mode at each point along the waveguide is considered to be a
sum over a Fourier series of orthonormal components. Fourier components of
the trial function that are not part of a guided mode of the waveguide escape
the guide and propagate out of the computational cell, leaving behind those
components that do match the Fourier spectrum of the guided modes. As the
trial mode moves down the guide, therefore, both the Fourier spectrum and
the mode shape at each point along the guide become progressively closer to
those of the guided modes associated with the guide.







)E(x) = β2E(x) (4.1)
along the transverse axes through the centre of the waveguide. The two
solutions are then combined to give a trial shape function over the transverse
plane of the waveguide. Numerical solutions of the equation are obtained by
discretising E along the transverse axis, then solving the eigenvectors of the
corresponding matrix representation of the differential operator in Eq.(4.1).
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4.2.2 Simulated evolution of waveguide modes along guide
Using the procedure described in Sec.(3.2.3), finite-difference time domain
calculations using the trial modes generated from 3.1 were carried out for a
series of square waveguides between 5 µm and 10 µm in size. The evolution of
the mode as it propagates through the computational cell is investigated by
taking the overlap integral between the mode at the end of the waveguide, and
the corresponding mode at all other points along the length of the waveguide:
Φ(z) =
∫
Ψ∗(x, y, z0)Ψ(x, y, z)dxdy (4.2)
where x and y are the transverse coordinates of the waveguide, z is the
longitudinal coordinate of the waveguide, z0 is the value of z at the end
of the waveguide, and Ψ(x, y, z) is the value of the mode at a given point.
Here, Ψ(x, y, z) and Ψ(x, y, z0) may be expressed as sums over Fourier series
of orthogonal functions. The overlap integral Φ(z) therefore expresses the
degree to which the Fourier components that make up Ψ(x, y, z) are similar
to those which make up Ψ(x, y, z0), and thus the degree to which both the
shapes and the Fourier spectra of Ψ(x, y, z) and Ψ(x, y, z0) begin to resemble
each other. Here, we consider a mode to have converged where Φ(z) > 0.95
over a distance greater than 10 µm.
The overlap integral between the mode at z and the mode at the end
of the computational cell is small where the two mode functions have very
few Fourier components in common, and is close to unity where the Fourier
spectrum of the two modes is very similar. Thus, the degree to which the
mode changes as it travels from the source to the end of the waveguide can
be measured.
Plots of the change in Φ(z) from the beginning of the waveguide to the
end, for waveguides between 5 to 10 µm, are given in Fig.(4.1b). Of par-
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(a) (b)
(c) (d)
Fig. 4.1: a) Colour plot of the eigenmode of the square waveguide, calculated using
FDTD simulations, with waveguide boundaries outlined in white. Modes
are propagated down a waveguide, as shown in Fig.(3.2). Plots of the
overlap integral between the mode at the end of the waveguide, and the
corresponding mode at a point z along the guide, for b) simulations using
trial modes generated using the Maxwell wave equation; c) simulations
of 5 µm and 6 µm waveguides making use of wave-shapes taken from the
end of b); and d) simulations of a 6 µm waveguide using a wave-shape
taken from the end of c), and simulations of larger waveguides (between
7 and 10 µm) using wave shapes taken from the end of b).
ticular interest is the behaviour of Φ(z) as z increases towards the end of
the waveguide. Of the waveguides tested, Φ(z) was found to approach unity
closely for the 10-, 9-, 8- and 7-µm waveguides as z approached the end of
the computational cell. In the case of the 5- and 6-µm waveguides, not only
is the initial value of Φ(z) small compared to unity (and compared to the
starting values for larger waveguides), but Φ(z) does not approach unity until
the very end of the waveguide, where the overlap integral is that of the mode
at the end of the waveguide with itself.
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To verify the modes obtained from the first set of FDTD simulations,
the mode shapes are taken from the end of the computational cell and fed
back into the amplitude function of the source in a second set of simulations.
This source, with its amplitude function, simulates a mode passing from
one section of the waveguide to another, allowing a very long waveguide to
be simulated in several shorter steps. The mode arising from the source is
propagated through the waveguide a second time, and values of Φ(z) are
calculated and plotted from the simulated results.
Values of Φ(z) from this second run are plotted in Fig.(4.1c) for the 5 µm
and 6 µm waveguides. The modes through both waveguides were found again
to vary strongly over the length of the simulation cell. The mode through
the 6 µm guide was found to converge after approximately 100 µm, while the
mode through the 5 µm guide did not converge at all.
The behaviour of the trial modes propagated through these two guides
provides a lower limit for the dimensions of a square waveguide constructed
out of differentially-cured SU-8 which is capable of supporting a confined
mode. As no convergence was observed, in the case of the 5 µm waveguide,
it can be concluded that no guided mode exists for a waveguide of that
size. In the case of the 6 µm waveguide, convergence was achieved only
after the mode was allowed to propagate over a much longer distance than
was necessary in the case of the larger waveguides, from which it may be
concluded that, similar to the analytic approximation discussed in Chap.(2),
the approximation used to generate trial modes for the waveguide begins to
break down as the size of the guide approaches the minimum, allowing strong
evanescent fields to extend out of the guide core.
Values of Φ(z) from the second run of simulations for guides between 7
µm and 10 µm are plotted over z in Fig.(4.1d). The mode of the 6 µm guide
is also taken from the end of the second run of simulations and used to create
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a trial mode for a third run of simulations, from which the values of Φ(z) are
calculated and displayed on the same plot. Values of Φ(z) close to unity are
recorded across the entire length of the computational cell, for all simulated
waveguides, thus confirming that convergence has been achieved, and that
the shape of the mode propagating through the guide is close to that of the
guided mode.
4.2.3 Analysis and conclusions
By observing the convergence of the mode shape through Φ(z), we have
a rough estimate of the minimum size of the SU-8 waveguide required to
support a mode. This value, between 5 and 6 µm, is considerably larger than
the free-space wavelength of the light coupled into the guide, and even more
so compared to the wavelength of light passing through the guide material.
Below this cutoff point, the trial mode instead begins to escape out the
bottom and sides of the waveguide1. In turn, this causes the field strengths
within and around the waveguide core to weaken gradually along the length
of the guide.
From Fig.(4.1a) it is also seen that the confined mode travelling through
the guide is strongly asymmetric, with the region of highest electromagnetic
amplitude located close to the bottom of the guide, strong evanescent waves
extending out the bottom and sides of the waveguide core, and very weak
fields near the top surface of the guide. This weakness of the fields near the
top of the guide is particularly concerning, as the strength of the evanes-
cent wave is critical for the potential applications of evanescent-wave devices
discussed elsewhere in this thesis. This concern in turn is particularly ex-
acerbated in the cases where the size of the waveguide does not support a
confined mode, in which light escaping out the bottom and sides of the waveg-
1 One example of this behaviour is seen in Fig.(3.2a)
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uide causes the evanescent wave to weaken progressively along the length of
the guide. As the strength of the dipole force potentials, and the efficiency
of multiple-photon fluorescent detection both depend on the strength of the
electromagnetic fields, some means of mitigating this are therefore desired.
The strong asymmetry of the waveguide mode, and the size of the waveg-
uide required to contain it, are functions of the small refractive index contrast
between the waveguide core and the cladding surrounding it, especially when
compared to the large contrast between the waveguide core and the vacuum.
These conditions are imposed on the waveguide by the choice of SU-8 as ma-
terial with which to construct both the waveguide and its cladding. In turn,
this choice of material was made because of the desire to obtain waveguides
that could be easily fabricated using materials and equipment available in
the wet lab at CQT.
The development of processes, materials or techniques capable of fabri-
cating waveguides with more favorable optical properties is unfortunately be-
yond the scope of this thesis. Where more advanced materials and techniques
become available, however, it is to be hoped that more suitable waveguides,
with higher refractive index contrasts between the core and cladding, and
thus allowing modes with stronger evanescent waves above the top surface,
can be constructed. In lieu of the availability of such techniques, an attempt
is made to strengthen the evanescent waves using metal wires implanted on
the top surface of the waveguide. Strong evanescent fields are generated us-
ing surface plasmons of the metal wire excited by the light passing through
the waveguide underneath. The remainder of this thesis concerns FDTD
simulations of evanescent waves generated using such structures, and the
applications of such waves to neutral atom physics experiments.
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4.3 Evanescent-wave enhancement using metallic structures
4.3.1 Simulation and results
For this project, an attempt is made to enhance the evanescent waves trav-
elling over the top surface of a dielectric waveguide by coupling light from
the waveguide mode into the surface plasmon polaritons of a thin metallic
structure. This consists here of a 100 nm by 20 nm gold wire running down
the centreline of a 9 µm square waveguide. As the coupling between the
waveguide mode and the surface plasmon depends on the strength of the
electric field in the vicinity of the metal wire, we have chosen a sufficiently
large waveguide, capable of supporting a confined mode, in order to ensure
that the coupling between the waveguide mode and the plasmon remains
relatively constant along the length of the guide.
Using Lumerical, simulations of light propagating down this waveguide
are carried out over wavelengths between 1000 nm and 700 nm. The shape
of the enhanced electric field over the guide is measured and plotted over
selected regions within the computational cell. The electric field created
using 1000 nm light is measured and plotted over a plane 100 nm above and
parallel to the waveguide surface in Fig.(4.2b). The profile of the same field
is also measured and plotted over the region of the transverse plane directly
above the wire in Fig.(4.2c).
From Figs.(4.2b) and (4.2c), an enhanced evanescent wave can be seen
above the wire. This wave varies as a Gaussian in the horizontal transverse
direction, while decaying exponentially in the vertical direction. In addi-
tion to the enhanced evanescent wave produced by the wire, the unenhanced
evanescent wave of the mode travelling through the guide is also seen extend-
ing above the guide surface. Like the enhanced wave over the wire, this wave
varies as a Gaussian over the width of the waveguide, and decays exponen-



























Fig. 4.2: a) Simplified diagram of gold wire over chip. The black rectangles over
the chip surface define the regions over which the plots of electric field
strength in b) and c) are drawn. b) Plot of electric field strength drawn
over the region marked b in Fig.(4.2a). c) Plot of electric field strength
drawn over the region marked c in Fig.(4.2a). d) Plot of χ, the enhance-
ment factor of the evanescent wave above the wire as compared to the
strength of the evanescent wave above the bare waveguide.
tially with distance from the guide surface. The total electric field over the
waveguide may then be given by an analytical ansatz for the sum of these
two waves:
E(x, y) = E0e
− x2
2w20 e−K0y + E1e
− x2
2w21 e−K1y (4.3)
where K0 and K1 are decay constants depending on the wavelength coupled
through the guide, E0 and E1 are amplitude constants for the evanescent
wave, and w0 and w1 are width constants depending on the widths of the
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K0 / µm
−1
1000 nm 950 nm 900 nm 850 nm 800 nm 776 nm
Eq.(2.37) 1.031 1.154 1.301 1.483 1.710 1.840
Data 10.95 11.34 11.75 12.21 12.74 12.95
Tab. 4.1: Table of values of the decay constant k0 associated with the evanescent
wave of surface plasmons in a metal wire for various wavelengths be-
tween 1000 nm and 776 nm. Values of k0 calculated using Eq.(2.37) are
recorded in the first row, while values of k0 obtained from the data are
recorded in the second row.
wire and of the waveguide respectively.
Fitting appropriate values of K0, K1, w0, w1, E0 and E1 to Eq.(4.3),
we then calculate the enhancement factor χ(y) of the wave above the wire






Values of χ(y) are plotted in Fig.(4.2d) between y = 0.1µm and y =
0.5µm for various wavelengths between 1000 nm and 776 nm coupled through
the guide. From Fig.(4.2d), the enhancement factor is seen to be approxi-
mately 1.6 close to the waveguide surface, decaying to approximately 1.2
times at y = 0.5µm.
Values of K1 are also obtained by fitting Eq.(4.3) to the simulation data
for various wavelengths between 776 nm and 1000 nm. The fitted values of
K1 are recorded in Tab.(4.1), along with values of ky for the same frequencies
calculated using Eq.(2.37) for the sake of comparison. The same values are
also plotted in Fig(4.3a), along with similar values obtained by fitting Eq.
(4.3) to simulation data for a further set of wavelengths between 770 nm and
740 nm. A trial function of the form K1 =
√
n/λ2 +m is in turn derived
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(a) (b)
Fig. 4.3: Plots of a),K1 the decay constant of the enhanced evanescent wave, and
b), E0, the electric field amplitude at the surface of the wire and ex-
pressed in terms of Emax, the maximum strength of the waveguide mode,
obtained by fitting Eq.(4.3) to data obtained from FDTD simulations.
where both β is the wavenumber of the surface plasmon in the direction of
propagation, Kx is the wavenumber of the same in the horizontal transverse
direction, and K0 is the vacuum wavenumber. Fitting this expression to the
data contained in Fig.(4.3a, an R-squared value of approximately 0.9999, and
an Aikake information criterion of approximately -36, indicating a good fit
of the model to the data values.
Additionally, in Fig.(4.3b), we also plot the electric field amplitudes ob-
tained from the same fits of Eq.(4.3) to the same data.
It is seen from Tab.(4.1) that the decay constants associated with the
evanescent waves over the wires are significantly smaller than those calculated
using Eq.(2.37). As will be explained later, in Sec.(4.3.2), this is due to the
manner in which the narrow geometry of the wire affects the behaviour of
surface plasmons excited by the waveguide mode.
4.3.2 Analysis
The strength of the enhanced evanescent wave produced by surface plas-
mons in the metal wire depends on the amount of energy coupled from the
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waveguide mode into the wire. Integrating the energy density of the elec-
tromagnetic wave over the region immediately surrounding the wire, and
dividing by the total power coupled into the guide, the proportion of the
total power coupled from the mode into the wire is found. For 10 mW of
light coupled into a waveguide with 1000 nm wavelength, this proportion is
found to be approximately 2.2 × 10−4. Similarly small amounts of power
compared to the total size of the mode are coupled in to the wire by modes
of other frequencies. While this is still sufficient to enhance the evanescent
wave significantly in the region immediately above the wire, more effective
coupling between the mode and the plasmon is still to be desired, such that
further enhancement of the evanescent wave is possible.
To some extent, the weak coupling of energy between the mode and the
surface plasmon is due to the weakness of the electromagnetic oscillation near
the top surface of the waveguide. Simply put, as the bulk of the mode energy
is concentrated near the bottom of the guide, very little reaches the wire to
be coupled in to the surface plasmon in the first place. Additionally, the
narrowness of the thin wire itself contributes to the weakness of the coupling,
due to the lack of surface area in which atoms may come into contact with
the lower surface of the wire.
Another feature of note in our FDTD simulation is the size of the evanes-
cent waves compared to those predicted by Eq.(2.37). From Tab.(4.1) it
is seen that the values of K1 produced by this simulation are considerably
smaller than ky as given by Eq.(2.37) at similar frequencies. To explain the
large discrepancy between these values, some examination of the relationship
between the shapes of the wave and the wire is necessary.
To avoid transverse effects on the shape of the evanescent wave , a very
narrow wire was chosen for the purposes of the simulations described in
this thesis. This has allowed us to obtain a smooth enhanced evanescent
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Fig. 4.4: Plots of the transverse wave shapes of evanescent waves above the metal
wire produced by light coupled through the waveguide at a) λ = 730
nm and b) λ = 720 nm. At these wavelengths, higher-transverse modes
of the surface plsamon are excited by the input light. This causes the
analytical approximation given in Eq.(4.3) to fail.
wave, which varies as a Gaussian in the horizonal direction. Conversely, the
narrowness of the wire has also resulted in a tradeoff in terms of the extent
of the evanescent wave above the waveguide.
The minimum width W required to support a surface plasmon polariton





− [0 + Re(1)]
02
(4.6)
Using values for  given by [54], the minimum width of the wire required to
support surface plasmon resonance of the sort described in Sec.(2.5), increases
monotonically from 2.3 µm at 776 nm to 3.05 µm at 1000 nm, far larger than
width of the wire chosen for this simulation. As such, the only plasmons
present within the wire are non-resonant modes driven by the oscillation of
light passing through the guide. The narrowness of the wire also adds a
large transverse component to the wavevector of the driven plasmons. From
Eq.(4.5), it is then seen that the decay constant of the evanescent wave,
K1 also increases with the transverse component Kx, and therefore that the
evanescent wave decays more rapidly in vacuum.
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As the wavelength of the input modes falls below 740 nm, the analytical
expression Eq.(4.3) is found to fail. By inspection of the wave shapes of the
evanescent wave at 730 nm and 720 nm, this is due to the presence of higher-
order transverse modes of the surface plasmon being excited by the input
light (Fig.(4.4)). Conversely, Eq.(4.3) describes only the evanescent wave of
surface plasmons in which only the lowest-order transverse mode is excited
by the input light. Because of this, wavelengths below 740 nm have been
excluded from calculations carried out through the remainder of this thesis.
It can also be seen from Fig.(4.2b) that outside of the first few microns,
where considerable oscillations in the electric field are observed, the strength
of the enhanced wave remains relatively constant over the length of the wire.
This is in contrast to the observations made in [60,61], in which the radiative
modes propagating down the wire possessed a finite propagation length, over
which the field strength decayed to zero. In the case of the wire over the di-
electric waveguide, the field strength remains relatively constant throughout
due to the waveguide mode acting as a driving force for plasma oscillations
all along the wire.
While the evanescent wave over a narrow wire is both weaker and ex-
tends less far into the vacuum above the guide, subsequent chapters will
show that it still remains possible to detect atoms above the wire using this
wave. From Tab(4.1) and Fig.(4.3a), we also know that while the decay rates
of the evanescent waves are far smaller than those associated with a guided
mode, the values of these rates decrease predictably as the input wavlength
increases. As subsequent chapters will show, one may take advantage of the
different decay rates associated with different wavelengths to create dipole
potentials in which the attractive or repulsive dipole forces are locally dom-
inant at different locations, in turn allowing dipole potential wells capable
of confining atoms within a small volume above the wire to be created. As
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will also be shown in those chapters, the large values of K1 calculated in
Sec.(4.3.1) allow very tightly confining dipole potential wells to be created.
For the purposes of carrying out fluorescent imaging of trapped atoms,
one may take advantage of the uniform strength of the evanescent wave to
illuminate atoms along nearly the entire length of the wire, rather than as
they pass through a single point, as in [29–31]. As will also be seen in
subsequent chapters, not only does this relatively uniform evanescent wave
allow the creation of optical dipole potentials with very tight confinements in
the transverse direction, but also, in combination with an atom chip potential
created by wires placed underneath the waveguide, much looser confinements
in the axial direction. In Chapter 6, we discuss the use of such a potential
well to create and manipulate 1-dimensional states of matter.
4.4 Enhanced evanescent waves and trapped atoms–atom
fluorescence over the metal wire
Having managed to produce an enhanced evanescent wave using our metal
wire, we wish to make use of it. As mentioned previously, one proposed use
for such a wave is the illumination of atoms within a very small region for the
purpose of low-noise fluorescent imaging. Here, we test the simplest possible
implementation of the metal wire for this purpose by calculating the rate of
fluorescence of a single rubidium atom illuminated by the evanescent field,
generated by a mode near resonance with the 780 nm transition between the
5S1/2 and the 5P3/2 energy states
2.
The transverse cross-section of the wave above the wire shown in Fig.(4.2c)
2 At resonance, the transition becomes saturated at extremely low intensities. While
plenty of fluorescence is produced by atoms trapped above the waveguide, very little
contrast exists between the region above the waveguide, and the region away from the
waveguide. The mode passing through the guide is detuned from resonance in order to
increase the saturation intensity and thus the contrast between those areas illuminated by
the enhanced wave and those above the bare waveguide.
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(a) (b)
(c)
Fig. 4.5: a). 3-d plot of the rate of photons scattered per second from an atom
placed inside an evanescent wave generated by resonant (780 nm) light;
b). Plot of ξ(y), the contrast observed between the fluorescence of the
atom directly above the wire and the fluorescence immediately outside
the region affected by the wire; c). Logarithmic plot of Rphoton, rate of
fluorescence over the centre of the wire in terms of photons scattered per
second, against the distance of the atom from the waveguide surface.
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was renormalised for a total power of 1 µW coupled into the waveguide. The






where Isat = (h¯ωA21)/2σ(ω) is the saturation intensity of the transition,








and Ω = eXE0/h¯ is the Rabi frequency, X is the off-diagonal matrix element
between the ground and excited states, E0 is the electric field amplitude of the
incident light, δ is the detuning of the light from resonance, and Γ = A780nm
is the radiative decay rate from the excited state, equivalent in a two-level
system to the Einstein A coefficient between those levels.
Where the incident intensity I is large compared to Isat, Eq.(4.7) approx-
imates to a constant:
δP ' σ(ω)Isat (4.9)
Conversely, where I is small compared to Isat, the effective power of light
scattered per atom is approximated by:
∆P ' σ(ω)I (4.10)
As I increases relative to Isat, therefore, the rate of change of δP falls
towards 0, and thus, the effect of the enhanced evanescent wave on the rate
of fluorescence is correspondingly decreased. To maximise the effect of our
4. Simulations of Waveguides and Plasmonic Structures 70
enhanced evanescent wave, in these calculations, the power coupled through
the guide has been set to 1 µW. In turn, this produces an evanescent wave in
which I is much smaller than Isat, in which the power of the light scattered
of an atom is described by Eq.(4.10), and thus, we obtain the largest possible
enhancement of the scattering rate above the atom wire as compared to the
bare waveguide.
Dividing ∆P by h¯ω0, the total rate at which photons are scattered per
atom is found and plotted in Fig.(4.5a), over the same region as in Fig.(4.2c).
To determine the degree to which the fluorescence of the atom is enhanced
by the presence of the metal wire, it is first noted that the shape of the data







where, as in Eq.(4.3), κ0 and κ1 are the decay constants of the intensity,
W0 and W1 are width parameters determined by the size of the metal wire
and the guide respectively, and R0 and R1 are amplitude parameters of the
exponentials. Numerical data on the fluorescence rate of the 780nm transition
is calculated from the electric field data produced by the FDTD simulation.
The expression in Eq.(4.11) is fitted to the data, and the enhancement factor






This gives the relative strength of the fluorescence over the metal wire
as compared to that over a bare waveguide, which is equivalent here to the
contrast observed as an atom crosses the region above the wire.
A plot of ξ over the distance of the atom from the surface of the waveguide,
4. Simulations of Waveguides and Plasmonic Structures 71
from 0.1 µm to 0.5 µm, is given in Fig.(4.5b), accompanied by a logarithmic
plot of the peak fluorescence over the centre of the wire, plotted over the same
domain. From Fig.(4.5b), the fluorescence of the atom is enhanced by the
presence of the wire by a factor of approximately 2.25 times at a distance of
0.1 µm, declining exponentially to approximately 1.35 times at 0.5 µm from
the waveguide surface. Similarly, the rate at which the atom fluoresces varies
from the order of several millions at 0.1 µm from the waveguide surface, to
several hundreds at 0.5 µm.
Close to the surface of the waveguide, our evanescent wave atom detec-
tor is capable of imaging atoms over the wire with high contrast compared
to surrounding regions. This is especially useful in the case of experiments
similar to those described in [29] and [31], in which a very small region is
probed using tightly-focused light. As in [29] and [31], focusing the incident
light in a very small area increases the signal-to-noise ratio of fluorescent
imaging within that region(Eq.(2.20), allowing atom clouds to be probed at
very high resolutions, down to the level of individual atoms. In contrast
to [29] and [31], however, waveguides such as those simulated here may be
fabricated over a wide range of heights above the the surface of an atom chip.
Previous realisations of 1-dimensional atom clouds with high transverse con-
finements have been carried out with chip-to-atom distances between 15 [18]
to 50 µm [62]. By using the techniques described in Sec.(2.4), it is possible to
construct waveguides such that the evanescent field over the plasmonic wire
intersects the region in which the atoms are confined, which in turn may be
at any height above the chip within the range established by [18] and [62].
Using these methods, atoms confined at closer distances to the atom chip
than the radius of an optical fibre may therefore be detected via fluorescent
imaging.
5. MANIPULATION OF ATOMS THROUGH
METAL-ENHANCED EVANESCENT WAVES
5.1 Introduction
As described in Chapter 4, a metallic wire emplaced over a waveguide is
capable of generating a very localised, enhanced evanescent field immediately
above it. This field can then be used to manipulate clouds of atoms at
high resolutions. In this chapter, one such application of locally enhanced
evanescent fields over a metal wire is explored. Starting from simulations
of the evanescent field from light coupled into the waveguide at 776 nm
wavelength, and also at 1000 nm wavelength, the dipole forces exerted by
the detuning of these wavelengths from the 780 nm transition of rubidium
are calculated. As these wavelengths are detuned in opposite direction, they
exert opposite forces on any atoms above the wire. When both wavelengths
are coupled down the same guide simultaneously, the resulting potential is
the sum of the individual potentials generated by each frequency. By tuning
the relative powers of the beams coupled down the waveguide, this combined
potential can then be induced to take the form of a 1-dimensional potential
well running directly above the wire.
Having obtained a 1-dimensional potential well, we next calculate he trap
depths, the height of the trap over the wire, and the trapping frequencies
over a range of values for the strength of the modes coupled into the waveg-
uide. Using a harmonic approximation, the ground state energy levels associ-
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ated with the trapping frequencies are calculated, and compared to the trap
depths. From this, the number of trapped states available to each potential
well is also determined.
The parameters of traps created by coupling other wavelengths of light
down the waveguides are also explored and compared with those of the orig-
inal trap. Finally, a mechanism is proposed for finely controlling the param-
eters of the trapping potential by superposing potential wells created using
different wavelengths over each other.
5.2 The theory of the evanescent wave dipole potential
Before presenting the results of our simulations, we briefly outline the theory
describing the behaviour of the evanescent-wave dipole trap. From Eq.(4.3),
we know that the strength of the enhanced evanescent wave decreases expo-
nentially with height above the wire. The dipole force potential exerted on






where Ω = eXE0/h¯ is the Rabi frequency; δ is the detuning of the mode
from 780 nm, the wavelength of the transtions; e is the electron charge; and
X is the transition dipole moment of the 780 nm transition in rubidium1.
From Eq.(5.1), one can also see that the dipole force potential experienced
by an atom in the evanescent field also decreases exponentially with distance
over the wire.
When light at two different wavelengths is coupled down a waveguide on
which a metal wire has been mounted, each wavelength produces an enhanced
1 In this thesis, we use X = 4.227ea0, from [63]
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evanescent wave above the wire. In turn, the evanescent wave associated with
each wavelength exerts a dipole force on atoms trapped above the wire. The
total dipole force potential experienced by an atom varies with distance above
the wire as the sum of two exponentials:
Utot = U1e
−K1y + U2e−K2y (5.2)
where U1 and U2 are the strengths of the potential exerted by each wavelength
at the wire surface, and K1 and K2 are the exponential decay constants asso-
ciated with the same wavelengths. For two oppositely detuned wavelengths,































































where mRb is the mass of the rubidium atom.
In subsequent sections of this chapter, the characteristics of dipole po-
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tential wells generated using evanescent waves of oppositely-detuned modes
coupled simultaneously down a waveguide are calculated–in particular, the
depth of the trap, as well as the trapping frequencies associated with the po-
tential well. These characteristics are varied, first by adjusting the relative
power of modes coupled into the waveguide, and next by coupling light at
different wavelengths into the guide. Using these two methods, U1 and U2,
and in the case of the different wavelengths, K1 and K2, may be varied, and
in turn, the depth and trapping frequencies of the resulting potential may be
adjusted. Here, we examine the changes in these quantities with respect to
changes in the power and the wavelength, derive means of comparing and con-
trasting the performance of these wells under different conditions, and, with
the help of the equations above, attempt to explain the behaviour of these
wells as those conditions change. Additionally, by use of finite-difference
time-domain simulations, we obtain values of K1, K2, U1 and U2 for a vari-
ety of wavelengths coupled through the waveguide, and use these to calculate
actual values for the trap depths and transverse frequencies associated with
dipole force potential wells created using these wavelengths.
5.3 Simulations of the EM field for 1000 nm and 776 nm light
The fields used in this chapter are obtained by simulating modes of 1000 nm
and 776 nm light coupled down identical waveguides, with identical metal
wires laid down on top of the guide. Cross-sections of the field surrounding
the metal wire are taken from the furthest end of the computational cell.
The electric field values are over these cross sections are then normalised
for a total power through the waveguide of 10 mW. Using the normalised
electric field values, the dipole potential due to the fields are calculated from
Eq.(5.1). By inspection, the shape of the dipole force potential over the wire
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is found to be similar in form to the expression for electric field strength
given in Eq.(4.3), and a similar expression is therefore introduced to describe
this potential:
Uλ(x, y) = Umax1e
− x2
2w2 e−k1y + Umax2e
−k2y (5.8)
The expression above is then fitted to the values of the dipole force po-
tential calculated using Eq.(5.1).
From Eq.(5.1) Uλ scales with |E|2, and thus scales linearly with pλ, the
power of the mode coupled into the wire at wavelength λ. Using the expres-
sion Uλ obtained by fitting Eq.(5.8) to data calculated from the evanescent
field of light coupled into the waveguide at 10mW, it is then possible to cal-
culate the potential due to light coupled into the waveguide at arbitrary Pλ
simply by scaling Uλ by the ratio of Pλ to 10m mW. The combined dipole
potential due to light of wavelengths 1000 nm and 776 nm coupled into the








where U1000nm and U776nm are the dipole potentials of waveguide modes with
wavelength 1000 nm and 776 nm, obtained by fitting Eq.(5.8) to dipole force
potentials calculated using Eq.(5.1) from FDTD simulations of light coupled
through the guide, with the power coupled into the waveguide normalised at
10 mW. p1000nm and p776nm are the power coupled into the wire from each
waveguide mode, and pn(λ) is the power coupled into the wire from a mode
with wavelength λ travelling through the guide at 10mW.
Potential wells may be generated by selecting appropriate values for
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(a) (b)
(c) (d)
Fig. 5.1: Density plots of the a) the height of the trap minima above the chip sur-
face; b) the depth of the trap in µK; c) the horizontal trapping frequency
of the potential well; d) the vertical trapping frequency of the well, plot-
ted in terms of p1000nm, the power of the 1000 nm mode coupled into the
metal wire, and p776nm, the power of the 776 nm mode coupled into the
wire.
5. Manipulation of atoms through metal-enhanced evanescent waves 78
p1000nm and p776nm. The associated minima of wells generated over a range
of values of p1000nm and p776nm are located, and the associated trapping fre-
quency of each well is calculated. Density plots of these quantities, expressed
in terms of the power coupled into the wire from each mode, are given in
Fig.(5.1), with regions in which no potential well exists omitted from the
graph.
As atoms approach a chip surface, they begin to experience a van der
Waals interaction with said surface. As the strength of this interaction in-
creases as the distance to the chip surface decreases, the attractive force of
the interaction can overcome the repulsion of the trapping potential, breaking
the atoms out of the trap and pulling them into the chip surface. Those re-
gions of the graph in which the bottom of the potential well approaches closer
to the chip surface than 150 nm are therefore also omitted from Fig.(5.1)
From Fig. (5.1), it is seen that, similar to an atom chip trap, as the
trapping frequencies are increased, the bottom of the trap moves closer to
the waveguide surface. When combined with the minimum separation of 150
nm between the trap bottom and the surface, this imposes an upper limit on
the transverse frequency and depth of the trap. Within this limit, however,
transverse trapping frequencies of up to 125 kHz in the horizontal direction,
determined by the width of the wire, and 250 kHz in the vertical have been
achieved, along with maximum trap depths of 1.6 µK. These frequencies
are considerably larger than those obtained by previous experiments using
atom chips for the tight confinement of 1-dimensional gases, with values
ranging from the order of several kHz [17,44,64] to the order of several tens
of kHz [18], as well as high-frequency optical dipole traps also possessing
trapping frequencies on the order of tens of kHz [65]. This is also comparable
to the trapping frequencies on the order of hundreds of kilohertz obtained
by Kinoshita et. al. [39] using a crossed-beam optical lattice of blue detuned
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wavelengths.
Conversely, trap depths between 1 to 9 µK have been reported for previous
experiments involving 1-d gases on an atom chip [64]. The trap depths
observed in Fig.(5.1) exist on the low end of this scale. It should be noted,
however, that from Fig.(5.1), the amount of power coupled into the wire due
to each mode is only on the order of several µW. By increasing the power
coupled into the wire from the waveguide, both deeper and tighter traps than
those described by the values quoted here may be attained.
As the value of p1000nm through the wire increases, it becomes possible
to achieve higher transverse trapping frequencies and trap depths while still
remaining above the 150 nm limit. It is also noted, however, that as the tight-
ness and depth of the trap increase, the trap itself becomes more sensitive to

















































Let us consider the case in which K1 > K2. U1 is then identified as
the repulsive component of the combined potential, and U2 is the attractive
component. From Fig(5.1), we know that the bottom of the potential well
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approaches the waveguide surface as U2 increases and U1 decreases. Further-
more, by inspection of Eqs.(5.10) and (5.11), we know that the gradients
∂Umin/∂U1 and ∂Umin/∂U2 also become large for large U2 and small U1.
Under such conditions, the potential well becomes very sensitive to pertur-
bations such as trap noise. To safely trap atoms within a potential well
created using the evanescent waves of oppositely detuned waveguide modes,
very stable laser sources are therefore required in order to avoid such large
perturbations in the trapping potential.
In summary, by coupling two oppositely-detuned frequencies of light down
the same waveguide, it is possible, by tuning the relative powers of those
frequencies, to create a potential well using the dipole potentials induced
by the wire-enhanced evanescent waves. Using this method, it is possible
to achieve high trapping frequencies. However as the frequency increases,
the potential becomes more sensitive to perturbations. Thus, stable power
sources are required to avoid unwanted excitations of atoms within the trap.
5.4 The dipole potential well and the harmonic
approximation
It has been established in the previous section that potential wells with
strong trapping frequencies may be realised using a dual-wavelength evanes-
cent wave dipole trap. The depth of the dipole potentials relative to the
power coupled into the metal wire is also found to be on the order of several
µK for several tens of µW. However, the characteristics of the potential well
at a given power also depend heavily on the relative powers of the red- and
blue-detuned wavelengths that are coupled into the wire.
Before continuing, it is necessary to digress shortly regarding the approx-
imation we have made in order to assess the energy level characteristics of
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Fig. 5.2: Plot of the combined dipole force potential along the y-axis created by
enhanced evanescent waves of red- and blue-detuned modes over a metal
wire. The dashed horizontal line indicates the ground state energy ob-
tained by treating the dipole potential as a harmonic potential well,
while the solid line indicates the ground state energy obtained by solving
Schrodinger’s equation numerically in this potential.
trapped atoms in a potential well. In this thesis, we have used the formula
for the energy levels of trapped states in a harmonic potential as a convenient
means of estimating the energy levels of the ground state of trapped atoms:
Enxny = (nx +
1
2




It must also be noted, however, that due to the shallowness of the trap,
atoms within the trap do not truly experience a harmonic potential, even
within the ground state. In turn, this affects the value of the energy asso-
ciated with each trapped state. As can be seen in Fig.(5.2), the true value
of the ground state energy, obtained by solving Schrodinger’s equation for
a rubidium atom trapped in the dipole potential well, is significantly lower
than that predicted by the harmonic approximation.
Conversely, it is far less complicated computationally to extract the har-
monic frequencies of a dipole potential well before using those to calculate
the energy of the ground state than it is to numerically solve the Schrodinger
equation for what may possibly be a large eigensystem before extracting the
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correct eigenvalues from a large set of solutions. This is especially true when
it is necessary to determine the characteristics of potential wells over a large
range of values for p1000nm and p776nm. From Fig.(5.2), the ground state
energy obtained from the harmonic approximation is slightly larger, though
still relatively close to the value obtained by solving Schrodinger’s equation
numerically. Thus, for the sake of simplicity, in this thesis we have used the
harmonic approximation as a reasonable, though conservative estimate of the
ground state energy.
Returning to the matter of the number of trapped states which can be
supported in a given dipole potential well, we recall from Eqs.(5.5) and (5.7)
that the depth of the potential well increases linearly with p1000nm or p776nm,
while the transverse trapping frequencies increase with the square root of
p1000nm and p776nm, and that consequently, the transverse trapping frequency
is proportional to the square root of the trap depth. Similarly, the ground
state energy of atoms trapped within the well also varies with the square
root of the power coupled into the guide.
Using the ratio of trap depth to the ground state energy predicted by
the harmonic approximation, one may make a rough estimate of the values
of p1000 relative to p776 that allow a trapped state to exist. The minimum
values of p1000 and p776, and the relative sizes of in these quantities at which
a trapped state can exist, are found by plotting Fig.(5.3b) over the region in
which the ratio of trap depth to the harmonic ground state energy is greater
than 1.
Having studied the characteristics of potential wells created using two
oppositely-detuned waveguide modes, we now wish to optimise the trap-
ping characteristics of these wells. As shown in previous sections, one may
increase both the depth and the trapping frequencies associated with the
potential well simply by increasing the power coupled into the waveguide.
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Fig. 5.3: a)Plots of the ground state energy and the trap depth against p1000nm
calculated using the harmonic approximation for a dipole potential well
with a bottom located at y = 150nm; b) Density plot of the ratio of trap
depth to ground state energy, plotted around the point at which this
ratio crosses over from less than unity to greater than unity. For clarity,
only those regions in which the ratio of trap depth to ground state energy
exceeds unity, and in which the bottom of the trap is further than 150nm
from the surface are included in the plot.
Alternatively, however, from Eqs.(5.5) and (5.7), one may instead attempt
to optimise the trap depths and trapping frequencies associated with the
evanescent wave dipole trap by adjusting the wavelength of light coupled
in to the waveguide. In the next section, we investigate the effects on the
characteristics of the well of changing the wavelengths of the input modes.
Characteristics of potential wells created using wavelengths of red-detuned
light between 1000nm and 850nm and of blue-detuned light between 740
and 776 nm are calculated, and compared with those associated with the
potential wells previously investigated.
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5.5 Potential wells using alternative wavelengths
5.5.1 Introduction
Having examined the characteristics and the feasibility of our dipole trapping
potential using light coupled into the waveguide at 1000nm and 776nm, we
now wish to conduct a more general survey on the characteristics of dipole
potentials produced using different wavelengths. In this section, two sets of
simulations are carried out. First, a set of dipole potential wells are simulated
in which the repulsive potential is provided by blue-detuned light at 776nm,
while the wavelength of the red-detuned light is varied between 1000nm and
850nm. Next, we simulate a set of dipole potentials in which the wavelength
of the red-detuned light is held at constant at 1000nm, while that of the
blue-detuned light is varied between 740nm and 776nm
To provide a numerical basis for this comparison, and taking the data
calculated and displayed in Figs.(5.1) and (5.3b) as a basis, several char-
acteristic quantities are proposed that may be derived from the behaviour
of the potential well. First, it is noted that the lower right portions of the
graphs displayed in Figs.(5.1) and (5.3b) are cut off, as the values within
those regions are associated with potential wells in which the trap bottom is
less than 150nm above the wire. The edge of this cutoff therefore corresponds
to the line along which the height of the trap bottom above the chip surface
is 150nm. From Eq.(5.3), one may see that in order to maintain constant y0
as U1 and U2 increase, the ratio U1K1/U2K2 must remain constant. We also
recall from Eq.(5.1) that Uλ, the potential experienced by an atom due to
the evanescent wave associated with the mode with wavelength λ, scales lin-
early with pλ, the power of the mode coupled through the guide. From these
observations, and by inspection of the cutoff line in Figs.(5.1) and (5.3b),
one may conclude that this line therefore corresponds to a linear relationship
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Fig. 5.4: Plots of a). the trap depth, in µK; b) the transverse trapping frequencies;
and c) the squares of the transverse trapping frequencies, plotted along
the line in Figs.(5.1) and (5.3) corresponding to those values of p1000nm
and p776nm at which the trap bottom is 150nm away from the chip surface.
As this line is defined by a linear relationship between p1000nm and p776nm,
these values can simply be plotted against the corresponding value of
p1000nm or p776nm. Here, the data is plotted against p1000nm. Similarly,
gradients of the lines in (5.4a) and (5.4c) may also be calculated against
p1000nm
between p1000nm and p776nm.
It is also observed that the trap depth appears to increase linearly along
this line, while the transverse trapping frequencies associated with the po-
tential well appear to increase as square root functions along the same line
(Fig.(5.4)). In turn, this agrees with the expressions for U0 and F given in
Eqs.(5.5) and (5.7).
From these observations, we therefore propose that the quantities used to
characterise the behaviour of the dipole traps be derived from the gradient
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Fig. 5.5: Plots of partial derivatives characterising the behaviour of dipole traps
created using oppositely-detuned waveguide modes. Here, the blue-
detuned wavelength of light is held constant, while the red-detuned mode
through the waveguide is varied at 50nm intervals between 850 and
1000nm. Values plotted here are: a) A, the partial derivative of the trap
depth, and b), Wy, the partial derivative of the square of the transverse
frequency in the vertical direction. All partial derivatives are calculated
relative to p776nm, the power of the blue-detuned mode coupled through
the waveguide.
of the trap depth along the line corresponding to a trap height of 150nm,
as well as the gradient of the square of the trapping frequencies along the
same line. As this line is defined by a linear relationship between p1000nm
and p776nm, the calculation of our characteristic quantities may be simplified
by mapping a given point on the line to the corresponding value of p1000nm
or p776nm. Using this mapping, our characteristic quantities can then be
found by taking the partial derivative of the trap depth or the square of the
frequency with respect to p1000nm or p776nm.
5.5.2 Characteristics and behaviour of potential wells using different
wavelengths
In this section, we study the trap depths and frequencies of potential wells
where the wavelength of blue-detuned light is held constant at λ = 776nm,
while the wavelength of the red-detuned light is varied at 25nm intervals be-
tween 800 nm and 1000 nm. Similarly, we also calculate the trap depths and
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trapping frequencies of potential wells in which the wavelength of red-detuned
light is held constant at 1000 nm, while the wavelength of blue-detuned light
is varied at 10nm intervals between 770nm and 740nm. To provide some basis
whereby potential wells formed using different wavelengths may be compared










Here, λb refers to the wavelength of the input mode which is held constant,
while λa refers to the wavelength of the oppositely-detuned mode which is
varied in each set of calculations. Plots of A and Wy are for the case where
the blue-detuned light is held constant at 776 nm and the wavelength of the
red-detuned mode is adjusted between 1000 nm and 850 nm are given in
Fig(5.5).
From Figs.(5.5a) and (5.5b), we find A and Wy both increase linearly with
λ, the wavelength of the red-detuned mode. In concrete terms, this means
that the depth of the well increases faster with p776nm as the wavelength of
the red-detuned light moves farther from resonance. Similarly, the transverse
trapping frequencies of the potential well also increase faster with p776nm as
the red-detuned light is moved further from resonance.
We next calculate the trap depths and frequencies associated with poten-
tial wells created using red-detuned light held constant at λ = 1000nm, while
varying the wavelength of blue-detuned light at 10 nm intervals between 740
nm and 776 nm. The partial derivatives A and Wy for this set of simulations
are calculated relative to p1000nm, and recorded in Fig.(5.6).
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Fig. 5.6: Plots of partial derivatives characterising the behaviour of dipole traps.
In this plot, the red-detuned wavelength of light is held constant, while
the wavelength of the blue-detuned light is varied in 10 nm intervals
between 740 nm and 776 nm. As in Fig.(5.5), the values plotted here
are: a) A, the partial derivative of the trap depth, and b), Wy, the
partial derivative of the square of the transverse frequency in the vertical
direction.
Similar to the behaviour observed in Fig.(5.5), A and Wy increase mono-
tonically as the blue-detuned light is moved further from resonance. As in
the case of the red-detuned light, the depth and the trapping frequency as-
sociated with the potential well increase faster with p1000 as the wavelength
of the blue-detuned light is moved away from resonance.
By maximising the detuning of the waveguide modes, one maximises not
only the transverse trapping frequencies associated with that potential well,
but also the depth of the trap. More importantly, we know from Eqs.(5.5)
and (5.7) that the trap depth varies linearly with the power coupled into the
guide and that the trapping frequency varies with the root of the power. By
increasing the detuning of the waveguide modes in either direction, not only
are the transverse frequencies and the trap depth maximised, but also the
ratio of the trap depth to the ground-state energy of atoms trapped within
the well. In turn, this minimises the probability of atoms escaping from the
potential well. From the evidence of the results presented here, therefore,
one may optimize the characteristics of an evanescent wave dipole potential
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well by making use of waveguide modes that are detuned as far as possible
from resonance in both directions.
5.6 Conclusion
In this chapter, we have made use of the results of FDTD simulations of the
enhanced evanescent wave of light detuned from resonance above a metal
wire to calculate the dipole force potentials exerted by the evanescent wave
on a rubidium atom. By combining evanescent waves created by two separate
wavelengths of light, each detuned in opposite directions from resonance, a
cylindrical dipole force potential well may be created above and parallel to
the metal wire. The characteristics of this potential well, such as the trap
depth, the distance of the trap bottom from the waveguide surface, and the
transverse trapping frequencies, may be manipulated by adjusting the power
of the red- and blue-detuned waveguide modes relative to each other.
First, we calculate the characteristics of a dipole potential well created
using the enhanced evanescent waves of 1000 nm and 776 nm light coupled
down the same waveguide. The trap depths and transverse trapping fre-
quencies of the potential created by linear combinations of the potentials of
these evanescent waves are calculated from analytical approximations fitted
to the data over a range of values for the power of each wavelength coupled
down the guide. To minimise loss of atoms from the potential well via van
der Waals interactions with the surface of the wire, a minimum separation
of 150nm is imposed between the trap bottom and the surface. Conversely,
both the trap depth and the transverse trapping frequencies increase as the
separation between the trap bottom and the wire surface decreases.
Having calculated the characteristics of dipole potential wells created us-
ing the evanescent waves of two oppositely-detuned modes of light, we then
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investigate the way in which those characteristics affect the trapping perfor-
mance of the well. In particular, we investigate the energy-level spectrum
available to atoms trapped within a given potential well. Using a harmonic
approximation, the ground-state energies of the potential well are calculated
from the transverse trapping frequencies and compared to the trap depths
over a range of input powers for the two modes of light.
Having studied the characteristics of dipole potential wells created using
evanescent waves of light at 1000 nm and 776 nm, we next study the charac-
teristics of dipole potential wells created using different wavelengths of light.
To obtain some means of comparison between potential wells created using
different wavelengths, it is proposed to use A, the partial derivative of the
trap depth relative to the input power of one of the modes, and Wy, the par-
tial derivative of the squares of the transverse trapping frequencies relative
to the same input power. First, red-detuned modes of light between 850 and
1000 nm are tested, while the wavelength of the blue-detuned mode remains
constant at 776 nm. From these calculations, it is found that both A and
Wy increase linearly as the wavelength of the red-detuned mode increases.
In physical terms, this means that it is possible to generate a deeper, tighter
potential well for a given input power using a longer wavelength than it is
using a shorter one.
The characteristics of dipole potential wells in which the red-detuned
wavelength is held constant, while the blue-detuned wavelength is gradually
moved away from resonance are also investigated. Calculations are carried
out for potential wells created using blue-detuned modes of light between 740
and 776 nm, and a red-detuned mode held constant at 100 0nm. Just as in
the previous set of calculations, it was found that, as the blue-detuned light
moved further from resonance, A and Wy increased. Taking the results of the
previous two paragraphs together, it therefore appears that one may optimise
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a dipole potential well created using evanescent waves of oppositely-detuned
waveguide modes by using the widest available detuning of those modes.
6. FUTURE APPLICATIONS OF THE EVANESCENT
WAVE DEVICE
6.1 Introduction
As seen in Chapters. 4 and 5, metal wires over waveguides are capable of
producing enhanced evanescent fields within a small region, and furthermore,
when modes of two different frequencies are coupled down the same waveg-
uide, each frequency being detuned in the opposite direction from a selected
transition, the dipole potentials induced by each mode over the wire com-
bine to form a very tight, one-dimensional potential well over said wire. In
this chapter, potential applications of this device are discussed, in particular
the use of the enhanced evanescent wave to excite multiple-photon transi-
tions for the purposes of low-noise fluorescent imaging of atoms, as well as
the use of the tightly-confining potential described in Chapter. 5 to create a
Tonks-Girardeau gas, a unique state of matter consisting of a string of tightly
confined in a 1-dimensional potential.
Firstly, we discuss the use of the enhanced evanescent wave to excite
transitions between the 5s state of rubidium and the 4d state via a two-
photon absorption process. Fluorescence caused by spontaneous emission
from these excited states produces photons with different energies from the
incident photons. Photons scattered from other sources can then easily be
filtered out of the captured image of the atoms, thus removing noise from
that image. The rates of fluorescence produced by spontaneous emission
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from the excited state are calculated for the two-photon transition, in order
to assess the feasibility of carrying out imaging of trapped atoms using these
transitions.
Secondly, the characteristics of the tightly-confining 1-dimensional po-
tential calculated in Chapter 5 are analysed. In particular, the transverse
dimensions of the potential, a⊥, and the 1-dimensional scattering length of
rubidium in that potential, a1 are derived from the transverse trapping fre-
quencies. Values of γ, a dimensionless parameter that depends on a⊥, a1,
and the 1-dimensional density of atoms, and which characterises the states of
atom gases in 1-dimensional potentials, are taken from experimental realiza-
tions of a Tonks-Girardeau gas [39, 40]. Comparable values of γ are derived
from the values of a⊥ and a1 obtained in Chapter 5, and the maximum atom
densities required to achieve those values are compared to the observed values
from [40] and [39]. Finally, we discuss the integration of atom chip structures
with the evanescent-wave dipole trap, in particular, the use of such structures
to manipulate trapped atoms and their parameters along the axial direction.
6.2 Fluorescent atom imaging using multiple-photon
resonances
6.2.1 Introduction
From Chapter. 4, the metal wire above the waveguide is capable of enhancing
the evanescent wave within a small region over the centerline of the guide.
In that chapter, the use of this enhanced wave to in turn locally enhance the
rate of fluorescence over the wire was investigated. By passing trapped atoms
across the wire and observing the change in fluorescence as they pass through
the enhanced evanescent wave, experiments such as single-photon detection,
correlation measurements of trapped atoms, and atom spectroscopy may be
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carried out, in a similar manner to those described in [29, 31]. In contrast
to [31] and [29], the waveguide may be fabricated at an arbitrary distance
over the chip wires, allowing atoms to be illuminated at similarly arbitrary
distances from the chip surface.
While use of the enhanced evanescent wave above the wire to perform
fluorescence imaging of atoms may allow trapped atom clouds to be imaged
at high resolutions, even down to the level of single atoms, the quality of
images obtained using this method may remain less than ideal. In particular,
noise is introduced to the image by the scattering of photons from sources
other than the atoms, such as from defects on the waveguide surface. In
addition to this, as the atoms move further from the waveguide surface,
the contrast between the fluorescence over the wire and the fluorescence
away from the wire decreases. Two things therefore are desired–first, that
some means be found of distinguishing between photons scattered from atoms
and photons scattered from other sources, and secondly that some means
be found of increasing the factor by which the fluorescence of those atoms
is enhanced by the wire. One possible method of accomplishing this is to
make use of multiple-photon resonances between atomic energy levels. Two
or more photons are absorbed by atoms to induce a single transition to
an excited state, which then decays, emitting a single photon possessing
the combined energy of the absorbed photons. Photons scattered off other
sources retain their original energy, and thus can be easily filtered out of
the image, eliminating any noise due to said scattering. Furthermore, as
will be shown below, the effective Rabi frequencies of these transitions scale
nonlinearly with the incident intensity. The response of such transitions
to a slight increase in the intensity is therefore stronger than the response
associated with a direct transition.
In this section, we study the use of the enhanced evanescent wave to
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induce multiple-photon transitions. In particular, we consider the absorption
of two photons of wavelength 1032 nm to excite electrons from the 5s to the
4d state of rubidium by stimulated Raman passage, with the 5p state acting
as an intermediate level.
6.2.2 Stimulated Raman passage via the enhanced evanescent wave
Let us consider a three-level atom with ground and excited states |1〉 and
|2〉, with an intermediate state |i〉 between them, and illuminated by light at
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where ujk = E0Xjk, and Xjk is the transition dipole moment between the
states |j〉 and |k〉.
Perturbation theory predicts that the wavefunction of the atom with re-
spect to |1〉 and |i〉 is:
|Ψ〉 = e−iE1th¯ |1〉 − Ω1i







where Ω1i is the Rabi frequency of transitions between |1〉 and |i〉, and h¯ω1i
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is the energy of the transition between |1〉 and |i〉. The transition between |i〉
and |2〉 under illumination from light at frequency ω is described by a similar
wavefunction Φ = ci |i〉+ c2 |2〉, in which the rate of change of the amplitude
c2 is given by:




By taking the amplitude of the |i〉 term in Eq.(6.4) and substituting it
for ci in Eq.(6.5), a new expression for c˙2 is obtained. Upon integrating,
and making use of the rotating-wave approximation for E2 − E1 ' 2h¯ω, the
following expression for c2 is obtained:
c2(t) ' h¯
2Ω1iΩi2




Reasoning from the similarity between this expression and the corre-
sponding one for excitation with a single photon, this transition possesses
an effective Rabi frequency given by:
Ωeff =
h¯Ω1iΩi2
2(Ei − E1 − h¯ω) (6.7)
By further analogy with the equations for single-photon excitation, coun-
terparts for various quantities associated with said excitation can be calcu-
lated for the two-photon transition. These include the components of the
Bloch vectors, and from these, the absorption cross-section σ.
The form of the expressions for these quantities is nearly identical to
those for the corresponding values related to the single-photon transition,
and the quantities themselves can be written simply by replacing terms in
the expressions for the single-photon transition with values corresponding to
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the multiple-photon transition. For example, the absorption cross section σ
for an atom illuminated by light at frequency ω, which excites a transition
between two states |1〉 and |2〉, is given by:
σ =
Ω2/4




where Ω is the Rabi frequency of the transition, ω0 ' ω is the frequency
of the transition, and A21 is the Einstein coefficient govening spontaneous
emission between |2〉 and |1〉. If instead we have a transition between |1〉 and











A21g˜H(2ω − ω0) (6.10)
where Ωeff is given by Eq.(6.7) and g˜ is the line shape function. The only
changes to this expression are that Ω is replaced by Ωeff , and the h¯ω term
representing the energy of each scattered photon is replaced by 2h¯ω, repre-
senting the absorption of two photons in the transition, and the scattering
of the sum of their energies in a single photon.
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Fig. 6.1: Energy-level schematic for the two-photon transition between the 5s and
4d state of rubidium. Incoming photons at 1032nm excite electrons
through the 5s to 4d transition by coupling both end states to the inter-
mediate 5p state.
Substituting Eq.(6.12) into the expression for Ωij, and then substituting
the resulting expression into Eq.(6.11) we obtain the following expression for
g˜(2ω − ω0):
g˜(2ω − ω0) = h¯A2iAi1c
30E2
(2(Ei − E1 − h¯ω)2) [(2ω − ω0)2 + Γ2/4]ω3 (6.13)
where A2i and Ai1 are the Einstein coefficients for spontaneous decay between
the excited state, the intermediate level and the ground state, Γ is the decay
coefficient between the states |2〉 and |1〉, and E is the electric field amplitude
of the incident light.
By substituting Eq.(6.10) into Eq.(4.7), the rate of fluorescence induced
by the enhanced evanescent wave produced by light coupled into the waveg-
uide at 1032 nm is calculated (Fig.(6.2a)). As in Chapter. 4, the enhance-
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Fig. 6.2: a). 3-d plot of the fluorescence rate of 780 m due to the two-photon
transition excited by the evanescent wave of 1032 nm light. Atoms are
excited from the 5s to the 4d ground state via the absorption of two
1032 nm photons before decaying first to the 5p, then back to the ground
state, emitting first a 1529 nm photon, and then a 780nm photon. b).
Plot of ξ(y), the contrast observed between the fluorescence of the atom
directly above the wire and the fluorescence immediately outside the
region affected by the wire; c). Logarithmic plot of fluorescence per atom
over the centre of the wire in terms of photons scattered per second,
against the distance of the atom from the waveguide surface.
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ment factor of the fluorescence due to the metal wire is calculated and plotted,
using parameters obtained by fitting the numerical data to Eq.(4.3). Finally,
we plot logarithmically the peak fluorescence rates above the centre of the
guide. For the purposes of comparison, the values of ξ obtained for the direct
780 nm transition in Sec. (4.4) are plotted along the same axes in Fig.(6.2b).
From Fig(6.2b), it can be seen that the fluorescence of the atom between
the 4d and 5s states is considerably enhanced by the presence of the wire,
by approximately 9.5 times at 0.1 µm from the waveguide surface, declin-
ing exponentially to approximately 2.4 times at 0.5 µm from the surface.
By comparison with the line taken from Fig.(4.5b), it is seen that, as pre-
dicted, the effect of the metal wire is stronger with regard to the two-photon
transition than it is for the direct transition between the 5s and 5p state.
While the presence of the metal wire allows the fluorescence of the atom
due to the stimulated Raman passage between the 5s and 4d states to be
strongly enhanced, the actual response of the transition to incident light is
far less strong than in the case of a direct transition. From Eq(6.13), the
absorption cross-section σ of the two-photon transition varies as the inverse
of the detuning between the incident light and the energy level difference
between the ground state and the intermediate level, which in the case of
the 5s to 4d transition in rubidium is the detuning between light at 1032 nm
and at 780 nm. To achieve the fluorescence rates recorded in Fig.(6.2a) and
Fig.(6.2c), it was necessary to normalize the power through the waveguide
at 10 mW, several orders of magnitude larger than the 1 µW which was used
in Chapter. 4. Even having coupled such power through the waveguide and
into the metal wire, the rates of fluorescence achieved over the wire remains
considerably smaller than those recorded in Fig.(4.5). Furthermore, the rate
of fluorescence over the wire decays even faster as the height of the atoms
above the waveguide surface increases–from Fig.(6.2c), the rate at which
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photons are emitted over the wire declines to less that one per second at
approximately 0.46 µm above the surface.
To all appearances, while the presence of the wire does enhance the flu-
orescence of the stimulated Raman passage between the 5s and 4d state,
the actual rate at which photons are scattered by the incident light remains
small. This rate, however, responds more strongly to changes in the electric
field amplitude of incident light, behaving quadratically rather than linearly
as in the case of the direct 5s-5p transition. For the purposes of allowing
such a device to become feasible, further optimisation of the coupling from
the waveguide into the wire, in order to increase the strength of the enhanced
evanescent field, is expected to yield twin benefits in the form of increased
scattering over the wire, as well as a stronger contrast between the enhanced
and unenhanced regions of the evanescent wave.
6.2.3 Conclusion
The high intensities of the evanescent field obtained by coupling light from
the mode of a dielectric waveguide to the surface plasmon of a metal structure
emplaced on top of a waveguide raise the possibility that low-noise fluorescent
imaging of trapped atoms may be performed by exciting multiple-photon
transitions that then decay, releasing high-energy photons that can be easily
separated from the much less energetic incident photons. As the intensities
of the light increase, higher-order transitions become available, and thus the
separation between the incident and emitted photons increases.
The rate of fluorescence due to the two-photon transition between the
5s and 4d states of rubidium was found to be strongly enhanced over the
wire. However, to achieve significant rates of fluorescence, it was necessary
to increase the power coupled through the waveguide by a factor of 104 over
the value used in Sec. (4.4). Furthermore, the fluorescence decays rapidly
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with distance above the surface of the waveguide.
Using two photons to induce transitions between the 5s and 4d state,
fluorescence rates on the order of several thousands of photons per second can
be observed, albeit only within a short distance of the wire. This transition
may therefore be impractical when attempting to detect atoms confined much
further from the waveguide. Where the atoms are confined much closer to
the waveguide surface, such as in the case of the dipole potential discussed in
Chapter 5, the two-photon transition is capable of inducing fluorescence with
sufficient frequency that atoms may be detected over the wire. It is noted,
in fact, that the wavelength of the incident light exciting the two-photon
transition is very close to that of the red-detuned light used in Chapter 5. The
possibility then suggests itself that the same wavelength may be used in an
evanescent-wave dipole trap not only to provide an attractive potential in the
direction of the waveguide surface, but also to excite two-photon transitions
for fluorescent imaging, allowing atoms in this potential to be easily imaged.
6.3 Tight dipole trapping and the Tonks-Girardeau gas
6.3.1 Introduction
As discussed in Chapter. 5, very tight 1-dimensional potential wells, running
above and parallel to the centerline of the waveguide, can be generated using
the enhanced evanescent fields of modes of two different frequencies of light
coupled down the same waveguide. Within these tight trapping potentials,
only one transverse energy level is available to be occupied by trapped atoms.
Atoms trapped in this potential therefore fulfil the condition necessary for the
creation of a 1-dimensional gas–namely, that transverse energy levels higher
than the ground state remain inaccessible to trapped atoms. One unique
state of matter which has been investigated in recent years is the Tonks-
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Girardeau gas [39,40], consisting of a collection of bosonic atoms, held in the
ground state of a 1-dimensional trapping potential with comparable trapping
frequencies to the potential well investigated in Chapter. 5.
One consequence of this tight confinement of atoms in the Tonks-Girardeau
gas is that atoms are unable to pass each other along the length of the
1-dimensional potential. The gas therefore takes the form of a truly one-
dimensional line of atoms along the centre of the trapping potential. More
importantly, the bosonic atoms that make up the Tonks-Girardeau gas ex-
hibit quasi-fermionic behaviour–while multiple atoms in the gas are able to
occupy the same momentum state, a kind of ”exclusion principle” is in effect,
the interaction between atoms preventing those atoms from occupying the
same location within the gas.
6.3.2 The wavefunction of a Tonks-Girardeau gas
A Tonks-Girardeau gas is a collection of bosonic atoms described by the








+ V ψ = Eψ (6.14)
where ψ is the wavefunction of the system, a is the size of the impenetrable
core of each atom, and x1 to xn are the spatial coordinates of the n particles
making up the system. The impenetrability of the atoms is expressed by
specifying the following condition for the solution:
ψ(x1, x2, . . . , xn|xj = xl) = 0, 1 ≤ l < j ≤ n (6.15)
If one ignores the fact that the gas is made up of bosonic atoms, the
wavefunction of a free fermionic gas is a solution of the above equation that
obeys the condition given by (6.15). This wavefunction is given for a gas of
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N atoms by the well-known Slater determinant of the first N single-particle
solutions of the Schrodinger equation in a potential V :




ψ1(x1) ψ2(x1) ... ψN(x1)
...
...
ψ1(xN) ψ2(xN) ... ψN(xN)
∣∣∣∣∣∣∣∣∣∣
(6.16)
By defining an anti-symmetric function,




|xj − xl| (6.17)
this anti-symmetric fermionic wavefunction can be transformed to a sym-
metric solution of equation (6.14) that obeys (6.15), with similar eigenvalues
to those of the Fermi wavefunction [38].
ψb = Aψf = |ψf | (6.18)
6.3.3 Momentum distribution functions of a Tonks-Girardeau gas
While the spatial distribution of a Tonks-Girardeau gas resembles that of a
gas of free fermions, the momentum distribution of the same gas does not
resemble the classical distribution of a Fermi gas. Rather, the momentum dis-
tribution is strongly peaked around zero. The momentum distribution, n(k),









where ρ(x, x′) is given by:
6. Future Applications of the Evanescent Wave Device 105
ρ(x, x′) = N
∫
ψBi(x, x2, x3, . . . , xN)ψB(x
′, x2, x3, . . . , xN)dx2dx3 . . . dxN
(6.20)
An analytic expression for this integral in the thermodynamic limit (N →
∞, L→∞) was obtained by Vaidya and Tracy [66], which when substituted
into the momentum distribution equation yielded a distribution strongly-
peaked about the origin.
6.3.4 Tonks-Girardeau gases in real traps–the Lieb-Liniger parameter
The interaction that governs collisions between impenetrable atoms at low





with ψ being the collective wavefunction of the colliding atoms. The
scattering amplitudes of atoms interacting with this pseudopotential were
examined by Olshanii [16], for a gas of atoms at low energies within an
elongated, narrow harmonic potential. The energy of the atoms was limited
by the gap between the ground and first excited states of the transverse
wavefunction, confining them to the transverse ground state. As the atomic
energies approach zero, the variations of the scattering amplitudes converge
with those arising from a δ-function interaction:
U(r) = gδ(r) (6.22)
Analysis of a one-dimensional gas with δ-function interactions was carried
out by Lieb and Liniger [68]. For a gas of atoms within a 1-dimensional
potential V, the Hamiltonian is:
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+ (V + g1
∑
i<j
δ(xj − xi)) (6.23)
From their examination of the solutions for this Hamiltonian, Lieb and
Liniger isolated a single parameter governing the behaviour of the gas: γ =
g1/ρ1D, where g1 is the coupling paramter between atoms in the 1-dimensional
gas, and ρ1D is the 1-dimensional density of atoms along the length of the
trap. For γ = ∞, the solution is that of the Tonks-Girardeau gas. One
consequence of this result is that the behaviour of the gas moves closer to the
Tonks-Girardeau solution as the 1-dimensional density of the gas decreases.
Further work by Lieb and Seiringer defined a spectrum of behaviours as the
value of γ increased from zero to infinity [69], transiting from the ideal gas
state through the Gross-Pitaevskii and Thomas-Fermi regimes before arriving
in the Tonks-Girardeau state.
Thus, the conditions necessary to obtain a Tonks-Girardeau gas from a
gas of neutral atoms within a harmonic potential become known–firstly, that
the energy of the gas is sufficiently low to prohibit excitation into higher
transverse energy states, and secondly that the interatomic coupling constant
is sufficiently high, and the density of the gas is sufficiently low, that the ratio
of these two quantities approaches infinity.
6.3.5 Tuning the Lieb-Liniger parameter–coupling constants and atom
trap parameters
For a gas of atoms within an elongated harmonic potential, the 1-dimensional
interatomic coupling constant, g1, is given by [16]:




where a1 is the 1-dimensional scattering length of collisions between the
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where a is the free-space scattering length between two atoms, C = 1.46
(from [16]), a⊥ =
√
2h¯/mω⊥ is the size of the transverse ground state of
the potential, and ω⊥ is the frequency of oscillation of the transverse ground
state. As ω⊥ increases, a⊥ goes to zero, and g1 goes to infinity. The Lieb-
Liniger parameter, γ, may therefore be tuned either by changing the trans-
verse tightness of the 1-dimensional confinement, or simply by adjusting the
number of atoms in the trap. At low γ, the kinetic term in Eq. (6.23)
dominates over the interaction between the atoms, and the atoms exist in a
quasi-condensate state, macroscopically occupying the lowest energy levels
of the confining potential. As γ increases, the interaction term g1 begins to
dominate over the kinetic energy of the atoms. At higher values of γ, the
atoms are no longer able to interpenetrate with each other, and the motion
of atoms along the axis of the 1-dimensional potential is frozen out by the
inter-atomic repulsions.
It must be noted that previous discussion has pointed out that the po-
tential experienced by atoms inside the dipole potential well is not truly
harmonic. In Eq.(6.25), a⊥ is defined as the width of a harmonic potential
well at the ground state energy defined by h¯ω⊥. As in Sec.(5.4), to properly
calculate a⊥, it is first necessary to numerically solve Schrodinger’s equation
for the ground state energy. The resulting value may then be plugged into
Eq.(5.9), which may then in turn be solved for the size of the potential well
associated with that ground state energy. As also noted in Sec.(5.4), this
method of finding the ground state energy associated with a given potential
well is more computationally complex than simply making use of a harmonic
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approximation to estimate said energy. In the interests of simplifying our
calculation, therefore, we again make use of the harmonic approximation for
our potential well in the calculations that follow.
It must also be noted that the expression given by Eq.(6.25) was derived
for the case of a 1-dimensional atom gas trapped in an infinite harmonic po-
tential [16]. More specifically, part of this derivation involves an expansion
of the transverse wavefunctions of trapped atoms as a series over the eigen-
states of the harmonic potential. It is obvious that any real potential well
must deviate in some way from this simplified model. However, to generalise
the method used in [16] for a real, possibly anharmonic potential well is how-
ever not an easy task. Hence, for the sake of simplicity, we have simply used
the expression given in Eq.(6.25).
As a final aside, we must also note that, as the depth of a potential well
is increased, so does the accuracy with which the lowest energy states within
the well may be estimated by the harmonic approximation. If we recall from
Eq.(5.5) that the depth of the dipole potential well is directly proportional
to the power coupled into the wire, it is therefore possible to maximise the
validity of the harmonic approximation, and thus the validity of predictions
made using Eq.(6.25), simply by increasing the power coupled into the wire
from both modes, thereby creating a deeper, tighter trap.
6.3.6 1-dimensional gases in the dipole potential
From previous subsections, the parameters of a trapping potential required to
create a Tonks-Girardeau gas are known–first that the density of the atoms
within the trap is very small, and that the transverse trapping frequencies
of the trap are very large. From Chapter. 5, very high trapping frequencies
have been shown to be feasible using the dipole trap created from enhanced
evanescent waves over a waveguide. With such a trap, therefore, it in turn
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becomes feasible to prepare a Tonks-Girardeau gas.
A more rigorous criterion for the formation of a Tonks-Girardeau gas is
given by [16]:
kz |a1|  1 (6.26)
where h¯kz is the axial momentum of atoms within the gas. For a box of
length L, with periodic boundary conditions, the wave number kz is bounded
by the limit:
|kz| < pi(N − 1)
L
(6.27)
where N is the average number of atoms within the length L.
Some comparison can be made to results obtained by [40] and [39] using
the parameters calculated in Chapter. 5. From both [40] and [39], atom gases
are found in the Tonks-Girardeau state at γ = 5.5, where γ = −pi/kza1.
From the transverse trapping frequencies obtained in Chapter. 5, the
maximum linear density of atoms along the long axis of the trap required to
produce γ ≥ 5.5 is calculated and plotted in Fig.(6.3), over the same range
of values as Fig.(5.3).
By comparison, the atom density of approximately 77 atoms per hundred
microns was reported by [39]. It is therefore possible, using the evanes-
cent wave dipole trap, to produce a 1-dimensional potential well capable
of confining a gas of neutral atoms in the Tonks-Girardeau regime, with
similar or higher γ, and with similar or higher atom densities than those
achieved in [39]. These densities are furthermore considerably higher than
those achieved in [40], in which high γ was achieved for very low densities1
through the use of a red-detuned standing-wave dipole potential along the
1 On the order of 20 atoms over a total length of 160 µm.
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Fig. 6.3: Density plot of the maximum atom density required to achieve γ = 5.5
over p1000nm and p776nm, the total powers coupled into the waveguide
from the 1000 nm and 776 nm modes respectively.
long axis of the potential well.
The dual-wavelength dipole trap above the metal wire produces an iso-
lated trapping potential, as opposed to the large array of 1-dimensional wells
produced by the intersecting optical lattices in [40] and [39]. In addition to
this, the close proximity of the trap bottom to the metal wire further allows
the imaging of atoms within the trap using the fluorescent methods discussed
in Chapter. 4, as well as in Sec.6.2.2.
Integration of the dual-wavelength dipole trap with atom chip structures
placed directly under the waveguide allows us to add an axial confinement to
the 1-dimensional trapping potential. This in turn allows us to control the 1-
dimensional atom density ρ1D, and through this, the Lieb-Liniger parameter
γ, by manipulating the length L of the confining potential. In the concluding
chapter of this thesis, we propose a simple device incorporating both atom-
chip and optical components for the purpose of manipulating a 1-dimensional
atom cloud in this manner.
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6.4 Conclusion
To summarise this chapter, we have investigated the fluorescence of atoms
above the metal wire due to the excitation of two-photon transitions by the
enhanced evanescent wave. Here, we consider excitations due to a two-photon
absorption process between the 5s and 4d states of rubidium. Using the two-
photon process, fluorescence rates on the order of thousands of photons per
second were observed close to the waveguide surface, but were found to decay
very rapidly with increasing height over the waveguide surface.
Additionally, the characteristics of a gas of atoms confined in the 1-
dimensional trapping potential discussed in Chapter 5 were examined. Scat-
tering lengths and interaction parameters between atoms inside this potential
were calculated. These values were then used to derive values of the maxi-
mum atom density necessary to match parameters taken from [40] and [39],
focusing particularly on the parameter γ used to characterise the state of a 1-
dimensional atom gas. At γ = 5.5, the maximum density of the atom cloud
is found to be larger than the values reported by [40] and [39] for similar
γ.
7. CONCLUSION AND OUTLOOK FOR FUTURE WORK
7.1 Overview of previous work and conclusions
In this thesis, we have studied the use of metal wires emplaced over square
waveguides to enhance the evanescent waves of light passing through the
guides. We have then assessed the use of these enhanced evanescent waves to
detect atoms held closely over the waveguide surface. In particular, we have
calculated the effects of the enhanced evanescent wave on the fluorescence
rates of rubidium atoms scattering 780 nm light. In addition to this, we have
also investigated the absorption of two photons of 1032 nm light between the
5s and 4d states of rubidium, and the subsequent re-emission of a 1529 nm
photon and a 780nm photon, as a means of eliminating noise from fluorescent
detection of trapped atoms.
We have also considered the use of dipole potentials created by super-
posing evanescent waves of oppositely-detuned waveguide modes to create
potential wells capable of tightly confining atoms in the transverse direction.
The characteristics of these wells, and the way in whicch they may be ma-
nipulated by changing the relative input powers of the oppositely-detuned
waveguide modes have been studied. Changes in the characteristics of the
dipole potential wells as the wavelengths of the input modes are altered have
also been calculated and analysed. Finally, by studying the interactions be-
tween individual atoms trapped within the dipole potential well, and the
way in which these interactions change with atom density, it is found possi-
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ble to make use of the dipole potential well to trap atoms in an impenetrable
1-dimensional state which has only previously been achieved using optical
lattice techniques.
The analyses carried out in this thesis were performed for the purpose
of evaluating the feasibility of using plasmonic structures in atom physics
experiments. In following sections, we suggest several possible avenues of
investigation following the research carried out in this thesis.
7.2 Manipulation of 1-dimensional gases over an atom chip
Let us consider a square waveguide over which a thin metal wire is emplaced,
and into which is coupled two oppositely-detuned modes of light. The en-
hanced evanescent waves over the thin wire create the tightly-confining, 1-
dimensional potential well discussed here as well as in Chap. 5. Let this
waveguide then be emplaced over the surface of an atom chip. An array of
parallel straight wires located a distance δL from each other is also emplaced
on the atom chip surface, below and running perpendicular to the waveguide.
Atoms trapped in the 1-dimensional potential well can then be confined mag-
netically along the long axis of the potential by passing current through any
two selected wires within this array. By selecting an appropriate value for L,
the resulting potential well may possess trapping frequencies on the order of
hundreds of kilohertz in the transverse direction, but only on the order of a
few hertz in the longitudinal direction.
The 1-dimensional atom density ρ1D may also be manipulated using
this device. Let us consider a 1-dimensional gas confined axially inside the
evanescent-wave trap by magnetic fields of currents passing through two wires
a distance nδL apart. The size of the axial confinement may then be increased
by ramping down the current in one of the wires, and ramping up current in
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Fig. 7.1: Diagram of device proposed in Sec.(7.2), consisting of an array of metal
wires emplaced on an atom chip surface below a waveguide, over which is
also emplaced a thin metal wire. Atoms are confined over the plasmonic
wire by the evanescent wave dipole trap described in Chapter 5. A current
I is passes through two wires in the array located a distance L away from
each other. Atoms within the evanescent wave trap are then confined
along the direction of the waveguide by the magnetic potentials created
by this current.
another such that the distance between the two current-carrying wires is now
(n + 1)δL. By adjusting the length of the confinement in this manner, we
therefore are able to also adjust the 1-dimensional atom density ρ1D, and by
adjusting ρ1D, are able to manipulate the parameter γ describing the state
of the 1-dimensional gas.
Additionally, it is also possible to use this arrangement to shift 1-dimensional
atom clouds up and down the length of the waveguide. To do this, one may
simply ramp down the current flowing through the two wires providing the
confining magnetic potential, while at the same time ramping up the two
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wires adjacent to the originals in the desired direction of motion. Similar to
the magnetic conveyor belt experiments performed by Reichel et. al. [9–11],
this may allow 1-dimensional gases to be first created over one region of the
chip, then moved over to a different section of the chip containing equipment
for carrying out experiments on the gas.
7.3 Shaping potentials via machining of the plasmonic wire
By interrupting or corrugating the wire along the waveguide, one may in
turn shape the evanescent-wave potential well in various ways. One may use
such a break in the wire, for example to set up a potential barrier between
one portion of the waveguide and another. This barrier may in turn form a
tunnelling junction between waveguide sections, which may then be used to
investigate tunnelling behaviour of atoms in 1-dimensional gases.
More complex effects may be achieved by making use of periodic interrup-
tions of the wire. This in turn results in a periodic series of potential wells.
Possible applications of interest for such structures include investigation of
atom tunnelling through multiple potential barriers and bunching of atoms
into 1-dimensional potential wells of arbitrary lengths.
The narrow widths of the structures studied in this thesis enable us to
emplace multiple wires side by side on top of the waveguide. This in turn
allows us to study atoms trapped in two-dimensional lattices over the waveg-
uide surface.
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7.4 Single atom trapping using surface plasmons focused to a
point
In the case of a plasmonic structure in the shape of a long isoceles triangle,
surface plasmons travelling up from the base of the triangle are focused by
the sides of the triangle into the apex. The concentration of plasmons within
the tip produces a strong evanescent field in the region directly above the
apex [70,71]. A similar focusing effect may be achieved by placing a triangular
structure over our waveguide. By coupling oppositely-detuned states of light
down the same guide, a tightly-confining, near-spherical potential well may
be created, in a manner similar to the 1-dimensional potential well produced
by the wire over the waveguide. Using this potential, a single-atom trap
similar to the plasmonic fibre-tip trap propsed by Chang et. al. [72] may be
implemented.
It may be possible to use this device, in conjunction with the method
described in Sec.(7.2), to separate a single atom from the 1-d gas. One
possible configuration would be to have the metal wire emerge from the apex
of the triangle. A 1-dimensional atom gas may be moved magnetically up
the wire until the first atom falls into the spherical potential well above the
triangle apex. The gas is then moved magnetically away from the triangle,
leaving the single atom isolated.
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