The purpose of this paper is twofold. First, we present the existence theorem of an optimal trajectory in a nonconvex variational problem with recursive integral functionals by employing the norm-topology of a weighted Sobolev space. We show the continuity of the integral functional and the compactness of the set of admissible trajectories. Second, we show that a recursive integrand is represented by a normal integrand under the conditions guaranteeing the existence of optimal trajectories. We also demonstrate that if the recursive integrand satisfies the convexity conditions, then the normal integrand is a convex function. These results are achieved by the application of the representation theorem in L p -spaces.
Introduction
Let Ω be a bounded open subset of the real line and f be a Carathéodory function on Ω × R n × R n satisfying the growth condition. It is well known that the integral functional I on the Sobolev space W 1,p (Ω; R n ) defined by I (x) = Ω f (t, x(t),ẋ(t)) dt is weakly lower semicontinuous if and only if f (t, x, ·) is a convex function on R n for any (t, x) ∈ Ω × R n (see Dacorogna [8, Theorems 3.1 and 3.4] ). The equivalence between the weak lower semicontinuity of integral functionals and the convexity of Carathéodory integrands has a long history and the variants of this result, dating back to Tonelli, have been extensively studied by various authors (see the references cited in Chapters 3 and 4 of Dacorogna [8] ).
According to this equivalence, it is necessarily impossible for integral functionals to be weakly lower semicontinuous whenever Carathéodory integrands lack convexity, which easily leads to the nonexistence of an optimal trajectory in variational problems without convexity assumptions. This poses a serious problem especially when one treats a recursive integral functional because it entails a variable discount factor that depends on trajectories cumulatively in a nonexponential manner, and hence assuming the convexity of the integrand to guarantee the weak lower semicontinuity of the integral functional imposes a strong restriction on the variational problem. (For the economic motivation for introducing recursive integral functionals, see Becker et al. [3] .) To evade this difficulty with nonconvex variational problems, one cannot help giving up the use of the weak topology of W 1,p (Ω; R n ).
The purpose of this paper is twofold. First, we present the existence theorem of an optimal trajectory in a nonconvex variational problem with recursive integral functionals by employing the norm-topology of a weighted Sobolev space. The approach is a "direct method" of calculus of variations. We show the continuity of the integral functional and the compactness of the set of admissible trajectories. Existence follows from the classical Weierstrass theorem. This is a further generalization of the existence result by Chichilnisky [7] and Sagara [14] who worked with a Hilbert space with L 2 -norm topology in that this paper considers more general recursive integral functionals and significantly weaker boundedness assumptions on the set of admissible trajectories than in the above works.
Second, we show that a recursive integrand is represented by a normal integrand under the conditions guaranteeing the existence of optimal trajectories. Therefore, the consideration of a recursive integral functional for the existence problem reduces to the consideration of a standard integral functional. We also demonstrate that if the recursive integrand satisfies convexity conditions, then the normal integrand is a convex function. These results are achieved by the application of the representation theorem in L p -spaces obtained by Buttazzo and Dal Maso [4] .
Use of the weighted Sobolev space with the norm-topology instead of the weak topology has two motivations. First, because strengthening a topology makes it easier for functions to be continuous, by considering the norm-topology, which is indeed stronger than the weak topology, we do not rely on the convexity of Carathéodory integrands in proving the continuity of integral functionals, so the continuity argument becomes relatively simplified. This is due to the significant result of Carathéodory functions and Nemytskii operators provided by Krasnosel'skii [11] .
Second, because of the consideration of an unbounded interval Ω = [0, ∞) in this paper, we need a delicate treatment for the integrability of integral functionals. The trajectories under investigation may admit unboundedness under the norm of W 1,p (Ω; R n ), but the growth rate of the trajectories is bounded by some weight function. The space of this type is described properly by a weighted Sobolev space, which is identified with a closed vector subspace of an L p -space. The integrability of the recursive integral functional is ensured on the set of admissible trajectories in the weighted Sobolev space under the growth condition on the Carathéodory integrand and the discount factor.
The weighted Sobolev space with the norm-topology was first introduced by Chichilnisky [7] into optimal growth theory to prove the existence of an optimal trajectory without convexity assumptions. Sagara [14] extended the existence result of Chichilnisky to the case of recursive integral functionals. The existence result for the weighted Sobolev space with the weak topology under the convexity assumptions was provided by Maruyama [13] . The first rigorous treatment of the existence problem for the case of recursive integral functionals is that of Becker et al. [3] , whose proof relies on the convexity of the set of admissible trajectories in the space of locally absolutely continuous functions with the weak topology and the convexity of the recursive integrand. Carlson [5] and Balder [2] extended the existence result of Becker et al. [3] for the optimal control problem with recursive integral functionals under convexity hypotheses by employing the lower closure theorem of Cesari [6] .
The organization of this paper is as follows. Section 2 introduces a weighted Sobolev space and characterizes its element in terms of the distributional derivatives. In Section 3 we formulate the nonconvex variational problem with recursive integral functionals and present the existence and representation theorems. Section 4 illustrates the application of the existence result to the one-sector optimal growth model with recursive utility. Section 5 is devoted to the proof of the existence and representation theorems.
Weighted Sobolev space
Let Ω = [0, ∞) be a half-open interval in R and F be the σ -field of Borel subsets in Ω. We denote by L p (Ω; R n ) the set of R n -valued measurable functions u on Ω satisfying u p = ( Ω |u(t)| p dt) 1/p < ∞, where | · | denotes the Euclidean norm of R n and the relevant integral is the Lebesgue integral on Ω. Let C ∞ 0 (Ω; R n ) be the set of R n -valued smooth functions
where ·,· is the inner product of R n , define the norm of u by 
]). By the identification of each element
The following result provides a useful characterization of elements in W 1,p ρ (Ω; R n ), which is an extension of the case known for ρ ≡ 1.
(2.1)
Since t → t 0 α(s) ds is locally absolutely continuous on Ω and has its (classical) derivative α(t) a.e. t ∈ Ω, it follows from the integration by parts in the right-hand side of the above equality that
This means that the distributional derivative of u coincides with
Since v has one of the forms in (2.1), the above argument shows that there exists a distributional derivative of v satisfyingv =u. Thus, the distributional derivative of u − v is zero, and hence u − v is a constant function; that is,
, then there exists a locally absolutely continuous functionũ on Ω such that u(t) =ũ(t) a.e. t ∈ Ω and the distributional derivativeu of u is equal to the classical derivativeũ ofũ a.e. t ∈ Ω. Thus, without loss of generality we may assume that each u ∈ W
This observation is used explicitly in Sections 4 and 5.
Main result
The variational problem under investigation consists of minimizing the recursive integral functional I :
where f and r are measurable functions on Ω × R n × R n , F is a measurable function on Ω × R, Γ : Ω × X → 2 R n is a set-valued mapping, and X and X 0 are subsets of R n with X 0 ⊂ X. In most applications, t ∈ Ω is a time, f is a cost function, r is a discounting function and F is a variable discount factor in which the integral t 0 r(s, x(s),ẋ(s)) ds takes into consideration of the cumulative dependence on past trajectories.
Define the set of admissible trajectories with initial conditions in X 0 by
Then the problem is to find a solution to
Existence theorem
The following assumptions guarantee the continuity of the recursive integral functional and the compactness of the set of admissible trajectories. Assumption 3.1.
Assumption 3.2. In general, it is ambiguous which requirements Assumption 3.2 imposes on Γ . The sufficient conditions on Γ , which imply Assumption 3.2, are provided by the following result.
Theorem 3.2. Let A(t) be the t-section of Γ , that is,
Suppose that the following conditions are satisfied:
Then X Γ satisfies Assumption 3.2.
Note that Theorem 3.1 is true for any choice of continuous weight functions. As will be shown in the example in Section 4, in practice, the choice of weight functions depends on the application under investigation. If one wishes to treat a weighted Sobolev space as broadly as possible, it is desirable to choose a weight function as small as possible because 0 < ρ 1 ρ 2 implies that W
Example 3.1. One of the sufficient conditions for X Γ = ∅ is given by the following, which is satisfied in standard growth models as in Section 4:
Condition (a) implies that the trajectory given by x(t) = x 0 exp(− t 0 δ(s) ds) with x 0 ∈ X 0 is a solution to the differential inclusionẋ(t) ∈ Γ (t, x(t)) a.e. t ∈ Ω. From condition (b), it follows that
From this inequality and condition (b), we also have
Remark 3.1. Assumptions 3.1 and 3.2 are significant generalizations of those of Chichilnisky [7] and Sagara [14] . In particular, to obtain the compactness of X Γ they assumed in addition to Assumption 3.2 that there exists some l ∈ L p ρ (Ω) such that x ∈ X Γ (x) implies |ẋ(t + s) −ẋ(t)| l(t)s for any t, s ∈ Ω. This is a Lipschitz condition onẋ imposed uniformly in X Γ . However, it is a strict restriction on X Γ because it is difficult to construct a set-valued mapping Γ guaranteeing this condition under the plausible assumptions in growth theory. On the contrary, we can present an example of Γ satisfying Assumption 3.2 in a standard growth model (see Section 4).
Representation theorem
For the representation theorem we require that the origin in R n belongs to the set of admissible trajectories and the value of the recursive integrand at the origin is normalized to zero. (ii) 0 ∈ Γ (t, 0) a.e. t ∈ Ω and 0 ∈ X 0 .
is lower semicontinuous on R n × R n a.e. t ∈ Ω and g(·, x, y) is measurable on Ω for any (x, y) ∈ R n × R n .
The next result implies that for any primitive (f, r, F, Γ ) the recursive integral functional I is represented by a normal integrand such that I (x) = Ω g(t, x(t),ẋ(t))ρ(t) dt on X Γ under the same hypotheses guaranteeing the existence of an optimal trajectory.

Theorem 3.3. Suppose that the weight function ρ is continuous. If Assumptions 3.1 to 3.3 are satisfied, there exists a unique normal integrand g : Ω ×R n ×R n → R∪{+∞} with the following properties:
(i) There exist some α ∈ L 1 ρ (Ω) and a 1 , a 2 0 such that
(ii) For any x ∈ X Γ and A ∈ F :
A f t, x(t),ẋ(t) F t, t 0 r s, x(s),ẋ(s) ds dt =
A g t, x(t),ẋ(t) ρ(t) dt.
The meaning of the uniqueness of g is as follows: If h is another normal integrand satisfying conditions (i) and (ii) of Theorem 3.3, then h(t, x, y) = g(t, x, y) a.e. t ∈ Ω for any (x, y)
The following assumption provides the sufficient condition for the convexity of the recursive integral functional I on W (i) f (t, x, y) 0 a.e. t ∈ Ω for any (x, y) ∈ R n × R n .
(ii) F (t, z) 0 a.e. t ∈ Ω for any z ∈ R and F (t, ·) is increasing on R a.e. t ∈ Ω.
Theorem 3.4. Suppose that the weight function ρ is continuous. If Assumptions 3.1 to 3.4 are satisfied, then the normal integrand g in Theorem 3.3 is a convex integrand, that is, g(t, ·,·) is convex on
R n × R n a.e. t ∈ Ω.
Remark 3.2. Condition (ii) of Theorem 3.3 is equivalent to f t, x(t),ẋ(t) F t, t 0 r s, x(s),ẋ(s) ds = g t, x(t),ẋ(t) ρ(t)
a.e. t ∈ Ω for any x ∈ X Γ . Note that one may take ρ(t) = exp(−δt) with δ > 0 for a possible choice of ρ. In applications to optimal growth theory, condition (ii) of Theorem 3.3 implies that a recursive utility can be represented by a time additive separable (TAS) utility with a constant discount rate, and the sufficient conditions for the existence of optimal trajectories with recursive utility also provide the sufficient conditions for the representation. Therefore, the use of a TAS utility is not the serious deficiency stressed in the literature, at least for the existence argument (see Becker et al. [3] ).
Application to optimal growth with recursive utility
In this section we treat the case for n = 1. Consider a standard one-sector growth model with recursive utility
where the measurable function c on Ω is a trajectory of consumption generated by the differential equation
is a trajectory of capital stock, ρ is specified below,ẋ denotes the accumulation of capital stock, δ ∈ [0, 1] is a rate of depreciation of capital stock, u, θ and ψ are measurable functions on Ω × R + such that u is an instantaneous utility function, θ is a discounting function and ψ is a production function. The problem is maximizing the recursive integral over all trajectories of consumption satisfying the above constraints. We shall show that under reasonable assumptions on the primitive (u, θ, ψ), the above maximization problem has a solution for a suitable choice of ρ. For p = 2, this is a special case of the optimal growth model investigated by Sagara [14] .
Define the set-valued mapping Γ :
By construction, −δx ∈ Γ (t, x) for any x ∈ R + . If δ = 0, then it is easy to find some q > 0 and a weight function ρ, which satisfies conditions (a) and (b) of Example 3.1. Suppose that the following conditions are satisfied:
(i) u(t, ·) is continuous on R + a.e. t ∈ Ω and u(·, z) is measurable on Ω for any z ∈ R + .
(ii) u(t, 0) = 0 a.e. t ∈ Ω and there exist a continuous function α on Ω and a > 0 such that
is increasing and ψ(t, 0) = 0 for any t ∈ Ω.
(v) There exist a continuous function γ on Ω and b > 0 such that
It is evident that Γ satisfies condition (ii) of Theorem 3.2, and hence X Γ satisfies condition (i) of Assumption 3. 
]). It follows that if x (t) ψ(t, x(t)) with
Define the weight function ρ by
. Therefore, any locally absolutely continuous function x on Ω, which is a solution to the differential inclusion x (t) ∈ Γ (t, x(t)) a.e. t ∈ Ω with x(0) = z satisfies x, x ∈ L p ρ (Ω). By Theorem 2.1 and Remark 2.1, for any element in W p ρ (Ω) its distributional derivative and its classical derivative coincide almost everywhere, and hence X Γ satisfies condition (ii) of Assumption 3.2.
With this choice of ρ assume further the following condition on θ :
Let G Γ be the graph of Γ , i.e.,
Define the subsets of Ω × R × R by
− δx and y 0 , and Then Ω × R × R is divided by the disjoint sets G Γ , G 1 , G 2 and G 3 (see Fig. 1 ). Define the functions f and r on Ω × R × R by
By construction, f and r are Carathéodory functions.
, it follows that f satisfies conditions (i) and (ii) of Assumptions 3.1. Thus, (f, r, F ) satisfies Assumption 3.1 in view of the above conditions (i) to (vi).
Therefore, there exists some x * ∈ X Γ such that I (x * ) I (x) for any x ∈ X Γ . Consequently, the trajectory of consumption c * (t) = ψ(t, x * (t)) − δx * (t) −ẋ * (t) is a maximum solution of the optimal growth problem. Since f (t, 0, 0) = 0 and 0 ∈ Γ (t, 0) a.e. t ∈ Ω by conditions (ii) and (iii), Assumption 3.3 is satisfied. Hence, for some normal integrand g : Ω × R × R → R ∪ {+∞}, we have
for any trajectory of consumption c satisfying the feasible constraint.
Proof of the main result
The proof of Theorem 3.1 is an immediate consequence of the classical Weierstrass theorem. To this end, it suffices to show that X Γ is compact in W 1,p ρ (Ω; R n ) and I is continuous on X Γ . For the compactness argument we employ the characterization of the norm compactness of L p (Ω; R n ). For the continuity argument, we need the continuity property of Nemytskii operators, which are defined by Carathéodory functions. General results on the continuity of Nemytskii operators are given by Krasnosel'skii [11] . Buttazzo and Dal Maso [4] presented a converse approach for giving sufficient conditions for the representation of nonlinear operators on L p -spaces by Carathéodory functions, and hence by Nemytskii operators. The proof of Theorem 3.3 is based on the representation of nonlinear functionals on L p -spaces by Carathéodory integrands provided by Buttazzo and Dal Maso [4] .
Continuity of the recursive integral functional
A function f on Ω × R n is a Carathéodory function if f (t, ·) is continuous on R n a.e. t ∈ Ω and f (·, u) is measurable on Ω for any u ∈ R n . It can be shown that Carathéodory functions are jointly measurable in (t, u) ∈ Ω × R n (see Aliprantis and Border [1, Lemma 4.50]). Let f be a Carathéodory function on Ω × R n . Nemytskii operator T f transforms each R n -valued measurable function u on Ω into a measurable functions on Ω by (T f u)(t) = f (t, u(t)). Let μ be a nonatomic measure of the Borel measurable space (Ω, F ). We denote by L p (Ω, μ; R n ) the set of R n -valued measurable functions u on Ω satisfying Ω |u| p dμ < ∞.
The proof of the following useful result can be found in Krasnosel'skii [11, Theorems 2.1 to 2.3], which is also true for any nonatomic measure space. 
, then it is continuous and bounded.
Since the measure μ ρ defined by μ ρ (A) = A ρ(t) dt with A ∈ F has a density function ρ with respect to the Lebesgue measure, it is evident that L 
ρ(t).
Therefore, Φx is integrable over Ω for every x ∈ X Γ and {Φx | x ∈ X Γ } is integrally bounded in L 1 (Ω). Let {x k } be a convergent sequence of X Γ to some x in W 1,p ρ (Ω; R n ). We then
ρ (Ω), the sequence {T f u k } has a subsequence {T f u k j } such that (T f u k j )(t) → (T f u)(t), μ ρ -a.e. t ∈ Ω, and hence (T f u k j )(t) → (T f u)(t) a.e. t ∈ Ω. Since (Φx k j )(t) = (T f u k j )(t)R(t, u k j ) for each j and (Φx k j )(t) → (Φx)(t) a.e. t ∈ Ω, Lebesgue's dominated convergence theorem implies Therefore, I is continuous on X Γ . 2
Compactness of the set of admissible trajectories
The following result provides a useful criterion to check whether a subset of an L p -space is norm compact. The proof is found in Dunford and Schwartz [9, Theorem IV.8.20 ]. 
